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Résumé : Ce travail s’intéresse au contrôle des résultats de transcriptions numé-
riques produites automatiquement par des logiciels de reconnaissance optique de caractères
(OCR), lors de la réalisation de projets de numérisation de masse de documents. Le but
de nos travaux est de concevoir un système de contrôle des résultats d’OCR suffisamment
robuste pour être performant sur l’ensemble des documents numérisés à la BnF. Cette
collection est composée de documents anciens dont les particularités les rendent difficiles
à traiter par les OCR, même les plus performants. Nous avons conçu un système de détec-
tion des mots omis dans les transcriptions, ainsi qu’une méthode d’estimation des taux de
reconnaissance des caractères. Le contexte applicatif exclu de recourir à une vérité terrain
pour évaluer les performances. Nous essayons donc de les prédire. Pour cela nous propo-
sons différents descripteurs qui permettent de caractériser les résultats des transcriptions.
Cette caractérisation intervient à deux niveaux. Elle permet d’une part de caractériser
la segmentation des documents à l’aide de descripteurs de textures, et d’autres part de
caractériser les textes produits en ayant recours à un second OCR qui joue le rôle d’une
référence relative. Dans les deux cas, les descripteurs choisis permettent de s’adapter aux
propriétés des corpus à contrôler. L’adaptation est également assurée par une étape d’ap-
prentissage des étages de décision ou de prédiction qui interviennent dans le système.
Nous avons évalué nos systèmes de contrôle sur des bases d’images réelles sélectionnées
dans les collections documentaires de la BnF. Le système détecte 84, 15% des mots omis
par l’OCR avec une précision de 94, 73%. Les expérimentations réalisées ont également
permis de montrer que 80% des documents présentant un taux de reconnaissance mots
inférieur à 98% sont détectés avec une précision de 92%. On peut également détecter au-
tomatiquement 45% des documents présentant un taux de reconnaissance inférieur à 70%
avec une précision supérieure à 92%.
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Introduction
Les projets de numérisation de masse permettent aux services d’archives et aux bi-
bliothèques nationales de préserver les collections tout en fournissant aux utilisateurs un
meilleur accès aux documents via l’internet. Plusieurs plateformes numériques dans le
monde offrent aujourd’hui un accès à des millions de documents (comme la bibliothèque
numérique de la BnF, « Gallica 1 », la bibliothèque numérique des Etats-Unis, « DPLA »,
etc.).
La production de documents numériques nécessite un certain nombre d’actions dont
la sélection physique des documents, leur numérisation au moyen de scanners, puis l’in-
dexation des versions numériques par des moteurs de recherche.
Du fait de l’importance du contenu des documents patrimoniaux, les internautes sont
devenus de plus en plus exigeants. Les métadonnées bibliographiques ne reflètent pas de fa-
çon exacte le contenu des documents et ne suffisent pas à l’indexation précise des contenus.
L’utilisation des seules métadonnées bibliographiques par un moteur de recherche fausse
les résultats des recherches et décourage les utilisateurs des bibliothèques numériques.
Pour faciliter la consultation des collections numériques, l’indexation des documents
doit être réalisée sur les textes transcrits (indexation plein texte). Du fait de la quantité
d’ouvrages qu’il faut transcrire, l’étape de transcription est réalisée de façon automatique
grâce à des systèmes de reconnaissance optique de caractères (en anglais Optical Character
Recognition ou OCR).
La technologie actuelle mise en œuvre par les systèmes de reconnaissance de caractères
est basée sur la segmentation des composants textuels en caractères ou mots qui sont
ensuite reconnus individuellement en utilisant des méthodes de reconnaissance de formes.
Les systèmes d’OCR sont devenus aujourd’hui de plus en plus des systèmes experts
composés de plusieurs modules de traitement (pré-traitement, segmentation des compo-
sants de la page, reconnaissance de caractères, post-traitement). Chaque module tente de
fournir les meilleurs résultats au module suivant. A cause de cette architecture séquentielle
de traitement, les erreurs qui apparaissent dans les résultats d’un module de traitement
ont des répercussions directes sur les résultats des modules suivants.
Les systèmes de reconnaissance actuels sont très efficaces sur une grande variété de
documents récents. Cependant, sur des documents dégradés ou anciens, les performances
des OCR deviennent médiocres. L’application des OCR sur des collections de qualité va-
riable génère donc souvent des erreurs de segmentation et de reconnaissance de caractères.
En effet, la dégradation des pages des documents, les défauts d’impression ainsi que la
présence de lexiques particuliers (ancien français, vocabulaires scientifiques, etc.) dans les
documents à reconnaître influent énormément sur la qualité des documents numériques qui
1. Bibliothèque numérique de la BnF : http ://gallica.bnf.fr/
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sont produits au bout de la chaîne de traitement. Les erreurs que l’on peut trouver dans
les résultats de l’OCR se décomposent en deux catégories : les défauts de segmentation et
les défauts de reconnaissance.
Une part importante de la recherche actuelle porte sur l’amélioration des méthodes de
reconnaissance de caractères appliquées au contexte des documents anciens et patrimo-
niaux. On notera cependant que si la majorité des efforts sont réalisés dans cette direction,
très peu portent sur la prédiction et l’évaluation précise des performances des outils d’OCR.
Or, dès lors que l’on considère un processus de numérisation de masse, pouvoir prédire en
amont si un OCR sera capable de traiter un (lot de) document(s) ou non et contrôler en
aval de la chaîne de numérisation que le résultat fourni est conforme aux exigences des
spécifications, est un problème fondamental au regard des volumes traités dans les projets
de numérisation de masse et donc des coûts (humains, financiers) et enfin des exigences
de qualité (que ce soit pour des raisons de conservation ou de diffusion).
A l’occasion de cette étude, nous nous sommes intéressés à caractériser plusieurs étapes
du processus de numérisation à la Bibliothèque nationale de France, afin de dégager des
pistes d’amélioration et de les quantifier de manière rigoureuse. Dans un premier temps
nous nous sommes intéressés aux critères qui agissent sur la qualité des résultats de recon-
naissance des caractères afin de déterminer les sources susceptibles de défauts de segmen-
tation et de reconnaissance des mots. Dans un second temps, nous nous sommes focalisés
sur l’étape de contrôle des résultats de reconnaissance de caractères. Du fait des quantités
très importantes d’ouvrages numérisés (30 000 pages par jour), il devient nécessaire d’au-
tomatiser en partie le processus de contrôle des données produites par les prestataires de
numérisation.
Ce travail a été réalisé dans le cadre du Plan triennal de recherche mené par la Biblio-
thèque nationale de France, dont le but est d’offrir au Service de numérisation de la BnF
les moyens et les outils nécessaires pour maîtriser sa mission de numérisation des docu-
ments. Notre travail a pour finalité d’être intégré dans la chaîne d’entrée des documents
de la BnF.
L’objectif de notre travail est la création d’un système de contrôle des résultats des
systèmes d’OCR. Notre système doit être générique et suffisamment robuste pour s’adapter
à la variabilité de la collection documentaire de la BnF. Pour atteindre cet objectif, nous
mettons l’accent sur l’utilisation d’un certain nombre de techniques génériques les plus
appropriées à cette diversité de documents.
Ce document est organisé en deux parties. Dans la première partie, nous commençons
par la présentation du contexte de notre travail, qui est relié aux projets de numérisation
de masse de la BnF. Ensuite, nous présentons un état de l’art sur la chaîne de traitement
des systèmes de reconnaissance de caractères, notamment les différentes opérations de pré-
paration des images de caractères, le module d’analyse et de reconnaissance de caractères
et enfin les procédures de contrôle des résultats de reconnaissance de caractères.
Dans la seconde partie de ce document, nous présentons notre contribution en ce qui
concerne le contrôle des résultats de reconnaissance de caractères. Cette partie est compo-
sée de deux chapitres. Dans le premier chapitre, nous proposons une approche adaptative
de vérification des résultats de segmentation des structures physiques des documents. La
variabilité de la collection documentaire de la BnF nous a amené à appliquer une approche
locale pour détecter les composants omis par l’OCR. Cette approche utilise des caracté-
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ristiques génériques de texture pour modéliser les éléments de la page (texte, illustration
et fond de page). La localité de notre approche se traduit par l’utilisation des composants
déjà détectés par l’OCR sur un document ou un échantillon de pages pour construire les
classifieurs de notre approche et les entraîner à la volée sur les documents en cours d’ana-
lyse. Cela permet d’adapter au mieux notre approche aux caractéristiques typographiques
des documents traités (polices de caractères, tailles de caractères, défauts d’impression,
etc.).
Dans le deuxième chapitre, nous présentons une deuxième contribution qui nous a
permis de contrôler les résultats de reconnaissance de caractères à travers une procédure
d’estimation locale du taux de reconnaissance des caractères. Nous avons aligné les ré-
sultats de reconnaissance des prestataires avec les résultats de reconnaissance d’un OCR
tiers (appelé « OCR de validation ») qui va jouer le rôle d’une référence relative pour
caractériser les résultats de reconnaissance des prestataires. Les taux de désaccord entre
les deux OCR ainsi que les profils des couples de désaccords sont des caractéristiques indé-
pendantes des caractéristiques typographiques et linguistiques des documents. Cela nous
permet d’avoir une description générique applicable sur la totalité des types de documents
de la BnF. De plus, pour renforcer l’aspect adaptatif de notre approche, nous avons appli-
qué une approche locale d’apprentissage qui utilise un échantillon de pages de la collection
des documents à vérifier, pour former les estimateurs des taux de reconnaissance avec les
caractéristiques locales des documents à vérifier.
L’évaluation de nos méthodes est réalisée sur des bases d’images réelles provenant des
derniers marchés de numérisation de masse de la BnF. Afin de s’approcher du contexte
variable de la collection documentaire de la BnF, nous avons regroupé dans les bases
de validation des documents anciens et des documents récents. L’évaluation des deux
approches de contrôle a montré des performances intéressantes dans la localisation des
mots omis et dans l’estimation des taux de reconnaissance de caractères.
Enfin, nous finissons cette partie par une conclusion générale dans laquelle nous pré-
sentons un bilan du travail qui a été réalisé et des éventuelles améliorations qui peuvent









Contexte : processus de
numérisation des documents
De nombreuses institutions culturelles et archives mondiales ont actuellement recourt
à la numérisation de masse de leurs collections de documents afin de les conserver et
de les communiquer. Depuis 1991, la Bibliothèque nationale de France (BnF) a entrepris
plusieurs projets de numérisation afin de préserver ses documents et les diffuser.
Le processus de numérisation à la BnF commence par une étape de programmation
annuelle des documents à numériser et par une phase de sélection physique des documents.
Ces deux opérations vont permettre de préparer les collections de documents avant le
démarrage des projets de numérisation. Ensuite, tous les documents sélectionnés sont
envoyés aux prestataires de numérisation qui procèdent à l’opération d’acquisition et de
transcription automatique des pages à l’aide d’un OCR.
La capture numérique des pages est la deuxième opération réalisée dans le cadre des
projets de numérisation de masse. Elle désigne le processus permettant de convertir l’in-
formation analogique contenue dans des pages en un signal numérique bi-dimensionnel
représenté dans une matrice appelée image. Pour assurer la qualité des documents numé-
riques, l’opération d’acquisition des images des documents doit prendre en considération
les processus techniques mis en œuvre dans la procédure de conversion numérique des
documents analogiques, ainsi que les attributs des documents sources eux-mêmes : taille
et présentation, niveau de détail, gamme de tons, et présence ou non de couleur.
La reconnaissance des caractères est une étape cruciale dans la procédure de numéri-
sation des documents. Elle permet de convertir les formes des caractères contenus dans les
images en texte électronique (codé en formats ASCII, UTF-8 ou XML pour les documents
structurés). La reconnaissance des caractères est réalisée grâce à des techniques d’analyse
d’image et de reconnaissance de formes. Les résultats de ce traitement vont permettre la
création de documents numériques et leur réutilisation par différents systèmes (publication
de livres numériques, indexation dans les moteurs de recherche, etc.)
Enfin, une étape de contrôle de qualité est réalisée à la fin de la chaîne de numérisation
des documents pour vérifier la qualité des images des documents et la qualité des résultats
de la transcription des caractères.
Le travail présenté dans le cadre de cette thèse est réalisé dans le cadre du projet de
recherche Plan triennal mené par la BnF. Ce projet vise à étudier les différents outils et
méthodes permettant à la BnF de mieux maîtriser la qualité de ces documents numériques.
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Pour cela, nous allons essayer dans cette partie de répondre aux questions suivantes : Quel
est le rôle de chaque étape dans la procédure de numérisation des documents ? Ou se réalise
chaque étape ? Quand les étapes sont-elles effectuées ? Comment sont-elles appliquées ?
Quel sont les facteurs dans chaque étape qui influent sur la qualité des documents ?
Pour répondre à toutes ces questions, nous allons détailler dans ce qui suit les diffé-
rentes étapes de réalisation des projets de numérisation de masse. Nous commençons donc
par la présentation de l’opération de sélection des documents. Ensuite, nous exposons la
procédure de numérisation des documents. Enfin, nous terminons cette partie par une
présentation de l’opération de contrôle des documents numériques réalisées par la BnF et
par les prestataires de numérisation. Dans chaque sous-partie, nous allons tenter de déter-
miner les critères de chaque opération ayant une influence sur la qualité des documents
numériques.
1 La sélection des corpus
1.1 Introduction
La réalisation des projets de numérisation de masse commence toujours par une procé-
dure de sélection des collections documentaires à numériser. L’objectif de cette procédure
est d’assurer la qualité intellectuelle et physique des bibliothèques numériques. Cette pro-
cédure s’effectue au moyen de trois types d’examens portant sur :
– les droits d’auteur,
– les données bibliographiques des documents,
– les caractéristiques physiques des documents.
Pour les institutions culturelles, les paramètres les plus influents quant à la décision
de sélection des documents sont généralement les statuts juridiques des documents à nu-
mériser (libres de droit ou sous droit d’auteur) ainsi que la valeur de leurs données biblio-
graphiques (la disponibilité des informations bibliographiques des documents telles que le
nom de l’auteur, le titre du document, sa date d’édition, etc.). En revanche, les caractéris-
tiques physiques des documents ne sont pas d’une importance capitale dans la décision de
sélection des documents. En fait, il arrive même qu’en présence de certains défauts phy-
siques dans les documents, les institutions culturelles sélectionnent ces documents dans
leurs projets de numérisation de masse du fait de leur valeur intellectuelle, ce qui engendre
par la suite des lacunes dans les résultats de l’opération de reconnaissance des caractères.
En fait, dans les résultats de l’OCR, les défauts sont causés majoritairement soit par
des défauts physiques dans les documents traités, soit par des défauts liés à la présence
d’artefacts dans l’image. On peut décomposer les critères qui influent sur la qualité des
résultats de reconnaissance automatique des caractères en trois catégories :
– Critères de l’œuvre qui concerne le contenu textuel du document, comme la présence
de formules mathématiques et d’illustrations, le nombre de langues utilisées, etc.
– Critères de l’ouvrage qui concernent la qualité du papier et de l’encrage des pages,
le type des caractères et la mise en page utilisés dans le document, etc.
– Critères liés à la numérisation qui couvrent la qualité de la numérisation (fidélité à
l’original, netteté, bruit de numérisation, orientation, etc.) ainsi que les paramètres
de numérisation (résolution, profondeur colorimétrique, etc.).
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L’opération de sélection des documents est une tâche très importante dans les projets
de numérisation de masse. D’une part, parce que la qualité des résultats de conversion de
l’image est très liée aux caractéristiques des documents physiques et d’autre part parce
qu’elle doit permettre d’optimiser le coût de la numérisation des documents. En effet, il
sera coûteux de demander un taux OCR élevé sur des documents pour lesquels l’OCR
aura de mauvais résultats. Inversement on ratera le but à atteindre si l’on rejette des
documents que l’OCR pourrait traiter facilement avec un excellent taux de reconnaissance.
La décision de sélection doit donc anticiper le résultat qui sera obtenu par l’OCR. La
figure 1.1 représente la qualité des décisions de sélection selon trois plages de taux de
reconnaissance automatique (les taux de reconnaissance inférieurs à 60%, les taux de
reconnaissance entre 60% et 98% et les taux de reconnaissance supérieurs à 98%). Ces
trois plages de valeurs supposent que l’intervalle 60%-98% est atteint automatiquement
par l’OCR sans correction manuelle coûteuse et qu’un taux supérieur à 98% ne peut
être atteint que par l’intervention d’une étape de correction manuelle. Selon cette figure,
une très bonne décision de sélection est donc réalisée soit lorsqu’on décide de rejeter
des documents qui produiront un taux de reconnaissance inférieur à 60%, soit lorsqu’on
sélectionne des documents qui peuvent avoir une qualité de reconnaissance automatique
comprise entre 60% et 98%, soit enfin lorsqu’on sélectionne des documents qui peuvent
conduire à un taux de reconnaissance supérieur à 98% dans la classe des documents à
haute qualité.
Réciproquement, une mauvaise décision de sélection est réalisée lorsque des documents
de bonne qualité (taux de reconnaissance d’OCR supérieur à 98%) sont affectés à la classe
des documents de haute qualité, car cette décision entraîne une perte économique puis-
qu’il est en principe possible d’obtenir une haute qualité de reconnaissance d’une manière
automatique sans recourir à une procédure de correction manuelle. Une très mauvaise
décision est également réalisée lorsque les services de sélection rejettent des documents
de très bonne qualité. Cela signifie que l’opération de sélection des documents est trop
stricte. Par conséquent, une opération fiable de sélection doit réaliser au moins des bonnes
décisions. Pour cela, il faut prendre en compte tous les critères qui ont une influence sur
la qualité des résultats de l’OCR. Nous détaillerons dans ce qui suit chacun de ces critères
pour montrer leur impact sur la qualité des documents numériques.
1.2 Critères concernant l’œuvre
Certains critères de l’œuvre ont un impact négatif sur la qualité des résultats de re-
connaissance des caractères. Les systèmes commerciaux de reconnaissance de caractères
sont calibrés pour reconnaître du texte contemporain dactylographié ; ils utilisent pour
cela des ressources linguistiques telles que des dictionnaires qui sont adaptés à la langue
contemporaine. De ce fait ces ressources ne sont pas adaptées à des œuvres plus anciennes
et peuvent même dégrader la reconnaissance des caractères dans ces situations.
Selon [Vay], tous les éléments non purement textuels peuvent perturber l’opération
de reconnaissance des caractères. Par exemple les annotations, les tableaux, les formules
mathématiques et chimiques et les chiffres sont autant d’éléments perturbateurs pour
les OCR. Certaines langues et alphabets ont un impact sur la qualité des résultats de
reconnaissance des caractères. En effet, les premiers OCR du XXe siècle développés pour
les archives traitent des documents en anglais qui ne comportent quasiment aucun signe
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Figure 1.1 – L’évaluation de la décision de sélection des documents en fonction du taux
de reconnaissance automatique des caractères
diacritique (excepté le point sur le i). Lorsque les OCR ont commencé à travailler sur
d’autres langues, comme le français, les problèmes de reconnaissance des accents sont
apparus. Les accents ont la spécificité d’être beaucoup plus petits qu’un caractère. Certains
traitements de suppression de bruit les considèrent comme du bruit, ce qui élimine tous
les accents trop petits. La fréquence importante d’accents rend donc le français, l’espagnol
et a fortiori les langues slaves (écrites avec l’alphabet latin) plus difficiles à reconnaître
que l’anglais.
La longueur moyenne des mots est un paramètre qui caractérise chaque langue. Cer-
tains systèmes de reconnaissance de caractères utilisent ce paramètre pour optimiser la
procédure de segmentation des mots dans les phrases. La longueur moyenne des mots de
la langue anglaise est d’environ six caractères. Alors que la longueur moyenne des mots
pour l’allemand et le finnois est plutôt proche de neuf caractères. Si on n’optimise pas ce
paramètre avant le lancement de la procédure d’analyse des images des documents, des
erreurs de segmentation peuvent survenir.
D’après [Vay], les systèmes de reconnaissance de caractères travaillent mieux avec une
seule langue par unité documentaire. Même s’il est possible d’ajouter un dictionnaire d’une
autre langue, cet ajout peut engendrer des erreurs considérables sur le reste des résultats
de reconnaissance. De même, la présence d’alphabets non latins peut être préjudiciable à
la reconnaissance globale du texte et même affecter la qualité de la segmentation.
Les textes comportant des références et des citations utilisent souvent les notes de bas
de page et le style italique. Les notes de bas de page sont généralement composées avec
une petite taille de police. La variation des tailles de police sur une page gène énormément
l’opération de reconnaissance des caractères qui aura du mal à estimer la taille moyenne de
la police de la page. De plus, le style italique engendre souvent des erreurs de reconnaissance
de caractères.
Dans les textes narratifs et descriptifs, la majorité des signes de ponctuation sont
des points et des virgules. Dans les documents scientifiques, les points sont beaucoup
plus présents que les virgules car ils sont utilisés dans l’écriture des nombres réels, dans
les abréviations et dans les fonctions scientifiques. Compte tenu de leur apparence dans
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le texte, les points et les virgules sont souvent similaires, ce qui empêche les méthodes
de reconnaissance de formes de faire la distinction entre les deux. Les traits d’union «-
» et les traits de soulignement «_» sont relativement courants. Certains systèmes de
reconnaissance optique de caractères ne les distinguent pas. On peut trouver dans les
textes d’autres signes typographiques tels que guillemets, apostrophes et parenthèses. Dans
certaines polices de caractères, les apostrophes et les guillemets se distinguent des virgules
et des points grâce à leur position par rapport à la ligne de base. Dans les langues française
et espagnole, les guillemets sont utilisés comme des marques de citation. Les problèmes
posés par les ponctuations sont les mêmes que ceux posés par les accents : ils sont de petite
taille et risquent donc d’être supprimés lors du processus de traitement du bruit.
1.3 Critères concernant l’ouvrage
Les critères de l’ouvrage désignent l’ensemble des caractéristiques physiques du docu-
ment telle que la qualité de papier, le type d’encrage, la taille des marges, etc. Ces critères
ont un impact direct sur la qualité des résultats de l’OCR. En effet, les systèmes de re-
connaissance de caractères utilisent les images des pages de document pour transcrire le
contenu textuel des documents. Si le document original possède des défauts physiques (par
exemple des tâches d’encre), ces défauts vont apparaître sur les images, ce qui engendrera
des erreurs de reconnaissance et de segmentation. Nous pouvons décomposer les critères
de l’ouvrage qui ont un impact sur la qualité de reconnaissance en trois classes :
– Critères liés au support : reliure, ouverture du document, papier, format, etc.
– Critères liés à la mise en page : marges, nombre des colonnes, orientation de l’écriture,
etc.
– Critères liés à la typographie et à l’impression : intensité d’encrage, lacunes d’en-
crage, police des caractères, taille des police, présence de l’italique, etc.
L’ouverture du document définit l’angle maximal entre deux pages. La plupart des do-
cuments anciens possèdent des reliures très serrées. Cela rend difficile la procédure de mise
à plat des documents pour les numériser avec les procédures classiques. Par conséquent, la
numérisation de ces documents est réalisée sur des numériseurs particuliers qui scannent
les pages sans mise à plat. Cette méthode de numérisation engendre l’apparition de zones
noires dans les parties de l’image qui sont proches de la reliure (cf. figure 1.2) ce qui peut
altérer le contraste de l’image de la page et engendrer la perte des éléments proches de la
reliure.
Figure 1.2 – Exemples de zone sombre côté reliure
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La qualité du papier est définie dans notre contexte par sa capacité à présenter les
informations de façon claire. L’acidité des pages peut morceler et effriter les pages du do-
cument. S’il existe des taches ou/et des jaunissements sur les pages, le document numérisé
risque d’être illisible. Les taches proviennent de la dégradation du papier à travers le temps.
La figure 1.3 montre un exemple d’image d’un document qui contient des taches sombres
et des taches claires. Les taches claires génèrent des caractères fragmentés et des formes
variables. Par conséquent, les systèmes de reconnaissance de caractères peuvent considé-
rer les différentes parties du caractère comme des éléments distincts, ce qui engendre des
erreurs de segmentation et de reconnaissance. De plus, les taches sombres engendrent des
ambiguïtés sur les formes de caractères et peuvent boucher des boucles de caractères.
Figure 1.3 – Exemple de document avec un papier dégradé
La transparence du papier provoque aussi des erreurs de reconnaissance de caractères.
En effet, si le papier est très transparent au point que l’écriture qui se trouve sur une face
apparaisse sur l’autre face, le processus de conversion par l’OCR devient difficile.
Critères liés à la mise en page
La structure textuelle du document définit l’agencement physique des blocs sur la page.
Les textes présentés sous formes de colonnes (comme les journaux de presse) ou habillés
par des motifs graphiques rendent l’opération de reconnaissance de caractères complexe
et provoquent beaucoup d’erreurs dans les résultats de l’OCR [Vay] (cf. figure 1.4).
Figure 1.4 – Exemples de documents à plusieurs colonnes : l’image à gauche représente
un document multilingue composé en double colonne. L’image à droite est une page de
presse avec des publicités encadrées par des bordures.
Les marges sont les espaces blancs qui séparent la zone de texte des bords de la page.
Les ouvrages présentant de faibles marges ou des éléments textuels proches de la reliure
sont généralement mal traités par les systèmes de reconnaissance de caractères. Les types
de défauts obtenus sont semblables à ceux liés à une ouverture réduite du document.
L’orientation de l’écriture dans la page est par convention horizontale pour la plupart
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des systèmes de reconnaissances de caractères latins. Une tolérance d’environ 12° est ad-
mise pour gérer les documents imprimés ou numérisés légèrement en oblique. L’existence
de blocs textuels verticaux dans les documents, notamment dans les légendes et les ta-
bleaux, perturbe énormément l’opération de conversion des documents et engendre des
erreurs de segmentation et de reconnaissance des caractères. Pour éviter ces erreurs, une
procédure de gestion d’hypothèses d’orientation des blocs textuels doit être appliquée.
Ce traitement supplémentaire n’est pas toujours présent dans les systèmes de reconnais-
sance de caractères. Par ailleurs, si ce traitement n’est pas parfait, la reconnaissance sera
dégradée.
Critères liés à la typographie et à l’impression
La typographie est l’art de la communication à travers les textes imprimés. Elle re-
groupe tous les critères tels que les styles, les polices et les tailles des caractères utilisés
pour composer les textes du document. Une bonne typographie doit permettre un accès
aisé et clair au lecteur, elle ne doit pas perturber la lecture par des ornementations trop
prégnantes.
La typographie des documents joue un rôle déterminant dans la complexité d’un do-
cument par rapport à un processus de transcription automatique. Ainsi, lorsque certaines
polices de caractères utilisées dans l’impression sont dérivées de la calligraphie médié-
vale, par exemple, les typographies gothiques, celles-ci rendent le processus de conversion
délicat.
Les systèmes de reconnaissance de caractères reconnaissent les caractères à travers
leurs formes. Cependant, certaines polices de caractère peuvent engendrer des ambiguïtés
quant aux formes des caractères. En effet, pour que les caractères soient bien reconnus,
leurs formes doivent être suffisamment invariantes. Dans la reconnaissance de caractères,
la notion d’invariance est généralement très reliée à son champ d’application, c’est-à-dire
suivant les caractères traités, une simple modification peut être invariante comme elle
peut être variante. Prenons l’exemple des caractères Q et O : le jambage qui se trouve au-
dessous du cercle distingue les deux caractères. Par contre, la présence de l’empattement
dans l’extrémité supérieure du C en police Times New Roman ne devrait pas générer de
différence avec la forme de caractère C en police Arial. Les ambiguïtés peuvent également
venir de l’alphabet lui-même. Ainsi, dans l’alphabet latin, certains caractères minuscules
ont la même forme que certains chiffres, par exemple l et 1 , le O et 0. Dans l’alphabet
arabe, la forme d’une lettre dépend parfois de ses voisines selon une grammaire bien formée
graphiquement. La présence de symboles spéciaux (comme par exemple $ , % , §, σ , etc.)
dans les rapports techniques et les articles scientifiques compliquent généralement l’opéra-
tion de conversion des textes. En effet, l’ambiguïté entre les formes des caractères spéciaux
est beaucoup plus fréquente que pour les caractères normaux. Les documents présentant
plusieurs polices de caractères sont aussi plus difficiles à convertir que les documents pré-
sentant une seule police. En effet, il est possible qu’un symbole similaire corresponde à
deux caractères différents présents dans deux polices différentes.
Les défauts d’impression couvrent tous les artefacts qui nuisent à la clarté de l’écriture
et altèrent les formes des caractères. Par exemple, les lignes blanches sur les éléments
textuels causées par des défauts du ruban d’impression ou l’encrage délicat du document
produisent un effet de caractères cassés, ce qui gêne le processus de reconnaissance de
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caractères. De même, le faible encrage des documents dégrade le contraste entre les carac-
tères imprimés et le fond (papier) ce qui agit sur la lisibilité du document. Au contraire, un
encrage trop appuyé du document peut épaissir les caractères et provoquer des formes non
uniformes et des boucles bouchées (comme pour les a , e et o ). De plus, les documents
anciens sont caractérisés par des espaces non uniformes entre les mots et les caractères des
mots, ce qui peut générer des problèmes de segmentation des blocs de différents niveaux.
1.4 Critères liés à la numérisation
Outre les critères intrinsèques liés au document et à la façon dont il a été imprimé, le
mode d’acquisition des images des documents a une influence sur la qualité des résultats
de reconnaissance des caractères.
Le bruit de numérisation est l’un des artefacts qui gêne énormément les algorithmes de
conversion des documents. Le bruit est un signal aléatoire qui apparaît sur l’image à cause
des défauts des capteurs du scanner. L’apparition de bruit de numérisation entraîne des
déformations dans les formes des caractères, ce qui génère des erreurs dans les résultats
de l’OCR.
La dynamique de l’image joue un rôle déterminant dans la qualité de l’image. Une étude
présentée dans [Ant11] a montré que le passage en niveau de gris permet d’améliorer no-
tablement le taux de reconnaissance de l’OCR. La binarisation de l’image des documents
réduit l’information de couleur de l’image. Mais si le seuil de binarisation n’est pas ap-
proprié, des artefacts peuvent apparaître sur les images du document, ce qui engendre des
erreurs de reconnaissance de caractères.
Selon [Hol09], le mauvais choix de la résolution des images des documents peut conduire
soit à un manque d’information (en sous-échantillonnage), soit à un surplus d’information
(en sur-échantillonnage) qui se traduit souvent par la présence d’un bruit plus abondant.
Les modèles des systèmes de reconnaissance de caractères sont obtenus avec une réso-
lution d’image définie au préalable. Pour caractériser les formes de caractères, les OCR
commencent toujours par l’adaptation de la taille des images des caractères à la taille des
images de modèle. Cette opération d’adaptation peut produire des images pixélisées si la
résolution de l’image des documents est inférieure à la taille des images des modèles de
caractères et si on n’utilise pas un algorithme de ré-échantillonnage adapté.
La compression abusive de l’image a forcément un effet négatif sur les résultats de
l’OCR. En effet, la compression avec perte engendre l’apparition d’artefacts visuels qui
gênent énormément la procédure de conversion des documents. Par conséquent, pour gar-
der les informations de l’image intactes, il est préférable d’utiliser un format d’image non
propriétaire qui utilise un algorithme de compression sans perte.
Le contraste est le paramètre qui permet de faire varier l’accentuation ou l’atténuation
des transitions de noir/blanc. La luminosité permet de jouer sur l’éclairage du document
à capturer. Ces deux paramètres sont souvent corrélés et ils jouent un rôle très important
dans la qualité des résultats de reconnaissance. Des expériences réalisées dans [Fré10]
ont montré que l’on peut passer d’un taux de reconnaissance de 99% à 0% en variant
légèrement le contraste et la luminosité des images du document.
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1.5 Conclusion
De manière générale, les systèmes de reconnaissance des caractères atteignent des
bonnes performances sur des documents récents caractérisés par un bon état physique
et des propriétés typographiques standards. Au contraire, les performances décroissent si-
gnificativement sur les documents anciens et patrimoniaux qui font l’objet des projets de
numérisation de masse de la BnF. Ceci influe sur l’intégrité des documents numériques de
la bibliothèque numérique « Gallica » de la BnF.
Pour maîtriser la qualité des résultats de l’OCR, on peut se baser sur les critères de
l’œuvre et de l’ouvrage lors de la procédure de sélection des documents. Cependant, ce
démarche n’est pas toujours aisée. En effet, l’accumulation des défauts physiques ainsi que
leur distribution aléatoire dans les documents rendent la procédure préalable d’estimation
des qualités d’OCR difficile. Prenons l’exemple des dates d’édition des documents, qui
peuvent donner une indication sur l’état physique et typographique des documents. Plus
les documents sont anciens, plus leur état physique est médiocre. Ceci conduit, d’après ce
que nous avons présenté précédemment, à des erreurs de segmentation et de reconnaissance
de mots dans les résultats de l’OCR. Pour s’assurer de cette hypothèse, on a présenté dans
la figure 1.5 la distribution de 924 documents en fonction des taux de reconnaissance
des caractères et des dates d’édition. Les documents de cette analyse sont sélectionnés
aléatoirement à partir de la base des documents de la BnF.
D’après cette figure, on constate que conformément à l’hypothèse précédente, les do-
cuments édités entre le XV Ie siècle et le XV IIe siècle ont des taux de reconnaissance très
médiocres (inférieurs à 60%). Ces taux s’améliorent de manière significative en passant au
XXe siècle. Cependant, l’étendue des taux de reconnaissance des documents édités après
1700 est très importante (variation entre 5% et 99%). Pour affiner cette analyse, on a
étudié aussi la distribution de ces documents en fonction des courbes de la figure 1.6. Ces
courbes illustrent les variations du taux moyen de reconnaissance, la variation des taux de
reconnaissance et le nombre des documents en fonction de la date d’édition. D’après cette
figure, nous constatons que les taux de reconnaissance suivent une allure croissante en
passant du XV e siècle au XXe siècle. Cette constation prouve l’existence d’une relation
entre les dates d’édition et les taux de reconnaissance des caractères. Cependant, d’après
la courbe de l’écart-type des taux de reconnaissance des caractères (courbe verte), nous
constatons que des variations importantes des taux de reconnaissance sont enregistrées
pour les documents qui ont des taux de reconnaissance moyens supérieurs à 60%. Cela
signifie que les taux de reconnaissance de ces documents sont très variables.
En plus des critères de l’œuvre et de l’ouvrage, la BnF se base aussi sur la valeur
intellectuelle du document pour déterminer la qualité des résultats de l’OCR qu’elle veut
obtenir. Cette caractéristique n’a aucune lien avec les critères de l’œuvre et de l’ouvrage
qui influent sur la qualité des résultats de l’OCR, alors qu’elle est la caractéristique prin-
cipale de l’opération de sélection des documents de la BnF. Par conséquent, à partir de
cette analyse, on peut déduire que la sélection des documents en fonction des critères de
l’œuvre et de l’ouvrage n’est pas une procédure aisée à mettre en place dans la chaîne de
numérisation de la BnF. Afin de déterminer notre champ d’action, nous présentons dans
la section suivante les opérations principales de numérisation de masse adoptée par les
acteurs de numérisation.
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Figure 1.5 – Taux OCR moyen des documents vs leur date dédition
Figure 1.6 – Date édition, nombre de documents, taux OCR moyen et écart type
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2 La chaîne de numérisation / OCRisation
2.1 Introduction
Après la procédure de sélection des collections des documents à numériser, la BnF pro-
cède à la production des documents numériques. Cette opération est réalisée en majorité
par des prestataires externes. Elle commence toujours par l’acquisition des images des do-
cuments, laquelle nécessite un certain nombre de paramétrages qui permettent de produire
des images lisibles pour les lecteurs et utilisables par les systèmes de reconnaissance de
caractères.
Le choix du format d’image, de la dynamique de couleur et de la résolution d’image
dépend des besoins de numérisation et du type des documents à numériser. En effet, les
images des documents produites pour être communiquées sur le Web sont très différentes
des images produites pour l’archivage numérique. Nous avons montré en évoquant les
critères de sélection des documents (cf. section 1) que la qualité des résultats de reconnais-
sance de caractères est très dépendante de la qualité des images des documents reproduits.
Par conséquent, il faut choisir les bons paramètres d’acquisition pour garantir l’intégrité
des bibliothèques numériques et la qualité de l’opération de conversion textuelle des images
des documents.
Dans ce qui suit, nous commençons au début par une présentation de l’opération de
numérisation des documents en fonction des politiques de numérisation des documents.
Après nous présentons la procédure de conversion des documents en spécifiant les exigences
de qualité de la BnF.
2.2 Numérisation des documents
Numérisation faite pour l’archivage
Pour des fins de préservation, la numérisation des documents doit être réalisée de
manière à être la plus fidèle possible au document original. Certaines politiques de pré-
servation exigent même la conservation de la texture des pages des documents, ce qui
engendre des spécifications techniques particulières.
Les images destinées à l’archivage doivent être non compressées, sans artefacts nu-
mériques résultant d’une compression avec perte. De plus, elles doivent être prises avec
une résolution suffisante pour être employées dans des chaînes d’impression. A la BnF,
afin de garantir une représentation suffisante du contenu textuel des documents, tous les
documents traités dans le cadre des projets de numérisation de masse sont numérisés avec
une résolution d’au moins 300 dpi. Certains documents dans les collections de la BnF sont
numérisés avec des résolutions de 600 dpi et de 900 dpi ou plus pour donner une représen-
tation plus fine du document, notamment pour les documents de petite taille (pièces de
monnaie).
La colorimétrie des images des documents varie selon le type des documents traités.
Par exemple, pour les manuscrits anciens, la numérisation couleur sera nécessaire dans la
plupart des cas même lorsque ceux-ci ne comportent pas d’enluminures ou d’illustrations,
les textes pouvant comporter des caractères et/ou des soulignés de différentes couleurs ;
par ailleurs le fond de page comporte aussi des couleurs contrastées en fonction de l’his-
toire du document. Par conséquent, il est possible de distinguer les documents considérés
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comme des trésors irremplaçables qu’il faudra numériser avec une très haute qualité et
en couleurs, de ceux que l’on peut se contenter de traiter en niveaux de gris et avec une
résolution moins importante. Pour les manuscrits et les imprimés récents qui ne possèdent
pas d’illustrations, on pourrait se contenter de les numériser en niveaux de gris, mais il
n’est pas possible de vérifier de façon exhaustive avant la numérisation d’un document
qu’aucune de ses pages ne comporte pas d’ajout en couleur voire au crayon. Dans le mar-
ché de reproduction des originaux numériques, les deux standards de profondeur utilisés
pour spécifier la plage de dynamique des couleurs de l’image :
– 8 bits (28) = 256 tons (pour la numérisation en niveaux de gris)
– 24 bits (224) = 16, 7 millions de tons (pour la numérisation en couleur RVB).
La numérisation pour la préservation peut être effectuée à des coûts raisonnables, étant
donné la cadence des scanners de dernière génération, et avec une qualité uniforme. Les
originaux numériques prennent plus de place mémoire puisqu’ils ne sont pas compressés.
En fait, la BnF n’utilise aucune compression pour produire les originaux numériques des
documents pour être le plus fidèle possible aux caractéristiques du document original. Ceci
engendre des couts de stockage important pour conserver la totalité de base des documents
numériques de la BnF. Aujourd’hui, la BnF utilise un espace de stockage proche de quatre
pétaoctets. Par contre, dans la pratique le coût le plus important dans un processus de
conversion de document est le temps humain qui est proportionnellement lié à la masse
physique des documents stockés. Ce coût peut être jusqu’à 100 fois plus élevé par page
que celui du stockage. Par ailleurs, les coûts de stockage informatisé ont été divisés par
2 tous les trois ans sur les vingt dernières années et des progrès sont encore à venir
dans ce domaine ; il faut cependant prendre en compte les frais de gestion de l’archivage
(surveillance des supports, sauvegardes, migrations...).
Numérisation faite pour la consultation
La diffusion des documents numériques par internet nécessite des images avec des
spécifications techniques adaptées aux opérations d’échange distant de données. La taille
des images de document doit être raisonnable afin d’assurer une consultation fluide des
documents numériques sur internet tout en conservant la lisibilité des images des pages.
Les originaux numériques produits en format non compressé constitueront le fichier
maître pour l’archivage à partir duquel on produira les images de consultation. Les images
de consultation des documents doivent être compressées afin d’alléger leur taille. Le choix
du mode de compression (avec perte ou sans perte ) dépend de la qualité de rendu
d’image souhaitée et du taux de perte toléré. Si la taille des images n’est pas assez réduite
en utilisant la compression sans perte, on peut procéder à l’abandon d’une partie de l’in-
formation contenue dans l’image sans que cela soit perceptible à l’œil. Cette compression
peut être menée soit avec un logiciel spécial (par exemple : Kakadu 1 ), soit à travers
le matériel de numérisation (scanners) qui assure directement la compression, ce qui est
particulièrement utile lors de la création d’un grand nombre de fichiers ou de très gros
fichiers.
Les formats d’images utilisés pour la consultation doivent permettre la transmission
et l’échange entre une grande variété de plateformes et d’applications. Les formats JFIF,
1. Logiciel de compression d’image : http ://www.kakadusoftware.com/
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GIF, JPEG 2000 et PNG sont très utilisés pour la publication des images des documents
sur le Web et ils sont compatibles avec la plupart des navigateurs web.
Les documents numériques de Gallica ont généralement une résolution de 300 dpi. La
compression minimale utilisée pour générer les images de documents de consultation est
égale à 60% pour les manuscrits et à 75% pour les imprimés. Pour compresser les images
de Gallica, la BnF utilise l’algorithme de compression de format JPEG2000 qui permet de
produire des images en plusieurs taux de compression et avec plusieurs résolutions d’image.
2.3 La conversion textuelle des images des documents « OCRisation »
La transcription du contenu des documents en format textuel est une opération cruciale
dans les projets de numérisation de masse. Elle assure la réutilisation du contenu textuel
des documents par d’autres systèmes tels que les moteurs de recherche ou les générateurs de
fichiers ePub ou PDF. Si les techniques de reconnaissance de l’écriture manuscrite ne sont
pas assez mûres pour qu’elles soient appliquées dans des chaînes de production de masse,
les techniques de reconnaissance des textes imprimés offrent des bonnes performances sur le
texte imprimé de bonne qualité lorsqu’on utilise les meilleures solutions du marché, parmi
lesquelles on peut citer ABBYY, Readiris, Tesseract ou OmniPage. Dans cette partie, nous
allons nous limiter à une présentation générique des systèmes de reconnaissance optique
des caractères en mettant uniquement l’accent sur les exigences de la BnF.
Les OCR sont des programmes informatiques qui assurent la segmentation de la page
numérisée afin de déterminer les zones comportant du texte, des tableaux et des illustra-
tions. Ensuite chacune des zones textuelles identifiées est elle-même segmentée finement,
par ligne, puis par mot et caractères. Les zones des tableaux subissent aussi une opération
de segmentation plus fine qui permet de segmenter et d’identifier les lignes et les colonnes
du tableau. L’ensemble des opérations de segmentation des documents permet par la suite
d’identifier la structure de la page.
Ensuite, tous les mots segmentés sont renvoyés au moteur de reconnaissance de ca-
ractères pour identifier les classes de ses caractères. Une fois que tous les caractères de la
page ont été identifiés, l’OCR procède à la réalisation des opérations de post-traitement
qui permet de valider les résultats de reconnaissance de formes ou de les corriger dans une
certaine mesure en utilisant un dictionnaire ou un modèle de langage. Une présentation
plus détaillée de ces étapes est exposée dans le chapitre 2 de cette partie.
Actuellement, la BnF demande trois qualités de conversion des textes dans ses projets
de numérisation de masse :
– Une qualité brute obtenue automatiquement sans aucune opération de correction
manuelle et dans laquelle les documents numériques ont des taux de reconnaissance
de caractères qui varient entre 60% et 98,5%.
– Une qualité garantie à au moins 98,5% obtenue soit automatiquement, soit à travers
une assistance humaine (post correction) si le taux de 98,5% exigé par la BnF n’est
pas assuré (dans le dernier marché de numérisation, 80% des documents convertis
sont demandés avec une qualité garantie),
– Une qualité supérieure obtenue toujours avec une assistance humaine. Cette qualité
supérieure correspond à un taux de reconnaissance supérieur à 99,9%. (dans le der-
nier marché de numérisation, 20% des documents convertis sont demandés avec une
qualité supérieure).
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Les taux de reconnaissance fournis par les OCR sont calculés sur les régions lisibles
de la page. Cela signifie que les mots omis et illisible (très difficile à reconnaître) sont
exclus de la procédure de calcul des taux de confiance. Par conséquent, les qualités réelles
des résultats de reconnaissance sont significativement plus faibles que celles qui ont été
estimées automatique par l’OCR.
2.4 Conclusion
L’opération de capture et de conversion textuelle des documents est réalisée majori-
tairement par des prestataires externes. Seuls les documents précieux sont numérisés et
océrisés en interne dans les ateliers de numérisation de la BnF. Cette politique de numé-
risation a été mise en place afin d’assurer une production de documents numériques en
masse.
La BnF précise ses exigences de qualité dans les cahiers des charges. Le choix des
paramètres des scanners et les algorithmes de compression est généralement discuté avec
le prestataire pendant la phase de test du projet de numérisation de masse. Cependant, la
BnF n’intervient ni dans l’opération de numérisation des documents ni dans l’opération
de conversion textuelle des images, ce qui est contraignant pour notre travail car on ne
peut pas agir à ce niveau pour maîtriser la qualité des documents numériques de la BnF.
3 Le contrôle
3.1 Introduction
Bien que les performances des OCR soient très bonnes sur des collections de documents
récents, les résultats fournis par les prestataires sur les collections patrimoniales de la BnF
englobent plusieurs types de défauts tels que des erreurs d’identification de la structure
des fichiers, des erreurs d’identification de la structure physique de la page et des erreurs
de reconnaissance de caractères. Cela exige une opération de contrôle qui doit être réalisée
conjointement par la BnF et les prestataires de numérisation de masse avant la mise en
consultation des documents dans Gallica.
Dans cette partie, nous allons exposer l’ensemble des opérations de contrôle réalisées
sur les documents numériques de la BnF.
3.2 Opérations de contrôle réalisées par la BnF
Le service informatique (DSI) de la BnF prend en charge l’intégration des documents
numériques envoyés par les prestataires dans les serveurs internes de la bibliothèque. Par
ailleurs la chaîne d’entrée BnF mise en œuvre par le DSI effectue un certain nombre de
contrôles techniques qui sont réalisés sur les fichiers désignés RefNum et TagTiff à travers
des outils automatiques de vérification de structure physique. Ces examens cherchent à
vérifier et valider la structure de ces fichiers. Si la composition du fichier n’est pas conforme
avec les normes des fichiers RefNum ou TagTiff, les documents numériques sont rejetés.
En parallèle, le service de numérisation assure un contrôle sur les documents numé-
riques. Les examens réalisés cherchent à vérifier la conformité des informations bibliogra-
phiques qui se trouvent dans le fichier RefNum avec les données catalogue du document.
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Le service valide également dans le cadre de ce contrôle les tables des matières et in-
dex, ainsi que l’ordre des images des pages du document. Les documents numériques qui
contiennent des défauts sont rejetés partiellement. Tous les documents numériques admis
ou rejetés partiellement lors de ces contrôles sont vérifiés de nouveau par le même service
après nouvelle livraison par le prestataire.
D’autre part, le service vérifie la conformité des propriétés de l’image avec les exigences
mentionnées dans le cahier de charges et dans la charte de traitement. Les erreurs détectées
sont classées en deux catégories :
– erreurs mineures : erreurs de pagination, changement d’échelle au sein de l’ouvrage,
ombre portée qui ne gêne pas la lecture, etc.
– erreurs majeures : flou, image non contrastée, bruit de numérisation, etc.
3.3 Opérations de contrôle réalisées par les prestataires de numérisation
En plus du contrôle des images des pages, les prestataires de numérisation assure un
contrôle sur les résultats de reconnaissance des caractères. Les lots de contrôle regroupent
des documents numériques par type de niveau de qualité exigée, par genre de document
(périodique, monographie, etc.), par période et par filière (techniques, scientifiques, juri-
diques, etc.).
Les opérations de contrôle concernent les résultats de segmentation des images et
les résultats de reconnaissance des caractères. Les lots contrôlés sont constitués selon un
processus d’échantillonnage qui respecte la norme ISO 2859-1. L’échantillonnage regroupe
les documents numériques par lot de documents en fonction du nombre de pages de chaque
document ; le nombre des pages contrôlées par lot varie entre 1201 et 3200 pages.
Le contrôle des résultats de segmentation est réalisé par des opérateurs humains à
travers une application dédiée qui offre la possibilité de visualiser les images des pages
superposées avec les boîtes englobantes des éléments de la page. Par conséquent, le contrôle
réalisé sur les résultats de segmentation des documents numériques est un contrôle visuel.
Ce contrôle est réalisé à plusieurs niveaux (mots, ligne, paragraphes) selon les exigences
de qualités de la BnF.
L’ordre de lecture est également contrôlé visuellement. En cas de constat d’erreur, un
compteur d’erreurs est incrémenté en fonction du type de l’erreur constatée. Comme dans
les contrôles réalisés par la BnF, on peut distinguer deux types d’erreurs de segmentation :
– erreurs mineures : Oubli de bloc, Mauvais type de bloc, La page n’est pas une page
blanche, Ordre de lecture non respecté, etc.
– erreurs majeures : Mauvais positionnement de bloc, Recouvrement excessif, etc.
Tous les identifiants des blocs qui possèdent des erreurs de segmentation sont également
enregistrés afin de permettre la validation des erreurs. En effet, pour pallier aux erreurs
humaines, une deuxième opération de contrôle est effectuée par un opérateur expert afin
de vérifier systématiquement toutes les pages en erreur ainsi qu’un échantillon des pages
sans erreur.
Les opérations de contrôle des résultats de l’OCR concernent aussi la qualité de la
transcription des caractères des documents. Cette opération concerne la vérification d’une
part des documents numériques HQ dans lesquels la BnF exige un taux de reconnaissance
de caractères supérieur à 99,9% et les documents avec une qualité garantie dans lesquels
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les taux de reconnaissance des caractères doivent être supérieurs à 98,5%. Les documents
en qualité « Brute » ne sont pas contrôlés.
Pour réaliser la procédure de contrôle, une procédure de tirage aléatoire de mots est
réalisée des lots qui ont été employés pour le contrôle de segmentation. Le nombre de mots
sélectionnés par page s’élève à cinq mots au maximum. Les mots tirés dans la procédure
doivent contenir au moins un caractère latin ISO Latin-1. Les mots composés de chiffres
arabes, de ponctuations, d’opérateurs mathématiques, etc. sont exclus de l’opération de
contrôle. Par contre si les collections numérisées contiennent des langues étrangères ou
du latin, la collection des mots échantillonnés doit contenir obligatoirement des mots qui
appartiennent à ces langues.
Les opérations de contrôle sont réalisées par un opérateur humain en utilisant un outil
de vérification qui assure la superposition entre les images des mots et leurs transcriptions
textuelles. A chaque erreur de reconnaissance l’opérateur procède à la saisie du mot qu’il
voit puis de l’identifiant du mot ainsi et enfin l’identifiant de la page traitée. A chaque
opération de saisie l’outil de vérification comptabilise une erreur de reconnaissance des
caractères. La comparaison entre le mot saisi et le mot inscrit dans le fichier ALTO se fait
caractère par caractère et obéit à un algorithme qui tient compte des ponctuations, des
accents et des chiffres arabes.
3.4 Conclusion
Le processus de contrôle des documents réalisé à la BnF que nous venons de décrire
nous amène à constater quelques insuffisances. D’une part, nous remarquons l’absence de
toute procédure de contrôle de qualité de la transcription automatique des caractères. En
effet, le contrôle se fonde sur les taux de reconnaissance estimés par l’OCR. Il est donc sur-
estimé car il ne peut comptabiliser les zones de texte omises. D’autre part, l’opération de
contrôle des documents est réalisée par des prestataires de numérisation externes sur des
échantillons de documents qui regroupent quelques pages d’un document et quelques mots
dans une page, ce qui peut être insuffisant pour détecter toutes les erreurs susceptibles
de se produire lors de l’application de l’OCR. Enfin, sur les documents patrimoniaux,
le comportement de l’OCR n’est pas toujours stable. En effet, il arrive que la cause des
erreurs de reconnaissance des caractères et de segmentation ne soit difficile à identifier.
L’opération de contrôle de qualité ne détecte pas non plus certains types de défauts
dans les résultats de l’OCR. Par exemple, les erreurs d’omission des éléments de la page
ne sont pas contrôlées. Or de telles erreurs d’omission sont connues : pour arriver à une
certaine qualité de reconnaissance, les prestataires ont tendance à rejeter les blocs de texte
présentant trop d’incertitude, c’est à dire trop de mots reconnus avec une confiance trop
faible.
Les taux de reconnaissance de caractères annoncés dans les documents de Gallica sont
mesurés en utilisant des taux de confiance calculés automatiquement par les OCR. Du fait
du mode de fonctionnement des OCR en boîte noire, la méthode de mesure de ces taux
de confiance n’est pas connue par les utilisateurs. De plus, les contrôleurs de la BnF ont
constaté que généralement ces taux sont surestimés. Pour pouvoir corriger les estimations
des taux de reconnaissance des caractères, il serait nécessaire de parcourir manuellement
tous les documents fournis par les prestataires, ce qui est impossible dans le cadre d’un
projet de numérisation de masse.
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Par conséquent, pour mieux maîtriser la qualité des documents numérique de la BnF,
nous pouvons tenter d’améliorer l’opération de contrôle des documents en proposant des
procédures automatiques de contrôle de la qualité de la segmentation des éléments de la
page d’une part et de contrôle des taux de reconnaissances des caractères d’autre part.
C’est précisément ce que nous avons étudié au cours de cette thèse.
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Chapitre 2
Etat de l’art : système de
reconnaissance de caractères
1 Introduction
La reconnaissance optique de caractères est le procédé qui permet de transcrire les
images de textes en des textes électroniques codés selon une norme bien définie et connue
de tous les systèmes informatiques (par exemple ASCII, ISO, UTF etc...). Dans le contexte
des projets de numérisation de masse, l’opération de numérisation des documents n’a de
sens que si l’on peut consulter de manière efficace les fonds numérisés. Pour un utilisateur,
le mode de consultation le plus naturel est bien sûr la recherche en mode texte, en formulant
sa requête au clavier. Pour offrir cette possibilité il est donc nécessaire de procéder à la
transcription des documents numérisés afin de les indexer ensuite en mode texte grâce à
un moteur de recherche standard.
Les premiers systèmes de gestion de documents numériques évitaient de mettre en
oeuvre une transcription des documents en mode texte et se limitaient à indexer les do-
cuments numériques en utilisant les informations bibliographiques enregistrées dans des
métadonnées. Cependant, ces dernières ne reflètent pas l’ensemble du contenu et ne per-
mettent donc pas de procéder à des recherches plein texte. En effet, avec le développement
des tablettes électroniques et le déploiement des connexions sans fil dans les lieux publics,
de nouveaux besoins de lecture et de consultation des documents numériques ont émergés.
Aujourd’hui, les lecteurs ne se contentent pas de rechercher les articles à travers des noms
des journaux et les dates de leurs publications par exemple, mais ils souhaitent affiner
leurs recherches à travers des mots clés qui sont contenus dans l’article. C’est la raison
pour laquelle, plusieurs bibliothèques dans le monde proposent aujourd’hui à leurs lecteurs
des outils de consultation sophistiqués qui offrent même des modes de consultation fondés
sur l’utilisation de certains formats particuliers tels que l’EPUB ou le PDF. Ces nouvelles
fonctionnalités ne sont réalisables qu’avec la disponibilité de la transcription textuelle du
contenu des images des documents et la structure originale de la page.
Les systèmes de reconnaissance de caractères (OCR) sont des logiciels fondés sur
des algorithmes permettant de passer d’un signal contenant des informations textuelles
(images de caractères) à une forme de texte électronique codé au format ASCII, UTF-8,
Unicode ou structurée sous au format XML.
Bien que les systèmes d’OCR actuels soient arrivés à des performances de transcrip-
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tion excellentes avec les documents récents édités dans des modes standards, la qualité de
la transcription automatique des caractères décroît énormément sur des documents an-
ciens ou patrimoniaux. Cela s’explique par les propriétés particulières de ces documents
et par les défauts physiques et typographiques qui peuvent apparaître sur les pages de ces
collections anciennes. Cela représente un problème fondamental pour les projets de nu-
mérisation patrimoniale de masse puisque la volumétrie des données interdit de contrôler
manuellement tous les documents produits par les prestataires d’une part, et que d’autre
part il n’existe pas d’outils automatiques appropriés qui pourraient vérifier les résultats
de l’OCR.
Bien que l’objectif de notre travail ne concerne pas l’amélioration des résultats de
l’OCR, il nous semble important de détailler les opérations de l’OCR appliquées lors de la
procédure de conversion textuelle de l’image. Ceci nous permet de déterminer les sources
potentielles des défauts de reconnaissance et de segmentation des éléments de la page.
Dans le chapitre précédent, nous avons présenté la démarche générale de la procédure de
reconnaissance de caractères. Dans ce chapitre, nous allons décrire en détail la procédure de
conversion des caractères en présentant les opérations de pré-traitements, de segmentation,
de description et de classification des caractères. Nous évoquerons également l’ensemble
des techniques utilisées dans la littérature pour évaluer et contrôler les résultats de l’OCR.
2 Chaîne de traitement d’un système d’OCR
Les systèmes d’OCR sont devenus de plus en plus des systèmes experts composés de
plusieurs briques algorithmiques permettant d’effectuer des traitements successifs. Chaque
brique réalise une tâche bien définie dans le processus de reconnaissance des caractères.
La chaîne de transcription des images commence généralement par une étape de pré-
traitements qui vise à préparer les images de documents aux algorithmes d’analyse et de
reconnaissance de caractères. Ensuite une procédure de segmentation des éléments de la
page est employée pour déterminer les éléments graphiques et textuels de la page. Puis,
afin de caractériser les formes des caractères par des signatures les plus invariables pos-
sibles, le système extrait un certain nombre de caractéristiques sur les images des éléments
textuels. Cette signature va être envoyée au moteur de reconnaissance de caractères afin
de déterminer l’identité du caractère auquel elle correspond. A la fin de cette procédure,
une étape de post traitements est appliquée sur les résultats de reconnaissance de carac-
tères afin de filtrer les mots incorrects. Cette opération est réalisée généralement grâce à
l’utilisation d’un dictionnaire.
Pour chaque étape dans le système d’OCR, il existe dans la littérature un nombre im-
portant d’implémentations. Nous listerons ci-dessous ces opérations dans l’ordre séquentiel
habituel suivant :
– Pré-traitements
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– Analyse structurale et fonctionnelle
– Extraction des lignes
– Extraction des caractères
– Normalisation
– Reconnaissance des formes de caractères
– Extraction des descripteurs des formes
– Classification
– Post-traitement
– Application d’un dictionnaire ou d’un modèle de langue
Afin de comprendre le mode de fonctionnement des OCR et déterminer les sources poten-
tielles d’erreurs, nous détaillons ces différentes étapes dans les paragraphes qui suivent.
2.1 Pré-traitements
Les images résultantes du processus de numérisation des documents ne sont pas sans
défauts ni sans spécificités qui peuvent rendre le mécanisme de reconnaissance de texte
délicat voire inopérant. Afin de rendre possible l’extraction et l’identification des éléments
textuels, il est souvent nécessaire de recourir à une série de traitements qui sont effectués
en amont de la chaîne afin d’améliorer la qualité des images. Nous détaillons dans les
sous-parties suivantes les principaux traitements utilisés dans la littérature.
Correction de contraste
Lors du processus d’acquisition et malgré les réglages du scanner réalisés par l’opéra-
teur, il peut arriver que les images produites possèdent un défaut de contraste. Celui-ci
peut-être dû à un changement d’éclairage dans la pièce, à une variation de teinte ou à des
propriétés réflectives du papier, etc. Or, la plupart des systèmes d’analyse de documents
travaillent sur des images binaires. Si l’image du document est mal contrastée, l’algo-
rithme de binarisation échoue à s’adapter à l’image qui lui est soumise pour trouver le bon
paramétrage de binarisation.
La correction gamma [PV00] est l’une des techniques les plus réputées dans la pro-
cédure d’amélioration du contraste de l’image. Elle consiste à modifier par une fonction
de puissance les intensités de luminance des pixels. Plusieurs travaux dans la littérature
ont essayé d’estimer la valeur de gamma adéquate pour améliorer le contraste des images
[Far01].
D’autres algorithmes traitent l’histogramme des intensités des pixels pour corriger
le contraste de l’image. Ces algorithmes essayent d’égaliser l’histogramme de l’image afin
d’ajuster les niveaux de gris de l’image. Un état de l’art sur ces transformations est présenté
dans [Kau11].
Débruitage
Les scanners et les caméras ont des sources de bruit liées à la détection et à l’am-
plification du signal. Les conditions de prise de vue ainsi que les défauts physiques des
documents sont une source de bruit de numérisation sur les images du document.
La nature de ce bruit peut être définie comme une fluctuation involontaire du nombre
de pixels noirs de manière aléatoire sur des zones de pixels blancs. Cela peut engendrer
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une déformation dans les formes de caractères et l’apparition de composants connexes
dans les zones d’intérêts (paragraphes) ce qui perturbe énormément la reconnaissance de
caractères.
Le bruit est donc un attribut important dans le système d’imagerie numérique et dans
la procédure d’analyse d’images de document. C’est la raison pour laquelle il est important
de l’éliminer avant de procéder à la segmentation et à la reconnaissance des caractères.
Dans la littérature, il existe deux familles de méthodes du débruitage :
– Les méthodes qui utilisent un filtrage spatial (filtre moyenneur, filtre médian, etc.)
ou fréquentiel,
– Les méthodes qui utilisent des opérateurs morphologiques (dilatation et érosion).
Redressement d’inclinaison
Du fait de la procédure de capture par scanner, parfois très rapide, les images des
documents peuvent comporter une certaine inclinaison qui engendre par la suite des pro-
blèmes dans la procédure de segmentation des caractères. En fait, certains algorithmes
de segmentation font l’hypothèse d’une image horizontale. Par conséquent, il est impor-
tant de redresser l’inclinaison des images des documents avant de procéder à l’opération
d’analyse.
Généralement, les systèmes d’OCR utilisent un algorithme de rotation basé sur la
détection automatique des bords de pages pour déterminer l’angle d’inclinaison. Ces al-
gorithmes ne sont pas totalement fiables, surtout quand les pages présentent des contours
irréguliers, une couleur de fond qui se rapproche de la couleur de l’écriture, ou une mise
en forme particulière qui induit des erreurs de détection des bords de page. On peut
décomposer les approches proposées dans la littérature en quatre catégories :
– Algorithmes utilisant la transformée de Hough [NGP07], [KS12a],
– Algorithmes procédant par projection horizontale de l’image [Hou83],
– Algorithmes de regroupement des composantes connexes voisines [HYR86], [O’G93],
[LT03]
– Algorithmes utilisant la transformée de Fourrier [Pos86]
De plus, si la rotation d’une image est une opération triviale lorsqu’elle est orthogonale
(90°, 180° ou 270°), elle l’est moins dans la plupart des cas (cf. figure 2.1), lorsque l’angle
d’inclinaison est compris entre 0° et 90°. En effet, la rotation dans ce cas implique le calcul
par interpolation des pixels résultant, sur une matrice qui doit être élargie.
Selon [CWM11], si l’on veut conserver l’image la plus fidèle à l’originale, on doit calculer
l’intensité des pixels résultat en utilisant l’une des méthodes d’interpolation suivantes :
– Plus proche voisin : chaque pixel résultat prend la valeur du pixel d’origine le
plus proche géométriquement.
– Interpolation linéaire : chaque pixel résultat prend la valeur moyenne des deux
pixels les plus proches
– Interpolation bilinéaire : chaque pixel résultat prend la moyenne pondérée des
quatre pixels les plus proches (les deux plus proches pixels comptent plus que les
deux pixels les plus éloignés)
– Interpolation bicubique : une approximation polynomiale est utilisée pour dé-
terminer la valeur du pixel résultat en prenant en compte les seize pixels les plus
proches.
28 2. CHAÎNE DE TRAITEMENT D’UN SYSTÈME D’OCR
CHAPITRE 2. ETAT DE L’ART : SYSTÈME DE RECONNAISSANCE DE CARACTÈRES
Figure 2.1 – Opération de redressement de l’image : l’image à gauche représente l’image
avant l’opération de redressement et l’image à droite représente le résultat de l’opération
de redressement.
Binarisation
La plupart des systèmes d’OCR procèdent à une binarisation car la plupart des mé-
thodes de segmentation de la littérature travaillent généralement sur des images binaires.
La binarisation est la procédure qui permet de transformer une image couleur ou en niveau
de gris, issue d’un scanner, en une image binaire. Dans l’image binaire le fond de la page
est généralement représenté par des pixels blancs alors que les caractères et les graphiques
sont représentés en noir. On peut considérer la binarisation comme une opération de clas-
sification qui affecte chaque pixel de l’image à l’une des deux classes, avant plan, fond du
document.
La difficulté essentielle de l’opération de binarisation réside dans la sélection d’un seuil
optimal, qui réalise le meilleur compromis entre une perte d’information et l’introduction
de bruit. Généralement, le choix de ce seuil dépend de plusieurs facteurs comme les condi-
tions d’éclairage, l’état du papier, la noirceur de l’encre. Dans les documents patrimoniaux,
ces paramètres peuvent varier à plusieurs niveaux d’un document à l’autre, d’une page à
l’autre d’un même document, au sein d’une même page, si la couleur ou l’état du papier
change.
L’application d’un seuil constant sur l’ensemble des images fournit donc en général des
résultats médiocres non exploitables par les autres étapes du système d’OCR. Pour pallier
à ce problème, plusieurs méthodes dans la littérature ont été proposées pour sélectionner
la valeur du seuil optimal pour l’image considérée. On peut regrouper ces méthodes en
deux catégories :
– Les méthodes de binarisation globale qui utilisent un seul unique seuil pour binariser
[Ots79], [Ng06],
– Les méthodes de binarisation locale qui utilisent des seuils multiples pour binariser
l’image [TW03].
2.2 Analyse d’images de documents
Une fois toutes les opérations de préparation des images réalisées, on procède à l’iden-
tification des éléments de la page. Dans l’image d’un document, l’information pertinente
est présente dans deux types de zones. Des zones textuelles qui regroupent l’ensemble des
paragraphes, des lignes, des mots et des caractères de la page, et des zones graphiques
comme les illustrations, les séparateurs graphiques entre les paragraphes, les lettrines et
les figures. La transcription automatique du contenu des documents nécessite de locali-
ser les zones textuelles. Qui plus est, il peut être intéressant d’analyser certains éléments
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graphiques (comme les séparateurs, les structures tabulaires etc.) car ils organisent les
éléments textuels et permettent d’en donner une signification particulière (i.e. Table des
matières, Titre, Légende, etc.).
On trouve dans la littérature différentes méthodes qui s’intéressent à la localisation
des textes dans les images. Cette tâche élémentaire constitue l’un des maillons essentiel en
analyse d’images de documents sur lequel sont bâties la plupart des méthodes d’analyse de
la structure physique. Mais il existe par ailleurs un grand nombre de méthodes qui ont été
proposées pour détecter des informations textuelles dans des images de scènes naturelles.
Dans les paragraphes qui suivent nous présentons ces différentes méthodes en gardant à
l’esprit que l’objectif ultime de nos travaux n’est pas de procéder à l’extraction de la struc-
ture physique des documents mais bien de détecter les éléments textuels qui ont été omis
par l’OCR. Notre présentation débute par un rappel des principales méthodes utilisées
pour l’analyse de la structure physique des documents. Puis nous développons les princi-
pales approches proposées dans la littérature pour détecter les informations textuelles.
L’analyse de la structure des pages
L’analyse de la structure de la page est l’opération de localisation et d’identification
des différentes zones qui composent l’image de la page. La structure d’un document peut
être décrite à deux niveaux d’analyse. Le premier niveau d’analyse concerne la structure
physique du document. Elle est définie par les caractéristiques typographiques (police de
caractère, couleurs, style de caractère, etc.) et la mise en forme de la page (interlignes,
alignements, nombre de colonnes, etc.). Selon [Mul06], on peut décomposer les travaux de
la littérature en trois catégories :
1. Les approches de segmentation descendantes traitent progressivement les éléments
de la page en passant du niveau page au niveau caractères. Ce type d’approches
repose sur un découpage récursif de l’image en utilisant un modèle de page. Les
approches descendantes sont rapides dans la procédure de segmentation des éléments
de l’image de la page puisqu’elles reposent sur des heuristiques et des paramètres
de segmentation prédéfinis. Par contre, ces méthodes présentent des limites dans le
traitement des documents hétérogènes. Les algorithmes X-Y cut de [NKK+88] et
[HHP95] sont des approches de segmentation descendante.
2. Les approches de segmentation ascendantes regroupent récursivement des compo-
sants élémentaires de la page (pixels, caractères, composantes connexes) pour passer
du niveau caractères au niveau page. Ce type d’approche repose sur des méthodes de
fusion de blocs de proche en proche. L’inconvénient principal de ce type d’approche
réside dans le temps de traitement considérable nécessaire pour traiter un grand
nombre d’objets élémentaires pour reconstruire la structure physique de la page.
Par contre, ces méthodes sont applicables sur une grande variété d’images avec des
règles de fusion élémentaires. L’algorithme RLSA (Run Length Smearing Algorithm)
[WW82] ainsi que d’autres méthodes basées sur le diagramme de Voronoï [KSI98]
appartiennent aux approches de segmentation ascendantes.
3. Les approches de segmentation mixtes utilisent des algorithmes de fusion et de décou-
page en même temps pour tirer avantages des approches ascendantes et descendantes.
En fait, pour accélérer le processus de segmentation de la structure physique de la
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page, les approches mixtes sélectionnent les objets élémentaires avant de les utiliser
dans la procédure de construction de la structure physique de la page. De plus, les
approches mixtes n’utilisent pas de règles de division strictes qui s’appliquent uni-
quement à une catégorie spécifique de documents. Cela rend ces approches moins
contraintes que les approches purement descendantes.
Le deuxième niveau d’analyse concerne l’identification de la structure logique des élé-
ments de la page obtenus lors de l’analyse de la structure physique de la page. Ce niveau
d’analyse exige l’identification des fonctions de chaque élément de la page en se basant sur
des conventions typographiques (comme la taille des éléments de la page et l’alignement
des éléments textuels pour définir les titres et les sous titres, etc.) et sur l’interprétation
visuelle des éléments de la page (comme le type de texture des éléments et la taille des élé-
ments qui sert à identifier les éléments textuels et les éléments graphiques, etc.). Ensuite,
on analyse les relations qui existent entre les différents éléments de la structure physique
de la page (comme l’ordre de lecture, les liens entre les titres des articles et les articles,
etc.) pour déterminer leur structure logique et leurs niveaux hiérarchiques.
A partir de ces deux niveaux d’analyse, il existe deux stratégies pour identifier la
structure de la page. La première stratégie procède séquentiellement en commençant par
la détermination de la structure physique du document puis en procédant à l’identification
de la structure séquentielle et fonctionnelle de l’image. La deuxième stratégie d’approche
analyse simultanément la structure physique et logique de la page en utilisant des algo-
rithmes qui permettent à la fois de localiser les éléments de la page et d’identifier leur
nature.
Quelle que soit la stratégie de segmentation, l’efficacité des algorithmes dépend toujours
de la régularité des caractéristiques des éléments textuels (comme la largeur, la hauteur,
les alignements, etc.). En pratique, la régularité des éléments textuels de la page n’est pas
toujours respectée. En effet, certaines images de documents possèdent par exemple des
défauts de courbure ou d’impression qui perturbent l’alignement des lignes de textes par
exemple.
D’autre part, certains documents difficiles possèdent des espaces variables entre les
caractères d’un même mot, ce qui rend l’opération de segmentation des caractères com-
pliquée. Certaines erreurs de fusion ou de fragmentation des mots sont également causées
par la présence de certains couples de caractères liés dans les documents médiévaux ou
par des défauts d’impression qui fusionnent certains caractères. Pour résoudre ce problème
certains systèmes de reconnaissance ont adopté une approche de segmentation basée sur
une combinaison entre la segmentation et la reconnaissance, ce qui permet de combiner
plusieurs hypothèses de segmentation pour choisir la segmentation la plus pertinente.
Localisation des éléments textuels
Quel que soit l’objectif applicatif visé, analyse d’images de documents ou analyse
d’images de scènes naturelles, les principes mis en œuvre pour identifier et localiser les
éléments textuels dans les images sont assez semblables. Selon [JKJ04], nous pouvons
décomposer les méthodes de localisation d’éléments textuels en deux classes :
– Les méthodes basées sur l’utilisation de forts a priori.
– Les méthodes basées sur les caractéristiques de texture.
2. CHAÎNE DE TRAITEMENT D’UN SYSTÈME D’OCR 31
CHAPITRE 2. ETAT DE L’ART : SYSTÈME DE RECONNAISSANCE DE CARACTÈRES
La première catégorie d’approches exploite les propriétés essentielles des documents
pour faciliter et orienter la détection des zones de textes. La seconde catégorie d’ap-
proches ne fait pas les mêmes hypothèses restrictives et permet de proposer des méthodes
plus génériques. Nous détaillerons dans les paragraphes suivants les caractéristiques des
méthodes de chaque classe.
(a) Approches utilisant de forts a priori
Comme les méthodes de segmentation de documents, les approches de localisation
suivent généralement une stratégie ascendante ou descendante. Les stratégies ascendantes
ou guidées par les données commencent par la détection des éléments textuels élémentaires
comme les composants connexes ou les contours. Puis, elles regroupent ces éléments en
utilisant des règles de fusion pour construire hiérarchiquement des mots, des lignes et
des paragraphes. L’état de l’art de [JKJ04] décompose les approches ascendantes en deux
sous-classes d’approches :
– Les approches qui reposent sur les traitements en composants connexes
– Les approches qui se basent sur les traitements des contours
Les approches à base de composants connexes utilisent des algorithmes de re-
groupement récursif des composantes élémentaires jusqu’à la détection de la totalité des
éléments de la page. Des analyses géométriques sont appliquées par la suite pour labéliser
les éléments de la page, fusionner les éléments de même nature, filtrer le bruit de détection
et définir les frontières des éléments textuels.
Zhong et al, ont présenté aussi dans [ZKJ95] une méthode de localisation des textes qui
se base sur une analyse en composants connexes. La méthode proposée utilise des hypo-
thèses sur les couleurs des éléments de l’image ainsi que leur localisation pour détecter les
zones textuelles potentielles dans l’image. Ensuite, les auteurs emploient des heuristiques
sur la surface, le diamètre, l’alignement du texte et sur les espaces entre les éléments
textuels pour filtrer le bruit de détection. La méthode proposée par Kim dans [Kim96]
adopte une démarche semblable à celle du Zhong puisqu’elle regroupe les pixels de l’image
en utilisant leurs couleurs pour séparer les composants non textuels du reste de l’image.
Les lignes textuelles horizontales ainsi que les segments textuels sont extraits à travers
une analyse itérative basée sur des projections horizontals. Une phase de post-traitement
est effectuée pour fusionner les éléments textuels en utilisant des heuristiques. A cause de
l’utilisation de plusieurs seuils de décision cette méthode n’est pas fiable dans un contexte
générique où il faut localiser des textes dans différentes polices et à différentes tailles.
Les expérimentations de cette méthode réalisées sur une base composée de 50 images ont
montré que le taux de localisation est de 87%.
La chaîne des traitements proposée par Messelodi et Modena[MM99] regroupe aussi
trois étages de traitements séquentiels qui assurent : (i) l’extraction des objets élémen-
taires, (ii) le filtrage des objets et (iii) la sélection des éléments textuels des lignes. Des
étapes de pré-traitements comme la réduction de bruit, l’amélioration du contraste et la
requantification de l’image sont réalisés pour améliorer la qualité de l’image. Puis, une
analyse en composantes connexes est réalisée pour localiser les éléments textuels de la
page. Différents filtres, basés sur les caractéristiques locales des composantes connexes
comme leurs tailles, leurs surfaces, leurs rapports hauteurs / largeurs, etc. sont employés
pour filtrer les éléments non textuels de l’image. D’après les auteurs, cette méthode est très
dépendante des valeurs des seuils définies. L’algorithme de localisation du texte commence
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par le traitement récursif des régions de l’image jusqu’à la satisfaction d’un certain nombre
de critères comme l’adjacence des éléments textuels et l’alignement des éléments textuels
définis par l’utilisateur. Cette approche est applicable sur différents types de documents
qui peuvent contenir différents types de polices et différents styles de texte. Cette approche
est capable aussi de sélectionner des lignes textuelles définies avec plusieurs inclinaisons
dans la même page. L’évaluation de cette approche est réalisée sur une base d’images
composée de 100 livres et conduit à un taux de localisation des composants textuels de
91,2%.
Les approches qui se basent sur les contours exploitent le fort contraste entre les
éléments textuels et le fond de la page pour localiser le texte dans l’image. Généralement
dans ce genre d’approches, les contours des éléments textuels sont identifiés en premier lieu
en utilisant un filtre (par exemple l’opérateur de Canny). Les éléments détectés peuvent
ensuite être fusionnés en utilisant des règles qui se basent sur des caractéristiques de
proximité et sur des opérateurs morphologiques pour regrouper ensemble les éléments de
la page. La dernière étape de traitement applique des heuristiques pour filtrer le bruit
résiduel.
Smith et Kanade ont appliqué dans [SK95] un filtre différentiel horizontal de taille
3× 3 pour déterminer les contours horizontaux dans l’image. Une opération de filtrage est
appliquée pour éliminer le bruit (les petits contours) et fusionner les contours adjacents. Les
éléments issus de cette étape de traitement sont ensuite renvoyés à la procédure de création
des boîtes englobantes. Une deuxième opération de filtrage basée sur des heuristiques sur
les caractéristiques internes des boîtes englobantes (la taille, le rapport entre la hauteur et
la largeur et le facteur de remplissage) est employée pour filtrer les éléments non-textuels.
Finalement, les histogrammes d’intensité de chaque élément issu de la deuxième opération
de filtrage sont examinés pour former des groupes de boîtes qui ont des caractéristiques
de texture et de forme similaires.
Les stratégies de localisation descendantes ou approches guidées par un modèle pro-
cèdent à l’inverse des stratégies ascendantes en partant de l’image dans sa globalité pour
arriver à des représentations de plus en plus locales du contenu de la page. Par conséquent,
ces approches commencent par l’analyse des grandes composantes de l’image (comme les
paragraphes) pour localiser les éléments élémentaires (comme les caractères) de la page.
Les approches appartenant à cette catégorie emploient des règles de découpage prédéfinies
pour décomposer les zones de l’image de la page.
L’approche la plus connue qui appartient à cette catégorie est l’algorithme XY-Cut
introduit par Georges Nagy dans [Nag86] pour segmenter les différents composants de
l’image de la page. Son principe se base sur une opération de découpage récursif en utili-
sant deux projections horizontales et verticales d’éléments textuels pour passer de niveau
paragraphes au niveau caractères. Le découpage XY est bien adapté à des documents qui
ont une structure physique fixe tels que les journaux, les formulaires, les ouvrages, etc.
Cependant, cette approche échouera sur des documents caractérisés par des structures
physiques variables.
(b) Approche texture
Dans la section précédente, nous avons présenté des approches de segmentation et de
détection d’éléments textuels qui se basent sur des connaissances a priori pour réaliser leurs
tâches. Dans cette partie, nous allons présenter une famille de descripteurs génériques qui
2. CHAÎNE DE TRAITEMENT D’UN SYSTÈME D’OCR 33
CHAPITRE 2. ETAT DE L’ART : SYSTÈME DE RECONNAISSANCE DE CARACTÈRES
se base sur les caractéristiques de texture de l’image pour segmenter l’image.
Les approches textures permettent d’extraire des éléments textuels sans mobiliser de
connaissances a priori, sur les documents étudiés. L’état de l’art proposé par Tuceryan
[TJ98] décompose les descripteurs de texture en quatre familles. On distingue parmi elles
les méthodes statistiques, les méthodes géométriques, les méthodes à base de modèles pro-
babilistes et les méthodes fréquentielles. Dans les sous-sections, nous présentons quelques
méthodes de ces familles.
i. Descripteurs statistiques
La méthode des matrices de co-occurrence des niveaux de gris (GLMC) proposée par
Haralick dans [HSD73] représente l’une des méthodes les plus connues parmi les méthodes
statistiques. La GLMC est une matrice qui indique le nombre d’apparition des couples de
pixels ayant un niveau I(i, j) selon une direction et un déplacement donnés (d = (dx, dy)).
Les valeurs de la matrice de co-occurrence permettent de caractériser la régularité, la
répétitivité et le contraste des textures.
Une autre méthode de caractérisation de texture développée par Laws [Wie80] se base
sur l’utilisation de 25 convolutions spatiales prédéterminées pour construire 25 versions
de l’image traitée. Ces filtres de convolution sont calculés à partir de 5 masques simples
suivants :
L5 = [14641] E5 = [−1−2021] S5 = [−1020−1] W5 = [120−21] R5 = [1−46−41]
(2.1)
En multipliant ces filtres entre eux, nous obtenons les 25 filtres bi-dimensionnels. L’ex-
traction des caractéristiques de textures se réalise en effectuant les quatre étapes suivantes :
1. Application des 25 filtres sur l’image pour décrire les pixels avec un vecteur de
caractéristiques composé de 25 valeurs. F_k (m,n) avec k=1....25 et m, n sont les
coordonnées des pixels de l’image.
2. Pour chaque résultat de filtrage, on calcule une énergie de texture sur une région de





3. Normalisation des valeurs des matrices de fréquence par le produit des deux masques
4. Enfin, on procède au calcul des caractéristiques de la texture de l’image comme par
exemple le rapport de l’énergie des segments horizontaux et verticaux.
L’approche proposée dans [Ros99] utilise la matrice de longueur de plage pour segmen-
ter les éléments textuels de l’image. En effet, cette matrice des informations semblables à
celui de GLMC qui permet de rechercher des successions (plages) de pixels selon un ni-
veau de gris et un angle précis. Des propriétés de texture comme la taille des plages, leurs
fréquences et leurs répartitions sont déterminées grâce à l’utilisation de cette méthode.
ii. Descripteurs géométriques
D’autres descripteurs appartiennent à la classe des approches géométriques qui ca-
ractérisent les textures de l’image à travers la description des formes élémentaires et des
relations géométriques qui relient ces différents composants pour former la texture. Plu-
sieurs méthodes géométriques dans la littérature ont été proposées. L’état de l’art présenté
dans [Egl08] présente quelques méthodes. Dans [Tuc94], les auteurs ont développé une ap-
proche de segmentation utilisant les moments géométriques. Cette méthode est appliquée
sur des images de documents afin d’extraire les différents composants de la page. Dans le
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même cas d’utilisation, Khedekar et al. [KRSG03] ont développé une méthode de sépara-
tion texte/graphique qui se base sur la construction des histogrammes horizontaux pour
segmenter les documents hébreux.
Dans [Che96], l’auteur analyse les blocs de l’image prédécoupés dans le but de les
classer soit en tant que texte, soit en tant que graphique. Les critères analysés sont extraits
à travers la projection des pixels selon différents angles. Journet et al. proposent dans
[Egl08] une approche multi-résolutions de segmentation qui repose sur la caractérisation
de la direction principale de la texture. En effet, contrairement aux régions graphiques,
à différentes résolutions les textures des régions textuelles possèdent une seule direction
principale. Pour déterminer les directions principales de la texture, les auteurs ont construit
des histogrammes des directions (rose des vents) qui utilisent qui utilisent les réponses de
la fonction d’autocorrélation (cf. figure 2.2).
L’approche proposée extrait trois caractéristiques de directions qui sont la direction
principale, la variance des directions et l’amplitude la fonction d’autocorrélation selon la
direction principale. Ces caractéristiques sont calculées sur trois fenêtres glissantes (de
tailles 128× 128, 64× 64 et 32× 32 ) qui parcourt l’intégralité de l’image. Cette approche
est très couteuse en temps de traitement avec des images à haute résolution. Par contre,
elle est très fiable puisque 83% des éléments graphiques et 92% des éléments textuels sont
correctement détectés.
Figure 2.2 – Exemple d’histogramme des directions (roses des directions) pour différents
types de contenus.
iii. Descripteurs fréquentiels
A une échelle globale, le texte peut être considéré comme de la texture qui a des
propriétés différentes de celles du fond de l’image. Les approche basées sur une étude des
textures dans le domaine des fréquences comme les filtres de Gabor, les ondelettes, la
transformée de Fourrier etc. peuvent être utilisées pour détecter la texture des régions
textuelles.
Sin et al. ont utilisé dans [SKC02] des caractéristiques fréquentielles comme le nombre
des pixels verticaux et horizontaux des contours des caractères et le spectre de Fourrier
pour détecter les régions textuelles dans des images de scènes réelles. En se basant sur
l’hypothèse que les régions textuelles sont incluses dans des zones rectangulaires, l’approche
proposée commence par la détection de ces zones en utilisant le transformé de Hough.
Mao et al. proposent dans [MCLS02] une approche à base de texture pour localiser les
éléments textuels dans les images des scènes naturelles. L’approche proposée se base sur
la décomposition en ondelettes pour définir la variation de l’énergie locale de l’image à
différentes échelles. L’image binaire, produite à travers une opération de seuillage locale de
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variation d’énergie, est analysée en utilisant des filtres sur les composants connexes. Ces
filtres se basent sur un certain nombre d’heuristiques comme le rapport largeur / hauteur et
la taille des éléments de la page. Toutes les régions textuelles détectées à différentes échelles
sont par la suite regroupées ensemble pour produire les images des éléments textuels.
iv. Méthodes à base de modèles statistiques
Malgré le fait que les approches texture ne reposent pas sur des a priori aussi forts
que les approches précédentes, ces systèmes restent sensibles aux types de polices des
caractères, à leurs tailles et style. En fait, il est difficile de concevoir un filtre capable
de caractériser toutes les textures textuelles possibles. Pour surmonter cette difficulté,
plusieurs travaux de la littérature ont traité la problématique en intégrant une étape
d’apprentissage qui permet de générer automatiquement les filtres de texture adéquate
avec les caractéristiques des éléments des images traitées.
Certains travaux [JZ96] [JK96] [JB92] utilisent des méthodes d’apprentissage pour
former des filtres ou des classifieurs de texture qui permettent de séparer les éléments
textuels des éléments graphiques. Dans l’état de l’art de [TJ98], les auteurs définissent
les méthodes de localisation de texture à base de modèles comme étant « celles qui se
basent sur la construction d’un modèle d’image permettant non seulement de caractériser
les textures de l’image mais aussi d’en générer ».
Les travaux réalisés par Jung dans [Jun01] et par Jeong et al. Dans [JJKK99] rentrent
dans cette catégorie d’approches. Les auteurs ont appliqué des méthodes d’extraction de
texture qui emploient un réseau de neurones pour former un ensemble discriminant de
masques de texture. La formation des masques est réalisée avec le critère de minimisation
des erreurs de classification des textures de l’image. La méthode distingue deux classes : les
régions textuelles et les régions non-textuelles. Le réseau de neurone voit en entrée le pixel
courant et son voisinage et pour les trois composantes de couleur (Rouge, Vert et Bleu).
Contrairement aux approches précédentes, aucune phase d’extraction de caractéristiques
n’est mise en œuvre. C’est le réseau de neurones qui se charge de construire les caractéris-
tiques discriminantes à partir des informations brutes qui lui sont fournies en entrée. En
fait, les auteurs combinent les réponses obtenues sur chaque bande de couleur en utilisant
un réseau de neurones arbitraire. Finalement dans l’étape de production des résultats, les
boîtes englobantes des éléments textuels sont générées en utilisant les projections pers-
pectives de ces éléments par rapport à l’axe horizontal et vertical. L’évaluation de cette
méthode sur une base composée de 950 images de taille 320× 240, a permis d’obtenir un
taux de détection de 92,2% des éléments textuels avec un temps de traitement de 11,3
secondes.
Les champs de Markov et les méthodes fractales entrent également parmi les outils
de cette catégorie d’approches qui ont été largement appliquées. D’une part, la dimension
des fractales est un outil rigoureux pour mesurer la répétitivité spatiale et à différente
dimension d’un motif. Le travail le plus marquant est celui qui a été développé dans
[CCMV03] et qui utilise la loi de puissance (loi de Zipf) pour localiser les zones d’intérêt
(les zones textuelles) dans une image naturelle.
Dans [NKPH05] les auteurs ont montré l’intérêt d’utiliser des champs de Markov pour
segmenter des images de document compliqués comme des manuscrits de Flaubert qui ont
la particularité de contenir de nombreuses hachures et ratures, ce qui rend l’utilisation des
approches classiques peu performante. L’approche proposée dans ce travail a permis de
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classifier les zones d’intérêt de l’image du document en plusieurs classes (ligne de texte,
rayures, notes de marge, etc.).
Conclusion
Les méthodes de détection des informations textuelles fondées sur de forts a priori né-
cessitent un paramétrage et une configuration complexes. Cela rend difficile leur adapta-
tion à d’autres corpus, et peut les rendre inopérantes dans un contexte fortement variable.
Dans le contexte de projets de numérisation de masse tels que ceux auxquels la BnF est
confrontée, les corpus à traiter sont très variables (presse, ouvrage, publicité, formulaire,
etc.). Les espaces entre les différents composants textuels sont très différents, la mise en
page de ces documents est également très variable. Il semble donc évident qu’il serait vain
de tenter de trouver des règles heuristiques, ou des paramétrages pouvant convenir à la
totalité de ces documents. il est donc nécessaire de développer une approche générique
pour traiter le problème de détection des mots manqués.
Les approches textures ont un avantage principal qui se situe dans leur plus grande
généricité grâce à leur capacité à décrire la variabilité des textures qui peuvent être ren-
contrées sur des corpus hétérogènes. De plus, le fait que ces descripteurs utilisent des
informations de bas niveau permet de s’affranchir d’un bon nombre d’a priori. Qui plus
est, les approches textures sont tout à fait compatibles avec des images en niveau de gris,
ce qui permet de s’affranchir d’une étape de binarisation. Comme nous le verrons dans la
suite de ce document, c’est donc assez naturellement que nous nous sommes orientés vers
ce type d’approche pour développer une méthode de détection des zones textuelles omises
par les OCR.
2.3 Reconnaissance de caractères
Dans la section précédente, nous avons exposé les différentes approches proposées dans
la littérature pour segmenter et analyser les composants des images des pages. Ceci nous
a permis de faire l’état des lieux de ces approches et de préciser les limites de chaque
technique de segmentation. Cependant, les défauts de reconnaissance des caractères ne
sont pas causés exclusivement par des erreurs de segmentation. En effet, les éléments
textuels obtenus lors de la procédure d’identification de structure de la page sont ensuite
utilisés par des systèmes de reconnaissance de caractères pour assigner à chaque forme la
classe du caractère qui lui correspond.
Des erreurs de reconnaissance de caractères peuvent apparaître à ce niveau ce qui
engendre des défauts dans les résultats de l’OCR. Par conséquent, même si l’objectif de
cette thèse ne concerne pas l’amélioration des résultats de reconnaissance des caractères, il
nous semble important d’étudier cette procédure afin de diagnostiquer les sources d’erreur
de reconnaissance.
Généralement dans la littérature, trois étages de traitement composent la procédure
de reconnaissance de caractères :
1. La première étape est la procédure de préparation des images des caractères qui
permet de réduire la variabilité des formes des caractères dans l’image par rapport
aux formes des modèles des caractères appris par les classifieurs.
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2. La deuxième étape concerne la description des formes des caractères. Pour cela plu-
sieurs familles de descripteurs ont été proposées dans la littérature. L’objectif de
toutes ces méthodes est la production d’une signature unique, ou du moins la moins
variable possible, pour chaque classe de caractère.
3. La troisième étape concerne les procédures d’apprentissage et de classification des
images des caractères. Dans la littérature, plusieurs classifieurs et combinaisons de
classifieurs ont été proposés. L’objectif de cette opération est de fournir les meilleurs
résultats possibles de transcription automatique des images de caractères.
Nous allons détailler dans les parties suivantes l’ensemble de ces étapes de traitement
en présentant à chaque fois l’objectif de chaque opération et les limites de ses résultats.
Pour cela, nous suivont l’ordre chronologique des traitements que nous venons de citer.
Normalisation des éléments textuels segmentés
Une fois l’analyse de structure effectuée, les éléments textuels détectés doivent être
envoyés au moteur de reconnaissance. Cependant, ceux-ci ont généralement des caracté-
ristiques de taille et d’inclinaison variables qui peuvent engendrer des erreurs de recon-
naissance de caractères. Pour remédier à ce problème, les systèmes de reconnaissance de
caractères normalisent les tailles des lignes, des mots et des caractères afin de supprimer
certaines des différences de styles de manière à obtenir des données standardisées. La
normalisation peut inclure les opérations suivantes :
Normalisation de la hauteur qui permet d’adapter la hauteur des éléments textuels
avec les modèles définis a priori par les systèmes de reconnaissance de caractères. Cette
opération est capitale pour les systèmes à fenêtre glissante comme les modèles de Markov
cachés, car elle détermine quelle portion de caractères sera inclue dans la fenêtre à un
instant t.
Normalisation de l’inclinaison des caractères qui concerne à la fois le redressement de
la ligne de base des lignes de texte et le redressement vertical des caractères. Dans les deux
cas, le principe de redressement de l’inclinaison est basé sur deux opérations. La première
consiste à détecter l’angle de l’inclinaison θ par rapport à l’axe vertical ou horizontal de la
page. La deuxième concerne la correction de l’inclinaison des caractères en effectuant une
transformation inverse en utilisant l’angle α. La littérature propose différentes méthodes de
correction d’inclinaison. Parmi ces méthodes, on trouve celles qui emploient la projection
horizontale des caractères pour déterminer l’orientation de l’écriture, les méthodes fondées
sur la détection des traits verticaux des caractères et les méthodes basées sur l’analyse des
contours.
Normalisation de l’épaisseur ou squelettisation. Il s’agit d’un traitement qui permet de
transformer l’image d’un caractère où les traits sont plus ou moins épais en fonction de la
police et de la graisse, en une image ne comportant que des traits d’épaisseur unité. La
représentation simplifiée d’une forme par l’image de son squelette peut faciliter l’opération
de classification. Elle permet également d’extraire plus facilement des informations sur la
structure de la forme, telles que la présence d’occlusions, de points de jonction. Plusieurs
algorithmes de squelettisation ont été développés. On peut classer ces méthodes en quatre
catégories :
– Amincissement topologique qui consiste en une opération récursive afin de retirer des
points du contour de la forme tout en préservant ses caractéristiques topologiques.
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– Extraction de la carte de distance qui associe à chaque pixel de l’objet sa distance
au point le plus proche de contour. Les maxima locaux de la carte de distance
constituent le squelette de la forme du caractère.
– Simulation du front enflammé est le premier algorithme d’amincissement développé
par Blum pour obtenir le squelette [Blu67]. Cet algorithme simule la propagation
uniforme et à vitesse constante d’un feu allumé simultanément sur les contours de
la forme. Le squelette est alors l’ensemble des points où les fronts allumés se ren-
contrent.
– Calcul analytique qui assimile le problème de formation de squelette à un problème
géométrique. Des outils géométriques tels que le diagramme de Voronoï ou la poly-
gonisation des contours ont été employés.
Une évaluation des algorithmes d’amincissement sur des applications d’OCR a été
proposée dans [LS95]. Les différentes opérations de normalisation des caractères doivent
être accompagnées de traitements de lissage et de correction d’image pour atténuer les
effets de discontinuité qui peuvent se produire suite à une opération de normalisation.
Caractérisation des formes de caractères
Après la normalisation des formes de caractères, les classifieurs utilisent généralement
des descripteurs de formes pour classer les images de caractères. Le moyen le plus intuitif
pour décrire les formes des caractères est d’utiliser les intensités des pixels de l’image. En
effet, certains classifieurs appliquent une méthode de comparaison par appariement pour
comparer les images des caractères à reconnaître avec les images de modèles au patron des
caractères. Les réseaux de neurones qui ont la capacité à construire des représentations
intermédiaires à partir des données fournies en entrées du classifieur sont des systèmes de
classification qui se comportent très bien sur des caractéristiques aussi élémentaires que
les pixels. Cependant en général, cette caractéristique reste peu informative et c’est la
raison pour laquelle d’autres méthodes de description des formes ont été proposées dans
la littérature.
Le principe de base utilisé pour décrire des formes consiste à construire un jeu de
caractéristiques qui minimise les variances des caractéristiques qui appartiennent à la
même classe de caractères et qui maximise les variances interclasses de caractères. En effet,
plus la distance entre les classes de caractères est importante, plus les représentations sont
séparables. Ce qui offre une meilleure qualité de classification.
La taille des vecteurs de caractéristiques influe sur les performances du classifieur. En
effet, plus la dimension de l’espace de caractéristiques est importante, plus le nombre de
paramètres du classifieur est grand ce qui augmente la complexité du système et le nombre
de données d’apprentissage nécessaire pour entraîner les classifieurs. Par conséquent, la
meilleure combinaison de caractéristiques est celle qui est composée d’un nombre réduit
de caractéristiques tout en conservant l’information discriminante.
Les caractéristiques choisies pour caractériser les formes de caractères sont très nom-
breuses. Le choix des méthodes de caractérisation dépend de la nature des formes à caracté-
riser et de l’algorithme de classification utilisé. On peut distinguer trois groupes principaux
de caractéristiques :
– Caractéristiques de bas niveaux ou de nature statistiques
– Caractéristiques structurelles
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– Transformées et développement en série
Certaines transformations peuvent entraîner des ambiguïtés et des difficultés dans
la procédure de reconnaissance. Pour éviter ce genre de problèmes, il est préférable de
construire des caractéristiques invariantes par rapport à ces transformations.
(a) Les caractéristiques de bas niveau
Les caractéristiques de bas niveau sont des mesures élémentaires appliquées sur les
images. L’extraction de ces caractéristiques est rapide et peu coûteuse en puissance de
calcul. De plus, ces caractéristiques sont généralement tolérantes à la présence de bruit,
aux déformations et aux variations de styles. De même, certaines d’entre elles sont inva-
riantes par rapport à la rotation et à la translation. Les caractéristiques de bas niveaux
sont généralement calculées dans différentes zones de l’image et les valeurs obtenues sont
concaténées par la suite pour produire un vecteur décrivant la forme complète.
L’idée la plus simple consiste à faire une comparaison template matching entre
l’image à caractériser avec les images des masques de caractères définis au préalable.
Dans la littérature plusieurs types de masques ont été proposés [MSY92]. On distingue les
masques binaires [BK83] composés par des images bitmaps du même type que l’image de
caractères à caractériser, les masques statistiques [Sch00] composés par des poids assignés
aux pixels de l’image en fonction de l’importance du pixels dans la composition de la forme
du caractère et les masques ternaires [MSY92] définis par une zone d’extension maximale
dans laquelle tous les pixels à classifier doivent être inclus et une zone de réduction extrême
dans laquelle les pixels du noyau du caractère à classifier doivent être entièrement contenus.
Les descripteurs géométriques sont considérés aussi comme des descripteurs de bas ni-
veau puisqu’ils se basent sur des mesures géométriques comme l’élongation, la compacité,
le taux de remplissage. Les différents moments géométriques permettent de dégager un
certain nombre d’informations comme la surface avec le moment d’ordre 0, le centre de
gravité avec les moments d’ordre 1, l’axe d’inertie avec les moments centrés d’ordre 2, etc.
Les moments de Zernike, invariants à la rotation et au changement d’échelle [iDTJT96],
sont aussi souvent utilisés par les algorithmes de reconnaissance de caractères pour carac-
tériser les formes [KS02].
D’autres descripteurs bas niveau utilisent les profils des caractères obtenus à partir des
projections horizontales et verticales pour décrire les caractères. La projection permet de
compter le nombre de pixels qui forme un caractère selon une direction bien déterminée
(cf. figure 2.3). Cette caractéristique ne dépend ni de la police de caractère ni du style
de l’écriture ce qui donne une description générique des formes. Plusieurs travaux ont
utilisé cette caractéristique soit pour reconnaître les caractères soit pour identifier l’écriture
manuscrite [CP98] [DR02] [PSWK07].
Figure 2.3 – Résultats de l’opération de projection perspective horizontale et verticale
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Figure 2.4 – Exemple de Code de Freeman obtenu sur le squelette de caractère arabe ,
le point de départ est le point supérieur de forme.
(b) Les caractéristiques structurelles
Au contraire des caractéristiques de bas niveau, les caractéristiques structurelles pro-
duisent des descriptions sous formes de graphes, d’images ou d’autre valeurs non-scalaires
pour caractériser les formes de caractères de la page.
Des primitives extraites sur le squelette ainsi que la description des relations entre
ces primitives élémentaires sont généralement utilisées pour décrire la structure des carac-
tères. Les informations qui sont extraites sont par exemple les concavités, les jonctions.
Par contre, la squelettisation n’est pas toujours la meilleure solution pour l’extraction de
caractéristiques puisque certains caractères ne sont distinguables qu’en prenant en compte
les variations d’épaisseur de leurs tracés. Certaines méthodes [SB12] analysent les plages
blanches qui entourent les caractères ou qui sont contenues à l’intérieur des formes (par
exemple les occlusions). Les concavités, les ouvertures, le sens de l’ouverture ainsi que
les occlusions sont des éléments fondamentaux dans la description de la topologie des ca-
ractères. De plus, la position ainsi que la taille des surfaces blanches donnent aussi une
indication sur l’identité de la forme du caractère.
D’autres méthodes utilisent les contours pour décrire les formes des caractères. Le code
de Freeman est parmi les méthodes les plus connues dans cette famille de descripteur. Il
décrit l’agencement géométrique des pixels qui composent le contour d’une forme X en
utilisant son 4-voisinage ou son 8-voisinage. L’objectif du code de Freeman [Lon98], [ZL04]
est de coder le contour d’un objet en utilisant une chaîne de codant qui donne la position
relative du point suivant du contour par rapport à la position du point courant. Selon le
type de voisinage, la valeur de codant peut varier entre 0 et 4 pour V4(i, j) ou entre 0 et 8
pour V8(i, j). Ainsi en utilisant 8 directions, le codant 0 signifie que le pixel suivant sur le
contour est situé à droite du pixel courant et le codant 2 signifie que le pixel suivant sur
le contour est situé en haut du pixel courant (cf. figure 2.4).
(c) Transformées et développements en séries
Les transformées de l’image sont des techniques utilisées pour produire des caractéris-
tiques invariantes aux déformations et à la rotation des formes des caractères. Ces carac-
téristiques utilisent les contours des caractères pour décrire leur forme ce qui explique leur
sensibilité au bruit qui affecte les contours. L’utilisation des coefficients de la transformée
permet de réduire la taille des données nécessaires pour représenter les caractères.
Dans la littérature, plusieurs transformées ont été proposées [], parmi ces transformées
on trouve :
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– La transformée de Fourier fournit une description qui se base sur le contour extérieur
de la forme du caractère. Le descripteur de Fourier est très utilisé dans la littérature
[LSJ93], [A.94], puisqu’il fournit des caractéristiques invariantes à la translation, à
la rotation et au changement d’échelle.
– La transformée de Hough détermine l’orientation et la courbure d’une forme. Les
caractéristiques de Hough sont invariantes par rapport aux bruits et aux distorsions
de forme de caractères [CHC89].
– Les descripteurs de Gabor sont utilisés dans plusieurs travaux [LKF05], [WDL05],
[HGF01]. Ce descripteur imite les caractéristiques du traitement visuel humain pour
caractériser l’image par une description multi-fréquentielle et multi-orientée. Il se
base sur l’utilisation de plusieurs filtres fréquentiels pour décrire plusieurs tailles et
plusieurs orientations de la forme. Les réponses de ces filtres permettent de construire
une carte d’orientations qui va décrire le caractère.
– La transformée en ondelette [Kit05] est un outil de traitement d’image qui per-
met d’analyser à plusieurs échelles les propriétés locales de l’image. L’utilisation de
cette technique a donné lieu à de nombreuses applications dans des domaines très
variés tels que le codage vidéo, la compression des images, et la vision par ordina-
teur. [Nab13] applique des fonctions d’orientation périodique sur les résultats de la
transformée en ondelettes pour extraire des caractéristiques liées aux contours des
formes des objets de l’image. [Kit05] a montré que l’utilisation de la transformée
en ondelettes permet de produire des caractéristiques invariantes par rapport à la
translation, la rotation et la transformation affine.
– La transformée en curvelet est une variante de la transformée en ondelettes. D’après
[JEBE07], elle est très adaptée pour caractériser les écritures puisqu’elle permet de
modéliser la courbure et la direction des formes à différentes échelles. Ce qui la rend
invariante aux différentes tailles de caractères. La différenciation entre les différentes
classes de caractères est réalisée en utilisant la courbure et la direction principale
des formes des caractères.
(d) Reconnaissance de caractères
Une fois que les formes présentes dans les images sont transformées en une représen-
tation dans l’espace de caractéristiques, on procède à l’opération de reconnaissance. Cette
opération consiste à affecter au vecteur de caractéristiques du caractère inconnu la classe
qui lui correspond parmi un ensemble de classes connues.
Généralement, les classifieurs fournissent une liste de solutions possibles triées par
degré de ressemblance. En effet, en acceptant de maintenir une certaine ambiguïté sur
les réponses du classifieur, on peut diminuer d’autant le taux d’erreur en utilisant une
procédure de reconnaissance basée sur une interaction entre les classifieurs et des modèles
de langage.
L’utilisation de connaissances linguistiques pendant l’opération de reconnaissance de
caractères permet de valider les résultats de reconnaissance des formes de caractères fournis
par le classifieur. Ce mode de fonctionnement est très utilisé dans des applications à
vocabulaire limité comme la reconnaissance de contenu de formulaires, le traitement des
chèques et le tri des lettres postales. Cependant, avec des applications à vocabulaire large,
la complexité de l’opération d’alignement des mots croît avec la taille du lexique ce qui
peut engendrer des temps de traitement considérables. Par conséquent, l’utilisation d’une
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stratégie de reconnaissance couplée avec des connaissances lexicales doit être généralement
être précédée par des approches de réduction du lexique [GK96], [MG93]. Cependant, avec
l’accroissement des puissances de calcul, il est de moins en moins couteux de procéder
à ces traitements conjoints. C’est notamment le cas en traitement de la parole et en
reconnaissance de l’écriture manuscrite, et ces approches pourraient à l’avenir se généraliser
au traitement des documents imprimés.
Plusieurs classifieurs ont été proposés dans la littérature pour classer les formes de
caractères. On peut décomposer ces approches en trois classes :
– Les approches de reconnaissance structurelle (Analyse syntaxique, Arbre de décision,
Chaîne de Markov) modélisent le problème de reconnaissance des caractères à travers
des graphes. Le principe de ces méthodes consiste à déterminer des sous-problèmes,
à leur trouver une solution, puis à combiner une de ces solutions pour résoudre le
problème globalement. Ces approches sont généralement efficaces en termes calcula-
toires.
– Les approches syntaxiques utilisent des algorithmes issus de la théorie des langages
formels pour déterminer la ressemblance entre deux formes de caractères. Un lan-
gage formel est un alphabet de symbole structuré dans une grammaire G . Les ap-
proches syntaxiques reposent sur un principe de base qui considère que deux formes
de caractères semblables ont nécessairement une structure commune qui peut être
représentée par une grammaire. Un automate associé à la grammaire G permet par
conséquent de modéliser les différentes formes des caractères.
– Les approches de reconnaissance statistiques (K plus proches voisins, classifieurs
Bayésiens, réseaux de neurones, machines à vecteurs supports) utilisent des descrip-
tions par partition de l’espace des caractéristiques pour calculer la probabilité de
ressemblance entre deux formes de caractères.
Ces différentes techniques diffèrent d’une part par le principe de modélisation des
classes (par les frontières pour les modèles discriminants, par les densités pour les modèles
génératifs) et par les critères utilisés pour guider l’apprentissage (taux d’erreur, score de
vraisemblance, distance, etc.). Le choix d’un classifieur dépend de la nature des données à
classer, de la dimension de l’espace des caractéristiques, du temps de classification, de la
taille de la base d’apprentissage et du temps d’apprentissage. Un bon apprentissage doit
permettre de réaliser le minimum d’erreurs de reconnaissances.
Une opération de post-traitement basée sur des connaissances de niveau supérieur
(linguistique, pragmatique, etc.) est généralement nécessaire pour surmonter les problèmes
de reconnaissance de forme. Nous détaillerons dans les parties suivantes les différentes
opérations de préparation des données d’apprentissage et de classification ainsi que les
méthodes d’apprentissage des formes.
Apprentissage de l’extraction de caractéristiques
Certaines approches de classification incorporent, en plus de l’étape de classification,
des étapes de détection de caractéristiques. Les caractéristiques présentées précédemment
correspondent à une modélisation humaine de l’information discriminante entre les carac-
tères. Cette modélisation correspond à des formes de caractères bien formés et aisément
reconnaissables. Dans la pratique ces conditions ne sont pas toujours vérifiées.
Pour tenter de trouver des caractéristiques plus robustes et exploiter au maximum
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l’information discriminante disponible dans les données, des systèmes mettent en place
des classifieurs à base de réseaux de neurones. Les travaux les plus représentatifs de ce
type d’approche sont les systèmes proposés par Yan Le Cun au cours des années 1990.
Ces systèmes emploient plusieurs couches de type TDNN (Times Delay Neural Network)
chacune étant spécialisée dans la détection d’une information spécifique provenant de la
couche précédente [LJB+95].
Le processus d’apprentissage de ces systèmes commence par l’optimisation des caracté-
ristiques. La première couche cachée sert à l’extraction automatique des caractéristiques à
partir de l’image. Puis grâce à la rétro-propagation du gradient de l’erreur sur les couches
suivantes du réseau, l’extraction des caractéristiques est optimisée.
L’analyse en composant principale (ACP) est aussi un outil statistique qui permet
de transformer les représentations des individus (dans notre cas les formes de caractères)
l’espace des caractéristiques obtenu lors de la procédure de description des formes vers un
sous-espace de caractéristiques réduit mais conservant les propriétés de séparabilité des
classes. Pour obtenir la meilleure représentation du nuage des individus, cette approche
choisit dans le nouvel espace de caractéristiques les premières dimensions qui maximisent
l’inertie du nuage d’individus. Selon l’intensité de l’inertie du nuage des individus sur
un plan factoriel, l’ACP permet de réduire les distances intra-classes et de maximiser les
distances inter-classes. Ce qui permet d’améliorer la séparabilité des représentations des
classes des individus.
Apprentissage et classification des formes de caractères
L’entraînement d’un classifieur est une procédure obligatoire avant toute opération de
classification. La procédure d’apprentissage est réalisée à partir d’une base de données
d’images de caractères servant de référence. La mise en place d’un classifieur omnifonte
robuste à la variabilité des styles et des polices de caractères nécessite la constitution d’une
base d’apprentissage de très grande taille.
La variabilité des formes de caractères ainsi que le nombre d’exemples qui composent
la base d’apprentissage sont des paramètres aussi importants que le choix du classifieur.
L’expérience a montré en effet que la nature de la base d’apprentissage, sa taille, sa di-
versité ont un rôle déterminant sur les performances finales du classifieur obtenu. Pour
limiter le biais introduit par le choix d’une base d’apprentissage spécifique, des procé-
dures de validation croisée ont été proposées pour valider les paramètres des systèmes de
reconnaissance. Ces procédures nécessitent la décomposition de la base de caractères en
différentes sous bases de test et d’apprentissage. Dans la littérature il y a au moins deux
façons pour mettre en oeuvre une procédure de validation croisée :
– La sélection aléatoire des sous-ensembles d’apprentissage et de test permet de sé-
lectionner aléatoirement par exemple 60% des caractères de la base de validation
pour former la base d’apprentissage et 40% des caractères pour composer la base
de validation. Puis les performances sont moyennées sur l’ensemble des expériences
réalisées.
– K-répétition de l’opération de validation permet de diviser la base en k échantillons
puis de sélectionner un des k ensembles pour tester le classifieur et les k − 1 sous-
ensembles restants pour l’apprentissage. Cette opération est répétée k fois et les per-
formances finales sont les moyennes des différentes performances calculées à chaque
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itération.
La procédure de validation croisée est généralement utilisée avec des approches de
sélection de modèles (comme par exemple « gridsearch », « algorithme génétique ») qui
permettent d’optimiser le choix des hyper paramètres des algorithmes d’apprentissage.
Différents critères comme l’erreur quadratique moyenne, les taux de précision et de rappel
sont utilisées par les approches de sélection de modèles pour optimiser les hyperparamètres.
Les approches classiques utilisent généralement un seul classifieur pour classer les
formes des caractères. Cette stratégie de reconnaissance ne peut pas garantir des résultats
parfaits malgré les taux de reconnaissance excellents obtenus par certains systèmes. Pour
améliorer les performances de reconnaissance, il est souvent utile de combiner les résultats
de plusieurs systèmes de reconnaissance de caractères.
Les travaux les plus marquants sont ceux développés par [BN00] et [Gun04]. L’objectif
de cette stratégie est de tirer parti des avantages de chaque système de reconnaissance
afin d’améliorer les résultats de reconnaissance. Une étude menée par S.V. Rice dans
[vRjktaN94] a montré que la combinaison de plusieurs OCR ayant des taux de reconnais-
sance individuels de l’ordre de 97% a permis d’éliminer 50% des erreurs de reconnaissance.
Abby Fine Reader emploi dans sa version 10 une combinaison de plusieurs classifieurs
pour déterminer les identités des caractères de l’image. Ces classifieurs se basent sur des
caractéristiques des contours, des caractéristiques structurelles, des templates de caractères
ainsi que des caractéristiques de trait distinctif pour classer les formes des caractères. Les
résultats obtenus après l’utilisation de cette combinaison sont nettement meilleurs que les
résultats obtenus avec la version 9 de cet OCR qui n’utilise qu’un seul classifieur.
2.4 Post-traitements
Les opérations de post-traitement interviennent quand le processus de reconnaissance
des caractères aboutit à la génération de la transcription textuelle. Certains systèmes de
reconnaissance proposent une liste d’hypothèses pour chaque forme de caractère, cette
liste est généralement triée par ordre décroissant selon leurs scores de vraisemblance.
Le but principal de cette opération est d’améliorer les résultats des systèmes de recon-
naissance de caractères en appliquant des corrections orthographiques et morphologiques
sur les mots reconnus par le classifieur.
Certaines erreurs de reconnaissance sont causées par des déformations des formes ou
par des défauts d’impression. Ces erreurs sont inévitables. Par conséquent, pour corriger
ces erreurs, on doit combiner les informations visuelles issues de la forme des caractères avec
des informations pragmatiques et linguistiques qui permettent d’améliorer les résultats des
classifieurs n’exploitant que la forme (parfois dégradée) des caractères.
Les connaissances pragmatiques concernent les informations liées à la nature des do-
cuments traités et permettent de privilégier les lexiques, les modèles de langue, ou bien
encore de tenir compte de la localisation connue a priori de certaines informations dans les
documents, telles que des dates ou des adresses dans les en-têtes des documents. Alors que
les connaissances linguistiques font appel à des contraintes linguistiques et grammaticales
liées à l’agencement des caractères pour une langue donnée et à la formation des phrases.
Nous détaillons dans les paragraphes suivants les caractéristiques de chaque catégorie de
connaissance.
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Connaissances pragmatiques
Certaines règles pragmatiques liées au contexte des documents à reconnaître peuvent
être utilisées pour améliorer les résultats de reconnaissance.
Par exemple, dans un système de traitement automatique de formulaire les emplace-
ments des données à reconnaître ainsi que le nombre des caractères possibles de chaque
case est connu. De plus, les réponses possibles aux questions des formulaires sont com-
prises dans un champ lexical réduit. On peut utiliser les mots de ce champ lexical pour
les confronter avec les résultats de la reconnaissance de caractères.
D’autres connaissances pragmatiques liées à l’agencement des caractères dans les phrases
permettent de lever l’ambiguïté sur la forme des caractères. Par exemple, certains carac-
tères majuscules ont la même forme que les caractères minuscules (comme x et X, o et O,
v et V), la position des caractères dans la phrase permet de déterminer si le caractère est
en majuscule ou en minuscule. Cette règle permet de lever l’ambiguïté des formes de ces
caractères et de corriger les confusions entre les caractères majuscules et minuscules.
D’autres caractères ont les mêmes formes que les chiffres (comme 0 et O, l et 1). Cette
ambiguïté conduit souvent à des erreurs dans les résultats de reconnaissance. Comme les
séquences alphanumériques n’apparaissent que dans des champs de formulaires spécifiques,
on peut très souvent lever cette ambiguïté et corriger les confusions entre les chiffres et les
caractères.
Connaissances linguistiques
Les connaissances linguistiques représentent une source d’information intéressante pour
corriger les erreurs commises par les classifieurs. La nature des informations linguistiques
diffère selon le type d’application visée. Certaines applications de traitement de courrier et
de chèque utilisent un vocabulaire limité. L’utilisation d’un dictionnaire de mots limités qui
englobe par exemple, les montants littéraux, les codes postaux et les noms des communes
permet de corriger les erreurs de reconnaissance des caractères.
D’autres applications, comme les systèmes de reconnaissance de cartes géographiques,
utilisent un vocabulaire étendu (par exemple les noms de toutes les rues d’un pays) qui
peut être réduit dynamiquement au cours de l’exécution de l’algorithme pour corriger les
erreurs de reconnaissance de caractères.
Les OCR commerciaux des documents de presses ou monographies utilisent des diction-
naires de langue très étendus pour corriger les erreurs de reconnaissance. Ces dictionnaires
regroupent généralement les mots singuliers et pluriels courants ainsi que la conjugaison
des verbes. Ce ne sont donc pas des dictionnaires à proprement parler mais plutôt des
listes de mots possibles : des lexiques.
L’utilisation des connaissances linguistiques comme une étape de post-traitement per-
met de valider a posteriori les séquences de mots reconnues sans aucune interaction avec
les classifieurs. L’opération de correction des mots en utilisant des lexiques se traduit par
le remplacement de tous les mots qui n’apparaissent pas dans les dictionnaires par les mots
les plus proches du dictionnaire selon une distance d’édition.
On voit dans ce cas apparaître les limites de l’utilisation de lexiques. Les inconvé-
nients principaux de l’utilisation de lexiques résident dans la nécessité d’avoir des lexiques
exhaustifs pour les différentes catégories des documents traités. En effet, les abréviations
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techniques, les termes scientifiques, l’ensemble des entités nommées ne sont pas prédictibles
et enregistrés dans les dictionnaires standards. L’utilisation abusive de lexiques inadaptés
sur des documents soumis à l’OCR peut introduire des erreurs sur les mots reconnus. Le
traitement des mots hors lexiques nécessite donc des traitements spécifiques, et constitue
une problématique à part entière.
D’autres analyses linguistiques utilisent les formulations grammaticales d’une langue
pour corriger les défauts de reconnaissance de caractères. La première application de ces
approches a été réalisée dans le domaine de l’édition afin de signaler les erreurs gramma-
ticales aux éditeurs avant l’impression des documents.
Certains systèmes de reconnaissance commerciaux ont imité la même approche pour
décomposer en premier lieu les éléments des phrases reconnus selon leurs catégories gram-
maticales (sujet, verbe, nom, adjectif, etc.). Puis ensuite vérifier les résultats de reconnais-
sance de caractères en suivant un certain nombre de règles grammaticales telles que les
règles d’accord et de conjugaison. Par contre, l’inconvénient majeur de ces systèmes réside
dans le temps de traitement important nécessaire pour vérifier les résultats de reconnais-
sance des caractères.
2.5 Conclusion
Nous avons présenté dans ce chapitre les différentes étapes employées par un classifieur
de forme de caractères pour identifier les classes des caractères de la page. Bien que les
techniques employées dans chaque étage de traitement aient déjà atteint depuis quelques
années un certain niveau de maturité et de performance, la qualité des résultats de ces
approches reste étroitement liée aux contextes de leurs domaines d’application. En effet,
dans les projets de numérisation de masse, les prestataires de numérisation utilisent des
systèmes d’OCR standards qui ne peuvent pas être toujours spécifiquement adaptés aux
propriétés des documents patrimoniaux analysés.
De plus, l’agencement séquentiel des différents étages de traitement rend l’identification
de la source des erreurs de reconnaissance difficile. En effet, les défauts de normalisation
des formes des caractères ont un impact direct sur les résultats des descripteurs des formes.
Ce qui cause des erreurs de classification des caractères.
D’autre part, des erreurs de reconnaissance des mots peuvent être introduites si le
dictionnaire employé dans la phase de post-traitements n’est pas adapté à la langue du
document traité. Par conséquent, une procédure de vérification des résultats de reconnais-
sance est obligatoire pour garantir l’intégrité des documents numériques. Dans le chapitre
suivant, nous passons en revue les différentes procédures d’évaluation et de vérification des
résultats de segmentation et de reconnaissance.
3 Contrôle et évaluation des résultats de reconnaissance
Les contraintes liées à la production de documents numériques telles que la volumé-
trie, la cadence de numérisation et surtout la haute qualité des résultats de reconnaissance
exigée en bout de chaîne de numérisation, rendent nécessaire l’utilisation d’une méthode
d’évaluation des résultats de reconnaissance. L’une des principales difficultés dans les pro-
jets de numérisation de masse est de savoir évaluer les résultats de reconnaissance de
caractères puisque par définition on ne dispose pas de la vérité terrain.
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Les résultats des systèmes de reconnaissance de caractères sont utilisés par différentes
applications. Les moteurs de recherche utilisent la transcription textuelle du document
pour l’indexer. D’autres applications apparues récemment utilisent les résultats de l’OCR
comme un format pivot à partir duquel sont produits plusieurs types de documents élec-
troniques (dans des formats spécifiques : EPUB, PDF, etc.) qui sont ensuite accessibles
par différentes plateformes électroniques de consultation (Smartphone, Tablette, E-Book
etc.). Ces nouveaux modes d’utilisation des documents numériques sont de plus en plus
exigeants en termes de qualité des transcriptions. La Bibliothèque nationale de France,
par exemple, exige un taux de reconnaissance supérieur à 98,5% pour tous les documents
convertis par un OCR. Cela signifie qu’au plus deux erreurs tous les cent mots sont per-
mises dans les résultats de reconnaissance. Des études internes réalisées à la BnF ont
montré qu’à partir de cinq erreurs pour cent mots, la lecture devient fastidieuse.
Pour garantir une telle qualité il faut pouvoir mettre en place des procédures de contrôle
des transcriptions fournies par les OCR. En pratique, cela se traduit souvent par la mise
en place de contrôles et de corrections systématiques par des opérateurs, car à ce niveau
de qualité les procédures de contrôle automatique atteignent leurs limites. Cela restreint
de fait la quantité de documents qu’il est possible de produire en un temps donné, et
augmente de surcroit le coût de production. De manière concomitante ce niveau d’exigence
complexifie les procédures de passation des marchés de numérisation de la BnF auprès des
prestataires.
L’évaluation des techniques de numérisation est une question qui occupe de plus en
plus la communauté scientifique qui s’intéresse d’une part à élaborer les critères d’évalua-
tion les plus appropriés aux spécificités des problèmes rencontrés, et d’autre part favorise
la constitution de corpus annotés nécessaires à la mise en place de campagnes d’évaluation
rigoureuses accessibles aux chercheurs. Dans la littérature, il y a deux façons d’évaluer
les systèmes de reconnaissance de caractères. L’approche dite « boîte noire » ou encore
« Goal Directed » considère le système d’OCR comme un tout indivisible et se focalise
sur le contrôle des résultats finaux des systèmes de reconnaissance de caractères. Ce type
d’évaluation évalue l’influence de chacun des modules de l’OCR (pré-traitement, segmen-
tation, reconnaissance ou post-traitement) au regard de sa contribution aux performances
finales du système. Ainsi par exemple, deux algorithmes de pré-traitement ne sont pas
comparés par rapport aux améliorations qu’ils sont sensés apporter dans les images qui
leurs sont fournies en entrée, mais par rapport à l’amélioration relative du taux de re-
connaissance de caractères qu’ils produisent dans le système d’OCR dans lequel ils sont
placés. La deuxième approche d’évaluation est l’approche dite « boîte blanche » qui éva-
lue séparément les différents modules qui forment les systèmes de reconnaissance. Par
rapport à l’approche boîte noire, elle ne nécessite pas de disposer d’un système complet
de reconnaissance pour être mise en œuvre. Mais en revanche elle nécessite l’utilisation
d’un critère d’évaluation parfois complexe, voire impossible à exprimer rigoureusement,
notamment sur des étages de pré-traitement. Par exemple, comment traduire l’améliora-
tion apportée localement sur un pixel de l’image à l’amélioration globale de l’image. De
plus, cette évaluation boîte blanche nécessite de disposer d’une vérité terrain pour chaque
type de module de la chaîne de traitement, ce qui freine la constitution de corpus annotés
de taille significative, étant donnés les niveaux de détails important qu’il faut considérer.
Enfin, une dernière difficulté liée à l’évaluation de type boîte blanche réside dans la néces-
48 3. CONTRÔLE ET ÉVALUATION DES RÉSULTATS DE RECONNAISSANCE
CHAPITRE 2. ETAT DE L’ART : SYSTÈME DE RECONNAISSANCE DE CARACTÈRES
sité d’accéder aux résultats intermédiaires de chaque étage de traitement ce qui n’est pas
toujours possible avec les systèmes de reconnaissance de caractères commerciaux.
Nous détaillons dans les paragraphes qui suivent les différents types d’erreurs que
nous pourrons rencontrer dans les résultats de l’OCR ainsi que les différentes méthodes
proposées dans la littérature pour détecter leur présence. Nous nous intéresserons princi-
palement aux méthodes d’évaluation de la segmentation, et aux méthodes d’évaluation de
la reconnaissance de caractères fondées sur l’utilisation d’une référence que l’on désigne
généralement sous le terme de « vérité terrain ». Ces approches ne sont hélas pas transpo-
sables au problème qui nous intéresse car elles utilisent une vérité terrain. Ce constat nous
amène à examiner dans la dernière partie de ce chapitre, les approchent qui cherchent à
qualifier des résultats de reconnaissance sans vérité terrain.
3.1 Typologies des erreurs et métriques pour l’évaluation de perfor-
mances des OCR
Evaluation des résultats de segmentation
(a) Erreurs de segmentation
La segmentation est l’opération de décomposition du document en unités structu-
relles, telles que les régions textuelles ou les graphiques. Une mauvaise décomposition du
document conduit généralement à des erreurs dans l’ordre de lecture de la page, dans la
classification des différentes composantes de la page, voire des erreurs de reconnaissance
des caractères. Selon [SMJ+00], on peut décomposer les erreurs de segmentation en huit
classes :
– La fusion horizontale de régions textuelles est une erreur qui entraîne la fusion de
deux blocs textuels. Cette erreur de segmentation induit des erreurs dans l’ordre de
lecture du document, où l’ordre de lecture a été modifié suite à une erreur de fusion
horizontale des lignes du document traité. Dans d’autre cas, la fusion horizontale des
mots peut causer des erreurs de reconnaissance puisque l’OCR considère les deux
mots fusionnés comme un seul mot.
– La fusion verticale de régions textuelles est une erreur qui cause le regroupement
vertical de deux éléments adjacents de la page. Cette erreur n’entraîne pas toujours
d’altération dans l’ordre de lecture du document.
– La scission horizontale de régions textuelles est une erreur de segmentation qui en-
traîne la division d’un élément de la page horizontalement. Cette famille d’erreur
biaise l’ordre de lecture du document.
– La scission verticale de régions textuelles est l’erreur de segmentation qui divise
un élément de la page verticalement en plusieurs éléments. Cette erreur n’entraîne
pas d’altérations dans l’ordre de lecture du document par contre on peut avoir des
caractères fragmentés ce qui engendre des erreurs de reconnaissance de caractères.
– L’omission d’une région textuelle est l’erreur qui est provoquée par la classification
des éléments considérés comme des zones de fond ou des zones graphiques.
– La confusion entre graphique/bruit et texte est l’erreur de segmentation qui conduit
presque systématiquement (sauf rejet de la part du classifieur) à des insertions de
caractères. Cette erreur est obtenue généralement sur des graphiques et des illus-
trations formés avec des traits qui possèdent des caractéristiques assez proches des
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caractéristiques du texte.
– La fusion horizontale des éléments textuels avec des éléments graphiques ou bruit.
Cette erreur est très fréquente dans les documents qui possèdent une mise en page
compliquée. Elle entraîne généralement l’omission des caractères impliqués qui sont
classés à tort comme éléments graphiques et donc pas soumis à la reconnaissance.
– La fusion verticale entre graphique et bruit, cette erreur de segmentation conduit au
même genre d’erreur que dans le cas précédent.
(b) Critères d’évaluation des résultats de segmentation
Plusieurs articles [KNRN93] [KRNN95] proposent des études sur l’évaluation de la
segmentation. Ces études décomposent les méthodes d’évaluation en deux catégories. La
première catégorie de méthodes utilise une comparaison au niveau pixels pour mesurer la
qualité des résultats de segmentation tandis que la deuxième catégorie évalue la qualité
de la segmentation à travers l’alignement des résultats de reconnaissance des caractères.
Nous les détaillons ci-dessous.
i. Approche image
Cette approche d’évaluation se base sur les coordonnées des éléments de la page dé-
crits par des polygones pour vérifier l’affiliation de chaque pixel de l’image du document
segmenté par un OCR aux régions correspondantes dans l’image de référence [SMJ+00]
[RV94]. L’image de référence est constituée par différentes zones informatives validées
manuellement par un opérateur humain. La difficulté de l’approche image est de savoir
quelles régions de la vérité-terrain correspondent à quelles régions détectées par l’OCR.
Pour surmonter cette difficulté plusieurs schémas de fusion-scission de régions dans les
deux directions principales ont été mises en œuvre : correspondance un-à-un (one-to-one
match), un-à-plusieurs (one-to-many match), plusieurs-à-plusieurs (many-to-many match).
Ensuite, un score de recouvrement des régions est calculé pour qualifier la qualité de la
segmentation. S. Randriamasy propose dans [RV94] un algorithme qualitatif d’évaluation
composé par deux étapes :
1. Une première étape d’identification des opérations de fusion et de scission verticales
et horizontales des régions qui permet d’apparier les résultats de segmentation de
l’OCR avec la structure exacte de la page.
2. Une deuxième étape de qualification des erreurs de segmentation qui se réalise à tra-
vers un ensemble de règles de décision qui permettent de juger du niveau d’exactitude
de chaque modification réalisée dans la première étape.
A chaque opération de fusion ou de scission, on associe un coût (ou une pénalité). La
valeur de la pénalité varie selon l’importance de l’erreur de segmentation :
– Pénalité faible associée à une erreur mineure qui se produit généralement dans les
zones de fond, par exemple une scission d’une zone de fond.
– Pénalité moyenne associée à une erreur acceptable qui se produit soit sur des illus-
trations soit sur des graphiques. Cette erreur cause la scission des représentations
graphiques de la page, par contre elle n’engendre pas une dégradation dans le contenu
textuel de la transcription automatique de la page.
– Pénalité importante associée à une erreur de segmentation majeure qui se produit sur
des éléments textuels et qui cause une altération du contenu textuel. Par exemple,
une scission d’un mot en plusieurs mots distincts.
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En fonction du nombre de pixels appartenant à chaque région mal segmentée et du
type de confusion réalisée on détermine le score final de la segmentation de la page par
rapport à la vérité terrain. Pour évaluer quantitativement les résultats de segmentation,
les auteurs ont défini deux mesures :
– Le score de la page qui est ratio de qualité reflétant les effets de segmentation sur
les régions et leurs contenus
PS = wset[wreg×(Sreg(GTF (I))+Sreg(S(I)))+wpix×(Spix(GTF (I))+Spix(S(I)))]
(2.2)
Avec :
– Sreg le ratio du nombre des régions bien détectées sur le nombre total des régions
de la page,
– Spix le ratio du nombre des pixels bien détectés sur le nombre total des pixels,
– GTF (I) l’ensemble des régions de la vérité terrain de l’image I,
– et S(I) l’ensemble des régions obtenues lors de la procédure de segmentation
automatique de l’image I.
– Le coût de la page désigne le nombre d’opérations de scission, de fusion et de reclas-
sification nécessaires pour corriger la segmentation et se rapprocher du résultat de
segmentation exacte de la page.
CP = werr ×Oerr + wacc ×Oacc (2.3)
Avec Oerr : le nombre des mauvaises opérations de segmentation et Oacc : le nombre
des bonnes opérations de segmentation.
wset = 0, 5 wpix = 0, 5 wreg = 0, 5 werr = 1 wreg = 0, 5
D’autres métriques ont été proposées dans la littérature pour mesurer la qualité de la
segmentation :
– Dans [NS95] trois métriques différentes évaluent la classification des blocs, la fusion
des blocs et la justesse de l’ordre de lecture.
– Dans les compétitions ICDAR une mesure appelée f-measure est appliquée pour
qualifier la qualité de la segmentation. Cette mesure est définie par des scores de
précision p et de rappel r basés sur le taux de recouvrement entre les régions détec-
tées par l’OCR et les régions de la vérité terrain (cf. [LPS+05]).
f −mesure = r × p
r × p+ (1− α)× p avec(0 < α < 1) (2.4)
– Une métrique plus complexe, appelée PRImA-measure, a été utilisée dans la com-
pétition ICDAR 2009 qui permet de qualifier la qualité de la segmentation d’une
manière plus fine. Cette métrique calcule la fréquence et détermine l’effet de cinq
situations de mauvaise segmentation (zone entièrement mal étiquetée, zone correc-
tement étiquetée, zone partiellement localisée, zones fusionnées, zone totalement ou
partiellement omise) en fonction du contexte du document et de l’application visée
(cf. [AAP09]).
L’avantage de l’évaluation par une métrique fondée sur l’image réside dans sa capacité
à prendre en compte la typologie des erreurs rencontrées en pratique. Cependant, cette
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méthode est conçue pour tester des algorithmes de segmentation dans un contexte expéri-
mental académique. Elle nécessite de disposer précisément des informations de localisation
des différents blocs textuels et graphiques et donc de disposer d’une vérité terrain difficile
à constituer.
ii. Approche textuelle
D’autres approches de type « boite noirs » développées dans la littérature se basent
sur les sorties textuelles de l’OCR pour mesurer la qualité des résultats de segmentation
des documents. En effet les erreurs de reconnaissance et de segmentation sont incluses
dans les résultats de l’OCR. Le principe de ces méthodes d’évaluation est de distinguer les
erreurs qui sont dues au module de segmentation et les erreurs qui sont dues au module
de reconnaissance. Le score qui est ensuite calculé en faisant l’hypothèse que les erreurs de
segmentation et de reconnaissance sont indépendantes, ce qui n’est pas tout à fait correct
évidemment.
Le principe de cette évaluation consiste à appliquer une même reconnaissance de ca-
ractères sur les blocs de textes détectés par la méthode de segmentation que l’on cherche
à évaluer et sur les blocs de texte de la vérité terrain. Les premiers résultats de reconnais-
sance regroupent les défauts de segmentation et de reconnaissance alors que les seonds
résultats contiennent uniquement des défauts de reconnaissance des caractères.
La qualité des résultats de segmentation est évaluée à travers des mesures de coût de
correction basées sur le principe de la distance d’édition qui permet de passer des résul-
tats de la transcription automatique du document (zonage automatique + reconnaissance
automatique des caractères) aux résultats de la transcription semi-automatique (zonage
manuel + reconnaissance automatique des caractères) ([vRjktaN94]).
L’application de cette méthode nécessite une procédure de mise en correspondance
entre les éléments textuels des deux résultats d’OCR. La mesure de l’erreur de segmen-
tation est réalisée en comparant ces deux textes pour calculer un coût d’édition par des
algorithmes de mise en correspondance des chaînes de caractères. [KRNN95] propose une
autre métrique qui consiste à calculer le nombre des opérations d’édition qui permettent
de transformer les textes de deuxième résultat de reconnaissance aux textes de premier
résultat de reconnaissance.
L’application de cette méthode d’évaluation ne nécessite ni un format particulier pour
représenter les zones, ni des traitements d’image spécifiques de mise en correspondance
des pixels d’image. Cependant cette évaluation nécessite de disposer de la vérité terrain au
niveau texte, ce qui est souvent plus fastidieux à constituer qu’une vérité de segmentation
en blocs. Et il faut par ailleurs disposer d’un système de reconnaissance de caractères.
Evaluation des erreurs de reconnaissance
(a) Erreurs de reconnaissance de caractères
En plus des erreurs de segmentation des éléments de la page, des erreurs de reconnais-
sance de caractères peuvent apparaître à différents niveau dans les résultats de l’OCR.
Elles peuvent toucher un seul caractère ou plusieurs caractères par mot.
Ces erreurs de reconnaissance de caractères sont dues à différents défauts. Les défauts
de numérisation (comme par exemple le bruit de numérisation, les défauts de courbure)
peuvent engendrer des déformations sur les formes des caractères. La binarisation des
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images peut causer des troncatures qui altèrent les formes des caractères ce qui engendre
des erreurs de reconnaissance. Finalement, les post-traitements peuvent être l’origine de
certaines erreurs de reconnaissance de caractères. En effet, l’utilisation d’un dictionnaire
lexique inapproprié peut causer des modifications dans les résultats de reconnaissance. Par
exemple, dans l’ancien français « ie » référence au pronom personnel « je », l’utilisation
d’un dictionnaire du Français récent engendre le remplacement de tous les « ie » par « je
». Alors que les projets de numérisation du patrimoine ont pour objectif la reproduction
fidèle des textes. On peut décomposer les erreurs de reconnaissance de caractères en quatre
types :
– Une confusion qui se traduit par le remplacement d’un caractère par un autre, elle se
rencontre généralement avec les caractères qui ont des formes proches par exemple :
« 0, O et o », « 1 et l », «s et 5 », « n et h », etc.
– Une suppression qui survient par l’omission d’un caractère en le considérant comme
un bruit, comme un élément graphique, ou comme un élément appartenant à l’arrière-
plan.
– Un rejet qui survient lors du remplacement d’un caractère par ˜. Ce genre d’erreur
survient lorsque le score de confiance de l’hypothèse de reconnaissance est trop faible
– Une insertion qui survient sur des caractères de forme ambiguë propise à la sur-
segmentation tels que « m » qui peut être reconnu comme « rn », « d » qui peut
être reconnu comme « cl », etc.
(b) Erreurs de reconnaissance de mots
Les erreurs de reconnaissance de mots peuvent être d’une part le résultat d’une mau-
vaise interprétation des éléments de la page lors de l’opération de segmentation et d’autre
part le résultat d’une erreur de reconnaissance de caractères. Généralement, les erreurs
d’estimation de la largeur moyenne des mots ainsi que des espaces inter-mots et inter-
caractères conduisent soit à des erreurs de scission de mots, soit à des erreurs de fusion de
mots.
De plus, les erreurs de reconnaissance de mots peuvent être obtenues suite à l’utilisa-
tion d’un dictionnaire inapproprié dans la procédure de post-traitement des résultats de
reconnaissance. Ce genre d’erreur se traduit généralement par le remplacement total des
mots absents du dictionnaire par les mots les plus proches. Les entités nommés (ex. les
noms propres, les noms de villes et des pays, etc.) sont absents dans les dictionnaires, ils
sont donc fréquemment mal reconnus, ores ils représentent très souvent des mots à travers
lesquels les utilisateurs formulent leurs requêtes. De plus, dans les documents multilingues,
les mots en langues étrangères sont généralement mal reconnus si le système d’OCR em-
ployé utilise un seul dictionnaire. Ce genre de scénario d’erreur est très fréquent dans les
projets de numérisation de masse.
Les défauts physiques comme le surlignage, le fond grisé, la courbure des lignes ont
également un impact important sur les erreurs de reconnaissance mots. Ce sont essentiel-
lement les étapes de pré-traitements qu’il faut mettre en cause ici.
(c) Critères d’évaluation des résultats de reconnaissance de caractères
Etant donné des erreurs de reconnaissance des caractères et des mots présentées dans
les sections précédentes, plusieurs travaux dans la littérature ont essayé de les qualifier par
des mesures et des critères d’évaluation. La totalité des procédures d’évaluations proposées
emploient des références absolues (vérité terrain) de mots ou de caractères pour les aligner
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avec les résultats de reconnaissance des OCR. Ceci permet de dégager des mesures de
qualité de reconnaissance.
Nagy [Nag95a] énumère trois méthodes dites explicites et deux méthodes dites impli-
cites pour réaliser l’opération d’évaluation.
1. Les méthodes explicites se basent sur une opération de comparaison directe entre
les résultats de reconnaissance automatique et les textes de la vérité terrain. Il faut
pour cela disposer d’une vérité terrain qui indique la localisation des lignes de texte
et leur transcription ASCII dans les images. Cette vérité terrain peut être obtenue
de trois façons différentes :
– La première procédure correspond à la démarche naturelle. On dispose des images
scannées des pages et on doit construire la vérité terrain. Pour cela on procède
à l’OCR-isation des images pour obtenir la transcription automatique des carac-
tères. Ensuite, on corrige manuellement les résultats de l’OCR pour créer la vérité
terrain. Cette procédure est finalement couteuse en moyens humains pour produire
une quantité importante de données annotées,
– Dans la deuxième procédure on suit la démarche inverse. On dispose des fichiers
textuels de vérité terrain et on cherche à produire des images de documents conte-
nant ces textes. Pour obtenir les images , on génère des images artificielles de
documents. Pour se rapprocher le plus possible des images réelles, on applique
ensuite des modèles de dégradation sur les images synthétisées,
– En suivant la même démarche, on peut également créer des images synthétiques
comportant des dégradation a réalistes à travers un traitement spécifique qui
consiste à imprimer les documents synthétisés puis à les photocopier plusieurs fois
(par photocopie des photocopies). L’ensemble des documents papier obtenus est
enfin scanné pour produire des images de documents présentant des dégradations
plus ou moins fortes.
2. Les méthodes implicites sont des méthodes d’évaluation indirectes qui essayent de
qualifier la qualité des résultats de reconnaissance de caractères sans l’utilisation de
la vérité terrain. On mesure l’effet des erreurs de reconnaissance des caractères sur
les résultats des systèmes qui utilisent la transcription automatique des documents
pour réaliser d’autres tâches de plus haut niveau (ex. les systèmes de tri du courrier,
les systèmes de lecture de chèques, etc.).
A la différence de la décomposition de Nagy, Belaïd et al. proposent dans [Mul06] une
autre décomposition des méthodes d’évaluation basée sur la précision de l’opération de
vérification des résultats d’OCR. En fait, selon cette décomposition, on peut répartir les
méthodes d’évaluation en deux familles :
1. Les méthodes d’évaluation globale
2. Les méthodes d’évaluation locale
Les méthodes globales considèrent les systèmes de reconnaissance de caractères comme
des boîtes noires dont seules ses entrés et ses sorties sont accessibles à l’utilisateur. Les
résultats d’OCR sont exportés en format texte brut. Les positions des mots et les caractères
ne figurent pas dans les résultats de l’OCR. L’évaluation commence donc par une étape
de mise en correspondance des mots qui permet de mettre en correspondance les mots
reconnus par l’OCR avec les mots de la vérité terrain. Ensuite, en utilisant des opérations
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d’édition (ajout, suppression et substitutions), on essaye de mettre en correspondance les
caractères reconnus par l’OCR avec les caractères de la vérité terrain. Après ces opérations
de mise en correspondance, on procède au calcul des distances d’édition qui indiquent
la fiabilité de l’opération de reconnaissance des caractères. On estime ainsi un taux de
reconnaissance de caractères ou de mots à partir d’une vérité terrain qui ne précise pas la
position exacte des mots et des caractères dans les lignes.
L’application de ce type d’opération d’évaluation est généralement rapide. Par contre,
les résultats d’évaluations produits ne sont pas très précis. Ils ne permettent pas de dé-
terminer exactement les sources d’erreur de reconnaissance. Par exemple, l’erreur de sub-
stitution est quantifiée de la même façon sur la totalité du document. Or, en pratique on
peut distinguer deux causes d’erreurs de substitution. La première cause est liée à l’uti-
lisation mal appropriée de dictionnaires et la deuxième cause est liée à l’ambigüité des
formes de caractères. Par conséquent, les techniques d’évaluation globales ne permettent
pas de différentier ces deux types d’erreurs.
Les méthodes d’évaluation locales résolvent le problème des méthodes d’évaluation
globales. En utilisant des descriptions plus fines de résultats de reconnaissance (comme les
taux de confiance par caractères, les positions des caractères, les degrés de conformité des
mots avec un dictionnaire de langue, etc.), les approches d’évaluation locale catégorisent
les erreurs de reconnaissance -. Ce genre d’évaluation est très précis puisqu’elle permet de
maîtriser l’opération de contrôle soit en fonction des taux de confiance de l’OCR, soit en
fonction de l’endroit où se situent les mots (par exemple les zones de courbure de l’image).
L’évaluation locale permet donc de comprendre la cause des erreurs de reconnaissance.
Par contre, l’inconvénient principal de ces méthodes reste dans le temps de traitement
important nécessaire pour évaluer les résultats de l’OCR. Les résultats sont également
beaucoup plus fastidieux à analyser.
i. Métriques pour l’évaluation explicites
Pour qualifier la qualité des résultats de reconnaissance de caractères, Belaïd définit
dans (Mullot, 2006) plusieurs métriques. La mesure la plus intuitive est le taux d’erreur
global Γerr qui donne le pourcentage de caractères incorrects dans les résultats de recon-
naissance :
Γerr = 100× ne
nc
(2.5)
Où ne est le nombre d’erreurs produites et nc le nombre total de caractères dans la
vérité terrain.
Certains systèmes de reconnaissance remplacent les caractères douteux par des « »˜.
Par conséquent, on peut compter le nombre de « »˜ dans les résultats de reconnaissance
pour compléter le taux d’erreurs global par le taux de rejet qui représente le pourcentage
de caractères rejetés par le système évalué. Ce taux est exprimé par :
Γrej = 100× nr
nc
(2.6)
Avec nr le nombre des caractères rejetés.
Le taux de reconnaissance est par conséquent le ratio du nombre de caractères bien
reconnus sur le nombre total de caractères qu’il faut reconnaître. La formule suivante
donne le taux de reconnaissance de caractères :
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Γrec = 100× nc − nr − ne
nc
(2.7)
La somme des trois taux précédents doit vérifier l’égalité suivante : Γerr+Γrej+Γrec =
100%.
Le taux de confiance ou le taux de fiabilité défini par l’équation 2.8 est le taux d’erreur
obtenu sur les résultats qui ne sont pas rejetés.




Dans le contexte des projets de numérisation de masse, les prestataires de numérisation
emploient le taux de confiance pour estimer la qualité des résultats de reconnaissance. Or
on sait qu’en augmentant les cas de rejet en utilisant par exemple la confiance fournie par
le classifieur, le nombre d’erreurs a tendance à diminuer. [Cho70] a montré que le taux
d’erreur est approximativement l’inverse du taux de rejet Γerr = 1Γrej . De ce fait, il est
possible d’augmenter le taux de confiance en augmentant le rejet du classifieur.
D’après Belaïd et al [Mul06], il existe au moins deux moyens plus au moins fins pour
contrôler le taux de rejet :
1. Si le taux de confiance des caractères obtenus lors de l’opération de transcription
automatique est disponible, on pourra contrôler le taux de rejet en fixant un seuil
de confiance à partir duquel on peut rejeter les caractères. Selon Belaïd et al. si
on se permet de rejeter un taux important de caractères de l’ordre de 3% à 5%, le
taux de d’erreur reste relativement faible de l’ordre de 1 pour cent à 1 pour mille.
Cependant, le rejet intensif des caractères rend l’opération de correction manuelle
coûteuse. Les prestataires de numérisation considèrent souvent qu’au-delà d’un taux
de confiance de 70%, l’utilisation de l’OCR est inutile car la ressaisie manuelle des
documents devient plus rentable,
2. Si la fonction d’apprentissage des classifieurs est accessible, on peut déterminer les
taux de rejet en fonction des taux de recouvrement entre les distributions des classes
de caractères. Cela signifie qu’il est possible de fixer un taux de rejet par classe de
façon à rejeter les caractères les plus fréquemment confondus.
Les résultats des systèmes de reconnaissance de caractères commerciaux ne contiennent
que les caractères reconnus avec les taux de confiance calculés au niveau mot. Les para-
mètres de rejets ainsi que la fonction de calcul des taux de confiance ne sont donc pas
disponibles au niveau des caractères. Par conséquent, pour fixer un taux de rejet, on doit
soit utiliser les taux de confiance fournis par les OCR au niveau mots, sans savoir à quoi ils
correspondent ni comment ils sont calculés ; soit utiliser une opération de post-traitement
en utilisant des ressources linguistiques qui permettent d’estimer des taux de confiance
au niveau mots ou caractères afin de fixer par la suite le taux de rejet adéquat. Il est
d’ailleurs vraisemblable que les taux de confiance mots (Word Confidence) fournis par les
OCR, utilisent des techniques de ce type sans qu’elles ne soient pour autant communiquées.
ii. Métrique pour l’évaluation implicite
L’estimation des performances des systèmes de reconnaissance des caractères en cal-
culant le coût des opérations d’édition permet de comparer indirectement les résultats de
reconnaissance des avec la vérité terrain. En effet, en utilisant la distance d’édition nous
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calculons le nombre minimal d’opérations d’édition qui permet de transformer un texte
reconnu par un système OCR à un texte de la vérité terrain.
L’utilisation des opérations d’éditions offre deux avantages principaux dans la pro-
cédure d’évaluation des résultats de l’OCR. D’une part, elle permet de déterminer d’une
manière fidèle la qualité des résultats de reconnaissance ; d’autre part grâce aux opérations
d’édition, on peut prévoir les types d’erreurs commises par les systèmes de reconnaissance
qui sont en cours d’évaluation. Cependant, cette approche nécessite une bonne estimation
des coûts d’édition, ce qui n’est pas une tâche facile. Idéalement cette estimation devrait
simuler le coût pour un opérateur humain d’une correction complète d’un document. Qui
plus est, cette approche repose sur l’existence d’une vérité terrain, ce qui ne sera jamais
le cas dans le cadre de projets de numérisation de masse.
Une deuxième approche d’évaluation implicite a été présentée dans [Nag95a] qui permet
d’évaluer les résultats de l’OCR en fonction de l’impact des erreurs de reconnaissance
sur les rendus des systèmes qui se base sur la transcription automatique des caractères.
En effet, les résultats de l’OCR ne sont pas toujours destinés à l’utilisation humaine.
Ainsi, dans plusieurs domaine d’application les résultats de reconnaissance des caractères
servent comme des données d’entré pour plusieurs systèmes (comme les systèmes de tri des
courriers postaux, les systèmes de lecture des chèques bancaires, etc.). En se basant sur
ce principe plusieurs méthodes d’évaluation implicites ont été proposées. Chacune d’entre
eux mesurent l’effet des erreurs de reconnaissance des caractères sur le comportement du
système étudié. Il s’agit donc de méthodes d’évaluation dirigées par les buts (goal directed
evaluation).
D’autre part, selon les cas d’utilisation possibles des résultats de reconnaissance des
caractères, plusieurs métriques ont été proposées. Par exemple, dans le contexte des sys-
tèmes de tri du courrier, la métrique utilisée pour qualifier les résultats de reconnaissance
des caractères est le nombre de caractères erronés qui causent le renvoi du courrier à une
fausse adresse.
Compagnes d’évaluation
L’institut ISRI (Institut de Recherche en Sciences de l’Information du Névada) a pro-
cédé au cours des années 1990 à une série de campagnes d’évaluation de systèmes d’OCR
sur des documents imprimés de natures différentes ([RJN96] , [RJN95] , [RJN94]). D’après
les résultats de ces campagnes, on constate que les systèmes de reconnaissance de caractères
de l’époque avaient des performances assez élevées sur des documents de bonne qualité
(cf. tableaux de la figures 2.5 et 2.6 ). On constate aussi d’après ces résultats que les
performances des systèmes de reconnaissance varient d’un type de document à un autre.
Elles étaient plus importantes sur des documents à structure simple comme les lettres, les
ouvrages et les documents juridiques, que sur les documents techniques, les journaux et
les magazines dont la structure est complexe.
Belaïd a évalué dans [CBd05] cinq systèmes de reconnaissance commerciaux (AbbyFine
Reader, Omni Page, TextBridge et Type Reader) sur 200 pages obtenues à partir du journal
officiel de la communauté européenne numérisées avec une résolution de 150 et 300 dpi
ainsi que sur un ensemble de huit pages anciennes à double colonnes sélectionnées à partir
du dictionnaire de Trévoux du XVIIème siècle et numérisées avec une résolution de 300
dpi. D’après les résultats de l’évaluation présentés dans le tableau 2.7, on constate que
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Figure 2.5 – Performance des systèmes de reconnaissance testés dans [RJN95]
Figure 2.6 – Performance des systèmes de reconnaissance testés dans [RJN94]
les documents anciens présentent des taux d’erreurs plus importants que les documents
récents.
Figure 2.7 – Résultats de la procédure d’évaluation de Belaïd [CBd05]
Depuis 2003, la conférence ICDAR organise régulièrement des compétitions d’évalua-
tions permettant de tester les nouvelles approches de segmentation et de reconnaissance
de caractères. Les performances des méthodes testées sont rapportées dans la figure 2.8 et
comparées avec des résultats de segmentation de deux logiciels de référence (Abby Fine
Reader et OCRopus). Les résultats montrent que les méthodes de segmentation récentes
ont une robustesse acceptable sur des documents simples avec une mise en page régulière.
Cette robustesse décroît sur des documents avec des structures complexes ou imbriquées.
On remarque aussi la difficulté qu’ont ces systèmes à localiser les informations non tex-
tuelles.
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Figure 2.8 – Performances des systèmes analysés dans le cadre de la compétition de
ICDAR 2009
Conclusion
Les méthodes d’évaluation à base de vérité terrain sont très utilisées dans le contexte
académique pour faire des expériences sur les approches de traitement des documents
qui sont en cours de réalisation. Cependant, dans le contexte des projets de numérisation
de masse, l’objectif n’est pas de tester de nouvelles méthodes de reconnaissance mais de
s’assurer que les résultats de la numérisation, y compris la transcription des textes vers
un format électronique standard, sont d’un niveau suffisant. Il est donc bien clair que
la vérité terrain (le texte de référence) n’est pas disponible pour les collections traitées,
puisque c’est précisément l’objectif de la numérisation automatique que de produire le
texte le plus proche possible de la référence dont on ne dispose pas. Il n’est pas non
plus imaginable de procéder à une saisie manuelle totale ou partielle des textes pour des
raisons de coût. C’est d’ailleurs l’un des enjeux de la numérisation que de pouvoir produire
des transcriptions à très faible coût grâce aux techniques de numérisation et d’OCR. Par
conséquent, les méthodes d’évaluation de la littérature ne semblent pas adaptées aux
besoins de contrôle des projets de numérisation de masse. En revanche elles constituent
de très bonnes références en ce qui concerne les métriques utilisées pour constituer des
critères quantitatifs permettant d’évaluer la qualité des données produites.
3.2 Les approches de contrôle des décisions des systèmes de reconnais-
sance
Les systèmes de reconnaissance de caractères et de parole sont loin d’être parfaits. En
effet, leurs résultats dépendent énormément de la présence de bruit dans le signal et de
l’adéquation des paramètres des classifieurs avec la nature des données à reconnaître. Cette
variabilité des résultats de reconnaissance pose un certain nombre de problèmes lorsque le
système de reconnaissance s’inscrit dans une chaîne complète de traitement où le résultat
de la reconnaissance est ensuite exploité pour interroger une base de données par exemple.
Dans de telles situations il peut être très pénalisant de requêter le système sur des
données erronées. On préfère annuler la suite des traitements dès qu’une incohérence,
ou une incertitude trop importante est détectée dans les résultats de reconnaissance. On
cherche alors à mettre en place des techniques de contrôle des décisions de reconnaissance
qui se fondent sur l’élaboration d’une mesure de confiance dans la réponse des classifieurs.
De nombreux travaux ont traité ce problème dans la littérature. Nous pouvons dé-
composer les méthodes de contrôle des décisions de reconnaissance en deux familles : les
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approches basées sur des méthodes de classification et les approches basées sur des opéra-
tions de post-traitement.
Les systèmes de reconnaissance de parole formulent le problème de reconnaissance des
phonèmes de la même façon que les systèmes de reconnaissance de caractères. En effet,
dans les deux on fait face à un problème de reconnaissance de formes complexe qui repose
sur une première étape de représentation des données (des phonèmes ou des caractères)
avant de les reconnaître dans un second temps en utilisant des modèles statistiques de
classification. Par conséquent, nous ne distinguons pas les applications envisagées (parole
ou écriture) dans les paragraphes qui suivent, et nous présentons les méthodes utilisées
pour estimer le taux de confiance sur les résultats de reconnaissance, qu’il s’agisse de parole
ou d’écriture.
Approche de vérification basé sur des méthodes de post-traitement
Comme on l’a vu dans la section 2.4 de cette première partie, les systèmes d’OCR
valident les résultats de reconnaissance des caractères en utilisant des dictionnaires et des
modèles de langage. Conformément à ce principe, les connaissances lexicales peuvent être
modélisées par des modèles de langage statistiques pour calculer des taux de confiance
sur des mots ou des séquences de caractères. Ces modèles sont utilisés pour donner aux
séquences de caractères ou aux mots reconnus leur probabilité de conformité à un langage
donné. Ce qui permet d’identifier les mots ou séquences de caractères incorrects dans les
résultats de reconnaissance et guider les opérations de corrections manuelle ou automa-
tique.
L’analyse la plus intuitive pour estimer le taux de confiance est celui qui emploi un
modèle n-grammes de mots ou de caractères comme modèle de langage pour calculer
un taux de confiance des mots ou des séquences de caractères. Plusieurs techniques sont
possibles à ce niveau comme par exemple les modèles statistiques de n-grammes estimés par
des techniques dites de repli (LMBB « Langage Model Back-off Behavior ») pour estimer
les taux de confiance sur les mots. Selon [Mau06], en reconnaissance de parole/caractère les
erreurs de reconnaissance sont propagées sur les mots voisins. Ceci signifie que lorsqu’un
mot est mal reconnu, les mots qui l’entourent sont souvent affectés par des erreurs de
reconnaissance. Par conséquent, il est important d’intégrer des mesures de confiance basées
sur des informations concernant une séquence de mots plutôt que des mots isolés. La
mesure de LMBB effectue ce traitement en associant l’ordre du n-gramme le plus élevé à
un mot.
Le problème principal des méthodes de vérification linguistique réside dans la richesse
des modèles de langage utilisés pour vérifier les résultats de reconnaissance. Le calcul
des modèles de langage s’effectue sur des documents d’apprentissage. Par conséquent, les
n-grammes de mot/caractères sont fortement liés au type et au champ lexical des docu-
ments d’apprentissage. Par exemple, si la base de documents d’apprentissage du modèle
de langage est composée essentiellement de documents de médecine, le lexique comportera
majoritairement des noms de maladies et des noms de médicaments. Pourtant, en dehors
de ce contexte, ces mots sont très minoritaires dans les textes.
L’utilisation d’importantes bases de documents d’apprentissage résout en partie ce pro-
blème, par contre ceci peut engendrer des incohérences dans le modèle de langage obtenu
lorsque l’on mélange des documents de différentes natures (de langue moderne avec des
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documents en langue ancienne par exemple). En effet, une étude interne réalisée à la BnF
a montré que l’utilisation de plusieurs modèles de langage lors des post-traitements peut
accroitre les taux d’erreurs de reconnaissance des caractères si les ressources linguistiques
ne sont pas adaptées.
Par conséquent, pour contrôler les résultats de l’OCR avec des modèles de langage,
il faut utiliser pour chaque langue et chaque type de document le modèle de langage
qui lui convient. Or ce mode de fonctionnement est inapproprié avec les caractéristiques
des projets de numérisation de masse. En effet, la BnF programme dans ces projets,
la numérisation de documents qui peuvent provenir de différents domaines (juridiques,
religieux, administratifs, scientifiques, etc.). L’adaptation des modèles de langage à cette
variabilité est une difficulté pour les méthodes qui utilisent des informations linguistiques
pour estimer les taux de confiance. Dans le contexte de notre étude, de telles approches
semblent délicates à mettre en oeuvre.
Approches de vérification basée sur des méthodes de classification
Dans la littérature, plusieurs méthodes ont été développées pour qualifier la qualité
des résultats de reconnaissance. Ces méthodes ont analysé les scores de reconnaissance des
éléments détectés, le temps de traitement des données, l’uniformité des caractéristiques
des résultats de reconnaissance. De façon générale, le principe de ces méthodes se base
sur la détection des éléments incorrects ou douteux dans les résultats de reconnaissance
pour estimer le taux de reconnaissance des caractères. Par conséquent, il s’agit bien d’un
problème de classification de forme de caractère dans lequel on accepte ou rejette le résultat
de reconnaissance. Jiang dans [Jia05] décompose les méthodes d’estimation du taux de
confiance qui appartiennent à cette famille d’approche en trois catégories :
1. Les méthodes qui exploitent les sorties des classifieurs (ex. scores de vraisemblance,
probabilité a posteriori, N-meilleures hypothèses, etc.) et des informations linguis-
tiques (ex. score de model de langage, comportement repli du modèle de langage)
pour construire une signature pour chacune des deux classes. Un classifieur est alors
utilisé pour donner une décision d’acceptation ou de rejet,
2. Les méthodes qui calculent la probabilité a posteriori des classes pour qualifier l’exac-
titude des résultats de reconnaissance. En fait, les algorithmes classiques de recon-
naissance de formes formulent le problème de reconnaissance avec des règles de dé-
cisions basées sur la maximisation de probabilité a posteriori (cf. équation 2.12) des
caractères, afin de déterminer la séquence de mots la plus probable. Le défaut prin-
cipal de ces méthodes réside dans la détermination de la probabilité de l’observation
(l’évidence) qui nécessite en théorie de connaître toutes les situations d’apparition
de chaque observation ce qui est difficile voire impossible en pratique.
3. Le problème de l’estimation du taux de confiance peut être formulé comme un pro-
blème de test d’hypothèse statistique. Selon [Jia05], la vérification de l’énonciation
est une opération de post-traitement qui permet d’examiner l’exactitude des résultats
de reconnaissance en s’appuyant sur deux hypothèses complémentaires, l’hypothèse
nulle H0 qui représente l’hypothèse d’une reconnaissance correcte et l’hypothèse al-
ternative H1 qui représente les cas où la reconnaissance est incorrecte. Un modèle
de Markov caché est utilisé pour représenter chacune des deux hypothèses. Ensuite,
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on confronte les deux hypothèses H0 et H1 en évaluant le rapport de vraisemblance
par rapport à un seuil de décision τ (cf. équation 2.14). La difficulté dans ce genre
de méthode réside dans la formulation de l’hypothèse alternative : le rejet.
(a) Méthodes basées sur une combinaison de caractéristiques
i. Caractérisation des résultats de reconnaissance
Plusieurs travaux dans la littérature posent le problème du contrôle des résultats de
reconnaissance comme un problème de reconnaissance de formes. En suivant ce schéma on
cherche donc à caractériser les résultats de reconnaissance pour tenter ensuite de distinguer
les résultats corrects et incorrects à l’aide d’un classifieur. Ces caractéristiques peuvent
être de différentes natures (syntaxique, lexicale, sémantique, typographique, etc.). D’après
[Jia05], on trouve dans la littérature un ensemble de caractéristiques qui décrit les résultats
de reconnaissance et que l’on peut regrouper de la manière suivante :
– Le score de vraisemblance normalisé obtenu sur chaque image de caractère
– Les N-meilleurs résultats de reconnaissance.
– La stabilité des résultats de reconnaissance mesurée à travers le nombre d’hypothèses
alternatives générées après post-traitement linguistique réalisé avec un modèle de
langage.
– Durée de transition entre les états de treillis de HMM, la durée de reconnaissance
des caractères et la durée de reconnaissance des mots.
– Des mesures reliées au modèle de langue (LM) comme le score de LM, LM back-off
behavior, etc.
– La probabilité a posteriori
Selon [Jia05], aucun des descripteurs de la littérature n’est idéal. C’est la raison pour
laquelle plusieurs travaux ont essayé de combiner ces caractéristiques pour améliorer la
performance des estimateurs des taux de confiance.
P.Xiu propose dans [XB12] une approche de calcul du taux de confiance qui combine
une caractéristique image issue d’un modèle iconique avec une caractéristique linguistique
obtenue à partir d’un modèle de langage. Ce travail se base sur le constat de [SBZ03]
qui considère qu’une image de document est représentée par deux modèles : un modèle
iconique et un modèle linguistique. Dans un document isogène (où les caractères sont de
forme homogène, même police), les erreurs de reconnaissance de caractères sont le résultat
d’une imperfection dans au moins l’un des deux modèles. Par conséquent, en combinant
les réponses des deux modèles, on peut déterminer si le caractère a été bien reconnu ou
non.
En reconnaissance de parole, Zhang présente dans [ZR] une étude sur les caractéris-
tiques des résultats de reconnaissance des caractères. Dans cette étude plusieurs combi-
naisons de caractéristiques acoustiques, et d’hypothèses (de modèle de langage, de treillis
de mots et de liste de N-meilleur résultats) ont été employées, pour calculer les scores de
confiance sur les éléments reconnus. Les meilleurs résultats sont obtenus avec des systèmes
qui combinent la probabilité a posteriori des caractères reconnus avec l’information mu-
tuelle des bigrammes de mots définie par le ratio de fréquence de bigrammes de mot dans
un dictionnaire, sur le produit des fréquences des caractères qui constituent les bigrammes
(cf. équation 2.9).
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ii. Prédiction de qualité de reconnaissance
D’autres prédicteurs peuvent être utilisées pour calculer un score de confiance dans
la décision de reconnaissance. Des modèles linéaires de combinaison de caractéristiques
ont été utilisés dans [Suk94] [SL96], ou dans [GIY97]. Siu et Gish rapportent dans [SG99]
différents scores de confiance utilisés à ce niveau :
















extension non linéaire du modèle de régression logistique qui applique une transfor-

















où p(ci = 1X ) est la probabilité que le ième caractère soit correctement reconnu, xi
est le vecteur de caractéristiques du ieme caractère xi ∈ X et xijest le jeme composant
de xi. Le coefficient β sont les paramètres de la régression qui sont déterminés lors d’une
phase d’apprentissage. gj est une fonction non linéaire qui permet de transformer les
caractéristiques d’entrée.
D’autres approches d’estimation du taux de confiance ont utilisé un modèle de mélanges
gaussiens [Chi92] pour représenter la distribution des caractéristiques des résultats de
reconnaissance corrects et incorrects. [MM91], [WBR+97], [SSPH+01] ont appliqué des
réseaux de neurones pour estimer le taux de confiance des résultats de reconnaissance.
Les approches proposées dans ces travaux permettent d’estimer des taux de confiance au
niveau mot.
Dans [SSPH+01], un perceptron multicouche (MLP) a été utilisé pour combiner les
réponses des descripteurs. L’évaluation de cette approche a été réalisée sur trois niveaux
différents : niveau mot, niveau énoncé et niveau contextuel. Les résultats des expérimenta-
tions ont montré que l’approche proposée est capable de rejeter 53,2% des mots incorrects,
53,2% de bruit d’énoncé et 50,1% des concepts incorrects.
D’autres approches d’estimation des performances des systèmes de reconnaissance ont
utilisé d’autres familles de classifieur ; par exemple [EGJM95], [NRE97] ont appliqué des
arbres pour classer les résultats de reconnaissance en classe de caractères corrects et in-
corrects. Généralement, les paramètres des différents modèles combinatoires des carac-
téristiques sont estimés à partir de certaines procédures d’entraînement discriminatives
basées sur des critères de discrimination tels que l’entropie croisée, le taux d’erreur de
classification [WBR+97].
(b) Méthodes basées sur la probabilité a posteriori
Les méthodes de reconnaissance des caractères sont des approches de classification
de forme qui appliquent des règles de décision à base d’algorithmes de maximisation de
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probabilité a posteriori pour déterminer la séquence des mots Wˆ la plus probable qui
correspond aux formes des mots traités. Cette séquence des mots correspond généralement
à la probabilité a posteriori maximale a posteriori maximale p(W|X) (cf. équation 2.12).
Wˆ = argmaxW∈∑ p(W |X) = argmaxW∈∑ p(X|W )p(W )p(X) (2.12)
Avec ∑ désignant l’ensemble des mots à reconnaître, p(W ) est la probabilité de sé-
quence des mots W obtenue à travers des modèles de langage. p(X) est la probabilité de
l’observation X et p(X|W ) est la probabilité de l’apparition avec la séquence des mots W .
Théoriquement, p(W |X) la probabilité a posteriori p(W |X) est une bonne métrique pour
mesurer la confiance de la décision de reconnaissanceW . Dans la pratique, les systèmes de
reconnaissance de caractères ignorent toujours la probabilité de l’observation car elle n’af-
fecte pas l’ordre des hypothèses, donc la décision. Cependant, cette simplification rend les
scores des décodeurs inadéquats pour juger la pertinence des résultats de reconnaissance.








H désigne toutes les apparitions possibles du mot X. La somme doit être effectuée
sur toutes les hypothèses d’apparition de l’observation X qui correspondent à toutes les
combinaisons des mots, des caractères et du bruit. De toute évidence, sans aucune autre
condition, il est impossible d’énumérer et de modéliser toutes les hypothèses d’apparition
de l’observation X ce qui rend le calcul exact de la probabilité d’observation impossible.
Dans la littérature, plusieurs travaux ont traité la problématique de l’estimation de la
probabilité d’observation p(X). Ces travaux sont décomposés dans [Jia05] en deux caté-
gories :
– Les méthodes à base de remplissage [You94] représentent la première famille des
méthodes. Elles estiment la probabilité de l’observation en prenant en compte des
modèles de fond qui regroupent tous les phonèmes à reconnaître. Selon [Jia05], ces
approches sont simples à mettre en œuvre et elles réalisent généralement des bonnes
performances dans l’estimation du taux de confiance.
– Les méthodes à base de treillis constituent la deuxième famille des méthodes. Elles
essayent d’estimer la probabilité d’observation à travers le parcours du treillis de
la chaîne de Markov cachée en utilisant l’algorithme de forward-backward [KS97].
D’après [Jia05], l’utilisation du treillis donne la meilleure estimation de la proba-
bilité a posteriori. En effet, grâce à sa capacité de représentation de toutes les hy-
pothèses alternatives des résultats de reconnaissance, l’utilisation de la fonction de-
vient envisageable et par conséquent l’approximation de la probabilité a posteriori
est meilleure. Cependant, la génération des graphes des mots pour le calcul de la
probabilité a posteriori est généralement une tâche compliquée et coûteuse en terme
de temps de calcul. Une alternative des graphes des mots consiste en l’utilisation
des listes de n-meilleurs résultats de reconnaissance pour approximer la probabilité
d’observation p(X).
(c) Méthodes basées sur le test d’hypothèse
Certaines approches de vérification des résultats de reconnaissance formulent le pro-
blème d’estimation du score de confiance en utilisant un test d’hypothèse. Pour une image
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de caractère X donnée, ces approches supposent qu’elle appartient à la classe des ca-
ractères W. Ce résultat est généré par un modèle de Markov caché λw. Dans le cadre
des méthodes de test d’hypothèse, on commence généralement par la définition de deux
hypothèses complémentaires :
1. H0 est l’hypothèse nulle qui suppose que l’image de caractère X est correctement
reconnue par le modèle HMM λw.
2. H1 est l’hypothèse alternative qui suppose que l’image de caractère X est mal recon-
nue par un modèle HMM λw′ autre que λw.
Ensuite, on compare l’hypothèse nulle par rapport à l’hypothèse alternative pour déter-
miner si nous devons accepter les résultats de reconnaissance ou les rejeter. Selon Neyman-
Pearson Lemma, en respectant certaines conditions, la solution optimale est obtenue en





τ est le seuil de la décision critique. Selon [Jia05], la vérification des résultats de
reconnaissance basée sur l’application du LRT fournit une bonne formulation théorique
pour estimer les taux de confiance des résultats de reconnaissance. D’après [Lee01], le LRT
peut être transformé en un score de confiance en utilisant une fonction de normalisation
appropriée. La modélisation de l’hypothèse alternative représente la difficulté principale
du LRT. En effet, la distribution des données de l’hypothèse alternative est inconnue.
Pour surmonter cette difficulté, plusieurs travaux ont été proposés dans la littérature
([RLJ97], [SSLJ97], [JD01]). Selon [Jia05], les approches proposées dans ces travaux ap-
pliquent la même modélisation par modèles de Markov cachés, utilisés pour modéliser les
données de l’hypothèse nulle, pour simuler la distribution des données de l’hypothèse al-
ternative. On construit de cette façon des modèles génériques de remplissage (filler model),
des anti-modèles d’hypothèses spécifiques, des modèles des données synthétiques ou une
combinaison de l’ensemble de ces modèles pour formuler l’hypothèse alternative et évaluer
son score de confiance.
4 Conclusion
L’objectif du travail effectué dans le cadre de notre projet de recherche est l’amélio-
ration de la maîtrise des projets de numérisation de masse de la BnF. Pour atteindre cet
objectif, il est important de comprendre le déroulement des projets de numérisation de
masse. Dans cette première partie, nous avons détaillé les différentes étapes de réalisation
des projets de numérisation de masse. A la BnF, nous pouvons décomposer la procédure
de réalisation des projets de numérisation en trois phases :
1. Phase de préparation des projets de numérisation qui englobe la procédure de pré-
paration des cahiers de charges et l’opération de sélection des documents
2. Phase de production des documents numériques qui englobe la procédure de seg-
mentation des images et de reconnaissance des caractères
3. Phase de contrôle de qualités des documents numériques
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Pour décrire la première phase, nous avons commencé par la présentation des critères
utilisés pour sélectionner les documents. Ces critères sont décomposés selon leurs natures
en trois catégories : des critères liés à l’ouvrage, des critères liés à l’œuvre et des critères liés
à la procédure de numérisation. Nous avons montré également que la qualité des documents
numériques dépend énormément des critères de sélection des documents physiques.
Dans la première partie du deuxième chapitre, nous avons détaillé l’ensemble des opé-
rations qui permettent d’acquérir les images du document. Nous avons présenté également
les paramètres qui permettent d’adapter les résultats de l’opération de numérisation selon
les objectifs des projets de numérisations de masse. En fait, on peut décomposer les besoins
de numérisation en deux catégories :
1. la numérisation pour la conservation qui cherche à produire des originaux numériques
qui peuvent être utilisés par la suite pour produire des formats pivots numériques
des documents originaux.
2. la numérisation pour la communication qui cherche à produire des documents nu-
mériques consultables facilement via internet.
La deuxième partie de ce chapitre s’intéresse aux systèmes de reconnaissance de ca-
ractères. Pour cela, nous avons commencé par la présentation des différents traitements
réalisés par l’OCR tels que les pré-traitements, la segmentation des éléments de la page,
la reconnaissance des formes des caractères et les post-traitements. Nous avons exposé
également les techniques appliquées pour effectuer ces traitements. Ces techniques ont
généralement de bonnes performances sur des collections documentaires éditées avec des
règles standards. Cependant, sur des documents historiques et anciens, les performances
de ces systèmes de reconnaissance ont une tendance moins bonnes voir médiocres.
Le contrôle de la qualité des documents numériques représente un enjeu capital pour
les archives et les institutions culturelles. En effet, les bibliothèques numériques soulèvent
depuis une dizaine d’années des inquiétudes concernant l’intégrité des données numériques
qu’elles agrègent. Les défauts de segmentation et de reconnaissance de caractères biaisent
énormément l’intégrité de ses collections numériques. De plus, à cause de la volumétrie
importante des projets de numérisation de masse, le contrôle des résultats de conversion
automatique des caractères est une tâche difficile et très coûteuse en termes de temps de
traitement. Dans la littérature, le problème de vérification des résultats de reconnaissance
des caractères dans le contexte des projets de numérisation de masse n’a quasiment pas
été étudié par la communauté scientifique alors qu’il représente la première priorité des
acteurs des projets de numérisation de masse. Par conséquent, nous avons orienté vers la
résolution de ce problème en proposant des solutions originales qui s’adaptent parfaitement
aux besoins de numérisation des projets de numérisation de masse.
Dans la deuxième partie de cette thèse, nous présentons notre contribution en ce qui
concerne le sujet de contrôle des résultats d’OCR. Dans le contexte des projets de numéri-
sation de masse, la difficulté dans la procédure de contrôle de qualité réside dans l’absence
de la transcription exacte des documents numériques (vérité terrain). Ceci rend la procé-
dure de contrôle de qualité classique basé sur l’utilisation de la vérité terrain inutilisable
dans notre contexte. Pour pallier à cette difficulté, nous avons proposé deux approches de
vérification des résultats d’OCR.
la première approche s’intéresse à la détection des mots omis dans les résultats de
l’OCR pour vérifier la qualité des documents numériques issus de la procédure de numé-
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risation de masse. Dans la section 3 du chapitre « Contexte », nous avons montré que les
erreurs d’omission des mots ne sont pas couvertes ni par la procédure de contrôle de la
BnF ni par la procédure de contrôle des prestataires de numérisation.
Pour résoudre ce problème, nous avons proposé une approche de détection de texte,
générique dans sa démarche et adaptative dans ces traitements, pour localiser les mots omis
dans les images du document. Cette approche s’adapte parfaitement avec la variabilité des
propriétés typographiques et physiques des documents de la BnF. Ce qui la rend utilisable
dans la chaine de contrôle de la BnF. Les résultats fournis pas cette approche permettent
d’une part de rejeter les documents possédant des taux d’omission importants et d’autre
part de rectifier les taux de reconnaissance des mots présentés dans les fichiers ALTO de
chaque document numérique de la BnF.
Dans un deuxième temps, nous nous sommes intéressés au problème de contrôle des
résultats de reconnaissance des caractères. En effet, les systèmes d’OCR fournissent dans
les résultats de transcription automatique des caractères un score de confiance appelé «
Word confidence » qui permet à la BnF de juger de la qualité de ces documents numériques.
La formule de calcul de ces scores n’est pas transparente. De plus, les contrôleurs de
la BnF ont constaté qu’elle surestime généralement le vrai taux de reconnaissance. Par
conséquent, pour pallier à ce problème, nous avons développé dans la deuxième partie
de notre contribution une approche du taux de reconnaissance des caractères qui nous
permet de qualifier correctement les résultats de l’OCR. Pour cela, nous avons employé
des réponses de deux descripteurs génériques qui se basent sur l’opération d’alignement des
résultats de reconnaissance de caractères et sur le taux d’isogénie des formes de caractères
appartenant aux mêmes classes de caractères de l’image.
De plus, nous avons employé une procédure d’apprentissage adaptative qui nous permet
d’adapter l’estimateur du taux de reconnaissance en fonction des pages à vérifier. L’utili-
sation de ces techniques a permis d’adapter notre approche à la variabilité des propriétés
typographiques et physiques des collections documentaires de la BnF.
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Contrôles des résultats de
segmentation
1 Introduction
Dans les projets de numérisation de masse de la BnF, les résultats des systèmes d’OCR
sont sauvegardés dans des fichiers XML selon le format ALTO 1. Les fichiers ALTO de la
BnF contiennent, en plus des transcriptions réalisées par l’OCR, les positions des éléments
de la page [ndF13]. Les technologies de reconnaissance de caractères ont atteint depuis
quelques années un certain niveau de maturité technique, qui leur permet d’obtenir de
bonnes performances, surtout sur des documents récents édités avec des règles d’édition
standard. Cependant, la collection documentaire de la BnF regroupe en plus des documents
récents des documents anciens, des journaux et des manuscrits qui se caractérisent par des
typographies anciennes et par des mises en page complexes, ce qui conduit à des défauts
considérables dans les résultats de segmentation de la structure physique des pages.
Dans le chapitre « Etat de l’art », nous avons présenté les différents types d’erreurs
de segmentation des pages. On peut décomposer ces erreurs selon leur nature en quatre
classes : fusion de blocs horizontalement et verticalement, scission de blocs horizontalement
et verticalement, omission de composants de la page et confusion d’éléments détectés
dans la page. Les défauts de segmentation de type fusion, scission et confusion conduisent
généralement à des erreurs de reconnaissance de mots. A la BnF, les résultats des systèmes
d’OCR ne sont contrôlés qu’à travers les taux de reconnaissance de mots estimés par les
OCR. De ce fait, les erreurs d’omission de mots ne sont pas analysées et par conséquent
elles échappent à la procédure de contrôle des résultats d’OCR.
A cause de fonctionnement en boîte noire des OCR commerciaux utilisés dans les
projets de numérisation de masse de la BnF, l’origine des erreurs d’omission de mots
reste toujours ambiguë. En effet, elles apparaissent à différents niveaux (caractères, mots,
phrases, paragraphes) dans les résultats de l’OCR. Parfois, ces erreurs sont causées par des
défauts physiques ou typographiques qui rendent les caractéristiques des éléments textuels
des pages semblables à celles du bruit. Par contre dans d’autre cas, elles apparaissent dans
des régions qui sont bien imprimées et qui ne possèdent aucun défaut physique apparent.
Pour vérifier l’existence des erreurs d’omission d’éléments textuels dans les résultats
1. http ://www.loc.gov/standards/alto/
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d’OCR, nous avons développé dans cette partie une approche locale de détection d’élé-
ments textuels omis. La localité des traitements de notre approche provient de l’utilisation
de caractéristiques des éléments détectés dans la page à vérifier pour chercher des éléments
similaires dans les régions identifiées comme du fond et donc censées d’être vides de tout
élément textuel ou graphique.
Dans la suite de ce chapitre, nous commençons par l’analyse des erreurs d’omission
dans les pages. Ensuite, nous présentons la méthodologie de notre approche ainsi que les
différentes techniques qui nous ont permis de caractériser et reconnaître les différents com-
posants omis dans la page. Enfin, nous terminons par l’évaluation de l’approche proposée
avant d’évoquer les perspectives d’amélioration.
2 Les erreurs d’omission des éléments de la page
Bien que les performances des systèmes d’OCR aient atteint un niveau de performance
important, la mise en production de ces technologies sur des documents techniques et
patrimoniaux conduit trop souvent à des erreurs de segmentation. Dans la première partie
de cette thèse, nous avons énuméré les différentes erreurs que l’on peut rencontrer dans
les résultats de segmentation d’un document. Ces erreurs peuvent se produire à différents
niveaux dans la page (paragraphe, ligne, mot et caractères).
Les erreurs d’omission des mots peuvent se reproduire à différents niveaux dans le
document. Parfois, on a des caractères qui manquent dans les mots (cf. figure 3.1b) et
parfois on a même des blocs textuels qui sont oubliés par l’OCR (cf. figure 3.1c). Certains
éléments omis (cf. figure 3.1a) sont pourtant bien délimités et bien contrastés. La raison
de leur omission n’est pas toujours bien comprise du fait du mode de fonctionnement en
boîte noire des OCR. De plus, l’architecture des systèmes de reconnaissance de caractères
composés de plusieurs étapes de traitements organisés de façon séquentielle tend à cumuler
et même amplifier les erreurs à chaque étape.
Par exemple, si le contraste entre les éléments textuels et le fond de la page n’est
pas significatif, les algorithmes de binarisation peuvent causer des suppressions drastiques
d’éléments textuels qui possèdent des intensités de niveaux de gris clair. D’autre part,
pour atteindre les seuils de taux de reconnaissance exigés dans les cahiers des charges
de la BnF, les prestataires de numérisation peuvent paramétrer leurs OCR de façons
à ce qu’ils rejettent les éléments reconnus avec un faible taux de reconnaissance. Par
conséquent, ils seront automatiquement supprimés, et donc omis dans le calcul d’estimation
des performances.
De ce fait, une procédure de contrôle de résultats des OCR est obligatoire pour contrôler
ce genre d’erreur. Actuellement, l’ensemble des opérations de contrôle est réalisé par des
opérateurs humains sur des échantillons limités de pages. Elles commencent généralement
par une première étape de vérification de la qualité des résultats de segmentation qui se
poursuit par une étape de contrôle des résultats de reconnaissance des caractères.
Cependant, l’application de cette procédure de contrôle possède deux inconvénients
majeurs. D’une part l’utilisation d’un échantillon de quelques centaines de pages ne peut
pas refléter la qualité des résultats de l’OCR obtenus sur les millions de page des projets de
numérisation de masse. D’autre part, certains défauts comme l’omission des contenus tex-
tuels ne sont pas détectés par cette opération de contrôle. En effet, dans les campagnes de
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(a) Plusieurs elements omis (b) Un caractères omis (c) Un bloc omis
Figure 3.1 – Exemples des résultats d’OCR fournis par des prestataires ; les rectangles
rouges représentent les boîtes englobantes des mots, le rectangle vert qui délimite la let-
trine représente l’élément graphique ; (a) Exemple de résultat d’OCR qui regroupe des
mots partiellement détectés, des mots entièrement omis et des illustrations complétement
oubliées. (b) Exemple de caractère manquant dans les résultats d’OCR, (c) Exemple d’un
résultat d’OCR avec omission d’un bloc textuel et confusion d’un bloc de texte en gra-
phique.
contrôle manuel, seuls les éléments reconnus par l’OCR sont vérifiés. Des études réalisées
au sein du service de numérisation de la BnF ont montré que généralement les trans-
criptions automatiques de documents anciens ont tendance à contenir beaucoup d’erreurs
d’omission, cela dans le but d’optimiser le taux de reconnaissance de caractères en maximi-
sant le rejet de tous les résultats de reconnaissance douteux. Mais cette stratégie souvent
mise en œuvre par les prestataires de numérisation met en péril l’intégrité des archives et
des bibliothèques numériques et biaise les résultats des systèmes tiers qui se basent sur
les sorties des OCR pour effectuer des opérations de plus haut niveau comme l’indexa-
tion des pages, la détection des entités nommées, l’analyse syntaxique et sémantique des
documents, etc.
Pour détecter la présence de ce genre d’erreurs dans les résultats de l’OCR, nous
proposons ici une approche [SRP13] qui détecte les éléments omis dans la page en utilisant
des techniques de localisation et de reconnaissance des éléments textuels dans les images
(cf. état de l’art dans la première partie section 2.2). Nous détaillons dans les paragraphes
suivants les différents composants de notre approche.
3 Méthodologie
Intuitivement, pour détecter les éléments omis de la page, nous pouvons appliquer
une procédure de segmentation traditionnelle qui permet d’identifier et localiser les élé-
ments de la page puis de comparer les résultats de segmentation de notre algorithme avec
les résultats de segmentation de l’OCR du prestataire pour détecter les éléments qui ne
coïncident pas.
Cependant cette démarche est difficile à mettre en œuvre. Une première raison est la
variabilité de la collection documentaire de la BnF, puisqu’elle regroupe différents types de
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documents (des ouvrages, des journaux, des articles scientifiques, etc.) édités avec plusieurs
technologies d’impression (manuscrits, typographies anciennes et typographies récentes).
La figure 3.2 représente des exemples de page de la collection documentaire de la BnF.
Cette variabilité implique le développement d’une approche de segmentation (ou détection)
d’éléments omis qui permet de couvrir la totalité de la collection documentaire de la
BnF. D’autre part, la segmentation des éléments des pages qui proviennent de ce genre
collection a déjà fait l’objet de recherche avancées [LSZT07] et [JKJ04]. Les algorithmes
développés dans ces travaux sont généralement pris en compte par les systèmes d’OCR
commerciaux. Par conséquent, il semble difficile de réaliser des résultats de segmentation
meilleurs que ceux qui sont déjà obtenus par les OCR si ce n’est pas sur un seul type
de document. L’objectif de notre traitement n’est donc pas de développer une nouvelle
méthode de segmentation d’images de documents, mais de vérifier l’existence d’éléments
omis par l’OCR. Par conséquent, nous ne cherchons pas à segmenter tous les éléments de
la page pour déterminer ceux qui ont été omis et à localiser de manière précise les éléments
de la page.
Traditionnellement, les algorithmes de détection d’éléments textuels utilisent une base
d’apprentissage composée de plusieurs exemples d’images (avec texte et sans texte) afin
d’entraîner le détecteur avec les caractéristiques des caractères à localiser dans l’image.
Or cette procédure est incompatible avec notre contexte. En effet, dans la pratique, il
est presque impossible de concevoir un descripteur de texte capable de décrire les images
de tous les types des documents. Par contre, si nous essayons d’adapter nos descripteurs
aux propriétés locales des images de document traitées, nous pouvons espérer obtenir une
méthode de détection générique adaptable à tous types de corpus. C’est cette stratégie
qui a guidé notre réflexion.
Selon les contrôleurs de la BnF, les résultats de segmentation des prestations de nu-
mérisation dans le cadre de projets de numérisation de masse souffrent peu de confusion
entre les éléments textuels et les éléments graphiques. De plus selon [XB12], la typographie
des caractères au sein d’une page est généralement isogène. Cela signifie que les éléments
textuels omis par l’OCR ont souvent des caractéristiques typographiques similaires à ceux
qui ont été détectés. D’autre part, les éléments omis par l’OCR sont généralement confon-
dus avec des régions de l’arrière-plan de la page. En effet, les éléments textuels inclus dans
les illustrations (les tampons, les publicités, etc.) ne sont pas considérés comme du texte.
Cette dernière constation permet de nous focaliser sur l’analyse des régions étiquetées
comme arrière-plan par l’OCR pour identifier les éléments textuels omis par l’OCR.
En se basant sur ces observations, nous pouvons utiliser les caractéristiques des élé-
ments textuels présents dans les fichiers ALTO pour rechercher des éléments similaires
dans les régions classées par l’OCR comme arrière-plan. Ceci permet d’adapter les clas-
sifieurs de pixels de notre approche avec les caractéristiques locales des éléments textuels
de la page et par conséquent de rendre notre approche totalement adaptative. De plus,
afin de garantir une description générique des différentes régions de la page, nous avons
opté pour l’utilisation de caractéristiques de type texture. En effet, dans l’état de l’art
nous avons montré que l’utilisation de caractéristiques de type texture permet de carac-
tériser les éléments de l’image sans aucune connaissance a priori ce qui est tout à fait en
adéquation avec les orientations que nous avons souhaité donner à cette étude.
Une texture est caractérisée par sa direction, sa régularité et son degré de contraste
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entre pixels foncés et pixels clairs. Par conséquent, l’algorithme de détection des éléments
textuels que nous proposons va exploiter ses propriétés en utilisant des descripteurs d’orien-
tations, de régularité et de contraste. Ensuite, en se basant sur les résultats de segmentation
de l’OCR, les régions de l’avant-plan sont utilisées pour apprendre les caractéristiques de la
page alors que les régions de l’arrière-plan sont quant à elles analysées afin de se prononcer
sur leur éventuelle similitude avec les autres éléments de la page ou du document. Dans le
cas d’une similitude importante avec les autres éléments textuels ou graphiques détectés
par l’OCR, la région d’arrière-plan considérée est réattribuée à la classe appropriée.
L’analyse et la détection étant réalisées au niveau des pixels, un traitement à base
d’analyse en composantes connexes est appliqué pour passer du niveau pixel au niveau
mot et pour construire l’image des enveloppes des mots détectés. Enfin, un filtre basé sur
la taille des éléments détectés est appliqué pour filtrer le bruit de détection. Les éléments
textuels très petits sont supprimés.
Figure 3.2 – Exemples de pages de documents traitées dans le cadre des projets de
numérisation de masse.
La figure 3.3 présente l’organisation des différents traitements de notre approche. Nous
décomposons ceux-ci en quatre étapes :
1. Caractérisation des textures de l’image de la page.
2. Apprentissages des détecteurs d’éléments textuels et graphiques
3. Classification des pixels de fond
4. Passage du niveau pixel au niveau composantes connexes
L’ensemble de ces opérations est réalisé à chaque opération de vérification de page ou de
document. Nous détaillerons dans les sous-parties suivantes les caractéristiques de chaque
étape de traitement.
3.1 Caractérisation des résultats de segmentation
A l’instar des méthodes de segmentation des pages, nous proposons une démarche
axée sur l’extraction et l’apprentissage de caractéristiques locales des éléments textuels et
graphiques pour détecter les éléments omis dans la page. Pour cela, nous avons appliqué
un ensemble de descripteurs génériques pour caractériser les éléments de la page. Face
aux propriétés des images du corpus de la BnF, nous avons porté notre choix sur des
descripteurs bas niveau.
L’agencement des mots sur la page ainsi que leurs formes rend l’apparence globale
des éléments textuels semblable à celle d’une texture. Nous avons vu dans le chapitre «
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Figure 3.3 – Organisation des étapes de l’approche de détection des éléments omis.
Etat de l’art » que les descripteurs de texture sont souvent appliqués sur des collections
de documents très variables. En effet, ces méthodes dites « bas niveau » permettent de
décrire les formes sans introduire de connaissance préalable relatives aux caractéristiques
physiques et typographiques du document et à la mise en page de ces documents. Par
conséquent, l’application de ce genre de descripteurs est tout à fait adaptée au contexte
de notre travail.
Les régions textuelles et graphiques ont généralement des apparences différentes. Par
exemple, les régions textuelles présentent une orientation dominante selon la direction
horizontale alors que les régions comportant des illustrations peuvent présenter plusieurs
orientations importantes. De plus, selon [Egl08] dans un traitement multirésolution, la di-
rection principale de la texture dans les régions textuelles est la même à différentes échelles
(cf. figure 3.4). Par contre, la direction principale des textures des régions graphiques est
variable d’une échelle à une autre (cf. figure 3.3). Par conséquent, nous pouvons utiliser
cette caractéristique pour décrire les textures des éléments textuels de l’image.
Dans notre approche nous avons caractérisé les textures des images de la page en
utilisant trois familles de caractéristiques :
1. La première famille est liée à l’orientation principale du texte. Nous avons pour cela
mesuré le consensus des orientations principales de la texture à différentes échelles,
l’intensité médiane des orientations de la texture et la variation des orientations de
la texture dans une région. Cette famille de caractéristiques permet de caractériser
la plupart des éléments de la page.
2. La deuxième famille de caractéristiques décrit la régularité de la texture de l’image
76 3. MÉTHODOLOGIE
CHAPITRE 3. CONTRÔLES DES RÉSULTATS DE SEGMENTATION
pour différencier les régions lisses des régions textuelles.
3. La troisième famille de caractéristiques est liée à la fréquence de transition entre
pixels clairs et pixels foncés dans une fenêtre de taille prédéfinie.
A partir de ces caractéristiques, nous avons formé pour chaque pixel de l’image un
vecteur de caractéristiques composé de 12 mesures. Ces vecteurs de caractéristiques vont
représenter d’une part les données d’apprentissage qui vont servir à entraîner les classi-
fieurs, et d’autre part les données à classifier pour rechercher des éléments textuels omis
par les OCR.
Figure 3.4 – Directions des textures des régions textuelles et des régions graphiques à
différents échelles selon (Journet, Ramel, Mullot, & Eglin, 2008)
Caractérisation de l’orientation des textures
L’orientation est l’une des caractéristiques visuelles importantes impliquées dans la
vision pré-attentive. Cette propriété décrit parfaitement les textures des régions textuelles
sans qu’elle soit dépendante de la typographie. Grace à ses propriétés discriminantes, le
modèle d’Itti [IK00] utilise l’orientation des éléments textuels pour caractériser les points
de saillance dans les images naturelles. Dans [Egl08], les auteurs ont construit un certain
nombre de descripteurs de texture qui se basent sur les orientations. Dans notre travail,
nous allons nous inspirer de ces descripteurs afin de construire trois descripteurs de texture
rendant compte de cette propriété. Le premier descripteur décrit la variation de l’orienta-
tion principale de la texture à différentes échelles dans une fenêtre glissante, le deuxième
descripteur décrit l’intensité de l’orientation principale à une échelle et le troisième décrit
l’importance des différentes orientations de texture obtenues sur une région de l’image.
Dans la suite, nous commencerons cette partie par la présentation de la transformée
de Radon qui nous a permis de calculer les caractéristiques d’orientation principale de
texture. Ensuite, nous présenterons les différents descripteurs d’orientation que nous avons
employés pour décrire les textures de nos images.
(a) Détection de l’orientation principale de la texture
Dans la littérature, plusieurs travaux ont recouru à des filtres directionnels de type
Gabor ou ondelette pour détecter l’orientation principale de la texture. Cependant ce type
de filtre nécessite le choix du banc de filtres approprié. Pour cela il faut faire l’hypothèse de
l’homogénéité des régions textuelles, ce qui n’est pas toujours le cas dans notre contexte.
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Notre ligne de conduite étant le développement d’une approche générique qui s’adapte
à la totalité des documents de la BnF, nous avons donc écarté les approches de type
filtres puisqu’il est difficile de choisir le banc des filtres. De plus, il est parfois nécessaire
de binariser les images avant d’appliquer ces descripteurs pour obtenir des descriptions
fiables, ce qui peut engendrer des défauts supplémentaires sur les images des pages et une
perte considérable d’information.
Ainsi, nous avons choisi d’utiliser une approche non paramétrique qui se base sur l’uti-
lisation de la transformée de Radon pour définir la direction principale de la texture. Le
choix de la transformée de Radon est justifié par sa capacité à décrire l’orientation de la
texture, la simplicité de sa mise en oeuvre et son indépendance par rapport aux opérations
de paramétrages préalables, ce qui répond parfaitement aux exigences du contexte de notre
travail. La transformée de Radon est un outil qui permet de tracer l’histogramme de pro-
jection des pixels selon des orientations bien déterminées. Selon [COU98], la transformée




f(p cos(θ)− s sin(θ), p sin(θ) + s cos(θ)ds (3.1)
Où θ est l’angle de projection, p est la coordonnée du point P sur l’hyperplan de projec-
tion des pixels et s est la coordonnée du point P selon la perpendiculaire à cet hyperplan.
ds les variations élémentaires le long de cette perpendiculaire qui est l’axe d’intégration
L (cf. figure 3.5). Par conséquent, à travers la transformée de Radon, on réalise une rota-
tion pour transformer les coordonnées des points du repère cartésien <(O, x, y) au repère
<Θ(O, p, s). Ensuite, on intègre l’intensité lumineuse le long de chaque colonne de l’image.
L’application de la transformée de Radon sur l’image I exige l’utilisation de la formu-




I(p cos(θ)− s sin(θ), p sin(θ) + s cos(θ)) (3.2)
Si de plus les valeurs de p et s vérifient |p|≥ Pmax et |s| ≥ Smax alors nous avons :
I(pi, θj) = δs
+N∑
s=−N
I(pi cos(θj)− sk sin(θj), pi sin(θj) + sk cos(θj)) (3.3)
Avec :
Nδs = Smax
i = 0, .....Np;Npδp = Pmax
j = 0.....Nθ; θNθ = pi; θ0 = 0
Notre approche détermine donc la direction principale de la texture des éléments tex-
tuels de la page en appliquant la transformée de Radon sur des parties de l’image I
délimitées par une fenêtre glissante centrée sur le pixel traité. Ceci permet d’assigner à
chaque pixel de l’image une signature des orientations principales de la texture.
Dans notre étude, pour nous adapter aux différentes tailles de police de caractères,
nous avons appliqué trois fenêtres glissantes de taille 128 × 128(k = 1), 64 × 64(k = 2)
et 32 × 32(k = 3). De plus, nous avons examiné à chaque échelle sept orientations Θ ∈
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Figure 3.5 – Représentation de la transformée de Radon. L’image à gauche représente la
projection fΘ(p) de l’image définie dans le repère en rotation.
(a) Texte (b) Graphique
Figure 3.6 – Transformée de Radon sur une fenêtre de taille 64× 64
{0◦, 30◦, 45◦, 60◦, 90◦, 120◦, 150◦} de texture. Les résultats de la transformée de Radon
d’une région textuelle et d’une région graphique sont présentés dans les figures 3.6a et
3.6b. D’après ces figures, nous constatons la présence d’une orientation dominante dans
les réponses de la transformée de Radon sur une zone de texte et de plusieurs orientations
à des intensités importantes dans les réponses de la transformée de Radon sur une zone
graphique.
La première mesure que nous proposons à partir de la transformée de Radon permet
d’identifier la direction principale de la texture à chaque échelle. Cette mesure est définie
par l’équation 3.4 qui détermine l’indice de la direction principale en utilisant les histo-
grammes des orientations de texture (cf. figure 3.6). Ceci donne un indice d’orientation
dominante par échelle et pour chaque position de la fenêtre glissante. Dans notre approche,
les indices des orientations de texture varient de 1 à 9. L’indice « 1 » référence l’orientation
verticale « 90◦ » alors que l’indice « 5 » référence l’orientation horizontale « 0◦ ». Les 7
premiers indices référencent respectivement les orientations suivantes { 0◦, 30◦, 45◦, 60◦,
90◦, 120◦, 150◦ alors que les indices « 8 » et « 9 » ne référencent aucune orientation puis-
qu’ils sont utilisés respectivement dans le cas où nous avons deux orientations principales
et dans le cas où nous n’avons aucune orientation de texture (région de fond).
Γk(i, j) = argmaxΘ(max(Rk(Θ))) (3.4)
Avec θ ∈ {0, 30◦, 45◦, 60◦, 90◦, 120◦, 150◦} et k = 1......3
Les réponses de ce descripteur obtenues sur trois fenêtres glissantes (32×32, 64×64 et
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128 × 128) sont présentées sur la figure 3.7. D’après ces représentations, nous constatons
que l’orientation principale de la texture est majoritairement horizontale sur les zones
textuelles (couleur vert) ce qui est conforme avec l’orientation du texte de ces documents.
Les orientations de la texture dans la zone de lettrine et d’illustration sont multiples et
très variables, ce qui signifie qu’il n’existe pas d’orientation dominante dans les textures de
ces zones. De plus, à travers les réponses de ce descripteur, on constate qu’il est possible de
caractériser les zones de fond en deux classes : la classe des espaces entre mots et la classe
des marges des pages. Les orientations de la texture des régions espaces inter-mots sont
très variables alors qu’elles sont majoritairement égales à « 8 » ou à « 9 » sur les zones
de marges. Par conséquent, nous pouvons déduire que la caractéristique d’orientation de
la texture est discriminante pour séparer les différents éléments qui nous intéressent dans
la page.
Par contre, le défaut principal de ce descripteur réside dans les imprécision obtenues
par l’utilisation d’une fenêtre de grande taille qui homogénéise la description des zones
textuelles avec les espaces inter-mots. Ceci peut causer des erreurs de fusion entre les
mots omis et par conséquent l’incapacité de calcul des mots omis. En effet, d’après les
exemples de la figure 3.7 obtenus avec les configurations de 128 × 128 et 64 × 64, les
orientations principales assignées aux pixels des espaces entre les mots sont les mêmes que
les orientations obtenues sur les pixels des éléments textuels.
(b) Consensus des orientations principales à différentes échelles
Les textures des régions textuelles se caractérisent traditionnellement par une orien-
tation horizontale. Cependant dans certains documents particuliers (par exemple : les
poèmes, les textes artistiques, les documents techniques) l’orientation du texte peut chan-
ger au sein du même document. Donc l’orientation du texte ne suffit pas à elle seule pour
caractériser les régions textuelles.
Pour résoudre ce problème, nous avons exploité une autre caractéristique qui rend
compte de la stabilité de l’orientation principale de la texture dans les trois échelles. En
effet, d’après la figure 3.7, les pixels inclus dans les régions textuelles conservent le même
indice d’orientation à différentes échelles. Par conséquent, pour caractériser les textures de
ces régions, nous avons examiné pour chaque pixel les indices de la direction principale de
la texture obtenue à chaque échelle. La formule 3.5 représente le descripteur des variations
inter-échelle de l’orientation principale de texture. Le descripteur f1 prend la valeur 2 si la
direction principale est la même dans les trois fenêtres glissantes, la valeur 1 si la direction
principale est la même dans au moins deux fenêtres glissantes, et la valeur nulle si les
directions principales sont différentes d’une fenêtre à une autre ( cf. équation 3.5)
f1(i, j) = (Γ1(i, j) == Γ2(i, j)) + (Γ2(i, j) == Γ3(i, j)) (3.5)
En prenant en compte les hypothèses que nous avons posées dans l’introduction de
cette partie, les réponses de ce descripteur doivent varier entre 0 et 1 sur les régions
d’illustration et puisqu’il y a au plus deux fenêtres glissantes qui présentent la même
orientation principale. Par contre, elles varient entre 1 et 2 sur les régions textuelles puisque
au moins deux fenêtres glissantes dans ces régions doivent présenter le même indice. La
figure 3.8 confirme ces déductions. En effet, d’après ces exemples, nous remarquons que
les régions textuelles obtiennent généralement un consensus d’orientations principales de
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Figure 3.7 – Réponses de descripteur des orientations principales de textures dans les
trois échelles de fenêtre glissante que nous avons utilisées.
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texture obtenues lors de l’utilisation des trois fenêtres glissantes (des valeurs de 2 sont
assignées dans les régions textuelles)
Les orientations des textures des régions graphiques sont très variables sur les exemples
de la figure 3.8b. En effet, nous remarquons que les indices de consensus des orientations
assignés aux pixels d’illustration sont variables entre 0 et 1.
Cependant, les pixels de fond dans les marges de la page ont des réponses de descripteur
f1 semblables à ceux qui se trouvent dans les régions textuelles. Selon la figure 3.8b, nous
constatons que les cas de consensus des orientations (réponse égale à 2) sont même plus
fréquents sur les régions de marge que sur les régions textuelles. Ceci parait contradictoire
avec ce que nous avons supposé dans l’introduction de cette partie par contre en revenant
à la définition de ce descripteur ce résultat est logique. En effet, d’après les exemples de
la figure 3.7, nous remarquons que les indices d’orientations principales obtenus sur ces
régions sont majoritairement égaux à « 8 » ou à « 9 ». Et même en changeant l’échelle
de fenêtre glissante ces réponses restent les mêmes ce qui entraine des cas de consensus
d’orientations principales de texture et par conséquent des réponses semblables à ceux qui
ont été obtenus sur les éléments textuels.
Nous trouvons aussi des régions de pixels de fond qui englobent des réponses de des-
cripteur f1 égal à « 1 ». Selon la figure 3.8b, ces cas de figure sont obtenus surtout sur
les zones de fond qui sont voisines soit des régions textuelles de la page, soit des bords de
la page qui sont labélisés par des indices d’orientation égaux « 8 ». Par conséquent, nous
pouvons déduire que les réponses de ce descripteur sont confuses.
Pour résoudre ce problème, nous avons utilisé l’information de l’orientation principale
des textures pour pondérer les réponses de ce descripteur. En fait, le problème majeur de
ce descripteur réside dans la similarité de réponses obtenues sur les éléments textuels et
les régions d’arrière-plan. Or en regardant les images des exemples de la figure 3.7, nous
remarquons que les pixels d’arrière-plan qui sont situés dans les zones des marges de la
page sont caractérisés par des indices d’orientation de « 8 » et de « 9 ». Par conséquent,
nous pouvons pondérer les réponses de ce descripteur en vérifiant le cas où nous avons
un consensus sur les orientations principales d’indice « 8 » et « 9 ». Cette procédure de
pondération est définie comme suivant :
– On pondère la réponse du descripteur de consensus d’orientation par un poids nul si
les indices d’orientation principale de texture obtenus dans les trois échelles étudiées
sont égaux soit à « 8 » ou à « 9 ».
– On pondère la réponse du descripteur de consensus d’orientation par un poids de «
0,5 » si les indices d’orientation principale de texture obtenus sont égaux soit à « 8
» ou à « 9 » dans au plus de deux échelles étudiées .
– On pondère la réponse du descripteur de consensus d’orientation par un poids de «
1 » si les indices d’orientation principale de texture obtenus dans les trois échelles
étudiées sont différents de « 8 » et de « 9 ».
L’application de cette procédure de pondération donne les résultats illustrés dans la
figure 3.8c. D’après les exemples de cette figure, nous constatons que les descriptions des
pixels des marges sont différentes des descriptions des pixels des régions textuelles. Par
contre, les descriptions des espaces inter-mots ainsi que les pixels des régions d’illustration
sont difficiles à utiliser. Par conséquent à partir de cette analyse, nous pouvons déduire
que les réponses de ce descripteur sont insuffisantes pour séparer les classes d’éléments de
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la page. D’où le besoin d’enrichissement de cette description par d’autres caractéristiques.
(c) Détection de l’intensité moyenne des orientations
Une autre caractéristique riche en information est l’intensité médiane des directions
de la texture qui donne une indication sur le degré d’encrage des régions de la page. Par
définition, la transformée de Radon donne une information sur la projection des niveaux de
gris des pixels selon une orientation θ. Dans notre cas, le calcul de la transformée de Radon
a permis d’étudier l’association des niveaux de gris de l’encre selon des directions précises.
Mais on peut également noter que la valeur médiane des intensités de la transformée de
Radon est plus importante sur des régions d’illustration que sur des régions d’écriture ou
d’arrière-plan. Le descripteur des intensités médianes de la texture est défini par l’équation
3.6
f(k+1)(i, j) = mediane(max(Rk(θ))) (3.6)
Avec θ ∈ {0◦, 30◦, 45◦, 60◦, 90◦, 120◦, 150◦} et k = 1.....3. Pour effectuer un traitement
multi-résolution, nous avons appliqué ce descripteur sur les trois fenêtres glissantes.
Les réponses de ce descripteur sur les exemples de la figure 3.2 sont présentées dans la
figure 3.9. D’après ces représentations, nous remarquons bien que les textures de texte ont
des intensités médianes d’orientations principales moins importantes que celles des textures
d’illustration. Par conséquent, nous devrions pouvoir séparer les régions d’illustration des
régions textuelles en utilisant les réponses de ce descripteur.
Le comportement de ce descripteur est le même sur les différentes échelles d’analyse ce
qui renforce son pouvoir de discrimination. En effet, selon la figure 3.9, les pixels du fond
qui se trouvent hors de la zone imprimée (c’est-à dire dans les marges de la page) sont
caractérisés par des intensités médianes d’orientations principales très proches de zéro.
L’analyse multi-résolution est donc utile pour ce descripteur afin d’adapter ses réponses
à la variabilité des polices de caractères que l’on peut retrouver dans les collections de
la BnF. Cependant, ce traitement peut causer des problèmes semblables à ceux qui ont
été obtenus avec le descripteur précédent. En effet, selon la figure 3.9,nous remarquons
que les descriptions des espaces inter-mots sont semblables aux descriptions des éléments
textuelles obtenus avec des fenêtres glissantes de taille 64× 64 et 32× 32. Par contre, on
constate que ce défaut apparaît moins dans les résultats obtenus avec la fenêtre glissante
de taille 32 × 32. Par conséquent, l’utilisation de plusieurs échelles de fenêtre glissante
permet de décrire les textures de l’image de manière locale et globale, ce qui permet de
séparer les différents éléments de la page que nous souhaitons détecter.
En conclusion, même si les descriptions de tous les éléments de la page semblent sé-
parables avec ce descripteur, les régions graphiques sont nettement différente des autres
classes pour les différentes échelles que nous avons considérées. Ce qui signifie que ce
descripteur est très pertinent pour décrire les éléments graphiques de la page.
(d) Variation des orientations de la texture
La variance des orientations de la texture représente aussi une information pertinente.
En effet, selon les figures 3.6a, 3.6b la réponse de la transformée de Radon sur les élé-
ments textuels présente généralement une seule orientation dominante, alors que sur les
régions d’illustration nous remarquons que toutes les orientations sont importantes. Par
conséquent, la variance des orientations de texture est plus importante sur les régions de
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(a) Image originale
(b) Avant la pondération des orientation
(c) Aprés la pondération des orientation
Figure 3.8 – Réponses de descripteur f1 qui vérifie les orientations principales des tex-
tures à différentes échelles. (a) représente les résultats de ce descripteur avant l’applica-
tion de la procédure de pondération (les pixels ayant aucun consensus (f1(i, j) = 0) de
direction principale sont représentés par la couleur bleu, les pixels ayant au moins deux
directions semblables (f1(i, j) = 1) sont représentés par la couleur verte et les pixels ayant
un consensus de direction principale (f1(i, j) = 2) sont représentés par la couleur rouge),
(b) représente les résultats de ce descripteur après l’application la procédure de pondéra-
tion (0 est représenté par la couleur bleu, 0,6 est représenté par la couleur bleu ciel, 1 est
représenté par la couleur verte et 2 est représenté par la couleur rouge).
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Figure 3.9 – Réponses de descripteur f(k+1) qui utilise l’intensité médiane des orientations
de texture pour décrire les régions de la page.
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texte que sur les régions graphiques.
Nous allons donc exploiter cette caractéristique pour décrire les textures de la page.
Pour cela, nous avons développé un quatrième descripteur défini par l’équation 3.7 :
f(k+4)(i, j) = std(max(Rk(θ))) (3.7)
Avec θ ∈ {0◦, 30◦, 45◦, 60◦, 90◦, 120◦, 150◦} et k = 1.....3. Ce descripteur analyse donc les
valeurs maximales des orientations de la texture obtenues dans une fenêtre glissante pour
calculer leur variance. L’application de ce descripteur sur les images de la figure 3.1a
donne les résultats représentés sur la figure 3.10. Les couleurs chaudes (proches du rouge)
définissent les valeurs maximales de la variance, alors que les couleurs froides (proches du
bleu) sont employées pour représenter les faibles valeurs de variance. Selon la figure 3.10,
les régions d’illustration et de lettrine sont caractérisées par de faibles réponses alors que
les régions textuelles présentent de fortes réponses.
D’autre part, grâce à ce descripteur, nous pouvons aussi distinguer les espaces inter-
mots des éléments textuels de la page. En effet, en utilisant les réponses de ce descripteur
obtenues avec une fenêtre glissante de taille 32×32, la variance des intensités d’orientations
est plus faible sur les espaces inter-mots que sur les éléments textuels (cf. figure 3.10). Par
contre, nous remarquons l’existence d’un problème de séparabilité lorsqu’on utilise les
fenêtres glissantes de taille 64× 64 et 32× 32.
Les régions de fond qui se trouvent dans les marges présentent des réponses différentes
de celles des espaces entre les mots. En effet, puisque les intensités d’orientations de la tex-
ture sont peu variables dans ces régions, leur variance est aussi très faible ce qui caractérise
ces régions par rapport aux autres régions de la page.
Par conséquent à partir de cette analyse, nous pouvons déduire que la variance des
orientations de la texture est pertinente pour séparer les régions d’illustration, de texte et
du fond.
Caractérisation de la régularité de la texture
Plusieurs études ont été proposées dans la littérature [OPM02], [LSK+12] pour carac-
tériser la régularité des textures. Parmi ces méthodes, nous trouvons les motifs binaires
locaux (Local Binary Patterns « LBP ») [Mäe03].Ce descripteur permet de décrire la ré-
gularité d’une texture dans une fenêtre circulaire de rayon R et comportant P points de
mesure. Grâce à ce descripteur, on peut définir une texture T dans un voisinage local par
la distribution spatiale des niveaux de gris [AGP10]
T = t(gc, g0, ......., gP−1) (3.8)
Avec gc le niveau de gris du pixel central et gp (P = 0, ..., P − 1) les P points équi-
distants sur le cercle de rayon R centré sur le pixel central. Les coordonnées des P pixels
sont déterminées par (xc +R × cos(2pipP ), yc −R × sin(2pipP )) ce qui localise les voisins sur
le cercle de centre (xc, yc) et de rayon.
La figure 3.11 représente des masques LBP exprimés avec des paramètres différents.
D’après ces masques, les points de voisinage considérés par ce masque ont des coordonnées
polaires par rapport au pixel central. Très souvent, les points du voisinage se retrouvent à
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Figure 3.10 – Réponses de descripteur f(k+4) qui référence la variance des orientations
des textures pour décrire les textures de la page. Les premières images de chaque exemple
représentent les réponses obtenues avec une fenêtre glissante de taille 32×32, les deuxième
images de chaque exemple représentent les réponses obtenues avec une fenêtre glissante de
taille 64× 64 et les troisièmes images représentent les réponses obtenues avec une fenêtre
glissante de taille 128× 128.
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l’intersection de plusieurs pixels de l’image (cf. figure 3.11 configurations « p = 12, p = 2.5
» et « p = 16, p = 4 »). Dans ce cas, on associe à ces points des intensités de niveaux de gris
égales à la moyenne pondérée des intensités des pixels voisins du point P considéré. Les
Figure 3.11 – L’ensemble des voisins circulaire et symétrique. Les échantillons qui ne
correspondent pas à la grille des pixels sont corrigés par interpolation.
intensités des pixels voisins gp sont ensuite soustraites de la valeur de l’intensité du pixel
central gc. Les P différences obtenues donnent une description de la distribution spatiale
des niveaux de gris, et permettent donc de caractériser la texture analysée.
L’utilisation de la différence brute des intensités de pixel rend les réponses de ce des-
cripteur variables aux défauts d’acquisition des niveaux de gris. Pour remédier à ce défaut
et rendre les réponses des LBP invariantes à ce défaut, les auteurs [Mäe03] proposent
d’utiliser les signes des différences pour caractériser les textures de la page au lieu de leurs
valeurs absolue.
T = t(s(g0 − gc), ......., s(gP−1 − gc)) (3.9)
où s est l’opérateur LBP défini par la formule suivante :
s(x)
{
1 gp − gc ≥ 0
0 gp − gc < 0 (3.10)
Chaque signe est affecté d’un poids égal à 2p, ce qui permet de transformer les différences
des intensités des pixels voisins en un code LBP qui décrit de manière unique chaque
situation possible dans le voisinage considéré. Ce code caractérise donc la texture locale




s(gp − gc)2p (3.11)
Selon cet opérateur, la valeur maximale des réponses des descripteurs est obtenue
lorsque toutes les intensités des pixels voisins concernés par le masque LBP sont supé-
rieures ou égales à l’intensité du pixel central. D’autre part, les réponses de ce descripteur
deviennent minimales lorsqu’aucune intensité des pixels voisins n’est égale à l’intensité du
pixel central. Par conséquent, nous pouvons déduire que les réponses de ce descripteur
sont très dépendantes du nombre des voisins considérés par le masque de LBP.
En se basant sur ce principe, les zones uniformes plates ou peu variables (illustrations
ou fond de page) sont caractérisées par des réponses LBP maximales. tandis que, les régions
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textuelles caractérisées par de fortes variations de niveaux de gris sont décrites par des
réponses assez variables.
Généralement, le descripteur LBP utilise ses réponses pour décrire ensuite les propriétés
statistiques de la texture en plus de la description structurelle qui est obtenue localement
par le descripteur LBP. Ainsi chaque code LBP peut être considéré comme un micro-
texton. Les primitives locales détectées par le LBP correspondent à des motifs locaux qui
illustrent des formes de tache, des régions planes, des contours, des coins, etc. Quelques
exemples de motifs locaux obtenus avec une fenêtre LBP composée de huit points « LBP8,R
» sont présentés dans la figure 3.13. Dans cette figure, les cercles blancs correspondent aux
valeurs à 1 de la signature de texture alors que les valeurs nulles sont représentées par des
cercles noirs.
L’analyse des motifs locaux, localisés par le descripteur LBP, peut être effectuée soit
avec des approches structurelles basées sur l’étude de la distribution de répartition des
micros-textons dans l’image, soit avec des approches statistiques basées sur l’examen de
la répartition des étiquettes des micros-textons à travers des statistiques calculées sur
une fenêtre glissante. Bien que les caractéristiques de texture des régions textuelles soient
Figure 3.12 – Exemples de motifs locaux détectés par le descripteur LBP
bien différentes des textures des autres éléments de la page, leur régularité n’est pas as-
sez prononcée dans les pages. Ceci rend l’utilisation des descriptions structurelles pour
caractériser les régions de la page peu efficace. D’autre part, l’analyse statistique des ré-
partitions des étiquettes des micro-textons peut être coûteuse en termes de temps de calcul
pour décrire les régions de la page. Par conséquent, au lieu d’utiliser ces deux approches
pour caractériser les textures de la page, nous avons décidé d’exploiter directement les
réponses de l’équation 3.11 pour former les vecteurs des caractéristiques des textures de
la page.
Dans notre approche, l’utilisation de decsripteur LBP permet de différencier les régions
du fond ou d’illustrations caractérisées par des réponses LBP maximales, des régions tex-
tuelles caractérisées par des réponses LBP moins importantes.
Les étapes de calcul des caractéristiques de LBP sont les suivantes : (1) Au début nous
commençons par le parcours de tous les pixels de l’image qui se trouvent en dehors des
zones de bord de l’image pour les caractériser par rapport à leurs voisinages. (2) Pour
chaque pixel nous calculons les cordonnées des points voisins ainsi que leurs intensités.
Ensuite, (3) nous appliquons l’équation 3.11 pour obtenir la forme du modèle LBP de
ce pixel. Enfin, (4) nous associons à chaque pixel de l’image la valeur de réponse du
descripteur de LBP associée au modèle obtenu.
Pour caractériser plusieurs tailles de police de caractères dans l’image de la page, nous
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avons analysé la répartition des motifs binaires à travers l’utilisation de trois configurations
de masque LBP (k′ = 8(P = 16, R = 5), k′ = 9(P = 32, R = 10) et k′ = 10(P = 64, R =
20)) qui nous a permis de calculer les réponses de ce descripteur à différentes échelles. Ce
traitement permet d’adapter les descriptions aux variations de tailles de caractères.
Les résultats de l’application de ce descripteur sont présentés dans la figure 3.13. Le
code de couleur de cette figure référence l’intensité des réponses du descripteur LBP. Les
couleurs chaudes représentent les réponses maximales alors que les réponses minimales
sont représentées par des couleurs froides. D’après la figure 3.13, nous constatons que les
pixels de fond sont caractérisés par de fortes réponses du descripteur LBP, alors que dans
les régions textuelles, nous remarquons une faible variation dans les intensités des réponses
LBP. Les faibles intensités sont obtenues dans les régions de contours puisque les intensités
des voisins sont très différentes de celle du pixel central.
Le problème de ce descripteur réside surtout dans sa sensibilité par rapport au bruit
de numérisation ce qui nécessite l’adoption d’une procédure de filtrage de bruit avant
l’application de ce descripteur. Dans notre approche, nous avons utilisé un filtre médian
qui applique sur l’image un élément structurant de taille 3 × 3. Ceci permet d’éliminer
tout le bruit de numérisation qui peut biaiser les réponses de ce descripteur.
Caractérisation de l’intensité des pixels
(a) Caractérisation de la fréquence des transitions encre/fond
En complément des informations liées aux orientations et à la régularité des textures,
nous avons extrait des informations liées au contraste dans l’image. On peut caractériser
la notion de contraste dans les images de documents par la probabilité élevée d’un passage
d’un pixel foncé (encre) à un pixel clair (papier).
Cependant, certaines caractéristiques particulières liées aux méthodes d’impression
peuvent engendrer des ambiguïtés. Par exemple, certains documents anciens englobent des
illustrations au trait qui sont caractérisées aussi par de fortes transitions entre des pixels
foncés et des pixels clairs. Par conséquent, la description de la fréquence de transition des
pixels foncés aux pixels clairs obtenue sur les textures de ces éléments sera semblable à
celle des textures des régions textuelles. Cela signifie qu’on ne peut pas utiliser la simple
variance des intensités des pixels de l’image pour décrire les fréquences de transition des
intensités de la page.
Plusieurs travaux dans la littérature [[EBE98], [All03], [CWS03]] ont été proposés pour
caractériser les textures de la page en se basant sur la fréquence de transition entre les
pixels clairs et les pixels foncés. Ces travaux présentent des descripteurs dédiés à l’analyse
des polices et des styles de caractères particuliers ce qui rend difficile leur application sur
des collections documentaires variables. De plus, la plupart des méthodes proposées dans
ces travaux utilisent des images binaires, ce qui nous oblige à réaliser une binarisation qui
peut causer des défauts supplémentaires et une perte considérable d’information.
Afin de caractériser les fréquences de transition, nous avons adopté un descripteur de
texture inspiré de celui qui a été proposé dans [Egl08]. Dans ce travail, les auteurs ont
utilisé des descripteurs non-paramétriques qui utilisent les propriétés des transitions de
niveaux de gris pour caractériser différentes textures de la page et séparer le texte des
illustrations.
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Figure 3.13 – Résultats de l’application des descripteurs LBP employés avec trois confi-
gurations de masque différentes (k′ = 8(P = 16, R = 5), k′ = 9(P = 32, R = 10) et
k′ = 10(P = 64, R = 20))
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Dans notre travail, nous avons calculé un indice de transition entre les pixels d’encre
et les pixels de papier en utilisant une fenêtre glissante de taille n × n. Pour valider la
taille de la fenêtre glissante, nous avons testé trois configurations différentes. Ensuite, pour
chaque ligne de la zone analysée par la fenêtre glissante, nous avons calculé la somme des
différences des niveaux de gris d’un pixel et de son voisin de gauche. Enfin, nous avons
effectué la moyenne de ces sommes de différences pour mesurer la valeur moyenne des
variations de niveaux de gris. Plus la valeur de la moyenne des différences est importante,
plus la fréquence de passage entre les pixels clairs et les pixels foncés est importante, ce qui
indique que nous traitons une région textuelle. Par contre, les faibles valeurs moyennes des
différences des niveaux de gris signifient qu’il y a peu de transition entre les pixels foncés
et clairs, ce qui arrive généralement sur des régions homogènes (papier ou illustration).




(pij − pij+1)) (3.12)
Avec I ′ et J ′ la taille de la fenêtre d’analyse de pij le niveau de gris du pixel de coordonnées
(i, j).
La figure 3.14 présente les résultats de l’application du descripteur 3.12 sur les exemples
de la figure 3.2. Ces résultats sont obtenus à trois échelles différentes. Le code de couleur
de ces exemples montre l’importance des intensités des réponses de ce descripteur où les
faibles intensités sont représentées par des couleurs proches du bleu alors que les fortes
réponses sont caractérisées par des couleurs proches du rouge. D’après ces représentations,
nous remarquons que les régions de fond sont bien caractérisées par de faibles valeurs de
transition entre les pixels foncés et les pixels clairs. Par contre, les régions textuelles sont
caractérisées par de fortes réponses.
Les contours des éléments graphiques sont caractérisés par de fortes variations de
niveau de gris ce qui entraîne des réponses importantes de ce descripteur sur ces régions.
Par contre, les régions homogènes des éléments graphiques sont caractérisées par de faibles
fréquences de transition. Ceci caractérise les régions d’illustration par rapport aux autres
régions de la page.
Les résultats obtenus dans la figure 3.14 sont obtenus avec des fenêtres glissantes de
taille respective égales à la hauteur de la médiane des boîtes englobantes des mots detectés
par l’OCR ou de taille 7× 7 ou 9× 9. D’après ces exemples, nous constatons que plus la
taille de la fenêtre est petite plus les réponses de ce descripteur sont significatives sur les
régions textuelles de la page. Nous remarquons cependant que les intensités moyennes des
sommes des différences sont très importantes sur les régions textuelles de l’exemple 3.14b
alors qu’elles sont plus faibles sur les autres exemples. Ceci est dû à la faible taille de la
police de caractères dans les documents à plusieurs colonnes et aux intensités des pixels
textuels dans l’exemple 3.14b. Ce dernier accentue les fréquences de transitions obtenues
sur les régions textuelles. En conclusion, pour appliquer ce descripteur sur les images de
documents de la BnF, nous avons utilisé une fenêtre glissante de taille 7× 7 pour calculer
les différences moyennes des niveaux de gris consécutifs. Finalement, les résultats de cette
opération sont présentés dans la dernière colonne de la figure 3.14.
(b) Caractérisation des intensités des pixels
Les pixels foncés appartiennent généralement à des régions encrées (textes et illus-
trations) alors que les pixels clairs appartiennent à des régions d’arrière-plan (papier).
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Figure 3.14 – Résultats de l’application du descripteur des fréquences de transition
entre les pixels clairs et foncé. La première image de chaque exemple représente les résul-
tats obtenus lors de l’utilisation d’une fenêtre glissante de taille median(hauteur)mot ×
median(hauteur)mot, les deuxièmes images de chaque exemple sont obtenues en utilisant
une fenêtre glissante de taille 9× 9 et les troisièmes images sont obtenues en utilisant une
fenêtre glissante de taille 7× 7.
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Cependant, certains artefacts issus de l’opération de capture des images peuvent rendre
certains pixels de l’arrière-plan foncés, ce qui engendre des erreurs d’étiquetage des pixels
si nous nous basons uniquement sur l’intensité des pixels.
Pour réduire l’effet du bruit, nous avons utilisé une fenêtre glissante de taille 5 × 5
qui nous permet de calculer l’intensité moyenne des pixels. Le choix de la taille de la
fenêtre glissante a été réalisé de manière empirique. Cette taille correspond généralement
à l’espace qui se trouve entre les mots. Ce descripteur est défini par l’équation 3.13. Il
permet de décrire les espaces entre les éléments textuels de la page. Les résultats de ce







Avec I’ et J’ la taille de la fenêtre d’analyse de pij le niveau de gris du pixel de coordonnées
(i, j)
Comme dans les figures précédentes, les fortes intensités moyennes sont représentées
par des couleurs chaudes proches du rouge alors que les faibles intensités moyennes sont
représentées par des couleurs froides proches du bleu. D’après les exemples de cette figure,
les illustrations sont caractérisées par des fortes intensités moyennes de pixels alors que
les régions du fond sont définies par des faibles intensités moyennes de pixels.
Pour les régions textuelles, les intensités de pixels sont généralement supérieures à
celles des pixels de fond et inférieures à celles des pixels d’illustration. Par contre, leur
intensité varie en fonction des images de la page. Par exemple, les intensités des pixels des
régions textuelles de la figure 3.15.a sont proches des intensités des pixels de la lettrine
ou de l’illustration. Par contre, dans la figure 3.15.d les intensités des pixels sont faibles
et plutôt proches des intensités des pixels de fond. Ceci prouve bien la variabilité des
caractéristiques des éléments textuels et par conséquent l’intérêt d’utiliser une approche
locale de detection des mots omis.
Les espaces entre les mots sont mieux définis avec les réponses de ce descripteur puis-
qu’ils sont représentés avec le même code de couleur que des pixels du fond. Cela devrait
donc permettre par la suite de différencier les espaces entre les mots et les éléments textuels
et graphiques de l’image.
Figure 3.15 – Résultats de l’application du descripteur des intensités moyennes des pixels
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3.2 Apprentissage et classification des pixels d’arrière-plan
Dans la section précédente, nous avons décrit l’ensemble des descripteurs qui nous
permettent de caractériser les différentes régions d’intérêt de la page. Pour cela, nous
avons illustré les réponses de chaque descripteur sur des pages qui proviennent de diffé-
rents types de documents (presse, monographies, etc.) afin de montrer la pertinence des
caractéristiques proposées.
Après la phase de caractérisation des images, nous nous intéressons maintenant à
l’étape de décision. Rappelons que cette étape est adaptative à chaque page de document.
Sur chaque page on utilise les descripteurs sélectionnés pour caractériser les éléments dé-
tectés par l’OCR (textes et illustrations) ; ceci permet d’adapter le classifieur aux caracté-
ristiques typographiques et physiques du document. Cela suppose naturellement que nous
faisons confiance aux résultats de segmentation fournis par l’OCR pour les classes texte
et graphique, ce qui est valide en pratique. La classifieur ainsi optimisé sur le document
examiné est ensuite utilisé pour analyser les autres partie de l’image qui n’appartiennent
ni aux éléments textuels ni aux éléments graphiques de la page détectés par l’OCR.
A la fin de cette opération, nous obtenons des résultats de classification au niveau
pixels. A la BnF, la procédure d’évaluation des résultats de l’OCR utilise des scores de
confiance fondés sur la proportion de mots reconnus. Nous avons donc procédé dans une
dernière étape au regroupement des pixels de texte pour former des composantes connexes
qui peuvent se rapprocher de mots ou parties de mots omis. Dans les paragraphes qui
suivent, nous présentons l’ensemble des étapes qui ont permis de mettre en œuvre la
méthode de détection des éléments textuels omis.
Procédure d’apprentissage et de classification des pixels
A l’issue de l’opération de caractérisation des textures de l’image nous obtenons pour
chaque pixel de l’image un vecteur de caractéristiques composé de 12 valeurs constituées
des descripteurs mesurés à différentes échelles. La méthode de détection des éléments omis
repose sur le choix d’un système de décision qui analyse les descripteurs de chaque pixel
pour fournir une décision sur sa classe d’appartenance (texte / graphique / fond). Par
conséquent, c’est un problème de classification supervisée pour lequel nous connaissons a
priori les étiquettes des points permettant de construire les classes.
Dans un premier temps, nous avons sélectionné plusieurs classifieurs candidats (k-ppv,
modèle de mélanges de gaussiennes, réseaux de neurones et séparateurs à vaste marge «
SVM ») pour sélectionner le meilleur algorithme de classification. Pour valider les résultats
de chaque classifieur, nous avons utilisé une approche de validation croisée qui a montré
que les meilleurs résultats de classification sont obtenus avec un classifieur de type SVM.
Dans la littérature, il existe d’autres algorithmes de classification que nous n’avons pas
testés. Ce qui a motivé le choix de ces algorithmes de classification est avant tout leur
capacité de traiter des vecteurs de caractéristiques de grande dimensions et la facilité de
leurs mises en oeuvre.
(a) Optimisation du classifieur
Les SVM sont des méthodes de classification binaires basées sur la théorie statistique
de l’apprentissage de V. Vapnik. Les SVM sont une génération de classifieurs linéaires qui
se basent sur deux principes clés qui sont la séparation des représentations des deux classes
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en utilisant l’hyperplan à marge maximale, et l’augmentation de l’espace de représentation
des classes en appliquant une fonction noyau sur les données d’apprentissage.
La détermination de l’hyperplan qui sépare les échantillons des deux classes est réali-
sée en recherchant l’hyperplan maximisant la distance aux deux classes. Les échantillons
proches de la frontière entre les deux classes appelés « vecteur support » sont ensuite sélec-
tionnés pour former l’hyperplan séparateur. Dans le cas linéairement séparable, l’équation
de l’hyperplan est définie par la formule suivante :
h : X → Y, d′équation h(x) = 〈w∗, x〉+ w∗0 =
m∑
i=1
α∗i ui 〈xix〉+ w∗0 (3.14)
où X est de dimension d et w un vecteur de poids et x un vecteur d’entrée
Dans le cas non linairement séparable, l’application de fonctions noyaux permet de
transformer l’espace initial de représentation des données en un espace de plus grande
dimension. Cette transformation non linaire des données a pour objectif de se ramener au
cas linéairement séparable mais dans un espace de dimension plus grande. L’équation de




α∗i ui 〈φ (x) φ (xi)〉+ w∗0 (3.15)
Les noyaux doivent respecter certaines conditions. Ils doivent correspondre d’abord à un
produit scalaire défini dans un espace de grande dimension. Une fonction K : X ×X → R
est une fonction noyau si et seulement si elle est symétrique et définie semi-positive. Une
démonstration de ce théorème peut être trouvée dans [SC08] page 118.
Dans la littérature, plusieurs fonctions noyaux ont été proposées :
– Les noyaux linéaires : k(x, x′) = x.x′
– Les noyaux exponentiels : k(x, x′) = exp(〈x.x′〉)
– Les noyaux gaussiens (RBF) : k(x, x′) = exp ‖x−x
′‖
γ2
– Les noyaux binomiaux : k(x, x′) = (1− 〈x.x′〉)−α
– Les noyaux polynomiaux : kd(x, x′) = (x.x′ + c)d polynôme de degré d, c étant une
constante.
Le choix du noyau et de ses paramètres comme la largeur de la bande est souvent un
problème pratique et critique lors de la mise en oeuvre des SVM. Dans notre travail, nous
avons testé plusieurs noyaux ainsi que plusieurs configurations des hyper paramètres du
classifieur afin de sélectionner le classifieur optimal. Pour cela, nous avons appliqué deux
techniques de validation :
1. La première est le grid search qui permet de valider les choix des paramètres des
classifieurs SVM,
2. La deuxième technique est la validation croisée qui permet d’estimer les performances
moyennes de chaque SVM en répétant plusieurs fois (4 fois en pratique) l’opération
d’apprentissage et de classification. Cela signifie que nous avons décomposé les don-
nées d’apprentissage en quatre parties, de façon à ce qu’à chaque itération, nous
sélectionnions une partie pour l’évaluation du classifieur et trois parties pour l’ap-
prentissage du classifieur
En plus du choix du noyau, deux hyper paramètres supplémentaires régissent l’appren-
tissage d’un classifieur SVM. Il s’agit de la valeur de la marge maximale qui sépare les
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Figure 3.16 – L’hyperplan optimal séparant la classe des plus des classe des cercles
deux classes et du paramètre C qui permet de contrôler le compromis entre le nombre
d’erreurs de classification et la taille de la marge.
Dans notre méthode, les classifieurs sont entrainés sur les données locales de chaque
image. L’optimisation des paramètres des classifieurs est réalisée dans une étape préalable
sur un ensemble de 50 images afin de valider le choix des hyperparamètres de la fonction
SVM. Pour cela, nous avons testé les noyaux suivants : linéaire, Gaussien, binomial, et
sigmoïde. Les paramètres de marges explorés dans notre procédure de grid search sont les
suivants : ξ = {0.1 0.075 0.05 0.025 0.01}. La liste des valeurs du paramètre C est
sont C = {2−4 2−3 2−2 2−1 1 21 22 23 24}.
Les meilleurs résultats de classification ont été obtenus majortairement avec un noyeau
Gaussien, une taille de marge ξ = 0.05 et un coût de tolérance d’erreurs de classification
C = 2−1. Par conséquent, nous avons opté pour cette combinaison d’hyperparametres
pour former nos classifieurs.
(b) Apprentissage du classifieur pour la détection des régions omises
Les images sont décomposées en trois classes de pixels (arrière-plan, graphique, texte).
Les éléments textuels et graphiques sont décrits par des boîtes englobantes définies dans le
fichier ALTO. Par conséquent, les zones de texte contiennent aussi des parties non encrées
qui peuvent se confondre avec des zones de l’arrière-plan. Ces situations très fréquentes
montrent qu’il est impossible de distinguer ces deux classes si on se limite à un examen trop
local du voisinage du pixel. Cependant, les descripteurs que nous avons choisis permettent,
dans une certaine mesure, de distinguer ces situations grâce à un paramétrage approprié
du voisinage considéré.
La classe des pixels d’arrière-plan regroupe des pixels (clairs) qui se trouvent dans la
région imprimée et des pixels (clairs) qui se trouvent dans les marges de la page. Cependant,
en utilisant les descripteurs de notre approche, les caractéristiques des pixels d’arrière-plan
englobés dans les zones imprimées ont des valeurs différentes de ceux qui se trouvent dans
les marges de la page. En effet, l’utilisation de fenêtres glissantes à différentes échelles
pour décrire les textures de la page a lissé la description des textures obtenue dans les
boîtes englobantes des mots sur les espaces qui se trouvent entre les mots, ce qui engendre
un chevauchement entre la représentation des éléments textuels et la représentation de
l’arrière-plan dans l’espace des caractéristiques utilisés. Pour éviter ce genre d’ambiguïtés,
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nous avons décomposé la classe arrière-plan en deux sous-classes (les espaces entre mots
et les régions de marge). Cela a permis de qualifier chaque type de pixels d’arrière-plan
d’une manière précise.
Les données d’apprentissage de la quatrième classe (espace inter-mots) sont détermi-
nées à partir des résultats de l’OCR. En effet, d’après le schéma XML des fichiers ALTO,
les blocs textuels englobent à la fois des mots et des espaces entre les mots. Par consé-
quent, pour sélectionner les données d’apprentissage des pixels d’espaces entre les mots,
nous procédons tous d’abord à la sélection de tous les blocs textuels de la page puis nous
retranchons les boîtes englobant des mots dans ces éléments. Les zones restantes repré-
sentent les espaces entre mots. Ce traitement est réalisé sous la condition vérifiée par la
BnF et qui considère les boites englobantes des mots ne sont pas collées.
En ce qui concerne les exemples d’apprentissage de l’arrière-plan, contrairement aux
autres classes de pixels, on ne peut pas utiliser les régions considérées par l’OCR comme
arrière-plan pour apprendre les classifieurs de notre approche. En effet, ces régions sont gé-
néralement les zones candidates pouvant contenir des éléments textuels omis par l’OCR.
Par conséquent, pour entrainer le classifieur des pixels d’arrière-plan, nous avons sélec-
tionné 10 images (cinq images binaires et cinq images en niveau de gris) pour constituer
des exemples d’apprentissage du fond. Certaines images contiennent des défauts physiques
(des taches et des déchirures) pour couvrir le cas où il y a des défauts dans les régions
d’arrière-plan.
Après la sélection des données d’apprentissage, nous avons adopté la stratégie d’ap-
prentissage un contre tous qui consiste à entraîner un SVM biclasse en utilisant les éléments
d’une classe contre les autres. L’inconvénient principal réside alors dans la représentati-
vité des exemples et des contre-exemples dans la base d’apprentissage. Pour résoudre ce
problème, nous employons pour chaque classifieur une base d’apprentissage équilibrée. La
première partie contient les données d’apprentissage de la classe à détecter et la deuxième
partie comprend les données d’apprentissage des autres classes de la page. Les données des
autres classes sont sélectionnées aléatoirement dans la page jusqu’à atteindre un effectif
équilibré avec les données de la classe à reconnaitre.
L’approche de détection des éléments omis que nous avons développée englobe donc
quatre classifieurs de type séparateurs à vaste marge « SVM ». Chaque classifieur est
spécialisé dans la classification d’une classe d’éléments : 1. Classe des pixels de l’arrière-
plan (papier) ; 2. Classe des pixels des espaces entre éléments textuels (papier + régions
textuelles) ; 3. Classes des pixels des éléments textuels (mots) et 4. Classes des pixels des
éléments graphiques (illustrations).
La procédure d’apprentissage adaptative que nous avons adoptée est réalisée à chaque
nouvelle opération de vérification. Cela signifie que la formation des classifieurs de notre
approche est effectuée sur les caractéristiques locales de chaque page vérifiée. Enfin, une
fois l’opération d’apprentissage achevée, nous procédons à la classification des pixels qui se
trouvent dans les régions d’arrière-plan. L’inconvénient majeur de cette procédure réside
dans le temps de traitement important causé par l’apprentissage des classifieurs à chaque
page à vérifier.
(c) Classification des pixels des régions de fond de l’OCR
Après l’apprentissage des classifieurs de notre approche, nous procédons à la classifi-
cation des pixels considérés par l’OCR comme arrière-plan (les pixels qui n’appartiennent
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ni aux boites englobantes des mots ni à celles des illustrations dans l’ALTO produit par
l’OCR).
La classification des pixels se déroule en deux étapes :
1. La première étape utilise directement les classifieurs appris précédemment pour pro-
duire un résultat préliminaire sur les régions de l’arrière-plan. Por cela, nous em-
ployons quatre classifieurs SVM pour classer les pixels d’arrière-plan dans quatre
classes de pixels (texte, illustration, espace entre mots et arrière-plan).
2. La deuxième étape se base sur une pile de décisions de classification qui permet de
fusionner les résultats des classifications réalisées lors de la première étape.
Après la réalisation de la première phase de classification, nous obtenons pour chaque
pixel, quatre décisions de classifications. Ces décisions peuvent être utilisées directement si
les quatre classifieurs sont en accord sur la classe du pixel. Par exemple, le SVM d’éléments
élément textuel classifie un pixel dans la classe du texte alors que les SVM des autres
composants le classifient dans la classe des contre-exemples. Cependant, dans certains
cas, on peut avoir des décisions de classification contradictoires, comme par exemple des
confusions entre la classe des pixels des éléments textuels et la classe des pixels des espaces
entre mots. Pour résoudre ce problème nous avons employé des règles de décision qui
majorent les classes des pixels textuels ou graphiques par rapport aux classes des pixels
d’arrière-plan ou d’espace entre mots. Si un pixel est classé à la fois comme pixel d’espace
entre mot et pixel textuel, la classe finale de ce pixel sera éléments textuels. Cette règle de
majoration s’applique également sur tous les cas de confusions entre la classe des éléments
textuels et les classes des régions d’arrière-plan ou des éléments graphiques. D’autre part,
si un pixel est classé à la fois comme pixel graphique et pixel d’arrière-plan ou pixel
d’espace entre mots, il sera classé finalement dans la classe des pixels graphiques. Les
pixels de marge et d’espace entre mots appartiennent à la classe des pixels d’arrière-plan,
en conséquence le problème de confusion entre ces deux sous-classes ne se pose pas.
La figure 3.17 représente les résultats de l’opération de classification des pixels des
images de la figure 3.2. avant et après l’opération de fusion des pixels de fond avec les pixels
d’espaces entre mots. Les pixels noirs sont ceux détectés par l’OCR et que nous n’avons
pas traités dans notre approche. Volontairement, nous avons classé dans ces exemples
les pixels d’illustration afin de vérifier la capacité de classification de nos classifieurs. La
première ligne de la figure 3.17 représente les 4 classes détectées tandis que la seconde ligne
représente le résultat de la détection après fusion des classes arrière-plan et espace entre
mots. Les pixels rouges, verts et bleus représentent respectivement les éléments textuels,
graphiques et les régions d’arrière-plans. Les pixels jaunes sur la première ligne de résultats
de la figure 3.17 représentent la classe espaces entre les mots.
D’après ces figures nous constatons que les éléments textuels et graphiques omis sont
bien détectés. Par contre, nous remarquons aussi la présence de bruit de détection dans les
régions d’arrière-plan ainsi que des confusions de classification entre les zones textuelles et
graphiques. Ces erreurs de classification peuvent être causées par certaines incohérences
dans les réponses de nos descripteurs. Pour étudier le comportement de nos descripteurs,
nous présentons dans l’annexe A une analyse en composantes principales de réponses de
nos descripteurs.
Afin d’éliminer ces artefacts de détection, nous appliquons une opération d’ouverture
morphologique avec un élément circulaire de rayon R = 3. La taille de l’élément structu-
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(a) Avant la fuison des pixels d’espace inter-mots avec les pixels des marges
(b) Aprés la fuison des pixels d’espace inter-mots avec les pixels des marges
Figure 3.17 – Résultat de classification des pixels de l’image
rant est choisie de manière empirique. Enfin nous appliquons un lissage des résultats de
classification des pixels en affectant à chaque masse connexe l’étiquette majoritaire qui
lui est associée. Les résultats de ces opérations de post-traitement sont présentés dans
la figure 3.18. D’après ces représentations, le bruit de détection est presque totalement
éliminé.
Passage du niveau pixel au niveau mot
Bien que la procédure de classification précédente classe les pixels d’arrière-plan en
trois classes (classe des pixels de texte, classe des pixels d’illustration, classe des pixels
Figure 3.18 – Résultats finaux de la procédure de classification de notre approche
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d’arrière-plan), on ne peut pas utiliser ces résultats directement pour évaluer la quatité
des mots omis et donc contrôler les résultats de l’OCR. En effet, à la BnF, l’évaluation des
performances des résultats de l’OCR est réalisée au niveau mots à travers l’utilisation des
scores de confiance annoncés sur chaque mot reconnu. Ces scores de confiance sont utilisés
par la plateforme numérique de la BnF pour estimer le taux de reconnaissance des mots
obtenus sur un document.
Du fait du fonctionnement des systèmes OCR commerciaux (en boîte noire), la mé-
thode de calcul des scores de confiance des mots est inconnue des utilisateurs. De plus,
seuls les éléments détectés et reconnus par l’OCR sont utilisés pour évaluer les perfor-
mances des résultats de reconnaissance des caractères. En effet, les scores de confiance
sont communiqués uniquement sur les mots reconnus par l’OCR. Ce qui signifie que l’er-
reur d’omission des mots n’est pas prise en compte par le processus de contrôle qualité de
ces systèmes.
Afin d’être compatible avec la chaîne de contrôle qualité de la BnF, il est donc nécessaire
de donner une évaluation du texte omis en terme de nombre de mots équivalents omis. Pour
cela, nous avons développé un post-traitement spécifique qui analyse les images fournies
par le système de détection pour en sortir une estimation approximative des mots omis.
Pour ce faire, nous avons regroupé les pixels connectés ou proches avec un algorithme de
dilatation basé sur la transformée en distance.
Nous présentons dans ce qui suit les détails de l’algorithme de regroupement des pixels.
(a) Outil de regroupement des pixels
La notion de distance est très utilisée dans l’analyse d’image et la description des
formes. Elle intervient par exemple pour la mesure de la longueur ou de l’épaisseur des
objets présents dans l’image, pour la mesure de similarité entre formes, pour guider l’opé-
ration de squelettisation des formes ou encore pour calculer un diagramme de Voronoï
généralisé. Dans la littérature, de nombreuses familles de distances ont été employées pour
calculer la transformée en distance.
De manière générale, la transformée en distance est une représentation d’image numé-
rique binaire qui consiste à associer à chaque pixel d’une forme discrète X dans une image
I de taille n × n, sa distance par rapport au point du fond le plus proche. Inversement,
on peut calculer aussi la distance de chaque point du fond à l’objet le plus proche dans
l’image. Un algorithme rapide de calcul de la carte des distances est présenté par Maurer
dans [MQR03].
Selon [TC07], pour des raisons de fiabilité et de facilité de calcul, les distances à
valeurs entières sont souvent utilisées dans les algorithmes d’analyse d’image. Parmi ces
méthodes nous trouvons la distance euclidienne, les distances de Chanfrein ou les distances
géodésiques.
D’après [TC07], une distance d sur un ensemble non vide (noté E) à valeur dans un
sous-groupe de R (noté F ) est une application d : E×E → F vérifiant les quatre propriétés
suivantes :
– (positivité) ∀p, q ∈ E, d(p, q) ≥ 0;
– (définie) ∀p, q ∈ E, d(p, q) = 0⇔ p = q;
– (symétrie) ∀p, q ∈ E, d(p, q) = d(q, p);
– (inégalité triangulaire) ∀p, q ∈ E, d(p, q) ≤ d(p, r) + d(r, p).
Un écart est une distance « d » qui ne vérifie pas ∀p, q ∈ E, d(p, q) = 0 ⇔ p = q;
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pour tout ∀p, q ∈ E. La fonction de distance euclidienne au carré d2E à valeur entière
pour deux points de Zn ne vérifie pas l’inégalité triangulaire. Par exemple, pour deux
point A et B définis dans un espace Zn avec les coordonnées A = (1, 0, 0, ..., 0) et B =
(2, 0, 0, ..., 0). La distance euclidienne au carré d2E(O,A) = d2E(A,B) et d2E(O,B) = 4 donc
d2E(O,B)d2E(O,A) + d2E(A,B). Par contre, la distance euclidienne est bien une distance
puisque elle vérifie la propriété de l’inégalité triangulaire. Pour les deux points de l’exemple
précédent d(O,A) = d(A,B) et d(O,B) = d(O,A) + d(A,B).
La distance euclidienne au carré est généralement utilisée pour classer les éléments du
plus proche au plus éloigné et comme la racine carrée est une fonction monotone croissante,
le classement est le même si on travaille avec la distance au carré ou la distance euclidienne
(la différence entre les deux c’est qui va plus vite si on n’applique pas la racine carrée).
Dans notre travail, nous avons appliqué l’algorithme de [MQR03] sur les résultats de
classification de notre approche pour convertir les résultats de détection de notre approche
du niveau pixels au niveau mots avec la distance euclidienne. Nous expliquons dans la
section suivante la démarche que nous avons adoptée.
(b) Mise en œuvre de la transformée en distance
L’algorithme de regroupement que nous avons adopté commence par l’analyse des
espaces qui existent entre les composantes connexes obtenues lors du processus de classi-
fication des pixels sur l’image masquée. Cette analyse assure le rassemblement de toutes
les composantes de l’image qui sont très proches.
Les distances entre les caractères des mots sont généralement plus faibles que les dis-
tances qui se trouvent entre les mots. Cela signifie qu’en appliquant une stratégie de
regroupement en composantes connexes basée sur une opération de comparaison des dis-
tances, nous pourrons transformer les résultats de détection des éléments omis au niveau
pixels vers le niveau mots. Cette opération de comparaisons emploie les coordonnées des
composantes connexes détectées par notre approche et la taille des espaces entre les mots
de la page pour regrouper les pixels qui appartiennent au même mot.
Dans le fichier ALTO, l’information quant aux espaces existant entre les mots de la
page est présente. Par conséquent, nous avons calculé la taille moyenne des espaces entre
les mots en utilisant les données du fichier ALTO. Cette valeur moyenne sert ensuite de
seuil pour regrouper les pixels et obtenir une pseudo segmentation en mots de l’image
résultat de la détection des éléments omis. Cette démarche locale de calcul de seuil de
regroupement rend notre algorithme adaptatif aux propriétés internes des documents, ce
qui répond parfaitement aux exigences de notre contexte.
Les résultats de la transformée en distance sur l’image produite par notre détecteur
d’éléments omis sont présentés sur la figure 3.19a. Sur ces figures, les pixels clairs repré-
sentent les pixels les plus éloignés des éléments omis (présentant une distance importante).
Alors que les pixels foncés représentent les pixels voisins des éléments omis (présentant
une faible distance). Nous allons donc rassembler tous les pixels qui ont des distances
inférieures au seuil de regroupement pour transformer les résultats de notre approche de
vérification du niveau pixels au niveau mots. Les éléments obtenus lors de la réalisation de
cette opération représentent les enveloppes des mots omis. Une étape de filtrage permet
d’éliminer toutes les petites composantes de l’image résultat obtenue après seuillage. Les
résultats de cette opération sont présentés sur la figure 3.19b.
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(a) Résultats transformée de distance
(b) Eléments textuels détectés
Figure 3.19 – Résultats de l’opération de regroupement des pixels de l’image
4 Evaluation
Dans cette section, nous présentons le protocole d’évaluation qui nous a permis de
déterminer les performances de notre méthode. Pour évaluer notre approche, nous avons
suivi une stratégie d’évaluation graduelle qui commence par une analyse qualitative des
résultats. Ensuite, pour généraliser les résultats, nous avons réalisé une évaluation quanti-
tative sur une base de validation composée de 165 images prises aléatoirement à partir de
50 documents. Nous avons décomposé cette base de validation en deux familles de docu-
ments : des documents contenant que du texte et des documents contenant des textuels et
des graphiques. Enfin, pour tester notre approche dans un contexte de production à grande
échelle, nous avons réalisé une campagne d’évaluation assistée par opérateurs humains sur
des documents numérisés récemment dans le cadre des projets de numérisation de masse
de la BnF. Cette base est composée de 1270 pages prises du journal officiel et 160 pages de
presses. Pour qualifier les performances de notre méthode nous avons calculé les taux de
précision et de rappel de détection des mots omis. Enfin pour se conforter aux spécifités
du contexte de contrôle de qualité de la BnF, nous avons évalué la capacité à estimer la
qualité de la segmentation des pages et le rejet des pages de mauvaise qualité.
Cette partie est organisée de la façon suivante : nous commençons par la présentation
des bases de documents utilisées. Ensuite, nous exposons les métriques que nous avons
utilisées. Enfin, nous présentons et commentons les expérimentations que nous avons ef-
fectuées.
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4.1 Bases de validation
Dans notre processus d’évaluation, nous avons employé trois bases d’images différentes :
– Une base de validation composée de pages de documents monographiques
– Une base de pages qui proviennent du journal officiel
– Une base de pages de presse anciennes.
La première base (Base 5 siècles cf. figure 3.20) a été utilisée pour la procédure d’évaluation
automatique. Elle est composée de 165 images de document sélectionnées aléatoirement
à partir de 50 documents. Cette base regroupe 65 pages mixtes (contenu textuel et gra-
phique) et 100 pages textuelles. Ceci nous a permis d’affiner notre analyse selon ces deux
types de pages.
Afin de correspondre au mieux aux collections documentaires de la BnF, nous avons
sélectionné des documents qui couvrent une grande variété de caractéristiques physiques et
typographiques. Cette base couvre une période de cinq siècles d’impression. Nous trouvons
des documents avec des propriétés variables telles que :
– la présence de lettrines,
– des mises en page à plusieurs colonnes,
– des annotations dans les marges gauches et droites de la page,
– des styles de caractères italiques et des polices de caractères anciennes,
– des tableaux et des formules mathématiques,
– des mises en page à faible marge,
– des défauts d’impression (taches, défauts d’encrage, transparence, etc.),
– des défauts physiques (papiers jaunis, trous, etc.),
– la superposition de tampons sur les textes des pages des documents.
Ces pages sont souvent difficiles à traiter par les algorithmes de segmentation à cause
de leur mauvais état physique et de leurs caractéristiques typographiques, et aussi à cause
de la complexité des structures physiques présentes. Les illustrations au trait ont des carac-
téristiques semblables à celles des régions textuelles et les OCR commerciaux ont tendance
à confondre ces éléments graphiques avec les régions textuelles. Cette base comprend éga-
lement des images de documents récents imprimés avec des polices de caractères standards
et agencées selon des mises en page uniformes. Les éléments textuels et graphiques ont
des propriétés différentes ce qui facilite normalement la séparation de ces deux classes. Les
espaces entre les caractères des mots et les mots appartenant aux mêmes paragraphes sont
standards et constants sur l’intégralité de l’image de la page, ce qui minimise les défauts
de scission et de fusion des éléments de la page.
La deuxième base d’évaluation (Base Journal officiel) est composée de 1270 images
du Journal officiel, édité au XIXe siècle. Ces images sont particulières. En effet, elles
présentent des structures très délicates à reconnaître puisqu’elles sont composées de trois
colonnes et qu’elles présentent des polices de caractères de petite taille. De plus, ces docu-
ments sont caractérisés par des papiers jaunis, des lacunes d’encre et des textes délavés qui
rendent la procédure de détection des éléments de la page très difficile pour les systèmes
d’OCR commerciaux. Du côté de la reliure, en plus des problèmes de contraste, les images
sont généralement courbées. Ceci déforme les formes des mots et des caractères et l’OCR
tend à les confondre avec du bruit et à les éliminer brutalement.
Contrairement à la base de validation précédente, les pages de ces documents sont
numérisées en couleur. De plus ces images sont OCR-isées par des prestataires de numéri-
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Figure 3.20 – Exemples de pages de documents que nous avons utilisées pour évaluer
notre approche de détection d’éléments omis
sation externes dans le cadre des projets de numérisation de masse. Les résultats de l’OCR
sont fournis dans des fichiers XML qui suivent le schéma des fichiers ALTO. Par contre,
nous ne disposons pas de la vérité terrain de ces documents. C’est la raison pour laquelle,
nous n’avons employé cette base que pour la procédure de vérification assistée par un opé-
rateur humain. La figure 3.21a représente quelques exemples de pages qui appartiennent
à cette base d’image.
La troisième base de validation (Base Presse) est composée de 160 images binaires
de presses numérisées à la résolution de 300 dpi. Ce sont des documents provenant de la
presse du XIXème siècle. La figure 3.21b présente des exemples de cette base. Comme
pour les images du journal officiel, cette base est très difficile à traiter par les systèmes
d’OCR. D’une part, la structure en colonne de ces documents rend la segmentation déli-
cate. D’autre part, les polices sont de petite taille. De plus l’encrage des caractères n’est
pas très marqué. Certains artéfacts de binarisation font apparaitre des déformations des
caractères. La méthode de numérisation de ces documents a tendance à noircir les marges.
Cette base ne comporte pas non plus de vérité terrain c’est la raison pour laquelle l’analyse
des résultats de détection des mots omis obtenus sur ces images est réalisée à travers la
procédure d’évaluation assistée.
4.2 Métriques pour mesurer la performance
Métriques pour la détection des mots omis
Les métriques que nous avons employées reposent sur les définitions suivantes : V TEMmots
désigne la vérité terrain des mots omis, EMDmot désigne les éléments détectés par notre
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(a) Journal officiel de France
(b) Presse Française
Figure 3.21 – Exemples de pages de documents que nous avons utilisées pour évaluer
manuellement notre approche.
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approche comme mots omis, V TSP référence la vérité terrain de la structure physique des
documents et SP désigne la structure physique des documents obtenue automatiquement
par l’OCR. Pour évaluer les performances de notre approche, nous pouvons calculer le
rappel et la précision des mots omis. A ce niveau, la précision donne une indication sur
l’exactitude des résultats fournis. Elle est définie par le rapport du nombre d’éléments
correctement détectés sur le nombre total d’éléments détectés (cf. équation 3.16).
Précision = card(V TEMmot ∩ EMDmot)
card(EMDmot)
(3.16)
Le rappel chiffre la capacité de notre méthode à détecter les éléments omis. Il est défini
par le rapport du nombre d’éléments textuels correctement détectés sur le nombre total
d’éléments omis par l’OCR dans la page (cf. équation 4.13).
Rappel = card(V TEMmot ∩ EMDmot)
card(V TEMmot)
(3.17)
Métrique pour l’estimation du taux de couverture de l’OCR
Comme nous l’avons montré dans la section 2 de ce chapitre, la méthode proposée
ici s’intègre dans le cadre du processus de contrôle de qualité de la BnF. Nous avons
donc besoin de définir une mesure de qualité qui serve les controleurs de la BnF. Pour
cela, nous définissons le taux de couverture de l’OCR par le rapport du nombre de mots
détectés par l’OCR sur l’estimation du nombre total de mots présents dans les documents.
Le nombre total des mots cardmot(TOTAL) est constitué par le nombre de mots dans
le fichier ALTO cardmot(OCR) ainsi que par le nombre de mots omis obtenus lors de
l’application de notre approche cardmot(OMIS). Par conséquent, nous pouvons déduire
que le taux de couverture donne une indication sur la proportion du nombre des mots









Pour évaluer la capacité de notre approche à estimer le taux de couverture, nous avons
utilisé la racine carrée de l’erreur quadratique moyenne des taux de couverture (RETC)






(τ icouv − ˆτcouvi)2 (3.20)
où τ icouv représente le taux de couverture réel et τˆ icouv est le taux de couverture estimé.
Métrique pour le rejet de pages
A partir de l’estimation du taux de couverture et en se fixant le seuil minimal de
couverture admissible pour l’OCR, il est possible de réaliser un système de rejet des
documents non conformes aux exigences du taux de couverture de la BnF. Ce système
de rejet est alors évalué par une courbe rappel précision sur les pages rejetées pour chaque
seuil de couverture fixé.
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4.3 Evaluation de la détection des mots omis
Procédure de vérification avec vérité terrain
(a) Création de la vérité terrain
Afin d’évaluer les résultats de notre approche, nous avons dû constituer la vérité terrain
appropriée. Les éléments omis sont généralement les composantes de la page qui existent
dans le fichier vérité terrain et qui sont absentes ou partiellement détectées par l’OCR.
Les coordonnées des éléments de la page ainsi que leurs tailles sont définies par des boîtes
englobantes rectangulaires. Dans notre travail, nous avons utilisé les boîtes englobantes
de la vérité terrain et les boîtes englobantes des résultats de l’OCR pour former la vérité
terrain des éléments manqués. Cette opération est réalisée en superposant la vérité terrain
de la structure de la page (VTSP) avec la structure de la page déterminée automatiquement
par l’OCR (SP) pour former V TEMmots = V TSPmots¬{V TSPmots ∩ SPmots}.
Les éléments totalement oubliés (mots entiers) par l’OCR sont directement assignés à la
liste de la vérité terrain des éléments omis V TEMmots. Les éléments textuels partiellement
omis sont analysés selon leur taille. Si la taille du fragment omis dépasse le quart de la
taille de l’élément textuel considéré, la partie omise est assignée à V TEMmots. Sinon elle
n’est pas ajoutée à V TEMmots. A la BnF, l’omission d’éléments graphiques est considérée
comme une erreur mineure. Par conséquent, nous n’avons pas évalué ces omissions.
Après la création de la vérité terrain et lors de la procédure d’évaluation de notre
approche, nous assignons à chaque élément textuel détecté un élément textuel de la V T
en utilisant la distance euclidienne entre les mots des deux fichiers (Vérité terrain et
résultats de détection). Un élément manqué par l’OCR est considéré comme bien détecté
si plus de 90% de sa surface est couverte par un ou plusieurs éléments trouvés par notre
approche. Les éléments non détectés ni par l’OCR ni par notre approche sont considérés
comme des erreurs de détection. En conclusion, nous considérons trois classes de mots
pour l’évaluation de notre détecteur :
1. Des éléments textuels omis par l’OCR et détectés par notre approche,
2. Des éléments textuels omis par l’OCR et omis par notre approche,
3. Des éléments textuels détectés incorrectement par notre approche (fausse alarme).
(b) Résultat d’évaluation de la détection des mots omis
L’évaluation quantitative est réalisée d’abord globalement sur la base « 5 SIECLES
» puis spécifiquement sur les deux sous-bases qui la composent (base des images mixtes
et base des images textuelles). En suivant ce critère, nous avons calculé le rappel et la
précision de notre procédure de détection. Les résultats de cette évaluation sont présentés
dans le tableau 3.1.
Rappel Précision
Base 5 siècles 84, 15% 94, 73%
Sous-base des images textuelles 83, 7% 96, 32%
Sous-base des images mixtes 84.6% 93, 14%
Table 3.1 – Evaluation des résultats de notre approche sur la base « 5 SIECLES »
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On constate que notre approche détecte près de 85% des mots omis avec une précisions
de près de 95%. Ces résultats apparaissent tout à fait intéressants si l’on considère la grande
variabilité des documents de la base « 5 SIECLES » et également le seuil de détection très
exigeant, fixé à 90% de la surface des éléments omis pour cette expérience.
La décomposition de la base d’évaluation selon la nature des pages montre que les
performances de notre détecteur sont à peu près les mêmes sur les deux sous-bases d’éva-
luation. Selon le tableau 3.1, 84.6% des mots omis dans la base des pages mixtes sont
détectés avec une précision de 93,14%. Cette précision s’améliore sur les images des pages
textuelles puisque 83,7% des mots omis sont détectés avec une précision de 96,32%. On
peut expliquer cette tendance par la nature de certaines illustrations (comme les lettrines,
les illustrations au trait, etc.) qui ont des caractéristiques semblables à celles du texte, ce
qui biaise légèrement les résultats de notre approche.
En conclusion, d’après les résultats de cette évaluation quantitative, nous pouvons
déduire que les performances de notre approche sont intéressantes. Cependant malgré la
variabilité des documents de notre base d’évaluation, la taille de cette base peut être insuf-
fisante pour étudier correctement les performances de notre approche. D’où les évaluations
sur les autres bases. Mais avant de présenter ces résultats, nous présentons dans ce qui suit
les résultats d’évaluation de l’opération d’estimation des taux de couverture et de rejet
des documents.
(c) Evaluation de l’estimateur du taux de couverture de l’OCR
La procédure de détection des mots omis que nous avons développée dispose de deux
modes de fonctionnement. Elle peut être utilisée comme un outil de contrôle semi-automatique
qui propose au contrôleur de la BnF les pages des documents qui contiennent le plus d’er-
reur d’omission de mots. Elle peut aussi être utilisée comme un prédicteur du taux de
couverture réalisé par l’OCR sur les pages d’un document.
Dans cette partie, nous allons évaluer les résultats de notre approche en l’utilisant
comme un estimateur du taux de couverture. Le protocole d’évaluation que nous avons
employé commence donc par le calcul du taux réel de couverture des pages en se basant
sur la vérité terrain d’éléments manqués (V TEM).
Dans un second temps, nous estimons les taux de couverture des pages en utilisant
les résultats de détection des mots omis de notre approche. Enfin, une fois les données
d’évaluation obtenues, nous passons au calcul de la racine de l’erreur quadratique moyenne
pour évaluer la précision de nos estimations. Les valeurs de cette mesure sont présentées
dans le tableau 3.2.
Selon ce tableau, nous constatons, conformément aux résultats d’évaluation précédente,
que les prédictions de notre détecteur sont assez précises. En effet, les racines carrées de
l’erreur quadratique moyenne obtenues sur les estimations des taux de couverture sont
inférieures ou égale à 10% dans les différents intervalles de taux de couvertures étudiés.
De plus, nous remarquons que les erreurs d’estimation des taux de couverture obtenus
sur les taux qui sont supérieurs à 95% sont assez faibles (inférieur à 2%), ce qui réduit le
risque de fausses alarmes sur ces fichiers. Par exemple, si on considére que les documents
qui ont un taux de couverture inférieur à 98% de mauvaise qualité, on peut fixer le seuil
de couverture minimal à 97% puisque la RETC obtenue sur cet intervalle est inférieure à
1%.
Afin de visualiser le comportement de notre estimateur, nous présentons dans la figure
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RETC 0, 1042 0, 1015 0, 0895 0, 0487 0, 0383 0, 0206 0, 0148 0, 0113 0, 0066 0, 0039
Table 3.2 – Les racines carrées des erreurs quadratiques moyennes obtenues sur les esti-
mations des taux de couverture
Figure 3.22 – Distribution simultanée des taux de couverture réels et estimés
3.22 la distribution des pages selon leurs taux de couverture réels (points verts) et estimés
(points bleus). D’après cette figure, nous remarquons que les estimations des taux de
couverture sont précises sur presque l’ensemble des pages traitées par notre approche. En
effet, nous constatons que l’erreur d’estimation des taux de couverture est inférieure à 10%
dans la plus part des cas évalués par notre approche (sauf pour les 20 premières pages). De
plus, nous constatons que les estimations des taux de couverture suivent bien la variation
des taux réels. En effet, lorsqu’on a une diminution dans les taux de couverture réels,
on constate une diminution dans les taux de couverture estimés. Par conséquent, nous
pouvons déduire que même si les estimations de notre approche sont biaisées, l’utilisation
de ces taux dans une procédure de rejet automatique est envisageable.
(d) Evaluation de l’opération de rejet des documents
L’estimation des taux de couverture permet de contrôler la qualité des résultats de
segmentation des pages en rejetant ceux qui ne correspondent pas aux exigences de qualité
de la BnF. Pour cela, la BnF fixe dans les cahiers de charge des projets de numérisation de
masse un seuil minimal de couverture des documents. On procède au rejet des pages ayant
des taux de couverture inférieurs au seuil de rejet. Pour réaliser les expérimentations de
cette évaluation, nous avons employé deux seuils de rejet : le premier seuil, appelé seuil
effectif de rejet, est utilisé pour former la vérité terrain des pages à rejeter. En pratique,
c’est le seuil fixé par la BnF. Le deuxième seuil, appelé seuil expérimental de rejet, est
utilisé pour former les résultats expérimentaux de rejet des documents. En pratique, c’est
le seuil adopté par notre approche.
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Figure 3.23 – Performances de notre procédure de rejet automatique des documents en
variant le seuil de rejet expérimental des documents (de 80 à 99%) et pour différents
niveaux de qualité exigé (seuils effectifs de 95 à 99%).
En suivant cette démarche, nous procédons, dans un premier temps, à la formation de
la vérité terrain des pages à rejeter en fixant plusieurs seuils de rejet effectifs. Ceci nous
permet de visualiser le comportement de notre système à différents niveaux de qualité.
Ensuite, nous comparons les estimations de taux de couverture de notre approche aux
seuils de rejet expérimentaux de notre procédure d’évaluation. Une fois ces deux opérations
sont effectuées, nous alignons les résultats de rejet de notre approche avec la vérité terrain
des résultats de rejet ce qui nous permet de calculer par la suite les performances de notre
approche.
La figure 3.23 présente les allures des courbes de rappel/précision obtenus en variant
les valeurs des seuils expérimentaux par rapport à la vérité terrain obtenue avec les seuils
de rejet effectifs.
Les courbes de la figure 3.23 représentent la distribution des taux de rappel et de pré-
cision en variant le seuil de rejet expérimental des documents. Dans cette évaluation, les
seuils effectifs de rejet varient entre 95% et 99% alors que l’intervalle des seuils expérimen-
taux est compris entre 80% et 99%. Ce choix d’intervalle des seuils a été fait d’une part en
se basant sur les exigences de qualité de la BnF qui ne tolère pas plus de 5% de mots omis
dans les projets de numérisation de masse et d’autre part afin de mesurer les performances
de notre procédure de rejet des documents en prenant des seuils de rejet expérimentaux
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inférieurs et supérieurs aux seuils de rejet effectifs, ce qui détermine l’influence des erreurs
d’estimation.
D’après les résultats de l’opération de rejet de notre approche, nous constatons que
plus le seuil de taux de couverture expérimental est petit, plus le taux de rappel de
notre procédure de rejet de document est petit. Par exemple, pour un taux de couverture
expérimental de 80%, nous obtenons un rappel du rejet inférieur à 10% pour le système
pour lequel on souhaiterait un seuil de rejet effectif de 99%. Plus le seuil de rejet effectif est
proche du seuil de rejet expérimental, plus le rappel des documents rejetés est important.
En effet, pour le système correspondant à un seuil de rejet effectif souhaité de 90% (courbe
rouge), le rappel minimal, obtenu avec un seuil de rejet expérimental égal à 80%, est égal
à 60%.
Le rappel des systèmes de rejet des documents atteignent la valeur maximale (rappel
= 100%) en augmentant le seuil de rejet expérimental à 99%. Ces résultats sont logiques
puisque l’augmentation du seuil de rejet des pages entraine l’augmentation du nombre des
pages rejetées ce qui augmente le rappel du rejet des documents.
Par contre, contrairement au taux de rappel, l’augmentation des seuils expérimentaux
de rejet des documents entraine aussi la diminution du taux de précision. En effet, d’après
la figure 3.23, nous remarquons que les estimations des taux de couverture de la page sont
généralement sous-estimées. Par conséquent, l’augmentation du seuil de rejet des pages,
nous exposera plus aux fausses alarmes ce qui entraîne la diminution de la précision de
notre procédure de rejet des documents.
Les meilleures performances sont obtenues avec le système configuré avec un seuil de
rejet effectif égal à 95%. En effet, selon la distribution des résultats de ce système, nous
pouvons obtenir une précision de rejet supérieure à 90% avec un rappel égal à 70%. De plus,
nous pouvons couvrir la totalité des pages à rejeter (rappel = 100%) avec une précision
de rejet supérieure à 80%.
A travers cette analyse, nous constatons qu’il existe un compromis entre les taux de
précision des décisions de notre approche et les taux de rappel de l’opération de rejet
des pages. La meilleure configuration de taux de rejet effectif et expérimental est celle
qui garantit une bonne couverture des documents à rejeter toute en conservant une bonne
précision de l’opération de rejet des pages. Dans le contexte des projets de numérisation de
masse, les échéances de réalisation des projets rend les erreurs de rejet des documents très
couteuses. Ceci rend l’utilisation de notre système en mode de rejet automatique(précision
très importante) ou semi-automatique (précision assez bonne) envisageable.
Evaluation in situ à la BnF
Une base de 165 images n’est pas suffisante pour évaluer convenablement les perfor-
mances de notre approche. Nous allons présenter dans cette partie une procédure d’éva-
luation assistée par un opérateur réalisées sur les documents numériques produits dans le
cadre des derniers projets de numérisation de masse de la BnF. Pour tester notre approche
dans ce cadre d’une production de masse, nous avons mené une campagne d’évaluation au
sein du service de numérisation de la BnF.
Nous commençons par la présentation de l’outil d’évaluation que nous avons développé
et les protocoles expérimentaux que nous avons adopté pour évaluer les résultats de notre
approche. Ensuite, nous exposons la présentation et l’analyse des résultats d’évaluation.
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Figure 3.24 – Interface graphique : détection sur une image (gauche) et même image avec
zones masquées (droite).
Cette campagne d’évaluation a été effectuée sur des images de documents issues de la base
du journal officiel et de la base de presse pour avoir une visibilité du comportement de
notre approche sur plusieurs types de documents.
(a) Outil d’évaluation et protocole d’évaluation
Pour effectuer les tests, une interface graphique a été créée pour l’évaluation. Elle
permet d’obtenir les informations nécessaires pour calculer les métriques d’évaluation de
notre approche.
La figure 3.24 montre l’interface graphique mise en place afin d’effectuer les tests.
Elle a été pensée dans le but de compter (manuellement) le plus facilement possible les
éléments textuels omis par l’OCR : zones texte omis détectées par notre méthode (en rouge,
contenant des faux positifs) et zones de texte omises non détectées par notre méthode.
Les zones de texte trouvées par l’OCR (en vert) sont connues grâce au fichier ALTO.
Théoriquement, l’union de ces trois ensembles donne la totalité du texte de la page.
Deux sliders permettant d’indiquer les nombres de zones comptées sur chaque image
ont été mis à disposition de l’utilisateur (cf. figure 3.24). Afin de rendre les tests moins
fastidieux, l’application permet une sauvegarde des données déjà validées, ce qui permet
de ne pas effectuer les tests en une seule fois, ceux-ci étant long.
De plus, les zones qui nous intéressent étant réparties sur l’ensemble de la page, et
les images traitées ayant une grande taille, celle-ci doit être parcourue en entier afin de
trouver les zones à compter. Pour faciliter cela, nous avons permis de masquer les zones
déjà détectées par l’OCR (en vert), comme le montre la figure 3.24 droite, celle-ci ne nous
intéressant pas. Cela rend le comptage de zones omises par notre approche (zones non
surlignée) plus facile.
Nous enregistrons finalement dans des tableaux les informations de chaque image de
la base : le nombre de zones détectés comme étant omises par l’OCR (résultat de notre
approche), le nombre de zones réellement omises par l’OCR, le nombre d’élément oubliés
par notre méthode, ainsi que le nombre de zones détectées par l’OCR.
(b) Résultats d’évaluation
Nous avons appliqué deux protocoles d’évaluation qui nous ont permis d’examiner les
performances de notre approche dans deux modes de fonctionnement différents. Le premier
permet de vérifier la capacité de notre approche à détecter du texte omis. Le deuxième
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Rappel Précision
Base de presse 84, 62% 72, 74%
Base de journal officiel 81, 26% 89, 55%
Table 3.3 – Evaluation des résultats de notre approche sur la Base 5 siècles pour un seul
de détection de 90% de surface des éléments manqués.
mode de fonctionnement assure la vérification de la capacité de rejet automatique des
documents en utilisant le taux d’omission estimé de notre approche.
Sur la base de presse, notre approche est capable de détecter 84, 62% de texte omis avec
une précision de 72, 74%. Sur la base de Journal officiel, notre approche produit un rappel
de 81, 26% avec une précision de 89, 55%. Les performances de notre approche sur les
deux bases de document est donc acceptable. De plus, nous remarquons que les résultats
de notre approche sont sont meilleures sur les images du Journal officiel que sur la base
de presse. Ceci peut être dû aux particularités des images de presse, qui se distinguent par
des caractéristiques physiques plus détériorées que celles des images du Journal officiel.
Ainsi, les espaces entre les éléments textuels sont plus ou moins clairs sur les documents
de journal officiel alors qu’ils sont très restreints sur la presse. Cela peut engendrer des
défauts de fusion ou de scission de composants textuels dans les résultats de la procédure
de regroupement des pixels textuels de l’image. D’autre part, des défauts physiques tels
que défauts de transparence, lacunes de papier ainsi que déchirures sont omniprésentes
dans les documents de presse. Par contre, ils sont moins présents dans les collections des
documents du journal officiel. Ceci explique bien le fait que les résultats de détection des
mots omis sont plus biaisés sur les documents de presse que sur les documents du Journal
officiel.
5 Intégration de notre approche à la BnF
Comme nous l’avons montré dans la section 2 de ce chapitre, les documents numériques
produits passent par une opération de contrôle qualité dans laquelle la BnF vérifie la
structure des fichiers ALTO ainsi que la qualité des images et celle de la transcription
automatique des OCR. La méthode que nous proposons va s’intégrer dans ce processus
de contrôle de qualité de la BnF. Elle permettra aux contrôleurs de la BnF de vérifier
l’existence des mots omis dans les résultats d’OCR.
L’outil que nous proposons à la BnF peut être utilisé comme un moyen de contrôle
automatique ou semi-automatique. L’automatisation des résultats de rejet des documents
s’effectue en comparant le taux de couverture estimé de la page par rapport à un seuil
de couverture fixé a priori par le service de contrôle qualité de la BnF. Ce mode de
fonctionnement permet de rendre l’opération de contrôle des résultats de conversion des
documents totalement automatique et par conséquent rapide. Par contre, comme vu dans
la section 4.3, en suivant ce mode de fonctionnement, on s’expose plus aux faux rejets.
Pour limiter ce risque, nous proposons à la BnF une procédure de contrôle semi-
automatique qui se base sur une opération de déqualification collaborative des résultats
de l’OCR. Cette procédure commence par proposer aux contrôleurs de la BnF les pages de
document candidates au rejet automatique (ex. figure 3.25) pour qu’elles soient validées.
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Figure 3.25 – Résultat de l’approche de détection d’éléments omis : pages avec un taux
de couverture de l’OCR insuffisant
Pour cela, nous avons développé un outil qui permet de valider les résultats de détection
automatique de notre approche, à la manière de ce qui a été décrit dans la section 4.3. La
figure 3.26 présente l’interface que nous proposons pour annoter les erreurs d’omission de
mots. En se basant sur le retour d’expérience obtenu lors de la campagne d’évaluation de
notre approche, la conception de cette interface a été optimisée dans le but de faciliter la
procédure de vérification des zones candidates de l’image.
Cette interface d’annotation des mots omis est composée de deux fenêtres, la partie
à gauche présente les éléments qui ont été détectés par l’OCR. Nous pouvons également
contrôler l’affichage de ces éléments selon leurs types (mots, phrases, paragraphes, illus-
trations). La couleur d’affichage des mots varie selon les scores de confiance assignés par
l’OCR aux mots reconnus ce qui donne une visibilité sur la qualité des résultats de recon-
naissance des mots. Les boites englobantes vertes représentent les mots ayant des taux de
confiance supérieurs à 99%, les couleurs des boites rouges varient de plus clairs au plus
foncés en fonction des taux de confiance des mots. Le rouge foncé représente les mots ayant
un taux de confiance inférieur à 60% alors on utilise les boites rouges claires pour représen-
ter les mots ayant des taux de reconnaissance supérieurs à 90%. Dans la partie droite de
l’interface, nous affichons les résultats de l’opération de vérification de l’existence des mots
omis. Les mots omis sont affichés en rouge, les illustrations omises sont présentées en vert
alors que les régions vides (arrière-plan) sont non colorées. Les boîtes noires représentent
les mots détectés par l’OCR. Cette représentation des résultats de notre détecteur rend la
procédure d’annotation de comptage des mots omis intuitive.
Notre interface propose également une estimation des nombres des mots, des phrases
et des paragraphes omis dans la page traitée. On peut modifier ces nombres s’ils ne corres-
pondent pas à la réalité des éléments omis. D’autre part, pour simplifier la procédure de
vérification des résultats d’OCR, notre approche commence par le tri des résultats d’OCR
en fonction de leurs taux de couverture estimé. Cela signifie qu’elle propose au début de
l’opération de contrôle les pages qui possèdent les plus faibles taux de couverture. Cela
permet de traiter les pages des documents des plus douteuses au moins douteuses, ce qui
permet de rejeter les résultats de l’OCR plus rapidement en atteignant rapidement les
seuils de rejet des documents.
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Figure 3.26 – Outil de vérification semi-automatique des éléments de la page omis
6 Conclusion
Nous avons présenté dans ce chapitre une approche de détection des éléments textuels
omis dans les résultats de transcription automatique des documents numérisés dans le
cadre des projets de numérisation de masse. Les structures physiques transcrites par les
OCR commerciaux ne sont pas parfaites. Elles englobent généralement des erreurs de
fusion, de scission ou de typage d’éléments de la page. Ces erreurs sont détectées par
des processus de contrôle manuel ou automatique. Par contre, d’autres erreurs comme les
éléments textuels omis ne sont pas couvertes par ces procédures d’estimation de qualité.
D’où la nécessité d’une procédure de détection de mots omis.
La collection documentaire de la BnF est très variée. Elle englobe des documents ca-
racterisés par des caractéristiques physiques et typographiques très variables. Cela exige
l’utilisation de descripteurs génériques qui ne dépendent ni des caractéristiques typogra-
phiques des documents ni de leur mise en page. Les descripteurs de texture offrent ainsi
une description générique des éléments textuels. En effet, à échelle globale, les zones tex-
tuelles ont des propriétés texturales différentes des zones d’illustration ou de fond de page.
La direction principale de texture à différentes échelles est la même dans une zone de
texte, alors que dans des zones d’illustration ou de fond de page, cette direction principale
est variable à différentes échelles. De plus, la variance des directions principales est plus
importante sur les zones d’illustration que sur les zones de texte. La fréquence de transi-
tion des pixels foncés aux pixels clairs est une caractéristique déterminante pour les zones
textuelles. En effet, les zones textuelles ont généralement des fréquences de transition plus
importantes que les fréquences des zones d’illustration ou de fond de page.
De plus, nous avons adopté une méthodologie adaptative pour détecter les éléments
omis de la page. Cette méthodologie utilise les caractéristiques des éléments détectés par
l’OCR pour chercher dans les zones de fond de page des éléments semblables à ce qui
ont été détectés. Cette méthodologie se base sur l’hypothèse que l’opération de typage
des éléments de la page effectuée par un OCR est assez précise de telle façon que nous
pouvons utiliser ses résultats pour former des modèles de classification pour chaque classe
d’éléments de page. De ce fait, en utilisant ce principe d’apprentissage, nous avons rendu
notre approche adaptable aux caractéristiques typographiques des pages.
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Une fois les signatures des différents pixels de l’image obtenues, elles sont renvoyées par
la suite à quatre classifieurs SVM appris localement sur la page traitée. Chaque classifieur
est utilisé pour prédire la classe des pixels de fond de l’image en utilisant une stratégie un
contre tous. Après la classification des pixels, nous procédons à la formation des enveloppes
des éléments textuels détectés afin de pouvoir intégrer les résultats de notre approche dans
la procédure de contrôle qualité de la BnF.
Les résultats d’évaluation de notre approche ont montré que les performances de notre
détecteur sont assez bonnes, puisque 84,15% des éléments omis dans notre base d’éva-
luation sont détectés. De plus, la procédure de détection est précise puisque le taux de
précision de notre détecteur est égal à 94,73%. Le défaut principal de notre méthode ré-
side dans l’utilisation du résultat du typage automatique des éléments de la page, qui peut
biaiser l’opération d’apprentissage des classifieurs dans le cas où il y a des erreurs d’éti-
quetage. Pour résoudre ce problème et limiter l’effet de bruit dans la base d’apprentissage,
nous pouvons former nos classifieurs avec des données collectées sur plusieurs pages d’un
même document. Un autre problème réside dans le temps de traitement assez long (en
moyenne 7 minutes par page) qui est dû au parcours de tous les pixels de l’image de la
page induit par la technique de fenêtre glissante.
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Chapitre 4
Contrôle des résultats de
reconnaissance des caractères
1 Introduction
Au cours du chapitre précédent, nous avons présenté une approche de vérification qui
détecte les mots ou portions de mots omis par l’OCR lors de la segmentation des images
des pages. Outre ce premier type d’erreur, les résultats de l’OCR comportent également
des erreurs de reconnaissance. Cela nécessite l’application d’une procédure de contrôle
automatique des résultats de reconnaissance des caractères pour déterminer la qualité de
la transcription.
A la BnF, la qualité des résultats de l’OCR est exprimée à l’échelle des mots en
utilisant les scores de confiance « word confidence » calculés automatiquement par
l’OCR. Comme nous avons déjà eu l’occasion de le mentionner, cette approche à tendance
à surestimer la qualité des transcriptions produites car elle ne prend pas en compte les
mots oubliés. Ainsi ce n’est pas le taux de reconnaissance de caractères qui est estimé mais
plutôt la confiance dans la qualité des mots reconnus. La plupart du temps, l’OCR utilise
un dictionnaire pour valider les hypothèses de reconnaissance des caractères, et le score
de confiance mots est très vraisemblablement calculé en tenant compte de l’occurrence du
mot dans le dictionnaire. Ainsi, les mots hors-lexique vont avoir tendance à présenter des
scores de confiance plus faibles ou à être confondus avec le mot le plus proche présent dans
le dictionnaire. De plus, la méthode d’estimation des taux de reconnaissance utilisée dans
les projets de numérisation (fondée sur le word confidence) varie selon les prestataires et les
systèmes OCR utilisés, tandis que les performances à atteindre sont définies a priori dans
le cahier des charges avant le lancement des projets de numérisation. A la BnF, le contrôle
manuel des résultats des prestataires est réalisé sur des échantillons prélevés aléatoirement.
Par conséquent, la BnF ne maîtrise pas complètement la qualité des documents numériques
intégrés dans Gallica, ce qui peut menacer l’intégrité de sa bibliothèque numérique.
Ainsi que la qualité des résultats de reconnaissance fournis par les prestataires ne peut
être garantie complètement, la BnF, pour sa part, ne peut engager les moyens humains qui
seraient nécessaires pour les vérifier totalement. Cette situation milite pour que des moyens
de contrôle automatique soient conçus afin de traiter la masse des documents numérisés
chaque mois. La difficulté à développer un tel process de contrôle automatique tient d’une
part à la masse de documents à traiter, et d’autre part à la nécessiter de développer une
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méthodologie qui ne dépende pas d’une vérité terrain, dont on ne peut pas disposer par
définition.
Pour résoudre ce problème, nous proposons dans ce chapitre une approche automatique
d’estimation des taux de reconnaissance des caractères qui permet d’estimer la qualité des
résultats de l’OCR sans avoir recours à une vérité terrain ni à la détermination des erreurs
de reconnaissance. L’état de l’art a permis de mettre en évidence un ensemble de méthodes
de contrôle des résultats de reconnaissance. Ces méthodes caractérisent les résultats de re-
connaissance à l’aide de différents critères qui constituent souvent les caractéristiques d’un
système de rejet entraîné spécifiquement à détecter les erreurs de reconnaissance. L’ap-
proche que nous proposons s’inspire de ces méthodes dans le sens où nous cherchons aussi
à caractériser les résultats de reconnaissance à l’aide de différents indices. Ces indices vont
ensuite alimenter un système de prédiction de taux de reconnaissance des caractères à
l’échelle MACRO de la page, contrairement aux systèmes de vérification de reconnais-
sance de la littérature qui essayent de détecter les erreurs pour qualifier la qualité de
reconnaissance des caractères.
Ce chapitre va donc s’articuler comme suit : nous débutons par l’examen des causes
d’erreurs de reconnaissance des caractères. Nous poursuivons en présentant la méthodolo-
gie que nous avons développée. Nous exposons les différents descripteurs que nous avons
employés pour caractériser les résultats de reconnaissance de caractères ainsi que les ap-
proches de régression utilisées pour estimer les taux de reconnaissance de caractères. Enfin,
nous terminons cette section par la présentation des performances de notre approche ob-
tenues lors de la réalisation de différents scénarios d’évaluation.
2 Difficultés liées au contrôle de la reconnaissance
A la BnF, les résultats du processus de numérisation-transcription, stockés au format
XML ALTO, englobent à la fois la structure physique de la page, les mots reconnus par
l’OCR ainsi que les taux de confiance fournis par l’OCR. Ces taux de confiance servent
à certifier que la qualité de la transcription correspond à celle demandée dans le cahier
des charges, via l’estimation d’un taux de reconnaissance associé à la transcription ( puis-
qu’aucune vérité terrain n’est disponible pour évaluer sa qualité réelle). La valeur des taux
de confiance peut varier entre 0 et 1, par contre lors de la correction manuelle des résul-
tats de reconnaissance toutes les valeurs des taux de confiance associées aux mots sont
automatiquement positionnées à 1.
A la BnF, seuls les taux de confiance au niveau mot (word confidence) calculés par
les OCR sont considérés. Ces scores représentent donc le degré d’adéquation d’un résultat
de reconnaissance par rapport au modèle de langue et de formes utilisés par l’OCR. Ce-
pendant, la formule de calcul de ces taux de confiance n’est pas connue. Il est d’ailleurs
intéressant de remarquer que si le standard ALTO prévoit d’associer un taux de confiance
à chaque mot reconnu, elle n’en donne aucune définition. Finalement, ce score word confi-
dence est le seul paramètre externalisé par l’OCR et fourni à l’utilisateur pour lui servir
de paramètre de qualité du résultat de reconnaissance. Il n’est donc guère étonnant que
les études faites sur les résultats de ces processus de numérisation montrent que les perfor-
mances annoncées ne sont pas toujours conformes aux résultats réellement observés. D’où
la nécessité de vérifier la qualité de la reconnaissance.
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Nous avons montré dans la section « Etat de l’art » que les OCR sont devenus des
systèmes de plus en plus complexes composés par plusieurs étages de traitements. Chaque
étage applique un ensemble de traitements qui visent à améliorer au mieux la qualité
des résultats de reconnaissance. Du fait de l’agencement séquentiel de ces traitements, les
erreurs commises à chaque étage de traitement ont un impact direct sur les résultats de
la transcription automatique des mots. Des erreurs de binarisation peuvent déformer les
formes des caractères ; de même, des erreurs de segmentation peuvent causer des erreurs
de scission et de fusion des mots ce qui peut causer des erreurs dans les résultats finaux
de l’OCR.
Le mode de fonctionnement en « boîte noire » des OCR commerciaux rend l’analyse et
la détermination des sources d’erreurs difficiles. En effet, dans certains cas, nous trouvons
des séquences de caractères qui n’ont pas de sens et qui ne correspondent à aucun mot d’un
lexique susceptible d’avoir été appliqué à l’étage de post-traitement de l’OCR. D’autres
erreurs de reconnaissance conduisent de même à des transcriptions erronées. Ces erreurs
peuvent par exemple être causées par l’application abusive d’un modèle de langage. A cela,
il faut également ajouter que le comportement des OCR reste fortement dépendant des
documents fournis en entrée du processus. Par conséquent, il est souvent difficile d’affirmer
exactement quelle est la source d’erreur. Il semble donc vain de tenter de qualifier les sorties
de l’OCR vis-à-vis d’un ensemble d’erreurs typiques observées qui pourraient être détectées
par des procédures automatiques spécifiques.
Ce constat sur la relative imprévisibilité des erreurs de reconnaissance des OCR nous a
amené à développer une méthodologie pour laquelle nous n’avons pas cherché à exploiter
une typologie d’erreurs comme cela est fait traditionnellement dans la littérature. Nous
avons au contraire retenu une méthodologie plus globale et intégrant moins d’a priori pour
développer une solution d’estimation du taux de reconnaissance de l’OCR.
Par ailleurs, à la BnF, la granularité de la qualité de reconnaissance considérée dans
les projets de numérisation de masse n’est pas fine. Les taux de confiance annoncés dans
le fichier ALTO de la BnF sont obtenus en calculant les moyennes des taux de confiance
des mots qui se trouvent dans les pages. C’est par abus de langage qu’à la BnF on désigne
ce taux « taux de reconnaissance ». Ceci étant, dans les lignes qui suivent et qui décrivent
les pratiques de la BnF, nous gardons cette même dénomination. La méthode que nous
proposons dans cette partie s’attache à estimer le taux exact de reconnaissance des mots
qui est disponible sur les ensembles de documents qui ont été mis à notre disposition pour
cette étude. A la BnF, on distingue généralement deux qualités de résultats d’OCR : la
qualité brute, et la qualité supérieure « HQ ». Les taux de reconnaissance estimés lors
du processus de transcription automatique varient généralement entre 60% et 98%. En
revanche, pour les documents en qualité HQ, les taux de reconnaissance exigés doivent
être supérieurs à 99, 95%. Le coût de la transcription des documents en qualité HQ est
presque le double du cout de transcription des documents en qualité brute. A cause des
contraintes financières, la majorité des documents numériques de la BnF sont transcrits
en qualité brute.
Pour la BnF, et dans le cas d’une numérisation « brute », il n’y a aucune différence entre
un document converti avec un taux de 60% et un autre document qui serait converti avec un
taux de 98%. On voit bien que dans cette stratégie de numérisation « brute », la précision
sur le taux de reconnaissance n’est pas vraiment primordiale. Ce constat nous amène à
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penser qu’il n’est donc pas nécessaire de détecter exactement les erreurs de reconnaissance
dans les résultats de l’OCR, (quant bien même cela serait envisageable en mettant en
oeuvre un système de rejet). C’est pourquoi nous proposons dans cette partie plusieures
méthodes originales d’estimation du taux de reconnaissance qui s’attachent à qualifier les
résultats de l’OCR à l’échelle de la page ou du document tout en s’affranchissant du score
de confiance fourni par l’OCR qui n’est pas un paramètre clairement défini.
3 Estimation du taux de reconnaissance
Nous avons donc fait le choix de développer une approche visant à évaluer la qualité de
la transcriptions des caractères en utilisant un processus que nous qualifions de « macro
» procédant au niveau de la page ou d’un ouvrage et permettant d’apporter une réponse
qualitative quant à la qualité de la transcription (l’OCR a produit des résultats médiocres,
satisfaisants, très satisfaisant, exceptionnels, etc.). Naturellement, plus cette réponse sera
précise et proche du taux de reconnaissance exact et plus la méthodologie développée sera
jugée pertinente.
Ainsi, nous avons cherché à construire une nouvelle méthodologie (jamais abordée
dans la littérature à notre connaissance) en cherchant à caractériser du mieux possible
les qualités et les limites de cette méthodologie. Au lieu de tenter de détecter les mots
incorrects dans les résultats de l’OCR, nous proposons une démarche qui caractérise le
comportement de l’OCR sur la page et qui exploite cette caractérisation pour déduire la
performance que réaliserait un OCR sur la page. Les principes qui nous ont guidés dans
la construction de notre méthodologie peuvent s’énoncer comme suit :
1. Au lieu de tenter de détecter les mots ou les caractères incorrects dans les résultats
de l’OCR comme cela se fait habituellement, nous avons fait le choix de développer
une procédure visant à évaluer la qualité de la transcription à un niveau macro (au
niveau de la page ou d’un ouvrage), en nous basant sur les spécificités de l’ensemble
des caractères.
2. Nous limitons notre approche à la caractérisation du comportement d’un OCR rela-
tivement à un corpus déterminé. En effet, de la même façon qu’il n’existe pas d’OCR
universel, il nous semble impossible de construire un système qui fonctionne sur tous
types de documents sans adaptation spécifique.
3. L’estimateur de qualité pourra être adapté à chaque corpus et en fonction de l’OCR
prestataire utilisé. L’adaptation se fera par l’introduction d’une étape de calibra-
tion du système. Cette étape consistera en la production d’un échantillon étiqueté
du corpus (production d’une vérité terrain en quantité limitée par des opérateurs)
puis en l’apprentissage de la procédure de contrôle. Cette démarche s’inscrit parfai-
tement dans le processus que souhaite mettre en place la BnF avec ses prestataires,
processus qui prévoit la fourniture de données étiquetées (vérité terrain) pour une
certaine fraction des corpus traités. Nous allons donc employer cette vérité terrain
pour produire des données qui serviront à l’étalonnage.
4. Nous souhaitons développer une méthodologie qui s’affranchisse le plus possible des
dictionnaires et modèles de langage, car ces ressources ne sont pas toujours dispo-
nibles et il existe parfois des variations locales qui peuvent mettre en défaut les OCR
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et qui pourraient donc faire de même avec une procédure de contrôle, la rendant ainsi
inefficiente.
5. Nous souhaitons développer une méthodologie qui s’affranchisse également de connais-
sances typographiques car elles nécessitent une expertise trop longue et coûteuse.
Pour répondre à ces exigences pragmatiques, nous proposons donc d’élaborer une mé-
thodologie visant à construire un système de vérification adapté à chaque type de corpus
et en fonction des besoins des futurs marchés de la BnF. Cette méthodologie nous a
amené à explorer quatre approches d’estimation du taux de reconnaissance de caractères.
La présentation de ces approches est réalisée dans l’ordre chronologique que nous avons
adopté pour mener nos expérimentations. La première procédure d’estimation du taux de
reconnaissance s’appuie sur le principe d’isogénie des formes des caractères d’un même
document ou corpus (les mêmes caractères sont représentés par les mêmes formes de po-
lices). La deuxième procédure que nous avons explorée s’appuie sur l’utilisation d’un OCR
tiers qui sert de référence relative en l’absence de vérité terrain. Ces deux estimateurs
utilisent une procédure de régression polynomiale pour estimer les taux de reconnaissance
des caractères. Le choix du degré du polynôme est très important pour garantir la qua-
lité des résultats d’estimation des taux de reconnaissance. Pour optimiser ce choix nous
avons utilisé l’indicateur de Mallow qui est une estimation de l’erreur quadratique moyenne
de prévision. Le troisième estimateur exploite simultanément les propriétés d’isogénie et
l’alignement sur un OCR tier. L’utilisation de ces deux descripteurs permet d’examiner
la complémentarité des deux familles de caractéristiques. L’estimation du taux de recon-
naissance est réalisée en utilisant une régression à base de vecteurs supports (Support
Vector Regression). Enfin, le quatrième estimateur est une version modifiée du troisième
estimateur. Elle emploie une procédure de sélection des documents de la base d’apprentis-
sage qui permet de spécialiser l’estimateur pour chaque document traité. Cette procédure
d’adaptation offre la possibilité de généraliser le système à de plus grandes collections de
documents (par rapport à l’ensemble réduit qui a été utilisé pour les expériences réalisées
dans cette thèse), en exploitant un historique actualisé des corpus déjà traités. Cette ul-
time approche, qui est la plus aboutie de ce travail est donc générique dans sa démarche,
et adaptable aux différents besoins.
L’ensemble des procédures d’estimation que nous proposons dans ce travail utilise le
schéma de traitements suivant :
1. Préparation des données d’apprentissage soit par la segmentation des caractères des
mots, soit par l’utilisation d’un deuxième OCR.
2. Description des résultats de reconnaissance des caractères produits par le prestataire.
3. Apprentissage des estimateurs de taux de reconnaissances des caractères.
4. Estimation des taux de reconnaissance des caractères.
3.1 Approche par contrôle de l’isogénie des caractères
Cette approche exploite le principe d’isogénie des caractères au sein d’un même do-
cument pour déterminer dans quelle mesure les mêmes caractères reconnus présentent le
même aspect. En effet, la variabilité des formes des caractères appartenant à la même
classe représente une information pertinente pour estimer l’exactitude des résultats de
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Figure 4.1 – Etapes des traitements de l’approche d’estimation des taux de reconnaissance
de caractère qui utilisent les distances intraclasses de caractère
reconnaissance. En principe il doit y avoir une faible variabilité des formes au sein d’une
même classe [SBZ03]. D’après Xiu et al. [XB12] les déformations des formes de caractères
peuvent engendrer des erreurs de reconnaissance de caractères qui peuvent se répéter à
différents endroit dans l’image et dans l’ensemble du document. Ceci signifie que plus la
différence entre les formes des caractères appartenant à la même classe est importante plus
nous risquons d’avoir des confusions dans les résultats de l’OCR.
Pour tenter d’exploiter ce principe nous avons développé une approche qui procède
selon le schéma de la figure 4.1. Dans une première étape, nous exploitons les résultats de
reconnaissance fournis par les prestataires et sauvegardés au format ALTO pour extraire
les lignes de texte reconnues et localiser les caractères dans les lignes. Il faut souligner ici
qu’une étape de détection des caractères est mise en place car la position des caractères
reconnus n’est pas renseignée dans les fichiers ALTO. Seules les positions des mots sont
renseignées. Pour chaque mot on cherche donc à aligner la séquence de caractères recon-
nus sur les pixels de l’image du mot. On utilise pour cela un système de reconnaissance
développé dans le cadre du projet NAVIDOMASS par Kamel Ait Mohand dans le cadre
de sa thèse [AM11] et qui permet, en l’utilisant dans un mode de fonctionnement dit par
alignement forcé, de réaliser la segmentation en caractères recherchée.
Caractéristiques d’isogénie des formes des caractères
Dans une deuxième étape, nous exploitons l’alignement obtenu pour regrouper classe
par classe les images des caractères de la page. Le degré d’isogénie de chaque classe de
caractère Isgc est alors estimé en calculant la distance de Hamming moyenne pour la classe
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« c » selon la formule 4.3. Dans cette formule, la distance de Hamming est calculée sur les
bitmaps des caractères qui sont préalablement ramenés à une taille normalisée (15× 15).
Pour appliquer cette distance, nous commencons tout d’abord par la formation de l’image
de référence « a » de chaque classe de l’alphabet. Cela va nous servir à comparer les images
des caractères avec leurs formes moyennes respectives de la page. Nous formons donc les
images de référence en calculant la moyenne de toutes les images « b » appartenant aux






Pour calculer la distance de Hamming entre une image de caractère b et une image de
référence a, nous avons utilisé l’équation 4.2 où Lc est le nombre de caractères appartenant
à la classe « c », n est le nombre de caractères de l’alphabet qu’on cherche à vérifier.
L’opérateur ⊕ désigne le ou exclusif qui permet de déterminer les différences entre les
valeurs des pixels des deux images. Par conséquent, d(a, b) désigne le nombre de pixels
différents entre une image de caractère et l’image de référence de sa classe.
∀b ∈ F b = (bi)i∈[0,n−1] et a = (ai)i∈[0,n−1] dl(a, b) =
n−1∑
i=0







Finalement l’indice d’isogénie moyen est calculé selon la formule 4.4 sur le document






avec NC = 26 (4.4)
La dernière étape des traitements de ce prédicteur exploite l’indice d’isogénie pour
estimer le taux de reconnaissance de la page. Pour cela, on recourt à un modèle numé-
rique de prédiction constitué d’une régression polynomial dont les paramètres (ordre du
polynôme et valeurs des coefficients) sont optimisés sur un ensemble de documents d’ap-
prentissage et pour lesquels on dispose du taux réel de reconnaissance de caractères. Cette
procédure d’apprentissage est réalisée en utilisant une procédure de validation croisée et
une technique de grid search.
La figure 4.2 représente la distribution d’un échantillon de 230 pages le taux de re-
connaissance des caractères et la distance moyenne intra-classe de caractères. D’après
cette représentation, nous constatons pour la plupart des pages de cet échantillon, plus
les indices d’isogénie moyen sont faibles plus les taux de reconnaissance de caractères sont
importants. Ceci signifie l’existence d’une relation de corrélation entre ces deux variables.
Par contre, certaines pages sont caractérisées par des faibles taux de reconnaissance et des
faibles indices d’isogénie. Ces exemples sont trés difficiles à traiter et causent généralement
des erreurs d’estimation considérables.
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Figure 4.2 – Représentation de 230 pages selon le taux de reconnaissance des caractères
et la distance moyenne intra-classe de caractères.L’axe d’abscisse représente les distances
moyennes intra-classes de caractères, l’axe des ordonnées représente des taux de désaccord.
Figure 4.3 – Un exemple de résultat d’alignement des caractères des mots de l’OCR des
prestataires (en haut) avec les caractères des mots de l’OCR de validation (en bas). Au mi-
lieu, les opérations d’éditions nécessaires (M=matching ; S=Substitution ; D=suppression).
Les cadres rouges représentent les caractères en désaccord entre deux OCR.
3.2 Approche par alignement sur un second OCR
Dans cette approche nous tentons de nous rapprocher des approches classiques d’es-
timation de performances qui utilisent une vérité terrain. Comme nous ne disposons pas
d’une telle vérité terrain, nous créons une pseudo vérité terrain qui va être fournie par
un second OCR. Il devient alors possible de caractériser les résultats de reconnaissance
par rapport à ceux de l’OCR auxiliaire en procédant à l’alignement des résultats de l’un
sur l’autre (figure 4.3). Ces statistiques vont ainsi constituer des descripteurs à partir
desquels nous allons tenter de faire une prédiction du taux de reconnaissance. Lors des
expérimentations que nous avons réalisées dans cette partie, nous avons utilisé l’OCR qui
a été conçus dans le cadre du projet NAVIDOMAS par Kamel Ait Mohand. Ce système
procède à la reconnaissance des caractères sans utiliser de connaissances lexicales, les ré-
sultats qu’il fournit ne sont donc pas biaisés par des post-traitements linguistiques ce qui
assure à notre méthode une certaine robustesse vis à vis de ces phénomènes.
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La figure 4.4 présente le schéma des traitements de cette approche. La procédure
commence par une étape de préparation des données qui se traduit par l’application du
deuxième OCR sur les images des documents à vérifier. Pour simplifier l’opération de mise
en correspondance des résultats des deux OCR, nous utilisons les structures physiques des
pages obtenues par l’OCR du prestataire pour produire les transcriptions du deuxième
OCR. Cela signifie que les deux résultats de reconnaissance de caractères sont obtenus à
partir du même processus de segmentation des documents. L’alignement des deux OCR
met en oeuvre les opérations d’édition usuelles (Ajout, Suppression, Substitution) pour
produire les données d’alignement. Cette procédure est similaire à celle qui est réalisée lors
de l’alignement sur la vérité terrain. L’alignement réalisé permet d’obtenir une description
complète des zones de texte qui coïncident, des caractères insérés, des caractères omis ainsi
que des caractères substitués. A partir de ces résultats d’alignement, nous extrayons une
caractéristique globale qui permet de décrire les résultats de reconnaissance à l’échelle de
la page ou du document. Cette caractéristique est basée sur le taux de désaccord par classe
de caractères obtenu dans le fichier OCR de prestataire. Il est défini par l’équation 4.5.
On déduit ensuite le taux de désaccord moyen sur une page qui est la moyenne des taux
de désaccord par classe de caractères dans la page, (équation 4.6).
Les caractères minuscules sont plus présents que les caractères majuscules ou chiffres
dans les documents de la BnF. Par conséquent, pour former la signature des désaccords
de chaque page, nous avons choisi de ne traiter que les caractères minuscules pour calculer
le taux moyen de désaccord.
p(δi) =
nombre des caractères δi en désaccords
nombre de caractères δi
(4.5)







La dernière étape de cette méthode exploite la caractéristique ainsi obtenue pour es-
timer le taux de reconnaissance de la page. Pour cela on utilise à nouveau un système
de prédiction qui modélise la relation qui existe entre le taux moyen de désaccord entre
les deux OCR et le taux de reconnaissance. La figure 4.5 représente la distribution d’un
échantillon de 230 pages selon le taux de désaccord des OCR et de reconnaissance de
caractère. Nous constatons que cette distribution suit une allure non-linaire décroissante.
En effet, plus les taux de désaccord sont importants moins les taux de reconnaissance
de caractères sont bons. Certaines pages présentent des taux de désaccord supérieurs à
50% alors que leurs taux de reconnaissance sont supérieurs à 90%. Ces pages vont être
difficiles à traiter et elles vont causer des erreurs considérables d’estimation. Par contre,
le nombre des pages présentant ce défaut est minoritaire, ce qui signifie l’existence d’une
relation de corrélation entre ces deux variables. En se basant sur cette distribution, nous
avons employé un modèle de régression polynomial pour modéliser cette relation. Comme
dans l’approche précédente, nous avons utilisé une procédure de calibrage qui permet de
déterminer le degré du polynôme de régression.
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Figure 4.4 – Etapes des traitements de l’approche d’estimation des taux de reconnaissance
de caractères qui utilise les taux moyens de désaccord
Figure 4.5 – Représentation d’un échantillon de 230 pages selon le taux de reconnaissance
des caractères et le taux de désaccord entre l’OCR BnF et l’OCR de validation. L’axe des
abscisses représente les taux moyens de désaccord, l’axe des ordonnées représente les taux
de reconnaissance des caractères.
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3.3 Combinaison des caractéristiques
La troisième approche que nous avons développé combine les deux approches précé-
dentes et exploite donc les deux caractéristiques calculées : taux de désaccord et taux
d’isogénie des caractères. A titre d’illustration, la figure 4.6 présente la distribution d’un
échantillon de 230 pages selon leurs taux de désaccord et leurs distances moyennes intra-
classe des caractères. Les pages de cet échantillon sont sélectionnées aléatoirement à partie
de notre base de validation. Les couleurs des points indiquent la valeur du taux de recon-
naissance des caractères. Sur cette figure, nous remarquons que les pages présentant de
faibles taux de reconnaissance sont situées dans le coin supérieur droit. Les pages ayant
de bons taux de reconnaissance sont concentrées en majorité autour de l’origine des deux
axes, ce qui signifie que la majorité des taux de reconnaissance sont caractérisés par de
faibles taux de désaccord et de faibles distances moyennes.
Les documents ayant de forts taux de reconnaissance et de forts taux de désaccord
présentent de faibles distances moyennes intra-caractère. De même les documents ayant
des forts taux de reconnaissance et des fortes distances moyennes sont caractérisés aussi
par un faible taux de désaccord. Par conséquent, nous pouvons déduire que l’utilisation
conjointe de ces deux caractéristiques résout en partie le problème des deux approches
précédentes. Ceci devrait rendre les estimations de cette troisième approche plus précises.
Le régresseur polynomial simple n’est pas assez robuste pour donner des estimations
fiables du taux de reconnaissance. C’est pour cela, nous nous sommes tournés vers un mo-
dèle de régression à base de vecteurs support (Support Vector Regression). Cet algorithme
de prédiction est une généralisation de l’algorithme de classification SVM (Support Vector
Machine) sur des problèmes d’estimation des valeurs de variables. Il opère généralement
dans des espaces de caractéristiques de grandes dimensions pour former des fonctions de
prédiction développés sur un sous-ensemble de vecteurs de support. La première version
de l’algorithme de SVR a été proposée par Vapnick et al dans [VGS96] en 1996. Cet
algorithme est caractérisé par deux notions qui sont :
1. La notion du noyau de transformation qui permet de projeter l’espace des caracté-
ristiques des données dans un espace de plus grande dimension ;
2. La notion d’hyperplans à marge maximale qui permet de calculer une fonction de
coût en utilisant les données d’apprentissage qui se trouvent en dehors d’une marge
de taille 
Cette méthode pose les mêmes difficultés que pour l’approche de classification SVM et
qui sont liées :
– au choix des paramètres du régresseur SVR comme la taille de la marge, le type
d’algorithme de régression (epsilon-SVR ou nu-SVR), le choix de la fonction noyau
qui assure la transformation de l’espace des caractéristiques ;
– à la taille de l’espace de représentation des données d’apprentissage qui peut provo-
quer une chute de performances lorsqu’il est trop grand, même si, dans la théorie,
les SVM sont censés avoir une bonne performance sur des espaces de grande taille.
Dans notre approche, le deuxième problème évoqué ne se pose pas puisque nous n’uti-
lisons que deux variables. Par ailleurs, pour surmonter la première difficulté, nous avons
adopté une procédure de recherche de paramètres qui assure l’étalonnage des modèles de
régression en utilisant la technique de grid search qui effectue l’optimisation des hyper-
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Figure 4.6 – Distribution de 230 pages tirées de façon aléatoire en fonction des taux de
désaccord et des distances intra-classe de caractère. Les points rouges correspondent aux
pages ayant des forts taux de reconnaissance. Les points bleus correspondent aux pages
ayant des faibles taux de reconnaissance.
paramètres du modèle de régression en fonction d’une liste de paramètres fixée a priori.
Dans notre travail, nous avons optimisé les paramètres suivants :
1. Noyau de transformation, nous avons testé les noyaux linéaire, polynomial, bayésien
(RBF) et sigmoïde,
2. Taille de marge de l’hyperplan  qui définit l’intervalle des erreurs d’estimation tolé-
rées. Ceci signifie que toute erreur plus petite que  ne requiert pas une valeur non
nulle de l’erreur ξi et ne doit pas être prise en compte par la fonction objectif,
3. Le coût, C, qui contrôle le compromis entre la tolérance des erreurs d’estimation et
l’utilisation d’une marge rigide pendant l’étape d’apprentissage des modèles de ré-
gression. L’utilisation de ce paramètre entraîne la création d’une marge souple pour
tolérer des erreurs d’estimation. L’augmentation de la valeur de C cause l’augmen-
tation du coût des mauvaises estimations ce qui force la création d’un modèle plus
précis. Ceci peut influencer la capacité de généralisation de l’estimateur.
En plus de la technique de grid search, nous avons appliqué la technique de validation
croisée qui nous permet de valider le choix des hyperparamètres du modèle de régression en
répétant les expériences k fois. Pour réaliser cette procédure d’optimisation, nous avons
décomposé la base d’évaluation en quatre parties de façon à ce que les documents qui
appartiennent à chaque partie soient sélectionnés de façon aléatoire et exclusive. A chaque
itération, nous choisissons k − 1 portions pour l’apprentissage des modèles de régression
et une portion pour le test. De plus, en parcourant les listes des valeurs des paramètres
de la fonction de régression, nous calculons l’erreur quadratique moyenne obtenue avec
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chaque combinaison des valeurs des paramètres. Ensuite, nous conservons la combinaison
qui assure l’erreur quadratique minimale.
3.4 Approche par filtrage des données d’apprentissage
Les approches d’estimation des taux de reconnaissance précédentes utilisent une fonc-
tion de régression apprise sur l’ensemble des documents de la base d’apprentissage fournis
par l’utilisateur au début de chaque opération de contrôle. Cette démarche possède deux
inconvénients majeurs. D’une part, l’utilisation de la totalité des documents pendant l’ap-
prentissage rend cette tâche complexe surtout dans le cas où la base d’apprentissage est
hétérogène (ce qui est presque toujours le cas dans les projets de numérisation de masse).
D’autre part, l’opération de création de la base d’apprentissage, qui doit être semblable
aux images des documents à vérifier, doit être renouvelée régulièrement, idéalement pour
chaque docment numérisé. Cela engendre donc un travail supplémentaire pour mettre en
oeuvre la vérification. En pratique, il n’est pas évident de produire une base d’apprentis-
sage représentative de la totalité des documents qui seront traités lors de la réalisation
des projets de numérisation de masse. En effet, des difficultés techniques et économiques
compliquent la production d’une base d’apprentissage conséquente et représentative de
l’ensemble des pages traitées dans le cadre des projets de numérisation de masse.
Pour résoudre le problème de la représentativité des données d’apprentissage et maî-
triser la phase de définition des modèles de régression en fonction des documents à vé-
rifier, nous proposons une technique de filtrage des documents avant la réalisation de la
phase d’apprentissage. L’objectif de cette procédure est de sélectionner uniquement les
documents ayant des caractéristiques semblables à celles des documents traités. Ainsi,
l’opération d’apprentissage du modèle de régression est réalisée pour chaque page pour
laquelle une estimation du taux de reconnaissance est requise. Cet apprentissage est donc
dédié à la page courante et dépendra essentiellement de ses caractéristiques. Ceci rend
cette approche d’estimation parfaitement adaptable à la volée aux documents traités, bien
que moins rapide. Puisque les procédures de caractérisation des résultats de l’OCR sont
identiques à celles de la méthode précédente, nous allons nous contenter de présenter la
procédure de sélection à la volée des documents utilisés pour entraîner le régresseur.
En suivant le principe des moteurs de recherche d’information, nous allons mettre en
œuvre une méthode d’indexation des documents de la base d’apprentissage en utilisant les
profils de résultats de l’OCR prestataire. Chaque page est caractérisée par une signature
composée par les x confusions les plus fréquentes. Ces confusions ne portent que sur les
caractères minuscules et majuscules qui sont très présents dans les documents (les chiffres
sont plus rares, notamment dans les monographies et journaux). Cette restriction permet
de garantir la qualité de la signature des pages pour la tâche qui nous intéresse ici.
Le nombre x de confusions utilisé pour former la signature de la page est un paramètre
très important dans notre approche. En effet, d’après la figure 4.7 plus le nombre de
confusions est important moins il est possible de trouver des pages similaire dans la base
d’apprentissage. Ce résultat est logique puisque l’augmentation du nombre des confusions
rend la requête de sélection des documents plus sélective. Dans ce cas nous obtenons des
exemples plus semblables à la page à vérifier mais moins nombreux. La contrepartie est que
nos prédicteurs perdront leurs capacités de généralisation. Le nombre optimal de confusions
sera celui qui garantira une bonne qualité des estimations des taux de reconnaissance.
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Figure 4.7 – Variation de l’erreur quadratique moyenne et du nombre des pages d’ap-
prentissage en fonction du nombre des paires de désaccord qui constituent la signature de
la page.
La procédure d’optimisation du nombre des confusions x est réalisée par une approche
de validation croisée en 4 plis. Pour chaque itération, nous utilisons une seule partie pour
tester notre approche et les trois autres pour apprendre notre modèle de régression avec
une valeur du nombre de confusions x donnée. Les performances du système pour cette
valeur de x sont données par la moyenne des performances sur les 4 parties. Nous avons
fait varier x de 1 à 10 confusions les plus fréquentes. Finalement, un profil de page composé
des trois confusions les plus fréquentes permet d’obtenir dans 97, 3% des pages testées une
estimation du taux de reconnaissance avec une erreur quadratique moyenne égale à 4, 71%.
Par conséquent, tout au long de cette étude, nous allons employer ce nombre de paires de
désaccord dans toutes les expérimentations de cette approche.
4 Evaluation
Pour évaluer nos différentes approches, nous avons employé la base « 5 SIECLES »
que celle qui a été utilisée pour la détection des mots omis. Cette base de document est
très particulière. D’une part elle couvre 5 siècles d’imprimerie ce qui signifie qu’elle est
composée de documents anciens caractérisés par des défauts physiques et des difficultés
linguistiques, et de documents récents de bonne qualité. De plus, elle englobe différents
types de polices (Gothique), de mises en page (textes normaux ou à double colonnes),
de langues (latin, français, allemand), de graphiques (tramés et avec traits). Toutefois,
la politique de numérisation de la BnF favorisant la numérisation des documents dont le
support est de bonne qualité, le nombre de documents difficiles est minoritaire par rapport
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Figure 4.8 – Distribution des taux de reconnaissance des caractères de la base des docu-
ments d’évaluation
au nombre des documents de bonne qualité.
Les caractéristiques physiques et typographiques des documents de mauvaise qualité
sont très variables. Cependant, les images des documents faciles sont généralement de
meilleure qualité que les images de la base des documents difficiles. Les typographies
de ces documents ainsi que leur mise en page sont généralement uniformes. La langue
utilisée dans les documents récents est la langue française moderne gérée par la plupart
des systèmes d’OCR commerciaux. Par contre, la langue employée dans les documents
anciens est le vieux français ainsi que d’autres langues latines. De ce fait, les documents
récents ne causent pas beaucoup de difficultés à l’OCR alors que la reconnaissance des
caractères des documents anciens est difficile. La figure 4.8 présente simultanément la
distribution des taux de reconnaissance des caractères des pages récentes et anciennes.
D’après cette figure, les documents récents sont reconnus avec des taux de reconnaissance
supérieur à 90%. Par contre, les taux de reconnaissance des documents difficiles sont plus
faibles. En particulier, une cinquantaine ont des taux de reconnaissance inférieurs 80%.
Afin d’évaluer les résultats de nos approches, nous avons analysé les résultats d’estima-
tion des taux de reconnaissance de nos approches en employant en même temps les bases
des documents faciles et difficiles. Ceci nous a permis de déterminer le comportement et
les performances de nos prédicteurs sur une base de documents hétérogène semblable à
celle qui est traitée dans les projets de numérisation de masse.
Afin de déterminer la capacité de notre approche dans un contexte de contrôle des
résultats de reconnaissance, nous avons également utilisé les estimations de la quatrième
approche pour réaliser un système de rejet automatique des documents par rapport à un
seuil de qualité fixé au préalable par la BnF.
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4.1 Métriques pour l’évaluation des performances
Analyse des erreurs d’estimation des taux de reconnaissance
Pour pouvoir évaluer les performances des approches d’estimation des taux de recon-
naissance, il nous semble important de rappeler ici les propriétés des fonctions d’estimation
afin de déterminer par la suite les métriques adéquates pour notre contexte.
En statistique, l’estimation est la procédure permettant d’inférer la valeur d’une va-
riable obtenue à partir d’un échantillon créé par exemple lors de la réalisation d’un sondage.
L’estimation d’un paramètre de la population peut être faite de deux façons :
1. Estimation ponctuelle : définie par une valeur unique d’une statistique. Par exemple,
la moyenne d’un échantillon x est une estimation ponctuelle de la moyenne d’une
population µ.
2. Estimation par intervalle : consiste à calculer, à partir d’un estimateur choisi θ̂n, un
intervalle dans lequel il est vraisemblable que la valeur correspondante du paramètre
se trouve.
L’utilisation fréquente des estimateurs ponctuels fait que l’on souhaite qu’ils possèdent
certaines propriétés. Ces propriétés sont importantes pour choisir le meilleur estimateur qui
s’approche le plus possible du paramètre à estimer. Traditionnellement, on peut qualifier
la qualité d’un estimateur en fonction du biais d’estimation défini par l’équation 4.7 et par
la variance de l’estimation définie par l’équation 4.8.
B(θˆn) = E(θˆn)− θ (4.7)
V AR(θˆn) = E[(θˆn − E(θˆn))2] (4.8)
L’erreur quadratique moyenne est un outil très utile dans la comparaison de plusieurs
estimateurs. Elle peut être exprimée en fonction du biais d’estimation et de la variance (cf.
équation 4.9). Un estimateur de bonne qualité est un estimateur sans biais et de variance
très faible. La convergence de l’estimateur est aussi un indicateur assez fiable sur la qualité
de l’estimateur. Un estimateur θ̂n est convergent si sa distribution tend à se concentrer
autour de la valeur inconnue à estimer en augmentant la taille de l’échantillon traité.
MSE(θˆ) = Biais(θˆ)2 + V ar(θˆ) (4.9)
Par conséquent, pour s’assurer de la fiabilité de nos estimateurs, il faut que ces proprié-
tés soient vérifiées par les estimateurs que nous avons développés. Comme nous le verrons
dans la section 4.2, les estimations de nos approche sont asymetriques et ne suivent pas
une loi normale. Par conséquent, on ne peut donc pas déduire des moments d’ordre un et
deux ni déterminer l’intervalle de confiance de nos estimateur.
Qualitativement, la forme « piquée » des histogrammes plutôt que « en cloche » est un
indicateur du très bon comportement du prédicteur. Par conséquent pour évaluer la préci-
sion des estimations, nous avons analysé les erreurs d’estimation commis par nos approches
en utilisant une analyse des centiles d’erreur d’estimation qui nous a permis d’étudier la
distribution des erreurs d’estimation en éliminant les résultats extrêmes. La première mé-
trique que nous avons examiné dans cette évaluation est l’étendue des intervalles d’erreurs
d’estimation. Ceci nous donne une idée de l’importance des erreurs d’estimation obtenues
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à chaque proportion des centiles d’erreurs. Nous avons utilisé comme deuxième indicateur







La RMSE caractérise la « distance » entre les valeurs réelles « yi » et estimées « f (xi)
» des taux de reconnaissance. Plus la valeur de RMSE est faible plus les estimations de
nos prédicteurs sont précises.
La troisième métrique dans notre évaluation est le coefficient de corrélation quadra-
tique (r-squared) défini par l’équation 4.11. Ce coefficient permet de mesurer l’intensité
de la liaison entre deux caractères quantitatifs. C’est donc un paramètre important dans
l’analyse de régression. D’après l’équation 4.11, nous constatons qu’en alignant les taux
estimés avec les taux réels, nous pourrons vérifier l’existence de liaisons de corrélation
entre les taux de reconnaissance exacts et estimés.
CCQ = (n
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2 − (∑ni=1 f (xi))2) (n∑ni=1 yi2 − (∑ni=1 yi)2) (4.11)
Ce coefficient prend une valeur nulle s’il n’existe pas de relation linéaire entre les
résultats estimés et les résultats réels. Contrairement, plus la valeur de ce coefficient est
proche de 1 plus les relations entre les résultats estimés et les résultats réels sont forts.
Cet indicateur mesure donc le degré de variation des estimations de nos approches par
rapport aux variations des taux de reconnaissance réels des pages.
Test de la capacité de rejet automatique des documents
En plus de l’évaluation des résultats d’estimation des taux de reconnaissance, nous
avons testé aussi la capacité de rejet des documents du meilleur estimateur de taux de
reconnaissance des caractères. En effet, l’objectif ultime de l’étude réalisée dans ce chapitre
est de trouver les moyens adéquats qui nous permettent de contrôler les résultats de
reconnaissance des caractères obtenus lors d’une procédure de numérisation de masse.
Pour cela, à l’instar de la procédure de contrôle des résultats de l’OCR de la BnF,
nous avons procédé au rejet des documents ayant des taux estimés inférieurs à un seuil de
reconnaissance fixé par la BnF. Pour évaluer les performances de notre approche dans ce
contexte, nous avons employé d’une part deux seuils de rejet : le premier seuil est (appelé
seuil de rejet effectif « T% ») fixé généralement par la BnF, le deuxième seuil est (appelé
seuil de rejet expérimental « T ′% ») utilisé pour rejeter les pages en se basant sur les
estimations de taux de reconnaissance « τ » de notre approche. L’utilisation de ces deux
seuils a permis de calibrer le paramètre de rejet de notre approche en fonction de la qualité
des transcriptions que nous voulons obtenir. D’autre part, nous avons calculé la précision
et le rappel de l’opération de rejet des pages. La précision à T% est définie par le ratio du
nombre de pages correctement rejetées présentant un taux de reconnaissance inférieur à
T ′% au nombre total de pages rejetées par notre approche (cf. équation 4.12).
PrécisionT =
card (Pages correctement rejetées)τ<(T ′% & T%)
card (Pages total rejetées)τ<T ′%
(4.12)
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Le rappel à T% est défini par le rapport du nombre de pages correctement sélectionnées
présentant un taux de reconnaissance supérieur à T ′% sur le nombre des pages qui doivent
être rejetées dans la base de validation (cf. équation 4.13).
RappelT =
card (Pages correctement rejetées)τ<(T ′%&T%)
card (Pages rejetées réellement)τ<T ′%
(4.13)
4.2 Résultats d’évaluation
Analyse des erreurs d’estimation des taux de reconnaissance
(a) Approche par contrôle de l’isogénie des caractères
Nous commençons notre évaluation par une analyse des résultats d’estimation de
chaque approche. L’histogramme de la figure 4.9a montre que l’estimateur basé sur les
données d’isogénie des caractères est biaisé puisque les erreurs d’estimation sont concen-
trées dans un intervalle de taux de reconnaissance qui s’étend entre −0, 62 (−62%) et
0, 7973 (79, 73%). De plus, nous remarquons aussi que l’histogramme des erreurs d’esti-
mation est décalé à droite de la valeur nulle. Ce qui signifie que les erreurs d’estimation de
cette approche sont généralement sous-estimées. Cependant, ce n’est pas toujours le cas.
En effet, selon la figure 4.9b nous remarquons que les faibles taux de reconnaissances sont
surestimés. Globalement, les estimations de cette approche ne suivent pas complètement
les variations des taux de reconnaissance à estimer.
Ces résultats peuvent être expliqués d’une part par la variabilité des propriétés typogra-
phiques des documents d’apprentissage qui rend la distribution des documents d’appren-
tissage non homogène en fonction des distances intra-classe de caractère. D’autre part, la
sensibilité du modèle de régression polynomial aux taux de reconnaissance extrêmes biaise
généralement la procédure de formation de la fonction de régression. Ceci engendre par la
suite des erreurs considérables d’estimation du taux de reconnaissance des caractères.
Pour pallier ces problèmes, il est préférable d’utiliser cette approche sur des bases
de vérification composés de documents caractérisés par des propriétés typographiques
homogènes. La figure 4.10 donne la représentation simultanée des taux de reconnaissance
réels et estimés obtenus sur une base de pages qui proviennent du même document. D’après
cette figure, nous remarquons que les estimations des taux de reconnaissance suivent mieux
les variations des taux de reconnaissance réels. De plus, nous constatons aussi la diminution
des écarts entre les taux de reconnaissance réels et estimés.
Les segments horizontaux colorés dans l’histogramme de la figure 4.9 représentent
les intervalles des erreurs d’estimation qui sont comprises entre le nième centile et le
(100− n)ième centile (Cn% et C100−n%) avec n ∈ {1 2 3 4 5}. D’après cette repré-
sentation, nous remarquons que les intervalles des erreurs d’estimation commises par cette
approche sont plus ou moins importants sur l’ensemble des populations traitées.
Prenons l’exemple des erreurs d’estimation qui sont comprises entre C1% et C99%. L’in-
tervalle des erreurs d’estimation correspondant est très étendu puisqu’il est compris entre
−0, 35 et 0, 65. Le plus faible intervalle d’erreur d’estimation réalisé par cette approche sur
la population [C5% C95%] est compris entre −0, 182 et 0, 226. Cet intervalle reste toujours
important ce qui signifie que les estimations de cette approche sont imprécises. Le tableau
4.1 présente les racines carrées des erreurs quadratiques moyennes et les coefficients de
corrélation quadratique obtenus sur les différentes populations de centiles des erreurs de
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(a) Histogrammes des erreurs d’estimation
des taux de reconnaissance
(b) Distribution des taux de reconnaissance
réels (points bleus) et estimés (points verts)
Figure 4.9 – Résultats de l’estimateur basé sur les données d’isogénie
Figure 4.10 – Résultats de l’estimateur basé sur les données d’isogénie sur une base
d’images homogène
cette approche. D’après ce tableau, nous remarquons que généralement les RMSE sont
importantes sur l’ensemble des populations d’erreurs d’estimation. De plus, les CCQ sont
différentes de nul, ce qui signifie l’existence de relation de corrélation linaire entre les taux
de reconnaissance estimés et les taux réels. Ces relations sont assez faibles puisque les
valeurs de ces coefficients sont inférieures à 0, 5. Par conséquent, nous pouvons déduire
que l’utilisation d’un descripteur d’isogénie est inadéquate avec une base de documents
hétérogène.
(b) Approche par alignement sur un second OCR
L’utilisation directe des images des caractères peut rendre les estimations des taux
de reconnaissance sensibles aux variations des polices de caractères au niveau de la page.
Pour pallier ce problème, nous pouvons nous baser sur l’expertise des systèmes de recon-
naissance automatique de caractères pour décrire les résultats de l’OCR des prestataires.
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[C5% C95%] [C4% C96%] [C3% C97%] [C2% C98%] [C1% C99%]
Limite inférieur −0, 18 −0, 21 −0, 22 −0, 23 −0, 35
Limite supérieur 0, 22 0, 22 0, 23 0, 26 0, 65
RMSE 0, 08 0, 08 0, 09 0, 09 0, 11
CCQ 0, 185 0, 183 0, 176 0, 17 0, 152
Table 4.1 – Résultats de l’analyse des centiles des erreurs d’estimation obtenues avec
l’approche basée sur l’isogénie des caractères
[C5% C95%] [C4% C96%] [C3% C97%] [C2% C98%] [C1% C99%]
Limite inférieur −0, 19 −0, 2 −0, 23 −0, 24 −0, 26
Limite supérieur 0, 09 0, 1 0, 15 0, 2 0, 25
RMSE 0, 0501 0, 0525 0, 0615 0, 0676 0, 0769
CCQ 0, 427 0, 375 0, 3573 0, 3568 0, 353
Table 4.2 – Résultats de l’analyse des centiles des erreurs d’estimation obtenues avec
l’approche basée sur l’alignement des résultats de l’OCR
Pour s’assurer de l’intérêt de ce genre de description, nous avons évalué les performances
d’estimation du deuxième estimateur. D’après l’histogramme des erreurs d’estimation,
nous remarquons que les pics des erreurs de reconnaissance sont compris dans l’intervalle
[0 10%]. De plus, nous remarquons que les erreurs d’estimation sont concentrées autour
d’une valeur très proche de zéro (0, 9%) ce qui signifie que les estimations de cet estimateur
sont plus précises que l’approche précédente par contre elles restent légèrement biaisées.
La représentation simultanée des taux de reconnaissance réels et estimés de la figure
4.11b confirme cette amélioration par rapport à l’approche précédente. En effet, les taux de
reconnaissance estimés suivent mieux les variations des taux de reconnaissance réels bien
que les erreurs d’estimation restent proportionnellement importantes sur les estimations
des faibles taux de reconnaissance.
L’analyse des centiles des erreurs d’estimation conforte les résultats visuels. En effet,
selon le tableau 4.2 nous remarquons que l’étendue de l’intervalle des erreurs d’estimation
le plus important de cette approche est plus faible que celle qui a été obtenue avec l’ap-
proche précédente. De plus, les RMSE obtenues sur l’ensemble des populations d’erreurs
d’estimation sont aussi plus faibles que leurs RMSE respectives obtenues avec l’approche
précédente. En effet, la RMSE obtenue sur les erreurs qui sont comprises entre C1% et
C99% est égale à 0, 0769 alors qu’elle est égale à 0, 11 sur les résultats de l’approche précé-
dente. Nous remarquons aussi que les intensités des relations de corrélation linaire entre
les taux estimés et les taux réels sont beaucoup plus fortes que les relations qui existent
dans les résultats de l’approche précédente.
Par conséquent, nous pouvons déduire que l’utilisation des résultats d’un OCR tiers
pour décrire les résultats de reconnaissance de caractères est plus bénéfique que l’utili-
sation directe des données d’isogénie des formes des caractères. Cependant, la précision
des estimations de ce prédicteur n’est pas encore suffisante pour contrôler correctement la
qualité des résultats de reconnaissance des caractères.
(c) Approche par combinaison des caractéristiques
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(a) Histogrammes des erreurs d’estimation
des taux de reconnaissance
(b) Distribution des taux de reconnaissance
réels (points bleus) et estimés (points verts)
Figure 4.11 – Résultats de l’estimateur basé sur les données d’alignement des résultats
d’OCR
La combinaison des caractéristiques d’isogénie et d’alignement d’OCR peut résoudre
certains problèmes dans la description des résultats de l’OCR liés ou la dysfonctionnement
de l’un des deux descripteurs. Pour déterminer l’intérêt de cette démarche sur la qualité
des estimations des taux de reconnaissance, nous analysons ici les résultats de la troisième
approche. L’histogramme de la figure 4.12a montre que les erreurs d’estimations de cette
approche sont concentrées autour de la valeur nulle. Ce qui signifie qu’en moyenne les
estimations de cette approche ne sont pas biaisées. De plus, nous remarquons aussi l’aug-
mentation de la proportion des erreurs d’estimation qui sont comprises entre −0, 1 et 0, 1
à 76, 18% contre 66, 7% pour l’approche qui utilise les données d’isogénie. Par contre, par
rapport aux résultats de la deuxième approche, la proportion des erreurs qui appartiennent
à cet intervalle est plus faible. En effet, 79, 12% des erreurs d’estimation obtenus avec la
deuxième approche sont comprises entre [−0, 1 0, 1].
La représentation simultanée des taux de reconnaissance réels et estimés par la troi-
sième approche confirme les résultats des évaluations précédentes. En effet d’après la figure
4.12b, nous remarquons que conformément aux résultats de la deuxième approche, les taux
de reconnaissance estimés suivent correctement les variations des taux de reconnaissance
réels. Cependant, le biais d’estimation obtenu dans les résultats de cette approche sur les
faibles taux de reconnaissance est moins important que le biais d’estimation obtenu avec
les approches précédentes sur le même type de page.
Les intervalles des centiles des erreurs d’estimation présentées dans le tableau 4.3 sont
un peu différentes de ceux de l’approches précédente. En effet, sur la population des erreurs
d’estimation C5% et C95% l’étendue de l’intervalle des erreurs d’estimation est presque égale
à l’étendue de son intervalle d’erreurs respectif obtenu dans les résultats de l’approche
précédente. Par contre, sur la population C1% et C99%, nous avons un intervalle d’erreurs
légèrement plus étendu. Les RMSE des erreurs d’estimation sont légérement supérieurs aux
RMSE obtenues avec l’approche précédente. De plus, les CCQ de la troisième approche sont
presque égales aux CCQ de l’approche précédente. En effet, pour la population d’erreur
[C1% ; C99% le CCQ est égale à 0, 352 dans les résultats de la troisième approche et 0, 353
sur les résultats de la deuxième approche.
En conséquence, la précision de l’estimateur de cette approche reste insuffisante pour
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(a) Histogrammes des erreurs d’estimation
des taux de reconnaissance
(b) Distribution des taux de reconnaissance
réels (points bleus) et estimés (points verts)
Figure 4.12 – Résultats de l’analyse des centiles des erreurs d’estimation obtenues avec
l’approche basée sur l’utilisation simultanée des données d’isogénie et d’alignement des
résultats d’OCR
[C5% C95%] [C4% C96%] [C3% C97%] [C2% C98%] [C1% C99%]
Limite inférieur −0, 19 −0, 2 −0, 21 −0, 22 −0, 29
Limite supérieur 0, 09 0, 11 0, 15 0, 2 0, 25
RMSE 0, 0611 0, 0666 0, 0702 0, 0741 0, 0831
CCQ 0, 397 0, 363 0, 3572 0, 3569 0, 352
Table 4.3 – Résultats de l’analyse des centiles des erreurs d’estimation obtenues dans
les résultats de l’approche basée sur l’utilisation simultanée des données d’isogénie et
d’alignement des résultats d’OCR
classer correctement les documents numériques appartenant à une base hétérogène de do-
cuments. En effet, selon la figure 4.12b, nous constatons que certaines pages en qualité HQ
reçoivent des taux de reconnaissance estimés inférieurs à 95%, ce qui cause leur déqualifi-
cation si on suit la procédure de contrôle de la BnF. Par conséquent, nous pouvons déduire
que l’apprentissage naïf du modèle de régression ne permet pas d’estimer correctement les
taux de reconnaissance de caractères. D’où la nécessité d’une procédure d’apprentissage
adaptative.
(d) Approche par filtrage des données d’apprentissage
Une amélioration portant sur la troisième approche est proposée dans la quatrième
approche. Cette amélioration consiste à filtrer les documents d’apprentissage avant la
procédure d’apprentissage des modèles de régression. Pour déterminer l’intérêt de cette
technique, nous avons évalué les estimations de quatrième approche. D’après la figure
4.13b, nous constatons que l’estimation des taux de reconnaissance qui sont supérieurs
à 90% est généralement fiable puisque les distributions des taux de reconnaissance réels
et estimés sont plus ou moins confondues. Nous observons aussi la présence de certains
biais d’estimation en traitant les documents ayant des taux de reconnaissance inférieurs à
90%. Cependant, ces erreurs d’estimation sont plus faibles que celles qui ont été obtenues
avec les prédicteurs précédents. L’histogramme 4.13a montre que la majorité des erreurs
d’estimation sont comprises dans un intervalle entre −0, 05 (−5%) et 0, 05 (5%). Ceci
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(a) Histogrammes des erreurs d’estimation
des taux de reconnaissance de caractères
(b) Différences entre les taux de reconnaissance
réels et estimés
Figure 4.13 – Résultats d’estimation des taux de reconnaissance des caractères obtenus
avec l’approche basée sur la sélection des données d’apprentissage
[C5% C95%] [C4% C96%] [C3% C97%] [C2% C98%] [C1% C99%]
Limite inférieur −0, 06 −0, 07 −0, 07 −0, 08 −0, 12
Limite supérieur 0, 04 0, 05 0.06 0, 07 0, 08
RMSE 0, 0186 0, 0213 0, 0299 0, 0252 0, 0292
CCQ 0, 725 0, 72 0, 682 0, 67 0, 663
Table 4.4 – Résultats de l’analyse des centiles des erreurs d’estimation obtenues dans les
résultats de l’approche basée sur la sélection des données d’apprentissage
représente le plus faible intervalle d’erreurs obtenu dans les résultats des quatre approches.
De plus, nous remarquons la présence d’un pic important à l’erreur d’ordre 0, 1% ce qui
signifie que la majorité des erreurs d’estimation sont regroupées autour de cette valeur.
L’analyse des centiles des erreurs d’estimation montre que les intervalles des erreurs
d’estimation sont plus étroits sur l’ensemble des populations d’erreur étudiées dans notre
analyse. Par exemple, pour la population des erreurs la plus importante C1% et C99%,
l’intervalle des erreurs d’estimation s’étend entre −0, 12 et 0, 08. Cet intervalle est le plus
étroit pour cette population par rapport aux intervalles d’erreurs obtenues avec les autres
approches. De plus, 92% des estimations de la quatrième approche sont réalisées avec une
erreur d’estimation inférieure à 5%.
Les RMSE obtenues sur l’ensemble des populations de cette analyse sont inférieures à
0, 3 ce qui montre que les estimations de cette approche sont assez précises. De plus, les
relations de corrélation linaires entre les taux estimés et les taux réels sont assez fortes
puisque les valeurs de CCQ sont supérieures à 0.5 pour l’ensemble des populations de notre
approche et supérieures à 0, 7 pour la population C5% et C95%. Ceci signifie que les esti-
mations de cette approche suivent correctement les variations des taux de reconnaissance
réels.
En conclusion, à partir de l’analyse des performances d’estimation des taux de recon-
naissance, nous pouvons déduire que la procédure adaptative d’entrainement d’estimateur
est la plus fiable pour développer un prédicteur de taux de reconnaissance de caractère
capable de qualifier correctement les résultats des projets de numérisation de masse.
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Test de la capacité de rejet automatique des documents
Notre objectif final est de pouvoir contrôler les résultats des OCR prestataires de
manière automatique ou semi-automatique. Pour pouvoir évaluer les performances de notre
systèmes dans ce contexte, nous avons testé sa capacité de rejet et d’acceptation en se fixant
différents niveaux de performance pour l’OCR (allant de 60% à 98%), ces valeurs étant
les valeurs extrêmes admissibles à la BnF pour un OCR brut.
Pour qualifier la capacité de rejet des documents, nous avons donc calculé la courbe
rappel-précision pour différents taux de reconnaissance souhaités. Les tests sont effectués
en utilisant une procédure de validation croisée en 4 plis. Nous répétons donc 4 fois l’ex-
périence en choisissant à chaque itération 75% des documents pour former les estimateurs
et 25% des documents pour évaluer les performances en rejet. Les figures 4.14 et 4.16
présentent les différentes courbes rappel/précision moyens obtenues pour différents seuils
de performance de reconnaissance souhaité. La figure 4.14 est obtenue avec le quatrième
estimateur qui utilise un profil de page composé de trois premières paires de confusion
pour filtrer les pages d’apprentissage. Les figures 4.16a et 4.16b présentent respectivement
les résultats obtenus en utilisant une seule paire de confusion et cinq paires de confusion.
Ces figures montrent l’influence de la variation du nombre des paires de confusion sur les
estimations des taux de reconnaissance des caractères.
En pratique, afin d’apporter une aide au service de numérisation de la BnF dans la
remontée des alarmes, il est préférable de disposer d’un système de rejet automatique
le plus précis possible, de façon à ne pas solliciter l’opérateur pour trier les alarmes. Il
semble en effet que par rapport à la situation actuelle où peu de documents sont vérifiés
du fait des moyens humains mobilisables pour cette tâche, il faille chercher à remonter
aux opérateurs le moins de fausses alarmes possible. En examinant la figure 4.15, on voit
que le système offrant le meilleur rappel ( 80%) pour une précision en rejet de 92% est le
système paramétré pour un taux de reconnaissance supérieur à 98% (courbe noire). Dans
cette situation, on dispose donc d’un système qui détecte 80% des images à rejeter et qui
présente moins de 10% d’erreur dans les alarmes émises.
De la même manière, si on se fixe une précision en rejet de 90% cette fois, on remarque
que les trois systèmes paramétrés avec un taux de 96, 97 et 98% de reconnaissance abou-
tissent à un fonctionnement conduisant à plus de 50% de rappel environ. Avec le système
paramétré avec un taux de 98%, on est en mesure de détecter 80% des documents pré-
sentant un taux de reconnaissance supérieur à 92% en faisant environ 10% d’erreur dans
les alarmes remontées. On peut également remarquer sur la figure 4.14 que le système
est capable de détecter 45% des documents présentant un taux d’erreur inférieur à 70%
de reconnaissance mots avec une précision de 93%, ce qui peut constituer un système de
remontées d’alarmes très fiable pour le service de la BnF.
L’augmentation du nombre des paires de confusion dans la signature des profils des
pages améliore les performances de rejet des documents. Les figures 4.16a et 4.16b montrent
les courbes rappel/précision de notre système de rejet de document obtenus en utilisant des
profils de page composés par une seule paire de désaccord et par cinq paires de désaccord.
Selon la figure 4.16a, nous constatons que les pentes de décroissance des courbes du
système qui utilise une seule paire de desaccord sont plus importantes que les pentes de
décroissance des courbes de la figure 4.16b. De plus, la précision maximale obtenue dans
le système qui utilise une seule paire de désaccord est inférieure à 100% alors que la
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Figure 4.14 – Courbes rappel/précision en fonction de la valeur du seuil de rejet des
documents pour le prédicteur SVR utilisant le taux de confusion entre caractères et le
taux d’isogénie après une étape de sélection des documents utilisant le profil de confusion
des caractères les plus fréquents (ici les trois plus fréquents)
Figure 4.15 – Zoom sur les courbes rappel/précision avec mise en évidence des seuils de
précision en rejet à 90% et 95%
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(a) performances obtenues avec une seule paire de
désaccord
(b) performances obtenues avec cinq paires de
désaccord
Figure 4.16 – Courbes rappel/précision obtenues en variant le nombre des paires de
désaccord qui constituent les profils des pages
précision maximale du système qui utilise des profils des pages composés par cinq paires
de désaccord atteint 100% lorsqu’il est paramétré avec des seuils de rejet de 96, 97 et 98%.
Les précisions minimales des systèmes qui utilisent un seule paire de désaccord sont
supérieures à 50%. Ces précisions sont assez faibles par rapport à celles qui sont obtenues
avec les systèmes qui utilisent cinq paires de désaccord. Ceci signifie que plus les profils
des pages sont détaillés, moins les erreurs de rejet sont fréquentes dans les résultats de
notre approche.
L’utilisation de la procédure de filtrage des documents en utilisant les profils des pages
est assez fiable pour réaliser un système de rejet automatique des documents. En effet, on
a vu que plus les profils des documents sont riches plus l’opération de rejet est précise. Par
contre, le problème principal du système configuré avec un profil de 5 pairs de désaccord est
l’exigence de sa procédure de sélection des documents d’apprentissage (au moyenne 7 pages
d’apprentissage par page traitée). Ceci réduit énormément la portée des traitements de
notre approche sur des exemples non représentés dans la base d’apprentissage en adoptant
la formulation des profils de 5 pairs de désaccord. En fait, dans l’expérimentation réalisé
dans cette partie, 20% des pages d’évaluation sont traitées par le système configuré avec un
profil de désaccord composé de 5 pairs de désaccord. Alors qu’avec le système qui emploi
un profil de désaccord composé de 3 pairs de désaccord, la totalité des pages de validation
sont traitées par notre approche ce qui correspond à une couverture maximale de notre
base d’évaluation.
En se basant sur ces résultats, nous pouvons déduire que l’augmentation du nombre des
pairs de désaccord dans la composition des profils de désaccord améliore considérablement
la précision des estimations de notre approche. Par contre, elle limite la portée de notre
approche sur la base d’évaluation.
5 Conclusion
Nous avons proposé dans cette section différentes approches visant à estimer automa-
tiquement le taux de reconnaissance des mots dans les résulats d’OCR. L’objectif de cette
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étude est de développer une procédure de contrôle qualité des transcriptions automatique
qui puisse être intégrée dans la chaîne de contrôle de la BnF. Cette méthode estime les
performances des résultats de reconnaissance des mots et permet de rejeter automatique-
ment les documents qui ont un taux de reconnaissance inférieur à un seuil de qualité défini
par l’utilisateur.
L’approche proposée a été conçue pour que le système fonctionne sur une grande variété
de documents. Le système a été testé sur une base de documents très hétérogène pour se
confronter aux problèmes réels des projets de numérisation de masse. L’application de notre
système de contrôle ne nécessite aucune connaissance experte pour être configurée (pas de
connaissance linguistique ni de connaissance typographique). En conséquence, l’approche
proposée est générique et peut être adaptée sur différents corpus afin d’offrir des résultats
optimaux. Ceci est tout à fait en accord avec la démarche mise en œuvre par la BnF
auprès de ses prestataires qui exige maintenant que lui soit fournie une petite proportion
de documents transcrits sans erreur (vérité terrain) pour chaque corpus numérisé. Ainsi
il sera possible de paramétrer de manière optimale le système que nous proposons en
utilisant ces documents.
L’évaluation de notre approche a été réalisée sur une base d’images de documents réels
composée de 345 pages qui englobe à la fois des documents difficiles (transcrits avec un
faible taux de reconnaissance) et des documents faciles (transcrits avec un bon taux de
reconnaissance). Les résultats de cette évaluation ont montré que le taux de confusion entre
l’OCR analysé et un OCR auxiliaire utilisé comme référence, est un indicateur pertinent
pour sélectionner des documents similaires en termes de difficulté vis à vis de l’OCR.
La construction d’un estimateur robuste du taux de reconnaissance est alors possible en
utilisant une technique de régression à base de vecteurs supports et en employant des
descripteurs génriques telques l’isigénie des formes des caractères et le désaccord entre
deux résultats d’OCR.
Nous avons donné une évaluation de cette approche à la fois pour qualifier sa capacité
à estimer le taux de reconnaissance mots d’un document inconnu mais également en nous
plaçant dans les conditions qui seront les conditions réelles d’utilisation au sein du service
de numérisation de la BnF, chargé d’analyser la qualité des résultats d’OCR fournis par
les prestataires. Nous avons montré dans cette dernière utilisation que le meilleur système
proposé est capable de détecter 80% des documents présentant un taux de reconnaissance
mots inférieur à 98% avec une précision de 92%. On peut également détecter automati-
quement 45% des documents présentant un taux de reconnaissance inférieur à 70% avec
une précision supérieure à 92%.
Une telle approche n’a jamais été proposée dans la littérature à notre connaissance, car
la communauté des chercheurs du domaine n’a jamais étudié une telle question. On a vu
néanmoins apparaître récemment des recherches sur la qualité des images de documents
et plus particulièrement dans la perspective de mieux contrôler la prise de vue. C’est l’une
des questions abordées dans le cadre du projet ANR DigiDoc qui s’intéresse aux futures
générations de « scanners intelligents ». C’est également le cas de travaux qui s’intéressent
à la prise de vue à l’aide de smart phones en situation de mobilité où il est important
de détecter très tôt dans la chaîne de traitement si la qualité de l’image du document
est suffisante pour les traitements qui prendront souvent place de manière déportée et
différée.
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L’expansion des besoins de numérisation des documents avec la mise en œuvre de
plateformes numériques de consultation en ligne a généralisé l’utilisation des systèmes de
reconnaissance de caractères (ou « OCR »). Les technologies actuelles des systèmes d’OCR
industriels présentent généralement des performances très satisfaisantes sur la plupart
des documents récents. Ces systèmes sont cependant mis en difficulté par les documents
anciens et patrimoniaux, caractérisés par des dégradations de leur support physique ainsi
que par la nature même de leurs polices de caractères, typographies et langues.
A cause de ces difficultés, des incohérences dans les résultats de segmentation et de re-
connaissance surviennent dans les documents numériques. Or certains systèmes de consul-
tation et d’édition se basent sur le contenu numérique des documents pour remplir leurs
fonctions. La présence d’erreurs dans les résultats de l’OCR peut donc biaiser le fonction-
nement de ces systèmes. C’est la raison pour laquelle les acteurs de la numérisation mettent
en œuvre des procédures de vérification des résultats d’OCR dans leurs chaînes de numé-
risation. Mais à notre connaissance, le problème du contrôle des résultats d’OCR dans le
cadre des projets de numérisation de masse n’est pas ou peu abordé dans la littérature.
Les solutions adoptées par les prestataires de numérisation ainsi que par les utilisateurs
des contenus numériques sont basées sur des contrôles visuels menés par des opérateurs
humains (parfois épaulés par des outils linguistiques), cela sur des échantillons restreints
de pages.
Nous avons donc proposé deux approches de vérification des résultats de la transcrip-
tion automatique des caractères permettant de vérifier la qualité des documents numé-
riques. La première approche traite le sujet de la vérification du problème d’omission de
mots dans les résultats de l’OCR. La deuxième approche essaye de vérifier la qualité de
la transcription des mots en estimant les taux de reconnaissance des caractères. Notre
contribution principale a consisté dans le développement d’algorithmes efficaces destinés
au traitement d’une collection documentaire très variable et qui ne nécessitent pas une
vérité terrain.
Pour garantir l’aspect adaptatif de nos approches, nous avons utilisé les caractéristiques
locales des documents pour réaliser les traitements. L’approche de détection des mots omis
se base sur les caractéristiques des éléments textuels et graphiques détectés sur une page
pour rechercher des éléments similaires dans les zones d’arrière-plan. Pour décrire les
éléments de la page, nous avons utilisé des caractéristiques de texture. Ce choix a été dicté
par la généricité de cette famille de caractéristiques. Les textures de l’image peuvent être
décrites par leurs directions, leurs régularités et leurs fréquences de transition entre les
pixels foncés et les pixels clairs.
Pour décrire les textures de l’image dans notre approche, nous avons assigné à chaque
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pixel de l’image un vecteur de caractéristiques composé de 12 caractéristiques. Ensuite,
nous avons employé quatre classifieurs SVM pour classer les pixels en quatre classes de
pixels (classe des pixels textuels, classe des pixels d’illustration, classe des pixels d’espace
entre mots et classe des pixels d’arrière-plan). Enfin, afin d’être conforme avec la procédure
d’évaluation de la BnF, nous avons appliqué une analyse en composantes connexes qui nous
permet de transformer les résultats de nos classifieurs du niveau pixel au niveau mot.
Trois procédures d’évaluation ont été employées pour valider cette approche. La pre-
mière a été réalisée qualitativement sur un échantillon de 165 images de pages sélectionnées
aléatoirement parmi 50 documents. La deuxième approche d’évaluation concerne une cam-
pagne d’évaluation réalisée dans le service de numérisation de la BnF sur deux bases de
documents différentes. La première base est composée par des documents du journal officiel
(1270 pages) et la deuxième base est composée par de 160 pages de presse. Les résultats
d’évaluation de notre approche ont montré que les performances de notre détecteur sont
assez bonnes, puisque 84, 15% des éléments omis dans notre base d’évaluation sont détectés
avec une précision égale à 94, 73%.
Pour contrôler la qualité des documents numériques, l’approche de vérification des
résultats de reconnaissance se base sur une procédure d’estimation des taux de reconnais-
sance. Les systèmes d’OCR se basent généralement sur des taux de confiance exprimés au
niveau du caractère ou du mot pour évaluer leurs résultats de reconnaissance. Ces taux
sont calculés en mettant en correspondance les formes des caractères de l’image avec le
modèle des formes de caractères de l’OCR, et le texte reconnu avec le modèle de langue
de l’OCR. Cependant, ces méthodes de vérification ne sont pas conformes avec le contexte
de la numérisation de masse. D’une part, la masse importante des documents rend la
vérification de la totalité des résultats de l’OCR issus des projets de numérisation de
masse impossible. D’autre part les estimations de qualité de reconnaissance restent forte-
ment liées aux caractéristiques typographiques et linguistiques des documents, ce qui ne
convient pas au contexte des projets de numérisation de masse, qui sont amenés à traiter
une grande diversité de documents.
Pour surmonter cette difficulté, nous avons commencé par poser les deux hypothèses
suivantes :
1. Dans une page isogène, les formes des caractères appartenant aux mêmes classes
sont peu variables.
2. L’accord entre deux systèmes d’OCR se réalise majoritairement sur des caractères
bien reconnus.
En se basant sur ces hypothèses, nous avons étudié quatre approches originales d’esti-
mation du taux de reconnaissance, qui ne dépendent ni des caractéristiques typographiques
ni des spécificités linguistiques des documents. La première approche utilise la distance
moyenne intra-classe de caractères pour mesurer l’isogénie des caractères de la page ; la
deuxième approche emploie le taux de désaccord moyen entre deux OCR pour caractéri-
ser les résultats de reconnaissance ; la troisième approche emploie conjointement le taux
moyen de désaccord et la distance moyenne intra-classe de caractères pour décrire les ré-
sultats de l’OCR ; la quatrième approche utilise une procédure de filtrage des documents
d’apprentissage pour former les modèles de régression des taux de reconnaissance.
Pour évaluer ces approches nous avons employé une base d’image composée de 350
images sélectionnées aléatoirement parmi les documents numériques de la BnF. L’éva-
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luation de ces approches a montré l’intérêt de l’utilisation conjointe des caractéristiques
d’isogénie des caractères, de l’alignement des résultats d’OCR et de l’application de pro-
cédure de filtrage des documents d’apprentissage. En effet, la quatrième approche affiche
les meilleures performances pour les résultats d’estimation du taux reconnaissance (Erreur
Quadratique Moyenne = 4, 83% (0, 04829)) et pour les résultats de rejet des documents
(Précision= 92, 3% et Rappel = 73, 4%).
Dans les perspectives de ce travail, nous devrons tester l’algorithme de contrôle de
résultats de reconnaissance de caractères dans le contexte de production de masse afin de
tester ses performances à grande échelle. De plus, les différents algorithmes de vérifications
conçus dans ce travail ont été développés sous forme de prototypes de test, ce qui a permis
d’évaluer leurs performances et leur potentielle utilisation par le service de numérisation
de la BnF. Toutefois, des travaux complémentaires d’ingénierie logicielle sont nécessaires
pour permettre leur implémentation la plus efficace possible afin de répondre aux exigences





Analyse de contribution de chaque
caractéristique dans chaque classe
Dans le chapitre 3, nous avons exposé les descripteurs ainsi que la méthode de détec-
tion des mots omis dans les résultats d’OCR. L’évaluation de cette méthode a montré que
nous pouvons atteindre des bonnes performances malgré la variabilité des caractéristiques
physiques et typographiques des pages d’évaluation. Toutefois, la caractérisation des tex-
tures à différentes échelles et avec différents types de descripteurs que nous avons choisie
est fondée sur des intuitions et il peut exister des redondances dans la description des
textures. D’autre part, la complémentarité entre les caractéristiques de texture choisies
est une propriété très importante pour garantir une description la plus complète possible
des pages analysées.
C’est la raison pour laquelle, nous analysons ici la contribution des différentes caracté-
ristiques que nous avons choisies afin de vérifier leur intérêt réel dans la méthode que nous
avons développée. Pour cela, nous présentons une analyse en composantes principales sur
les réponses de nos descripteurs obtenus sur deux images de document. La première image
(cf. figure A.1a) illustre une page composée par une illustration au trait et des textes en
colonne. La deuxième image (cf. figure A.2a) illustre une page qui n’englobe que du texte.
La carte des composantes principales des individus (cf. figure A.1b) présente la dis-
tribution des pixels de l’image selon les trois premiers axes principaux. Les couleurs des
points ont une signification dans notre analyse. Elles correspondent aux classes des pixels
des images de la figure A.1a). Les points bleus référencent les pixels textuels de l’image,
les points cyans représentent les pixels des régions d’illustration, les points jaunes repré-
sentent les espaces entre les mots alors que les pixels d’arrière-plan sont représentés par
des points rouges.
D’après la carte des composantes principales des individus, nous constatons que les
projections des pixels textuels et graphiques sur le premier axe principal sont séparables.
En effet, selon cette figure, les projections des pixels textuels sont situées dans le côté
des coordonnées négatives du premier axe principal. Par contre, les projections des pixels
d’illustration sont situées dans le côté des coordonnées positive de cet axe. Nous remar-
quons également que les représentations des pixels des régions inter-mot (points jaunes)
selon le premier axe principal sont confondues avec les représentations des pixels textuels.
Par conséquent, l’utilisation du premier axe principal ne permet pas de séparer ces deux
classes de pixels. De plus, les projections des pixels d’arrière-plan (points rouges) selon le
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(a) Image origine (b) Nuages des pixels
(c) Inerties des axes factoriels
(d) Cercle de corrélation entre le premier et le
deuxième axe factoriel
Figure A.1 – Résultats de l’analyse en composantes principales sur le deuxième exemple
de la figure 3.2b
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premier axe sont aussi confondues sur les projections des pixels textuels et d’espace entre
mots.
L’utilisation du deuxième axe principal résout une partie de ce problème. En effet, selon
cet axe d’une part nous remarquons que les projections des pixels textuels ont majoritai-
rement des coordonnées positives ; par contre les projections des pixels d’arrière-plan et
d’inter-mots sont situées dans la côté négatif des coordonnées de cet axe. Par contre, même
en utilisant les deux premiers axes principaux pour représenter les pixels d’arrière-plan et
d’espace inter-mots, les représentations de ces deux classes de pixels restent toujours in-
séparables.
L’utilisation du troisième axe principal n’apporte pas une grande amélioration dans
la représentation des pixels des classes de la page. Par conséquent, nous pouvons déduire
que nous avons besoin d’un espace de caractéristiques supérieur à trois dimensions pour
représenter les quatre classes de pixels de l’image.
Pour déterminer le nombre minimal d’axes principaux capables de représenter correc-
tement les données de notre analyse, nous avons représenté dans la figure A.1c) l’histo-
gramme cumulé de la proportion d’inertie de chaque composante principale par rapport à
l’inertie totale du nuage des données. D’après cette figure, le premier axe principal détient
69,73% de l’inertie totale du nuage des données. Cette proportion d’inertie cumulée aug-
mente progressivement jusqu’à une valeur proche de 100% au huitième axe principal. Par
conséquent, nous pouvons déduire qu’en utilisant un espace de caractéristiques composé
de huit dimensions, nous pouvons obtenir une représentation fidèle des données de test.
De plus, afin d’affiner l’interprétation des résultats de l’ACP, nous avons employé la
représentation du cercle de corrélation (cf. figure A.1d) qui nous a permis d’étudier d’une
part les liens qui existent entre les variables originales et les axes principaux, et d’autre
part les liens qui existent entre les caractéristiques de notre approche. Dans le cercle
de corrélation de la figure A.1d, nous représentons les descripteurs de texture de notre
approche en utilisant les notations suivantes :
– CD : pour désigner la caractéristique qui vérifie l’orientation principale de texture
à différentes échelles,
– V ari : pour désigner les caractéristiques de variance d’orientation de texture,
– Medi : pour désigner les caractéristiques de l’intensité médiane des orientations de
texture,
– LBPi : pour désigner les caractéristiques de descripteur LBP,
– NB : pour désigner les fréquences de passage des pixels clairs aux pixels foncés,
– intensité des pixels : pour désigner l’intensité moyenne des pixels.
Les caractéristiques d’orientation et de régularité de texture sont mesurées en utilisant trois
fenêtres glissantes de taille différentes. L’indice i ∈ [1 3] est employé pour désigner les
trois fenêtres glissantes de chaque descripteur. Par conséquent, dans le cercle de corrélation,
nous obtenons 12 étiquettes qui correspondent aux 12 caractéristiques de notre approche.
Le cercle de corrélation présenté dans la figure A.1d montre les coordonnées des carac-
téristiques de texture selon les deux premiers axes factoriels. Ces représentations montrent
d’une part que les relations qui existent entre les caractéristiques de texture des images de
document, et d’autre part la contribution de chaque propriété dans la formation des axes
principaux.
D’après la figure A.1d, nous remarquons que la contribution des descripteurs qui ap-
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partiennent à la famille d’orientations des textures est déterminante dans la formation
du premier axe principal. En effet, selon cette représentation, nous remarquons que les
représentations des caractéristiques de consensus d’orientations principales, de l’intensité
médiane des orientations et des variations des orientations de texture sont plus au moins
proches de cercle de corrélation. De plus, les angles réalisés entre les représentations de
ces caractéristiques et le premier axe principal sont petits ce qui prouve le rôle important
de ces caractéristiques dans la formation de cet axe.
Par contre l’intensité de la contribution de chaque caractéristique est dépendante de
sa coordonnée sur le premier axe principal. Par exemple, la caractéristique de consensus
de l’orientation principale de texture contribue plus que les autres caractéristiques dans
la formation du premier axe. De plus, la contribution des autres descripteurs de texture
(médianes et variances) dans la construction du premier axe principal est variable selon
la taille de fenêtre glissante utilisée pour caractériser les textures de la page. En effet,
d’après la figure A.1d, les contributions les plus importantes sont réalisées par les plus
grandes tailles de fenêtre glissante. Cette contribution diminue en diminuant la taille de
fenêtre glissante. Ceci prouve l’intérêt de la procédure de traitement multi-échelle que nous
adoptons.
De plus, nous remarquons que la caractéristique de consensus des orientations princi-
pales de texture est corrélée positivement avec les caractéristiques des variances des orien-
tations de texture. Par contre, elles sont décorrélées avec les descripteurs de l’intensité
moyenne des orientations de texture. Ceci est conforme avec l’analyse des descripteurs que
nous avons effectuée dans la section 3 de ce chapitre. En effet, les descripteurs de consen-
sus des orientations principales de texture ainsi que celui de la variance des orientations
produisent des réponses maximales sur les régions textuelles de la page. Au contraire, les
réponses de descripteur de l’intensité médiane des orientations de texture sont maximales
sur les régions d’illustration. Ceci explique bien la distribution opposée des représenta-
tions de ces caractéristiques selon le premier axe principal. Par conséquent, nous pouvons
déduire que le premier axe principal est formé pour séparer les classes des pixels textuels
et graphiques.
Les caractéristiques appartenant à la famille des descripteurs de régularité des formes
de texture contribuent de manière importante à la formation du deuxième axe principal.
En effet, d’après la figure A.1d les représentations de ces caractéristiques sont presque
confondues avec le deuxième axe principal. De plus, les intensités de la contribution des
descripteurs LBP dans la formation du deuxième axe principal sont importantes. En effet,
les projections de ces caractéristique sur le deuxième axe principal donnent des cordonnées
supérieures à 0.6. D’autre part, comme pour le premier axe principal, la contribution des
descripteurs de LBP est dépendante de la taille du modèle LBP que nous utilisé. En effet,
l’utilisation de la configuration maximale de LBP (R = 20 et P = 64) donne la valeur
de contribution la plus importante. Ceci prouve aussi l’intérêt de l’utilisation de l’analyse
multi-échelle que nous adopterons pour calculer les réponses de ce descripteur.
L’intensité moyenne des pixels joue aussi un rôle déterminant dans la formation de
cet axe. En effet, d’une part la représentation de ce descripteur est presque confondue sur
le deuxième axe principal. D’autre part, nous remarquons que cette caractéristique est
corrélée positivement avec les caractéristiques de LBP. Cette représentation est logique.
En effet, en retournant à l’analyse de la carte des individus, nous trouvons que le deuxième
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axe principal assure une séparation entre les pixels des régions d’arrière-plan et les pixels
des régions textuels. Par conséquent, nous pouvons déduire que la liaison entre ces deux
caractéristiques provient du fait que les descripteurs LBP donnent des réponses maximales
sur les régions de fond dans lesquelles les intensités moyennes des pixels sont minimales.
En conclusion, à partir de l’histogramme cumulé des inerties des axes principal et de
l’analyse des cercles de corrélation, on peut déduire l’existence de redondances dans les
signatures utilisées pour décrire les textures de l’image. En effet, l’analyse en composante
principale des caractéristiques de texture montre que nous pouvons réduire la dimension
des vecteurs de caractéristiques des pixels en passant de 12 caractéristiques à 8 toute en
conservant 100% de l’inertie totale des données d’analyse. Par conséquent, nous pouvons
réduire le nombre de caractéristiques dans la signature des textures de l’image pour décrire
les classes des pixels de cette image.
Pour s’assurer de la reproductibilité de cette conclusion sur des images de natures
différentes, nous avons étudié les réponses de nos descripteurs sur l’image de la figure
A.2a. La page illustrée par cette figure contient des éléments textuels, des espaces entre
mots et des régions d’arrière-plan. La classe des pixels d’illustration est absente dans cette
figure.
L’application de l’analyse en composantes principales sur les descriptions de texture
de cette image montre que l’inertie portée par les 2 premiers axes principaux est proche
de 100%. Par conséquent, il est possible de réduire l’espace des caractéristiques des pixels
de l’image de 12 à 2 dimensions tout en conservant 95, 99% de l’inertie total du nuage des
points.
La carte des individus montre la distribution des pixels de l’image selon les deux pre-
miers axes principaux. Selon la figure A.2b, nous remarquons que les classes des pixels
textuels, des pixels d’espace inter-mot et des pixels d’arrière-plan sont généralement sé-
parables selon le premier axe principal. De plus, l’utilisation du deuxième axe principal
permet de séparer les pixels d’espaces inter-mots des pixels textuels.
D’autre part, d’après le cercle de corrélation présenté dans la figure A.2d. nous remar-
quons que l’ensemble des caractéristiques d’orientation de texture de l’image sont corrélées
négativement selon le premier axe principal. De plus, d’après la carte des individus, les
pixels textuels ont généralement des cordonnées négatives selon cet axe. Par conséquent,
nous pouvons déduire que l’utilisation de ces caractéristiques permet de décrire les élé-
ments textuels de la page.
Nous remarquons aussi que les caractéristiques de LBP et d’intensité moyenne des
pixels sont décorrélées avec les caractéristiques d’orientation des textures. Ces représenta-
tions sont logiques puisque les descripteurs LBP ont des réponses maximales sur les régions
d’arrière-plan. De plus, l’intensité moyenne de ces pixels sont généralement proches de l’in-
tensité nulle ce qui rend ces deux familles de caractéristiques corrélées positivement.
Les faibles tailles des fenêtres glissantes que nous avons utilisées pour calculer les
réponses des descripteurs d’orientations de texture et de LBP, donnent des indications
sur les espaces qui se trouvent entre les mots. Ceci apparaît clairement sur le cercle de
corrélation A.2d. En effet, d’après cette figure, nous remarquons que les caractéristiques
de médiane des intensités d’orientations, de variance des orientations et de LBP obtenues
avec les faibles tailles de fenêtre glissante sont corrélées négativement selon le deuxième
axe principal. Or d’après la carte des individus, les projections des pixels des espaces
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(a) Image origine (b) Nuages des pixels
(c) Inerties des axes factoriels (d) Cercle de corrélation entre la première et la deuxième
axes factoriels
Figure A.2 – Résultats de l’analyse en composant principal sur un exemple de page qui
contient que du texte
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inter-mots sont situées dans le coté négatif de cet axe.
En conclusion, nous constatons d’après les analyses de ces deux exemples de page l’exis-
tence de descriptions redondantes dans les signatures des textures proposées. Par contre,
il difficile de déterminer lesquelles de ces caractéristiques sont toujours redondantes. En
effet, selon les caractéristiques physiques et typographiques de l’image, le comportement
de nos descripteurs change. Par conséquent, il faudrait construire plusieurs combinaisons
de descripteur pour chaque type d’image pour décrire les textures de la page et éliminer
les redondances dans les signature des textures de l’image. Ceci n’est pas facilement réa-
lisable dans le contexte de notre travail puisque la collection documentaire de la BnF est
très variable. D’où la nécessité de l’utilisation de l’ensemble des caractéristiques que nous
employons dans notre approche.
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