Introduction
The geometry of optimal Monge-Kantorovich mass transfer in R n for various cost functions has been studied recently by many authors, see survey [E] and references therein.
A natural next step is to describe the geometry of optimal Monge-Kantorovich mass transfer around an obstacle. Let Ω ⊂ R n be a strictly convex open bounded set with smooth boundary. Let Λ = R n \ Ω. The set Ω will be regarded as an obstacle. The problem is to understand the geometry of the optimal mass transfer in the domain Λ. In this paper we consider one particular example, which can be interpreted as a model of growth of a sandpile around an obstacle.
A model of growth of a sandpile fed by point sources was proposed by G. Aronsson in [Ar72] . Aronsson considers two cases. The first case is growth of a sandpile on a flat horizontal surface without obstacle, i.e., Λ = R n . The second case is growth of a sandpile on a flat horizontal surface in the presence of an obstacle which has the form of vertical cylinder Ω × R 1 , i.e., Λ = R n . According to the Aronsson's model in the case Λ = R n a sandpile has the form of interpenetrating circular cones centered at the locations of sources. The slope of cones is defined by a given critical value. The cones grow, the heights of cones are functions of time and satisfy a certain system of ODE. In the presence of an obstacle the model is similar, with the main difference that the shape of "cones" depends on Λ.
In the case Λ = R n , G. Aronsson, L. C. Evans, Y. Wu [AEW96] show the relation of the model of [Ar72] to an evolution governed by a subdifferential of a convex functional. This in particular extends the model of [Ar72] to the case of sand sources more general than the point sources. The connection between such variational problems and Monge-Kantorovich mass transfer was observed by L. C. Evans and W. Gangbo in [EGan] .
In this paper we extend the variational model of [AEW96] to the case when there is an obstacle Ω, and so Λ = R n . The main physical assumption in the model is that the sandpile is stable only if its slope is less than or equal to one. We show that for a single point sand source our model admits the solution given by the Aronsson's model [Ar72] , and this solution is unique. The main question we answer is the following: How does sand move around the obstacle, i.e., what is the geometry of mass transfer in the presence of an obstacle? We consider the specific case of a single point source in the dimension two since in this case we have an explicit solution of the model. We show that each sand particle moves instantaneously from the source point to its resting place along the shortest path (note that in the presence of an obstacle the shortest path is not necessarily a segment). It is important that this principle is not an a priori assumption. We derive it from our variational model. We also compute the rate of mass transport through each point. We obtain these results by constructing the mass transport density. Such function was first introduced in [EGan] in the case Λ = R n , and used for analysis of variational evolution problems in [EFG97] , [F97] .
In our case, due to the presence of an obstacle, the mass transport density is a measure which has concentrations on the subsets of lower dimension.
A more general case of mass transfer around an obstacle (i.e., higher dimension, and the source and destination to be more general measures) will be considered in a forthcoming paper.
The paper is organized as following. In Section 2 we define our model and prove some basic facts. In Section 3 we give the Monge-Kantorovich mass transfer interpretation of the model. In Sections 4 and 5 we consider a single point source solution of the model in the dimension two. In Section 4 we define transport rays and describe their structure. Section 5 is the main part of the paper. We construct the mass transport density, prove its uniqueness, and describe the geometry of mass transfer.
Remark 1 A more general model of sandpile growth over given landscape was proposed by L. Prigozhin [P96] .
Calculations related to ones in Section 5 can be found in [J96] , [F97] .
Sandpile growth model
Let Ω ⊂ R n be a strictly convex open bounded set with smooth boundary, and Λ = R n \ Ω. Let x, y ∈ Λ. Denote d Λ (x, y) the distance between x and y in Λ. d Λ (x, y) is defined as infimum of the lengths of smooth paths that lie within Λ and connect x and y, i.e. 
Definition 2 A function v : Λ → R 1 is Lipschitz on Λ with Lipschitz constant at most one if (2) holds. We denote Lip 1 (Λ) the set of functions Lipschitz on Λ with Lipschitz constant at most one.
We consider the evolution problem
where g ∈ L 2 (Λ) is a nonnegative Lipschitz function satisfying |Dg| ≤ 1 almost everywhere in Λ,
We interpret the problem (3) as a model of sandpile growth in Λ as following. The function u(·, t) is the height of a pile of sand at time t. The term f describes the sand sources. Specifically, f (x, t) is the rate at which sand is added at the location x ∈ Λ at time t. We assume that f is nonnegative. The main physical assumption encoded into this model is that a sandpile is stable if and only if the slope is less than or equal to one. The model describes the growth of an initially stable sandpile on the n-dimensional flat surface with the cylindric obstacle Ω × [0, ∞).
The problem considered in [AEW96] has the form of (3) with the functional I ∞ defined on R n instead of Λ. The new feature in our work is the presence of an obstacle.
Remark 3 Similar to [AEW96] , we interpret the differential inclusion (3) as following. The inclusion (3) implies that for a.e. t > 0, for each v ∈ L 2 (Λ)
Since u(·, t) and v are Lipschitz functions, the left-hand side of (4) is defined for quite general f . In particular consider
where p ∈ Λ 0 (Λ 0 is the interior of Λ), δ p is a Dirac mass at the point p, and f 0 (t) ≥ 0. This f (x, t) represents a single point source at the location p. For such f we interpret the inequality (4) as
In the remaining part of this section we show that in the case of the point source (5) our model has the solution given by the ODE model of [Ar72] . More precisely, we show that the solution of (3) with right-hand side (5) is
where z(t) is defined as following. Let
The function z(t) is the solution of
Note that at time t the sandpile occupies the region
If u(x, t) is given by (7) in the case Λ = R n and g ≡ 0, then the region (10) has the form of the spherical cone centered at p, with slope one and height z(t). Thus we call the solution (7) a growing cone, although in the case Λ = R n the region (10) is not a spherical cone in general.
We study first the problem (9). The techniques of [AEW96] can be used to obtain Lemma 4 Let f 0 (t) be a positive Lipschitz function on [0, ∞). Let g(t) be nonnegative and satisfy ess sup
Let p ∈ Λ, T > 0. Then there exists a unique function
Proof. By assumption Ω is a bounded, smooth, convex set and Λ = R n \ Ω. It follows that there exist constants C > c > 0 depending only on n, Ω such that for any r > 0, p ∈ Λ
Now the proof of existence follows the proof of Theorem 4.1 of [AEW96] , steps 1-3, 5, 6. The differences in the argument are only notational, i.e., the Euclidean distance should be replaced by d Λ (·, ·). In our case this argument provides the solution on the time interval (0, ∞) because we have a single point source.
Uniqueness follows from the argument of [AEW96] , Theorem 4.1, step 8.
Now we prove that in the case of a single point source (5) our model admits the solution (7). The argument follows closely the proof of Theorem 5.1 of [AEW96] .
Proposition 5 Let f be defined by (5). Let f 0 , g satisfy assumptions of Lemma 4. Let z(t) be the solution of (9). Then the function (7) is a unique solution of the problem (3) in the sense of Remark 3. That is, for a. e. t > 0, for all v ∈ Lip 1 (Λ) ∩ L 2 (Λ) the inequality (6) holds.
Proof. Since Ω is convex and ∂Ω is smooth and since g satisfies (11) it follows that |∂D(t)| = 0 for t > 0. Thus for each t > 0, ∂ t u exists a.e. and
We show that (6) is satisfied for every t > 0. Substituting (12) into the right-hand side of (6) and rearranging, we see that we have to prove that
But this is true since
for any x ∈ D(t). Uniqueness can be proved like in Theorem 3.3 of [AEW96] .
3 Monge-Kantorovich mass transfer interpretation of the model
We review in this section some basic facts of the Monge-Kantorovich theory (following [R84] , [E] , [EGan] ) and show the relation to the model (3). Since in Section 5 we consider mass transfer in the domain Λ, we modify the definitions to cover this case. Let Λ ⊂ R n be a domain with smooth boundary. Let f + , f − : Λ → R 1 be two nonnegative summable functions with compact supports and suppose that the following mass balance relation is satisfied
Define the measures µ + = f + (x)dx and µ − = f − (y)dy on Λ. We say that a one-to-one map
Monge's problem is to find among one-to-one mappings s : Λ → Λ which transfer µ + onto µ − the one that minimizes the work functional
where c(x, y) is a given continuous nonnegative function on Λ × Λ. The function c(x, y) can be interpreted as the cost of transportation of a unit mass from x to y. Two important examples of c(x, y) in the case Λ = R n are the following:
cost=distance : c(x, y) = |x − y|,
A number of works study these two cases, see [E] and references therein. In the rest of the paper will consider the case
An important step in the study of Monge's problem is a dual problem introduced by Kantorovich. In the case (15) the dual problem is the following. Find a potential u ∈ Lip 1 (Λ) maximizing
among the functions that belong to Lip 1 (Λ). Following the calculation of Remark 3, we see that u maximizes (16) among the Lip 1 (Λ) functions if and only if
In the case when Λ = R n (and then (15) becomes c(x, y) = |x − y|) a more precise form of (17) was discovered in [EGan] . Let f + , f − be bounded and Lipschitz. Then there exists a function a ∈ L ∞ (R n ) such that
and
in the weak sense, where Du = (∂ x 1 u, ..., ∂ x n u) is the gradient. The geometry of mass transport is then described in the terms of a, Du. Namely, under technical assumptions on f + , f − , the optimal map s : R n → R n is constructed in [EGan] by solving on each "transport ray" an ODE involving a, f + , f − . Transport ray is a longest line segment on which u decreases linearly with rate one. It follows that Du is a constant vector on each transport ray, and the direction of the ray is −Du. Thus the optimal mass transfer consists of moving mass along the transport rays. For x ∈ R n the a(x) is the rate of mass transport through the point x.
Note that if the measures µ + and µ − have concentrations on the sets of lower dimension, then it is possible that a one-to-one mapping s which transfers µ + onto µ − does not exist. For example, s does not exist if µ + = δ(x) and µ − = f − (y)dy where f − ∈ L ∞ (Λ). However, the mass transport density a(x) may exist even if the map s does not exist, and the structure of a(x) provides a description of optimal transfer of µ + onto µ − . In the next section we will consider such case.
Now we turn to the interpretation of the model (3). Comparing (3) with (17) we see that u(·, t) is a Monge-Kantorovich potential corresponding to the problem of optimal transfer of µ + = f (x, t)dx onto µ − = ∂ t u(y, t)dy in Λ with the cost function d Λ (·, ·). Thus heuristically the model (3) implies the following. At time t > 0 sand is added at the rate f (·, t). Sand particles slide downhill along the lines of steepest descent of the sandpile (i.e., in the direction −Du) in order to keep the slope of sandpile less than or equal to one. As the result of sand sliding the incoming sand density f (·, t) is getting instantaneously reallocated into another density f − (·, t). This new density f − (·, t) becomes the instantaneous rate of increase of the sandpile height at time t, i.e. f − (·, t) = ∂ t u(·, t). The optimality condition
implies in particular that sand motion may occur only through the regions of sandpile surface where the slope is equal to one.
In order to understand how sand moves in the presence of an obstacle we construct in the next section the mass transport density in the case of a single point source. This mass transport density is a nonnegative Radon measure that has concentrations on the sets of lower dimension.
Transport rays
From now on we consider the solution of the problem (3) in the dimension two, with a single point source and zero initial data. Our goal is to define and construct the mass transport density for this solution. We do that in Section 5. In this section we introduce notation and prove some preliminary facts used in Section 5. Specifically, we describe the structure of the spatial gradient of the solution.
Let Ω ⊂ R 2 be an open convex bounded set with C 2 boundary. We assume that ∂Ω is strictly convex in the sense that the curvature κ(x) of ∂Ω at x is strictly positive for every x ∈ ∂Ω. It follows that
where δ(x) is the Dirac mass at O. Then, according to Lemma 4 and Proposition 5, the unique solution of (3) is
where z(t) satisfies (9). Let D(t) be the set (8). Now we have g ≡ 0 and so
Now we discuss the structure of D(t) and of Du(·, t) = (∂ x 1 u(·, t), ∂ x 2 u(·, t)).
In the case z(t) ≤ dist(O, Ω) the obstacle does not affect the set D(t), and thus D(t) is a disk of radius z(t). Consequently, u(·, t) is differentiable on D(t) \ {O} and Du(x, t) =
Consider the case
If x, y ∈ Λ 0 , then a shortest path in Λ connecting x and y (denote it P(x,y)) has the following structure. If the straight line segment xy connecting x and y does not intersect Ω, then P (x, y) = xy.
Otherwise
where xx , yy are straight line segments and T is an arc of ∂Λ. Here x , y ∈ ∂Λ are such points that the segments xx and yy are tangent to ∂Λ at x and y respectively. T is the shorter arc of ∂Λ between x and y . Figure 1 shows P (x, y) in both cases. Note that there can be up to 2 shortest paths in Λ connecting x and y (since, by convexity of Ω, there are two tangent to Ω rays beginning at a point of Λ 0 ). Denote R = {x ∈ Λ | there exist 2 shortest paths connecting x and O in Λ}, see Figure 2 (the paths xABO and xCDO have the same length). For x ∈ Λ \ R denote P (x) the unique shortest path connecting
Since the obstacle Ω is a convex set with smooth boundary, a standard calculation with the use of Implicit Function Theorem shows that R is a smooth curve without selfintersections. In addition, R intersects ∂Λ at one point.
Denote
We call ∂ int D(t) the interior boundary of D(t). Let x ∈ Λ \ ∂ int D(t). Then there exists a unique shortest path in Λ connecting x and O (denote this path P (x)). Same is true for every point in some neighborhood of x. Then using (22), smoothness and strict convexity of ∂Ω, and taking into account the structure of a shortest path in Λ discussed above, we conclude that 
The more detail structure of Du is following. By (22), u(·, t) increases linearly with rate one on each line segment which is a part of a shortest path in Λ connecting x ∈ D(t) with O. But |Du| ≤ 1. Thus in the relative interior of each such segment Du is a constant unit vector collinear to the segment.
It follows from (27), (28) that R x is a line segment. We call R x a transport ray through x. It follows from (22) 
where (R x ) 0 is the relative interior of R x . Thus by (27)
For x ∈ D(t) \ ∂Λ any shortest path in Λ between x and O contains a line segment. Denote this segmentR x . One endpoint ofR x is x. From (22),R x ⊂ R x . Thus for every x ∈ D(t) \ ∂ int D(t) there exists a transport ray R x of positive length through x, and Du in (R x ) 0 is a constant unit vector collinear to R x . It also follows that each transport ray If R 1 and R 2 are two transport rays, then (R 1 ) 0 ∩ (R 2 ) 0 = ∅. This follows from (29) and (30).
Let a and b be the endpoints of a transport ray R such that u(a) > u(b). We call a the upper end of R, b the lower end of R. We denoteû(R) the upper end of R, andl(R) the lower end of R. Segments OM , OL, OE, CD, F G on Figure 3 are examples of transport rays in the case when the set D(t) ∩ R is empty. Segments OM , OL, CD, F G on Figure 4 are examples of transport rays in the case when the set D(t) ∩ R is nonempty.
The following proposition describes the basic properties of distance rays.
Proposition 6 (a) For any distance ray R
(b) Ifû(R) ∈ ∂Λ then R is tangent to Λ atû(R).
(c) x ∈ ∂Λ cannot be the upper end of one transport ray R 1 and the lower end of another transport ray R 2 .
Proof. From the structure of a shortest path between x ∈ D(t) and O we conclude that for any transport ray R x eitherû(R x ) = O, orû(R x ) ∈ ∂Λ and R x is tangent to ∂Λ at a =û(R x ).
The lower end of any transport ray R x satisfieŝ l(R x ) ∈ ∂D(t) ∪ R.
Indeed, suppose b =l(R x ) ∈ D(t) \ (∂D(t) ∪ R). Then we can extend R x beyond b until it intersects ∂D(t) ∪ R at a point c. Denote the extended segment R . Clearly, R contains R x . Also, R is a part of a shortest path in Λ between c and O since R x is a part of the shortest path from b to O and (R ) 0 does not intersect R. Thus u(x, t) − u(c, t) = |x − c|, i.e., c ∈ R x -a contradiction. Ifl(R x ) ∈ R thenû(R x ) ∈ ∂Λ (proof: there are two shortest paths betweenl(R x ) and O in Λ, thus each of these paths cannot be a segment of a straight line froml(R x ) to O. Thus each of these paths has the form (25). The desired conclusion follows).
The above discussion confirms (a). Proof of (c). Suppose x =û(R 1 ) =l(R 2 ). If the rays R 1 and R 2 are collinear then R = R 1 ∪ R 2 is a transport ray and x lies in the relative interior of R -a contradiction. Suppose now that R 1 and R 2 are not collinear. Sinceû(R 1 ) =l(R 2 ) ∈ ∂Λ then it follows from (32) thatû(R 2 ) = O,l(R 1 ) ∈ ∂D(t) \ ∂Λ. Thus the shortest path in Λ betweenl(R 1 ) and O is the union of two line segments R 1 and R 2 which are not collinear. But a shortest path in Λ between two points can be either like (24) or like (25) -a contradiction.
Proposition 6 is proved.
The following examples illustrate Proposition 6 (a). The ray satisfyingû(R) ∈ ∂Λ, l(R) ∈ R is F G on Figure 4 . The rays satisfyingû(R x ) ∈ ∂Λ,l(R x ) ∈ ∂D(t) are CD on Figure 3 and CD on We have showed above that if R is a transport ray andû(R) ∈ ∂Λ, then R is tangent to ∂Λ atû(R). Thus we call ∂ tan D(t) the tangential boundary of D(t). Let A, B ∈ ∂Λ be the contact points of ∂Λ = ∂Ω with the rays tangent to Ω and starting at O. Denote R 1 tan the segment OA, and R 2 tan the segment OB. We can assume that
and is nonempty otherwise. Let x ∈ ∂ tan D(t). Then there exists a unique shortest path P (x) in Λ connecting x and O. The point x is the upper end of a transport ray. Thus P (x) is not a line segment connecting x and O. It follows that P (x) is the union of an arc T ⊂ ∂Ω and a line segment tangent to Ω with one endpoint at O. Thus this line segment is either R 1 tan or R 2 tan . In addition, ∂ tan D(t)∩R = ∅ by Proposition 6 (a). Now it is easy to see that the set ∂ tan D(t) has the following structure.
If Below, in order to consider all cases at once, we will refer to both T 1 and T 2 , but depending on z(t) one of or both T 1 and T 2 can be empty as we discussed.
Define the following sets
The sets D 1 , D 2 , D 3 are disjoint by Proposition 6 (c), and For x ∈ D(t) define the set
We have
We also have
Finally, we have
where 
Geometry of mass transfer
We continue to consider the solution (22) of the problem (3) in the dimension two. We use assumptions about the obstacle Ω and notation introduced in Section 4.
First we will define mass transport density a. The motivation of Definition 7 below is following. In our case a is a Radon measure. The measure a should satisfy equation (19) in a weak sense. According to the Monge-Kantorovich interpretation of the model (3), the equation (19) in our case has the form −div(aDu) = f − ∂ t u for a. e. t > 0.
In order to have the left-hand side of (39) properly defined, we need to impose suitable conditions on the measure a, based on the properties (28) and (27) of Du.
Definition 7 Let f, g be defined by (21), and let u be the solution of (3) (and then u is defined by (22)). Let t > 0. A nonnegative Radon measure a on Λ is called a mass transport density at time t if (a) lim r→+0 a(B r (O)) = 0; (39) is satisfied in the weak sense, i.e. for any ϕ ∈ C ∞ (R 2 )
Remark 8 The conditions (a) and (b) record the requirement that the measure a does not have concentrations at O and on the sets R and {d Λ (x, O) = R} for any R > 0.
Remark 9 For the functions f, g and u defined by (21), (22) the equality (42) reduces to
The conditions (a) and (b) of Definition 7 and (27) imply that the right-hand side of (43) is well defined.
First we prove a stronger version of the property (41) of mass transport density.
Lemma 10 Let a be a mass transport density at time t ≥ 0. Then for each t
Proof. Fix t > 0. If D(t) ∩ R = ∅, then nothing to prove. Thus we assume that
In this case the intersection of the sets ∂D(t) \ ∂Λ and R consists of one point, we denote by P this point (see Figure 4) . We use the following properties of transport rays. The curve R is orthogonal to ∂Λ at the point of their intersection. In addition, let x ∈ R, and let the two transport rays R x,1 ⊂ D 1 and R x,2 ⊂ D 2 be such that x =l(R x,1 ) =l(R x,2 ) (such rays exist by definition of R). Denote τ R (x) the unit vector tangent to R at x and oriented in the direction towards Ω. Denote α(e 1 , e 2 ) the angle between the vectors e 1 , e 2 . We have: the functions x → α(R x,1 , τ R (x)) and x → α(R x,2 , τ R (x)) are continuous on R, and π 2 ≥ α(R x,k , τ R (x)) > 0 for any x ∈ R, k=1,2. Here the direction of transport rays chosen from the lower to the upper end. The above facts follow from smoothness and strict convexity of ∂Ω. In particular it follows that for each t there exists α 0 > 0 such that
Now we prove the Lemma. Let η ∈ C ∞ (R 1 ) satisfy
Let ε > 0. Define function η ε (s) by
Let P be the union of interiors of all segments beginning at points of R and tangent to ∂Ω, i.e., P = {x ∈ Λ 0 \ R | x lies on a shortest path P x (y) between some y ∈ R and O, and segment xy lies in Λ}.
From strict convexity of Ω we see that P is an open set and for every R > 0 there exists
. (49) Here N ε (·) denotes ε neighborhood in R 2 of a set. If x ∈ P then the point y ∈ R and the path P x (y) from the above definition are defined uniquely for x. Thus we can define a map r : P → R byr(x) = y. Since R is a C 1 curve and ∂Ω is convex and smooth, it follows from (46) that r ∈ C 1 (P, R 2 ). Define ψ ε : Λ → R 1 by
Using (49) and properties of η ε andr we see that ψ ε ∈ C 1 (Λ) if ε is small. Define ϕ ε : Λ → R 1 as following. Let
where P (x) is the unique shortest path in Λ between x ∈ Λ \ R and O. Since P (x) is a C 1 curve, we have
Now we define ϕ ε by (51) on P, and by (52) on Λ \ P. Thus ϕ ε is defined on Λ and (50) holds.
Then (49) and the properties of η ε (·) andr(·) imply that for ε > 0 small enough
Now from (50)
Inserting ϕ ε into (43) and using (53) we get
From (47), (48), (50) 
where C does not depend on ε.
Since R is a C 1 curve, we get
By (47), (48) 
Now from (57) and (54), using (55), (56) we get
By (46) we have N ε
where C does not depend on ε. Thus (58) implies (44). Now we construct the mass transport density a. The idea is to rewrite formally the PDE (39) as an ODE with a suitable boundary condition on each transport ray and define the "regular" part of the measure a as the solution of this ODE on each transport ray. We describe this ODE in Remark 13 below. We also need to add the singular part of the measure a which completes the mass balance equation (42).
We show below that the singular part of the measure a is concentrated on D sing . Note that D sing is the union of two C 1 curves R 1 tan ∪ T 1 and R 2 tan ∪ T 2 . Recall that T 1 and T 2 are open arcs and thus (R 1 tan ∪ T 1 ) ∩ (R 2 tan ∪ T 2 ) = {O}. On Figure 3 the set D sing is OA ∪ AQ ∪ OB ∪ BP (note that this set does not include the points P and Q). On Figure  4 the set D sing is OA ∪ AQ ∪ OB ∪ BQ (note that this set does not include the point Q).
Theorem 11 Let f , g, u be like in the Definition 9. Then for any t ≥ 0 there exists a unique mass transport density a (in the sense of Definition 7). The measure a has the structure a = a ac dx + a s ,
where a ac denotes the absolutely continuous part of a with respect to the 2-dimensional Lebesgue measure, and a s the singular part. The a ac and a s are the following:
where
Here H 1 is the 1-dimensional Hausdorff measure on D sing .
Remark 12 R x is uniquely defined for x ∈ D(t) \ R. This justifies the definitions (61), (60). In addition we have L 2 (R) = 0 since R is a C 1 curve. Thus a ac is defined by (60) a. e. in Λ. The measure a defined by (59)- (62) clearly satisfies the properties (a)-(c) of Definition 7.
Remark 13 The equation (39) can be formally written as
We rewrite this as an ODE in the relative interior of any transport ray R. Introduce on R the coordinate ρ by ρ = ρ(x) for x ∈ R, where ρ(x) is defined by (61). Then ρ ∈ [0, r] where
We will show below (see Remark 15) that
In addition we have by (22), (9)
and f ≡ 0 in the relative interior of R. Thus we write the equation (63) on R as
We add to this equation the boundary condition
that records the fact that no mass transfer occurs through the lower end of a ray. The function a ac defined by (60), (61) is the solution of the problem (65), (66) on each transport ray.
Note that (66) is not an assumption in the model (3). At this point (66) is our guess. But after Theorem 11 is proved, it follows from existence and uniqueness of the mass transport density that (66) is the consequence of (3).
Indeed, by (61) we have ρ(y) = r(y) if y =l(R), where R is any transport ray. Thus by (60) a ac is zero at the lower end of any transport ray. By (62) the support of measure a s does not intersect the set of lower ends of transport rays. So there is no mass transfer through lower ends of rays.
Remark 14 Some properties of the measure a s defined by (62) are:
(1) From (36) we have
Proof of Theorem 11
We start from the proof of uniqueness. Suppose that the Radon measureã is a mass transport density in the sense of Definition 7.
As the first step we prove that
where a ac is defined by (60). First, we calculate the integral
where ϕ ∈ C 1 (R 2 ). We use the decomposition (34).
In the domain D 3 the point O is the upper end of every transport ray, and thus we have ρ(x) = |x − O| where ρ(x) is defined by (61). Then in the polar coordinates (ρ, θ) with the center O, we have ρ(x) = ρ, r(x) = r(θ) for the functions ρ(x), r(x) defined by (61) and x ∈ D 3 . Thus by (60), a ac ∈ L 1 (D 3 ). We clearly have DuDϕ = − ∂ϕ ∂ρ in D 3 . Now we calculate using (60)
Now consider the domain D 1 . If x ∈ D 1 and R x is the transport ray through x, then u(R x ) ∈ T 1 and R x is tangent to the arc T 1 at the pointû(R x ). Define the map g : D 1 → T 1 and the coordinates (y, ρ) on D 1 by:
Note that now
where ρ(x), r(x) are the functions (61) and x ∈ D 1 . We prove that mapping g : D 1 → T 1 is locally Lipschitz in D 1 and compute 1-dimensional Jacobian J 1 g ( [Fed69] , 3.2.1). Let x ∈ D 1 and y = g(x). By (20), in some neighborhood of y the curve T 1 is a graph x 2 = Ψ(x 1 ) in an appropriate Cartesian coordinate system (x 1 , x 2 ) on R 2 , were Ψ a smooth function on R 1 satisfying
Since Du is continuous in
Since the transport ray R x is tangent to the graph of Ψ at the point y = g(x), we have
Changing coordinates if necessary, we can assume that
Then by (69), (73) 
Differentiating (73) we get
.
These derivatives exist everywhere in B σ (x) by (71). From (72) we get
Thus we obtain
where y 1 = g 1 (x), and ρ is given by (74). From (71), (75) we see that g is Lipschitz on each subdomain
where ε > 0. We can rewrite (75) in the form
where κ(y) is the curvature of T 1 at y. We have
Let the map Φ : D 1 → {y ∈ T 1 , ρ ∈ (0, r(y))} be defined by x → (y, ρ). The map Φ is one-to-one, onto. Let ε > 0. Applying Theorem 3.2.22 of [Fed69] and using (60), (70), (76) we get:
Here R y is the transport ray which has the upper end at y. Since y ∈ T 1 , such R y exists and is unique. Passing to the limit as ε → 0 in (78), we get
The domain D 2 is considered similarly. Thus, from (68), (79) and the corresponding formula for D 2 we get:
Remark 15 At this point we can prove (64). In the domain D 3 we have u(x, t) = z(t) − |x − O| and ρ = |x − O|. Thus we obtain (64) in D 3 by explicit differentiation. In D 1 we use (69), (70) and (76) in the following argument. Let ϕ ∈ C ∞ 0 (D 1 ). Then we have (77). Thus
This is true for any ϕ ∈ C ∞ 0 (D 1 ). Thus (64) holds in D 1 . Similarly (64) holds in D 2 .
Next we prove that (80) holds for all ϕ satisfying
To see this we note that ϕ satisfying (81) is locally bounded on Λ and thus define for ε > 0 the function ϕ ε ∈ C 1 (Λ) such that ϕ ε ≡ ϕ on Λ\N ε (R) and
Here N ε (·) denotes ε neighborhood of a set in R 2 . For ϕ ε the equality (80) holds, and we conclude the proof passing to the limit as ε → 0, using (46) and the inequality
The inequality (82) follows from (60). Note that ϕ which satisfies (81) can be discontinuous across R. Similarly, using Lemma 10 instead of (82), we show that (43) holds for all ϕ satisfying (81).
Let
Then b is a signed Radon measure. By (83), (80), (43) we have for all ϕ satisfying (81)
Now we are ready to prove (67), which can be rewritten as
Let ψ be a smooth function on Λ and supp(ψ) ⊂ D(t) \ D sing . In particular
For x ∈ Λ \ R we denote P (x) the unique shortest path in Λ connecting x and O. Then P (x) is a C 1 curve as we have showed above. Define function ϕ on Λ \ R by
From the structure of sets P (x) and from (27) and (86) it follows that the function (87) satisfies (81). We have
It follows from the definition of ϕ that
Now using (84), (88), (89) we get
DuDϕ db = 0.
Thus (85) is proved. Now we prove that b is a nonnegative Radon measure. Let
Define the function ϕ on Λ \ R by (87). Then, as before, ϕ satisfies (81). From (90) and (87) we have
Now from (89), (84) and convexity of Ω we get
Using assumption (a) of Definition 7 we conclude that b is nonnegative. It follows from (85), (84) that for any
we have
. (92) Note that D sing \ {O} is the union of two disjoint C 1 curves. If T 1 and T 2 have a common endpoint z (and then {z} = R ∩ ∂Ω), then z / ∈ D sing \ {O} and thus the function ϕ can have jump across the point z. On Figure 4 the point z is Q, and the function satisfying (91) should be: continuous on D sing = OA ∪ AQ ∪ OB ∪ BQ (note that this set does not include the point Q), C 1 -smooth on OA ∪ AQ and on OB ∪ BQ, and have bounded first derivative on OA ∪ AQ ∪ OB ∪ BQ (again, points O and Q are not included).
To prove the uniqueness of mass transport density it is enough to show that b = a s where a s is defined by (62).
We prove first that b is absolutely continuous with respect to the 1-dimensional Hausdorff measure on D sing . Let x ∈ D sing \ {O} andT = D sing ∩ B ε (x), where B ε (x) is the disk in R 2 with the center at x and radius ε > 0. If ε is small enough thenT is a connected open arc and O / ∈ B 2ε (x). Let ψ ε ∈ C(D sing ) such that ψ ε ≡ 1 onT , ψ ε ≡ 0 on D sing \ B 2ε (x), and 0 ≤ ψ ε ≤ 1 on D sing . Define function ϕ ε on D sing by
Then ϕ ε satisfies (91) and 0 ≤ ϕ ε ≤ Cε, ψ ε = −DuDϕ ε on D sing \ {O}.
We also have ϕ ε (O) = 0. Since b is nonnegative, we get from (92)
where C depends only on z(t), H 1 (∂Ω) and max κ. Since D sing \ {O} is the union of two disjoint C 1 curves, it follows that b is absolutely continuous with respect to the 1-dimensional Hausdorff measure on D sing and that
Calculating the integral in the right-hand side of the last equality similar to (98) and using (37), we get 
The case z ∈ T 2 is similar. Thus we proved thatm is defined by (62) a. e. on D sing . Thus the uniqueness of mass transport density is proved.
In order to prove the existence of mass transport density, we need only to verify that the measure a defined in the formulation of Theorem 11 satisfies the equation (43) for all smooth ϕ. From (80), it is enough to prove that we have = f 0 (t)ϕ(O)
This and a similar calculation for T 2 ∪ R 2 tan imply (101). Theorem 11 is proved.
In the light of Theorem 11 the geometry of mass transfer for the single point source solution can be described as following. Incoming sand moves "downhill" along transport rays and fills domains D 1 , D 2 , D 3 . The absolutely continuous part of the mass transport density describes this process, i.e., gives the rate of mass transport at each interior point. In addition sand should be transported from the source to the upper ends of the transport rays that lie in the domains D 1 and D 2 . The singular part a s of the mass transport density describes this process. The structure of the support of a s and the mass balance at each point of the support of a s given by the equation (62) show the following. In order to reach the domain D 1 a sand particle moves from the source along the tangent to the obstacle ray R 1 tan towards the boundary of the obstacle, then moves along the boundary until it reaches the upper end of its transport ray, and slides down along the transport ray. For D 2 the picture is similar. Thus each particle moves to its destination point along the shortest path.
