The Lomax (Pareto II) distribution has found wide application in a variety of fields. This paper deals with the estimation parameters of ( < ) when has Lomax distribution with parameters and and has Lomax distribution with presence of outliers with parameters , and such that and are independent. The maximum likelihood and moment estimator of Lomax distribution with presence of outliers and the maximum likelihood estimator of ( < ) with presence of outliers are derived. Analysis of a simulated data set has also been presented for illustrative purposes.
Introduction
considered the estimation of P[Y < X], where X and Y are Burr type X random variable. The maximum likelihood estimator (MLE) of P[Y < X], when X and Y are normally distributed, has been considered by Downtown (1973) . Woodward and Kelley (1977) and Owen et al. (1977) considered the estimation of P[Y < X] when X and Y are independent exponential random variables. Awad et. al. (1981) considered the MLE of R, when X and Y have bivariate exponential distribution. In 1990, Gupta and Gupta considered the estimation of () P aX bY  in the multivariate normal case. Recently, Nasiri et. al. (2011) studied estimation of P[Y < X] for generalized exponential distribution with presence of K outliers.
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The two-parameter Lomax distribution has the following p.d.f. and c.d.f. respectively: (1 ) ( ; , ) Where > 0 is the shape parameter, and λ > 0 is the scale parameter.
The main aim of this paper is to focus on the inference of R=P(Y<X), where ~( , ), with pdf denoted in equation and , has Lomax Distribution with presence of k outliers.
Joint Distribution of ( , , … , ) with Outliers
According to Dixit (1989) and Dixit and Nasiri (2001) model, we assume that the random variables ( 1 , 2 , … , ) are such that of them are (1 ) ( , , )
,
And remaining ( − ) random variables are distribution as (1 ) ( , , )
The joint distribution of ( 1 , 2 , … , ) is given as:
With using the equation (2-1) and (2-2), the joint distribution is given by (1 ) (1 )
Estimation parameter of R=P(Y<X)
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By using the equation (2-4) the marginal distribution of X is given by
( ; , , )
Moment estimators of Lomax Distribution with presence of outliers
The raw moments of may be determined from marginal distribution of X For , we fine that
rr k
To estimation of all parameters, it can be consider the following normal equations,
Maximum Likelihood estimators of Lomax distribution with presence of outliers
For observations, ( 1 , 2 , … , ) the likelihood function is given by
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The log-likelihood function of the equation (4-1) is given by
Taking the derivative with respect to , , and equating to 0, we can obtain the normal equations as: 
Numerical experiments and discussions
In order to have some idea about Mean Square Error (MSE) of MLE, we perform sampling experiment using a MATLAB. We consider two cases separately to draw inference on R, namely when (i) is unknown and (ii) is known. In both cases we consider the following small sample size; In both cases we take = 1.5 , = 2.75 , = 2.5 = 1. Without loss of generality, we take = 1. In all cases considered, all the results are based on 1000 replications. The data has been truncated after four decimal places and it has been presented below. 
Conclusions
In this paper, we have addressed the problem of estimating parameters of R=P(Y<X) for Lomax distribution with presence outliers, when they have the same scale parameter. We consider both the cases, namely the common scale parameter is unknown or known, and the results are given in tables 1 and 2. It is observed that the maximum likelihood estimator of R, when is unknown and known works quit well. We report the average estimates and the MSEs based on 1000 replications. In this case as expected when = and , increase then the average decrease. The result of MSE of the estimators are given in Tables 1 to 2 , for = 1.5 , = 2.75 , = 2.5 , = 1. 
