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A MICROLOCAL APPROACH TO THE ENHANCED
FOURIER-SATO TRANSFORM IN DIMENSION ONE
ANDREA D’AGNOLO AND MASAKI KASHIWARA
Abstract. LetM be a holonomic algebraic D-module on the affine
line. Its exponential factors are Puiseux germs describing the growth
of holomorphic solutions to M at irregular points. The stationary
phase formula states that the exponential factors of the Fourier trans-
form ofM are obtained by Legendre transform from the exponential
factors of M. We give a microlocal proof of this fact, by translat-
ing it in terms of enhanced ind-sheaves through the Riemann-Hilbert
correspondence.
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1. Introduction
1.1. Let V be a one-dimensional complex vector space, with coordinate
z, and V∗ its dual, with dual coordinate w. The Fourier transform,
originally introduced as an integral transform with kernel associated to
e−zw, has various realizations.
At the Weyl algebra level, it is the isomorphism P 7→ LP given by
z 7→ −∂w, ∂z 7→ w. This induces an equivalence between holonomic
algebraic D-modules on V and on V∗, that we still denote byM 7→ LM.
At a microlocal level, the Fourier transform is attached to the sym-
plectic transformation
(1.1) χρ : T
∗V −→ T ∗V∗, (z, w) 7→ (w,−z),
where we used the identifications T ∗V = V×V∗ and T ∗V∗ = V∗×V of the
cotangent bundles. This induces the Legendre transform from Puiseux
germs on V (i.e., holomorphic functions on small sectors, which admit a
Puiseux series expansion) to Puiseux germs on V∗.
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The exponential factors of a holonomic DV-module M are Puiseux
germs on V describing the growth of its holomorphic solutions at ir-
regular points. We are interested here in the stationary phase formula,
which states that the exponential factors of LM are obtained by Legendre
transform from the exponential factors of M.
The Riemann-Hilbert correspondence allows a restatement of this fact
in terms of yet another realization of the Fourier transform, that is the
Fourier-Sato transform for enhanced ind-sheaves. In this setting, we
provide a microlocal proof of the stationary phase formula.
Let us explain all of the above in more details.
1.2. Let a be a singular point of M (this includes a =∞, where M is
naturally extended as a meromorphic connection). Let za be the local
coordinate given by za = z − a if a ∈ V, and z∞ = z−1. Denote by SaV
the circle of tangent directions at a. Let PSaV be the sheaf on SaV whose
stalk at θ ∈ SaV is the set of holomorphic functions on small sectors
around θ, which admit a Puiseux series expansion at a. Its sections are
called Puiseux germs. The sheaf PSaV is the quotient of PSaV modulo
bounded functions.
The Hukuhara-Levelt-Turrittin theorem describes both the formal and
the asymptotic structure of M at a, as follows.
At the formal level, after a ramification up = za and formal completion
by C((u)), M decomposes as a finite direct sum of modules of the form
Ef⊗DRf . Here, f ∈ C{u}[u−1] is a meromorphic germ, the D-module Ef
corresponds to the meromorphic connection d+ df , we denote by ⊗D the
tensor product for D-modules, and Rf is a regular holonomic D-module.
For a chosen determination of z
1/p
a at θ ∈ SaV, let us still denote by
f the Puiseux germ with expansion f ∈ C{z1/pa }[z
−1/p
a ] as above. (We
write (a, θ, f) instead of f if we need more precision.) As the isomor-
phism class of Ef only depends on the equivalence class [f ] ∈ PSaV, we
can assume that different summands correspond to different equivalence
classes. Then, the set N>0θ of those f ’s with Rf 6= 0 is called a system
of exponential factors of M at θ, and the rank N(f) of Rf is called the
multiplicity of f .
At the asymptotic level, the Hukuhara-Levelt-Turrittin theorem states
that for any θ ∈ SaV there is a basis {uf,i}f∈N>0θ ,i=1,...,N(f) of holomorphic
solutions toM on a small sector around θ, such that e−fuf,i has moderate
asymptotic growth at a.
1.3. Let us illustrate the stationary phase formula by an example.
Let N = DV∗/DV∗Q be the DV∗-module associated with the Airy oper-
ator Q = ∂2w −w. It is regular everywhere except at w =∞. Recall that
the Airy equation Qψ = 0 has two entire solutions ψ± with the following
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V∗
V
(θ−, η) (θ+, η)
CfCf
χρ
//
V
V∗
(η,−θ−)
(η,−θ+)
Cg−
Cg+
Figure 1. The microlocal Fourier transform.
asymptotics at η = 1 · ∞ ∈ S∞V∗:
ψ±(w) = e
± 2
3
w3/2w−1/4
(
1 + O(w−1)
)
on | arg(w)| <
π
3
,
where we chose the determination of w1/4 with 11/4 = 1. Then, g±(w) =
±2
3
w3/2 are the exponential factors of N at η.
At the level of the Weyl algebra, one has Q = LP , for P = z2 − ∂z .
Hence N ≃ LM, where M = DV/DVP is regular everywhere except at
z =∞. The equation Pϕ = 0 has the entire solution ϕ(z) = ez
3/3. Here
there is no ramification, and f(z) = z3/3 is the only exponential factor
of M at any θ ∈ S∞V.
Let us show how to compute the exponential factors g± of N from the
exponential factor f of M.
Recall the symplectic transformation χρ in (1.1). To f , we associate
the Lagrangian
Cf := (graph of df in T
∗V) = {(z, w) ; w = z2}.
As pictured in Figure 1, one has
χρ(Cf) = {(w, z) ; z
2 = w} ⊂ T ∗V∗,
which is a ramified double cover of V∗.
For (z, w) ∈ Cf , one has w −→ η if and only if either z −→ θ+ or z −→ θ−,
where θ± = ±1 · ∞ ∈ S∞V. Thus, denoting by C(∞,θ±,f) the restriction
of Cf for z in a small sector around θ±, one has
χρ(C(∞,θ±,f)) = {z = ±w
1/2} = C(∞,η,g±),
since g±(w) = ±
2
3
w3/2 are primitives of ±w1/2.
The above microlocal construction describes the Legendre transform
at the level of Puiseux germs, that we denote by L (see §7.4, where it is
also explained how to fix the choice of a primitive). In this example, as
pictured in Figure 2, it gives L(∞, θ±, f) = (∞, η, g±).
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θ+fθ− f
S∞V
V
L // ηg±
V∗
S∞V
∗
Figure 2. The Legendre transform.
1.4. Note that the above microlocal construction fails if the Puiseux
germ f is linear, that is, if f(z) = bz for some b ∈ V∗. In fact, in this
case Cf = {w = b}, so that χρ(Cf ) is not of graph type.
Let a ∈ V ∪ {∞} and θ ∈ SaV. We say that a Puiseux germ (a, θ, f)
is admissible if f is unbounded at a and (if a = ∞) not linear mod-
ulo bounded functions. The Legendre transform L establishes a one-to-
one correspondence from admissible Puiseux germs on V to admissible
Puiseux germs on V∗.
We can now state the stationary phase formula.
Theorem 1.1. Let (a, θ, f) be an admissible Puiseux germ on V, andM
a holonomic algebraic DV-module. Then, (a, θ, f) is an exponential factor
of M if and only if L(a, θ, f) is an exponential factor of LM. Moreover,
they have the same multiplicity.
This result is classical (see §1.15 for some references). Let us translate
it through the Riemann-Hilbert correspondence.
1.5. In order to keep track of the behavior at ∞, instead of V consider
the pair V∞ = (V,P), where P = V ∪ {∞}. Such a pair is called a
bordered space. By definition, a holonomic DV∞-module is a holonomic
analytic DP-module such that M ≃ M(∗∞). Then, the category of
algebraic holonomic D-modules on V is equivalent to that of holonomic
DV∞-modules.
The Riemann-Hilbert correspondence of [7] provides an embedding
(i.e., a fully faithful functor)
SolEV∞ : D
b
hol(DV∞) // // E
b
R-c(ICV∞)
from the triangulated category of holonomic DV∞-modules to that of
R-constructible enhanced ind-sheaves on V∞. Let us briefly recall the
construction of the latter category, and the behavior of the “enhanced
solution functor” SolEV∞ .
Note that, to simplify the presentation, some of the definitions that we
give in §1.6 and §1.7 are different, but equivalent, to those that we recall
in §2.
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1.6. Denote by DbR-c(CV∞) the triangulated category of R-constructible
sheaves on V∞, that is, the restrictions to V of R-constructible sheaves
(in the derived sense) on P.
Consider the bordered space R∞ = (R,R), where R = R∪{−∞,+∞},
and denote by t ∈ R the coordinate.
The category EbR-c(CV∞) of R-constructible enhanced sheaves on V∞
is the full triangulated subcategory of DbR-c(CV∞×R∞) whose objects F
satisfy C{t>0}
+
⊗ F ∼−→ F , where
+
⊗ denotes the convolution in the t
variable (see (2.2.1)). Denote by Q(F ) = C{t>0}
+
⊗ F the projector from
DbR-c(CV∞×R∞) to E
b
R-c(CV∞).
Let U be an open subset of V, subanalytic in P. Let ϕ : U −→ R
be a globally subanalytic function, that is, a function whose graph is
subanalytic in P× R. Set
E
ϕ
U |V := QC{(z,t)∈V×R ; z∈U, t+ϕ(z)>0}.
It belongs to the heart of the natural t-structure on EbR-c(CV∞). If ϕ
+, ϕ−
are globally subanalytic functions on U with ϕ− 6 ϕ+, define Eϕ
+⊲ϕ−
U |V by
the short exact sequence
0 −→ Eϕ
+⊲ϕ−
U |V −→ E
ϕ+
U |V −→ E
ϕ−
U |V −→ 0.
A structure theorem asserts that for any F ∈ EbR-c(CV∞) there is a
subanalytic stratification of V such that F decomposes on each stratum
U as a finite direct sum of shifts of objects of the form EϕU |V or E
ϕ+⊲ϕ−
U |V .
1.7. The category EbR-c(ICV∞) of R-constructible enhanced ind-sheaves
on V∞ is the triangulated category with the same objects as E
b
R-c(CV∞),
and morphisms
HomEb
R-c
(ICV∞ )
(F1, F2) = lim−→
c−→+∞
HomEb
R-c
(CV∞ )
(F1,C{t>c}
+
⊗ F2).
In order to avoid confusion, denote by CEV∞
+
⊗ F the enhanced ind-sheaf
corresponding to the enhanced sheaf F .
As for enhanced sheaves, any K ∈ EbR-c(ICV∞) locally decomposes as
a finite direct sum of shifts of objects of the form
E
ϕ
U |V∞
:= CEV∞
+
⊗ EϕU |V, E
ϕ+⊲ϕ−
U |V∞
:= CEV∞
+
⊗ Eϕ
+⊲ϕ−
U |V .
There is a natural embedding
e : DbR-c(CV∞)
// // EbR-c(ICV∞) , L 7→ C
E
V∞
+
⊗Q(C{t=0} ⊗ π
−1L),
where π : V× R −→ V is the projection.
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1.8. Without recalling its definition, let us illustrate the behavior of the
functor SolEV∞ by two examples.
The classical Riemann-Hilbert correspondence of [17] associates to a
regular holonomic DV∞-module L, the C-constructible complex of its
holomorphic solutions L. One has
SolEV∞(L) ≃ e(L).
Let f be a meromorphic function on P with possible poles at a ∈ P
and∞. Denote by Ef
V\{a}|V∞
the holonomic DV∞-module associated with
the meromorphic connection d+ df . Then, one has
SolEV∞(E
f
V\{a}|V∞
) ≃ ERe f
V\{a}|V∞
.
1.9. Let us translate the Hukuhara-Levelt-Turrittin theorem in terms
of enhanced ind-sheaves.
Let a ∈ P. A multiplicity at a is a morphism of sheaves of sets
N : PSaV −→ (Z>0)SaV
such that N>0θ := N
−1
θ (Z>0) is finite for any θ ∈ SaV, and f, g ∈ N
>0
θ
with f 6= g implies [f ] 6= [g] in PSaV (see §5.3 for the precise definition).
Consider the induced multiplicity class
N : PSaV −→ (Z>0)SaV
defined by N([f ]) = N(g) if [f ] = [g] for some g ∈ N>0θ , and N([f ]) = 0
otherwise.
Let us say that F ∈ EbR-c(CV∞) has normal form at a if there exists a
multiplicity N such that any θ ∈ SaV has an open sectorial neighborhood
Vθ where
(1.2) π−1CVθ ⊗F ≃
⊕
f∈N>0θ
(
E
Re f
Vθ |V∞
)N(f)
.
Note that the multiplicity N is uniquely determined by F .
Let us say that K ∈ EbR-c(ICV∞) has normal form at a if there exists
F ∈ EbR-c(CV∞) with normal form at a such that
K ≃ CEV∞
+
⊗ F.
(This definition is different, but equivalent, to the one we give in § 5.4.)
Note that, if N is the multiplicity of F , the multiplicity class N is
uniquely determined by K.
Let M be a holonomic DV∞-module. In terms of enhanced solutions,
the Hukuhara-Levelt-Turrittin theorem states that K = SolEV∞(M) has
normal form at any singular point of M.
More precisely, as it was observed in [28], there is an equivalence of
categories between germs of meromorphic connections M with poles at
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a, and germs of enhanced ind-sheaves K with normal form at a, such
that π−1CV\{a} ⊗K ≃ K.
1.10. As a technical tool, to any admissible Puiseux germ (a, θ, f) on V
we associate the multiplicity test functor (see §2.1)
G(a,θ,f) : E
b
R-c(ICV∞) −→ D
b(C),
with values in the bounded derived category of C-vector spaces.
If Vθ is a sectorial neighborhood of θ and K ∈ EbR-c(ICV∞), one has
(1.3) G(a,θ,f)(K) ≃ G(a,θ,f)(π
−1CVθ ⊗K).
Moreover, if (a, θ, h) is another Puiseux germ,
(1.4) G(a,θ,f)(E
Re h
Vθ |V∞
) ≃
{
C if [f ] = [h],
0 otherwise.
In particular, if K has normal form at a with multiplicity class N , then
G(a,θ,f)(K) ≃ C
N([f ]).
1.11. Consider the correspondence
V∞ V∞ × V∗∞
p
oo
q
// V∗∞,
where V∗∞ = (V
∗,P∗) for P∗ = V∗ ∪ {∞}.
The Fourier-Laplace transform for D-modules and the Fourier-Sato
transform for enhanced ind-sheaves are the integral transforms with ker-
nel associated to e−zw. More precisely, for M ∈ Dbhol(DV∞) and K ∈
EbR-c(ICV∞), one sets
LM = Dq∗(E
−zw
V×V∗|V∞×V∗∞
⊗D Dp∗M),
LK = Eq!!(E
−Re zw
V×V∗ [1]
+
⊗ Ep−1K),
where ⊗D, Dq∗ , Dp
∗ and
+
⊗, Eq!!, Ep
−1 denote the operations for D-
modules and for enhanced ind-sheaves, respectively.
Since the enhanced solution functor is compatible with these opera-
tions, one has
LSolEV∞(M) ≃ Sol
E
V∗∞
(LM).
We can thus deduce the stationary phase formula of Theorem 1.1 from
the following analogue for enhanced ind-sheaves.
Theorem 1.2. Let (a, θ, f) be an admissible Puiseux germ on V, and
set (b, η, g) = L(a, θ, f). Let K ∈ EbR-c(ICV) have normal form at a with
multiplicity class N . Then, for generic η, one has
G(b,η,g)(
LK) ≃ CN([f ]).
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In fact, the statement still holds when replacing EbR-c(ICV) with E
b
R-c(IkV),
for an arbitrary base field k.
As we now briefly explain, our proof of this result is based on microlocal
arguments.
1.12. The microlocal theory of sheaves of [20] associates to an object
H of Db(CV×R) its microsupport SS(H) ⊂ T ∗(V × R), a closed conic
involutive subset of the cotangent bundle. Denote by (t, t∗) ∈ T ∗R the
natural homogeneous symplectic coordinates. Recall that there is an
equivalence
EbR-c(CV) ≃ D
b
R-c(CV∞×R∞)/{F ; SS(F ) ⊂ {t
∗ 6 0}}.
In particular, considering the map
T ∗(V× R) ⊃ {t∗ > 0}
ρ′
// T ∗V, (z, t; z∗, t∗) 7→ (z, z∗/t∗),
there is a well defined microsupport for enhanced sheaves given by
SSEρ (Q(H)) := ρ
′(SS(H) ∩ {t∗ > 0}) ⊂ T ∗V,
for H ∈ DbR-c(CV∞×R∞).
To be more precise, the microsupport is a subset of the cotangent
bundle to the real affine plane VR underlying V. Here, for ϕ a real
valued smooth function, we use the identification (T ∗V)R ∼−→ T ∗(VR),
∂ϕ 7→ 1
2
dϕ, where d = ∂ + ∂ is the exterior differential. Then, we have
∂f 7→ d(Re f) if f is holomorphic.
1.13. Using the same definitions as for enhanced ind-sheaves, there is a
Fourier-Sato transform for enhanced sheaves which, for F ∈ EbR-c(CV∞),
satisfies
CEV∗∞
+
⊗ LF ≃ L(CEV∞
+
⊗ F ).
It was proved in [33] that
SSEρ (
LF ) = χρ(SS
E
ρ (F )).
Note that, if ϕ is a real valued smooth function defined on an open
subset U ⊂ V, one has
SSEρ (E
ϕ
U |V) ∩ T
∗U = Cϕ := (graph of dϕ).
In particular, for (a, θ, f) a Puiseux germ on V, one has
SSEρ (E
Re f
Vθ|V
) ∩ T ∗Vθ = C(a,θ,f),
for Vθ a sectorial neighborhood of θ in V. Thus, one has the following
link between the Fourier-Sato transform and the Legendre transform:
SSEρ (
LE
Re f
Vθ|V
) ∩ T ∗Wη = CL(a,θ,f),
for Wη a sectorial neighborhood of η in V
∗.
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1.14. Our proof of Theorem 1.2 proceeds by the following arguments.
Assume for example that a =∞ and b =∞ as in §1.3. (The other cases
are treated in a similar way.)
Since K has normal form at ∞, we can write K = CEV∞
+
⊗ F ′ for
F ′ ∈ EbR-c(CV∞) with normal form at ∞. Then, since C
E
V∗∞
+
⊗ LF ′ ≃ LK,
it is enough to show that
G(∞,η,g)(
LF ′) ≃ CN(f),
where the above multiplicity test functor for enhanced sheaves has the
same definition as the one for enhanced ind-sheaves.
For R > 0, set F = π−1C{|z|>R} ⊗F
′. A microlocal argument similar
to the one sketched below shows that
G(∞,η,g)(
LF ′) ≃ G(∞,η,g)(
LF ).
We can take R big enough so that {|z| > R} is covered by sectors Vθ
where F decomposes as in (1.2).
Moreover, since LF is R-constructible, a generic η ∈ S∞V
∗ has a sec-
torial neighborhood Wη where there is a decomposition
(1.5) π−1CWη ⊗
LF ≃
(⊕
i∈I
E
ϕi
Wη|V∗
[di]
)
⊕
(⊕
j∈J
E
ϕ+j ⊲ϕ
−
j
Wη |V∗
[dj]
)
,
with di, dj ∈ Z, and ϕi, ϕ
±
j analytic and globally subanalytic functions
such that ϕ−j < ϕ
+
j .
By (1.3), we are left to show
G(∞,η,g)(π
−1CWη ⊗
LF ) ≃ CN(f).
On one hand, (1.2) implies
SSEρ (
LF ) = χρ(SS
E
ρ (F )) ⊂ Z ∪
⋃
θ˜∈S∞V, f˜∈N
>0
θ˜
C
L(∞,θ˜,f˜),
where Z is due to spurious contributions from {|z| = R}.
On the other hand, (1.5) gives
SSEρ (
LF ) ∩ T ∗Wη =
(⋃
i∈I
Cϕi
)
∪
(⋃
j∈J
(Cϕ+j ∪ Cϕ
−
j
)
)
.
Let φ be either ϕi or ϕ
±
j . We can show that
G(∞,η,g)(E
φ
Wη |V∗
) ≃ 0
if Cφ ⊂ Z. By (1.4), the same holds for Cφ = CL(∞,θ˜,f˜) unless L(∞, θ˜, f˜) =
(∞, η, g). It follows that
G(∞,η,g)(π
−1CWη ⊗
LF ) ≃
⊕
k∈Ig∪J
+
g ∪J
−
g
C[d′k],
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where Ig = {i ∈ I ; ϕi = Re g}, J±g = {j ∈ J ; ϕ
±
j = Re g}, and
d′k =
{
dk if k ∈ Ig ∪ J+g ,
dk − 1 if k ∈ J
−
g .
It remains to show that d′k = 0 for any k, and N(f) = #(Ig∪J
+
g ∪J
−
g ).
For this, we use a result of [20] which allows to keep track microlocally
of multiplicities and shifts, by viewing the Fourier-Sato transform as a
quantization of the symplectic transformation χρ.
1.15. Let us mention some related literature.
The Fourier-Laplace transform for holonomic D-modules in dimension
one has been studied in [26], and more systematically in [27], where the
Stokes phenomenon is also considered. See [32, 16] for explicit computa-
tions in some special cases.
Classically, the stationary phase formula is stated in terms of the so-
called local Fourier-Laplace transform for formal holonomic D-modules.
This was introduced in [4] (see also [13, 3]), by analogy with the ℓ-adic
case treated in [25]. (For related results in the p-adic case, see e.g. [29]
for analytic étale sheaves and [2] for arithmetic D-modules.)
An explicit stationary phase formula was obtained in [30, 11] (see also
[14]) for D-modules, and in [12, 1] for ℓ-adic sheaves.
The fact that the Riemann-Hilbert correspondence of [7] intertwines
the Fourier-Laplace transform of holonomicD-modules with the enhanced
Fourier-Sato transform was observed in [22], where the non-holonomic
case is also discussed. In dimension one, the enhanced Fourier-Sato
transform of perverse sheaves has been studied in [6], where the Stokes
phenomenon is also considered.
In the present paper we do not discuss linear exponential factors. Note
that a point a ∈ V gives a linear function w 7→ aw on V∗. Let M be a
holonomic DV∞-module. In [9] we relate, in the framework of enhanced
ind-sheaves, the vanishing cycles of M at a with the graded component
GrawΨ∞(
LM) of its Fourier transform.
1.16. The contents of this paper is as follows.
After recalling some notations in Section 2, we study in Section 3 the
objects of the form EϕU |V or E
ϕ+⊲ϕ−
U |V (resp. E
ϕ
U |V∞
or Eϕ
+⊲ϕ−
U |V∞
), which
are the building blocks of R-constructible enhanced sheaves (resp. ind-
sheaves).
We study their behavior on sectorial neighborhoods in Section 4. This
is used in Section 5 to discuss the notion of enhanced (ind-)sheaves with
normal form at a point. In Section 6, to an enhanced ind-sheaf with
normal form we attach a filtered Stokes local system. In particular, we
get a notion of exponential factor. We also introduce the multiplicity
test functor, which detects the multiplicities of exponential factors.
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In Section 7 we recall the Legendre transform for Puiseux germs, high-
lighting its microlocal nature. We can then state the stationary phase
formula in terms of enhanced ind-sheaves. Our proof of this formula
uses techniques of the microlocal study of sheaves, which are detailed in
Section 8.
Acknowledgments. The first author acknowledges the kind hospitality
at RIMS, Kyoto University, during the preparation of this paper.
2. Notations and complements
In this paper, k denotes a base field.
We say that a topological space is good if it is Hausdorff, locally com-
pact, countable at infinity, and has finite soft dimension.
We recall here some notions and results, mainly to fix notations, refer-
ring to the literature for details. In particular, we refer to [20] for sheaves
and their microsupport, to [33] (see also [15, 8]) for enhanced sheaves and
their microsupport, to [21] for ind-sheaves, to [7] for bordered spaces and
enhanced ind-sheaves (see also [22, 23, 19, 8]), and to [18] for D-modules.
2.1. A remark on inductive limits. Denote by Mod(k) the Grothen-
dieck category of k-vector spaces, by D(k) its derived category, and by
Db(k) ⊂ D(k) its bounded derived category, whose objects K satisfy
HnK = 0 for |n| ≫ 0.
Since Mod(k) is semisimple, there is an equivalence of additive cate-
gories
(2.1.1) D(k) ∼−→ Mod(k)Z, K 7→
(
HnK[−n]
)
n∈Z
.
Note that a triangle X
f
−→ Y
g
−→ Z
h
−→ X [1] in D(k) is distinguished if and
only if HnX
Hnf
−−→ HnY
Hng
−−→ HnZ
Hnh
−−→ Hn+1X
Hn+1f
−−−−→ Hn+1Y is exact
in Mod(k) for any n ∈ Z.
It follows from (2.1.1) that small filtrant inductive limits exist in D(k).
Let us say that a small filtrant inductive system u : I −→ D(k) is uni-
formly bounded if there exist integers c 6 d such that Hnu(i) = 0 for
any i ∈ I and n /∈ [c, d].
Clearly, if u : I −→ D(k) is uniformly bounded, then lim−→u ∈ D
b(k).
2.2. Enhanced sheaves. LetM be a good topological space. Denote by
Db(kM) the bounded derived category of sheaves of k-vector spaces onM ,
and by ⊗, Rf! , f
−1, RHom , Rf∗, f
! the six operations (here f : M −→ N
is a continuous map). Write RHom(L1, L2) = RΓ (M ; RHom (L1, L2)).
Denote by t the coordinate in R, and consider the maps
M × R2
p1,p2,µ // M × R
π // M,
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where p1, p2, π are the projections, and µ(x, t1, t2) = (x, t1+t2). The con-
volution functors with respect to the t variable in Db(kM×R) are defined
by
F1
+
⊗ F2 = Rµ! (p
−1
1 F1 ⊗ p
−1
2 F2),(2.2.1)
RHom+(F1, F2) = Rp1∗RHom (p
−1
2 F1, µ
!F2).
Note that the object k{t>0} is idempotent for
+
⊗. The triangulated
category of enhanced sheaves is defined by
Eb+(kM) = D
b(kM×R)/{F ; k{t>0}
+
⊗ F ≃ 0}.
The quotient functor
(2.2.2) Q: Db(kM×R) −→ E
b
+(kM )
has fully faithful left and right adjoints, respectively given by
LE(QF ) = k{t>0}
+
⊗ F, RE(QF ) = RHom+(k{t>0}, F ).
Enhanced sheaves are endowed with the six operations
+
⊗, Ef !, Ef
−1,
RHom+, Ef ∗, Ef
!. Here,
+
⊗ and RHom+ descend from Db(kM×R), and
the exterior operations are defined by
Ef !(QF ) = Q(RfR!F ), Ef
−1(QG) = Q(f−1R G), . . . ,
where fR = f × idR.
The natural t-structure of Db(kM×R) induces by L
E a t-structure for
enhanced sheaves, and we consider its heart
E0+(kM) = {F ∈ E
b
+(kM) ; H
j LE(F ) = 0 for any j 6= 0}.
Then U 7→ E0+(kU) is a stack on M .
2.3. Ind-sheaves on bordered spaces. Let M be a good topological
space. Denote by Db(IkM ) the bounded derived category of ind-sheaves
of k-vector spaces on M , that is, ind-objects with values in the category
of sheaves with compact support. There is a natural exact embedding
Db(kM) // // D
b(IkM) , which has an exact left adjoint α, that has in
turn an exact fully faithful left adjoint β.
Denote by ⊗, Rf!! , f−1, RIhom , Rf∗, f ! the six operations for ind-
sheaves. Ind-sheaves onM form a stack, whose sheaf-valued hom functor
has RHom = αRIhom as its right derived functor.
A bordered space is a pair M∞ = (M,
∨
M) of a good topological space
∨
M and an open subset M ⊂
∨
M . A morphism f : M∞ −→ (N,
∨
N) is a
continuous map f : M −→ N such that the first projection
∨
M×
∨
N −→
∨
M is
proper on the closure Γf of the graph Γf of f . If also the second projection
Γf −→
∨
N is proper, f is called semiproper. The category of topological
14 A. D’AGNOLO AND M. KASHIWARA
spaces embeds into that of bordered spaces by the identification M =
(M,M).
The triangulated category of ind-sheaves on M∞ is defined by
Db(IkM∞) = D
b(Ik ∨
M
)/Db(Ik ∨
M\M
).
The quotient functor
q : Db(Ik ∨
M
) −→ Db(IkM∞)
has a left adjoint l and a right adjoints r, both fully faithful, given by
l(qF ) = kM ⊗F, r(qF ) = RIhom (kM , F ).
For f : M∞ −→ (N,
∨
N) a morphism of bordered spaces, the six opera-
tions for ind-sheaves on bordered spaces are defined by
qF1 ⊗ qF2 = q(F1 ⊗F2), RIhom (qF1, qF2) = qRIhom (F1, F2),
Rf!!(qF ) = qRq!!(kΓf ⊗ p
−1F ), Rf∗(qF ) = qRq∗RIhom (kΓf , p
!F ),
f−1(qG) = qRp!!(kΓf ⊗ q
−1G), f ! (qG) = qRp∗RIhom (kΓf , q
!G).
where p :
∨
M ×
∨
N −→
∨
M and q :
∨
M ×
∨
N −→
∨
N are the projections.
There is a natural exact embedding Db(kM) // // D
b(IkM∞) , which
has an exact left adjoint α.
2.4. Enhanced ind-sheaves. Let M∞ = (M,
∨
M) be a bordered space.
Set R∞ = (R,R), with R = R∪{−∞,+∞}, and recall that t ∈ R denotes
the coordinate. The triangulated category of enhanced ind-sheaves on
M∞ is defined by
Eb+(IkM∞) = D
b(IkM∞×R∞)/{F ; k{t>0}
+
⊗ F ≃ 0},
where the convolution functor
+
⊗ is defined as in §2.2, replacing R with
R∞ and Rµ! with Rµ!! . The quotient functor
(2.4.1) Q: Db(IkM∞×R∞) −→ E
b
+(IkM∞)
has a fully faithful left and right adjoint LE and RE, respectively, defined
as in §2.2.
The six operations for enhanced ind-sheaves are denoted1 by
+
⊗, Ef !!,
Ef−1, RIhom+, Ef ∗, Ef
! (here f : M∞ −→ N∞ is a morphism of bordered
spaces). As in §2.2, the exterior operations are defined via the associated
morphism fR = f × idR∞. Denote by
+
⊠ the external tensor product.
1In [7], RIhom+ is denoted by Ihom+.
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There are outer hom functors2
RIhomE(K1, K2) := Rπ∗RIhom (L
EK1,R
EK2)
≃ Rπ∗RIhom (L
EK1,L
EK2),
RHomE(K1, K2) := αRIhom
E(K1, K2),
with values in Db(IkM∞) and D
b(kM), respectively. We write
RHomE(K1, K2) = RΓ (M ; RHom
E(K1, K2)) ∈ D
b(k).
The triangulated category Eb+(IkM∞) has a natural t-structure, and
we denote by E0+(IkM∞) its heart. Then U 7→ E
0
+(IkU) is a stack on M .
There are natural embeddings Eb+(kM) // // E
b
+(IkM∞) and
ǫ : Db(IkM∞) // // E
b
+(IkM∞) , L 7→Q(k{t=0} ⊗ π
−1L)
≃ Q(k{t>0} ⊗ π
−1L).
Note that ǫ(L) ∈ Eb+(kM) if L ∈ D
b(kM).
For L ∈ Db(IkM∞) and K ∈ E
b
+(IkM∞), the operations
π−1L⊗K, RIhom (π−1L,K)
are well defined. In fact, one has
π−1L⊗K ≃ ǫ(L)
+
⊗K,
RIhom (π−1L,K) ≃ RIhom+(ǫ(L), K).
For K ∈ Eb+(IkM∞) one has Qk{t>0}
+
⊗K ≃ K, and more generally for
c ∈ R
Qk{t>c}
+
⊗K ≃ Eµc∗K,
where µc(x, t) = (x, t + c) is the translation.
The following lemma will be of use later.
Lemma 2.4.1. For i ∈ Z>0, let Ui ⊂ M be a family of open subsets
such that Ui+1 ⊂⊂ Ui. Let K1, K2 ∈ Eb+(IkM∞). Then, one has an
isomorphism in Db(k)
lim−→
i
RΓ (Ui; RHom
E(K1, K2)) ≃ lim−→
i
RHomE(π−1kUi ⊗K1, π
−1
kUi ⊗K2).
Proof. One has
RΓ (Ui; RHom
E(K1, K2)) ≃ RHom(kUi , αRπ∗RIhom (L
EK1,R
EK2))
(2.4.2)
≃ RHom(π−1βkUi,RIhom (L
EK1,R
EK2)).
2In [7], RHomE is denoted by HomE.
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Recall that
βkUi ≃ “ lim−→”
V⊂⊂Ui
kV .
Since there is a natural commutative diagram
βkUi+1
//
++
kUi+1
//
44βkUi
// kUi,
we can replace βkUi with kUi in the limit, so that
lim−→
i
RΓ (Ui; RHom
E(K1, K2)) ≃ lim−→
i
RHom(π−1kUi ,RIhom (L
EK1,R
EK2)).
Finally, one has
RHom(π−1kUi ,RIhom (L
EK1,R
EK2))
≃ RHom(π−1kUi ⊗L
EK1,R
EK2)
≃ RHom(LE(π−1kUi ⊗K1),R
EK2)
≃ RHomE(π−1kUi ⊗K1, K2)
≃ RHomE(π−1kUi ⊗K1, π
−1
kUi ⊗K2).

2.5. Constructible enhanced ind-sheaves. Let M be a subanalytic
space. Denote by DbR-c(kM) ⊂ D
b(kM) the full triangulated subcategory
whose objects have R-constructible cohomologies.
A subanalytic bordered space is a pair M∞ = (M,
∨
M) of a subana-
lytic space
∨
M and an open subanalytic subset M ⊂
∨
M . A morphism
f : M∞ −→ (N,
∨
N) of subanalytic bordered spaces is a morphism of bor-
dered spaces whose graph is subanalytic in
∨
M ×
∨
N .
Let DbR-c(kM∞) ⊂ D
b(kM) be the full triangulated subcategory of R-
constructible sheaves on M∞, that is, objects which are restriction to M
of R-constructible objects on
∨
M .
The triangulated category EbR-c(kM∞) ⊂ E
b
+(kM) of R-constructible
enhanced sheaves on M∞ is the essential image of D
b
R-c(kM∞×R∞) by the
quotient map (2.2.2). The family of R-constructible enhanced sheaves is
stable by the six operations, assuming semiproperness for direct images.
One sets
k
E
M := Q
(
“ lim−→”
c−→+∞
k{t>c}
)
∈ Eb(IkM),
k
E
M∞ := Ej
−1
(
k
E
∨
M
)
∈ Eb(IkM∞),
where Q is the quotient map (2.4.1), and j : M∞ −→
∨
M is the natural
morphism.
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The triangulated category of R-constructible enhanced ind-sheaves is
the full subcategory EbR-c(IkM∞) ⊂ E
b
+(IkM∞) whose objects K satisfy
the following condition. There exists F ∈ DbR-c(kM∞×R∞) such that
K ≃ kEM∞
+
⊗QF.
(The equivalence of this description with that in §1.7 follows from [7,
Proposition 4.7.9].)
The family of R-constructible enhanced ind-sheaves is stable by the
six operations, assuming semiproperness for direct images.
There is a natural embedding
e : DbR-c(kM∞)
// // EbR-c(IkM∞) , L 7→ π
−1L⊗kEM∞ ≃ k
E
M∞
+
⊗ ǫ(L).
Note that the canonical functor
EbR-c(kM∞) −→ E
b
R-c(IkM∞), F 7→ k
E
M∞
+
⊗ F
is essentially surjective but not fully faithful (see §1.7).
2.6. Microsupport. LetM be a real analytic manifold. To L ∈ Db(kM)
one associates its microsupport SS(L) ⊂ T ∗M , a closed conic involutive
subset of the cotangent bundle.
Denote by (t, t∗) ∈ T ∗R the homogeneous symplectic coordinates.
There is an equivalence
Eb+(kM) ≃ D
b(kM×R)/{F ; SS(F ) ⊂ {t
∗
6 0}}.
Denote by ωM the canonical 1-form on T
∗M , that is ωM =
∑
x∗idxi
in local homogeneous symplectic coordinates (x, x∗) ∈ T ∗M . Then, the
space (T ∗M)× R has a contact structure given by dt+ ωM .
Consider the maps
T ∗(M × R) ⊃ {t∗ > 0}
γ
// (T ∗M)× R
ρ
// T ∗M,
(x, t; x∗, t∗) ✤ // ((x; x∗/t∗), t),
where ρ is the projection. For F ∈ Eb+(kM), one sets
SSE(F ) := γ
(
SS(F ′) ∩ {t∗ > 0}
)
⊂ (T ∗M)× R,
SSEρ (F ) := ρ(SS
E(F )) ⊂ T ∗M,
where F ′ ∈ Db(kM×R) satisfies Q(F ′) ≃ F . The definition of SSE(F )
does not depend on the choice of F ′.
Note that SSEρ (ǫ(L)) = SS(L) for L ∈ D
b(kM).
For a complex manifold X, denote by XR the underlying real analytic
manifold. For F ∈ Eb+(kX), its microsupport SS
E
ρ (F ) is a subset of the
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cotangent bundle T ∗(XR). In this paper, we use the identification3
(T ∗X)R ∼−→ T ∗(XR), θ 7→ Re θ = 1
2
(θ + θ).
Hence, denoting by d = ∂ + ∂ the exterior differential, one has ∂ϕ 7→
1
2
dϕ for ϕ a real valued smooth function. Then, df 7→ d(Re f) if f is
holomorphic.
2.7. D-modules. Let X be a complex manifold, and denote by OX and
DX the sheaves of holomorphic functions and of differential operators,
respectively. Let Db(DX) be the bounded derived category of left DX-
modules. For f : X −→ Y a morphism of complex manifolds, denote by
⊗D, Df ∗ , Df
∗ the operations for D-modules.
Denote by Dbcoh(DX) ⊂ D
b(DX) the full triangulated subcategory of
objects with coherent cohomologies. ToM∈ Dbcoh(DX) one associates its
characteristic variety char(M) ⊂ T ∗X, a closed conic involutive subset of
the cotangent bundle. If char(M) is Lagrangian,M is called holonomic.
Denote by Dbhol(DX) ⊂ D
b
coh(DX) the full triangulated subcategory whose
objects have holonomic cohomologies.
If Y ⊂ X is a closed hypersurface, denote by OX(∗Y ) the sheaf of
meromorphic functions with poles at Y . For M∈ Db(DX), set
M(∗Y ) =M⊗D OX(∗Y ).
For f ∈ OX(∗Y ) and U = X \ Y , set
DXe
f = DX/{P ; Pe
f = 0 on U}, EfU |X = DXe
f (∗Y ).
These are holonomic DX-modules.
A complex bordered manifold is a pair X∞ = (X,
∨
X) of a complex
manifold
∨
X and an open subset X ⊂
∨
X such that
∨
X \ X is a complex
analytic subset of
∨
X. A morphism f : X∞ −→ (Y,
∨
Y ) of complex bordered
manifolds is a morphism of bordered spaces such that the closure of its
graph is a complex analytic subset of
∨
X ×
∨
Y .
The triangulated category Dbhol(DX∞) is the full triangulated subcate-
gories of Dbhol(D ∨X) of objectsM satisfying M≃M(∗Z) for Z =
∨
X \X.
The operations for D-modules extend to bordered spaces. The family
of holonomicD-modules is stable by the operations, assuming semiproper-
ness for direct images.
3. Enhanced exponentials
As explained in [7, 8], constant sheaves on the epigraphs of subanalytic
functions are the building blocks ofR-constructible enhanced (ind-)sheaves.
3This choice differs from the usual one (see e.g. [20, §11.1]), where the identification
is given by θ 7→ θ + θ.
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Here we consider their analogues on topological spaces, and state some
of their properties. (See [28, §3] for similar results.)
3.1. Exponential enhanced sheaves. Let M be a good topological
space, and U ⊂M an open subset. Let ϕ, ϕ+, ϕ− : U −→ R be continuous
functions with ϕ−(x) 6 ϕ+(x) for any x ∈ U . The associated exponential
enhanced sheaves are defined by
E
ϕ
U |M := Qk{t+ϕ>0}, E
ϕ+⊲ϕ−
U |M := Qk{−ϕ+6t<−ϕ−}.
Here, {t+ϕ > 0} is short for {(x, t) ∈ U×R ; t+ϕ(x) > 0}, and similarly
for {−ϕ+ 6 t < −ϕ−}.
By the definitions, one has
π−1kU ⊗E
ϕ
U |M ≃ E
ϕ
U |M , π
−1
kU ⊗E
ϕ+⊲ϕ−
U |M ≃ E
ϕ+⊲ϕ−
U |M .
Moreover,
LE(EϕU |M) ≃ k{t+ϕ>0}, L
E(Eϕ
+⊲ϕ−
U |M ) ≃ k{−ϕ+6t<−ϕ−},
so that in particular
E
ϕ
U |M , E
ϕ+⊲ϕ−
U |M ∈ E
0
+(kM).
Then, the natural exact sequence
(3.1.1) 0 −→ k{−ϕ+6t<−ϕ−} −→ k{t+ϕ+>0} −→ k{t+ϕ−>0} −→ 0
induces an exact sequence in E0+(kM)
(3.1.2) 0 −→ Eϕ
+⊲ϕ−
U |M −→ E
ϕ+
U |M −→ E
ϕ−
U |M −→ 0.
Lemma 3.1.1. Let ϕ, ψ : U −→ R be continuous functions.
(i) One has
RHomE(EϕU |M ,E
ψ
U |M) ≃ RHom (k{ψ6ϕ},kM),
where {ψ 6 ϕ} := {x ∈ U ; ψ(x) 6 ϕ(x)}.
(ii) Assume that Hom (kU ,kM) ≃ kU . Then one has
H0RHomE(EϕU |M ,E
ψ
U |M) ≃ kS,
where
S := {x ∈ U ; ψ(y) 6 ϕ(y) for any y ∈ U ∩ Ω
for some open neighborhood Ω of x}.
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Proof. (i) We have
RHomE(EϕU |ME
ψ
U |M)≃ Rπ∗RHom (k{t+ϕ>0},k{t+ψ>0})
≃ Rπ∗RHom
(
k{t+ϕ>0},RHom (k{t+ψ>0},kM×R)
)
≃ Rπ∗RHom
(
k{t+ϕ>0} ⊗k{t+ψ>0},kM×R
)
≃
(∗)
RHom
(
Rπ! (k{t+ϕ>0} ⊗k{t+ψ>0}[1]),kM
)
≃ RHom
(
k{ψ6ϕ},kM
)
,
where (∗) follows from kM×R[1] ≃ π !kM .
(ii) Let Z be the closure of {ψ 6 ϕ} in M . Note that {ψ 6 ϕ} = Z ∩U .
Then, by (i), one has
H0RHomE(EϕU |M ,E
ψ
U |M) ≃ Hom
(
k{ψ6ϕ},kM
)
≃ Hom (kZ ⊗kU ,kM)
≃ Hom (kZ ,Hom (kU ,kM))
≃
(∗)
Hom (kZ ,kU) ≃ kS,
where (∗) follows from the assumption, and the last isomorphism follows
from the fact that Z ⊂ U and S = IntU(Z), the interior of Z relative to
U . 
Corollary 3.1.2. Let ϕ, ψ : U −→ R be continuous functions. Then
(i) ψ 6 ϕ on U if and only if there is an epimorphism EϕU |M
// // E
ψ
U |M
in E0(kM).
(ii) ψ = ϕ on U if and only if there is an isomorphism EϕU |M ≃ E
ψ
U |M
in E0(kM).
Proof. (i) The only non trivial implication is the “if” part. Assume that
there exists an epimorphism EϕU |M
// // E
ψ
U |M . Then, the sheaf
H0RHomE(EϕU |M ,E
ψ
U |M) ≃ Hom (k{ψ6ϕ},kM)
has non-zero stalk at every point of U . Hence we have ψ(x) 6 ϕ(x) for
any x ∈ U .
(ii) follows from (i). 
3.2. Exponential enhanced ind-sheaves. Let M∞ = (M,
∨
M) be a
bordered space. We say that a subset A of M is a relatively compact
subset of M∞ if the closure of A in
∨
M is compact.
Let U ⊂ M be an open subset, and ϕ, ϕ+, ϕ− : U −→ R be continuous
functions with ϕ− 6 ϕ+, as in the previous subsection. The associated
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exponential enhanced ind-sheaves are defined by
E
ϕ
U |M∞
:= kEM∞
+
⊗ EϕU |M , E
ϕ+⊲ϕ−
U |M∞
:= kEM∞
+
⊗ Eϕ
+⊲ϕ−
U |M ,
where we used the natural embedding Eb+(kM) ⊂ E
b
+(IkM∞). By the
definitions, one has
π−1kU ⊗E
ϕ
U |M∞
≃ EϕU |M∞ , π
−1
kU ⊗E
ϕ+⊲ϕ−
U |M∞
≃ Eϕ
+⊲ϕ−
U |M∞
.
Since the functor kEM∞
+
⊗ ∗ is exact by [7, Lemma 2.8.2], one has
E
ϕ
U |M∞
, Eϕ
+⊲ϕ−
U |M∞
∈ E0+(IkM∞).
Moreover, (3.1.2) induces an exact sequence in E0+(IkM∞)
0 −→ Eϕ
+⊲ϕ−
U |M∞
−→ Eϕ
+
U |M∞
−→ Eϕ
−
U |M∞
−→ 0.
One has
E
ϕ
U |M ≃ Q
(
“ lim−→”
c−→+∞
k{t+ϕ>c}
)
,
E
ϕ+⊲ϕ−
U |M ≃ Q
(
“ lim−→”
c,d−→+∞
k{−ϕ++c6t<−ϕ−+d}
)
.
Notation 3.2.1. Let ϕ, ψ : U −→ R be continuous functions.
(i) ψ 4U ϕ means that ψ − ϕ is bounded from above on K ∩ U for
any relatively compact subset K of M∞.
(ii) ψ ∼
U
ϕ means that ψ 4U ϕ and ϕ 4U ψ, i.e. that ψ−ϕ is bounded
on K ∩ U for any relatively compact subset K of M∞.
Lemma 3.2.2. Let ϕ, ψ : U −→ R be continuous functions.
(i) For any n ∈ Z, one has
HnRHomE(EϕU |M ,E
ψ
U |M) ≃ lim−→
c−→+∞
HnRHom (k{ψ6ϕ+c},kM),
where {ψ 6 ϕ+ c} := {x ∈ U ; ψ(x) 6 ϕ(x) + c}.
(ii) Assume that Hom (kU ,kM) ≃ kU . Then one has
H0RHomE(EϕU |M ,E
ψ
U |M) ≃ kT ,
where
T := {x ∈ U ; ψ 4U∩Ω ϕ for some open neighborhood Ω of x}.
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Proof. (i) We have
HnRHomE(EϕU |M ,E
ψ
U |M)
≃ HnRHomE(Qk{t+ϕ>0},Q
(
“ lim−→”
c−→+∞
k{t+ψ>c}
)
)
≃
(∗)
lim−→
c−→+∞
HnRHomE(Qk{t+ϕ>0},Qk{t+ψ>c})
≃
(∗∗)
lim−→
c−→+∞
HnRHom (k{ψ6ϕ+c},kM),
where (∗) follows from [7, Proposition 4.7.9] and (∗∗) from Lemma 3.1.1.
(ii) By (i) and Lemma 3.1.1 (ii), one has
H0RHomE(EϕU |M ,E
ψ
U |M) ≃ lim−→
c−→+∞
kSc ,
where
Sc := {x ∈ U ; ψ(y) 6 ϕ(y) + c for any y ∈ U ∩ Ω
for some open neighborhood Ω of x}.
The statement follows. 
The following result was stated in [8, §3.3] in the subanalytic case.
Corollary 3.2.3. Let ϕ+, ϕ− : U −→ R be continuous functions such that
ϕ− 6 ϕ+. Then Eϕ
+⊲ϕ−
U |M∞
≃ 0 if and only if ϕ+ ∼
U
ϕ−.
Proof. By Lemma 3.2.2, ϕ+ ∼
U
ϕ− is equivalent to Eϕ
+⊲ϕ−
U |
∨
M
≃ 0.
Let j : M∞ −→
∨
M be the natural morphism. Then, one concludes by
noticing that Eϕ
+⊲ϕ−
U |
∨
M
≃ Ej!!(E
ϕ+⊲ϕ−
U |M∞
) and Eϕ
+⊲ϕ−
U |M∞
≃ Ej−1(Eϕ
+⊲ϕ−
U |
∨
M
). 
3.3. R-constructibility. Assume now that M∞ = (M,
∨
M) is a subana-
lytic bordered space. We say that a subset A of M is subanalytic in M∞
if A is a subanalytic subset of
∨
M .
Let U be an open subanalytic subset of M∞. One says that a function
ϕ : U −→ R is globally subanalytic if its graph is subanalytic inM∞×R∞.
Let ϕ, ϕ+, ϕ− : U −→ R be continuous and globally subanalytic func-
tions with ϕ− 6 ϕ+. Then
E
ϕ
U |M , E
ϕ+⊲ϕ−
U |M ∈ E
0
R-c(kM∞),
E
ϕ
U |M∞
, Eϕ
+⊲ϕ−
U |M∞
∈ E0R-c(IkM∞).
As explained in [7, Lemma 4.2.9] and [8, §3.3], these are in fact the
building blocks of R-constructible enhanced (ind-)sheaves.
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4. Real blow-up
In this section M is a smooth manifold, except in §4.4 where it is a
real analytic manifold.
We use here the real blow-up of a point on a manifold to describe
morphisms of exponential enhanced (ind-)sheaves on small sectors.
4.1. Notations. Let M be a smooth manifold of dimension n > 1, and
let a ∈M . The total real blow-up
̟tota : M˜
tot
a −→M
of M along a is the map of smooth manifolds locally defined as follows,
in local coordinates (x1, . . . , xn) with a = (0, . . . , 0),
M˜ tota = {(ρ, ξ) ∈ R× R
n ; |ξ| = 1},
̟tota : M˜
tot
a −→M, (ρ, ξ) 7→ ρξ.
The real blow up M˜a of M at a, is the closed subset {ρ > 0} of M˜ tota .
Setting ̟a = ̟
tot
a |M˜a, consider the commutative diagram
(4.1.1) SaM
  ı˜a // M˜a
̟a

M \ {a},
H
h
ja
uu❦❦❦
❦❦❦
6 V
˜aii❘❘❘❘❘❘
M
where SaM :=̟
−1
a (a) ≃ S
n−1 is the sphere of tangent directions at a.
Let θ ∈ SaM and V ⊂M . One says that V is a sectorial neighborhood
of θ if V ⊂M \ {a} and SaM ∪ ˜a(V ) is a neighborhood of θ in M˜a. This
is equivalent to saying that V = ˜−1a (U) for some neighborhood U of θ in
M˜a.
For θ ∈ SaX, we will:
• write for short x −→ θ instead of ˜a(x) −→ θ,
• write θ ∈˙ V to indicate that V is a sectorial neighborhood of θ,
• say that a property P (x) holds at θ, if there exists V ∋˙ θ such
that P (x) holds for any x ∈ V .
One says that U ⊂ M \ {a} is a sectorial neighborhood of I ⊂ SaX if
U ∋˙ θ for any θ ∈ I.
4.2. Nearby morphisms. Consider the maps (4.1.1).
Lemma-Definition 4.2.1. For K1, K2 ∈ Eb+(IkM), consider the object
of Db(kSaM)
νhomEa (K1, K2) := ı˜
−1
a RHom
E(E̟−1a (π
−1
kM\{a} ⊗K1),E̟
!
aK2)
≃ ı˜−1a RHom
E(E̟−1a (π
−1
kM\{a} ⊗K1),E̟
−1
a K2).
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Proof. One has
RHomE(E̟−1a (π
−1
kM\{a} ⊗K1),E̟
!
aK2)
≃ RHomE(π−1k˜a(M\{a}) ⊗E̟
−1
a K1,E̟
!
aK2)
≃ RHomE(E̟−1a K1,RIhom (π
−1
k˜a(M\{a}),E̟
!
aK2)),
and similarly for E̟ !aK2 replaced with E̟
−1
a K2. It is then enough to
remark that
RIhom (π−1k˜a(M\{a}),E̟
!
aK2) ≃ RIhom (π
−1
k˜a(M\{a}),E̟
−1
a K2).

With the above notations, Lemma 2.4.1 implies
Lemma 4.2.2. For K1, K2 ∈ Eb+(IkM ) and θ ∈ SaX, one has
νhomEa (K1, K2)θ ≃ lim−→
V ∋˙θ
RHomE(π−1kV ⊗K1, π
−1
kV ⊗K2).
4.3. Comparing exponentials on small sectors. Let U ⊂ M be an
open subset, and ϕ : U −→ R a continuous function. For V ⊂ U open, let
us set for short
E
ϕ
V |M := E
ϕ|V
V |M ≃ π
−1
kV ⊗E
ϕ
U |M ,
and similarly for EϕV |M .
Lemma 4.3.1. Let a ∈ M , θ ∈ SaM , and U ⊂ M an open sectorial
neighborhood of θ. Let ϕ, ψ : U −→ R continuous functions.
(i) If ψ − ϕ is bounded from above at θ, then
νhomEa
(
E
ϕ
U |M ,E
ψ
U |M
)
θ
≃ k.
(ii) If ψ 6 ϕ at θ, then
k ≃ νhomEa
(
E
ϕ
U |M ,E
ψ
U |M
)
θ
∼−→ νhomEa
(
E
ϕ
U |M ,E
ψ
U |M
)
θ
,
where the last isomorphism is induced by kEM
+
⊗ ∗.
(iii) If lim
x−→θ
(
ψ(x)− ϕ(x)
)
= +∞, then
νhomEa
(
E
ϕ
U |M ,E
ψ
U |M
)
θ
≃ 0 ≃ νhomEa
(
E
ϕ
U |M ,E
ψ
U |M
)
θ
.
Proof. (a) Let us first prove the statements concerning EϕU |M and E
ψ
U |M ,
namely
lim−→
V ∋˙θ
RHomE(EϕV |M ,E
ψ
V |M) ≃
{
k if (i) holds,
0 if (iii) holds.
By Lemma 3.2.2, one has
lim−→
V ∋˙θ
RHomE(EϕV |M ,E
ψ
V |M) ≃ lim−→
V ∋˙θ, c−→+∞
RHom(kV ∩{ψ−ϕ6c},kM).
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(a-1) Under hypothesis (i), there exist C > 0 and an open sectorial
neighborhood V◦ ⊂ U of θ such that ψ(x) − ϕ(x) 6 C for any x ∈ V◦.
Then
V ∩ {ψ − ϕ 6 c} = V
if V ⊂ V◦ and c > C. Up to shrinking, we may further assume that V is
contractible. Under these conditions, one has
RHom(kV ∩{ψ−ϕ6c},kM) ≃ RHom(kV ,kM) ≃ RΓ (V ;kV ) ≃ k.
(a-2) Assume the condition in (iii). Then, for any c > 0 there exists an
open subset Vc ⊂ U with θ ∈˙ Vc such that Vc ∩ {ψ− ϕ 6 c} = ∅. Hence,
for V ⊂ Vc one has
RHom(kV ∩{ψ−ϕ6c},kM) ≃ 0.
(b) The statements concerning EϕU |M and E
ψ
U |M , namely
lim−→
V ∋˙θ, V⊂U
RHomE(EϕV |M ,E
ψ
V |M) ≃
{
k if (ii) holds,
0 if (iii) holds,
are proved as in (a) above, using Lemma 3.1.1 instead of Lemma 3.2.2.

4.4. R-constructible enhanced sheaves on generic sectors. Let M
be a real analytic smooth surface, and recall the diagram (4.1.1).
We say that a statement P (θ) on θ ∈ SaM holds for generic θ if it
holds for θ outside a finite subset of SaM .
Lemma 4.4.1. Let M be a real analytic smooth surface, and let F ∈
EbR-c(kM). Then, for generic θ ∈ SaM , there exists a subanalytic open
subset V ⊂M such that θ ∈˙ V and
(4.4.1) π−1kV ⊗F ≃
(⊕
i∈I
E
ϕi
V |M [di]
)
⊕
(⊕
j∈J
E
ϕ+j ⊲ϕ
−
j
V |M [dj]
)
.
Here, I, J are finite sets, di, dj ∈ Z, and ϕi, ϕ
±
j : V −→ R are analytic and
globally subanalytic functions, such that ϕ−j (x) < ϕ
+
j (x) for any x ∈ V .
A similar statement holds for K ∈ EbR-c(IkM), replacing E with E.
Proof. By [7, Lemma 4.9.9] (see also [8, Remark 3.5.12]), there exists an
open subanalytic subset U ⊂M \{a} such that Z :=M \U has dimension
6 1 and the isomorphism (4.4.1) holds for any connected component V
of U . However, in loc. cit. the functions ϕi, ϕ
±
j are not supposed to be
analytic, and only satisfy the weak inequalities ϕ−j 6 ϕ
+
j .
We can assume that the functions ϕi, ϕ
±
j are analytic, after removing
from V their singular loci. Then, we can remove those indices j ∈ J for
which ϕ−j − ϕ
+
j ≡ 0 on V . Moreover, we can remove from V the zero
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loci of ϕ−j − ϕ
+
j for the remaining indices j ∈ J . This shrinking of the
connected components of U leaves Z of dimension 6 1.
To conclude, note that θ ∈˙ U if θ ∈ SaM is outside the finite set
SaM ∩
(
̟−1a Z \ SaM
)
. Hence, θ ∈˙ V for some connected component V
of U . 
5. Enhanced normal form
In this section, X denotes a smooth complex analytic curve.
As recalled in §1.2, the Hukuhara-Levelt-Turrittin theorem describes
the formal and asymptotic structure of holonomicD-modules. We discuss
here an analogous condition for enhanced ind-sheaves.
5.1. Puiseux germs. Let X be a smooth complex analytic curve, and
take a ∈ X. Recall from Section 4.1 the notations relative to the real
blow up X˜a of X at a, i.e. the blow-up of the smooth real analytic surface
underlying X:
(5.1.1) SaX
  ı˜a // X˜a
̟a

X \ {a}.
H
h
ja
uu❦❦❦
❦❦❦
6 V
˜ahh❘❘❘❘❘❘
X
Here, SaX ≃ S1 is the circle of tangent directions at a.
A local coordinate za at a is a holomorphic function za defined on a
neighborhood of a such that za(a) = 0 and (dza)(a) 6= 0.
Definition 5.1.1.
(i) Let θ ∈ SaX and U ∋˙θ. We say that f ∈ OX(U) admits a Puiseux
expansion at θ if there exist p ∈ Z>0, a local coordinate za at a,
an open subset V ⊂ U with θ ∈˙V , and a determination of z1/pa on
V , such that f(x) = h(za(x)
1/p) for x ∈ V , where h is a section
of OC(∗0) in a neighborhood of 0.
(ii) We denote by PX˜a the subsheaf of ˜a∗j
−1
a OX whose sections on
U ⊂ X˜a are holomorphic functions on ˜
−1
a U admitting a Puiseux
expansion at any point of U ∩ SaX.
(iii) The sheaf PSaX := ı˜
−1
a PX˜a is called the sheaf of Puiseux germs on
SaX. It is a locally constant sheaf.
(iv) For λ ∈ Q, let P6λa|X ⊂ Pa|X be the subsheaf of sections of pole
order 6 λ, i.e. of sections that locally belong to⋃
p∈Z>1
z−λa C{z
1/p
a }
for some (hence, any) local coordinate za at a, and some (hence,
any) determination of z
1/p
a at θ.
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(v) Set PSaX :=PSaX/P
60
SaX
and, for f ∈ PSaX , denote by [f ] its image
in PSaX .
(vi) For λ ∈ Q, let PλSaX ⊂ PSaX be the subsheaf of sections of pole
order λ, i.e. of sections that locally at any θ ∈ SaX belong to⋃
p∈Z>1
z−λa
(
C× + z1/pa C{z
1/p
a }
)
,
for some (hence, any) local coordinate za at a, and some (hence,
any) determination of z
1/p
a at θ.
(vii) Let I ⊂ SaX be an open connected subset. For non-zero f ∈
PSaX(I) we set orda(f) := λ, where λ is the unique rational such
that f ∈ PλSaX,θ for some (hence, any) θ ∈ I. It is called the pole
order of f . We set orda(0) = −∞.
(viii) For K ⊂ R an interval, set PKSaX :=
∐
λ∈K∩QP
λ
SaX .
The sheaves PSaX , and P
6λ
SaX
are locally constant sheaves on SaX, and
one has
Γ
(
SaX ;PSaX
)
≃
(
OX(∗a)
)
a
, Γ
(
SaX ;P
60
SaX
)
≃ (OX)a.
The sheaf PλSaX is a locally constant subsheaf of PSaX .
Definition 5.1.2. Let θ ∈ SaX and Φ ⊂ PSaX,θ. One says that Φ is well
separated if for any f, h ∈ Φ
(1) [f ] = 0 implies f = 0,
(2) [f ] = [h] implies f = h.
In particular, this implies that there is a natural bijection between Φ and
its class Φ ⊂ PSaX,θ.
Definition 5.1.3. A subsheaf P ′SaX ⊂ PSaX of C-vector spaces is called
representative if the quotient map f 7→ [f ] induces an isomorphism
P ′SaX
∼−→ PSaX .
For example, for a choice of local coordinate za at a, let P
′
SaX ⊂ PSaX
be the subsheaf of sections that belong to⋃
p∈Z>1
z−1/pa C[z
−1/p]
for some (hence, any) local determination of z
1/p
a . Then, P ′SaX is repre-
sentative.
Note that if P ′SaX ⊂ PSaX is a representative subsheaf, then it is a
locally constant sheaf, and its stalks are well separated.
Notation 5.1.4. Let θ ∈ SaX and f, h ∈ PSaX,θ.
(i) h ∼
θ
f means that Re(h− f) is bounded at θ.
(ii) h 4θ f means that Re(h− f) is bounded from above at θ,
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(iii) h ≺θ f means that h 4θ f and h 6∼
θ
f .
Note that all of these conditions are open in θ.
Lemma 5.1.5. Let f, h ∈ PSaX(I), with I ⊂ SaX an open connected
subset. Then the following are equivalent
(i) f ∼
θ
h for some θ ∈ I,
(ii) f ∼
θ
h for any θ ∈ I,
(iii) h− f ∈ P60SaX(I).
In other words, [f ] = [h] in PSaX(I) if and only if h− f is bounded at θ
for some (hence, any) θ ∈ I.
Definition 5.1.6. Let I ⊂ SaX be a connected open subset. The Stokes
directions of a pair f, h ∈ PSaX(I) are the points of I where f and h are
not comparable, i.e.
Sta(f, h) := {θ ∈ I ; f 64θ h, h 64θ f}.
The set Sta(f, h) is a finite subset of I.
Note that Sta(f, h) 6= ∅ implies h− f /∈ P
60
SaX
(I).
For Φ1,Φ2 ⊂ PSaX(I), one sets
Sta(Φ1,Φ2) :=
⋃
f∈Φ1, h∈Φ2
Sta(f, h).
Assume that h − f /∈ P60SaX(I), and let U be a sectorial open neigh-
borhood of I where f and h are defined (i.e. f, h ∈ OX(U)). The Stokes
curves of f, h are the real analytic arcs Γs ⊂ U defined by
{x ∈ U ; Re
(
h(x)− f(x)
)
= 0} =
⋃
s∈S
Γs.
After shrinking U , we may assume that the Γs’s do not cross, and that
they are non singular with |za| as parameter, for za a local coordinate
at a. Then Sta(f, h) is the set of tangent directions at a of the Stokes
curves.
Lemma 5.1.7. Let f, h ∈ PSaX,θ and assume that θ ∈ Sta(f, h). Then,
θ ∈ Sta(f + k, h) for any k ∈ PSaX,θ such that orda(k) < orda(h− f).
5.2. A lemma on nearby morphisms. Let a ∈ X and θ ∈ SaX.
Recall the maps (5.1.1).
Lemma 5.2.1. Let f, h ∈ PSaX,θ, and let U be an open sectorial neigh-
borhood of θ where f and h are defined.
(i) One has
νhomEa
(
E
Re f
U |X ,E
Re h
U |X
)
θ
≃
{
k, if h 4θ f,
0, otherwise
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Re za
Im za
Figure 3. In gray, the intersection V ∩ {Re(z−1a ) 6 c}
when θ is the direction of the imaginary axis..
(ii) Assume that either Reh 6 Re f at θ, or f 6∼
θ
h. Then, one has a
natural isomorphism
νhomEa
(
E
Re f
U |X ,E
Reh
U |X
)
θ
∼−→ νhomEa
(
E
Re f
U |X ,E
Reh
U |X
)
θ
.
Proof. (i) By the definition, one has
νhomEa
(
E
Re f
U |X ,E
Reh
U |X
)
θ
≃ lim−→
V ∋˙θ
RHomE(ERe fV |X ,E
Reh
V |X).
(i-a) If h 4θ f , the statement follows from Lemma 4.3.1 (i).
(i-b) Otherwise h− f 64θ 0, so that in particular h− f ∈ P
λ
SaX,θ
for some
λ ∈ Q>0. After a ramification and the choice of a local coordinate za
at a, we can assume that h − f = z−1a and θ is a direction in the closed
half-space Re za > 0. By Lemma 3.2.2 (i), one has
νhomEa
(
E
Re f
U |X ,E
Reh
U |X
)
θ
≃ lim−→
V ∋˙θ, c−→+∞
RHom(kV ∩{Re(z−1a )6c},kX).
For c > 0, {Re(z−1a ) > c} is an open disc with center 1/2c and radius
1/2c. Hence there is a cofinal system of sectorial neighborhoods V of θ
such that for any c≫ 0 one has
RHom(kV ∩{Re(z−1a )6c},kX) ≃ RHom(RΓc(X ;kV ∩{Re(z−1a )6c}),k)[−2] ≃ 0.
Indeed, we can take V = {za ∈ γ ; |za| < ε} for ε > 0 and γ an open
convex proper cone intersecting Re za > 0 (see Figure 3).
(ii) The proof is similar to that of (i).
(ii-a) If Reh 6 Re f at θ, the statement follows from Lemma 4.3.1 (ii).
(ii-b) Otherwise Re(h−f) > 0 at θ, and f 6∼
θ
h. Hence, a similar argument
as in (i-b) holds, for E replaced by E, using Lemma 3.1.1 instead of
Lemma 3.2.2. Indeed, with the previous notations one has
νhomEa
(
E
Re f
U |X ,E
Reh
U |X
)
θ
≃ lim−→
V ∋˙θ
RHom(kV ∩{Re(za)60},kX).

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Let I ⊂ SaX be a connected open subset, and denote by jI : I −→ SaX
the embedding. Then, Lemma 5.2.1 immediately implies the following
lemma.
Lemma 5.2.2. Let f, h ∈ PSaX(I), and let U be an open sectorial neigh-
borhood of I where f and h are defined. Then, there is an isomorphism
j−1I νhom
E
a (E
Re f
U |X ,E
Reh
U |X) ≃ k{θ∈I ; h4θf}.
Corollary 5.2.3 (cf [28, Lemma 3.15]). Let I ⊂ SaX be a connected
open subset, and let {fa}a∈A and {hb}b∈B be finite families of elements
of PSaX(I). If there is an isomorphism⊕
a∈A
E
fa
U |X ≃
⊕
b∈B
E
gb
U |X ,
then there exists a bijection u : A −→ B such that [fa] = [hu(a)] for any
a ∈ A.
5.3. Normal form for enhanced sheaves. Recall Definition 5.1.2.
A multiplicity at a ∈ X is a morphism of sheaves of sets
N : PSaX −→ (Z>0)SaX
such that N>0θ :=N
−1
θ (Z>0) ⊂ PSaX,θ is well separated and finite for some
(hence, any) θ ∈ SaX.
A Puiseux germ f ∈ N>0θ is called an exponential factor of N at θ,
and the positive integer N(f) is called its multiplicity.
Definition 5.3.1. Let a ∈ X and F ∈ EbR-c(kX). One says that F has a
normal form at a if there exists a multiplicity N : PSaX −→ (Z>0)SaX such
that any θ ∈ SaX has an open sectorial neighborhood Vθ such that
π−1kVθ ⊗F ≃
⊕
f∈N>0θ
(
E
Re f
Vθ|X
)N(f)
.
Note that the multiplicity N is uniquely determined by F .
Note also that if F has a normal form at a, then there exists an open
neighborhood Ω of a such that
π−1kΩ\{a} ⊗F ∈ E
0
R-c(kX).
5.4. Normal form for enhanced ind-sheaves. A multiplicity class at
a ∈ X is a morphism of sheaves of sets
N : PSaX −→ (Z>0)SaX
such that N
−1
θ (Z>0) ⊂ PSaX,θ is a finite set for some (hence, any) θ ∈
SaX. For f ∈ PSaX , we write for short N(f) = N([f ]).
Notation 5.4.1. If N is a multiplicity, we denote by N its class, defined
by setting N(f) = N(h) if there exists h ∈ N>0θ such that [f ] = [h], and
N(f) = 0 otherwise.
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Let P ′SaX ⊂ PSaX be a representative subsheaf. Then, any multiplicity
class N gives a multiplicity N with class N , by setting N(f) = N(f) if
f ∈ P ′SaX , and N(f) = 0 otherwise.
Definition 5.4.2. One says that K ∈ EbR-c(IkX) has a normal form at
a ∈ X if there exists a multiplicity N such that any θ ∈ SaX has an
open sectorial neighborhood Vθ such that
π−1kVθ ⊗K ≃
⊕
f∈N>0θ
(
E
Re f
Vθ |X
)N(f)
.
Note that the class N of N is uniquely determined by K. We call it
the multiplicity class of K.
Remark 5.4.3. If k = C and K corresponds to a holonomic DX -module
by the Riemann-Hilbert correspondence, this definition corresponds to
the classical notion of quasi-normal form (see [7, §7.3]). As we deal with
Puiseux germs, we do not distinguish here between normal and quasi-
normal forms.
Lemma 5.4.4. An object K ∈ EbR-c(IkX) has a normal form at a ∈ X if
and only if for any θ ∈ SaX there exists a finite subset Φθ ⊂ PSaX,θ and
integers nθ(f) ∈ Z>0 for f ∈ Φθ such that
π−1kVθ ⊗K ≃
⊕
f∈Φθ
(
E
Re f
Vθ |X
)nθ(f)
for some open sectorial neighborhood Vθ of θ.
Proof. As the “only if” part is clear, let us prove the “if” part.
Let P ′SaX ⊂ PSaX be a representative subsheaf. As the isomorphism
class of ERe fVθ |X only depends on [f ] ∈ PSaX,θ, we can assume that Φθ ⊂
P ′SaX,θ. Then, it follows from Corollary 5.2.3 that {Φθ}θ gives a local
system Φ ⊂ P ′SaX , and that {nθ}θ gives a morphism of sheaves n : Φ −→
(Z>0)SaX .
Consider the multiplicity given byN(f) = n(f) if f ∈ Φ, andN(f) = 0
otherwise. Then the isomorphisms in the statement show that K has
normal form at a with multiplicity class N . 
Proposition 5.4.5. Let K ∈ EbR-c(IkX) have normal form at a ∈ X with
multiplicity class N . Let N be a multiplicity with class N . Then there
exist an open neighborhood Ω of a, and F ∈ E0R-c(kX) with normal form
at a and multiplicity N , such that
π−1kΩ\{a} ⊗K ≃ k
E
X
+
⊗ F.
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Proof. By definition, any θ ∈ SaX has an open sectorial neighborhood
Vθ such that
(5.4.1) π−1kVθ ⊗K
∼−→
⊕
f∈N>0θ
(
E
Re f
Vθ |X
)N(f)
.
Let Θ ⊂ SaX be a cyclically ordered finite subset such that
(i) {a} ∪
⋃
θ∈Θ Vθ is a neighborhood of a,
(ii) for any θ, θ′ ∈ Θ with θ 6= θ′ the intersection Vθ∩Vθ′ is non empty
if and only if θ and θ′ are consecutive, and in this case Vθ ∩ Vθ′ is
contractible.
Let θ1 < · · · < θd < θd+1 :=θ1 be the cyclic ordering of Θ. Write for short
Vk = Vθk . Set Ω = {a} ∪
(⋃d
k=1 Vk
)
, and denote by ja : Ω \ {a} −→ X and
jk : Vk −→ X the embeddings. Set
F ′k =
⊕
f∈N>0θk
(
E
Re f
Vk|Vk
)N(f)
∈ E0R-c(kVk).
The isomorphism (5.4.1) induces an isomorphism
uEk : π
−1
kVk ⊗K
∼−→ kEX
+
⊗ Ejk !F
′.
Set uEkl = π
−1
kVk∩Vl⊗(u
E
k ◦(u
E
l )
−1). By Lemma 5.2.2 (ii), each uEkl induces
an isomorphism ukl : F
′
l |Vk∩Vl
∼−→ F ′k|Vk∩Vl . The isomorphisms ukl’s satisfy
the usual cocycle condition ukl ◦ulm = ukm, since so do the isomorphisms
uEkl’s. Hence, they patch the F
′
k’s to an object F
′ ∈ E0R-c(kΩ\{a}).
This proves the statement, with F := Eja!(F
′). 
6. Stokes filtered local systems
In this section, X denotes a complex analytic curve.
To an enhanced ind-sheaf K on X with normal form at a ∈ X, we
attach a Stokes filtered local system on SaX. If K = SolEX(M) for M
a meromorphic connection, this coincides with the classical construction
in [10, 26] (see [19, §1 and §8] for a detailed explanation). Then, we
introduce the multiplicity test functor, which allows to detect the multi-
plicities of exponential factors.
6.1. Stokes filtrations. Stokes filtered local systems were introduced
in [10, 26], and we refer to [31] for an exposition.
Let a ∈ X and L a local system of finite rank on SaX.
Definition 6.1.1. (i) A pre-Stokes filtration F4•L on L is the data
of a subsheaf F4fL ⊂ L|I for any open subset I ⊂ SaX and any
f ∈ PSaX(I), such that for any θ ∈ SaX and any f, h ∈ PSaX,θ
with f 4θ h, one has (F4fL)θ ⊂ (F4hL)θ.
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(ii) A pre-Stokes filtration F4•L on L is a Stokes filtration if there
exists a multiplicity N : PSaX −→ (Z>0)SaX at a such that for
any θ ∈ SaX there are an open neighborhood I ⊂ SaX, and an
isomorphism
(6.1.1) L|I ≃
⊕
h∈N>0θ
k
N(h)
I ,
inducing for any η ∈ I and f ∈ PSaX,η an isomorphism
(F4fL)η ≃
⊕
h∈N>0θ , h4ηf
k
N(h).
Note that F4fL only depends on the class of f in PSaX(I).
Notation 6.1.2. Let F4•L be a Stokes filtration on L.
(i) For f ∈ PSaX(I), let F≺fL ⊂ F4fL be the subsheaf such that, for
any θ ∈ I, one has
(F≺fL)θ =
∑
h∈PSaX,θ, h≺θf
(F4hL)θ.
Note that this defines indeed a subsheaf since, under (6.1.1), one
has
(F≺fL)η =
⊕
h∈N>0θ , h≺ηf
k
N(h).
(ii) For f ∈ PSaX(I), set
GrfL := F4fL/F≺fL.
Note that F≺fL and GrfL only depend on the class of f in PSaX(I).
Note also that (6.1.1) implies GrfL|I ≃ k
N(f)
I , and in particular GrfL
is a locally constant sheaf.
6.2. Enhanced nearby cycles. Here, to an enhanced ind-sheaf K on
X with normal form at a ∈ X, we associate a Stokes filtered local system
on SaX.
For a ∈ X and I ⊂ SaX an open subset, consider the commutative
diagram
I 
 jI // SaX
  ı˜a // X˜a
̟a

X \ {a}.
H
h
ja
uu❦❦❦
❦❦❦
6 V
˜ahh❘❘❘❘❘❘
X
Recall Definition 4.2.1.
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Definition 6.2.1. Let a ∈ X, I ⊂ SaX an open subset, f ∈ PSaX(I),
and K ∈ EbR-c(IkX). Set
Ψa(K) := ı˜
−1
a R˜a∗j
−1
a RHom
E(kEX , K) ∈ D
b(kSaX),
F4fΨa(K) := j
−1
I νhom
E
a (E
Re f
U |X , K) ∈ D
b(kI),
with U ⊂ X a sectorial neighborhood of I where f is defined.
Note that
˜−1a RHom
E(E̟−1a E
Re f
U |X ,E̟
!
aK) ≃ j
−1
a RHom
E(kEX , K).
Hence, the adjunction morphism id −→ R˜a∗˜
−1
a induces a morphism
(6.2.1) F4fΨa(K) −→ j
−1
I Ψa(K).
Proposition 6.2.2. Let K ∈ EbR-c(IkX) have normal form at a ∈ X
with multiplicity class N . Then, with the above notations,
(i) Ψa(K) is concentrated in degree zero, and is a local system of
finite rank on SaX;
(ii) F4fΨa(K) is concentrated in degree zero, and is an R-constructible
sheaf on I;
(iii) the morphism (6.2.1) is a monomorphism;
(iv) F4•Ψa(K) is a Stokes filtration of Ψa(K).
In particular, GrfΨa(K) is a local system on I of rank N(f).
By the Definition 5.4.2, this follows from the next lemma.
Lemma 6.2.3. Let f, h ∈ PSaX(I) for I ⊂ SaX open, and let U be an
open sectorial neighborhood of I where f and h are defined. Then one
has
(i) Ψa(E
Reh
U |X)|I ≃ kI ,
(ii) F4fΨa(E
Re h
U |X) ≃ k{θ∈I ; h4θf},
(iii) F≺fΨa(E
Reh
U |X) ≃ k{θ∈I ; h≺θf},
(iv) GrfΨa(E
Reh
U |X) ≃
{
kI , if [f ] = [h],
0, otherwise.
Proof. (i) Since h is locally bounded on U , one has
RHomE(kEX ,E
Reh
U |X)|U ≃ RHom
E(kEU ,k
E
U) ≃ kU .
(ii) follows from Lemma 5.2.2 (i).
(iii) and (iv) follow from (ii). 
It was shown in [10, 26] that there is an equivalence between the cate-
gory of germs of meromorphic connections with pole at a, and the cate-
gory of finite rank local systems on SaX endowed with a Stokes filtration.
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Through this equivalence, when k = C, Proposition 6.2.4 below corre-
sponds to [28, Proposition 3.28].
Let Ω ⊂ X be a contractible open neighborhood of a. Let us consider
the following conditions for K ∈ E0R-c(IkΩ):
(1) K|Ω\{a} ≃ e(L), for L a local system of finite rank on Ω \ {a},
(2) K ≃ π−1kΩ\{a} ⊗K,
(3) K has normal form at a.
Proposition 6.2.4. The functor Ψa induces an equivalence between the
full subcategory of E0R-c(IkΩ) whose objects satisfy conditions (1)–(3) above,
and the category of finite rank local systems on SaX endowed with a
Stokes filtration.
Proof. Let I ⊂ SaX. Denote by Sh the constant sheaf kI endowed with
the Stokes filtration
(F4kSh)θ =
{
k, if h 4θ k,
0, otherwise.
By Lemma 6.2.3 (ii), one has Sh ≃ Ψa(ERehU |Ω ). Then, for f, h ∈ PSaX(I),
one has
Hom (Sf , Sh) ≃ j
−1
I νhom
E
a (E
Re f
U |Ω ,E
Reh
U |Ω ),
where U is an open sectorial neighborhood of I where f and h are defined.
Hence, the statement is obtained by similar arguments to those in the
proof of Lemma 5.4.5. 
6.3. Multiplicity test functor. Recall the remark in §2.1.
Definition 6.3.1. Let (a, θ, f) be a Puiseux germ onX. The multiplicity
test functor at (a, θ, f) is given by
G(a,θ,f) : E
b
+(IkX) −→ D
b(k),
K 7→ lim−→
V,c,δ,ε
RHomE(E
Re f+c⊲Re f−δ|za|−ε
V |X , K),
where za is a local coordinate at a, V runs over the open sectorial neigh-
borhoods of θ, c −→ +∞, and δ, ε −→ 0+.
This does not depend on the choice of the local coordinate za.
Note that one has
G(a,θ,f)(K) ≃ lim−→
c,δ,ε−→0+
νhomEa
(
E
Re f+c⊲Re f−δ|za|−ε
U |X , K
)
θ
,
for U an open sectorial neighborhood of θ where f is defined.
Lemma 6.3.2. Let (a, θ, f) be a Puiseux germ on X, and K ∈ Eb+(IkX).
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(i) If K ≃ kEX
+
⊗K, then
G(a,θ,f)(K) ≃ lim−→
V,δ,ε
RHomE(E
Re f⊲Re f−δ|za|−ε
V |X , K)
≃ lim−→
V,δ,ε
RHomE(E
Re f⊲Re f−δ|za|−ε
V |X , K).
(ii) If h ∈ PSaX,θ satisfies h ∼
θ
f , then G(a,θ,h)(K) ≃ G(a,θ,f)(K).
(iii) One has G(a,θ,f)(K) ≃ G(a,θ,f)(k
E
X
+
⊗K).
Proof. By [7, Proposition 4.7.9], one has
lim−→
c−→+∞
RHomE(E
Re f+c⊲Re f−δ|za|−ε
V |X , K)
≃ RHomE(kEX
+
⊗ ERe f⊲Re f−δ|za|
−ε
V |X ,k
E
X
+
⊗K)
≃ RHomE(ERe f⊲Re f−δ|za|
−ε
V |X ,k
E
X
+
⊗K),
which implies (i) and (iii). (ii) is obvious. 
Proposition 6.3.3. Let (a, θ, f) be a Puiseux germ on X. Let K ∈
EbR-c(IkX) have normal form at a with multiplicity class N . Then,
G(a,θ,f)(K) ≃
(
GrfΨa(K)
)
θ
≃ kN(f).
Proof. The second isomorphism follows from Proposition 6.2.2.
Then, decomposingK as in Definition 5.4.2, and using Lemma 6.3.2 (i),
the statement follows from Lemma 6.3.4 below. 
Lemma 6.3.4. Let f, h ∈ PSaX,θ, and let U be an open sectorial neigh-
borhood of θ where h is defined. Then, one has
G(a,θ,f)(E
Reh
U |X) ≃ G(a,θ,f)(E
Re h
U |X) ≃
{
k, if f ∼
θ
h,
0, otherwise.
Proof. The first isomorphism follows from Lemma 6.3.2 (iii). Let us prove
the second isomorphism.
Let us set
G+ := νhomEa
(
E
Re f
U |X ,E
Reh
U |X
)
θ
,
G−δ,ε := νhom
E
a
(
E
Re f−δ|za|−ε
U |X ,E
Reh
U |X
)
θ
,
G− := lim−→
δ,ε−→0+
G−δ,ε,
so that there is a distinguished triangle in Db(k)
G− −→ G+ −→ G(a,θ,f)(E
Reh
U |X)
+1
−→ .
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Using a local coordinate za at a, let β ∈ C× be such that Re(θβ) > 0.
Then, after shrinking U , there is a constant C > 0 such that 0 < Re zaβ 6
|β| |za| 6 C Re zaβ on U . It follows that
G− ≃ lim−→
δ,ε−→0+
G′−δ,ε,
where we set fδ,ε(z) := f(z)− δ(zaβ)−ε, and
G′−δ,ε := νhom
E
a
(
E
Re fδ,ε
U |X ,E
Reh
U |X
)
θ
.
To get the statement, it is then enough to prove
(a) G+ ≃ k and G− ≃ 0 if f ∼
θ
h,
(b) G− ∼−→ G+ ≃ k if h ≺θ f ,
(c) G− ≃ 0 ≃ G+ if h 64θ f .
For this, we are going to use Lemma 5.2.1 (i).
(a) If f ∼
θ
h, then fδ,ε ≺θ h for any δ and ε. Thus, G
+ ≃ k and G′−δ,ε ≃ 0.
(b) If h ≺θ f , then h ≺θ fδ,ε for any 0 < δ, ε≪ 1. Thus, G
+ ≃ k ≃ G′−δ,ε.
(c) If h 64θ f , then h 64θ fδ,ε for any 0 < δ, ε ≪ 1. Thus, G
+ ≃ 0 ≃
G′−δ,ε. 
6.4. A vanishing result. Let V be a complex affine line with coordinate
z. Let P = V∪{∞} be its projective compactification. In this subsection,
with respect to the notations in (5.1.1), we consider X = P and a ∈
{0,∞}. Let us take z0 = z and z∞ = z−1 as local coordinate at 0 and
∞, respectively. We shall write S∞V instead of S∞P.
Let U be an open sectorial neighborhood of θ ∈ SaV, and let ϕ : U −→
R be a real analytic and globally subanalytic function, that is, a real
analytic function whose graph is subanalytic in P × R. We write ϕ′ for
short, instead of ∂zϕ(z, z).
Lemma 6.4.1. Let θ◦ ∈ SaV, and f ∈ P
(0,+∞)
SaV,θ◦
. Let ϕ : U −→ R be a
real analytic and globally subanalytic function, with U a sectorial open
neighborhood of θ◦. Assume one of the following conditions:
(a) a =∞, ord∞(f) < 1, and |ϕ
′| > r at θ◦ for some r > 0;
(b) a =∞, ord∞(f) > 1, and |ϕ′| 6 R at θ◦ for some R > 0;
(c) a = 0, and |ϕ′| 6 R at θ◦ for some R > 0.
Then, for a generic θ near θ◦, one has G(a,θ,f)(E
ϕ
U |P) ≃ 0.
We need a preliminary result.
Write z = sζ , with s = |z| and ζ ∈ C with |ζ | = 1.
If a =∞, let us identify S∞V with {ζ ∈ C ; |ζ | = 1}, so that R>0×S∞V
is an open subset of P˜∞. After shrinking U ∋˙ θ◦, for z ∈ U one has
(6.4.1) ϕ(z, z) = sµϕ˜(s−1/p, ζ),
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where p ∈ Z>1, µ ∈
1
p
Z>0, and ϕ˜ is a real valued real analytic function in
a connected neighborhood of (0, θ◦) ∈ R× S∞V. If ϕ˜0(ζ) := ϕ˜(0, ζ) 6≡ 0,
we say that ϕ has pole order µ.
If a = 0, we identify instead S0V with {ζ ∈ C ; |ζ | = 1}. In this case,
we have ϕ(z, z) = s−µϕ˜(s1/p, ζ). If ϕ˜0(ζ) 6≡ 0, we say that ϕ has pole
order µ.
Sublemma 6.4.2. Let θ ∈ SaV, and let ϕ be a real analytic and globally
subanalytic function at θ, with pole order µ ∈ Q.
(i) If a =∞ and |ϕ′| > r at θ for some r > 0, then µ > 1.
(ii) If a =∞ and |ϕ′| 6 R at θ for some R > 0, then µ 6 1.
(ii) If a = 0 and |ϕ′| 6 R at θ for some R > 0, then µ 6 0.
Proof. Since the proofs are similar, let us only consider the case a =∞.
One has ϕ′ = ∂zϕ =
1
2ζ
∂sϕ +
1
2s
∂ζϕ, which is the decomposition into
real and imaginary parts. Then, by (6.4.1),
|ϕ′|2 =
∣∣∣ µ2ζ sµ−1ϕ˜− 12psµ−1− 1p∂1ϕ˜∣∣∣2 + ∣∣12sµ−1∂ζϕ˜∣∣2 ,
where ∂1ϕ˜(u, ζ) denotes the derivative with respect to the first variable.
Thus |ϕ′| = O(sµ−1) at θ, and the statement follows. 
Proof of Lemma 6.4.1. As we are considering the case a = ∞, we have
to prove the statement under either of the assumptions (a) or (b).
If ϕ ≡ 0 at θ◦, the statement hold by Lemma 6.3.4.
Otherwise, with notations (6.4.1), for a generic θ near θ◦, we may
assume that ϕ˜0(θ) 6= 0 and
ϕ(z, z) = ϕ˜0(ζ)s
µ
(
1 + O(s−1/p)
)
for s −→ +∞.
After replacing p by one of its multiples, we can assume λ ∈ 1
p
Z>0 and
f(z) = czλ
(
1 + O(z−1/p)
)
for z −→ ∞, with c ∈ C×. Then, Re f(z) =
sλψ˜(s−1/p, ζ), where ψ˜ is a real valued real analytic function in a con-
nected neighborhood of (0, θ◦) ∈ R × S∞V with ψ˜0(ζ) := ψ˜(0, ζ) 6≡ 0 at
θ◦. It follows that, for a generic θ near θ◦, one has ψ˜0(θ) 6= 0 and
Re f(z) = ψ˜0(ζ)s
λ
(
1 + O(s−1/p)
)
for s −→ +∞.
We will use arguments similar to those in the proof of Lemma 6.3.4.
There is a distinguished triangle in Db(k)
G− −→ G+ −→ G(∞,θ,f)(E
ϕ
U |P)
+1
−→,
where we set
G+c := νhom
E
a
(
E
Re f+c
U |P ,E
ϕ
U |P
)
θ
,
G−δ,ε := νhom
E
a
(
E
Re f−δ|z|ε
U |P ,E
ϕ
U |P
)
θ
,
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and
G+ := lim−→
c−→+∞
G+c , G
− := lim−→
δ,ε−→0+
G−δ,ε.
Note that z −→∞ in U is equivalent to s −→ +∞.
(a) We have 0 < λ < 1 6 µ, where the last inequality follows from
Sublemma 6.4.2.
(a-1) Assume that ϕ˜0(θ) > 0. Then, after shrinking U , for some C > 0
one has {
Re(ϕ− f − c) > Csµ,
Re(ϕ− f + δ|z|ε) > Csµ,
when s −→ +∞. Thus, both G−δ,ε and G
+
c satisfy hypothesis (iii) of
Lemma 4.3.1. Hence G− ≃ 0 ≃ G+.
(a-2) Assume that ϕ˜0(θ) < 0. Then, after shrinking U , for some C > 0
one has {
Re(ϕ− f − c) 6 −Csµ,
Re(ϕ− f + δ|z|ε) 6 −Csµ,
when s −→ ∞. Thus, hypothesis (ii) of Lemma 4.3.1 is satisfied for G−δ,ε,
for G+c . Hence G
− ∼−→ G+ ≃ k.
(b) In this case we have µ 6 1 < λ, where the first inequality follows
from Sublemma 6.4.2.
(b-1) Assume that ψ˜0(θ) < 0. Then, after shrinking U , for some C > 0
one has {
Re(ϕ− f − c) > Csλ,
Re(ϕ− f + δ|z|ε) > Csλ,
when s −→ +∞. Thus, both G−δ,ε and G
+
c satisfy hypothesis (iii) of
Lemma 4.3.1. Hence G− ≃ 0 ≃ G+.
(b-2) Assume that ψ˜0(θ) > 0. Then, after shrinking U , for some C > 0
one has {
Re(ϕ− f − c) 6 −Csλ,
Re(ϕ− f + δ|z|ε) 6 −Csλ,
when s −→ +∞. Thus, hypothesis (ii) of Lemma 4.3.1 is satisfied for G−δ,ε,
for G+c . Hence G
− ∼−→ G+ ≃ k. 
7. Stationary phase formula
After recalling in some details the Legendre transform, we state here
the stationary phase formula in terms of enhanced ind-sheaves.
40 A. D’AGNOLO AND M. KASHIWARA
7.1. Fourier-Laplace and enhanced Fourier-Sato transforms. Let
V be a one-dimensional complex vector space, with coordinate z, and let
V∗ be its dual, with dual coordinate w. Let P = V ∪ {∞} and P∗ =
V∗ ∪ {∞} be the associated projective lines, and consider the bordered
spaces V∞ = (V,P), V
∗
∞ = (V
∗,P∗). Consider the morphisms
V∞ V∞ × V∗∞
p
oo
q
// V∗∞
induced by the projections.
The Fourier-Laplace transform for D-modules is defined as follows. For
M∈ Db(DV∞) and N ∈ D
b(DV∗∞), set
LM = Dq∗(E
−zw
V×V∗|V∞×V∗∞
⊗D Dp∗M) ∈ Db(DV∗∞),
LrN = Dp∗(E
zw
V×V∗|V∞×V∗∞
⊗D Dq∗N ) ∈ Db(DV∞).
Note that Dbhol(DV∞) is equivalent to the bounded derived category of
algebraic DV-modules with holonomic cohomologies. Then (see [24]),
the above functors are compatible with the Fourier transform at the
level of the Weyl algebra, given by the isomorphism C[z, ∂z ] ≃ C[w, ∂w],
z ↔ −∂w, ∂z ↔ w. In particular, L and L
r are quasi-inverse of each
other, and interchange Modhol(DV∞) and Modhol(DV∗∞).
The Fourier-Sato transform for enhanced sheaves was introduced and
studied in [33] (see also [5, 22]). It extends to enhanced ind-sheaves as
follows. For K ∈ Eb+(IkV∞) and P ∈ E
b
+(IkV∗∞), set
LK = Eq!!(E
−Re zw
V×V∗|V∞×V∗∞
[1]
+
⊗ Ep−1K) ∈ Eb+(IkV∗∞),
LrP = Ep!!(E
Re zw
V×V∗|V∞×V∗∞
[1]
+
⊗ Eq−1P ) ∈ Eb+(IkV∞).
The functors L and Lr are quasi-inverse of each other and, since p and q
are semiproper, they interchange EbR-c(IkV∞) and E
b
R-c(IkV∗∞).
Note also that L and Lr interchange Eb+(kV) and E
b
+(kV∗), as well as
EbR-c(kV∞) and E
b
R-c(kV∗∞).
Recall that the Riemann-Hilbert correspondence of [7] provides a fully
faithful embedding
SolEV∞ : D
b
hol(DV∞) // // E
b
R-c(ICV∞).
Note that, if K ≃ kE
+
⊗K, then
LK ≃ Eq!!(E
−Re zw
V×V∗|V∞×V∗∞
[1]
+
⊗ Ep−1K),
and similarly for Lr. Since, for k = C,
SolEV×V∗(E
±Re zw
V×V∗|V∞×V∗∞
) ≃ E±Re zw
V×V∗|V∞×V∗∞
,
the next proposition immediately follows from the functoriality of SolE.
This was first observed in [22], where the case of non holonomic D-
modules was also discussed.
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Proposition 7.1.1. For M∈ Modhol(DV∞) and N ∈ Modhol(DV∗∞) one
has
SolEV∗(
LM) ≃ LSolEV(M), Sol
E
V(
LrN ) ≃ L
r
SolEV∗(N ).
The next lemma will be of use later.
For a ∈ V, let τa : V∞ −→ V∞ be the morphism induced by the trans-
lation τa(z) = z + a.
Lemma 7.1.2. For K ∈ E+(IkV∞) one has
L(Eτa
−1K) ≃ ERe awV∗|V∗∞
+
⊗ LK.
Proof. Note that Eτa
−1K ≃ E(τ−a)∗K ≃ ǫ(k{z=−a})
+
⋆ K, where the con-
volution functor is defined by K1
+
⋆ K2 = Em!!(K1
+
⊠K2), for m(z1, z2) =
z1 + z2. Note also that
Lǫ(k{z=−a}) ≃ E
Re aw
V∗|V∗∞
. Then one has
L(Eτa
−1K) ≃ L
(
ǫ(k{z=−a})
+
⋆ K
)
≃ Lǫ(k{z=−a})
+
⊗ LK
≃ ERe awV∗|V∗∞
+
⊗ LK.

7.2. The case of enhanced sheaves. Consider the projections
V× R
p
←− V× V∗ × R2
q
−→ V∗ × R,
given by p(z, w, t, s) = (z, t), q(z, w, t, s) = (w, s). For F ∈ Db(kV×R)
and G ∈ Db(kV∗×R), set
ΦL(F ) := Rq! (k{s−t−Re zw>0}[1]⊗ p
−1F ) ∈ Db(kV∗×R),
ΦLr(G) := Rp! (k{t−s+Re zw>0}[1]⊗ q
−1G) ∈ Db(kV×R).
Lemma 7.2.1. For F ∈ Db(kV×R) and G ∈ Db(kV∗×R), one has
L(QF ) ≃ QΦL(F ),
Lr(QG) ≃ QΦLr(G).
Proof. Since the proofs are similar, let us only consider the first isomor-
phism. Consider the maps R2 −→ R given by p′(t, s) = t, q′(t, s) = s,
σ′(t, s) = s− t, and use the same notations for the associated maps
V× V∗ × R2
p′,q′,σ′
−−−−→ V× V∗ × R.
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Recall that we set pR = p× idR and qR = q × idR. Then, one has
L(QF ) = Eq!(E
−Re zw
V×V∗ [1]
+
⊗ Ep−1QF )
= QRqR ! (k{t−Re zw>0}[1]
+
⊗ p−1R F )
≃
(∗)
QRqR !Rq
′
! (σ
′−1
k{t−Re zw>0}[1]⊗ p
′−1p−1R F )
≃ QRq! (k{s−t−Re zw>0}[1]⊗ p
−1F ),
where (∗) follows from [7, Lemma 4.1.4]. 
7.3. Microsupport and enhanced Fourier-Sato transform. Con-
sider the symplectic coordinates
(z, t, w, s; z∗, t∗, w∗, s∗) ∈ T ∗(V× R× V∗ × R).
Recalling the definitions of ΦL and ΦLr from §7.2, consider the Lagrangians
ΛL = {s
∗ > 0} ∩ SS(k{s−t−Re zw>0}[1]),
ΛLr = {t
∗ > 0} ∩ SS(k{t−s+Re zw>0}[1]).
Let us concentrate first on ΛL. With the notations of §2.6, one has
ΛL = {s− t− Re zw = 0, z
∗ = wt∗, w∗ = zt∗, s∗ = −t∗, s∗ > 0}.
Let Λa
L
be the image of ΛL by the endomorphism of T
∗(V×R×V∗ ×R)
changing the sign of z∗ and t∗. Then Λa
L
is the graph of the homogeneous
symplectic transformation
χ : T ∗{t∗>0}(V× R) −→ T
∗
{s∗>0}(V
∗ × R)
(z, t; z∗, t∗) 7→ (z∗/t∗, t+ Re zz∗/t∗;−zt∗, t∗).
Recall the notations in §2.6. Then χ induces by γ the contact trans-
formation
χ : (T ∗V)× R −→ (T ∗V∗)× R, ((z; z∗), t) 7→ ((z∗;−z), t + Re zz∗)
underlying the Legendre transform. In turn, this induces by ρ the sym-
plectic transformation
χρ : T
∗V −→ T ∗V∗, (z, z∗) 7→ (z∗,−z)
considered in (1.1).
Similar considerations hold for ΛLr , interchanging the roles of V and
V∗, and replacing χ, χ, and χρ with their respective inverses. Note the
latter are explicitly given by
χ−1 : ((w;w∗), t) 7→ ((−w∗;w), t+ Reww∗),
χ−1ρ : (w,w
∗) 7→ (−w∗, w).
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Proposition 7.3.1 ([33, Theorem 3.6]). For F ∈ E+(kV) and G ∈
E+(kV∗), one has
SSE(LF ) = χ
(
SSE(F )
)
, SSE(L
r
G) = χ−1
(
SSE(G)
)
,
SSEρ (
LF ) = χρ
(
SSEρ (F )
)
, SSEρ (
L
r
G) = χ−1ρ
(
SSEρ (G)
)
.
7.4. Legendre transform. Recall the notion of Puiseux germ from Def-
inition 5.1.1. Recall that we write S∞V instead of S∞P.
Let a ∈ P, θ ∈ SaV and f ∈ PSaV,θ.
Definition 7.4.1. Let us say that the Puiseux germ (a, θ, f) is:
(i) unbounded if orda(f) > 0;
(ii) linear if a =∞ and f(z)− bz ∈ P60S∞V for some b ∈ V
∗;
(iii) admissible if it is unbounded and not linear.
Let τ ∈ C be the coordinate, and consider the complex version
χC : (T
∗V)× C −→ (T ∗V∗)× C, (z, w, τ) 7→ (w,−z, τ + zw),
of the contact transformation χ from §7.3. We have a commutative dia-
gram
(7.4.1) (T ∗V)× C
χC //
Re

(T ∗V∗)× C
Re

(T ∗V)× R
χ
// (T ∗V∗)× R,
where the map Re is induced by C ∋ τ 7→ Re τ ∈ R.
To the Puiseux germ (a, θ, f) on V, one associates the germ of La-
grangian4 submanifold Λ
(a,θ,f)
C ⊂ (T
∗V)× C defined by
(7.4.2) Λ
(a,θ,f)
C = {(z, w, τ) ; τ = −f(z), w = f
′(z)},
for z near θ. Note in particular that, with notations as in §1.3, one has
ρC
(
Λ
(a,θ,f)
C
)
= C(a,θ,f),
where ρC : (T
∗V)× C −→ T ∗V is the projection.
Lemma-Definition 7.4.2. If (a, θ, f) is an admissible Puiseux germ on
V, then there exists a unique admissible Puiseux germ (b, η, g) on V∗,
such that
(7.4.3) χC(Λ
(a,θ,f)
C ) = Λ
(b,η,g)
C .
We set L(a, θ, f):=(b, η, g), and call it the Legendre transform of (a, θ, f).
Proof. Since (a, θ, f) is admissible, w = f ′(z) is invertible for z near θ.
Let b ∈ P∗ and η ∈ SbV∗ be such that w = f ′(z) −→ η when z −→ θ.
(See Lemma 7.4.5 below for an explicit computation of b and η.) Let
4On a contact manifold, Lagrangians are also called Legendrians in the literature.
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z = ψ(w) be the inverse of w = f ′(z) for z near θ, and denote by g(w) a
primitive of −ψ(w). Thus g satisfies the relations
(7.4.4)
{
w = f ′(z),
z = −g′(w),
which are equivalent to d(zw − f(z) + g(w)) = 0. Choosing the only
primitive g which satisfies
(7.4.5) zw − f(z) + g(w) = 0
provides the solution to (7.4.3). In other words, we obtained
g(w) = f(z)− zf ′(z), for w = f ′(z).
We shall prove the admissibility of (b, η, g) in Lemma 7.4.5, by explicit
calculation of ordb(g). 
With notations as in the above statement, we give in Lemma 7.4.5 be-
low an explicit computation of b, η, and of the pole order of the difference
between g and its linear part.
Convention 7.4.3. (i) We fix za = z − a as local coordinate at
a ∈ V, and z∞ = z−1 as local coordinate at ∞.
(ii) For a ∈ P, θ ∈ SaV, and λ ∈ Q, we fix a determination of z−λa at
θ.
Notation 7.4.4. For f ∈ PλSaV,θ, denote by σλ(f) ∈ C
× the coefficient
of z−λa in its Puiseux expansion (which depends on the choices in Con-
vention 7.4.3).
Set V× = V \ {0}. For α ∈ V×, we write
a+ α0 := lim
t−→0+
˜a(a+ tα) ∈ SaV, α∞ := lim
t−→+∞
˜∞(tα) ∈ S∞V.
We will write for short (a + α0, f) and (α∞, f) instead of (a, a+ α0, f)
and (∞, α∞, f), respectively.
We regard a Puiseux germ (a, θ, f) as a point of the étalé space
e´t
(
PSaV
)
=
⊔
θ∈SaV
PSaV,θ,
endowed with its natural topology.
Lemma 7.4.5. Let a ∈ V and b ∈ V∗. At the level of étalé spaces, the
Legendre transform gives the homeomorphisms
L :

e´t
(
P(0,+∞)SaV
) ∼−→ e´t(−aw + P(0,1)S∞V∗),
e´t
(
bz + P(0,1)S∞V
) ∼−→ e´t(P(0,+∞)SbV∗ ),
e´t
(
P(1,+∞)S∞V
) ∼−→ e´t(P(1,+∞)S∞V∗ ).
More precisely, one has:
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(i) for λ ∈ Q>0,
L : e´t
(
PλSaV
) ∼−→ e´t(−aw + Pλ/(λ+1)S∞V∗ ), (a + α0, f) 7→ (β∞, g),
with β = −λα−λ−1σλ(f).
(ii) for λ ∈ Q ∩ (0, 1),
L : e´t
(
bz + PλS∞V
) ∼−→ e´t(Pλ/(1−λ)SbV∗ ), (α∞, f) 7→ (b+ β0, g),
with β = λαλ−1σλ(f − bz).
(iii) for λ ∈ Q>1,
L : e´t
(
PλS∞V
) ∼−→ e´t(Pλ/(λ−1)S∞V∗ ), (α∞, f) 7→ (β∞, g),
with β = λαλ−1σλ(f).
Proof. The inverse Lr of L is obtained by replacing χC with χ
−1
C in Defi-
nition 7.4.2.
Concerning L, recall that (7.4.3) is equivalent to (7.4.5) and implies
(7.4.4). We will prove the statement using the relations (7.4.4).
(i) Since f ∈ PλSaV,a+α0, we can write f(z) = cz
−λ
a +
∑
µ<λ cµz
−µ
a , where
c = σλ(f) ∈ C×, cµ ∈ C, λ, µ ∈
1
p
Z for some p ∈ Z>1, and we fixed
a determination of z
1/p
a at a + α0 compatible with that of zλa . Hence,
w = f ′(z) reads
(7.4.6) w = −λcz−λ−1a −
∑
µ<λ
µcµz
−µ−1
a .
For za = tα, with t ∈ R and t ∼ 0+, we get w = t
−λ−1(−λcα−λ−1+O(tε))
for some ε > 0. As λ > 0, w is near η = β∞ with β = −λcα−λ−1.
The relation z = −g′(w) reads za = −(g(w) + aw)′. Note that
(7.4.6) implies (−w/λc)−1/(λ+1) = za(1 +
∑
n>0 dnz
n/p
a )−1/(λ+1) = za(1 +∑
n>0 enz
n/p
a ). Hence the Puiseux expansion of (g(w) + aw)′ = −za has
maximum exponent −1/(λ + 1) in w. Thus the Puiseux expansion of
g(w) + aw has maximum exponent λ/(λ + 1) in w, that is, pole order
λ/(λ+ 1) in w∞ = w
−1.
(ii) Since f ∈ bz + PλS∞V,α∞, we can write f(z)− bz = cz
λ +
∑
µ<λ cµz
µ.
Hence the relation w = f ′(z), which is equivalent to wb = (f(z) − bz)′,
reads
(7.4.7) wb = λcz
λ−1 +
∑
µ<λ
µcµz
µ−1.
For z = tα with t ∈ R and t ∼ +∞, we get wb = tλ−1(λcαλ−1 + O(t−ε))
for some ε > 0. Since 0 < λ < 1, this implies that w is near η = b+ β0
with β = λcαλ−1.
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Note that (7.4.7) implies (wb/λc)
1/(λ−1) = z(1 +
∑
n<0 dnz
n/p)1/(λ−1) =
z(1+
∑
n<0 enz
n/p). Hence g′(w) = −z has pole order 1/(1−λ) at w = b.
Thus g(w) has pole order λ/(1− λ) at w = b.
(iii) Since f ∈ PλS∞V,α∞, we can write f(z) = cz
λ +
∑
µ<λ cµz
µ. Hence
w = f ′(z) reads
(7.4.8) w = λczλ−1 +
∑
µ<λ
µcµz
µ−1.
For z = tα, with t ∈ R and t ∼ +∞, we get w = tλ−1(λcαλ−1+O(t−ε))
for some ε > 0. Since λ > 1, w is near η = β∞ with β = λcαλ−1.
Note that (7.4.8) implies (w/λc)1/(λ−1) = z(1 +
∑
n<0 dnz
n/p)1/(λ−1) =
z(1 +
∑
n<0 enz
n/p). Hence the Puiseux expansion of g′(w) = −z has
maximum exponent 1/(λ− 1) in w. Thus the Puiseux expansion of g(w)
has maximum exponent λ/(λ− 1) in w, that is, pole order λ/(λ− 1) in
w∞ = w
−1. 
Let us show that the Legendre transform is compatible with the equiv-
alence ∼
θ
.
Lemma 7.4.6. For i = 1, 2, let (a, θ, fi) be an admissible Puiseux germ
on V, and set (bi, ηi, gi) :=L(a, θ, fi). Assume that f1 ∼
θ
f2. Then b1 = b2,
η1 = η2 and g1 ∼
η1
g2.
Proof. There are three possible situations:
(i) a ∈ V and f1, f2 ∈ P
(0,+∞)
SaV,θ
,
(ii) f1, f2 ∈ bz + P
(0,1)
S∞V,θ
for some b ∈ V∗,
(iii) f1, f2 ∈ P
(1,+∞)
S∞V,θ
.
Since the arguments are similar, let us only discuss case (i).
Set λi := orda(fi) ∈ Q>0 for i = 1, 2. Recall that the assumption
f1 ∼
θ
f2 is equivalent to f1−f2 ∈ P
60
SaV,θ
. Then, we must have λ1 = λ2=:λ
and σλ(f1) = σλ(f2) =: c. Hence, it follows from Lemma 7.4.5 (i) that
b1 = b2 =∞, η1 = η2 =: η, and g1, g2 ∈ −aw + P
(0,1)
S∞V∗,η
. We are thus left
to prove that g1 − g2 ∈ P
60
S∞V∗,η
.
Let p, q ∈ Z>1 be such that λ = q/p and fi ∈ C{z
1/p
a }[z−1a ]. Write
fi(z) = cz
−q/p
a +
∑
n>0 c
(i)
n z
(n−q)/p
a , and note that f1 − f2 ∈ P
60
SaV,θ
implies
c
(1)
n = c
(2)
n for n < q. Recall that z(i) = g′i(w) is equivalent to
w = f ′i(z
(i)) = −λc(z(i)a )
− q
p
−1 −
∑
n>0
q−n
p
c(i)n (z
(i)
a )
n−q
p
−1
= −λc(z(i)a )
− p+q
p
(
1 +
∑
n>0
q−n
qc
c(i)n (z
(i)
a )
n
p
)
.
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This gives
(−w/λc)−
p
p+q = z(i)a
(
1 +
∑
n>0
q−n
qc
c(i)n (z
(i)
a )
n
p
)− p
p+q
= z(i)a
(
1 +
∑
n>0
d(i)n (z
(i)
a )
n
p
)
,
where the coefficients d
(i)
n only depend on c
(i)
n′ for n
′ 6 n. In particular,
d
(1)
n = d
(2)
n for n < q. Inverting the series, we get
g′i(w) = a+ z
(i)
a
= a+ (−w/λc)−
p
p+q
(
1 +
∑
n>0
e(i)n (w
− p
p+q )
n
p
)
,
where the coefficients e
(i)
n only depend on d
(i)
n′ for n
′ 6 n. In particular,
e
(1)
n = e
(2)
n for n < q. Noticing that −
p
p+q
− p
p+q
n
p
= −1 + q−n
p+q
. It follows
that g′1 − g
′
2 ∈ w
−1C{w−
1
p+q }. This implies g1 − g2 ∈ C{w
− 1
p+q }. The
statement follows, recalling that w∞ = w
−1. 
7.5. Statement of the main result. We can now state our main result.
Theorem 7.5.1 (Stationary phase formula). Let (a, θ, f) be an admissi-
ble Puiseux germ on V, and let (b, η, g) = L(a, θ, f). Let K ∈ EbR-c(IkV∞)
have normal form at a. Then, for generic η, one has
G(b,η,g)(
LK) ≃ G(a,θ,f)(K).
Note that this implies the stationary phase formula of Theorem 1.1. In
fact, if k = C and K = SolEV∞(M) forM holonomic, then K has normal
form at a and LK ≃ SolEV∗∞(
LM). Thus, by Propositions 6.3.3 and 7.1.1,
the isomorphism in the statement reads(
GrgΨb(
LK)
)
η
≃
(
GrfΨa(K)
)
θ
.
Proof of Theorem 7.5.1. At the level of Puiseux germs, let us consider
the three possible cases:
(a) a ∈ V, b =∞, f ∈ P(0,+∞)SaV , and g = −aw + g˜ with g˜ ∈ P
(0,1)
S∞V∗
,
(b) a =∞, b ∈ V, f = bz + f˜ with f˜ ∈ P(0,1)S∞V, and g ∈ P
(0,+∞)
SbV∗
,
(c) a =∞, b =∞, f ∈ P(1,+∞)S∞V , and g ∈ P
(1,+∞)
S∞V∗
.
In case (a), assume that a 6= 0.
Recall that τa : V −→ V denotes the translation τa(z) = z+a. Consider
the isomorphism
τ ∗a : SaV
∼−→ S0V, a+ α0 7→ α0.
Note that
G(a,θ,f)(K) ≃ G(0,τ∗a θ,τ∗af)
(
Eτa
−1K
)
.
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By (7.4.5), one has (∞, η, g˜) = L(0, τ ∗aθ, τ
∗
af). Moreover, Lemma 7.1.2
implies
G(∞,η,g)
(
LK
)
≃ G(∞,η,g˜)
(
L(Eτa
−1K)
)
.
We can thus reduce to the case a = 0.
Similarly, in case (b) we can reduce to b = 0.
Summarizing, it is enough to consider the cases:
(a′) a = 0, b =∞, f ∈ P(0,+∞)SaV , and g ∈ P
(0,1)
S∞V∗
,
(b′) a =∞, b = 0, f ∈ P(0,1)S∞V, and g ∈ P
(0,+∞)
SbV∗
,
(c) a =∞, b =∞, f ∈ P(1,+∞)S∞V , and g ∈ P
(1,+∞)
S∞V∗
.
Since the arguments are similar, let us only consider the case (a′).
We have to prove the isomorphism
G(∞,η,g)(
LK) ≃ G(0,θ,f)(K).
Since K has normal form at 0, by Proposition 6.3.3 (i) it is equivalent to
prove
G(∞,η,g)(
LK) ≃ kN(f),
where N is the multiplicity class of K.
We will proceed by dévissage in K, in the category Eb+(IkV∞).
(1) For r > 0, consider the distinguished triangle
π−1k{|z|<r} ⊗K −→ K −→ π
−1
k{|z|>r} ⊗K
+1
−→ .
Proposition 8.3.1 (i) below implies
G(∞,η,g)(
L(π−1k{|z|>r} ⊗K)) ≃ 0.
We thus reduce to show that, for some r > 0, one has
G(∞,η,g)
(
L(π−1k{|z|<r} ⊗K)
)
≃ kN(f).
(2) Consider the distinguished triangle
π−1k{0<|z|<r} ⊗K −→ π
−1
k{|z|<r} ⊗K −→ π
−1
k{0} ⊗K
+1
−→ .
Since π−1k{0} ⊗K is a finite direct sum of copies of e(k{0}[n]) for n ∈ Z,
it follows that L(π−1k{0}⊗K) is a finite direct sum of copies of kEV∗ [n+1].
Since ord∞(g) > 0, Lemma 6.3.4 gives
G(∞,η,g)(k
E
V∗) ≃ 0.
We are thus left to show that, for some r > 0,
G(∞,η,g)
(
L(π−1k{0<|z|<r} ⊗K)
)
≃ kN(f).
(3) For r > 0 small enough, we can assume that
π−1k{0<|z|<r} ⊗K ≃ k
E
V
+
⊗ F
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where F ∈ E0R-c(kV∞) satisfies F ≃ π
−1
k{0<|z|<r} ⊗F and has a normal
form at 0 with multiplicity of class N . Since L(kEV
+
⊗ F ) ≃ kEV∗
+
⊗ LF , by
Lemma 6.3.2 we are reduced to show
G(∞,η,g)
(
LF
)
≃ kN(f).
Then, we conclude by Proposition 8.4.1 (i) below. 
8. Microlocal arguments for the proof
We collect here some results used in the proof of the stationary phase
formula, that we obtain using techniques from the microlocal study of
sheaves of [20].
8.1. Notations. Recall the identification (T ∗V)R × R ≃ (T ∗VR) × R
from §2.6. We will write (T ∗V)× R instead of (T ∗V)R × R, for short.
Let ((z; z∗), t) be the contact coordinates in (T ∗V)×R. For U ⊂ V an
open subset, and ϕ : U −→ R a smooth function, we set
ΛϕU |V := {((z; z
∗), t) ; z ∈ U, z∗ = 2∂zϕ(z), t = −ϕ(z)},
a Lagrangian subset of (T ∗V)× R. Note that
ΛϕU |V = SS
E(EϕU |V
∣∣
U
).
Note also that, if f ∈ OX(U), then
ΛRe fU |V := {((z; z
∗), t) ; z ∈ U, z∗ = f ′(z), t = −Re f(z)}.
8.2. Enhanced Fourier-Sato transform as quantization. Recall the
notation (7.4.2), the notations in §8.1, and the diagram (7.4.1).
For (a, θ, f) a Puiseux germ on V, one has
ΛRe fV |V = Re(Λ
(a,θ,f)
C ),
for some V ∋˙ θ. Since χC underlies the Legendre transform, one has
(8.2.1) χ(ΛRe fV |V ) = Λ
Re g
W |V∗,
where we set (b, η, g) = L(a, θ, f), and where W is a sectorial neighbor-
hood of η.
Consider the enhanced sheaf ERe fV |V = Qk{z∈V ; t+Re f(z)>0}. Note that
t+ Re f(z) = 0 is a smooth hypersurface of V × R. Moreover, one has
SSE(ERe fV |V
∣∣
π−1V
) = ΛRe fV |V .
For z0 ∈ V , let p0 = ((z0; f ′(z0)),−Re f(z0)) ∈ Λ
Re f
V |V . Then, in the
terminology of [20, §7.5], ERe fV |V is of type k with shift 1/2 at p0 along
ΛRe fV |V .
5
5In fact, for p0 ∈ γ
−1
(
ΛRe f
V |V
)
with γ(p0) = p0, [20, §7.5] would say that
k{z∈V ; t+Re f(z)>0} is of type k with shift 1/2 at p0 along γ
−1
(
ΛRe f
V |V
)
.
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Set q0 = χ(p0). In the terminology of [20, §7.2], the functor L is a
quantization of the contact transformation χ.6
Proposition 8.2.1. With the above notations, LE
Re f
V |V is of type k with
shift 1/2 at q0 along Λ
Re g
W |V∗.
Proof. With notations as in §7.3, consider the commutative diagram
T ∗{t∗>0}(V× R)
χ
//
γ

T ∗{s∗>0}(V
∗ × R)
γ

(T ∗V)× R
χ
// (T ∗V∗)× R.
Set p0 = (z0,−Re f(z0); f
′(z0), 1), q0 = χ(p0). Note that γ(p0) = p0,
γ(q0) = q0, and p0 ∈ Λ
f
for Λ
f
:= γ−1ΛRe fV |V .
Set λf = Tp0Λ
f
, λ0 = Tp0o
−1(o(p0)), and µ0 = Tq0o
−1(o(q0)), where o
denotes the projection to the zero section. Set λ1 = χ
′(p0)
−1(µ0).
Denote by τ the Maslov inertia index, for which we refer to [20, §A.3].
Then [20, Proposition 7.5.6] states that LERe fV |V is of type k with shift
1
2
− 1
2
τ(λ0, λf , λ1) at q0 along Λ
Re g
W |V∗. We are left to show that τ vanishes.
Setting d0 = f
′(z0) and e0 = f
′′(z0), one has
χ′(p0) =
 0 0 1 −d0d0 1 z0 −Re(z0d0)
−1 0 0 −z0
0 0 0 1
, χ′(p0)−1 =
 0 0 −1 −z0−z0 1 d0 Re(z0d0)
1 0 0 d0
0 0 0 1
,
and
λ0 = {(0, 0;ω, r) ; ω ∈ C, r ∈ R},
λf = {(ω,−Re(d0ω); d0r + e0ω, r) ; ω ∈ C, r ∈ R},
λ1 = {(ω,−Re(d0ω); d0r, r) ; ω ∈ C, r ∈ R}.
The Euler vector field at p0, given by
ρ = {(0, 0; d0r, r) ; r ∈ R},
is included in all above Lagrangians. Hence [20, Theorem A.3.2 (v)] gives
τ(λ0, λf , λ1) = τ(λ0/ρ, λf/ρ, λ1/ρ),
where the Maslov index on the right hand side is computed in ρ⊥/ρ.
With the identification ρ⊥/ρ ≃ T(z0,d0)T
∗V, one has
λ0/ρ = {(0;ω) ; ω ∈ C},
λf/ρ = {(ω; e0ω) ; ω ∈ C},
λ1/ρ = {(ω; 0) ; ω ∈ C}.
6In fact, [20, §7.2] would refer to ΦL as a quantization of χ.
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(Note that, with notations as in §1.3, λf/ρ = T(z0,d0)C(a,θ,f).) As these
are complex Lagrangians, by [20, Exercise A.7] one has
τ(λ0/ρ, λf/ρ, λ1/ρ) = 0.

8.3. Another vanishing result.
Proposition 8.3.1. For b ∈ {0,∞}, let (b, η, g) be an admissible Puiseux
germ on V∗. Let K ∈ EbR-c(IkV∞). Assume one of the following condi-
tions:
(i) b =∞, ord∞(g) < 1, and supp(K) ⊂ {|z| > R} for some R > 0;
(ii) b =∞, ord∞(g) > 1, and supp(K) ⊂ {|z| 6 r} for some r > 0;
(iii) b = 0, and supp(K) ⊂ {|z| 6 r} for some r > 0.
Then, for a generic η, one has G(b,η,g)(
LK) ≃ 0.
Proof. Since the arguments are similar, let us only discuss (i).
Let F ∈ EbR-c(kV∞) satisfy K ≃ k
E
V
+
⊗ F and supp(F ) ⊂ {|z| > R}.
Since LK ≃ kEV∗
+
⊗ LF , by Lemma 6.3.2 (iii) we have to show
(8.3.1) G(∞,η,g)(
LF ) ≃ 0.
Since F ∈ EbR-c(kV∞), one has
LF ∈ EbR-c(kV∗∞). By Lemma 4.4.1, for a
generic η, there exists a sectorial open neighborhood W of η such that
π−1kW ⊗
LF ≃
(⊕
i∈I
E
ϕi
W |V∗∞
[di]
)
⊕
(⊕
j∈J
E
ϕ+j ⊲ϕ
−
j
W |V∗∞
[dj]
)
,
where I and J are finite sets, di, dj ∈ Z, and ϕi, ϕ
+
j , ϕ
−
j : W −→ R are real
analytic and globally subanalytic functions. Hence
(8.3.2) SSE
(
(LF )|π−1W
)
=
(⋃
i∈I
ΛϕiW |V∗
)
∪
⋃
j∈J
(Λ
ϕ+j
W |V∗ ∪ Λ
ϕ−j
W |V∗).
On the other hand, since supp(F ) ⊂ {|z| > R},
SSE(LF ) = χ(SSE(F ))(8.3.3)
⊂ χ({((z; z∗), t) ; |z| > R})
= {((w;w∗), t) ; |w∗| > R}.
Comparing (8.3.2) and (8.3.3), it follows that, for φ = ϕi, ϕ
+
j , ϕ
−
j ,
ΛφW |V∗ = {((w;w
∗), t) ; w ∈ W, w∗ = φ′(w), t = −φ(w)}
⊂ {((w;w∗), t) ; |w∗| > R}.
Hence |ϕ′i|, |ϕ
+′
j |, |ϕ
−′
j | > R. Then (8.3.1) follows from Lemma 6.4.1. 
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8.4. A microlocal approach to multiplicity test.
Proposition 8.4.1. Let F ∈ ER-c(kV∞) have normal form at a ∈ {0,∞}
with multiplicity N . Let (a, θ, f) be an admissible Puiseux germ on V.
Set (b, η, g) = L(a, θ, f).
(i) Assume a = 0, so that b =∞ and ord∞(g) < 1. Then, for r > 0
small enough, and for a generic η, one has
G(∞,η,g)
(
L(π−1k{0<|z|<r} ⊗F )
)
≃ kN(f).
(ii) Assume a = ∞ and ord∞(f) 6= 1, so that b ∈ {0,∞}. Then, for
R > 0 big enough, and for a generic η, one has
G(b,η,g)
(
L(π−1k{|z|>R} ⊗F )
)
≃ kN(f).
Proof. Since the proofs are similar, let us only discuss (i).
If N(f) > 0, by replacing f with f˜ such that [f˜ ] = [f ] and N(f˜) > 0,
we may assume from the beginning that N(f) = N(f).
We will use some arguments from the proof of Proposition 8.3.1.
Set for short F ′ = π−1k{0<|z|<r} ⊗ F . Since F
′ ∈ EbR-c(kV∞), one has
LF ′ ∈ EbR-c(kV∗∞). By Lemma 4.4.1, for a generic η, there exists a sectorial
open neighborhood W of η such that
(8.4.1) π−1kW ⊗
LF ′ ≃
(⊕
i∈I
E
ϕi
W |V∗∞
[di]
)
⊕
(⊕
j∈J
E
ϕ+j ⊲ϕ
−
j
W |V∗∞
[dj]
)
,
where I and J are finite sets, di, dj ∈ Z, and ϕi, ϕ
+
j , ϕ
−
j : W −→ R are real
analytic and globally subanalytic functions with ϕ−j (w) < ϕ
+
j (w) for any
w ∈ W and j ∈ J .
Clearly, one has G(∞,η,g)
(
LF ′
)
≃ G(∞,η,g)
(
π−1kW ⊗LF ′
)
. Hence, we are
left to prove
(8.4.2) G(∞,η,g)
(
π−1kW ⊗
LF ′
)
≃ kN(f).
By (8.4.1), one has
(8.4.3) SSE(LF ′|π−1W ) =
(⋃
i∈I
ΛϕiW |V∗
)
∪
⋃
j∈J
(Λ
ϕ+j
W |V∗ ∪ Λ
ϕ−j
W |V∗).
On the other hand, since F has normal form at 0, for r > 0 small
enough one has
SSE(F |π−1{0<|z|<r}) ⊂
⋃
θ˜∈S0V, f˜∈N
>0
θ˜
ΛRe f˜Vθ˜|V
.
Using the fact that SSE(F ′) is Lagrangian, one deduces
SSE(F ′) = SSE(π−1k{0<|z|<r} ⊗F )
⊂ {|z| = r} ∪
(⋃
c∈Σ
{z = 0, t = c}
)
∪ SSE(F |π−1{0<|z|<r}),
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where Σ ⊂ R is a finite set. By Proposition 7.3.1 and (8.2.1), one then
has
SSE(LF ′) = χ(SSE(F ′))(8.4.4)
⊂ {|w∗| = r} ∪
(⋃
c∈Σ
ΛcV∗|V∗
)
∪
( ⋃
θ˜∈S0V, f˜∈N
>0
θ˜
ΛRe g˜Wη˜ |V∗
)
,
where g˜ and η˜ are defined by (∞, η˜, g˜) = L(0, θ˜, f˜), and Wη ∋˙ η˜.
Comparing (8.4.3) and (8.4.4), for φ = ϕi, ϕ
+
j , ϕ
−
j there are three pos-
sibilities:
(a) ΛφW |V∗ ⊂ {|w
∗| = r}, so that |φ′| = r. In this case, by Lemma 6.4.1
one has
(8.4.5)

G(∞,η,g)(E
φ
W |V∗∞
) ≃ 0,
G(∞,η,g)(E
φ⊲ϕ−j
W |V∗∞
) ≃ G(∞,η,g)(E
ϕ−j
W |V∗∞
)[−1],
G(∞,η,g)(E
ϕ+j ⊲φ
W |V∗∞
) ≃ G(∞,η,g)(E
ϕ+j
W |V∗∞
).
(b) ΛφW |V∗ ⊂ Λ
c
W |V∗ for some c ∈ Σ. In this case, φ = c. Since ord∞(g) >
0, then g 6∼
η
c and (8.4.5) holds by Lemma 6.3.4.
(c) ΛφW |V∗ ⊂ Λ
Re g˜
Wη˜|V∗
, where (∞, η˜, g˜) = L(0, θ˜, f˜) for some θ˜ ∈ SaV and
f˜ ∈ N>0
θ˜
. Up to shrinking W and rotating θ˜, we can assume W = Wη˜
and η˜ = η. Then φ = Re g˜.
(c-1) If g˜ 6∼
η
g, then (8.4.5) holds by Lemma 6.3.4.
(c-2) If g˜ ∼
η
g, then θ = θ˜ and f˜ ∼
θ
f by Lemma 7.4.6. Then f = f˜ since
f is well situated with respect to N . Hence, g = g˜.
By (8.4.1) and the considerations (a)–(c) above, we have
G(∞,η,g)
(
π−1kW ⊗
LF ′
)
≃ G(∞,η,g)
( ⊕
k∈Ig∪J
+
g ∪J
−
g
E
Re g
W |V∗∞
[d′k]
)
,
where Ig = {i ∈ I ; ϕi = Re g}, J±g = {j ∈ J ; ϕ
±
j = Re g}, and
d′k =
{
dk if k ∈ Ig ∪ J+g ,
dk − 1 if k ∈ J
−
g .
Note that J+g ∩ J
−
g = ∅ since ϕ
−
j < ϕ
+
j for any j.
In order to show (8.4.2), we are thus left to prove
(8.4.6)
{
d′k = 0 for any k,
N(f) = #Ig +#(J
+
g ∪ J
−
g ).
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Take w0 near η in W , and set q0 = (w0, g
′(w0),−Re g(w0)) ∈ Λ
Re g
W |V∗.
Setting p0 := χ
−1(q0), one has p0 ∈ χ−1
(
ΛRe gW |V∗
)
= ΛRe fVθ|V.
Since F ′ has normal form at 0 with multiplicity N , we can decompose
it as in Definition 5.3.1. Thus F ′ is of type kN(f) with shift 1/2 at p0
along ΛRe fVθ|V. It follows from Proposition 8.2.1 that
LF ′ is of type kN(f)
with shift 1/2 at q0 along Λ
Re g
W |V∗.
On the other hand, according to the possibilities (a)–(c) above, (8.4.1)
implies that LF ′ is of type T with shift 1/2 at q0 along Λ
Re g
W |V∗, where
T =
⊕
k∈Ig∪J
+
g ∪J
−
g
k[d′k].
Then, one has T ≃ kN(f). This implies (8.4.6).

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