A new method for the determination of the real part of the elastic scattering amplitude is examined for high energy proton-proton at small momentum transfer. This method allows us to decrease the number of model assumptions, to obtain the real part in a narrow region of momentum transfer and to test different models. The real part is computed at a given point t min near t = 0 from the known Coulomb amplitude. One obtains therefore an important constraint on the ρ-parameter measuring the ratio of the real to imaginary part of the scattering amplitude at t = 0.
Introduction
The standard procedure to extract the magnitude of the real part of the hadron elastic scattering includes a fit to the experimental data by minimizing the χ 2 function:
(dσ exp /dt(t = t i )−dσ/dt(t = t i ))
where the experimental differential cross section dσ exp /dt(t = t i ) at the point t i and the statistical error ∆ exp, i are extracted from the measured dN/dt using, for example, the value of the luminosity.
The theoretical representation of the differential cross-sections is
where Φ 1 and Φ 3 are the spin non-flip amplitudes. The total helicity amplitudes can be written as a sum of nuclear Φ h i (s, t) and electromagnetic Φ e i (s, t) amplitudes:
where Φ e i (t) are the leading terms at high energies for the one-photon amplitude as defined, for example, in [1] and α is the fine-structure constant. The common phase ϕ is
where the upper (lower) sign is related to the pp (pp) scattering, B(s, t) is the slope of the differential cross section, γ is the Euler constant (γ = 0.577...) and ν 1 and ν 2 are small correction terms defining the behavior of the Coulomb-hadron phase at small momentum transfers (see [2] and, more recently, [3] ). At very small t and fixed s, the electromagnetic amplitudes are such that Φ e 1 (t) = Φ e 3 (t) ∼ α/t , Φ e 2 (t) = −Φ e 4 (t) ∼ α · const. , Φ e 5 (t) ∼ −α/ |t| . We assume, as usual, that at high energies and small angles the one-flip and double-flip amplitudes are small with respect to the spin-nonflip ones and that spin-nonflip amplitudes are approximately equal. Consequently, the observables are determined by two spin non-flip amplitudes:
In the O(α) approximation, one has:
In the standard fitting procedure, one neglects the α 2 term in eq. (6) and this equation takes the form:
where F C (t) = ∓ 2αG 2 (t)/|t| is the Coulomb amplitude (the upper sign is for pp, the lower sign is for pp) and G 2 (t) is the proton electromagnetic form factor squared; ReF N (s, t) and ImF N (s, t) are the real and imaginary parts of the hadron amplitude; ρ(s, t) = ReF N (s, t)/ImF N (s, t). The formula (7) is used for the fit of experimental data in getting hadron amplitudes and the Coulomb-hadron phase in order to obtain the value of ρ(s, t).
2 Computation of the real part of the spin-non-flip amplitude of the pp scattering from the Coulomb amplitude
Numerous discussions of the function ρ(s, t) measured by the UA4 [4] and UA4/2 [5] Collaborations in pp scattering at √ s = 541 GeV have revealed the ambiguity in the definition of this semi-theoretical parameter. As a result, it has been shown that one has some trouble in extracting from experiment the total cross sections and the value of the forward (t = 0) real part of the scattering amplitudes [6] - [8] . In fact, the problem is that we have at our disposal only one observable dσ/dt for two unknowns, the real and imaginary parts of F N (s, t). So, we need either some additional experimental information which would allow us to determine independently the real and imaginary parts of the spin non-flip hadron elastic scattering amplitude or some new ways to determine the magnitude of the phase of the scattering amplitude with a minimum number of theoretical assumptions. One of the most important points in the calculation of the real part of the scattering amplitude is the knowledge of the normalization coefficient and of the magnitude of σ tot (s).
To obtain the magnitude of ReF N (s, t), one fits the differential cross sections taking into account the value of σ tot either from another experiment, to decrease the errors, as made by the UA4/2 Collaboration, or as a free parameter. If one does not take the normalization coefficient as a free parameter in the fitting procedure, its definition requires the knowledge of the behavior of the imaginary and real parts of the scattering amplitude in the range of small momentum transfer, i.e. the magnitude of σ tot (s) and of ρ(s, t).
Let us note two points concerning the familiar exponential forms of ReF N (s, t) and ImF N (s, t) used by experimentalists. First, for simplicity reasons, one makes the assumption that the slope of imaginary part of the scattering amplitude is equal to the slope of its real part in the examined range of momentum transfer, and, for the best fit, one should take the interval of momentum transfer sufficiently large. Second, the magnitude of ρ(s, t) thus obtained corresponds to the whole interval of momentum transfer .
In this article, we briefly describe new and more general procedures simplifying the determination of elastic scattering amplitude parameters.
From equation (6), one can obtain an equation for ReF N (s, t) for every experimental point i:
where δ is a very small correction to the normalization of dσ/dt, which expresses the fact that there is an unavoidable error in the normalization used by a given experiment in order to express dσ/dt in terms of the raw data dN/dt. Even very high precision hadronhadron experiments, like e.g. the UA4 experiment forpp scattering, are using a series of assumptions connected with the technical aspects of the given experiment in order to extract the value of the normalization [9] . The "exact", ideal normalization correspond to δ = 0, but a real experiment may tolerate a small correction δ = 0.
We define the imaginary part of the scattering amplitude via the usual exponential approximation in the small t-region
where 0.389 is the usual converting dimensional factor for expressing σ tot in mb. It is evident from eq. (8) that the determination of the real part depends on δ, σ tot and B, the magnitude of σ tot depending itself on δ. Equation (8) shows the possibility to calculate the real part at every separate point t i if the imaginary part of the scattering amplitude and δ are fixed and to check the exponential form of the obtained real part of the scattering amplitude (see [10] ).
Let us define the sum of the real parts of the hadron and Coulomb amplitudes as √ ∆ R , so we can write:
Using the experimental data on the differential cross sections we obtain:
For pp scattering at high energies, eqs. (10) and (11) induce a remarkable property. Let us note that the real part of the Coulomb pp scattering amplitude is negative and exceeds the size of F pp N (s, t) at t → 0, but has a large slope. As the real part of the hadron amplitude is known as being positive at relatively high (ISR) energies, it is obvious that ∆ th R must go through zero at some value t = t pp min and therefore ∆ exp R must have a minimum at the same value t = t pp min at which we have the remarkable equality
The minimum of ∆ exp R corresponds to a zero in ∆ th R at some fixed s
The interpretation of eq. (12) is obvious: at fixed s, the real part of the pp amplitude is computed from the Coulomb amplitude at t = t [10] . Namely, in the case of these exponential forms, we have
However our method gives the possibility to extract ρ pp (s, t (s, t) as a function of t could be said before doing extremely detailed and constrained fits of the data. Such fits are beyond the aim of the present paper. Our aim is to impose as a constraint for all existing models the zero in ∆ exp R (s, t i ) which leads to a rather precise value of ReF (s, t) at a special point t = t min , value computed from the Coulomb amplitude at the same special point. Even such a restricted calculation requires high-precision data and a large number of experimental points. The problem here is that we extract a small quantity -the real part of the hadron elastic amplitude -affected by large errors. In order to minimize these errors we need a very high-precision experiment. The only pp data we did find in literature, satisfying our criterium, are those at √ s = 52.8 GeV [11] . We therefore pedagogically illustrate how our method works by taking the case of these data.
In Fig. 1 we plot ∆ exp R (s, t i ) as given by eqs. (11) and (9), with σ T = 42.38 mb, B = 12.87 (GeV) −2 [11] and for δ = 0 and δ = 0.02 . We clearly see from Fig. 1 that a large number of points with δ = 0 violate the positivity of ∆ R (s, t) (eq. 10) while the minimum is located, as it can be read directly on the figure, at
The consideration of the experimental errors on σ T and B (and not only on dσ/dt as in Fig. 1 ) do not change these facts ; the points in the region 0.02 ≤ −t ≤ 0.04 (GeV) 2 are only marginally compatible with the positivity of ∆ exp R . Let us also note that we checked the value of t pp min through elaborated fits of the points in Fig. 1 by taking polynomial forms in t for ∆ exp R ( √ s = 52.8 GeV, t). These fits could at most give a very small shift of t pp min towards −0.037 ± 0.002 (GeV)
2 . This shows that the first guess (15) is right. Details of the polynomial fits used are irrelevant here.
This simply means that the normalization used by some experiments might be doubtful. From Fig. 1 one can also see that the value δ = 0.02 largely restores the positivity of ∆ 
The corresponding real part is
as computed from eq. (12) . We verified that the influence of the specific form of the phase φ is, as expected, small. The difference between the values (16) and (17) is not dramatic. In fact, if we take into account the small experimental errors of σ T (±0.15mb) and of B (±0.14(GeV)
−2 ), we would get larger errors for ρ than those given in eq. (16) and this would attenuate the difference between the values given in (16) and (17). However, the calculation presented here, with the central values of σ T and ρ, points out toward a real new effect revealed by our method. This new effect might simply mean that ρ is not a constant but a function of t, as well as B might not be a constant but also a function of t. In others words one must make the analysis of the experimental data with more sophisticated analytic forms of the scattering amplitude that the exponential one.
Our method uses a given model for ImF pp N which is supposed to describe well the experimental data. We know (e.g. from the Regge model) that the forward hadron scattering amplitude is predominantly imaginary. Therefore a model which describes well the experimental dN/dt data necessarily has a good ImF N (s, t) for high s and small t, even if its real part ReF N (s, t) , as a small correction, could be wrong.
In other words, our method is quasi model-independent : two different models for ImF N (s, t) lead to almost the same values of t min and δ. This is explicitly shown in Fig. 2 , where we plot ∆ exp R ( √ s = 52.8 GeV, t i ) computed from a model [12] radically different from the exponential form and for δ = 0 and δ = 0.02. The GLN model (Ref. [12] ) builds the scattering amplitudes from the asymptotic theorems constraints as a combination of Bessel functions and Regge forms, embodies the Heisenberg-Froissart ln 2 s behavior for σ T and includes the maximal Odderon [13] . In this case, ρ(s, t) at a given s is no more a constant but varies with t. In spite of this difference in the analytic forms, we see that, as expected, the values of t pp min and δ are the same as in the exponential case.
One can ask why the effect described in the present paper was not remarked till now because existing fits normally could, in principle, respect our constraints. 
Conclusions
In conclusion we did find a new method for the determination of the real part of the elastic hadron amplitude at high s and small t at a given point t min near t = 0. The real part of the hadron amplitude is computed, at t = t min , from the known Coulomb amplitude. This method provides a powerful consistency check for the existing data and has a predictive power for the future measurements of the ρ-parameter at LHC. At first sight we seem to get something out of nothing. How can we get, without hidden assumptions, a very small quantity comparable with its errors ? In other words, is our method bringing really something new compared with the old method of fitting the experimental data with a given theoretical model ?
Of course, there are no hidden assumptions. We just use data for dN/dt and a given form of ImF which must go through zero at some value t = tp p min . The method described in the present paper could be therefore used to analyze the UA4 data at √ s = 541 GeV, a complex work which will be done and presented in a separate paper. Of course, in general, one expects that t pp min = tp p min at fixed s. Our method could be also extended to the case of proton-nucleus scattering at high energies. 
