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Stochastic approximation rigmally proposed by Robbins and Monro for 
stochastic problems is shown to be an effective computational tool for the numerl- 
cal solution of determimstic problems. Some of the striking features of this 
approach are: Convergence an be proved for a general function a d no differentla- 
ttons or partial derivatives areneeded. With some modifications f the required 
constant for deterministic problems. convergence an be accelerated considerably. 
To illustrate the approach, both algebraic equations and 2-point boundary value 
problems m ordinary differential equations are solved. Although these two classes 
of problems are quite different, they can be solved by essentially the same lteratlve 
approach. Tius shows the advantage and the generality of the method. Only 
l-dimensional problems are investigated. Multidimensional problems and optimiza- 
tlon problems with and wlthout constraints will be dlscussed m other papers. 
1 1989 Academic Press. Inc 
INTRODUCTION 
Stochastic approximation was first proposed byRobbins and Monro in 
1951 for locating a unique zero point of one dimensional monotone 
increasing regression function [ I]. Various mathematical researchers ave
studied and applied this approach [2-121. More recently Dr. Bellman 
[ 131 and Dr. Sugiyama [121 have emphasized the application of this 
approach inconnection with the numerical solution of stochastic problems. 
However, this method has never been applied toobtain the numerical so u- 
tion of deterministic problems where no noise is incorporated into the 
problem. The application has always been confined to stochastic problems 
for obtaining statistical estimates of unknown parameter values. 
In this paper, we show that his technique also forms a very effective 
approach for obtaining thenumerical solutions f problems which ave no 
* Dr. Sugiyama is a Professor Emeritus of Mathematical Engineering, School of 
Enginermg, Osaka University, Japan. 
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stochastic characteristics. Thus, it can be used as an effective num rical tool 
to solve iteratively various computational problems. 
This approach has many advantages compared to currently available 
methods such as Newton’s orthe Newton-Raphson iteration method. Just 
like Newton’s method, the convergence rate of this approach isgenerally 
very fast and is quadratic under certain conditions. Unlike Newton’s 
method, nodifferentiation or partial derivative is n eded. Furthermore, the 
ability of proving convergence foragiven but unknown function gives this 
approach a much wider application. For example, 2-point boundary value 
problems inordinary differential equ tions which are much more com- 
plicated in structure canalso be solve by essentially the same approach. All
the complications are taken care of by the conditional expression which is 
the realization of the random variable andis observable. 
In this paper, both algebraic equations and 2-point boundary value 
problems in ordinary differential equ tions are solved by stochastic 
approximation. Onlyl-dimensional problems are considered. It isshown 
that his approach onverges to the solution reasonably fast. Furthermore, 
the convergence rate can be accelerated by Kesten’s acceleration method 
PI. 
In another paper, weshall show that Kiefer-Wolfowitz’s approach [2] 
which uses tochastic approximation to btain the optimum of a regression 
function can also be used to solve deterministic problems. Both multi- 
dimensional problems and optimization pr blems with and without con- 
straints will be considered. It appears that he Kiefer-Wolfowitz approach 
is more powerful for multidimensional prob ems. 
At first glance itseems trange touse stochastic methods to solve deter- 
ministic problems where very high accuracy orprecision s required. This 
is probably the reason why this approach has never been used to solve 
numerical problems. As is shown in this work, this tochastic method is 
very efficient and also very versatile forsolving deterministic problems. 
One explanation may lie in the fact hat numerical computations are
approximate with various round-off errors. It is well known that round-off 
errors can be considered as random variables with Gaussian distribution. 
This is because that computation must be carried out with a fixed and 
limited number of digits. 
STOCHASTIC APPROXIMATION 
Only the important features and equations which are essential for
the proposed numerical computation will be summarized. Theinterested 
reader is referred to the original paper and the various research works 
accumulated after Robbins and Monro [l-lo]. 
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Let Y be a random variable with finite variance c2 denoting the observed 
value of a regression function M(x) at the level X.If we denote the condi- 
tional distribution function by H( y 1 x), M(x) is the xpectation of random 
variable Y and thus 
Stochastic approximation was initiated forestimating theroot 6 of the 
equation 
M(x) = u, (2) 
where M(x) is assumed unknown to the experimenter. However, the 
random variable Y(x) is assumed observable y the experimenter at the 
experimental level x.If [M(x)1 is bounded with probability one and if 
M(x) G o! for s < 0 
u GM(x) for O<x 
then the unique root 0of Eq. (2) can be obtained bythe sequence ix,}, 
where {x”> is obtained bythe simple iterative algorithm 
X n+l=X,+%l(~-Yc%)) (3) 
starting from an arbitrary value xi, y(x,) is the realization of the random 
variable Y(x,), and the coefficient a, sa isfies 
a, > 0, (da) 
(4b) 
and 
iz ai<co. (4c) 
n=l 
Under the above conditions, Robbins and Monro proved the mean 
square convergence of {x0} to the unique root 0with certain regularity 
conditions imposed upon M(x), i.e., 
Lim E((x,-0)‘) =0 (5) n--rcc 
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Later, Blum [3] proved the convergence with probability one,i.e 
Pr[ Lim x, = 0]= 1 
“‘CC 
for the same problem under the condition 
IM(x)l <A + B I.4 
instead of
Pr[(M(x)( 6 c] = 1. 
The form of the coefficient assumed by the original investigators is 
a, = cjn, 
where cis a constant. 
.>
(6) 
(7) 
(8) 
(9) 
One of the striking features of the above approach isthat knowledge of
the function M(x) itself is not needed as long as we can observe the out- 
come of the value of M(x) at a given level x.This triking feature of being 
completely free from the form of the regression fu ction M(x) makes 
the applicability of this approach very general. Furthermore, since no 
derivatives of M(x) are needed, this approximation scheme is much easier 
to use for complicated functions a dcan be applied tomore general types 
of functions such as functions i  tabular form. 
DETERMINISTIC COMPUTATION AND ACCELERATED CONVERGENCE 
Oviously, there are many differences between the stochastic problems 
originally proposed for the stochastic approximation approach and the 
deterministic problems tobe solved inthis paper. Since stochastic problems 
involve observation errors, high accuracy isnot required. Furthermore, 
because ofobservation errors and the constant fluctuations of errors, the 
stochastic convergence s heme must be self-correcting. For deterministic 
problems, high accuracy isgenerally required. 
Another difference liesin the unique nature of the accumulative prob- 
ability density function. Dueto this unique nature, the requirement of 
unique root and monotone increasing function for M(x) can frequently be 
satisfied. However, for the general deterministic problems, multiple roots 
are a common phenomenon. 
Because of the high accuracy required for solving umerically deter- 
ministic problems, we discovered that good results cannot be obtained if
we faithfully fo low the original work and use Eq. (9) as the coefhcient a,,.
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In fact, much better results canbe obtained with aconstant a, hroughout 
all the iterations f r agiven problem. 
Kesten [8] proposed a scheme to accelerate the rate of convergence of 
the stochastic approximation approach and gave arigorous mathematical 
proof for the convergence of {x,} to 6 with probability one based upon his 
modification. The acceleration scheme is based on the frequency of change 
of the sign of (x,-~)-(~,~,-e)=.~,,-.lc,~~. If the value of I.u,,-dI is 
small, sign fluctuation would be more frequent than the case of larger 
values of Ix, -01. Thus, instead ofEquation (9) for a,, Kesten used the 
sequence 
where 
b, =al, b, = a,(,,, 
t(n)= 1+ i I[(x,-x,-,)(x,~~,-.Y, z)] 
r=2 
and 
Rul= 1 
1 
0 if u>O 
if u<O 
Kesten also added the following condition t  Eq. (4) in his proof, 
(10) 
(11) 
(12) 
(13) 
According toEq. (9), the value a, changes after each iteration and
becomes maller asthe number of iterations increase. But, in Kesten’s 
approach, the value of a, decreases lowly according to Eqs. (lo)-( 12). 
Thus, instead ofusing Eq. (9) for a,, the value of a, is kept constant as
long as x, keeps monotone increasing or monotone decreasing. I  fact, if
we choose a, in Eq. (3) appropriately, w  canpreserve constant a, until we
obtain a sufficiently accurate solution for 0. 
ALGEBRAIC EQUATIONS 
To illustrate the approach, several deterministic algebraic equations are 
solved bystochastic approximation with Kesten’s acceleration pr cedure. 
Table Iillustrates the convergence rate for the quation 
M(x)=x3-330. (14) 
409,‘138/2-19 
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TABLE I 
x3-3=G(=O 
n xn Y(X”) % 
1 1.0 
2 1.666666667 
3 1.259259259 
4 1.459889245 
5 1.441317945 
6 1.442147919 
I 1.442238531 
8 1.442248372 
12 1.442249570 
-2.0 113 
+ 1.629629633 l/4 
- 1.003149928 115 
+0.111427798 116 
-0.005809821 117 
- O.OGO634285 l/7 
-0.oooo68888 117 
-0.000007477 117 
According to Eq. (2) cx =0 for this problem. The initial v ue for xand the 
initial coefficients are 
x, = 1.0, a, = f. (15) 
In the original p per, Y(x) is assumed to be a random variable andy(x,) 
is the realization of the random variable Y(x,). This realization is assumed 
observable. In the present deterministic case,this realization is simply 
y(x,) =x; - 3. (16) 
The correct solution, accurate up to nine decimal p aces i
x = 1.442249570 
which was obtained intwelve iterations. Notice that accuacy upto four 
decimal p aces i obtained after seven iterations. Also notice that he value 
of a,, was chosen according to Kesten’s approach. Let 
a, = c/m, (17) 
where m is a positive nteger. Whenever the signs of y(.u,) between adjacent 
iterations are changed, the value of m is increased by 1. On the other hand, 
if the signs of y(x) between adjacent iterations d  not change then a, 
remains constant. 
On the other hand, if the appropriate initial v ue for a, is used, then the 
same a, value can be used for all the iterations until the desired accuracy 
is obtained. Forexample, with the initial v ues 
x1 = 1.2, a, = 0.1, 
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the correct solution accurate up to nine decimal p aces for Eq. (14) was 
obtained in 22 iterations. This result was obtained byusing the same con- 
stant a, = 0.1 value throughout all he iterations. 
In fact, he cubic root of almost any number can be obtained bythis 
same simple algorithm. For example, the cubic root of 3.5 was obtained as
1.518294486 in 17iterations with
x, = 1.4 and a,=O.l, n=1,2 )..., 17. 
The cubic root of 110 was obtained as4.791419857 in 18 iterations with
x1 = 4.5 and a, = 0.01, n= 1, 2, . . 18. 
Several other equations also solved bythis approach. For example, the 
square root of 3 or 
M(x)=x2-330 (18) 
is obtained with nine decimal p aces accuracy ineleven iterations with 
x, = 1.0 and a, = 4. If we start with x1 = 2.0, thirteen iterations are needed 
to obtain the same accuracy. 
Consider the quation 
M(x) = x5 +x4 - 10x3 - 10x2 +9x + 9 = 0. 
The live roots of this equation are 
(19) 
x= -3, -1, -1, 1, 3; 
with xi =2.5 and a, = 1.0, or x, = 1.5 and a, = 1.0, the root x= 3 was 
obtained with four decimal places accuracy inlive iterations by using 
Kesten’s procedure. 
The root of x = 1 for Eq. (19) can also be obtained quickly starting with 
x,=Oandu,=-10. 
STOCHASTIC APPROACH 
It is interesting o see the effectiveness of the original approach without 
modilication for deterministic problems. Thus, the same problem repre- 
sented byEq. (14) was also solved byusing the original Robbins-Monro 
approach. In other words, the a, in Eq. (3) is represented by Eq. (9) and 
Gaussian noise is added to the observed value y(x,). The mean of the 
Gaussian noise is zero and the variance is l/n. The other values u ed are 
x, = 1.0, c=O.l. 
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The convergence rate is extemely slow under these conditions. After 10,000 
iterations, only two digit accuracy was obtained, or 
x1o,ooo = 1.4. 
With the same Gaussian noise and other values but with Kesten’s 
acceleration method for a,, we obtained 
x38,3 = 1.442253614, u38,3 = 0.000048309 
x5o34 = 1.442251985, u5o34 = 0.000035958 
xeod3 = 1.44225 1598, uhm3 =0.000029976 
where the subscripts to x and a are the number of iterations. Thus, the 
addition fGaussian noise and the use of Eq. (9) for a, makes the 
approach very ineffective for deterministic problems. 
TWO-POINT BOUNDARY VALUE PROBLEM 
Consider the 2-point boundary value problem in ordinary differential 
equations 
Y” =f(y’, Y x) @a) 
with either boundary conditions 
y(x=O)=c and y(x= l)=b (2Ob) 
or the boundary conditions 
y(x = 0) = c and y’(x = 1) = d. (2Oc) 
Since not all the boundary conditions aregiven at one point, this 
problem cannot be solved directly. Trial-and-error or sh oting methods are 
frequently used. The generalized Newton-Raphson method has also been 
used [14, 151. 
We shall show that he stochastic approximation approach forms a
versatile and powerful technique to solve this problem. The reason this 
approach an be used is because the fact that he function M(x) can be any 
form and the observed results are given in conditional form. Let 
8 = y’(0) (21) 
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or 0 represents the missing initial conditin. Then for the problem repre- 
sented byEqs. (20a) and (20b), Eq.(3) becomes 
a n+l=~,+a,(b-Y(l I On)), (22) 
where y(x,,) inEq. (3) is replaced by the conditional expression y( 1 1O,,). 
Notice that he value of y at x = 1 is b. Similarly, for the problem repre- 
sented byEqs. (20a) and (20~) we have 
0 n+l =Q,+%(d-Y’(l IO,)). (231 
In order to obtain .v( 1 I 0,) or ~‘(a IQ,), Eq. (20a) must be integrated 
with initial conditions 
y(0) =c and y’(0) = 0,. (24) 
The conditional expression 
!I( 1 I 0,) =the value of y at x = 1 given that 
y’(0) = 8,. (25) 
In this work, the fourth-order Runge-Kutta technique is used to obtain the 
integration. To illustrate the approach, consider the problem 
y” = - 0.49( y’)Z - 1 (26a) 
with boundary conditions 
Y(O) = 0 and y(l)=0 (26b) 
This example has been solved byquasilinearization [ 141. 
This problem can be solved analytically as 
y(x)=&ln 
COS(O.7)(X - l/2) 1 cos(O.7/2) ’ (27) 
Thus, the missing initial condition f rthe problem represented by Eq. (26) 
can be calculated from Eq. (27) with x= 0 and the xact value is 
y’(0) = 0.521469278. (28) 
Equation (26) is solved byour stochastic approximation approach. The 
results are shown in Table II, where hrepresents the integration stepsize. 
The value of y( 1 I 0,) was obtained bythe fourth-order Runge-Kutta 
method. Compared to the value in Eq. (28), seven digits accuracy is
obtained insix iterations. 
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TABLE II 
y” = -0.49(y’)2 - 1
1 0.2 -0.32 1 0.2 
2 0.52 -0.0014 1 0.2 
3 0.5214 - 0.000064 1 0.1 
4 0.52 1464 - 0.000005 1 0.1 
5 0.521469 -0.OOOOOO253 1 0.1 
6 0.521469253 
Notice that because the sign of y( 1 1 6,) never changed in Table II, the 
value of a, remainded constant throughout theiteration. 
Of course, better initial approximation frequently canbe obtained by
some approximation methods. Consider the problem 
y”+y+l=O 
with boundary conditions. 
Y(O) =0 and y(l)=O. 
An initial approximation of the missing initial condition ca be obtained 
by using difference equations with h = 0.25. Solving the simultaneous 
difference quations, we obtain 
y’(0) = 0.5460. 
Using this value as the initial approximation, the results are tabulated in 
Table III. Seven digits accuracy isobtained insix iterations. 
Another differential equ tion considered is of the form 
y”+ 1-s y=o 
( > 
TABLE III 
y”+y+l=Owithh=O.l 
n 0” Y(l Ie”) 0” 
VW 
1 0.5460 0.000255 1 
2 0.546255 o.oooo40 1 
3 0.546295 O.OOOOO64 1 
4 0.5463014 o.OoOoO10 1 
5 0.5463024 o.OOOOOO2 1 
6 0.5463026 5.91+ 1om9 
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TABLE IV 
y”+(l-2/x’)y=Owitha,=l 
1 1.0 1 .I452 
2 0.9548 1.0224 
3 0.9324 10110 
4 0.9214 1.0054 
5 0.9160 1.0027 
6 0.9133 1.001334 
I 0.911966 1.000658 
8 0.9 11308 1.000325 
9 0.910983 1.000160 
10 0.910823 1.000079 
11 0.910744 1.000039 
12 0.910705 1.m19 
13 0.910686 1.000010 
14 0.910676 l.OOOOO5 
15 0.910671 l.OOOOO2 
16 0.910669 1.OOOOOl 
17 0.910668 l.OOOOO1 
18 0.910666 l.oooi)oO 
with boundary conditions 
y( 1) = 0.5061 and y( 1,.50) = 1.0. (Job) 
Equation (22) for this problem becomes 
e n+,=en+a,(i-a.50 I0,)). (31) 
In order to test the convergence rate without Kesten’s acceleration, his 
problem is solved with a constant a,= 1.0. The results are listed in
Table IV. It needs 18 iterations n order to obtain six digits accuracy. With 
Kesten’s modification, 9 digits accuracy an be obtained with 16 iterations. 
The missing initial condition obtained is
J+( 1.0) = 0.910666. 
CONCLUSION 
The numerical examples show clearly the effectiveness of this modified 
approach for deterministic problems. Because ofthe very general nature of 
the function M(x) and also because the use of the conditional expression 
for the observable realization y(x,), this approach isvery versatile and can 
be applied tosolve many different types of problems. 
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It should be noted that our proposed procedure is much more general 
than the original approach. Robbins and Monro were concerned with 
stochastic problems and thus their proof is restricted to a monotone 
increasing function with a single root. Our procedure isapplicable for
problems with multiple roots. 
In the experiment to solve Eq. (14), the addition fobservation noise 
only slows down the convergence rate considerably. It should be 
emphasized that even without the addition fGaussian noise, there 
is still a noise but with avery small variance. This noise comes from the 
truncation error. 
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