



Iterative ensemble variational method Application to Lorenz 96 model
Echo state network Time series analysis with an echo state network
We consider the following strong constraint data assimilation 
problem:
where
Defining a function gk as  
We applied the Lorenz 96 model (Lorenz and Emanuel, 1998) 
with 400 variables:
200 ensemble members were used at each iteration. 
See Nakano (2021) for details.
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mΓ
The weight     has been determined by using the data for three 
years from 1998 to 2000. We set the number of state 
variables of the echo state network to be 600, while 64 
ensemble members were used at each iteration.   
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At each iteration, we consider matrices X0,m and       as follows:
where              is the ensemble spanned in a random subspace. 
We then minimize the following surrogate cost function:
We employ an echo state network for approximating the 
relationship between the solar wind variables and the AL index 
which is a geomagnetic index representing auroral activity.
At each time step, we update each state variable as follows:
where the parameters γi, wi, and αi were randomly determined 
in advance and fixed. 
The output for the time step k is then obtained as follows:
The weight     is usually determined by simple linear 
regression. Although linear regression provides a good 
solution, we do not necessarily obtain an optimal solution 
when we consider a feedback of the (unknown) output. We 
improve the weight     by the iterative ensemble variational 
method.  
.Tk ky = β x
, 1, 1 in,0.1 0.9 tanh( [ ( ]),
T
k i k i i i k k ix x γ α− −= + + +w x x
β
β
Temporal evolution of one of the 400 variables at the initial guess, 2nd, 10th, and 30th 
iterations. 
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The time series of the AL index (gray) and the prediction by the echo state network with 
a given solar wind input which was optimized by the iterative method (magenta).  
Iteration
The root-mean-square error for one 
year (2001) as a function of the 
iteration. 
