surveillance cameras has increased the demand for the fast and effective video surveillance indexing and retrieval systems. Although environmental condition such as light reflection, illumination changes, shadow, and occlusion can affect the indexing and retrieval result of any video surveillance system, nevertheless the use of reliable and robust object (blob) detection and representation methods can improve the performance of the system. This paper presents a video indexing module, which is part of a video surveillance indexing and retrieval framework, to overcome the above challenges. The proposed video indexing module is composed of seven components: background modeling, foreground extraction, blob detection, blob analysis, feature extraction, blob representation, and blob indexing. The experimental results showed that the selection of appropriate blob detection method could improve the performance of the system. Moreover, the experiments also demonstrated that the functionality of the proposed blob representation method was able to prevent the processing of redundant blobs' information.
I. INTRODUCTION
With the increase number of crimes committed, the need for video surveillance systems are increasing and widespread in many environments. Nevertheless, these huge volumes of surveillance video contents bring many challenges in managing, indexing, as well as efficiently and effectively retrieving useful information. In addition, manual search for specific object or event from these large volumes of captured video is laborious and time-consuming task. Therefore, a practical solution to this problem is to develop semiautomated or automated indexing, retrieving, and browsing application for quick access to the relevant segment, object, or events based on the user queries [1] [2] [3] .
The automated video surveillance system requires effective and efficient video/image analysis techniques for detecting, tracking and classifying objects, as well as learning their behavior in a large amount of video. Moreover, the robust video surveillance application should also be equipped with powerful data modeling (to extract appropriate features, organize and store them in video archive) and retrieval techniques to provide sufficient facilities to retrieve specific events or objects from video archives. In addition, developing an efficient query-processing algorithm is also essential for accessing the video surveillance archives [4] [5] [6] . Fig. 1 illustrates the overall architecture of video surveillance indexing and retrieval. Video surveillances are mainly for supporting two applications domain: (a) real time monitoring and alerting for predefined abnormal activities (threats); and (b) investigating and retrieving specific events or object for after-the-fact activities from the video archive [2, 3] . Although, many research have been carried out in real-time automatic event recognition [4, 5] , crowd analysis [6, 7] , object detection and tracking on video surveillance [8, 9] , only few works have been dedicated to access the relevant video segment based on the user's intentions for the after-the-fact activities, which support the second video surveillance application domain [10] . This paper proposes a video indexing module that is an essential part of video surveillance indexing and retrieval system. The input of the proposed video indexing module is incoming raw video and the indexed objects and events are the results of analyzing and interpreting the video by performing object detection, tracking, identification, and classification as well as event recognition. To index object in this module, the first step is to segment and track these objects, then extract their important features and construct their descriptors. Each segmented object has a set of instances, namely called blobs. However, using all these blobs for further processing in indexing and retrieval are redundant and ineffective task. Therefore, in the next step a blob representation is introduced , which considers a unique representation for each set of blob. Then, these blobs need to be indexed and finally stored in archive. Therefore, developing robust and reliable blob detection and representation methods are crucial to have a fast and effective video surveillance indexing and retrieval system [11] . In spite of many works dedicated to blob detection via segmentation there are still many challenges that need to be fulfilled. The light reflection, illumination changes, shadow, and occlusion are some challenges that would affect the accuracy of blob detection performance. Therefore, this paper has two contributions to deal with the aforementioned challenges. The first one is to propose the video indexing module and the comparison of different background modeling methods in various color space. The second one is to present the functionality of our novel blob representation method which assigns unique blob ID to all instances of each extracted blob.
The rest of paper have been divided into the following four sections. Section II presents the brief descriptions on seven components of the proposed video indexing module, Section III dedicates to quick review of different background modeling and foreground extraction as well as presenting the experimental results of performing different methods of blob detection in various color space. In Section IV, the functionality of blob representation process demonstrates by several experiments. Finally, Section V concludes the paper with a summary and highlights the possible future work.
II. SYSTEM OVERVIEW As Fig. 2 shows, the proposed video indexing module is executed through performing the following seven steps:
• First, generating background model followed by converting colored frame (input video frame) to an appropriate color space. The generated background model is composed of the statistics information for each component of the captured scene. Nevertheless, using this background model any object of interest can be recognized by performing the next steps.
• Second, in the foreground extraction step, each pixel (from any frame of the incoming video) that deviates from the derived background model is considered as the foreground pixel.
• Third, once the frame is segmented to the foreground and background component, then the extracted foreground parts are grouped together by any connected component algorithm after applying an appropriate noise removal. • Fourth, blob analysis calculates the statistical information of the extracted blobs.
• Fifth, feature extraction extracts important color, texture, and energy features from extracted blobs.
• Sixth, in this step using the extracted feature the unique blob ID is assigned to to the set of blob instances for each object of the processed video.
• Finally, all information of the recognized objects including their features and actions are archived for future processing.
III. BLOB DETECTION
One of the most important processes in video surveillance applications is blob (object) detection, since it is the critical step in video indexing, retrieval, or even abstraction [12] . Therefore, the performance of these applications highly depends on the robustness and speed of their blob detection process [13] . The task of blob detection is to derive the objects of interest by separating moving or dynamic parts of the scene (foreground) from the static or constant parts (background). The three common methods of blob detection include optical flow, temporal differencing, and background subtraction [14, 15] .
Among the above the three blob detection methods, the most widely used in surveillance videos is background subtraction that is to directly subtract each frame from the background model and compare it with pre-defined threshold. Although this method is very simple with acceptable accuracy and low computational processing time, it is very sensitive to illumination changes besides unimportant and repetitive movements (e.g., shadows or motion of tree branches and leaves). In other words, it works well under simple condition.
One way to overcome the above challenges is to utilize an adaptive background modeling approach in any background subtraction method. There are two approaches of background modelling:
non-recursive approach (e.g., temporal differencing, median filter, non-parametric, etc.) and recursive approach (e.g., approximated median filter, Kalman filter, and mixture of Gaussian) [16] . The mixture of Gaussian (MoG) is more compatible with video surveillance applications requirements than other background modeling techniques due to its capabilities such as multi-modality, supporting real-time process with acceptable accuracy, and low memory consumption. In spite of aforementioned advantages, it still cannot work accurately in quick lighting changes, shadow, and heavy occlusion. Therefore, we proposed an adaptive Gaussian-based approach for modelling the background by constructing an adaptive background model using parametric method for estimating the probability density function for any pixel of various used frames.
The basic idea of MoG is to model the history of each pixel using a mixture of Gaussian distributions [17] . With respect to the history of each pixel in frame at any time which is denoted as:
The mixture weights of each given pixel value ( ) at this time are updated with its prior weights ( ) as: (2) Where is the learning rate, and set to one for the matched model and otherwise is zero.
Every given pixel value is compared with the existing Gaussian distribution model to find a Gaussian that this value fall within 2.5 standard deviations (this is per pixel/per distribution threshold) from the model's mean. Then, the weight ( ) are normalize and the Gaussian distributions are sorted in descending order by the ratio , therefore the most likely background distribution will be placed on top. Then the first Gaussian distributions are considered as the background model. (3) Where is the obtained background and the threshold represents the minimum portion of the data that consider as background. It means that the occurrence of the background pixel is more frequent than foreground pixel. Therefore, the small value of result on unimodal background modeling and the high value make the background model for multi-modal distribution. However, each given pixel matches any of the above computed is labeled as background and the foreground pixel does not match any. Finally, the background model adaption is increased by updating the model with every new frame.
This background model was used to extract the foreground by identifying those regions, which deviate from the model. Afterward, the connected regions in the extracted foreground were grouped by applying connected component algorithm. Interested blobs were selected by applying morphological operation with proper size and shape of the structuring elements.
We performed our experiments using PETS 2007 dataset. Fig. 3 to Fig. 8 illustrate the region segmentation process (including background modeling, foreground extraction, and blob detection steps). Fig. 4 shows the result of applying simple background subtraction using temporal differencing approach on RGB color space. Temporal differencing, also called frame differencing, performs the blob detection by simply subtracting the current frame from previous frame, which considers as a background model. Choosing suitable color space can directly affect the result and performance of blob detection. The experiments showed that the more accurate results were obtained by applying MoG background modeling in HSV color space. Fig. 8 illustrates the enhancement of the proposed MoG to eliminate the shadow that exists in the result of the original MoG (see Fig. 7 ). Fig. 8 it is clear that the proposed MoG in HSV color space is more accurate than the two other background modeling techniques in extracting foreground and detecting blob with medium memory consumption and high accuracy. It also succeeds in eliminating shadow and supporting illumination changes in the scene.
IV. BLOB REPRESENTATION
In video surveillance application, physical objects (e.g. vehicle, people, and luggage) exist in the scene are referred to as objects, which are detected, identified and tracked in the frames sequences. The two most significant characteristic of each object are: (a) object appearance, spatial information of object like its position in the frame as well as scene; and (b) object movement, temporal information of object such as its temporal association with other [18] .
The blob representation used combination of global and local features for assigning unique blob ID to all instances of each detected blob. Global feature like color histogram, texture value, and shape information are calculated over whole frames/images. On the other hand, local feature such as scale invariant feature transform (SIFT), speeded up robust features (SURF), pixel's value, or edge are computed from specific region or location at multiple points of image. Blob analysis is responsible to eliminate irrelevant blobs based on their spatial information and keep only relevant ones for further processing on feature extraction. During feature extraction some important features are analyzed and extracted for each blob. The extracted features should be informative, discriminative, and minimal.
Therefore, in this study the set of features that hold the aforementioned properties are area, centroid, orientation, SIFT, color histogram, entropy, homogeneity, and Hu moments. Fig. 9 shows how the relevant blobs of the same object are detected and based on the extracted features a unique ID is assigned to these set of blobs.
V. CONCLUSION
This research presented different steps of the video indexing module (one of the three modules from video surveillance indexing and retrieval system). Followed by, the brief description on the functionalities of each components. Experiment results shown the selection of different method of blob detection via various color space could result to accurate object detection. The good performance of proposed blob representation method led to eliminate redundant similar blobs information from further processing by associating unique blob ID to the all instance of object. In the future work, we will optimize all processes by processing only important objects exist in the scene. 
