This paper proposes the application of sequential importance sampling (SIS) to the estimation of the probability of failure in structural reliability. SIS was developed originally in the statistical community for exploring posterior distributions and estimating normalizing constants in the context of Bayesian analysis. The basic idea of SIS is to gradually translate samples from the prior distribution to samples from the posterior distribution through a sequential reweighting operation. In the context of structural reliability, SIS can be applied to produce samples of an approximately optimal importance sampling density, which can then be used for estimating the sought probability. The transition of the samples is defined through the construction of a sequence of intermediate distributions. We present a particular choice of the intermediate distributions and discuss the properties of the derived algorithm. Moreover, we introduce two MCMC algorithms for application within the SIS procedure; one that is applicable to general problems with small to moderate number of random variables and one that is especially efficient for tackling highdimensional problems.
Introduction
Structural reliability analysis requires the evaluation of the probability of failure, defined by the following n-fold integral:
where X is an n-dimensional random vector and models the system variables that are expected to present an uncertain behavior, f X (x) is the joint probability density function (PDF) of X and g(x) ≤ 0 defines the failure event.
The function g(x) is usually termed limit-state function and it can include one or several distinct failure modes [1] .
It is common to transform the random variables X to a probability space U consisting of independent standard normal random variables. This is achieved by an isoprobabilistic transformation U = T(X) [2, 3] . The probability of failure can be expressed in the transformed space as
ϕ n (u)du (2) where ϕ n is the n-variate standard normal PDF and G(u) = g(T −1 (u)) is the limit-state function in U-space.
The integral in Eq. (2) can be evaluated by a variety of existing approaches [1, 4] . These include approximation methods such as the first/second order reliability method (FORM/SORM), response surface approaches and simulation techniques based on the Monte Carlo method. Among these, simulation methods are often preferred because of their robustness in dealing with complex engineering models. The probability integral can be expressed as the expectation of the indicator function I (G(u) ≤ 0), where I (G(u) ≤ 0) = 1 if G(u) ≤ 0 and I (G(u) ≤ 0) = 0 otherwise. Standard Monte Carlo estimates P f by generating n s independent samples {u k , k = 1, . . . , n s } from the PDF ϕ n (u) and taking the sample mean of I (G(u) ≤ 0), i.e.
The estimate of Eq. (3) is unbiased and has coefficient of variation:
is a measure of the statistical accuracy ofP f . Although δP f does not depend on the dimension of the random variable space n, it is inversely proportional to the target probability P f . Hence for a probability in the order of 10 −k , crude Monte Carlo requires approximately 10 k+2 samples to achieve an accuracy of δP f = 10%. Several methods have been proposed that aim at reducing the variance of the crude Monte Carlo estimate. These include importance sampling (IS) and its adaptive variants [5, 6, 7] , line sampling [8, 9] and subset simulation (SuS) [10] . All of the above methods are based on producing samples that explore the failure region. In this paper, we discuss a sampling method that adaptively samples the failure region, termed sequential importance sampling (SIS). SIS was developed in the statistical community for exploring posterior distributions and estimating normalizing constants in the context of Bayesian analysis [11, 12, 13] . Although the published variants of the method diverge in their implementation, they are all based on the same principle of gradually transforming samples from a prior distribution to samples from a posterior distribution through a sequential reweighting operation. A variant of the method was introduced in the engineering community as transitional Markov chain Monte Carlo [14] . Initial ideas for application of SIS to structural reliability have been presented in [15] . Therein, estimation of the intermediate distributions was performed following an algorithm proposed in [16] . This algorithm was further developed for application to reliability-based optimization in [17] .
Here, we present the principle of SIS for structural reliability and discuss ingredients for its efficient implementation. These include two Markov chain Monte Carlo (MCMC) algorithms. The first is an independent MetropolisHastings (M-H) algorithm combined with a Gaussian mixture proposal distribution that is suitable for application to low to moderate dimensional problems; the second is a conditional sampling M-H algorithm for application in high dimensions. The performance of the proposed algorithms is demonstrated through numerical examples.
Sequential importance sampling for reliability analysis
In this section, we introduce SIS for structural reliability. We first review standard IS; then we describe SIS for sampling from a sequence of distributions; a particular sequence of distributions for application to structural reliability is discussed next; subsequently we introduce two MCMC algo-rithms as important ingredients of SIS for application to different structural reliability problems; we finally draw a connection between SIS and SuS.
Importance sampling
Let h(u) be a positive density referred to as the IS function. The integral in Eq. (2) can be rewritten as:
where
is the so-called importance weight function. An estimate of P f can be obtained by generating samples {u k , k = 1, . . . , n s } from h(u) and taking the sample mean of I (G(u) ≤ 0) w(u), i.e.
The probability estimate of Eq. (6) is unbiased provided that the support of h(u) contains the failure domain G(u) ≤ 0. An appropriate choice of the IS function can lead to significantly smaller variance compared to the one of the crude Monte Carlo estimate. The theoretically optimal IS is given by the following expression:
The IS function of Eq. (7) leads to a variance of the IS estimate of zero. However, the optimal IS function cannot be used in practice since it requires knowledge of P f . Common choices are unimodal [18, 5] or multimodal [6] densities based on initial sampling or other type of calculations. However, it has been discussed [19, 20] that in settings involving a large number of random variables, IS based on such densities may fail to describe the important region, leading to a dramatic increase of the variance of the resulting estimate.
Sequential importance sampling
Consider a sequence of distributions {h j (u), j = 0, . . . , M }, where each distribution is known up to a normalizing constant, i.e.
where η j (u) is known pointwise and the normalizing constant P j is unknown. We assume that η 0 (u) = h 0 (u) and hence P 0 = 1. We further postulate that h 0 (u) is easy to sample from. We are interested in obtaining samples from h M (u) and estimating the normalizing constant P M . The idea of SIS is to sample the distributions {h j (u), j = 0, . . . , M } in a step-wise manner and estimate each normalizing constant P j by IS using as IS density the function h j−1 (u). Assume that at step j − 1 samples {u k , k = 1, . . . , n s } from h j−1 (u) are available. The constant P j can be written as:
. An estimate of the ratio of normalizing constants
is given by:
To obtain an accurate estimateŜ j , we need to ensure that the two densities h j−1 (u) and h j (u) do not vary significantly. This can be controlled by selecting η j (u) such that the variance of the importance weights is small. Given samples from h j−1 (u), we can obtain samples from h j (u) applying the following resample-move scheme. First, we apply a resampling method that selects randomly with replacement samples from {u k , k = 1, . . . , n s } with probability assigned to each kth sample proportional to w j (u k ) [21] . We then move the resulting samples in regions of high probability mass of h j (u) by applying MCMC with invariant distribution h j (u). This procedure is repeated for each subsequent step and an estimate of P M is obtained as:
Choice of intermediate distributions
In the context of structural reliability, SIS can be applied to obtain samples from an approximation of the optimal IS density of Eq. (7). The indicator function I (G(u) ≤ 0) can be expressed by the following limit (e.g. see [22] )
where Φ is the standard normal cumulative distribution function (CDF). It is noted that this is only one of several equivalent definitions of the indicator function through limits of smooth functions. Choosing σ = σ M , with σ M small enough, we can approximate I (G(u) ≤ 0) by the following expression
Inserting Eq. (13) into Eq. (7), we obtain the following approximation of the optimal IS density:
Define the sequence of distribution {h j (u), j = 0, . . . , M }, with
where ∞ = σ 0 > . . . > σ M > 0. This sequence, which was also used in the method of [17] , allows to gradually approach the density of Eq. (14) by a series of smooth approximations of the optimal IS density, as demonstrated in Fig. 1 . We can apply SIS to sample this distribution sequence and estimate the constant P M . Note that h 0 (u) = ϕ n (u), which can be readily sampled from. To ensure that each pair of consecutive distributions are not too different from one another, one can select the parameters σ j adaptively, such that the sample coefficient of variationδ w j of the importance weights adheres to a target value δ target , with δ target = 1.5 being a reasonable choice. Hence, at each step of the SIS procedure, one solves the following optimization problem
It is noted that the solution of Eq. (16) does not require additional limit-state function evaluations; therefore its contribution to the overall computational time is negligible. The SIS procedure is stopped when the coefficient of variation of the weights with respect to the optimal IS density {I (G(u k ) ≤ 0)
, k = 1, . . . , n s } is smaller than δ target and M is set to the current step j. The probability of failure is estimated by IS with the available samples {u k , k = 1, . . . , n s } from h M (u) as follows:
whereP M is the estimate of the normalizing constant of h M (u), obtained through Eq. (11). 
MCMC sampling
At each step j of the SIS procedure, MCMC sampling is used to move the samples {u k , k = 1, . . . , n s } obtained from the applied resampling scheme to regions of high probability density of h j (u). The basic idea of MCMC for sampling from a target distribution is to simulate states of a Markov chain with stationary distribution equal to the target distribution. The most widely used MCMC method is the Metropolis-Hastings (M-H) algorithm [23, 24] . The transition from a state u 0 to the next state u 1 of the M-H algorithm for sampling from h j (u) ∝ Φ (−G(u)/σ j ) ϕ n (u) is as follows:
1. Generate a candidate state v from a proposal probability density q(·|u 0 ) 2. Calculate the ratio
3. Accept v with probability α(u 0 , v) = min{1, r(u 0 , v)}, i.e set u 1 = v with probability α(u 0 , v) and u 1 = u 0 with probability 1 − α(u 0 , v).
The stationary distribution of the above M-H transition is h j (u). Hence, the Markov chain simulated with the M-H algorithm will asymptotically converge to h j (u), under certain restrictions on the choice of the proposal density [25, 24] . The transient period that is required until the Markov chain reaches its stationary state is termed burn-in period. For application within SIS, the burn-in period is typically small because the seeds that result from the resampling step are drawn from samples from a distribution that is not too different from the target distribution. Moreover, these samples are weighted according to the target distribution, hence the seeds will asymptotically follow the target distribution. The burn-in of the MCMC sampling in SIS is further discussed Section 2.4.3. The generated samples from the MCMC step will be correlated. The variance of the estimates of the ratio of normalizing constants and the estimate of the probability of failure is a function of the correlation of the MCMC samples, which depends on the particular choice of the proposal PDF q(·|u 0 ). Moreover, the choice of q(·|u 0 ) can affect the length of the burn-in period. A standard choice of the proposal distribution in the M-H algorithm is a multivariate symmetric distribution centered at the current state u 0 , i.e. a density which satisfies q(v|u 0 ) = q(u 0 |v). The resulting random walk samplers become inefficient in sampling high dimensional target distributions [10, 15] . This inefficiency is due to the appearance of the ratio
in the acceptance probability α(u 0 , v). As explained in [15] , this ratio becomes extremely small in high dimensions and hence the probability of obtaining repeated samples is extremely high.
We discuss two possible choices of the proposal distribution of the M-H sampler for application within SIS in the following. The first choice leads to an independent sampler that is efficient in solving low to moderate dimensional reliability problems. The second choice is based on sampling from a conditional normal distribution in standard normal space and is especially efficient in high-dimensional problems.
Independent M-H
An independent M-H algorithm can be constructed by choosing a proposal density that is independent of the current state of the Markov chain u 0 , i.e. q(v|u 0 ) = π(v) for some density π(v). Every candidate state of the Markov chain is thus generated from π(v) and the dependence on the current state of the chain enters in the acceptance probability of the candidate sample. For the independent M-H sampler, the ratio of Eq. (18) becomes:
The acceptance probability of the independent M-H algorithm increases as the proposal density π(v) approaches the target density. It is reminded that the purpose of MCMC sampling for SIS is to move samples that are asymptotically distributed according to the target distribution h j (u) to regions of high probability mass of h j (u). The samples to be moved are obtained from a resampling step that selects randomly from samples {u k , k = 1, . . . , n s } that follow h j−1 (u) with weight assigned to the kth sample proportional to w j (u k ). These weighted samples can be used to obtain an analytical approximation of the target distribution through fitting a distribution model. A flexible model that can accurately describe target distributions that result from component or system reliability problems is the Gaussian mixture model. The proposal density π(v) of the independent M-H algorithm can be chosen as the fitted Gaussian mixture model, which takes the following form
where p i is the weight, µ i is the mean vector and Σ i is the covariance matrix of the ith Gaussian distribution. We propose to estimate the parameters p i , µ i and Σ i , i = 1, . . . , K, from the weighted samples through application of the expectation-maximization (EM) algorithm (e.g. [26] ). The EM algorithm is a method that finds the maximum likelihood estimator parameters of a distribution model, when the model includes unobserved latent variables and is often applied to fitting mixture models. It is an iterative procedure that alternates between two steps. In the E (expectation) step, the expected value of the log-likelihood is estimated using the current estimate of the distribution parameters and in the M (maximization) step, the parameters that maximize the estimated expected log-likelihood are evaluated. The classical EM algorithm uses iid samples from the sought distribution. Here, we fit the Gaussian mixture model with weighted samples {(u k ,w k ), k = 1, . . . , n s } where the weightsw k are evaluated based on the importance weight function, i.e.w k = w j (u k ). The mth iteration of the EM algorithm for estimating the parameters with weighted samples is as follows:
and
2. M-step: Compute the new estimates
The above steps of the EM algorithm are modified from the ones given in [27] to incorporate weighted samples. The choice of the number of Gaussians in the mixture model K depends on the problem at hand, as will be demonstrated in Section 3. The particular implementation of the independent M-H algorithm presented above performs well for low to moderate dimensional component and system reliability problems. However, the quality of the fit of the Gaussian mixture model deteriorates with increasing dimensions of the random variable space for a fixed number of samples per level n s , which leads to low acceptance probabilities of the candidates and hence undermines the performance of the algorithm. We discuss the treatment of high dimensional problems in the following section.
Conditional Sampling M-H
As discussed earlier, random walk samplers that are based on choosing a symmetric proposal density in the M-H algorithm result in very small acceptance probabilities α(u 0 , v) in high dimensional problems because of the appearance of
To overcome this issue, we propose to choose the proposal density q(·|u 0 ) as the multivariate Gaussian density conditional on the current state u 0 , i.e.
The density of Eq. (26) 
That is, the fraction
disappears and r(u 0 , v) depends only on the ratio of one-dimensional distribution functions whose arguments are limitstate function values. This ratio depends on the proximity of the limitstate function values for the current and candidate state and not on the dimension of the random variable space. Hence, the conditional sampling M-H algorithm is suitable for application to high dimensional problems. It should be noted that the proposal density of Eq. (26) has been used for sampling Gaussian process prior models [29] and has also been proposed for use within SuS [28] .
The choice of the parameter ρ ∈ [0, 1] affects the performance of the algorithm. A ρ chosen too small will lead to many rejected candidates and a ρ chosen too large to high correlation between states. In [28] it is proposed to adjust ρ adaptively during the simulation, by employing intermediate results.
The adaptation is based on targeting an optimal acceptance probability of the algorithm. As manifested in Eq. (27) , because the ratio of multivariate distributions vanishes, the performance of the conditional sampling M-H algorithm is equivalent to the one of a M-H algorithm for sampling from a one-dimensional target distribution. It is known that the optimal acceptance probability of the M-H algorithm for sampling one-dimensional distributions is in some situations (e.g. normal target distribution) approximately 0.44 [30] . We can thus apply an adaptive algorithm that adjusts the parameter ρ on the fly such that the acceptance probability of the conditional sampling M-H algorithm remains close to 0.44. This is achieved by modifying ρ after simulating a fraction of the samples n a as follows:
whereā(u 0 , v) is the average acceptance probability of the last n a MCMC steps, a * = 0.44 and ζ a is chosen such that the variation of ρ decreases every time it is adjusted, e.g. ζ a = (i a + 1) −1 where i a is the number of adjustment performed so far; ρ max ≤ 1 is the maximum value that ρ is allowed to take, e.g. ρ max = 0.99.
Burn-in
In standard SIS algorithms, to generate n s samples from h j (u), one MCMC move is performed starting from each of the n s seeds that resulted from the resampling step [12] . The seeds follow only asymptotically the distribution h j (u). Therefore, when applying local MCMC transitions, a single move might not be sufficient for the chain to converge to its stationary state, even if h j−1 (u) and h j (u) do not vary much. It is therefore beneficial to use less chains and allow them to mix properly. We propose to resample n c < n s samples from the weighted sample approximation of h j (u) and run a Markov chain of length n s /n c starting from each of the n c seeds. This will reduce the burn-in effect on the statistics of the probability estimate, as will be demonstrated in Section 3.
Summary of the SIS algorithm for reliability analysis
The SIS algorithm for reliability analysis is summarized in the following steps:
1. Initialize: Generate n s iid samples {u k , k = 1, . . . , n s } from ϕ n (u). Set σ 0 = ∞ and h 0 (u) = ϕ n (u). Set j = 1. 2. Evaluate the parameter σ j by solving Eq. (16). 3. Evaluate the weights:
Estimate the ratio of normalizing constantŝ
Resample: Select randomly with replacement n c samples from {u k , k = 1, . . . , n s } with probability assigned to each kth sample proportional to w j (u k ).
6. Move: Use the n c samples generated in step 5 as seeds and generate a new set of samples {u k , k = 1, . . . , n s } through simulating a Markov chain of length n s /n c from each of the seeds, applying one of the two MCMC algorithms presented in Section 2.4. 7. Evaluate the coefficient of variation of the samples
If it is larger than δ target set j = j + 1 and return to step 2. 8. Estimate the probability of failure:
Connection to Subset Simulation
SuS is an adaptive simulation method proposed in [10] (see also the recent monograph [31] ). The method is based on expressing the failure event F = {u ∈ R n : G(u ≤ 0)} as an intersection of intermediate failure events that are nested; i.e. it holds F 0 ⊂ F 1 ⊂ . . . ⊂ F M , F 0 is the certain event and F M = F . The probability of failure is expressed as:
That is, P f is expressed as a product of larger conditional probabilities. The intermediate events are defined as
The values of b j are chosen adaptively, so that the estimates of the conditional probabilities correspond to a chosen value p. To this end, n s samples are simulated conditional on each intermediate failure event F j−1 and b j is set to the p-percentile of the limit-state function values. Samples conditional on the certain event F 0 are generated by crude Monte Carlo. Samples conditional on the events {F j , j = 1, . . . , M − 1} are computed by simulating states of Markov chains through MCMC starting from the samples conditional on F j−1 for which G(u) < b j . MCMC algorithms proposed for application within SuS are discussed in [28] .
SuS can be understood as a special case of the SIS method discussed in Section 2.2 if the intermediate distributions are chosen as the optimal IS density for each of the intermediate failure domains, i.e.
However, SuS differs from the SIS method discussed here, because of the particular choice of the intermediate distributions of Eq. (30), which is a series of multivariate normal distributions conditional on a set of nested failure events. Because of this choice, at each sampling step j, the available samples from h j−1 (u) that fell in F j will already be distributed according to h j (u). Hence, the resampling step discussed in Section 2.2 is not required. Moreover, the seeds of the Markov chains will be already distributed according to the target distribution h j (u). Thus, the Markov chains do not require a burnin period to reach their stationary states. This property is termed perfect sampling and has been discussed in the context of SuS in [32, 31] .
Examples
In this section, we investigate the performance of the SIS method with numerical examples. We examine the performance of the two proposed MCMC algorithms and compare the performance of SIS with the one of SuS. For SuS, MCMC is performed applying the adaptive conditional sampling algorithm presented in [28] . The first two examples consist of nonlinear component reliability problems and the third one of a series system problem. The fourth example is a reliability problem whose limit-state function contains a high frequency noise term. The final example demonstrates the applicability of the conditional sampling M-H (CSM-H) algorithm to a high dimensional problem. For all examples, the target coefficient of variation for selection of the intermediate distributions for SIS is set to δ target = 1.5 and the conditional probability for SuS is set to p = 0.1. These values result in similar computational cost on average for the two methods. The reference values of the probability of failure in examples 3.1-3.4 are evaluated with Monte Carlo simulation using 10 7 samples. The statistics of the probability estimates are computed with 500 independent simulation runs.
Convex limit-state function
The first example consist of a convex limit-state function expressed in terms of two independent standard normal random variables as follows [33] :
The corresponding probability of failure is 4.21 × 10 −3 . Table 1 It is shown that both considered settings of SIS perform better than SuS in terms of the CV of the obtained estimates. This is because the samples from the intermediate distributions provide an efficient proposal distribution for the IM-H algorithm employed within SIS. In SuS, the efficiency of the conditional sampling algorithm, similar to the CSM-H algorithm described in Section 2.4.2, is equivalent to the one of a one-dimensional random walk whose parameter is tuned to achieve an optimal acceptance probability. The performance of this algorithm is independent of the dimension of the random variable space. However, in low dimensions where the sample size is sufficient to obtain an adequate approximation of the target distribution in terms of the Gaussian mixture model, the IM-H algorithm is expected to lead to a higher acceptance probability. Comparing the two different settings of SIS, we see that in the case where n c = n s the obtained estimates are slightly biased; the bias decreases as the number of samples per level increases. This is due to the fact that in SIS the seeds of the Markov chains follow only asymptotically the target distribution and hence a single local move is not sufficient for the chains to converge to their stationary distribution. Using less number of chains with longer period, n c = 0.1n s , leads to smaller bias because the chains are run longer and the transient effect is reduced. Moreover, the obtained CV is smaller in this case because the correlation between estimates of ratios Table 1 : Results for convex limit-state function. The reference value of the probability of failure is P f = 4.21 × 10 −3 . The move-step in SIS is performed with the IM-H algorithm with K = 1. Number of samples per level n s SuS SIS (n c = n s ) SIS (n c = 0.1n s ) of normalizing constants decreases when the chains are run longer. It is reminded that in SuS the seeds follow the target distribution, so convergence of the chains is not an issue. Fig. 2 shows the optimal IS density of the limit-state function of Eq. (31) and samples from the approximate optimal IS density obtained with SIS for n s = 500 and n c = 0.1n s . It is shown that the samples give a good approximation of the optimal IS density. 
Parabolic/concave limit-state function
This example consist of the following limit state function of two standard normal random variables [34] :
where b, κ and e are deterministic parameters chosen as b = 5, κ = 0.5 and e = 0.1. For this choice the limit-state surface has two design points. The probability of failure is 3.01 × 10 −3 . Table 2 compares the mean E[P f ] and CV δP f of the probability estimates obtained by SIS with the number of Gaussians in the mixture model for the IM-H algorithm set to K = 2. We use this choice because the limit-state function has two important areas in the probability space in the vicinity of the two design points. It is shown that SIS with any of the two considered MCMC settings performs better than SuS in terms of CV of the probability estimate. As with the example in Section 3.1, the setting n c = 0.1n s performs better than n c = n s both in terms of bias and CV of the estimate. Fig. 3 shows the optimal IS density and samples from the approximate optimal IS density obtained with SIS for n s = 500 and n c = 0.1n s . It is shown that the samples describe accurately the two important regions. Table 3 compares the performance of SIS for the case where n c = 0.1n s with different MCMC algorithms, namely the CSM-H algorithm and the IM-H with K = 5 and K = 10. We see that the increase of the number of Gaussians in the mixture model gives worse results compared to the initial choice of K = 2. This choice is adequate in describing the two important failure regions. Both the bias and CV of the probability estimate increase with increase of K. This effect is more notable for small sample sizes (n s = 500). As n s increases a good fit of the Gaussian mixture model can be obtained for a larger K. This can be seen when comparing the results for K = 5 with the ones for K = 2. We see that for n s = 500, the case of K = 5 gives worse results than the one of K = 2, while for n s = 2000 the two cases give comparable results. Comparing the results obtained with the CSM-H with the ones obtained with the IM-H algorithm, we see that although the probability estimates obtained with CSM-H are nearly unbiased, even for a small sample size, their CV is larger than the one with IM-H. Table 2 : Results for parabolic limit-state function. The reference value of the probability of failure is P f = 3.01 × 10 −3 . The move-step in SIS is performed with the IM-H algorithm with K = 2. Number of samples per level n s SuS SIS (n c = n s ) SIS (n c = 0.1n s ) 0.08 Table 3 : Results for parabolic limit-state function. The reference value of the probability of failure is P f = 3.01 × 10 −3 . Comparison of SIS with n c = 0.1n s and different MCMC algorithms. Number of samples per level n s 
Series system reliability problem
The third example is a series system reliability problem, defined by the following limit-state function in standard normal space [35] :
The corresponding probability of failure is 2.2 × 10 −3 . Table 4 compares the mean and CV of the probability estimates obtained by SuS with the ones by SIS with the IM-H algorithm and n c = 0.1n s . We consider two different cases for the number of Gaussians in the mixture model, namely K = 4 and K = 10. We choose K = 4 because the series system consists of the union of four component problems and K = 10 to test the robustness of the mixture model. It is shown that SIS gives smaller CV than SuS for both considered K. SuS gives nearly unbiased estimates at all considered sample sizes. SIS gives a small bias which decreases with increasing sample size. The bias as well as the CV of the estimate are larger in the case where K = 10 because of the insufficiency of the sample size to fit the mixture model with a large number of Gaussians. However, for a sample size of n s = 2000, the two cases give comparable results, which attests to the flexibility of the Gaussian mixture model. Fig. 4 shows the optimal IS density of the limit-state function of Eq. (33) and samples from the approximate optimal IS density obtained with SIS for n s = 1000, n c = 0.1n s and K = 4. It is demonstrated that the method succeeds to sample accurately all four important failure regions. Table 4 : Results for series system reliability problem. The reference value of the probability of failure is P f = 2.2 × 10 −3 . The move-step in SIS is performed with n c = 0.1n s and the IM-H algorithm with different choices of K. Number of samples per level n s SuS SIS (K = 4) SIS (K = 10) 
Noisy limit-state function
In applications of structural reliability where the failure condition involves a numerical model of a physical system, the limit-state function can contain numerical noise. To examine the performance of SIS in dealing with such limit-state functions, we consider a limit-state with a high frequency noise term [36] g 4 (x) = x 1 + 2x 2 + 2x 3 + x 4 − 5x 5 − 5x 6 + 0.001
The random variables in this function are statistically independent and have lognormal marginal distributions. The variables X 1 to X 4 have means 120 and standard deviations 8, X 5 has mean 50 and standard deviation 10 and X 6 has mean 40 and standard deviation 8. The standard deviations of the random variables are reduced as compared to the ones in [36] to result in a smaller failure probability. The probability of failure is 5.29 × 10 −4 . It is noted that standard gradient-based optimization algorithms for evaluating the design point that is needed for FORM failed to converge due to the high frequency noise term. Table 5 compares the results by SuS and SIS with n c = 0.1n s . For SIS, we consider both MCMC algorithms, CSM-H and IM-H with K = 1. We use K = 1 because the limit-state surface is linear in the original space except for the noise term and hence its trend is only moderately nonlinear in the U-space due to the applied marginal transformation. Therefore, it is expected that the greatest part of the probability content in the failure domain is concentrated around a single important region that can be sufficiently described by a unimodal density. It is shown that both SuS and SIS with CSM-H give nearly unbiased probability estimates, while SuS gives the smallest CV of the two. It is noted that the same proposal density as the one used in CSM-H is applied in the MCMC step of SuS (see [28] for 
Linear limit-state function in high dimensions
This example consist of a limit-state function expressed as a linear function of independent standard normal random variables [37] :
The probability of failure for this limit-state function is Φ(−β) independent of the dimension n. We choose β = 3.5 which corresponds to a probability of failure of 2.33 × 10 −4 . We use this example to demonstrate the performance of the different MCMC algorithms within SIS for varying number of random variables n. We compare the proposed CSM-H and IM-H algorithms with the standard random walk M-H (RWM-H) with proposal distribution chosen Table 6 : Results for linear limit-state function. The reference value of the probability of failure is P f = 2.33 × 10 −4 . The move-step in SIS is performed with n c = 0.1n s . Comparison of SuS and SIS with CSM-H for n s = 1000 and varying dimension of the probability space.
Number of random variables n SuS SIS (CSM-H) as an independent standard normal distribution centered at the current state and scaled to achieve an optimal acceptance probability (0.44 for n = 1 and 0.23 for n ≥ 6, see [30] ). For all three algorithms we use n s = 1000 samples per level and n c = 0.1n S chains with length of 10. For the IM-H we use K = 1. Fig. 5 compares the relative bias and Fig. 6 the CV of the probability estimates obtained with the three algorithms. It is shown that for dimensions less than 10, all three algorithms give nearly unbiased estimates and the IM-H gives the smallest CV. For n > 10, the IM-H becomes negatively biased with bias increasing with increase of n. On the other hand, the estimates obtained with both CSM-H and RWM-H remain unbiased with increasing dimensions. The CV of both the IM-H and RWM-H increases with increase of n, while the behavior of the CSM-H algorithm is not influenced by the number of random variables. Table 6 compares the mean and CV of the probability estimates obtained by SuS and SIS with CSM-H for n = 10, 100 and 1000. The results show that the performance of both methods is insensitive to an increase of the dimension of the random variable space, and, hence, both methods are applicable to high dimensional problems. This is because both methods perform MCMC with the same proposal distribution of Eq. (26), which results in an acceptance probability that depends only on the limit state function value of the candidate and the actual state and not on the dimension of the problem. SuS gives smaller CV than SIS with CSM-H, which suggests that SuS with the adaptive conditional sampling algorithm of [28] is superior than SIS with CSM-H in high dimensional problems. 
Discussion
The SIS method presented here is an adaptive simulation method that samples an approximation of the theoretically optimal IS density. The samples are obtained through simulating a sequence of distributions applying a resample-move scheme. These distributions are smooth approximations of the optimal IS density and depend on a parameter that controls the amount of smoothing. The parameter of each distribution is evaluated such that the CV of the weights of the samples from the previous distribution is equal to a target value δ target , whose choice influences the performance of the method. A small δ target will ensure that two consecutive distributions in the sequence are not too different from one another. However, if δ target is chosen too small then a large number of intermediate distributions will be required to reach a sufficient approximation of the optimal IS density and, hence, the total number of samples will increase. On the other hand, a large δ target will also require additional samples because the seeds that result from the resampling will not reside in areas of high probability mass of the target distribution and burn-in will be necessary. Experience has shown that a δ target = 1.5 gives a good compromise.
The move step of SIS is performed with MCMC using as seeds the samples that resulted from the resampling step. If a small number of samples per level is used then the seeds will not follow the target distribution and a single MCMC move will not guarantee convergence to the target distribution, which will introduce a bias in the probability estimate. Instead, it is suggested to simulate a smaller number of chains with longer period, which is shown to decrease the burn-in effect of the MCMC and results in nearly unbiased estimates. Moreover, increasing the period of the chains leads to smaller CV of the probability estimate because the dependence between the estimates of the ratios of normalizing constants decreases. It is recommended to choose the number of chains n c as the 10% of the number of samples per level.
Two MCMC algorithms were developed for application within SIS. The first algorithm is an independent Metropolis-Hastings (IM-H), which uses as proposal distribution a Gaussian mixture model that is fitted with weighted samples from the target distribution. The second algorithm is a conditional sampling Metropolis-Hastings (CSM-H) with adaptive selection of the correlation between two subsequent states of the chain such that the acceptance probability of the algorithm matches a target optimal value. SIS with IM-H was shown to give accurate probability estimates in component and system reliability problems with dimension n < 10 and significantly smaller CV than SuS and SIS with CSM-H. In high dimensions, the performance of the IM-H algorithm deteriorates. The performance of SIS with CSM-H does not depend on the dimension of the probability space and, hence, is suitable for application to high dimensional problems. However, comparisons of SuS and SIS with CSM-H suggest that SuS remains a better choice for reliability assessment in high dimensions.
The choice of the number of Gaussians K in the mixture model in IM-H will influence the performance of the SIS with IM-H. In some cases, it is straightforward to choose K based on the nature of the reliability problem. For example, in series system problems with moderately nonlinear components K can be chosen as the number of components in the system. In nonlinear problems, a large K will ensure that the Gaussian mixture model is able to accurately describe all important failure regions. However, for small number of samples per level, it is preferable to choose K as small as possible to guarantee the quality of the fit of the model parameters.
The proposed SIS method is optimized for application in the equivalent standard normal space. The principle of the method can also be applied in the original probability space. However, the MCMC algorithms proposed here will need to be modified to ensure convergence to intermediate distributions with respect to arbitrary probability measures.
Conclusion
This paper presented a SIS method for structural reliability. The method is based on sampling a sequence of distributions that gradually approach the optimal IS density. Samples from each distribution are obtained through resampling weighted samples from the previous distribution in the sequence and moving the resulting samples applying MCMC. For the move step, two MCMC algorithms are proposed; an independent Metropolis-Hastings algorithm with proposal distribution specified through fitting a Gaussian mixture model with the weighted samples from each target distribution and a conditional sampling Metropolis-Hastings algorithm whose parameter is adapted to match an optimal acceptance probability of the candidate state. Numerical examples demonstrated the applicability of the method to component and system reliability problems in low as well as high dimensional probability spaces.
