ABSTRACT The rapid development of the Internet of Things gives rise to the emergence of delay-sensitive and computation-intensive applications. Due to the inherent long delay of cloud computing and the limited resources at end devices, mobile edge computing is considered a promising approach to meet the stringent delay requirement of such demanding applications. To handle the massive connection of the Internet of Things, the 5G network is shifting toward heterogenous architecture, where each end device can access more than one edge server (e.g., base stations and access points). In the presence of multiple edge servers, this paper investigates the interesting problem of how to exploit the heterogenous computation resources at the network edge to achieve the best energy efficiency among multiple end devices while satisfying their delay requirements. We study a computation offloading management problem by jointly considering the heterogeneous computation resources, latency requirements, power consumption at end devices, and channel states. The formulated energy minimization problem falls into the category of mixed-integer and nonlinear program. To solve it efficiently, we decompose the original problem into two subproblems and propose an iterative solution framework to solve for transmission power allocation strategy and computation offloading scheme. Through simulation results, we show that the proposed solution is competitive when compared with the optimal solution. Moreover, we leverage the optimal solutions to analyze the impact of computation resource distribution on energy consumption and computation offloading decision.
I. INTRODUCTION
As the emergence of Internet of Things (IoT), thousands of resource-limited end devices, e.g., mobiles, sensors and wearable devices, will be connected to the Internet [1] . Furthermore, many emerging mobile applications, such as interactive gaming, augmented reality and natural language processing, are delay sensitive and require intensive computation, which result in high energy consumption at end devices [2] . However, the limited battery power and computation capability seriously hinder the realization of ubiquitous smart environment enabled by IoT. Mobile edge computing (MEC) has been considered as a promising solution to resolve the paradox by offloading such demanding computation task to the edge of network, where servers are placed at the edge to provide computing capability within the radio access network in close proximity to end devices [3] . Compared to mobile cloud computing, MEC can overcome the drawback of long latency by providing distributed computation resource at the edge of networks.
Most prior works focus on computation offloading strategy in single server scenario, with the objective of maximizing energy efficiency. Detailed review of these existing works can be found in Sec. I-A. Since heterogenous network architecture is employed in 5G enabled IoT to support traffic demand for massive connections, each end device can access more than one edge server. With multiple edge servers available, it is vital to investigate how to allocate heterogenous computation resources among multiple devices in the network to achieve the best network-level energy efficiency while satisfying latency requirements. In this paper, we study a computation offloading management problem by jointly considering heterogeneous computation resources, latency requirements, power consumption at end devices, and channel states.
A. PRIOR WORKS
In recent years, extensive studies have focused on energyefficient computation offloading in several MEC scenarios.
Relative research results about MEC systems have been summarized in surveys [4] - [6] from different points of view. Computation offloading has been considered in [7] - [11] for single user MEC system. In order to conserve energy for mobile devices, [7] proposed sequentially reconfiguring the CPU frequency for mobile application execution and dynamically varying the data transmission rate for cloud execution. Accordingly, the authors derived a threshold policy for binary offloading i.e., mobile execution or cloud execution. This work was further expanded in [8] , in which mobiles are wireless powered through microwave power transfer. Partial computation offloading offering more flexibilities than binary computation offloading has been designed in [9] by incorporating dynamic voltage scaling technology into computation offloading. Specifically, [9] jointly optimized the operating speed, transmit power and offloading ratio for minimizing energy consumption and execution latency. To tackle the drawbacks of offline prefetching, the authors in [10] propose technique of live prefetching to avoid excessive fetching but maintains the feature of leveraging prediction to decrease the execution time of program and transmission energy of mobile. In terms of peer-to-peer offloading, [11] investigated stochastic computation offloading control by considering stochasticity of both wireless channel and helper CPU states.
Recent years have also seen a number of research for multiple user MEC systems in [2] , [12] , [13] - [23] . You et al. [12] studied the optimal resource allocation scheme to minimize the sum energy consumption taking priority function into account. The proposed centralized resource allocation policy was proved to have a threshold-based structure. The distributed energy-efficient resource-allocation was investigated in [2] by adopting a game theoretic approach. Multiuser computation partitioning was studied for the first time in [13] , which proposed an energy-efficient multiuser scheduling policy by distributing different mobiles with diverse levels of priorities based on their latency requirements. Zhang et al. [14] , where a small base station was regarded as a relay without computing capacity, jointly optimized computation offloading decisions and resource allocation strategies to minimized the energy consumption. MEC was integrated with wireless power transfer in [15] and [16] . Reference [15] considered a time-division multiple access based multiuser MEC system, where mobile users harvest energy from an access point and selectively offload partial computation to the same access point, and developed an optimal resource allocation scheme that minimizes total energy consumption under computation latency constraints. Unlike [15] and [16] considered a wireless powered multiuser system where each user follows a binary computation offloading policy, and aimed at maximizing the weighted sum computation rate. An integrated framework for computation offloading and interference management in cellular networks was considered in [17] , since that the network performance is jointly affected by both computation offloading and interference management. Literature [18] considered in-network caching in MEC system, and proposed the joint optimization of computation offloading decision, resource allocation and content caching strategy to maximize the total revenue of the network. Reference [19] addressed the challenge of incorporating MEC into dense cellular networks, and jointly optimized computation offloading and base station sleeping decisions to maximize the quality of service. Literature [20] introduced MEC into virtualized cellular networks to reduce the energy consumption and optimized the computing resource allocation as well as improved computing capability. Mao et al. [21] proposed an online algorithm with the objective of minimizing the long-term average weighted sum power consumption, while the transmit power and bandwidth allocation are determined with the Gauss-Seidel method. For a novel D2D Crowd framework, [22] proposed a graph-matching-based task assignment policy to improve energy efficiency of MEC. Lyu et al. [23] considered a multiuser proximate singlecloud scenario, and jointly optimized the offloading decision, and communication and computation resources to maximize system utility in terms of completion time and energy consumption.
However, existing numerous investigations in MEC systems only took one edge server into consideration. With the improvement of 5G heterogeneous networks, there probably exist more than one edge server over a certain area to provide mobiles with connectivity and computation resource. A few studies on MEC system with multiple edge servers have been considered in [24] - [26] . Sardellitti et al. [24] considered a multiple-input multiple-output (MIMO) multicell system where multiple SeNBs connect to a common cloud server, and jointly optimized the transmit precoding matrices of mobiles and the computation resource of the cloud for minimizing the overall energy consumption under the latency constraints. The considered multi-cell system in [25] deployed MEC server with each base station, while the objective function is to maximize task offloading gains. Similarly, Pham et al. [26] considered a multi-user MEC system with multiple servers, but jointly optimized computation decisions, offloading power and computation resource to minimize the total computation overhead in terms of execution time and energy consumption.
B. CONTRIBUTIONS
In this paper, we aim to study a computation offloading management problem in heterogenous network with two edge servers deployed at access point (AP) and base station (BS), respectively. The main contributions of this paper are summarized as follows:
• We develop a computation offloading management problem in heterogenous network with the objective of minimizing the network-level energy consumption.
To obtain the energy efficient offloading decision among all users, we formulate an energy minimization (EM) problem by jointly considering heterogeneous VOLUME 7, 2019 computation resources, latency requirements, power consumption at end devices, and channel states. The formulated problem falls in the category of mixedinteger and nonlinear program (MINLP), which is intractable. We discover that the original problem can be decomposed into two subproblems: transmission power allocation problem (TPA) and computation offloading decision problem (COD).
• To solve the computation offloading management problem efficiently, we develop an iterative solution framework to obtain transmission power allocation strategy and computation offloading scheme. As for transmission power allocation strategy, we observe that the objective function of TPA is a monotone function of transmission power for a given offloading decision matrix. Therefore, for each device, the optimal transmission power is the lower bound of feasible power set. As for computation offloading scheme, we propose a novel solution with three algorithms, named as Initialization Algorithm (IA), Device Reassignment Algorithm (DRA), and Device-Server Pair Exchange Algorithm (DSPEA).
• We show that the performance of the proposed solution is competitive when compared with the optimal solution. Moreover, we leverage the optimal solutions to analyze the impact of computing resource distribution on network-level energy consumption and computation offloading decision.
The rest of this paper is organized as follows. The system model is presented in detail in section II. In section III, we show the mathematical modeling and formulate the EM problem. In section IV, we solve the TPA problem. In section V, we show the solving process of the COD problem by a flowchart, which including three designed algorithms. In section VI, we analyze the complexity and the convergence of the proposed algorithm. Section VII discusses the simulation results. Finally, we draw the conclusion of this work in section VIII.
II. SYSTEM MODEL A. SYSTEM ARCHITECTURE As depicted in Fig. 1 , the considered MEC system consists of three layers, which are characterized in detail as follows:
1) MANAGEMENT LAYER
The management layer is responsible for providing global resource orchestration to guarantee a balance of sophisticated computation. First, the management layer receives and processes network information including the number of devices, the computation resource of edge servers and the input data size of tasks. Then it transmits control signaling such as computation offloading scheme and transmission power allocation strategy to the edge layer. 
2) EDGE LAYER
The edge layer consists of an AP and a BS, and takes responsibility of supplying computation resource. AP and BS are equipped with edge servers through wired connections. The computing capacity of AP and BS is measured by Central Processing Unit (CPU) cycles per second. Since physical limit, the total computation resource at AP and BS is finite. We assume that both AP and BS could serve all devices and that BS is more powerful than AP.
3) DEVICE LAYER
In the device layer, we consider a set of IoT end devices without local computing capacity, which are required to deal with some similar tasks under the same latency constraint, such as tracking sensors on shared bicycles. In this case, all devices have to offload their tasks to AP or BS. Moreover, for fairness concerning, we assume that the computation resource is equally distributed to the offloaded tasks.
In order to ensure tractable analysis and give useful insights, we employ a quasi-static network scenario where devices maintain during the computation offloading period while they change across different periods. Moreover, AP and BS have perfect knowledge of channel state information (CSI), which can be obtained by feedback. We assume Orthogonal Frequency-Division Multiple Access (OFDMA) in the considered system. The bandwidth of one subchannel is set as 100 KHz (referred to NB-IoT). Under such setting, we can assume that spectrum resource is sufficient so that each device can access one subchannel while each subchannel is assigned to only one device. The goal of this paper is to investigate the impact of computation resource distribution to computation offloading decision and the energy consumption. To focus on this, we simplify the channel assignment by assuming that all the devices have been assigned to orthogonal subchannels beforehand.
B. PROBLEM STATEMENT
For minimizing the total energy consumption, we should comprehensively consider heterogeneous computation resources, latency requirements, power consumption at end devices and channel states. Since the total computation resource is limited, the computation resource deployment scheme at AP and BS also influences the total energy consumption. The mainly objective of this work can be concluded as two points: 1) minimizing energy consumption by jointly optimizing computation offloading scheme and transmission power allocation strategy, and 2) exploring the impact of computation resource distribution on the energy consumption and computation offloading decision.
III. MATHEMATICAL MODELING AND PROBLEM FORMULATION

A. MATHEMATICAL MODELING
Let C AP and C BS denote the computing capacity of AP and BS, respectively. Furthermore, we assume the total computation resource C tot = C AP + C BS . Let α denotes the computation resource ratio of C AP to C tot . Then we have C AP = αC tot and
denotes the end device set in the whole IoT network, while The received signal to noise ratio (SNR) at AP and BS from device m can be given by
and
respectively. The achievable offloading rates at AP and BS from device m are expressed as
respectively. Taking offloading decision into consideration, the achievable offloading rate from device m can be calculated as
We can get the time duration of task offloading of device m as
In this model, we assume that the computation resource is equally distributed to the offloaded tasks. It follows that the computation resource available for device m is given by
The numerator is the total computation resource at the selected edge server, while the denominator is the total number of devices accessing the selected edge server. Note that the selected edge server is the edge server to which device m offloads tasks. In the denominator,
is the number of devices accessing the selected edge server when AP is the selected server. 
1) OFFLOADING CONSTRAINT
In order to complete task processing, devices have to offload tasks to AP or BS. Each task is atomic and cannot be further divided, which means that each task can be offloaded to at most one edge server at the same time. Then the offloading constraint is given as
2) POWER CONSTRAINT
Since the limited battery size and in order to prolong the lifetime of devices, the transmission power consumption is constrained as
3) LATENCY CONSTRAINT In order to actualize task offloading and edge computing, the time slot is divided into three sequential phases, i.e., 1) task offloading, 2) edge computing, and 3) computation results downloading from edge servers to devices. The time for results downloading is negligible due to the VOLUME 7, 2019 much smaller size of computation results [12] . The latency constraint is given as
Note that the case t com m = T makes t com m infeasible since the resultant offloading time (t off m = 0) cannot enable task offloading. Hence, the feasible region of t com m is given as
(12)
B. PROBLEM FORMULATION
In order to make the following analysis tractable, we first define ρ and p, where
Note that the energy consumption for CSI feedback and device information transmission can be neglected due to the quite small sizes of them. Since there is no local computation and the energy consumption from other aspects is neglectable, the energy consumption at device mainly depends on task offloading. The energy consumption of device m can be formulated as
Now, we aim to minimize the total energy consumption at devices taking into account the offloading constraint, the latency constraint, and the power constraint. The objective function is formulated as E (ρ, p) = m∈M E m ρ m , p m . Hence, the problem (EM) for joint transmission power allocation and computation offloading decision is formulated as (10) , (11), (12) .
(EM)
Since that ρ is a binary vector and p is a continuous vector, the EM problem is a MINLP problem, which is intractable. In general, there is no standard approach to find a global solution for MINLP problem.
C. PROBLEM DECOMPOSITION
We observe from the EM problem that the constraints (9) and (12) are decoupled from the constraints (10) and (11) . Therefore, the EM problem can be decomposed into two subproblems: one for transmission power allocation (TPA) given an arbitrary feasible computation offloading scheme, while another one for computation offloading decision (COD). The TPA problem is written as (11) .
(TPA)
The objective value to the TPA problem, defined as E(ρ), is a function of the computation offloading decision ρ. The COD problem is given as
Note that the optimal solution can be obtained by enumerating and comparing all possible computation offloading decisions (exhaustive search method). However, extremely high complexity makes it not practical in this system. Therefore, we propose a solution framework to the EM problem by solving the two subproblems iteratively. The proposed solution framework is shown in Fig. 2 . 
IV. TRANSMISSION POWER ALLOCATION PROBLEM
In this section, we introduce the solving method, and give the optimal solution to the TPA problem. We consider the TPA problem for a given feasible computation offloading scheme. Note that, for each device, the power constraint (10) and the latency constraint (11) are independent from each other. Hence, the TPA problem can be decomposed into M subproblems, and reformulated as 
Similarly, for Case 2, the energy consumption at device m can be expressed as
Note that (14.a) and (15.a) is transformed from the constraint (11) . 
, and 
V. COMPUTATION OFFLOADING DECISION PROBLEM
The solving process of the COD problem can be considered as a process of searching for the optimal computation offloading scheme, which is actually a binary matrix in mathematical. Note that an arbitrary binary matrix can evolve into the optimal binary matrix through limited times of operations on the binary elements, such as transformation from 0 to 1 or vice versa. Therefore, in the rest of this section, we design three algorithms, named as IA, DRA, and DSPEA, to solve the COD problem. We use IA to find an initial computation offloading scheme. Based on the initial computation offloading scheme, DRA allows device to be reassigned while DSPEA allows device-server pair to be exchanged.
As shown in Fig. 3 , we summarize the solving process as a flowchart. IA is executed first to obtain the initial computation offloading scheme. Based on the above initialization, we execute DRA and check that whether the total energy consumption decreases. Computation offloading scheme is updated if the above condition is satisfied. If the above condition is not satisfied, we execute DSPEA and check that whether the ideal device-server pair exists. Computation offloading scheme is updated if the above condition is satisfied. Otherwise, the current computation offloading scheme and the relative transmission power allocation strategy are the final results. Note that we restart from DRA each time computation offloading scheme is updated. The transmission power constraint is relaxed in the solving process since that it may not be satisfied before the convergence, and will be discussed in Remark 2.
A. INITIALIZATION ALGORITHM
At the beginning of the solving process, we need to find an initial computation offloading scheme to make the sequential solving process quicker and easier. As shown Reassign S, obtain new ρ 0 10: end if in Algorithm 1, we first determine the initial computation offloading scheme ρ 0 by the principle of maximum channel gain. 
Note that the initial computation offloading scheme is feasible only when both K a and K b are normal sets. Next we talk about how to handle trouble set. Since trouble set can be converted to normal set by increasing the average computing capacity, we employ a practical strategy of reassigning devices from trouble set to normal set. Specifically, the reassignment of device k a (k b ) means that the value of ρ a,k a (ρ b,k b ) changes from 1 to 0.
How many devices should be reassigned? First, we define a variable Q. When K a is trouble set,
After reassignment of Q devices from trouble set to normal set, both K a and K b must be normal set.
Proof: See Appendix C. Which devices should be reassigned? Note that reassignment of arbitrary Q devices can make the new obtained ρ 0 feasible. Next, we talk about which devices should be reassigned.
For the sake of argument, we denote the trouble set as K(K ⊂ M) and renumber the devices in the trouble set as
denotes the normal set. Now we assume that one of K 1 and K 2 will be reassigned. Let E
rest denote the energy consumption of M\K un after the reassignment of K 1 and K 2 , respectively. Then we have E
rest . This is because the average computing capacity after the reassignment of K 1 equals to that after the reassignment of K 2 . We define an index P k (∀k ∈ K), which is expressed as
On the condition that K a is the trouble set, then
where
where Proof: See Appendix D. S is the only choice, after reassignment of which the new obtained ρ 0 may be the optimal computation offloading scheme. If we choose the other reassignment scheme, the new obtained ρ 0 must needs further optimization, which increases computation complexity of the solving process. In summary, S is the most suitable set for reassignment.
B. DEVICE REASSIGNMENT ALGORITHM
In this part, we introduce the DRA in detail and explain how it works. The basic method applied in DRA is to reassign one device from K a to K b , or vice versa. For example, if device k a is reassigned from K a to K b , then ρ k a changes from [1, 0] to [0, 1]. Specifically, we make a rule as follow: we search for the proper device from K a if C av AP < C av BS and from K b if C av AP ≥ C av BS , and then attempt to reassign the proper device; if the first reassignment attempt fails, we search for the proper device from K a if C av AP ≥ C av BS and from K b if C av AP < C av BS , and then attempt to reassign the proper device. The reassignment attempt fails if the total energy consumption dose not decrease. Note that the proper device will be defined later.
In DRA, ρ t indicates the computation offloading scheme when it is updated for the t-th time, while p t and E t indicate the relative transmission power allocation strategy and total energy consumption, respectively. t is initialed as 0 the first time DRA is executed, and increases 1 each time computation offloading scheme is updated. ρ mid is an intermediate variable, which will be assigned to ρ t conditionally. p mid and E mid are the relative transmission power allocation strategy and total energy consumption, respectively. Note that flag = 0 maintains when the first reassignment attempt fails, and turns into 1 when the first reassignment attempt successes. Next, we talk about the method to determine the proper device and prove that the proper device is the only device deserves to be tried for reassignment.
For the sake of argument, let K a,1 and K a,2 denote two arbitrary devices in K a . Now we assume that one of K a,1 and K a,2 will be reassigned. Let E (∀k a ∈ K a ), which is expressed as
E n k a
and E y k a are given as follows:
where which is given by
E n k b
and E y k b are given as follows:
Here, E n ]. We sort the elements of P re−K b in descending order and obtain a new vector Proof: Similar to Appendix E. Therefore, we consider u 1 (v 1 ) as the proper device, which is the only device deserves to be tried for reassignment.
C. DEVICE-SERVER PAIR EXCHANGE ALGORITHM
In this part, we propose DSPEA to further optimize computation offloading scheme. The basic method applied in DSPEA is to exchange device-server pair. For example, the exchange of device-server pair (k a , k b ) indicates that the values of ρ a,k a and ρ b,k b change from 1 to 0 simultaneously. The key of DSPEA is to find out the ideal device-server pair. Computation offloading scheme is updated only when the ideal deviceserver pair exists. Next, we show how to determine the ideal device-server pair and prove that the exchange of the ideal device-server pair can reduce the total energy consumption.
For the sake of argument, we assume that device k a and device k b in will be exchanged. Determine the ideal device-server pair as ( (27) and are given as follows:
where Y be
where 
]. We define a matrix P ex , which has K a lines and K b columns. P ex is given as follow:
where (k a , k b ) is, the more energy can be reduced.
Proof: See Appendix F. Considering to minimize the total energy consumption, we choose the device-server pair (k a , k b 
as the ideal device-server pair for exchange only when max P ex > 0.
VI. COMPLEXITY AND CONVERGENCE
In this section, we analyze the performance of the proposed algorithm in terms of complexity and convergence, which are critical factors to the practicality of the proposed solution framework.
A. COMPLEXITY
The computational complexity of the solving processes for both TPA problem and COD problem should be considered.
As for TPA problem, the optimal transmission power allocation strategy can be obtained through M iterations. Hence, the computational complexity for solving TPA is given as O(M ).
As for COD problem, the proposed solution consists of three algorithms. IA takes at most 2M iterations to determine the initial computation offloading scheme by the principle of maximum channel gain and compute the device set S for reassignment. Then the computational complexity of IA can be given as O(2M ). As for DRA, the computational complexity can be given as O(x 1 M ), which comes from the determination of proper device and the update of transmission power allocation strategy. Note that both the determination of proper device and the update of transmission power allocation strategy take M iterations. Hence, each attempt of device reassignment takes 2M iterations. Since the device reassignment is tried at most two times, we have x 1 ∈ {2, 4}. As for DSPEA, the computational complexity can be given as O(x 2 M ), which comes from the determination of deviceserver pair and the update of transmission power allocation strategy. First, the determination of device-server pair takes M iterations. Second, the update of transmission power allocation strategy takes M iterations when the device-server pair exists. Then we have x 2 ∈ {1, 2}.
In the solving process, IA is executed only once at the beginning, while DRA and DSPEA are executed iteratively until convergence. It is noted from Fig. 7 that the number of iterations is an approximate linear function of the number of devices. Therefore, we can assume that the proposed algorithm converges after x 3 M iterations, where x 3 is the average slope of the curves in Fig. 7 . Then the maximum computational complexity of the proposed algorithm can be given as
B. CONVERGENCE
The convergence of the proposed algorithm mainly depends on the convergence of the solving process for COD problem. In the flowchart for solving COD problem, computation offloading scheme is updated only when the total energy consumption decreases. Therefore, the solving process is oriented towards the optimal computation offloading scheme, which means each computation offloading scheme takes at most one iteration. It indicates that the proposed algorithm must converge after finite iterations. Furthermore, we can observe form Fig. 7 that the proposed algorithm always converges after a few iterations.
VII. SIMULATION RESULTS
In this section, the performance of the proposed algorithm is evaluated through simulation results. Besides, the effects of various parameters are also presented. Unless specified otherwise, the simulation setting is given as follows. The computing information X m = 1000, while B = 0.1MHz, and T = 0.05ms. AP and BS are coordinated at [10m, 30m] and [30m, 10m] in a rectangular coordinate system, where both the horizontal axis and the vertical axis range from 0m to 40m. respectively. Devices are uniformly distributed in the rectangular coordinate system. The total computation resource is set as 200 GHz. Transmission channels are modeled as slow fading channels, where the noise power spectrum density is −174dBm/Hz. To evaluate the comparative performance with centralized computing network (network including only one server so that computation resource is centralized at one server), we assume that AP and BS are substituted by an edge server possessing total computation resource and that the new server locates at [20m, 20m] in the centralized computing network, while the other settings maintain.
In our simulation, to demonstrate the performance of our proposed algorithm, we fix the computation resource ratio as 0.3 (as shown in Fig. 4, Fig. 6 and Fig. 7) . Moreover, we increase the computation resource ratio from 0 to 1 to analyze the impact of computation resource distribution on the energy consumption and computation offloading decision (as shown in Fig. 5, Fig. 8 and Fig. 9 ). Fig. 4 shows the curves of total energy consumption as the input data size increases from 12 × 10 4 Bit to 13 × 10 4 Bit. Several observations can be drawn as follows. 1) The objective value (total energy consumption) obtained by our proposed algorithm is almost identical to the optimal objective value, since that the gap ratio between them is in the order of 10 −4 , with a maximum value of 3 × 10 −4 .
2) The performance of distributed computing network is better than that of centralized computing network when α = 0.3.
3) The total energy consumption increases with the growth of input data size. This is because the remaining time for task offloading decreases, which further leads to the growth of transmission power. Fig. 5 depicts the curves of total energy consumption as the computation resource ratio α increases from 0 to 1, when the input data size is 120KB and 130KB, respectively. It can be again observed that the objective value obtained by the proposed algorithm is almost identical to the optimal objective value. The total energy consumption decreases first and then increases as α increases from 0 to 1. In the considered network where devices are uniformly distributed, α = 0.5 is the optimal resource ratio for the best energy efficiency. It also shows that the performance of distributed computing network is better than that of centralized computing network only when α is in some certain region. 6 plots the curves of total energy consumption as the number of devices increases from 10 to 15, when the input data size is 120KB and 130KB, respectively. As shown in this figure, we find that the total energy consumption grows as the number of devices increases. Again, the obtained solution is observed to be competitive when compared with the optimal solution. Fig. 7 shows the number of iterations needed by the proposed algorithm as the number of devices increases from 5 to 35, when the input data size is 120KB, 130KB, and 140 KB, respectively. It is easy to observe that under all three input data settings, as the number of devices increases, the overall trend of the number of iterations needed by our algorithm first increases and then decreases. The maximum number of iterations needed by our proposed algorithm is 4.
When the number of devices is large, the number of iterations needed may fluctuate as each increment of device. The reason behind the fluctuation is as follows. The newly added device sometimes break the balance of computation resource and therefore, a reassignment process is triggered. The number of iterations may increase or decrease based on the number of iterations needed by the reassignment process. However, as the number of devices approaches the upper bound of the system capacity, i.e., K max a + K max b , less devices need to be reassigned, which leads to the decrease of the number of iterations. As a conclusion, the algorithm will converge within several iterations. Fig. 8 and Fig. 9 show the curves of the average number of tasks offloaded to AP (BS) versus the input data size and the computation resource ratio α, respectively. As for Fig. 8 , more tasks are offloaded to the edge server with higher computing capacity with the growth of input data size. Note that the edge server with higher computing capacity can support more tasks under the latency constraint. Hence, to minimize the total energy consumption, devices have to choose the edge server which can provide more computation resource. Computation offloading scheme becomes relatively stable when the input data size is high. This is because that both AP and BS have approached full load with the growth of input data size. As for Fig. 9 , the number of tasks offloaded to AP increases with the growth of α, while the increasing rate is related to the input data size. 
VIII. CONCLUSION
In this paper, we investigated a computation offloading management problem in heterogenous network to minimize the network-level energy consumption. We adopted a heterogenous network architecture where two edge servers are located at AP and BS, respectively. To achieve the best energy efficiency for all users, we formulated an energy minimization problem by jointly considering heterogeneous computation resources, latency requirements, power consumption at end devices, and channel states. The formulated problem falls in the category of MINLP. We decomposed the original problem into two subproblems for transmission power allocation and computation offloading decision, respectively. To solve it efficiently, we proposed an iterative solution framework. Through simulation results, we show that the performance of the proposed solution is competitive when compare with optimal solution. Moreover, we leverage the optimal solutions to show the impact of computing resource distribution on the system energy efficiency. However, our ongoing work only consider edge servers possessing different computation resource in terms of CPU cycles per second. For future investigation, we will consider heterogenous edge servers deployed with different types of computation resource, i.e., CPU and graphics processing unit (GPU).
APPENDIX A PROOF OF LEMMA 1
For Case 1, we define a function f (x) = (1+l 2 x) . The firstorder derivative of g 1 (x) and g 2 (x) is derived as g 1 (x) = l 1 l 2 (ln 2)(1+l 2 x) and g 2 (x) = l 1 l 2 (ln 2)(1+l 2 x) 2 , respectively. Note that
m . Similar property can be approved for Case 2.
APPENDIX B PROOF OF LEMMA 2
If t com
APPENDIX C PROOF OF LEMMA 3
We assume that K a is trouble set. After the reassignment, denote the energy consumption of K 1 \K in and K 2 on the condition that K 2 is reassigned, respectively. On the condition that K 1 is reassigned, the total energy consumption can be given as
On the condition that K 2 is reassigned, the total energy consumption can be given as
Then we define E 1 D as
Note that E 1 D > 0 means that, compared to the reassignment of K 2 , the reassignment of K 1 can make the total energy consumption lower. We assume that
and E n K 2,i denote the energy consumption of the device K 1,i and the device K 2,i on the condition that K 1 is reassigned, respectively. Let E n K 1,i and E y K 2,i denote the energy consumption of the device K 1,i and the device K 2,i on the condition that K 2 is reassigned, respectively. Note that K 1,i and K 2,i represent the i-th device in K 1 and K 2 , respectively, where i = 1, 2, 3, . . . Q−j. Then E 1 D can be rewritten as
On the condition that K a,2 is reassigned, the total energy consumption is given by 
Note that E 2 D > 0 means that, compared to the reassignment of K a,2 , the reassignment of K a,1 can make total energy consumption lower. Then we can easily prove that E 2 D > 0 always be tenable if only K a,1 = u i and K a,2 = u j .
APPENDIX F PROOF OF THEOREM 4
Before the exchange, the total energy consumption is formulated as 
After the exchange, the total energy consumption is given as
Then we define E 3 D as follow
Then we can easily prove that P ex (k a , k b ) > 0 means that the exchange of k a and k b can reduce the total energy consumption. The higher P ex (k a , k b ) is, the more energy can be saved. 
