This study develops a hybrid ensemble-variational approach for solving data assimilation problems. The method, called TR-4D-EnKF, is based on a trust region framework and consists of three computational steps. First an ensemble of model runs is propagated forward in time and snapshots of the state are stored. Next, a sequence of basis vectors is built and a lowdimensional representation of the data assimilation system is obtained by projecting the model state onto the space spanned by the ensemble deviations from the mean. Finally, the low-dimensional optimization problem is solved in the reduced-space using a trust region approach; the size of the trust region is updated according to the relative decrease of the reduced order surrogate cost function. The analysis state is projected back onto the full space, and the process is repeated with the current analysis serving as a new background. A heuristic approach based on the trust region size is proposed in order to adjust the background error statistics from one iteration to the next. Experimental simulations are carried out using the Lorenz and the quasi-geostrophic models. The results show that TR-4D-EnKF is an efficient computational approach, and is more accurate than the current state of the art 4D-EnKF implementations such as the POD-4D-EnKF and the Iterative Subspace Minimization methods.
Introduction
Data assimilation [25] is the process of estimating the true state x true M ∈ Ê n of a dynamical system at the current time t M given a history of prior evolution and noisy observations of the state at times t k
Here n is the number of components in the model state, m is the number of observed components from x true , H k : Ê n → Ê m is the observation operator,
is the error associated to the k-th observation time, and M is the number of observation times. Typically, observational errors are assumed to be normal distributed ǫ k ∼ N (0 m , R k ) where 0 m is the m-th dimensional vector whose components are all zeros, and R k ∈ Ê m×m is the data error covariance matrix at the assimilation time t k .
A dynamical model encapsulating our knowledge of the physical laws approximates the evolution of the dynamical system. The evolution of the model state x is given by
where M represents a nonlinear model solution operator (e.g., which simulates the evolution of the ocean or the atmosphere). Two families of methods, statistical filters and variational, are widely used to solve data assimilation problems. Representative methods of those classes are the Ensemble Kalman Filter (EnKF) and the Four-Dimensional Variational Method (4D-Var), respectively. In EnKF an ensemble of model runs is propagated in time; when data is available the filtering step generates an analysis ensemble whose empirical mean is an estimator for x true . Strong constraint 4D-Var seeks an analysis initial state such that the corresponding forecast best fits the observations within the assimilation window. It is well-accepted that both methods face specific challenges in practical applications where n ∼ 10 9 . For instance, ensemble-based filters suffer from statistical sampling errors, while variational methods require adjoint models which are labor-intensive to develop and computationally expensive to run.
Hybrid methods have been proposed in order to combine the strengths of EnKF and 4D-Var methods. A decomposition of the background errors in components that are analyzed and components that are ignored has been used to estimate posterior covariances [3] , and the theoretical similarities between the two approaches have been used to construct look-ahead assimilation techniques [26] . Other hybrid approaches are based on model reduction and/or space reduction [2, 12, 27, 28] . A discussion of model reduction techniques is given in [24] . In this paper, we focus on the reduced-space approach where a subspace of the state space is identified, the variational problem is solved in this subspace, then the analysis is projected back onto the model space. The new solution can be treated as a new background and the process is repeated. The reduced space data assimilation approaches available in the literature update the solution in the model space unconditionally. No available method provides a relation between the analysis at the current iteration and its associated error statistics (i.e., the initial background error covariance matrix is assumed to hold for all the ensembles at all iterations). This fact is important in the sampling process, as the uncertainty associated with the analysis state decreases as the iterations progress.
In this work we formulate a hybrid data assimilation algorithm in the context of derivative-free optimization. A rigorous Trust Region (TR) framework is proposed where the TR radius in the model space is linked with the spread of the ensemble members and with the quality of the solutions found in the reduced-space. The new method is named TR-4D-EnkF.
The remainder of the paper is organized as follows. Section 2 reviews the current state of the art ensemble-based approaches to data assimilation. Section 3 develops the novel derivative free TR-4D-EnkF method. Numerical results using the Lorenz-96 and the quasi-geostrophic models are reported in Section 4, and conclusions are presented in Section 5.
2 Four-dimensional ensemble-based approaches to data assimilation
EnKF [14] is one of the most widely used methods in data assimilation due to its simple formulation and ease of implementation. Normality assumptions are made on both the background and data errors [15] . The method contains two steps, the forecast and the analysis.
The prior (background) distribution is approximated by an ensemble of N +1 model state samples
with the empirical moments
where
is the i-th ensemble member and the columns of matrix
0 , . . . , δx
are given by δx
Prior any measurement, the background state x b 0 ≈ x 0 provides the best estimation to x true 0 . In the forecast step the background ensemble (3) is obtained by an ensemble of model runs that propagate each model state to the current time t k .
In the analysis step a posterior (analysis) ensemble is constructed by making use of the observation y k and by applying the Kalman filter to each background ensemble member:
m×n is a linearized observation operator at time t k , y s(i) k ∼ N (y k , R k ) are the observations y k with added synthetic noise ǫ
and the Kalman gain matrix is
The ensemble members are further propagated in time
to obtain the background ensemble for the forecast step. EnKF can provide flow-dependent error estimates of the background errors (with the Monte Carlo methods) [22, 23] , but it does not have the ability to assimilate the observation data available at distributed times. 4D-Var considers cost functions of the form
where J b (x) and J o (x) are known as the background and observation cost functions, respectively. The cost function (8) is the negative logarithms of the a posteriori probability density when all the data and background errors are normally distributed. The maximum likelihood estimate of the initial state is then obtained by minimizing the cost function, i.e., the analysis step is computed by solving the optimization problem
The formulation of (8) allows 4D-Var to assimilate data which appears at different observation times. The computation of the gradient (8) with respect to the control variable x 0 ∈ Ê n×1 requires one forward and one adjoint model integration. The construction of an adjoint model for real, large forecast models is an extremely labor-intensive process. In order to avoid the implementation of adjoint models four dimensional ensemble Kalman filter methods (4D-EnKF) [32] have been recently proposed. They naturally propagate flow dependent background covariance matrices via ensembles [17, 21, 27, 4] . Numerical experiments show robust performance with a small number of ensemble members [31, 30] . Moreover, the solution (9) can be treated as the new background state in (8) , which provides a better solution [1] .
4D-EnKF based methods are defined as follows. The initial ensemble (3) is propagated in time and M + 1 snapshots of each background ensemble member state at time moments t 0 , t 1 , . . . , t M along the trajectory are stored
Each entry of the background ensemble matrix X s is an n-dimensional vector
which represents the state of ensemble member i at time t k . The i-th column of X s contains all the snapshots of the i-th ensemble member, and the k-th row of blocks corresponds to all ensemble member states at t k .
Consider now a trajectory of the model. The state x k at t k is approximated by a linear combination of the anomalies (deviations from the mean)
and the time-independent weight vector
contains the coordinates of x k in the ensemble space. By replacing (11) in (8) and linearizing the observation operator H k ≈ H k , the 4D-Var cost function (8) can be written in the ensemble space as follows:
are the innovation vectors on the background and observations, respectively, and
The optimal solution in the ensemble space
provides an approximation of the analysis trajectory started from (9) through the relation
The derivatives of (14) are
and the solution of the quadratic minimization problem (15) is
Since x a k in (16) represents an approximated solution rather than an exact solution, the initial analysis x a 0 is only recovered and propagated in time in order to obtain an approximation of the optimal trajectory of (8) .
Equivalent bases for the range of Ψ k can be utilized to formulate the subspace approximation (11) . For instance, the proper orthogonal decomposition (POD) [29] is widely used to obtain a basis that captures most of the variance of the snapshot (10) . Consider the matrix of snapshots deviations
and its singular value decomposition (SVD)
where U ∈ Ê (n·(M+1))×(n·(M+1)) and V ∈ Ê N ×N are the right and left singular vectors, respectively, and Σ = diag{σ 1 , σ 2 , . . . , σ N } ∈ Ê
(n·(M+1))×N is a diagonal matrix whose diagonal entries are the singular values with
the POD basis vectors can be computed as
and therefore, equivalent to (15), x k can be expressed as follows:
where we have chosen the columns of Σ to be orthonormal, Φ T ∈ Ê r×1 is the vector of weights to be determined, and r can be computed as follows
Note that, the parameter γ provides how much variance (sometimes called kinetic energy) we want to retain in the POD bases, commonly the values of γ ranges in (0.9 , 0.95). It is well known that POD bases are the most efficient among all possible linear combinations in the sense, for a given number r of basis vectors, POD decomposition captures the most possible variance [18, 19] . In addition, POD bases reduce the equation (14) to
whose first and second derivatives are
where Z k = H k · Φ k and I r×r is the identity matrix of dimension r × r. Thus, an equivalent problem to (15) is
whose solution reads:
Data assimilation methods that make use of the POD basis (such as, for example, POD-4D-EnKF [29] ) are defined as follows: 3. Compute reduced-space solution. Compute the optimal weights solution(26). Tian [29] the POD bases capture not only the spatial structure of the state but also its temporal evolution.
The optimal solution of the POD-4D-EnKF provides an approximation of the analysis (9) . The process can be continued in an iterative fashion in order to improve the analysis; the solution of one iteration becomes the new background state for the next iteration. The idea of using a sequence of minimizations of the surrogates (14) or (23) in order to approach the minimum of (8) has been explored in the derivative-free optimization literature [8] .
A rigorous implementation has been recently proposed by Gratton et al. [16] . The method is called Iterative Subspace Minimization (ISM) and solves iteratively the problem (8) via the projection of the full space onto the space spanned by the POD bases. The ISM method is defined as follows:
0 ← x 0 (the initial background) and j ← 0.
2. Ensemble generation. The ensemble (3) is built centered at x (25) is partially solved making use of the Coordinate Search Method (CSM) [11, 10] , from which we obtain β * .
, and go to Step 2.
The ISM method solves the optimization subproblem (23) via the CSM approach which does not make use of derivative information, and therefore no optimality conditions are checked. Other methods can be used at this step. For instance, one can employ the analytical solution (25) , which guarantees to obtain the local minimizer of each subproblem and reduce the total number of outer iterations and function evaluations.
The Trust Region (TR) framework can be employed in order to exploit the information brought by the derivatives of the ensemble cost functions (14) and (23) and to provide descent directions. One of the most attractive features of TR methods is that they are provably globally convergent under general assumptions [5, 6, 7] . A general overview of the TR approach is presented in the appendix A. To the best of our knowledge TR methods have not been used yet in the context of ensemble-variational data assimilation. This work develops a TRbased approach which performs a sequence of optimizations in ensemble spaces. The ensemble based partial solutions are linked to the full space solutions at each iteration. The background error statistics of the estimates obtained at each iteration are linked to the TR radius size and the spread of the underlying ensemble. The new method enjoys all these properties and is presented in the next section.
The TR-4D-EnKF method
In this section we develop a Trust Region 4D-EnKF (TR-4D-EnKF) approach to data assimilation. The method uses two nested loops. Outer iterations are related to forming and running an ensemble of full-size models and generating a basis. Inner iterations are related to computing search directions in the low dimensional space and minimizing the reduced cost function (8) . We start with a general overview of the method and then present the computational algorithm in detail.
The initial solution in the model space is given by the initial approximation of the background x In order to solve the numerical optimization problem (9) we build a quadratic model for the cost function (8) optimization process. The standard approach makes use of the full space gradient, and possibly Hessian, of (8) . We seek to avoid the implementation of a full adjoint model to compute exact derivatives. The idea is to approximate the derivatives of J (x) by the ensemble space derivatives (17a) and Hessian (17b). The resulting quadratic model is:
. This can be rewritten as
The optimal step s α * in the ensemble space is given by the solution of the constrained optimization sub-problem
The trust region constraint (58b) is formulated such as to use the trust region radius ∆ from the full model space. The solution of (28) provides the following trial point in the ensemble space
which corresponds to the following state in the model space
The problem (28) is solved using Lagrangian multipliers. The first and second derivatives of the model (27) are
and
respectively. The trust region constraint (28b) can be written as
where ς ∈ Ê is a slack variable and
The constrained problem (28) becomes the unconstrained optimization problem
The stationarity conditions for (32) read:
The system of nonlinear equations (34) can be solved via the NewtonRaphson method. The symmetric Jacobian of (34) reads
therefore, the solution of (32) can be obtained iteratively as follows:
where the Newton step is given by
The computational cost of each iteration is bounded by O N 3 and since N is small, this method does not imply any significant computational effort. Note that, when the full step is taken in the ensemble space 
Based on the ρ value, the next updates are made for the solution
and for the TR radius size
(39)
, a new ensemble of full model solutions is generated, snapshots are taken, a new set of basis vectors is built, and the overall process is repeated.
The uncertainty associated with the new background is changed after the inner iterations since a partial assimilation of observations has been carried out.
As an analogy, in the EnKF the spread of the ensemble members around the background is decreased after the analysis step. Consequently, before generating a new ensemble, we want to adjust the spread of the background errors. This is done according to the heuristic formula
where λ B (∆) is a function of the current TR radius size. Note that the TR radius is large when the decrease of the current (quadratic) model is a good predictor of the full model function decrease. In our context, if the dynamics of the full (nonlinear) model is well represented by the ensemble, the prediction done using the quadratic model Q(s α ) is close to the actual reduction of the cost function J (x) and the TR radius is increased. In this case, we want the λ B (∆) value to be small in order to decrease the uncertainty of the new ensemble around x b 0 . Vice-versa, a small TR radius indicates that the current set of basis vectors does not represent well the dynamics of the model. The current assimilation step is not expected to decrease uncertainty; to keep the same uncertainty level for the next ensemble generation we need λ B (∆) ≈ 1. Both cases are captured by the following heuristic function
which provides an inverse relation between the TR radius and the spread of the ensemble members. Other functions can be considered as well. In summary, when the TR radius is large the confidence in the current solution is increased
On the other hand, when the TR size is small, the current level of background uncertainty remains unchanged for the new ensemble generation
The effects of the scaling of B 0 on the new background ensemble are shown in the Figure 1 for a 2D example. The choice λ B = 1 keeps the uncertainty unchanged (Figure 1a) , while λ B = 1/2 shrinks the spread by half (Figure 1b) . At the end of the inner iterations the solution provides a new background for the next ensemble generation. Moreover, the background error statistics are updated according to the TR size. The outer iterations can be repeated until some stoping criterion is satisfied. The outer iteration stopping criterion can be based on the total number of iterations, on the trace of B 0 , or on the trust region radius. Now we are ready to test our implementation and compare it with other 4D-EnKF implementations discussed in Section 2.
Numerical experiments
In this section we study the accuracy and performance of the TR-4D-EnKF approach. First, the proposed implementation is compared with the 4D-EnKF implementations discussed in section 2: POD, SVD and ISM, using the Lorenz-96 model. Next the TR-4D-EnKF is applied to a data assimilation test problem based on a Quasi-geostrophic model. Different data error covariance matrices and linear observation operators are utilized in this test. For both cases, the methods are coded in MATLAB. The parallel toolbox of MATLAB is utilized in order to propagate the ensemble members for the different models. Realistic scenarios are assumed in all tests. The number of ensemble member is small, typically (N ≤ 80). This is important since the model propagation is the most intensive computational part of the algorithm. Both the dimension of the vector state n and the number of observations m are much larger than the number of ensemble members.
The metrics used in the tests are the CPU time (which is reported per iteration), the cost function value (8) , and the root mean square error
which provides the average of the squared root differences between the reference solution x true and the analysis x a over the observation times.
The Lorenz-96 model
The Lorenz 96 model is described by the following system of ordinary differential equations [9] 
which mimics fundamental properties of atmospheric dynamics. This model exhibits extended chaos with an external forcing value ϕ = 8.0, when the solution is in the form of moving waves. For this reason, the model is adequate to perform basic studies of predictability. The experimental setting is described below.
• One time unit of the Lorenz-96 model corresponds to 1.5 days of the atmosphere.
• Snapshots are taken every 1.5 days over 150 days.
• The true (reference) initial solution x true 0 is computed numerically.
• The initial background state is built as follows
where the initial background error covariance matrix B 0 is given by
with σ B = 0.05.
• The number of ensemble members is equal to N = 40. The initial conditions are built as follows:
• The model propagation is performed making use of an explicit second order Runge-Kutta method. Thus, model errors have the form O h 2 where h is the time-step size.
• The external force ϕ is set to 8.0.
• Three model resolutions n are considered: small (n = 10 3 ), medium (n = 10 4 ), and large (n = 10 5 ).
• The number of observed components equals the number of components in the vector state (n = m) which implies H = I n×n .
• Observations are evenly every day over 100 days (100 time units) At each observation time, the observations are built as follows
where the data error covariance matrix R is given by
with σ O = 0.01.
• The number of outer loops for the ISM and TR-4D-EnKF is equal to 100.
• Table 1 the accuracy and the computational effort for several 4D-EnKF implementations applied to the Lorenz-96 model are shown in. All data assimilation methods provide improvements over the background case. POD-4D-EnKF performs a single outer iteration and its analysis improves the RMSE over the background by ∼ 56%. The ISM method takes a more complex approach and adjusts the set of POD-basis vectors at each outer iteration. On average the ISM analyses after 100 of iterations improve the RMSE by ∼ 80% over the background. The TR-4D-EnKF implementation provides a more accurate solution with the same number of outer iterations. On average, the proposed implementation improves the RMSE over the background trajectory by 92%. Figure 2 illustrates that the accuracy of the TR-4D-EnKF solutions is better than for the other implementations. Solution trajectories in state space are shown in Figures 3, 4 and 5 for n = 10 3 , n = 10 4 and n = 10 5 , respectively. The TR-4D-EnKF analysis provides the best fit to the reference solution. The TR-4D-EnKF compute solutions within a reasonable computational time; it is about as expensive as ISM for the small case and about 50% more expensive than ISM for the largest case. This is acceptable in view of the higher accuracy allowed by the method. 
The Quasi-geostrophic model
The Earth's ocean has a complex flow system influenced by the rotation of the Earth, the density stratification due to temperature and salinity, as well as other factors. The quasi-geostrophic (QG) model is a simple model which mimics the real behavior of the ocean. It is defined by the following partial differential equation [13] 
in
where, x and y represents the horizontal and vertical space components, ω is the vorticity, ψ is the stream function, J (ω, ψ) is the Jacobian of two fields
and ∇ 2 is the Laplacian operator. The coefficients β, υ, µ, and τ are associated with the horizontal vorticity, the horizontal friction, the biharmonic horizontal friction and the horizontal wind stress at the surface of the ocean, respectively. Moreover, the vorticity is related to the stream function by the equation Details regarding the numerical implementation of the QG model are given next.
• The partial derivatives are discretizes using central finite differences.
• The Arakawa method [20] is utilized in order to compute the Jacobian (50).
• The numerical integration of the model (49) is performed making use of a fourth order Runge-Kutta method. Thus, model errors have the bound O h 4 where h is the time step size.
• The computation of the Laplace operator is accelerated making use of Fourier transforms.
• The time step size is 10 −3 which represents one hour in the ocean. The integration is performed for 100 hours.
Other parameters of the numerical simulation are described below.
• We consider initial vorticities ω 0 ∈ Ê D1×D2 whose grid components have the form
• The background states are built as follows
where B 0 is given in (45). Note that, the initial vorticity ω 0 ∈ Ê D1×D2 is reshaped to a vector of dimension n = D 1 · D 2 .
• There are 100 snapshots taken of each ensemble member, one at each observation time.
• The data error covariance matrix R k varies among the 100 observation times. At time t k the data error covariance matrix is given by
where σ • Four linear observation operators are considered, one for each observation time. The error distribution of the measurements taken by each linear operator is associated with one data error covariance matrix from (54).
The linear operators and their respective error distributions are shown in Figure 7 . Thus, at time k, the observed components are given by The cost function values in the model space are decreased by two orders of magnitude from the background value. Figure 8 shows how the cost function value decreases with iterations. The initial cost function value corresponds to the background. Figure 9 shows how the approximation of the gradient in the ensemble space decreases with iterations. Recall that the projection of the model space onto the ensemble space is linear and therefore no curvature information is obtained. There is no guaranty that the optimal solution in the ensemble space is optimal in the model space. Nevertheless, the ratio ρ of the trust region framework, which relates the solution in the ensemble and model spaces, allows us to understand how well the current set of basis vectors performs in the optimization process.
After 100 TR-4D-EnKF outer iterations the improvements in the vorticity RMSE range from 82% to 89%. Likewise, the RMSEs of the stream functions are improved by 91% − 95%. The decrease of RMSE values for the stream function with iterations is shown in Figure 10 . The background trajectory diverges quickly from the true state of the system due to the highly nonlinear behavior of the QG model. The TR-4D-EnKF analysis trajectory fits well the reference trajectory of the model throughout the assimilation window. This also can be seen in Figure 11 where solution snapshots are shown.
As expected, the ability of TR-4D-EnKF to ingest information from observations is related to the number of ensemble members. For instance, when the number of ensemble members is 40, increasing the number of observed components from 50% to 70% improves the TR-4D-EnKF analysis by ∼ 3%. On the other hand, when the size of the ensemble is 80, the same increase in the observations improves the solution by ∼ 34%. The more ensemble members are employed, the more information of the full system dynamics is captured by the ensemble, and the better the representation of model errors is. This leads to a better utilization of the information from observations. On average, the CPU times per iteration of the TR-4D-EnKF method are 31.22 and 50.62 seconds for ensemble sizes of 40 and 80, respectively. This is a reasonable computational time given the considerable improvements obtained. 
Conclusions
This paper develops TR-4D-EnKF, an ensemble-based 4D-Var data assimilation method based on the trust region framework. The proposed implementation projects the model space onto the space spanned by the deviations of the ensemble members from the mean, as is typically done in 4D-EnKF implementations. Small optimization problems are solved in the ensemble space. At each outer iteration a new ensemble based surrogate model of the 4D-Var cost function is constructed, and the convergence is controlled by the trust region method. The trust region radius connects the optimal solution found in the ensemble space with the corresponding solution in the full model space. Moreover, the evolution of error statistics throughout iterations are captured by an empirical relation that uses the changes in trust region radius as a proxy for uncertainty decrease. Experimental results shows that the proposed implementation provide more accurate results than some of the best 4D-EnKF implementations available in the literature within a reasonable computational effort.
4. Ratio computation. Compute the ratio
where the numerator and denominator are often called the actual and predicted reduction.
5. Solution update. Update the solution x (k) according to
for ρ ≤ η x
[j] + δx * otherwise .
6. Radius update. Update the radius ∆ [j] according to
7. Iteration update. Let j ← j + 1 and go to 2. 
