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Abstract
Gross [6] derived an O(n2)-time algorithm to calculate the genus distribution of a given
cubic Halin graph. In this paper, with the help of overlap matrix, we get a recurrence re-
lation for the Euler-genus polynomial of cubic caterpillar-Halin graphs. Explicit formulas
for the embeddings of cubic caterpillar-Halin graph into a surface with Euler-genus 0, 1
and 2 are also obtained.
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1 Introduction
There are two kinds of surfaces in topology. One is the orientable surfaces Oj , which has
j handles (j ≥ 0) and the other is the non-orientable surfaces Nk, which has k crosscaps
(k > 0). The research of graph embeddings on non-orientable surfaces was began by Chen,
Gross and Rieper [1]. The authors in [4] introduced a combinatorial way to calculate the
Euler-genus polynomial of a graph. Recently, an O(n2)-time algorithm to calculate the
genus distribution of any cubic Halin graph HT was derived by Gross [6]. For linear graph
families, Stahl [11] calculated their genus distributions. Enami [7] made researches on the
inequivalent embeddings for 3-connected 3-regular planar graph. However, there still no
results on recursive formulas for Euler-genus distributions of any cubic Halin graph. In this
paper, we make researches on cubic caterpillar-Halin graphs and obtain their recurrence
relation for Euler-genus polynomial.
† Email: jinlian916@hnu.edu.cn.; ♠ Email: xhpeng@hunnu.edu.cn
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1.1 Euler-genus polynomial
The Euler-genus γE of a surface S is
γE =
{
2j, if S = Oj ,
k, if S = Nk.
In this paper, Si denotes a surface S with Euler-genus i.
A pure rotation system ρ of graph G = (V (G), E(G)) is the set {ρv : v ∈ V (G)}, where
ρv is a cyclic permutation of edges incident to v. Assume λ is a mapping E(G) → {0, 1}.
We say edge e is untwisted if λ(e) = 0, and we say it is twisted if λ(e) = 1. This pair
(ρ, λ) is called a general rotation system for graph G. Let T be a spanning tree of graph
G. If λ(e) = 0,∀e ∈ E(T ), this general rotation system (ρ, λ) is called a T -rotation system.
For any two embeddings of G, if their T -rotation systems are combinatorially equivalent,
we consider them to be equivalent. Let εG(i) be the number of equivalent embeddings of
G into the surface Si, for i > 0. The Euler-genus distribution of graph G is the sequence
εG(0), εG(1), · · · , εG(i), · · · and the Euler-genus polynomial of graph G is EG(z) =
∞∑
i=0
εG(i)z
i.
1.2 Cubic caterpillar-Halin graphs
A cubic Halin graph HT = T ∪ C, where T is a plane tree with 3 degree interior vertex and
C is a cycle which connects the leaves (vertices of degree 1) of T so that C is the boundary
of an infinite face. Except this infinite face, the other faces are called as interior faces.
This plane tree T is called the characteristic tree of graph HT . A tree T , whose removal of
leaves results in a path P , is called a caterpillar and this path P is called the spine of the
caterpillar T . When the characteristic tree of HT is a caterpillar, we call such graph HT cubic
caterpillar-Halin graph.
Let T be a caterpillar with spine P : v1, v2, . . . , vℓ. We consider the cubic caterpillar-Halin
graph HT . In the spine P, each vertex vi is adjacent to a leaf ui for 1 6 i 6 ℓ and v1 (resp. vℓ )
adjacent to one more leaf u0 = v0 (resp. uℓ+1 = vℓ+1). We put the path v0Pvℓ+1 horizontally
in the middle, and then pend these edges viui, 1 6 i 6 ℓ by either up or down edges vertically
to P. The graph in Figure 1 is a concrete example for cubic caterpillar-Halin graph.
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Figure 1: A cubic caterpillar-Halin graph: H2,3,3
2
Counting from the leftmost to the rightmost on P, if the numbers of maximum consecutive
up or down edges of the caterpillar-Halin graph HT are m1,m2 + 1, · · · ,mk−1 + 1,mk, we
denote this graph HT by Hm1,m2,...,mk . In order to have a more simple form of the overlap
matrix for graphHm1,m2,...,mk , here we don’t usem1,m2, · · · ,mk−1,mk to denote the numbers
of maximum consecutive up or down edges. For example, the graph in Figure 1 is H2,3,3.
Figure 2 demonstrates the general case Hm1,m2,...,mk .
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Figure 2: Graph Hm1,··· ,mk
For convenience, our choice of a spanning tree T for Hm1,··· ,mk is indicated by thicker
lines. Then, as shown in Figure 2, the co-tree edges are
e1, · · · ek, e1,1, · · · , e1,m1 , e2,1, · · · , e2,m2 , · · · , ek−1,1, · · · , ek−1,mk−1ek,1, · · · , ek,mk .
If we delete the edges {e1, · · · , ek} in graph Hm1,··· ,mk , then m1, · · · ,mk are the numbers of
maximum consecutive co-tree edges actually.
Now, we consider a special case of Hm1,m2,...,mk . When k = 1 and m1 = m > 1, this
graph Hm is usually called a Ringel ladder graph denoted by Rm. The explicit formula of the
embedding distributions for Rm was obtained by Chen et al. [3]. Figure 3 demonstrates the
graphs R4 and H2,2.
In this paper, for any positive integer m1, the graph Hm1,0 is defined to be Hm1 or Rm1 .
For example, the graph R4 in Figure 3 is also H4,0. For any k > 2 and positive integers
  !"# $R H  ! H
Figure 3: Graphs R4 and H2,2
m1, · · · ,mk, the graph Hm1,··· ,mk,0 is defined to be the following graph in Figure 4. Actually,
the graph Hm1,··· ,mk,0 can be interpreted as the graph Hm1,··· ,mk,mk+1 for the special case of
mk+1 = 0.
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Figure 4: Graph Hm1,··· ,mk ,0
By the definitions above, we observe the following propositions.
Proposition 1.1. For any positive integers m1, · · · ,mk, Hm1,m2,...,mk
∼= Hmk,mk−1,...,m1
Proposition 1.2. For any k > 2 and positive integersm1, · · · ,mk, we have Hm1,m2,··· ,mk−1,mk,0
∼=
Hm1,m2,··· ,mk−1,mk+1 and Hm1,0
∼= Rm1 .
Proposition 1.3. For any k > 2 and positive integers m1, · · · ,mk, we have Hm1,m2,...,mk,1
∼=
Hm1,m2,...,mk−1,mk+2 and Hm1,1
∼= Rm1+1.
a  
a
 
!
 
"#"#"#$%&' ( H
 ! !"#$$% & H
a
 
!
"#"#$#%&'''() H
 !
"
!
"#"
!
"# 
!
$
!
%
!
%#%
!
%# 
!
%#"
!
 # 
!
 #"
!
"#"
!
"# 
!
"
!
 
!
 #"
!
 # 
!
%
!
%#"
!
%# 
!
%#%
!
% $
! ˈ
 # 
!
$#"
!
$
!
%
!
%#"
!
%# 
!
 #"
!
 
!
"
!
"# 
!
"#"
!
Figure 5: Graphs H2,2,2,1, H2,2,4 and H2,2,3,0
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The graphs H2,2,4 and H2,2,3,0 in Figure 5 demonstrate Proposition 1.2. The graphes
H2,2,2,1 and H2,2,4 in Figure 5 demonstrate the correction of Proposition 1.3. Actually, all
the three graphs in Figure 5 are the same.
1.3 Mohar’s theorem
Let G be a graph with a spanning tree T , (ρ, λ) be a T -rotation system and β(G) be the
Betti number of G. We denote the co-tree edges of T by e1, e2, . . . , eβ(G). Then, the overlap
matrix of (ρ, λ) is a matrix M = [mij]
β(G)
i,j=1 over Z2 = {0, 1} with mij given by
mij =


1, if i = j and ei is twisted;
1, if i 6= j and the restriction of the underlying pure rotation system
to the subgraph T + ei + ej is nonplanar;
0, otherwise.
For i 6= j, when mij = 1, the edges ei and ej are called overlap. Mohar [8] proved that,
independent of the choice of spanning tree, the rank of matrix M is the same as the Euler-
genus of the corresponding embedding surface.
Let εm1,··· ,mk(j) be the number of equivalent embeddings of graph Hm1,··· ,mk into sur-
face Sj , for j > 0 and Em1,··· ,mk(z) =
∞∑
j=0
εm1,··· ,mk(j)z
j be the Euler-genus polynomial of
Hm1,··· ,mk . We organize this paper as follows: The overlap matrices for graph Hm1,··· ,mk are
given in Section 2. In Section 3, we obtain a recurrence relation for Em1,··· ,mk(z) in Theorem
3.4. In Section 4, we derive a recurrence relation for E1(t1, t2, · · · , tk, z), where
E1(t1, t2, · · · , tk, z) =
∑
m1,m2,··· ,mk>1
Em1,m2,··· ,mk(z)t
m1
1 t
m2
2 · · · t
mk
k .
In Section 5, some examples are demonstrated to illustrate our results.
2 Overlap matrices for cubic caterpillar-Halin graphs
For a vertex v with degree three in graph G, it has two possibilities. We call them clockwise
and counterclockwise. We color the vertex v according to its rotation. If the rotation is
clockwise, We color the vertex v black ; otherwise, we color it white. Therefore, for any
3-regular graph, we associate their rotation system with a coloring which is called Gustin
coloring. In a Gustin coloring, an edge with the same color at both ends is called matched.
The other edges are called unmatched.
The following propositions are useful in the calculation of the overlap matrix forHm1,··· ,mk .
Applying the Heffter-Edmonds face-tracing algorithm, we can obtain their proof.
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Proposition 2.1. Two co-tree edges overlap if and only if the common edge of the corre-
sponding two interior faces is unmatched.
Proposition 2.2. The edges ei and ei−1,mi−1(ei and ei+1,1) overlap, for i ∈ {2, · · · , k}(i ∈
{1, · · · , k − 1}), if and only if the corresponding green edge in Figure 2 is unmatched.
Proposition 2.3. The edges ei and ei+1 overlap, for i ∈ {1, · · · , k − 1}, if and only if the
corresponding thicker black edge in Figure 2 is unmatched.
Proposition 2.4. The edges ei and ei,ℓ overlap, for i ∈ {1, · · · , k},1 6 ℓ 6 mi if and only if
the corresponding red edge in Figure 2 is unmatched.
Proposition 2.5. The edges ei,ℓ and ei,ℓ+1 overlap, for i ∈ {1, · · · , k},1 6 ℓ 6 mi − 1 if and
only if the correspondence blue edge in Figure 2 is unmatched.
For any n > m and a = (a1, · · · , an) ∈ (Z2)
n, b = (b1, · · · , bn−1) ∈ (Z2)
n−1, we define La,bm
as a matrix of this form:


a1 b1 0
b1 a2 b2
b2 a3
. . .
0
. . .
. . . bm−1
bm−1 am


. (2.1)
Let Lm = {L
a,b
m : ai ∈ Z2, i = 1, · · · ,m; bj ∈ Z2, j = 1, · · · ,m−1} and Lm(z) =
∑m
j=0 Lm[j]z
j ,
where Lm[j] is the number of matrices of the form (2.1) for which this matrix has rank j.
Let
x0 = (x1, · · · , xk) ∈ (Z2)
k,
y0 = (y1, · · · , yk−1) ∈ (Z2)
k−1,
xi = (xi,1, · · · , xi,mi) ∈ (Z2)
mi , i = 1, · · · , k,
yi = (yi,1, · · · , yi,mi−1) ∈ (Z2)
mi−1, i = 1, · · · , k,
z1 = (z1,1 · · · , z1,m1+1) ∈ (Z2)
m1+1,
zi = (zi,0, zi,1, · · · , zi,mi+1) ∈ (Z2)
mi+2, i = 2, · · · , k − 1,
zk = (zk,0, zk,1, · · · , zk−1,mk) ∈ (Z2)
mk+1,
(2.2)
and X = (x0, · · · ,xk), Y = (y0, · · · ,yk), Z = (z1, · · · , zk). By Propositions 2.1-2.5, for any
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m1 > 1, · · · ,mk > 1, the overlap matrix of Hm1,··· ,mk has this form:
∆X,Y,Zm1,··· ,mk =


L
x0,y0
k M
T
1 M
T
2 · · · M
T
k−1 M
T
k
M1 L
x1,y1
m1
M2 L
x2,y2
m2 0
...
. . .
Mk−1 0 L
xk−1,yk−1
mk
Mk L
xk,yk
mk


,
where M1 is a m1 × k matrix given by

z1,1 0 0 · · · 0
z1,2 0 0 · · · 0
...
...
...
...
...
z1,m1−1 0 0 · · · 0
z1,m1 z2,0 0 · · · 0

 .
For 2 6 i 6 k−1, Mi is a mi×k matrix with the i−1, i, i+1 columns given by the following
three columns, respectively,


zi−1,mi−1+1
0
...
0
0


,


zi,1
zi,2
...
zi,mi−1
zi,mi


,


0
0
...
0
zi+1,0


;
the other columns of Mi are 0; Mk is a mk × k matrix given by

0 · · · 0 zk−1,mk−1+1 zk,1
0 · · · 0 0 zk,2
...
...
...
...
0 · · · 0 0 zk,mk−1
0 · · · 0 0 zk,mk


.
In this paper, the transpose of Mi is denoted by M
T
i .
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We can also write ∆X,Y,Zm1,··· ,mk in the this form:

0
0
Lx0,y0k−1
.
.
.
0
yk−1
0 0 · · · 0 yk−1 xk
MT1 · · · M
T
k−1
0 0 · · · 0 0 0
0 0 · · · 0 0 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 · · · 0 0 0
zk−1,mk−1+1
0 · · · 0 0 0
zk,1 zk,2 · · · zk,mk−2
zk,mk−1
zk,mk
M1 L
x1,y1
m1
.
.
.
.
.
. 0
Mk−1 L
xk−1,yk−1
mk−1
0 0 · · · 0 zk−1,mk−1+1
zk,1
0 0 · · · 0 0 zk,2
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 · · · 0 0 zk,mk−2
0 0 · · · 0 0 zk,mk−1
0 0 · · · 0 0 zk,mk
0
xk,1 yk,1
yk,1
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. xk,mk−2
yk,mk−2
yk,mk−2
xk,mk−1
yk,mk−1
yk,mk−1
xk,mk


Actually, for i ∈ {1, · · · , k},
• xi = 1 if and only if the edge ei is twisted.
• 1 6 ℓ 6 mi, xi,ℓ = 1 if and only if the edge ei,ℓ is twisted.
For i ∈ {2, · · · , k},
• zi,0 = 1 if and only if the edges ei and ei−1,mi−1 overlap.
For i ∈ {1, · · · , k − 1},
• zi,mi+1 = 1 if and only if the edges ei and ei+1,1 overlap,
• yi = 1 if and only if the edges ei and ei+1 overlap.
For i ∈ {1, · · · , k} and
• 1 6 ℓ 6 mi, zi,ℓ = 1 if and only if the edges ei and ei,ℓ overlap,
• 1 6 ℓ 6 mi − 1, yi,ℓ = 1 if and only if the edges ei,ℓ and ei,ℓ+1 overlap.
Theorem 2.6. Consider the cubic caterpillar-Halin graph Hm1,··· ,mk . For any fixed overlap matrix
∆X,Y,Zm1,··· ,mk of graph Hm1,··· ,mk , there are exactly 2 different T -rotation systems of Hm1,··· ,mk corre-
sponding to that matrix.
Proof. The values of y0, · · · ,yk, z1, · · · , zk in (2.2) can be determined according to the matrix ∆
X,Y,Z
m1,··· ,mk .
We make the following discussions.
• Case 1: z1,1 = 1. If we color the vertex v0,0 in Figure 2 black, by Propositions 2.1,2.4, we need
to color the vertex v1,1 white. Since the values of y0, · · · ,yk, z1, · · · , zk are given, by recursions
and Propositions 2.1-2.5, we color all the rest of vertices. Thus, all the rotations of vertices
in Hm1,··· ,mk are determined. For the case we color the vertex v0,0 white, all the rotations of
vertices in Hm1,··· ,mk are determined by a similar way.
• Case 2: z1,1 = 0. The discussions are similar and we omit the details.
Since we can color the rooted vertex black or white, we finish our proof.
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Let δm1,m2,··· ,mk(z) =
∑k+m1+···+mk
j=0 δm1,m2,··· ,mk [j]z
j, where δm1,m2,··· ,mk [j] is the number of
matrices of the form ∆X,Y,Zm1,··· ,mk for which this matrix has rank j. By Theorem 2.6, we have the
following relation between Em1,··· ,mk(z) and δm1,··· ,mk(z).
Theorem 2.7. We have
Em1,··· ,mk(z) = 2δm1,··· ,mk(z),
where Em1,··· ,mk(z) is the Euler-genus polynomial of Hm1,··· ,mk .
For X = (x0, · · · ,xk), Y = (y0, · · · ,yk), Z = (z1, · · · , zk−1), when the k-th row and k-th column
of matrix ∆X,Y,Zm1,··· ,mk are 0, we denote this matrix by Λ
X,Y,Z
m1,··· ,mk . We can also write the matrix Λ
X,Y,Z
m1,··· ,mk
in the following form.


0
L
x0,y0
k−1
...
0
0
0 · · · 0 0 0
MT1 · · · M
T
k−1
0 0 · · · 0 0
...
...
...
...
...
0 0 · · · 0 0
zk−1,mk−1+1 0 · · · 0 0
0 0 · · · 0 0
M1 L
x1,y1
m1
...
. . . 0
Mk−1 L
xk−1,yk−1
mk−1
0 · · · 0 zk−1,mk−1+1 0
0 · · · 0 0 0
..
.
..
.
..
.
..
.
..
.
0 · · · 0 0 0
0 · · · 0 0 0
0
xk,1 yk,1
yk,1
. . .
. . .
. . .
. . .
. . .
. . . xk,mk−1 yk,mk−1
yk,mk−1 xk,mk


Actually, ΛX,Y,Zm1,··· ,mk is the overlap matrix for graph Hn1,··· ,nk − ek which is obtained by deleting the
edge ek in the graph Hn1,··· ,nk .
For any m1 > 1, · · · ,mk > 1, we define the following polynomial related to Λ
X,Y,Z
m1,··· ,mk ,
λm1,m2,··· ,mk(z) =
k+m1+···+mk∑
j=0
λm1,m2,··· ,mk [j]z
j ,
where λm1,m2,··· ,mk [j] is the number of matrices of the form Λ
X,Y,Z
m1,··· ,mk for which this matrix has rank
j.
In [3], Chen et al. obtained the following overlap matrix for Ringel ladder Rm−1:
Φx,y,zm+1 =


x0 z1 z2 z3 · · · zn−1 zn
z1 x1 y1
z2 y1 x2 y2 0
z3 y2 x3
. . .
...
. . .
. . . ym−2
zm−1 0 ym−2 xm−1 ym−1
zm ym−1 xm


. (2.3)
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where x = (x0, x1, · · · , xm) ∈ Z
m+1
2 ,y = (y1, · · · , ym−1) ∈ Z
m−1
2 , z = (z1, · · · , zm−1, zm) ∈ Z
m
2 . Let
Φm+1 = {Φ
x,y,z
m+1 : x ∈ Z
m+1
2 ,y ∈ Z
m−1
2 , z ∈ Z
m
2 }
and φm+1(z) =
∑m+1
j=0 φm+1[j]z
j, where φm+1[j] is the number of matrices in Φm+1 with rank j.
By the fact Hm1,0
∼= Rm1 and Proposition 1.1-Proposition 1.3, one sees that
δm1,0(z) = φm1+2(z) and δm1,1(z) = φm1+3(z). (2.4)
In this article, the following previously derived results are useful.
Proposition 2.8. ([2]) The following recurrence relation holds for Ln(z), n > 3,
Lm(z) = (1 + 2z)Lm−1(z) + 4z
2Lm−2(z)
and its initial conditions are given by L1(z) = z + 1, L2(z) = 4z
2 + 3z + 1.
Proposition 2.9. ([3]) The following recurrence relation holds for φm(z),m > 3
φm+1(z) = (1 + 4z)φm(z) + 16z
2φm−1(z) + 2
mz2Lm−1(z)
with initial conditions φ2(z) = 4z
2 + 3z + 1, φ3(z) = 28z
3 + 28z2 + 7z + 1. Furthermore, we have
φ(t, z) :=
∑
m>2
φm(z)t
m =
t2
(
1 + 3z + 4z2 − 2(1 + 5z + 4z2 + 2z3)t− 16z2(2 + 6z + 5z2)t2 − 168z4(1 + z)t3
)
(1 − 2t− 4tz − 16z2t2)(1 − t− 4tz − 16z2t2)
.
3 Euler-genus polynomials Em1,··· ,mk(z) for graph Hm1,··· ,mk
In subsections 3.1 and 3.2, we give the computations of Em1,m2(z) and Em1,··· ,mk(z) respectively.
3.1 The computation of Em1,m2(z).
By definition, ∆X,Y,Zm1,m2 is a matrix given by

x1 y1 z1,1 z1,2 · · · z1,m1−1 z1,m1 z1,m1+1 0 · · · 0
y1 x2 0 0 · · · 0 z2,0 z2,1 z2,2 · · · z2,m2
z1,1 0 x1,1 y1,1
z1,2 0 y1,1 x1,2
. . .
...
...
. . .
. . . y1,m1−2 0
z1,m1−1 0 y1,m1−2 x1,m1−1 y1,m1−1
z1,m1 z2,0 y1,m1−1 x1,m1
z1,m1+1 z2,1 x2,1 y2,1
0 z2,2 y2,1 x2,2
. . .
...
... 0
. . .
. . . y2,m2−1
0 z2,m2 y2,m2−1 x2,m2


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By definition, the matrix ΛX,Y,Zm1,m2 is given by


x1 0 z1,1 z1,2 · · · z1,m1 z1,m1+1 0 · · · 0
0 0 0 0 · · · 0 0 0 · · · 0
z1,1 0 x1,1 y1,1
z1,2 0 y1,1 x1,2
. . .
...
...
. . .
. . . y1,m1−1
z1,m1 0 y1,m1−1 x1,m1 0
z1,m1+1 0 x2,1 y2,1
0 0 y2,1 x2,2
. . .
...
... 0
. . .
. . . y2,m2−1
0 0 y2,m2−1 x2,m2


Now, we give a lemma to demonstrate the recurrence relation for polynomial λm1,m2(z).
Lemma 3.1. For any m1 > 1,m2 > 2, the following recurrence relation holds for λm1,m2(z)
λm1,m2(z) = (1 + 2z)λm1,m2−1(z) + 4z
2λm1,m2−2(z) (3.1)
with initial conditions λm1,0(z) = φm1+1(z), λm1,1(z) = (1 + 2z)φm1+1(z) + 2
m1+1z2Lm1(z)
Proof. There are 4 different choices of values for (x2,m2 , y2,m2−1),m2 > 3.
Cases Contributions to λm1,m2(z)
1 : (x2,m2 , y2,m2−1) = (0, 0) λm1,m2−1(z)
2 : (x2,m2 , y2,m2−1) = (1, 0) zλm1,m2−1(z)
3 : (x2,m2 , y2,m2−1) = (0, 1) 4z
2λm1,m2−2(z)
4 : (x2,m2 , y2,m2−1) = (1, 1) zλm1,m2−1(z)
Combining cases 1-4, one arrives at (3.1).
By direct computation, one sees that
{
λm1,1(z) = (1 + 2z)φm1+1(z) + 2
m1+1z2Lm1(z),
λm1,2(z) = (1 + 2z)λm1,1(z) + 4z
2φm1+1(z).
So, this theorem holds with m2 = 2.
We have the recurrence relation for Em1,m2(z).
Theorem 3.2. For any m1 > 1,m2 > 2, the following recurrence relation holds for Em1,m2(z),
Em1,m2(z) = (1 + 4z)Em1,m2−1(z) + 16z
2Em1,m2−2(z) + 2
m2+3z2λm1,m2−1(z) (3.2)
with initial conditions Em1,0(z) = 2φm1+2(z), Em1,1(z) = 2φm1+3(z).
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Proof. The initial conditions come from (2.4) and Theorem 2.7.
Consider the overlap matrix ∆X,Y,Zm1,m2 of graph Hm1,m2 . Since there are eight different choices of
values for (x2,m2 , y2,m2−1, z2,m2),
Cases Contributions to δm1,m2(z)
1 : (x2,m2 , y2,m2−1, z2,m2) = (0, 0, 0) δm1,m2−1(z)
2 : (x2,m2 , y2,m2−1, z2,m2) = (1, 0, 0) zδm1,m2−1(z)
3 : (x2,m2 , y2,m2−1, z2,m2) = (0, 1, 0) 8z
2δm1,m2−2(z)
4 : (x2,m2 , y2,m2−1, z2,m2) = (0, 0, 1) 2
m2+2z2λm1,m2−1(z)
5 : (x2,m2 , y2,m2−1, z2,m2) = (0, 1, 1) 8z
2δm1,m2−2(z)
6 : (x2,m2 , y2,m2−1, z2,m2) = (1, 1, 0) zδm1,m2−1(z)
7 : (x2,m2 , y2,m2−1, z2,m2) = (1, 0, 1) zδm1,m2−1(z)
8 : (x2,m2 , y2,m2−1, z2,m2) = (1, 1, 1) zδm1,m2−1(z)
one arrives at
δm1,m2(z) = (1 + 4z)δm1,m2−1(z) + 16z
2δm1,m2−2(z) + 2
m2+2z2λm1,m2−1(z).
Combing the above equality with Theorem 2.7, the proof is completed.
3.2 The computation of Em1,··· ,mk(z).
Before we give a recurrence relation for Em1,··· ,mk(z), we introduce a lemma.
Lemma 3.3. The following recurrence relation holds for the polynomial λm1,m2,··· ,mk(z) (k > 3,m1, · · · ,mk−1 >
1,mk > 2),
λm1,m2,··· ,mk−1,mk(z) = (1 + 2z)λm1,m2,··· ,mk−1,mk−1(z) + 4z
2λm1,m2,··· ,mk−1,mk−2(z) (3.3)
with the initial conditions
λm1,··· ,mk−1,0(z) =
1
2
Em1,··· ,mk−1(z),
λm1,··· ,mk−1,1(z) =
1 + 2z
2
Em1,··· ,mk−1(z) + 2
mk−1+3z2 · λm1,··· ,mk−1(z).
Proof. There are 4 different combinations of values for the variables (xk,mk , yk,mk−1) :
Cases Contributions to λm1,m2,··· ,mk(z)
1 : (xk,mk , yk,mk−1) = (0, 0) λm1,m2,··· ,mk−1,mk−1(z)
2 : (xk,mk , yk,mk−1) = (1, 0) zλm1,m2,··· ,mk−1,mk−1(z)
3 : (xk,mk , yk,mk−1) = (0, 1) 4z
2λm1,m2,··· ,mk−1,mk−2(z)
4 : (xk,mk , yk,mk−1) = (1, 1) zλm1,m2,··· ,mk−1,mk−1(z)
Combining cases 1-4, (3.3) holds with mk > 3.
By direct calculating, one sees that
λm1,m2,··· ,mk−1,1(z) = (1 + 2z)δm1,··· ,mk−1(z) + 2
mk−1+3z2 · λm1,··· ,mk−1(z)
=
1 + 2z
2
Em1,··· ,mk−1(z) + 2
mk−1+3z2 · λm1,··· ,mk−1(z),
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λm1,m2,··· ,mk−1,2(z) = (1 + 2z)λm1,m2,··· ,mk−1,1(z) + 4z
2δm1,··· ,mk−1(z)
= (1 + 2z)λm1,m2,··· ,mk−1,1(z) + 2z
2Em1,··· ,mk−1(z)
which implies (3.3) holds with mk = 2, that is the initial conditions hold.
We have the following recurrence relation for Em1,··· ,mk(z).
Theorem 3.4. The polynomial Em1,··· ,mk(z)(m1, · · · ,mk−1 > 1,mk > 2) satisfies the recurrence
relation
Em1,··· ,mk(z) = (1 + 4z)Em1,··· ,mk−1,mk−1(z) + 16z
2Em1,··· ,mk−1,mk−2(z)
+ 2mk+3z2λm1,··· ,mk−1,mk−1(z)
(3.4)
with the initial conditions Em1,··· ,mk−1,0(z) = Em1,··· ,mk−1+1(z), Em1,··· ,mk−1,1(z) = Em1,··· ,mk−1+2(z).
Before the proof of Theorem 3.4, we explain here how to calculate Em1,··· ,mk(z).
Remark 3.5. Fix m1, · · · ,mk. We will use iteration to calculate
λm1,··· ,mk−1,mk(z), Em1,··· ,mk−1,mk(z), Em1,··· ,mk−1,mk+1(z), Em1,··· ,mk−1,mk+2(z). (3.5)
First, in Lemma 3.1 and Theorem 3.2, we get the values of
λm1,m2(z), Em1,m2(z), Em1,m2+1(z), Em1,m2+2(z).
Assume that we have already get the values of (3.5) for k 6 ℓ − 1. Using Lemma 3.3, the values of
λm1,··· ,mℓ−1,i(z), 0 6 i 6 mℓ are obtained. Then, by Theorem 3.4, one arrives at the values of
Em1,··· ,mℓ−1,mℓ(z), Em1,··· ,mℓ−1,mℓ+1(z), Em1,··· ,mℓ−1,mℓ+2(z).
By the above arguments, we can get the explicit expression for Em1,··· ,mk−1,mk(z).
3.3 Proof of Theorem 3.4
Proof. Noting Hm1,··· ,mk−1,0 = Hm1,··· ,mk−1+1 and Proposition1.1-Proposition 1.3, one sees that the
initial conditions hold. So, we only need to prove (3.4).
Consider the overlap matrix ∆X,Y,Zm1,··· ,mk of graph Hm1,··· ,mk . There are the following eight different
combinations of values for the variables xk,mk , yk,mk−1 and zk,mk .
Case 1: (xk,mk , yk,mk−1, zk,mk) = (0, 0, 0). One easily sees that this case contributes to δm1,m2,··· ,mk(z)
by a term δm1,m2,··· ,mk−1(z).
Case 2:(xk,mk , yk,mk−1, zk,mk) = (0, 0, 1). If zk,0 = 1, we add row −1 to row −(mk + 1) and then
add column −1 to column−(mk + 1) . Here row(column) −ℓ denotes the row ℓ counting from the
last row(column). Making similar operations for zk,1, · · · , zk,mk−1 and xk, yk−1, the resulting matrix
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is given by


0
0
L
x0,y0
k−1
.
.
.
0
0
0 0 · · · 0 0 0
MT1 · · · M
T
k−1
0 0 · · · 0 0 0
0 0 · · · 0 0 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 · · · 0 0 0
zk−1,mk−1+1
0 · · · 0 0 0
0 0 · · · 0 0 1
M1 L
x1,y1
m1
...
. . . 0
Mk−1 L
xk−1,yk−1
mk−1
0 0 · · · 0 zk−1,mk−1+1
0
0 0 · · · 0 0 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 · · · 0 0 0
0 0 · · · 0 0 0
0 0 · · · 0 0 1
0
xk,1 yk,1
yk,1 xk,2
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. yk,mk−2
yk,mk−2
xk,mk−1
0
0 0


Since there are 2mk+2 choices of values for zk,0, · · · , zk,mk−1 and xk, yk−1, this case contributes a term
2mk+2z2λm1,m2,··· ,mk−1,mk−1(z).
Case 3: (xk,mk , yk,mk−1, zk,mk) = (1, 0, 0). This case contributes a term zδm1,m2,··· ,mk−1(z).
Case 4: (xk,mk , yk,mk−1, zk,mk) = (0, 1, 0). If zk,mk−1 = 1, we add row −1 to row k, then we
add the column −1 to the column k. We make similar operations for xk,mk−1, yk,mk−2 and get the
following matrix.


0
0
L
x0,y0
k−1
.
.
.
0
yk−1
0 0 · · · 0 yk−1 xk
MT1 · · · M
T
k−1
0 0 · · · 0 0 0
0 0 · · · 0 0 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 · · · 0 0 0
zk−1,mk−1+1
0 · · · 0 0 0
zk,1 zk,2 · · · zk,mk−2
0 0
M1 L
x1,y1
m1
.
.
.
.
.
. 0
Mk−1 L
xk−1,yk−1
mk−1
0 0 · · · 0 zk−1,mk−1+1
zk,1
0 0 · · · 0 0 zk,2
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 · · · 0 0 zk,mk−2
0 0 · · · 0 0 0
0 0 · · · 0 0 0
0
xk,1 yk,1
yk,1 xk,2
.
.
.
.
.
.
.
.
. yk,mk−3
yk,mk−3
xk,mk−2
0
0 0 1
1 0


Since there are 23 different choices of values for the variables xk,mk−1, yk,mk−2, zk,mk−1, it contributes
a term 8z2δm1,m2,··· ,mk−1,mk−2(z).
Case 5: (xk,mk , yk,mk−1, zk,mk) = (0, 1, 1). We add row −2 to row k and add column −2 to column
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k. We get the following matrix.


0
0
0
L
x0,y0
k−1
.
.
.
0
yk−1
0 0 0 · · · 0 yk−1 xk
MT1 · · · M
T
k−1
0 0 · · · 0 0 0 0
0 0 · · · 0 0 0 0
0 0 · · · 0 0 0 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 · · · 0 0 0 0
zk−1,mk−1+1
0 · · · 0 0 0 0
zk,1 zk,2 · · · zk,mk−3
z∗k,mk−2
z∗k,mk−1
0
M1 L
x1,y1
m1
.
.
.
.
.
. 0
Mk−1 L
xk−1,yk−1
mk−1
0 0 0 · · · 0 zk−1,mk−1+1
zk,1
0 0 0 · · · 0 0 zk,2
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 0 · · · 0 0 zk,mk−3
0 0 0 · · · 0 0 z∗k,mk−2
0 0 0 · · · 0 0 z∗k,mk−1
0 0 0 · · · 0 0 0
0
xk,1 yk,1
yk,1 xk,2
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. yk,mk−3
yk,mk−3
xk,mk−2
yk,mk−2
yk,mk−2
xk,mk−1
1
1 0


where z∗k,mk−2 = zk,mk−2+yk,mk−2 and z
∗
k,mk−1
= zk,mk−1+xk,mk−1. If yk,mk−2 = 1, we add row −1
to row −3 and then add column −1 to column−3. We make similar discussions for xk,mk−1, z
∗
k,mk−1
and transform the matrix ∆X,Y,Zm1,··· ,mk into the following form


0
0
0
L
x0,y0
k−1
.
.
.
0
yk−1
0 0 0 · · · 0 yk−1 xk
MT1 · · · M
T
k−1
0 0 · · · 0 0 0 0
0 0 · · · 0 0 0 0
0 0 · · · 0 0 0 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 · · · 0 0 0 0
zk−1,mk−1+1
0 · · · 0 0 0 0
zk,1 zk,2 · · · zk,mk−3
z∗k,mk−2
0 0
M1 L
x1,y1
m1
.
.
.
.
.
. 0
Mk−1 L
xk−1,yk−1
mk−1
0 0 0 · · · 0 zk−1,mk−1+1
zk,1
0 0 0 · · · 0 0 zk,2
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 0 · · · 0 0 zk,mk−3
0 0 0 · · · 0 0 z∗k,mk−2
0 0 0 · · · 0 0 0
0 0 0 · · · 0 0 0
0
xk,1 yk,1
yk,1 xk,2
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. yk,mk−3
yk,mk−3
xk,mk−2
0
0 0 1
1 0


Since there are 23 possible choices of values for xk,mk−1, yk,mk−2, zk,mk−1, this case contributes a term
8z2δm1,m2,··· ,mk−1,mk−2(z).
Case 6: (xk,mk , yk,mk−1, zk,mk) = (1, 1, 0). We add row −1 to row −2 and add column −1 to
column−2. Then, one sees that it contributes a term zδm1,m2,··· ,mk−1,mk−1(z).
Case 7: (xk,mk , yk,mk−1, zk,mk) = (1, 0, 1). We add row −1 to row k and then add column −1 to
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columnk. it contributes a term zδm1,m2,··· ,mk−1,mk−1(z).
Case 8: (xk,mk , yk,mk−1, zk,mk) = (1, 1, 1). We add row −1 to the rows −2, k and then add column
−1 to the columns −2, k respectively. Then, it contributes a term zδm1,m2,··· ,mk−1,mk−1(z).
Combining cases 1-8, we obtain
δm1,m2,··· ,mk(z) = (1 + 4z)δm1,··· ,mk−1,mk−1(z) + 16z
2δm1,··· ,mk−1,mk−2(z)
+ 2mk+2z2λm1,··· ,mk−1,mk−1(z).
Combing the above equality with Theorem 2.7, one gets (3.4).
Recall that the definition of εm1,··· ,mk(j) is given in subsection 1.3.
Theorem 3.6. For any k > 2 and positive integers m1, · · · ,mk, we have εm1,··· ,mk(0) = 2 and
εm1,··· ,mk(1) = 8(m1 +m2 + · · ·+mk + k)− 10.
Proof. For any m1, · · · ,mk > 1, obviously, we have εm1,··· ,mk(0) = 2. We use induction on k to prove
εm1,··· ,mk(1) = 8(m1 +m2 + · · ·+mk + k)− 10. (3.6)
First, we claim that, for k = 2, (3.6) holds. By Proposition 2.9, one sees that
{
φn+1[1] = φn[1] + 4,
φ2[1] = 3
which yields
φn[1] = 3 + 4(n− 2) = 4n− 5. (3.7)
Furthermore, using Theorem 3.2, we have
εm1,m2(1) = εm1,m2−1(1) + 8, εm1,1(1) = 2φm1+3[1] = 8m1 + 14,
which implies that εm1,m2(1) = εm1,1(1) + 8(m2− 1) = 8m1 +14+ 8(m2 − 1) = 8(m1 +m2 +2)− 10.
Therefore, (3.6) holds with k = 2.
Assume (3.6) holds for any m1, · · · ,mk−1 > 1. By Theorem 3.4, one easily sees that
{
εm1,··· ,mk−1,mk(1) = εm1,··· ,mk−1,mk−1(1) + 8,
εm1,··· ,mk−1,1(1) = εm1,··· ,mk−1+2(1).
Furthermore, by induction, we have
εm1,··· ,mk−1,mk(1) = εm1,··· ,mk−1,1(1) + 8(mk − 1) = εm1,··· ,mk−1+2(1) + 8(mk − 1)
= 8(m1 + · · ·+mk−2 +mk−1 + 2 + k − 1)− 10 + 8(mk − 1)
= 8(m1 + · · ·+mk−2 +mk−1 +mk + k)− 10
which completes the proof of (3.6).
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With a similar method, one has the following results.
Theorem 3.7. For any k > 2 and m1, · · · ,mk > 1, εm1,··· ,mk(2) = 8
∑k
i=1
(
− 9+4i+(−3+4i)mi+
2m2i
)
+ 2
∑k
i=2(2
mi+3 + 3 · 2mi−1+3)− 2m1+5 + 32
∑k
i=2
∑i−1
j=1(mjmi +mj).
4 The generating functions for graphs Hm1,··· ,mk .
For i = 0, 1, 2, 3, we define
λi(t1, t2, · · · , tk, z) =
∑
m1,m2,··· ,mk−1>1,mk>i
2mkλm1,m2,··· ,mk(z)t
m1
1 t
m2
2 · · · t
mk
k
E i(t1, t2, · · · , tk, z) =
∑
m1,m2,··· ,mk−1>1,mk>i
Em1,m2,··· ,mk(z)t
m1
1 t
m2
2 · · · t
mk
k
and L∗(t, z) =
∑
m>1 2
mLm(z)t
m.
In subsection 4.1, we give the computations of λ1(t1, t2, z), λ
2(t1, t2, z), E
1(t1, t2, z), and E
2(t1, t2, z).
In subsection 4.2, we list some lemmas. These lemmas demonstrate the relations between
λi(t1, t2, · · · , tk, z), i = 0, 1, 2, E
i(t1, t2, · · · , tk, z), i = 0, 1, 2, 3.
Using these lemmas in subsections 4.1,4.2, we compute the following functions in subsection 4.3,
λ1(t1, · · · , tk, z), λ
2(t1, t2, · · · , tk, z), E
1(t1, t2, · · · , tk, z), E
2(t1, · · · , tk, z).
4.1 The computations of λ1(t1, t2, z), λ
2(t1, t2, z), E
1(t1, t2, z), E
2(t1, t2, z)
First, one easily sees the following lemma hold.
Lemma 4.1. one has L∗(t, z) = 8z
2t2+2t(1+z)
−16z2t2−(4z+2)t+1 .
The expressions of (λ1(t1, t2, z), λ
2(t1, t2, z)) and (E
1(t1, t2, z), E
2(t1, t2, z)) are given by the fol-
lowing two lemmas .
Lemma 4.2. We have
λ1(t1, t2, z) =
(2t2 + 4zt2 + 16z
2t22)t
−1
1 φ(t1, z) + 4z
2t2L
∗(t1, z)
1− 2t2 − 4zt2 − 16z2t22
,
λ2(t1, t2, z) = λ
1(t1, t2, z)− 2t2t
−1
1 (2z + 1)φ(t1, z)− 4z
2t2L
∗(t1, z),
where the function φ is given by Proposition 2.9.
Proof. By Lemma 3.1, we have
∑
m1>1,m2>2
tm11 t
m2
2 2
m2λm1,m2(z) =
∑
m1>1,m2>2
tm11 t
m2
2 · 2
m2(1 + 2z)λm1,m2−1(z)
+
∑
m1>1,m2>2
tm11 t
m2
2 · 2
m2+2z2λm1,m2−2(z).
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That is
λ1(t1, t2, z)−
∑
m1>1
tm11 t2 · 2
1λm1,1(z)
= (1 + 2z)2t2λ
1(t1, t2, z) + 16z
2t22
∑
m1>1,m2>0
tm11 t
m2
2 · 2
m2λm1,m2(z)
= (1 + 2z)2t2λ
1(t1, t2, z) + 16z
2t22
[
λ1(t1, t2, z) +
∑
m1>1
λm1,0(z)t
m1
1
]
.
Therefore, by Lemma 3.1, one sees that
λ1(t1, t2, z) =
1
1− 2t2 − 4zt2 − 16z2t22
[
2t2
∑
m1>1
tm11 λm1,1(z) + 16z
2t22
∑
m1>1
λm1,0(z)t
m1
1
]
=
1
1− 2t2 − 4zt2 − 16z2t22
[
2t2
∑
m1>1
tm11
(
(2z + 1)φm1+1(z) + 2
m1+1z2Lm1(z)
)
+16z2t22
∑
m1>1
φm1+1(z)t
m1
1
]
=
1
1− 2t2 − 4zt2 − 16z2t22
[
(2t2 + 4zt2 + 16z
2t22)t
−1
1 φ(t1, z) + 4z
2t2L
∗(t1, z)
]
.
Now, we consider the computation of λ2(t1, t2, z). By Lemma 3.1, it holds that
λ2(t1, t2, z) = λ
1(t1, t2, z)−
∑
m1>1
tm11 t2 · 2λm1,1(z)
= λ1(t1, t2, z)− 2t2
∑
m1>1
tm11
(
(2z + 1)φm1+1(z) + 2
m1+1z2Lm1(z)
)
= λ1(t1, t2, z)− 2t2t
−1
1 (2z + 1)φ(t1, z)− 4z
2t2L
∗(t1, z).
Lemma 4.3. We have
E1(t1, t2, z) =
(32z2t−21 t
2
2 + 2t
−3
1 t2)φ(t1, z) + 16z
2t2λ
1(t1, t2, z)
1− t2 − 4zt2 − 16z2t22
−
(8z2 + 6z + 2)t−11 t2 + (56z
3 + 56z2 + 14z + 2)t2 + 32z
2t22(4z
2 + 3z + 1)
1− t2 − 4zt2 − 16z2t22
,
E2(t1, t2, z) = E
1(t1, t2, z)− 2t
−3
1 t2φ(t1, z) + (8z
2 + 6z + 2)t−11 t2 + (56z
3 + 56z2 + 14z + 2)t2.
Proof. By Theorem 3.2, one sees that
E2(t1, t2, z) =
∑
m1>1,m2>2
Em1,m2(z)t
m1
1 t
m2
2
=
∑
m1>1,m2>2
(1 + 4z)Em1,m2−1(z)t
m1
1 t
m2
2 +
∑
m1>1,m2>2
16z2Em1,m2−2(z)t
m1
1 t
m2
2
+
∑
m1>1,m2>2
2m2+3z2λm1,m2−1(z)t
m1
1 t
m2
2
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= (1 + 4z)t2E
1(t1, t2, z) + 16z
2t22
[
E1(t1, t2, z) +
∑
m1>1
Em1,0(z)t
m1
1
]
+ 16z2t2λ
1(t1, t2, z)
= (1 + 4z)t2E
1(t1, t2, z) + 16z
2t22
[
E1(t1, t2, z) + 2
∑
m1>1
φm1+2(z)t
m1
1
]
+ 16z2t2λ
1(t1, t2, z)
= 16z2t22
[
E1(t1, t2, z) + 2t
−2
1
(
φ(t1, z)− (4z
2 + 3z + 1)t21
)]
+ (1 + 4z)t2E
1(t1, t2, z)
+16z2t2λ
1(t1, t2, z)
= (t2 + 4zt2 + 16z
2t22)E
1(t1, t2, z) + 32z
2t22
(
φ(t1, z)t
−2
1 − (4z
2 + 3z + 1)
)
+16z2t2λ
1(t1, t2, z). (4.1)
On the other hand, it also holds that
E2(t1, t2, z) =
∑
m1>1,m2>2
Em1,m2(z)t
m1
1 t
m2
2
= E1(t1, t2, z)−
∑
m1>1
Em1,1(z)t
m1
1 t2 = E
1(t1, t2, z)− 2
∑
m1>1
φm1+3(z)t
m1
1 t2
= E1(t1, t2, z)− 2
∑
m1>−1
φm1+3(z)t
m1
1 t2 + 2(4z
2 + 3z + 1)t−11 t2 + 2(28z
3 + 28z2 + 7z + 1)t2
= E1(t1, t2, z)− 2t
−3
1 t2φ(t1, z) + 2(4z
2 + 3z + 1)t−11 t2 + 2(28z
3 + 28z2 + 7z + 1)t2. (4.2)
Combining (4.2) with (4.1), we finish the proof.
4.2 Some lemmas
In this subsection, we list some lemmas used in subsection 4.3.
Lemma 4.4. For k > 3, we have λ1(t1, t2, · · · , tk, z) = λ
0(t1, t2, · · · , tk, z)−
E
1(t1,t2,··· ,tk−1,z)
2 .
Proof. By Lemma 3.3, we obtain
λ1(t1, t2, · · · , tk, z) =
∑
m1,m2,··· ,mk−1>1,mk>1
2mkλm1,m2,··· ,mk(z)t
m1
1 t
m2
2 · · · t
mk
k
= λ0(t1, t2, · · · , tk, z)−
∑
m1,m2,··· ,mk−1>1
λm1,m2,··· ,mk−1,0(z)t
m1
1 t
m2
2 · · · t
mk−1
k−1
= λ0(t1, t2, · · · , tk, z)−
∑
m1,m2,··· ,mk−1>1
Em1,m2,··· ,mk−1(z)
2
tm11 t
m2
2 · · · t
mk−1
k−1
= λ0(t1, t2, · · · , tk, z)−
E1(t1, t2, · · · , tk−1, z)
2
.
Lemma 4.5. For any k > 3, we have λ2(t1, t2, · · · , tk, z) = λ
1(t1, t2, · · · , tk, z)− tk(1 + 2z)E
1(t1, · · ·
, tk−1, z)− 16z
2tkλ
1(t1, · · · , tk−1,z).
Proof. With the help of Lemma 3.3, we obtain
λ2(t1, t2, · · · , tk, z)
=
∑
m1,m2,··· ,mk−1>1,mk>2
2mkλm1,m2,··· ,mk(z)t
m1
1 t
m2
2 · · · t
mk
k
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= λ1(t1, t2, · · · , tk, z)− 2tk
∑
m1,m2,··· ,mk−1>1
λm1,m2,··· ,mk−1,1(z)t
m1
1 t
m2
2 · · · t
mk−1
k−1
= λ1(t1, t2, · · · , tk, z)
−2tk
∑
m1,m2,··· ,mk−1>1
[1 + 2z
2
Em1,··· ,mk−1(z) + 2
mk−1+3z2 · λm1,··· ,mk−1(z)
]
tm11 t
m2
2 · · · t
mk−1
k−1
= λ1(t1, t2, · · · , tk, z)− tk(1 + 2z)E
1(t1, t2, · · · , tk−1, z)− 16z
2tkλ
1(t1, t2, · · · , tk−1, z).
Lemma 4.6. For any k > 3, we have
λ2(t1, t2, · · · , tk, z) = (2 + 4z)tkλ
1(t1, t2, · · · , tk, z) + 16z
2t2kλ
0(t1, t2, · · · , tk, z).
Proof. Using (3.3), we have
∑
m1,··· ,mk−1>1,mk>2
tm11 t
m2
2 · · · t
mk
k · 2
mkλm1,m2,··· ,mk−1,mk(z)
=
∑
m1,··· ,mk−1>1,mk>2
tm11 t
m2
2 · · · t
mk
k · 2
mk(1 + 2z)λm1,m2,··· ,mk−1,mk−1(z)
+
∑
m1,··· ,mk−1>1,mk>2
tm11 t
m2
2 · · · t
mk
k · 2
mk4z2λm1,m2,··· ,mk−1,mk−2(z).
That is λ2(t1, t2, · · · , tk, z) = (2 + 4z)tkλ
1(t1, t2, · · · , tk, z) + 16z
2t2kλ
0(t1, t2, · · · , tk, z).
Lemma 4.7. For any k > 3, we have
E2(t1, t2, · · · , tk, z) = (1+4z)tkE
1(t1, t2, · · · , tk, z)+16z
2t2kE
0(t1, · · · , tk, z)+16z
2tkλ
1(t1, t2, · · · , tk, z).
Proof. By Theorem 3.4, we have
E2(t1, t2, · · · , tk, z) =
∑
m1,m2,··· ,mk−1>1,mk>2
Em1,m2,··· ,mk(z)t
m1
1 t
m2
2 · · · t
mk
k
= (1 + 4z)
∑
m1,m2,··· ,mk−1>1,mk>2
Em1,··· ,mk−1,mk−1(z)t
m1
1 t
m2
2 · · · t
mk
k
+16z2
∑
m1,m2,··· ,mk−1>1,mk>2
Em1,··· ,mk−1,mk−2(z)t
m1
1 t
m2
2 · · · t
mk
k
+
∑
m1,m2,··· ,mk−1>1,mk>2
2mk+3z2λm1,··· ,mk−1,mk−1(z)t
m1
1 t
m2
2 · · · t
mk
k
= (1 + 4z)tkE
1(t1, t2, · · · , tk, z) + 16z
2t2kE
0(t1, t2, · · · , tk, z) + 16z
2tkλ
1(t1, t2, · · · , tk, z)
which completes the proof.
Lemma 4.8. For k > 3, one has
E3(t1, t2, · · · , tk, z) = (1+4z)tkE
2(t1, t2, · · · , tk, z)+16z
2t2kE
1(t1, · · · , tk, z)+16z
2tkλ
2(t1, t2, · · · , tk, z).
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Proof. By Theorem 3.4, one arrives at that
E3(t1, t2, · · · , tk, z) =
∑
m1,m2,··· ,mk−1>1,mk>3
Em1,m2,··· ,mk(z)t
m1
1 t
m2
2 · · · t
mk
k
= (1 + 4z)
∑
m1,m2,··· ,mk−1>1,mk>3
Em1,··· ,mk−1,mk−1(z)t
m1
1 t
m2
2 · · · t
mk
k
+16z2
∑
m1,m2,··· ,mk−1>1,mk>3
Em1,··· ,mk−1,mk−2(z)t
m1
1 t
m2
2 · · · t
mk
k
+
∑
m1,m2,··· ,mk−1>1,mk>3
2mk+3z2λm1,··· ,mk−1,mk−1(z)t
m1
1 t
m2
2 · · · t
mk
k
= (1 + 4z)tkE
2(t1, t2, · · · , tk, z) + 16z
2t2kE
1(t1, t2, · · · , tk, z) + 16z
2tkλ
2(t1, t2, · · · , tk, z).
Lemma 4.9. We have E1(t1, t2, · · · , tk, z) = E
0(t1, t2, · · · , tk, z)− t
−1
k−1E
2(t1, t2, · · · , tk−1, z).
Proof. Noting these initial conditions in Theorem 3.4, one easily sees that
E1(t1, t2, · · · , tk, z)
=
∑
m1,m2,··· ,mk−1>1,mk>1
Em1,m2,··· ,mk(z)t
m1
1 t
m2
2 · · · t
mk
k
=
∑
m1,m2,··· ,mk−1>1,mk>0
Em1,m2,··· ,mk(z)t
m1
1 t
m2
2 · · · t
mk
k −
∑
m1,m2,··· ,mk−1>1
Em1,m2,··· ,mk−1,0(z)t
m1
1 t
m2
2 · · · t
mk−1
k−1
= E0(t1, t2, · · · , tk, z)−
∑
m1,m2,··· ,mk−1>1
Em1,m2,··· ,mk−1+1(z)t
m1
1 t
m2
2 · · · t
mk−1
k−1
= E0(t1, t2, · · · , tk, z)− t
−1
k−1E
2(t1, t2, · · · , tk−1, z).
Lemma 4.10. We have E2(t1, · · · , tk, z) = E
1(t1, · · · , tk, z)− tkt
−2
k−1E
3(t1, · · · , tk−1, z).
Proof. By these initial conditions in Theorem 3.4, we obtain
E2(t1, t2, · · · , tk, z) =
∑
m1,m2,··· ,mk−1>1,mk>2
Em1,m2,··· ,mk(z)t
m1
1 t
m2
2 · · · t
mk
k
=
∑
m1,m2,··· ,mk−1>1,mk>1
Em1,m2,··· ,mk(z)t
m1
1 t
m2
2 · · · t
mk
k
−
∑
m1,m2,··· ,mk−1>1
Em1,m2,··· ,mk−1,1(z)t
m1
1 t
m2
2 · · · t
mk−1
k−1 t
1
k
= E1(t1, t2, · · · , tk, z)− tk
∑
m1,m2,··· ,mk−1>1
Em1,m2,··· ,mk−1+2(z)t
m1
1 t
m2
2 · · · t
mk−1
k−1
= E1(t1, t2, · · · , tk, z)− tkt
−2
k−1E
3(t1, t2, · · · , tk−1, z).
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4.3 The calculation of generating functions
In this subsection, we will demonstrate a recurrence relation between
(λ1(t1, t2, · · · , tk, z), λ
2(t1, t2, · · · , tk, z), E
1(t1, t2, · · · , tk, z), E
2(t1, t2, · · · , tk, z))
and
(λ1(t1, t2, · · · , tk−1, z), λ
2(t1, t2, · · · , tk−1, z), E
1(t1, t2, · · · , tk−1, z), E
2(t1, t2, · · · , tk−1, z)).
In achieve them, we demonstrate two lemmas first.
Lemma 4.11. For k > 3, we have
λ1(t1, t2, · · · , tk, z) =A11(tk, z)λ
1(t1, t2, · · · , tk−1, z) +A12(tk, z)λ
2(t1, t2, · · · , tk−1, z)
+A13(tk, z)E
1(t1, t2, · · · , tk−1, z) + A14(tk, z)E
2(t1, t2, · · · , tk−1, z), (4.3)
λ2(t1, t2, · · · , tk, z) =A21(tk, z)λ
1(t1, t2, · · · , tk−1, z) +A22(tk, z)λ
2(t1, t2, · · · , tk−1, z)
+A23(tk, z)E
1(t1, t2, · · · , tk−1, z) + A24(tk, z)E
2(t1, t2, · · · , tk−1, z), (4.4)
where
A11(tk, z) =
16z2tk
1− 2tk − 4ztk − 16z2t2k
, A12(tk, z) = 0,
A13(tk, z) =
tk(1 + 2z) + 8z
2t2k
1− 2tk − 4ztk − 16z2t2k
, A14(tk, z) = 0,
A21(tk, z) = A11(tk, z)− 16z
2tk, A22(tk, z) = 0,
A23(tk, z) = A13(tk, z)− tk(1 + 2z), A24(tk, z) = 0.
Proof. By Lemmas 4.4, 4.6, one sees that
λ2(t1, t2, · · · , tk, z) = (2tk + 4ztk + 16z
2t2k)λ
1(t1, t2, · · · , tk, z) + 8z
2t2kE
1(t1, t2, · · · , tk−1, z).
Combining the above equality with Lemma 4.5, we get
λ1(t1, · · · , tk, z)
=
tk(1 + 2z)E
1(t1, t2, · · · , tk−1, z) + 16z
2tkλ
1(t1, t2, · · · , tk−1, z) + 8z
2t2kE
1(t1, t2, · · · , tk−1, z)
1− 2tk − 4ztk − 16z2t2k
,
which completes the proof of (4.3). Using Lemma 4.5 again, we get (4.4).
Lemma 4.12. For k > 3, we have
E1(t1, t2, · · · , tk, z) =A31(tk, z)λ
1(t1, t2, · · · , tk−1, z) +A32(tk, z)λ
2(t1, t2, · · · , tk−1, z)
+A33(tk, z)E
1(t1, t2, · · · , tk−1, z) +A34(tk, z)E
2(t1, t2, · · · , tk−1, z), (4.5)
and
E2(t1, t2, · · · , tk, z) =A41(tk, z)λ
1(t1, t2, · · · , tk−1, z) +A42(tk, z)λ
2(t1, t2, · · · , tk−1, z)
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+A43(tk, z)E
1(t1, t2, · · · , tk−1, z) +A44(tk, z)E
2(t1, t2, · · · , tk−1, z), (4.6)
where
A31(tk, z) =
16z2tkA11(tk, z)
1− tk − 4ztk − 16z2t2k
, A32(tk−1, tk, z) =
16z2t−1k−1tk
1− tk − 4ztk − 16z2t2k
,
A33(tk, z) =
16z2tk + 16z
2tkA13(tk, z)
1− tk − 4ztk − 16z2t2k
, A34(tk−1, tk, z) =
(1 + 4z)t−1k−1tk + 16z
2t−1k−1t
2
k
1− tk − 4ztk − 16z2t2k
,
A41(tk, z) = A31(tk, z), A42(tk−1, tk, z) = A32(tk−1, tk, z)− 16z
2t−1k−1tk,
A43(tk, z) = A33(tk, z)− 16z
2tk, A44(tk−1, tk, z) = A34(tk−1, tk, z)− (1 + 4z)t
−1
k−1tk.
Proof. With a help of Lemma 4.7 and Lemma 4.9, one sees
E2(t1, t2, · · · , tk, z) = 16z
2t2kt
−1
k−1E
2(t1, t2, · · · , tk−1, z)
+ (tk + 4ztk + 16z
2t2k)E
1(t1, t2, · · · , tk, z) + 16z
2tkλ
1(t1, t2, · · · , tk, z).
(4.7)
Using Lemmas 4.8, 4.10, we obtain
E2(t1, t2, · · · , tk, z) = −(1 + 4z)t
−1
k−1tkE
2(t1, t2, · · · , tk−1, z) + E
1(t1, t2, · · · , tk, z)
− 16z2tkE
1(t1, t2, · · · , tk−1, z)− 16z
2t−1k−1tkλ
2(t1, t2, · · · , tk−1, z).
(4.8)
Combining (4.7) with (4.3) (4.8), one arrives at that
E1(t1, t2, · · · , tk, z)
=
1
1− tk − 4ztk − 16z2t2k
{[
(1 + 4z)t−1k−1tk + 16z
2t−1k−1t
2
k
]
E2(t1, t2, · · · , tk−1, z)
+16z2tkλ
1(t1, t2, · · · , tk, z) + 16z
2tkE
1(t1, t2, · · · , tk−1, z) + 16z
2t−1k−1tkλ
2(t1, t2, · · · , tk−1, z)
}
,
which finishes the proof of (4.5). Combining (4.5) with (4.8), one arrives at (4.6).
Now, we state our main results in this section
Theorem 4.13. One has


λ1(t1, t2, · · · , tk, z)
λ2(t1, t2, · · · , tk, z)
E1(t1, t2, · · · , tk, z)
E2(t1, t2, · · · , tk, z)

 = A(tk−1, tk, z)


λ1(t1, t2, · · · , tk−1, z)
λ2(t1, t2, · · · , tk−1, z)
E1(t1, t2, · · · , tk−1, z)
E2(t1, t2, · · · , tk−1, z)

 ,
where A(tk−1, tk, z) is a matrix given by


A11(tk, z) A12(tk, z) A13(tk, z) A14(tk, z)
A21(tk, z) A22(tk, z) A23(tk, z) A24(tk, z)
A31(tk, z)A32(tk−1, tk, z)A33(tk, z)A34(tk−1, tk, z)
A41(tk, z)A42(tk−1, tk, z)A43(tk, z)A44(tk−1, tk, z)

 .
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And furthermore, we have


λ1(t1, t2, · · · , tk, z)
λ2(t1, t2, · · · , tk, z)
E1(t1, t2, · · · , tk, z)
E2(t1, t2, · · · , tk, z)

 = A(tk−1, tk, z) · · · · ·A(t2, t3, z) ·


λ1(t1, t2, z)
λ2(t1, t2, z)
E1(t1, t2, z)
E2(t1, , t2, z)

 ,
where the values of λi(t1, t2, z), E
i(t1, t2, z) are given in subsection 4.2.
For any k, by Theorem 4.13, one can derive the expression of E1(t1, t2, · · · , tk, z). Since
Em1,··· ,mk(z) =
1
m1! · · ·mk!
∂m1+···+mkE1(t1, t2, · · · , tk, z)
∂m1t1 ∂
m2
t2
· · · ∂mktk
∣∣∣∣
t1=0,··· ,tk=0
,
we can obtain the expression of Em1,··· ,mk(z) for any fixed m1 > 1, · · · ,mk > 1.
5 Examples
For any m1 > 1, · · · ,mk > 1, by the results in Section 4, one gets the expression of Em1,··· ,mk(z). We
give two examples to demonstrate this.
Example 5.1. Let k = 2. We have
E1,1(z) = 2(1 + 11z + 80z
2 + 212z3 + 208z4),
E1,2(z) = 2(1 + 15z + 156z
2 + 724z3 + 1728z4 + 1472z5),
E2,2(z) = 2(1 + 19z + 248z
2 + 1668z3 + 6704z4 + 13504z5 + 10624z6),
E2,4(z) = 2(1 + 27z + 544z
2 + 5876z3 + 41424z4 + 185472z5 + 520320z6
+813056z7+ 530432z8).
Example 5.2. Let k = 3. We have
E1,1,1(z) = 2(1 + 19z + 264z
2 + 1748z3 + 6800z4 + 13440z5 + 10496z6),
E1,2,3(z) = 2(1 + 31z + 700z
2 + 9028z3 + 79840z4 + 465280z5 + 1800832z6
+4425216z7+ 6236160z8+ 3760128z9),
E2,2,2(z) = 2(1 + 31z + 684z
2 + 8756z3 + 75968z4 + 443456z5 + 1750528z6
+4397056z7+ 6287360z8+ 3813376z9).
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