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Abstract  
 
The data collected by medical and healthcare industry 
is  not  turned  into  useful  information  for    effective 
decision making. Advanced technologies such as On-
Line  Analytical  Processing  (OLAP)  and  data  mining 
can be used by the Decision support systems (DSS) to 
deliver  advanced  capabilities.  This  paper  presents  a 
decision support system which combines the strengths 
of both OLAP and data mining. The system will predict 
the  future  state  and  generate  useful  information  for 
effective  decision-making.  With  data  mining,  doctors 
can  predict  patients  who  might  be  diagnosed  with 
diabetes.  OLAP  provides  a  focused  answer  using 
historical data of concerned patients. The system also 
compares the result of the ID3 and C4.5 decision tree 
algorithms. 
 
1. Introduction  
 
The rapidly emerging field of knowledge discovery 
in  databases  has  grown  significantly  in  the  past  few 
years. This growth is driven by a mix of intimidating 
practical  needs  and  strong  research  interest.  The 
technology  for  computing  and  storage  has  enabled 
people  to  collect  and  store  information  from  a  wide 
range of sources at rates that were, only a few  years 
ago,  considered  unimaginable.  Although  modern 
database  technology  enables  economical  storage  of 
these  large  streams  of  data,  we  do  not  yet  have  the 
technology  to  help  us  analyze,  understand,  or  even 
visualize this stored data. The healthcare Industry faces 
strong  pressures  to  reduce  costs  while  increasing 
quality of services delivered. Oftentimes, information 
produced  is  excessive,  disjointed,  incomplete, 
inaccurate,  in  the  wrong  place,  or  difficult  to  make 
sense [14]. A critical problem facing the industry is the 
lack  of  relevant  and  timely  information  .  As 
information  costs  money,  it  must    adopt  innovative 
approaches  to  attain  operational  efficiency  [2].To 
overcome these issues there has been a lot of research  
in the area of decision support system.  However, they 
still do not provide advanced features to help doctors to 
perform  complex  queries.[2,15].    Some  researchers  
 
 
used neural networks , some of them used OLAP and 
some of them used data mining . But any one of them 
alone cannot provide the rich knowledge environment . 
Advanced  technologies  can  now  generate  a  rich  
 
 
knowledge environment for effective clinical decision 
making.  This paper presents a  combined approach to 
diagnose diabetes which combines the strengths of both 
OLAP and data mining. To the best of our knowledge 
the  following  research  is  the  first  of  its  kind  to  use 
medical diagnosis to predict the type of diabetes and 
the probability and is hence novel and insightful. 
 
2. Problem statement 
 
The OLTP uses relational databases that are suitable 
for  recording  business  transactions.  They  record 
information  in  two  dimensions.  Structured  Query 
Language (SQL) is typically used to access information 
and results are presented in the form of reports which 
doctors use to make clinical decisions. Fig. 1 shows a 
simple OLTP relational schema consisting six tables.  
 
 
Figure1.  A simple OLTP Relational schema 
for clinical database 
Fig.2  shows  a  simple  SQL  query  to  analyze 
relationship between hospitals and patients. OLTP has 
a major drawback. Large amounts of data in normalized 
form require many joins even to answer simple queries. 
For example, to analyze relationships between hospital 
and  patients  ,  the  query  would  require  several  table 
scans  and  multi-way  table  joins  which  can  degrade 
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inner joins across five tables. A real-life database will 
have  many  tables  and  the  time  taken  to  process  the 
joins will be unacceptable. 
 
Query :  
Find the names of diabetic patients admitted to “KN 
hospital” in the months of “May” and “June” 
 
Solution: 
 
Figure 2.  A simple SQL query to analyze 
relationship between hospitals and patients 
 
On-Line Analytical Processing (OLAP) was introduced 
to  overcome  this  problem.  Whereas  OLTP  uses  two 
dimensional tables, OLAP uses multidimensional tables 
called data cubes. OLAP can analyze data in several 
dimensions. It also incorporates query optimization [3-
5]. Users can filter, slice-and-dice, drill-down and roll-
up data to search for relevant information efficiently. 
However, although OLAP provides an efficient means 
of analyzing data, it does not identify the dimensions 
which  may  be  needed  to  answer  a  specific  decision 
problem.  Also,  OLAP  cannot  predict  the  future  state 
based on current characteristics. 
OLAP  can  be  used  to  view  the  data  at  different 
angles  such  as  it  can  be  used  to  project  the  list  of 
patients checked by a particular Doctor in a particular 
month. It alone cannot answer many questions such as 
which patient can be diagnosed with diabetes as it does 
not learn from the data. 
Data  mining  (defined  as  a  process  of  nontrivial 
extraction  of  implicit,  previously  unknown,  and 
potentially useful information from the data stored in a 
database) has now become an important research tool 
[5-7]. It can discover hidden knowledge in the data and 
identify problems along several dimensions [7, 22].  
This  paper  presents  a  clinical  decision  support 
system using OLAP and data mining that can answer 
complex  questions  which  is  not  possible  by  using 
OLAP or data mining alone. 
 
3. Literature review 
 
Our survey covered several areas such as On Line 
Transaction  Processing(OLTP),On-Line  Analytical 
Processing  (OLAP),  Application  of  data  mining  in 
healthcare and, Data Mining and Knowledge Discovery 
in Databases (KDD).  It is revealed that organizations 
generally use OLAP rather than OLTP to build DSS [1, 
3-5,  12,  25].  The  trend  now  is  to  employ  integrated 
approaches.  
Jonathan  et  al.  [17]  used  data  mining  to  identify 
factors  contributing  to  prenatal  outcomes  as  well  as 
quality and cost of prenatal care.  Bansal  et al. [18] 
used recurrent neural networks to predict sales forecast 
for a medical company.  Margaret et al. [19] explored 
the use of artificial neural networks to predict length of 
hospital  stay  and  its  effectiveness  in  resource 
allocation. There was very little discussion on the use 
of data mining in decision support. Hedger [20] used an 
advanced  data  mining  system  to  evaluate  healthcare 
utilization costs for GTE‟s employees and dependents. 
He also explored the use of IDIS (Intelligence Ware) to 
discover factors leading to success or failure in back 
surgeries.  Literature  on  data  warehouse  [2,  12,  16], 
OLAP  [1,  13-15],  data  mining  [7,  8,  10]  and  data  
warehouse  and  OLAP  integration  [3-5]  abounds.  
Parsaye [11] examined the relationship between OLAP 
and  data  mining  and  proposed  an  architecture 
integrating OLAP and data  mining and discussed the 
need for different levels of aggregation for data mining.  
Han [8, 24] explained the need for different levels of 
aggregation for pattern analysis and focused his work 
on  OLAP  mining.  His  study  focused  mainly  on  data 
mining algorithms, not integration of OLAP and data 
mining. 
 
4. The model 
 
A clinical decision-support system is any computer 
program  designed  to  help  healthcare  professionals  to 
make  clinical  decisions.  In  a  sense,  any  computer 
system  that  deals  with  clinical  data  or  knowledge  is 
intended to provide decision support. It is accordingly 
useful  to  consider  three  types  of  decision-support 
functions, ranging from generalized to patient specific. 
Computer-based clinical decision support (CDS) can be 
defined  as  the  use  of the  computer  to  bring  relevant 
knowledge to bear on the health care and well being of 
a patient. OLAP uses several preprocessing operations 
such  as  data  cleaning,  data  transformation,  data 
integration, hence, its output can serve as valuable data 
SELECT p.Name, h.HospitalName 
FROM tblPatient p, tblHospital h, 
tblTime t, tblDiagnosis d, 
tblPhysician y 
WHERE p.PatientID = d.PatientID  AND 
d.TimeID = t.TimeID AND 
d.PhysicianID = y.PhysicianID AND 
y.HospitalID = h.HospitalID AND 
t.day_of_month="MAY" AND 
t.day_of_month="JUNE" AND 
h.HospitalName="KN hospital" 
GROUP BY h.HospitalName 
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drilling, dicing, slicing, pivoting, Filtering  enable users 
to  navigate  data  flexibly,  define  relevant  data  sets, 
analyze  data  at  different  granularities  and  visualize 
results  in  different  structures  [11,  8,  24].  Applying 
these  operations  can  make  data  mining  more 
exploratory. 
 
4.1 OLAP and data mining integration 
 
Data mining and knowledge discovery in databases 
relate  to  the  process  of  extracting  valid,  previously 
unknown  and  potentially  useful  patterns  and 
information  from  raw  data  in  large  databases.  “The 
analogy  of  “mining”  suggests  the  sifting  through  of 
large  amounts  of  low  grade  ore  or  data  to  find 
something  valuable.  It  is  a  multi-  step,  iterative 
inductive process .  It includes such tasks as problem 
analysis, data extraction, data preparation and cleaning, 
data reduction, rule development, output analysis and 
review. 
Online Analytical Processing (OLAP) is the process 
of  projecting  desired  data  from  the  cube  or 
multidimensional data. OLAP techniques can be used 
to  visualize  the  data  cubes  and  identify  interesting 
patterns,  trends,  and  relationships  among  them. 
Visualization operations include, among others, slicing 
and  dicing,  in  which  the  analyst  selects  the  data 
pertinent to a particular decision and uses it to project 
certain  outcomes;  pivoting  (reorienting  data  views); 
rolling up or drilling down (increasing and decreasing 
the level of abstraction);and filtering. Thus, data cubes 
make it easier to use OLAP for large multidimensional 
databases,  and  OLAP  makes  it  easier  to  analyze  the 
data cubes themselves.  
 
Location      All   
 
     
Country  Shrilanka               India     …           
 
 
State   UttarPradesh       Maharashtra   …            
                   
         
City                           Pune       Mumbai      Amravati     
Figure 3. Concept hierarchy for the dimension 
location 
The motivation for an integrated model, OLAP with 
data  mining, is the concept hierarchy. Data in OLAP 
and  decision  tree  are  organized  into  multiple 
dimensions  where  each  dimension  contains  multiple 
levels of abstraction defined by the concept hierarchy 
[8, 28]. The concept hierarchy is illustrated in Fig. 5, 
where  each  member  has  one  root  and  all  members 
between roots have parents and every branch ends with 
a leaf member. OLAP data cubes which store concept 
hierarchies  can  be  used  to  induce  decision  trees  at 
different levels of abstraction [28, 1].  
Once  the  decision  tree  mining  model  is  built,  the 
concept hierarchies can be used to generalize individual 
nodes in the tree, which can then be accessed by OLAP 
operations  and  viewed  at  different  levels  of 
Abstraction. 
 
5. Research  and findings  
 
This  research  demonstrates  how  the  integrated 
approach, OLAP with data mining, provides advanced 
decision  support  compared  to  using  OLAP  or  data 
mining  alone.  The  research  shows  that  by  using  the 
integrated  model    (OLAP  with  data  mining)  it  is 
possible to   
1. Enhance real time indicators like bottlenecks. 
2. Improve visualization to uncover patterns/trends that   
are likely to be missed. 
3.Find out more subtle patterns in data over capabilities 
provided by OLAP or data mining alone. 
 
 
Fig.4  Architecture of Integrated  model (OLAP 
with data mining) 
Fig. 4 shows the architecture of the integrated model 
(OLAP  with  data  mining)  comprising  of  several 
components. It shows four layers .layer 1 contains data 
repository where the actual database is stored . Layer 2 
contains  the  data  cube  i.e.  the  multidimensional 
database.  Layer  3  shows  the  OLAP  operations(slice, 
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data mining queries and procedures.   
When the data is collected, it is first validated and 
cleaned  and is stored in the data warehouse. This data 
in the warehouse is then integrated and filtered to form 
the  data  cube  which  is  also  referred  to  as 
multidimensional cube or OLAP cube. 
      The  data  in  the  data  cube  can  then  be  accessed 
using cube API. The data mining algorithm can use this 
specific data from the data cube to predict and diagnose 
diabetes probability and type of diabetes. It uses OLAP 
operations and the decision tree mining algorithm C4.5. 
The test data validates the effectiveness of the model. 
 
6. System implementation 
 
The stored  data may contain integration anomalies, 
hence  the  data  has  to  be  cleaned  and  checked  for 
integrity. Then  a data cube is created. After that the 
OLAP    and  data  mining  process  starts.  The  cube 
preserves  the  information  and  allows  browsing  at 
different conceptual levels. 
 
 
.   
Fig.5 Overview of  implementation of the system 
 
It serves as the data source for the data mining task. 
Data  mining  can  be  performed  on  any  level  or 
dimension of the  cube.  After the  model is built it is 
stored in the OLAP cube. Each dimension represents 
the rule corresponding to a node in the decision tree 
mining model . OLAP operations explain the different 
states  of  the  system  .  Fig.5  shows  the  overview  of 
implementation of the system.  
 
 
 
 
 
6.1 Data preparation 
 
Data preparation process is roughly divided into data 
selection, data cleaning, formation of new data and data 
formatting.  
 
6.1.1 Select data . A subset of data acquired is selected 
based on the following criteria :  
a)  Data  quality  properties:  completeness  and 
correctness.  
b)  Technical  constraints  such  as  limits  on  data 
volume or data type: this is basically related to data 
mining tools which are planned earlier to be used 
for modeling. 
 
6.1.2  Data  cleaning.  This  step  complements  the 
previous  one.  The  techniques  used  for  data  cleaning 
include:  
a)  Data normalization. decimal scaling into the range 
(0,1),  is  used  but  even  standard  deviation 
normalization  can  also  be  used  as  a  data 
normalization technique. 
b)  Data  smoothing.  Discretization  of  numeric 
attributes is used as data smoothing technique. This 
is  helpful  or  even  necessary  for  logic  based 
methods.  
c)  Treatment of missing values. There is not simple 
and safe solution for the cases where some of the 
attributes  have  significant  number  of  missing 
values.  Generally,  it  is  good  to  experiment  with 
and without these attributes in the modeling phase, 
in order to find out the importance of the missing 
values.  Simple  solutions  are:  a)replacing  all 
missing  values  with  a  single  global  constant, 
b)replace a missing value with its feature mean, c) 
replace a missing value with its feature and class 
mean. If the missing values can be isolated to only 
a  few  features,  then  we  can  try  a  solution  by 
deleting  examples  containing  missing  values,  or 
delete  attributes  containing  most  of  the  missing 
values. The presented system uses the third method 
i.e. replace the missing value with its feature and 
class mean. 
d)  Data reduction. Reasons for data reduction are in 
most cases twofold: either the data may be too big 
for the program, or expected time for obtaining the 
solution might be too long. The techniques for data 
reduction are usually effective but imperfect. The 
most usual step for data dimension reduction is to 
examine the attributes and consider their predictive 
potential.  Some  of  the  attributes  can  usually  be 
discarded, either because they are poor predictors 
or  are  redundant  relative  to  some  other  good 
attribute. Some of the methods for data reduction 
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from  means  and  variances,  b)  using  principal 
component  analysis  c)  merging  features  using 
linear  transform.  The  presented  system  uses  the 
first  approach  i.e.  attribute selection  from  means 
and variances. 
 
6.1.3  New  data  construction.  This  step  represents 
constructive  operations  on  selected  data  which 
includes:  
a)  Derivation  of  new  attributes  from  two  or  more 
existing attributes. 
b)  Generation of new records (samples) . 
c)  Data transformation: data normalization (numerical 
attributes), data smoothing . 
d)  Merging  tables:  joining  together  two  or  more 
tables having different attributes for same objects.  
e)  Aggregations: operations in which new attributes 
are  produced  by  summarizing  information  from 
multiple records and/or tables into new tables with 
"summary" attributes . 
 
6.1.4  Data  formatting.  Final  data  preparation  step 
which  represents  syntactic  modifications  to  the  data 
that do not change its meaning, but are required for the 
data mining task. These include:  
a)  Reordering of the attributes or records. 
b)  Changes  related  to  the  constraints  of  modelling 
tools:  removing  commas  or  tabs,  special 
characters, trimming strings to maximum allowed 
number of characters, replacing special characters 
with allowed set of special characters. 
 
6.2 Construct OLAP cube  
 
 The general idea of the approach is to materialize 
certain  expensive  computations  that  are  frequently 
inquired,  especially  those  involving  aggregate 
functions, such as count, sum, average, max, etc., and 
to store such materialized views in a multidimensional 
database  (called  a  “data  cube”)  for  decision  support, 
knowledge  discovery,  and  many  other  applications. 
Aggregate functions can be pre-computed according to 
the grouping by different sets or subsets of attributes. 
Values  in  each  attribute  may  also  be  grouped  into  a 
hierarchy or a lattice structure. For example, “date” can 
be grouped into “day”, “month”, “quarter”, “year” or 
“week”  which form a lattice structure. Generalization 
and  specialization  can  be  performed  on  a  multiple 
dimensional  data  cube  by  “roll-up”  or  “drill-down” 
operations,  where  a  roll-up  operation  reduces  the 
number  of  dimensions  in  a  data  cube  or  generalizes 
attribute values to high-level concepts, whereas a drill-
down operation does the reverse. Since many aggregate 
functions may often need to be computed  repeatedly in 
data analysis, the storage of pre-computed results in a 
multiple  dimensional  data  cube  may  ensure  fast 
response time and flexible views of data from different 
angles and at different abstraction levels. Once the data 
is validated and cleaned, a data cube is built from the 
data.  
 
6.3 Construct decision tree 
 
Decision tree algorithms ID3 and C4.5 are chosen 
for building decision tree and predicting the probability 
and type of diabetes in a patient. The algorithm C4.5 
represents “supervised learning” models with a known 
output used for comparison of the model output.  It in 
fact, „prunes‟ away certain branches of the tree based 
on their significance . It also adds the discrimination of 
continuous  attributes  ,the  treatment  of  unknown 
attribute  and  production  regulation  ,etc.  The  training 
data is a set S = s1, s2,... of already classified samples. 
Each sample si = xl, x2,... is a vector  where xl,x2,... 
represent  attributes  or  features  of  the  sample.  The 
training data is augmented with a vector C = cl, c2,... 
where cl,c2,... represent the class to which each sample 
belongs.  At each node of the tree, C4.5 chooses one 
attribute of the data that most effectively splits its set of 
samples into subsets enriched in one class or the other. 
Its  criterion  is  the  normalized  information  gain 
(difference  in  entropy)  that  results  from  choosing  an 
attribute  for  splitting  the  data.  The  attribute  with  the 
highest normalized information gain is chosen to make 
the  decision.  The  C4.5  algorithm  then  recurs  on  the 
smaller  sub  lists.  The  system  also  generates  the 
decision tree using the ID3 algorithm and compares the 
trees generated by both the algorithms. 
 
6.3.1  Algorithms.  The  ID3  algorithm  can  be 
summarized as follows: 
1)  Take all unused attributes and count their entropy 
concerning test samples. 
2)  Choose  attribute  for  which  entropy  is  minimum 
(or, equivalently, information gain is maximum) 
3)  Make node containing that attribute. 
 
C4.5 made a number of improvements to ID3. Some of 
these are: 
a)  Handling both continuous and discrete attributes -  
In  order  to  handle  continuous  attributes,  C4.5 
creates a threshold and then splits the list into those 
whose  attribute  value is above the threshold and 
those that are less than or equal to it. 
b)  Handling  training  data  with  missing  attribute 
values -  C4.5 allows attribute values to be marked 
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simply not used in gain and entropy calculations. 
c)  Handling attributes with differing costs.  
d)  Pruning  trees  after  creation  -  C4.5  goes  back 
through the tree once it's been created and attempts 
to remove branches that do not help by replacing 
them with leaf nodes. 
The algorithm C4.5 has three base cases: 
  All the samples in the list belong to the same class. 
When this happens, it simply creates a leaf node 
for the decision tree saying to choose that class. 
  None of the features provide any information gain. 
In this case, the algorithm creates a decision node 
higher up the tree using the expected value of the 
class. 
  Instance  of  previously  unseen  class  encountered. 
Again, it creates a decision node higher up the tree 
using the expected value. 
 
Pseudo code for the algorithm C4.5 is as follows: 
1.  Check for base cases. 
2.  For  each  attribute  a,  Find  the  normalized 
information gain from splitting on „a‟. 
3.  Let  a  best  be  the  attribute  with  the  highest 
normalized information gain. 
4.  Create a decision node that splits on a best. 
5.  Recurs on the sub lists obtained by splitting on a 
best, and add those nodes as children of node. 
The C4.5 algorithm constructs the decision tree with a 
divide-and-conquer  strategy.  In  C4.5,  each  node  in  a 
tree is associated with a set of cases. Also, cases are 
assigned  weights  to  take  into  account  unknown 
attribute  values.  At  the  beginning,  only  the  root  is 
present and associated with the whole training set  and 
with all the case weights equal to 1.0. At each node, the 
divide  and  conquer  algorithm  is  executed,  trying  to 
exploit  the  locally  best  choice,  with  no  backtracking 
allowed. 
6.4.2 Attribute Selection Measure The algorithm ID3 
uses entropy as the attribute selection  measure  while 
C4.5 uses normalized information gain as the attribute 
selection measure or   measure of the goodness of split.  
 
Entropy(D)  is  calculated  as  original  information 
requirement based on just the proportion of classes  , 
given by , 
 
                 m 
Info(D) = - ∑ pi log2 (pi)                                                       (1) 
                  i=1                                            
 
 
 
Information for an attribute A is the new requirement 
obtained after partitioning on attribute A , given by , 
                       
                      v 
Info A (D) =  ∑    |Dj| * Info(Dj)                                            (2)         
                    j=1   |D| 
 
Information Gain is the difference between the original 
information requirement based on just the proportion of 
classes  and  the  new  requirement  obtained  after 
partitioning on attribute A , given by, 
 
 
Gain(A) =Info(D) - Info A (D)                                              (3) 
 
 In other words, Gain(A) is the expected reduction in 
entropy caused by knowing the value of attribute A. In 
analogy with the definition of the entropy of a set, an 
additional parameter is introduced for each test x that 
splits a given set T into subsets Ti, i = 1, 2, . . . , n. 
Split Info is given by, 
 
                           v 
SplitInfoA (D) = - ∑    |Dj| * log2 |Dj|                                    (4) 
                           j=1  |D|            |D|  
 
This represents the potential information generated by 
dividing set T into n subsets Ti.  
Normalized  Information  Gain  or  Gain  Ratio  for 
Attribute A is given by,                                                        
 
 
GainRatio(A) =   Gain(A) / SplitInfo(A)                              (5) 
 
 
The attribute with the highest Normalized Information 
Gain is selected by C4.5 as the split attribute for the 
decision tree . This  attribute minimizes the information 
needed to classify the samples in the resulting partitions 
and reflects the least randomness or impurity in these 
partitions.  Such  an  information-theoretic  approach 
minimizes  the  expected  number  of  tests  needed  to 
classify an object and guarantees that a simple (but not 
necessarily the simplest) tree is found. It is proved by 
experimental data set that the C4.5 algorithm has well-
performed  on  the  training  speed,  classification  and 
accuracy. 
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Table 1.  Sample data set 
ID  Sex 
No. of. 
Times 
Pregnant 
Plasma 
Glucose  
(mg/dL) 
Diastolic 
B.P.      
(mm Hg) 
Skin Fold 
thickness 
(mm) 
2-Hr 
Serum 
Insulin 
(mu U/ml)  
BMI 
(Kg/m
2) 
Diabetes 
Pedigree 
Type 
Diabetes 
Probability 
1  M  -  160.50  59  30.75  142  29.35  2  High 
2  M  -  98.30  68  35.75  66  27.75  1  Low 
3  M  -  128.25  92  32.25  100  28.25  2  Medium 
4  F  1  130.20  50  28.75  121  29.25  2  Medium 
5  F  2  100.25  80  29.25  70  25.25  2  Low 
6  M  -  110.35  86  36.25  73  29.75  2  Low 
7  F  0  170.25  112  27.25  131  30.25  2  High 
8  M  -  185.30  80  33.25  136  29.25  2  High 
9  F  0  140.30  72  28.25  103  27.75  1  Medium 
10  F  1  150.20  90  29.30  107  28.25  2  Medium 
11  M  -  162.2  62  33.75  130  30.35  2  High 
12  M  -  170.3  92  32.30  137  31.75  2  High 
13  F  0  182.5  100  27.75  135  30.75  2  High 
14  M  -  111.75  85  36.35  73.2  29.25  2  Low 
15  M  -  129.25  93  30.25  101  28.25  2  Medium 
 
 
7. Sample data set  
 
A  two-year  sample  dataset  is  created  to  mine  for 
knowledge discovery. The actual dataset contains 768 
instances . The table 1 shows 15 samples of the original 
dataset for the sake of understanding.  It shows the 9 
attributes out of which diabetes probability is the class 
attribute. The other 7 attributes are used for decision 
making by C4.5 algorithm . 
 
8. Observations 
 
With  data  mining,  doctors  can  predict  patients  who 
might be diagnosed with diabetes. OLAP provides a  
focused  answer  using  historical  data.  However,  by 
combining,  we  can  optimize  existing  processes  and 
uncover  more  subtle  patterns,  for  example,  by 
analyzing  patient‟s  demographics.  Table  2  shows  the 
result of prediction of a patient who was diagnosed as 
diabetic with high probability .The system was able to  
display  this  result  in  just  10  ms.  The  system  is  also 
capable  of  generating  the  criteria  wise  report  for  a 
patient such as plasma glucose, skin fold thickness and 
2  HR  serum  insulin  .The  system  can  also  show  the 
different clusters  of the data. The system allows users 
to perform advanced data analyses and ad hoc queries. 
It also generates reports in multiple formats.  
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Diabetes Diagnosis 
ID  Sex 
No. of. 
Times 
Pregnant 
Plasma 
Glucose  
(mg/dL) 
Diastolic 
B.P.      
(mm Hg) 
Skin Fold 
thickness 
(mm) 
2-Hr Serum 
Insulin (mu 
U/ml) 
BMI 
(Kg/m
2) 
Diabetes 
Pedigree 
Type 
Diabetes 
prediction 
100  F  2  175.25  100  29.25  70  29.25  2  High 
 
The  system  also  generates  the  decision  tree  in  two 
different  ways  using  ID3  and  C4.5  algorithms  and 
compares them. From the fig. 8, it is clear that the two 
decision trees that are  
 
formed are different and C4.5 is more precise than ID3 . 
It uses the continuous values of the variables in a very 
efficient way than ID3 algorithm. 
 
 
 
 
Fig. 8  The decision trees developed by ID3 and C4.5 algorithms for the same training data set .  
 
9. Conclusion  
 
This  paper  has  presented  a  clinical  Decision  Support 
System  based on OLAP with data mining to diagnose 
whether a patient can be diagnosed with diabetes with 
probability  high,  low  or  medium.  The  system  is 
powerful because  it discovers hidden patterns in the 
data and can ,  it enhances real-time indicators and  
 
discovers  bottlenecks  and  it  improves  information 
visualization.Further work can be done to enhance the 
system.  For  example,  features  can  be  added  to  allow 
doctors to query data cubes on business questions and 
automatically  translate  these    questions  to  Multi 
Dimensional  eXpression  (MDX)  queries.  The  model 
can also include complex data objects, spatial data and 
multimedia data. Besides decision tree, the use of other 
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also be explored. 
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