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We prove two theorems of N. Kuiper by standard methods of the calculus 
on Banach spaces. Co-sufficiency for O-functions of the r-jet of a real valued 
C’-function of lowest degree r,, > 2 on a Hilbert space follows from Kuiper’s 
condition Q(r) also on a Banach space endowed with smooth partitions of 
unity. A new proof is given of the C’-sufficiency for C’+r-functions, p > r-r,, , 
of the r + p-jet of a Q(r)-function on Hilbert space that also holds on Banach 
space modufo a further condition on the behavior of the function near its 
degenerate critical point. 
1. INTR~DUOTI~N 
In 1967 at the Symposium on Infinite Dimensional Topology, Baton 
Rouge, Louisiana, N. Kuiper [2] proved the following two remarkable 
theorems. 
THEOREM 1. Let f be a Cr real valued function on Hilbert space vanishing 
at the origin. For r0 the least integer for which the polynomial representative fr
of the r-jet off at 0 does not vanish identically (=lowest degree), let r,, > 2. 
If f enjoys property 
Q(r) : 3 positive c, 6 such that 0 < / x 1 < 26 implies 
If ‘WI 2 c I x lT-17 
then f, is Co-su#&nt for CT-functions (r < CD). This means that for any CT- 
function g, sharing the r-jet off there is a Co homeomorphism H, local to the 
origin, with g = fT 0 H. 
THEOREM 2. If the C ~8 function f satisfies Q(r) and p > r - r, then 
f IYP is C%u@cient for Cr+p functions. 
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The purpose of this exposition is to analyse Kuiper’s theorems by reas- 
sembling his proof of Theorem 1 in such a way that the special property of 
Hilbert space can be replaced by the assumption of smooth partitions of 
unity on a Banach space. To prove the analog of Theorem 2 in this context 
requires an artificial condition (*) below, on a vector field, which is easily 
satisfied in the Hilbert context. Modulo this condition we prove Theorem 2 
for Banach space, replacing Kuiper’s original geometrical tool (“microscope” 
charts) by ready made components from the differential calculus [ 1, Chapters 
VIII and X]. 
Our present formulation and proof is primarily a “pedagogical generaliza- 
tion” to Banach space, because at this time we do not know any good examples 
for which our extra condition holds and which do not in fact reduce to the 
Hilbert case. So it remains a problem to discover a Banach space, which is 
not linearly topologically equivalent to Hilbert space, on which Q(r) is a 
“good” condition. Kuiper’s condition Q(T) appears also in [3], where a version 
of Theorem 1 is succinctly proved in the finite dimensional context. The early 
versions of our paper for the Hilbert context were developed in the 1968 
seminar of C. J. Titus at the University of Michigan with the appreciated 
cooperation of Mr. Victor Norton. We are grateful to N. Kuiper for pointing 
out several deficiencies. The present version was first presented in the 
University of Illinois Seminar on Differential Equation and Dynamical 
Systems in the spring of 1969. 
2. RESULTS 
The proof of Theorem 1 in [2] involves only the interaction of two functions 
on Banach space of sufficiently high order contact at their singularity and a 
field along which both functions grow sufficiently rapidly. We express this 
this by formulating Kuiper’s proof of Theorem 1 as follows. 
PROPOSITION 1. Let E be a Banach space so that we may use the mean value 
theorem, the implicit function theorem and the fundamental theorem for ordinary 
ds&rential equations. Given 
(Al) integers p, q, r, with 2 < r, 0 <p, 1 < q <p + r, 
(A2) two Ce real valued functions f, g, on the open disk D(26) about the origin 
of E, vanishing at the origin with 1 f(x) - g(x)1 = o(l x lT+P), (Landau o), 
(A3) a 0 vector $eld N on 0428) = D(2S) - {0}, and constant c > 0 with 
1 N(x)1 < 1 and both f ‘(cc) N(x) and g’(x) N(x) > c 1 x IT-l, 
then, for possibly smaller 6 we have a map 
H : (D(S), Do(S), 0) -+ (D(26), D&26), 0) with properties 
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(Cl) f(x) = gvwh 
(C2) H is of class 0 on D,(6), 
(C3) H’(0) = I (=identity of E), hence H is continuous, and 
(C4) the map H*, obtained with the roles off and g ye-versed and possibly smaller 
6, is a two sided inverse of H. So H is a homeomorphism. 
Before passing to the proof we show that (Al), (A2) and (A3) follow from 
the hypotheses of Theorem 1. The condition Q(Y), which is actually a con- 
dition on the r-jet off, implies that f has an isolated singularity at the origin. 
In the case that E is Hilbert space, let g = fT+, , and in a punctured disk 
about the origin, let N = Vg/l Vg I. Th’ IS unit gradient of g is C” since g is a 
polynomial. For (A2) we have / N(x)/ = 1 and g’(x) N(x) = 1 g’(x)]. From 
Q(r), shrinking c and 6, we have (A3) symmetrically. For E a Banach space 
we may construct N as follows. 
LEMMA 1. Let a Banach space be endowed with 0, q > 1, partitions of 
unity and a scalar C’q function f with isolated singularity at the origin. We may 
construct a 0 vector field N in a punctured neighborhood of the origin, such that 
I NW < 1 andf’WW4 2 i If'Wl. 
Proof. Inspired by [4, $41 we determine a unit vector N, at x wherever 
f’(x) # 0, such that f ‘(x)N% 3 4 If ‘(x)1. By continuity we have 
f ‘(y)Nz 3 4 I f’(y)/ for y in a neighborhood U, of x avoiding the origin. Let 
C vu = 1 be a Cq partition of unity subordinate to a cover {U,> of a punctured 
neighborhood of the origin. Setting N(x) = C ~Jx) N,(,, we see that N 
is 0, that 
I Nx)l d C p)ol(4 I Nz(,, I = C cp&) = 1, 
and thatf’(x)N(x) =CYG~~‘(~N~(~) 3 4 IfWI- 
So we see, assuming Q(Y) on f and assuming that g shares the Y + p jet off, 
that If’(x) - g’(x)1 = o( 1 x I’+“-‘) and so (A3) is again satisfied symmet- 
rically. 
In the Hilbert context, where g = fi+, and N = Vg/l Vg I we may differ- 
entiate N to obtain the formula (N’(x)u, v) = 1 g’(x)/-lg”(x)(N”(x)v, u), 
where Nl = I - N (N, .) is the orthogonal projection for N, which is 
of norm one. Thus, if g satisfies condition Q(Y) with lowest degree 1s > 2 we 
see that 
I N’(x)] = O(] x I’-‘) * O(l x ]r”-“) = O(l x ]-l--r+rO) (Landau 0). (*) 
The proof of Theorem 2 now issues from Proposition 1 after injecting some 
further hypotheses derived from the foregoing discussion. 
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PROPOSITION 2. If in addition to the data of Proposition 1 we have 
(Al+) fw integers 2 < q < Y +p, 2 < r0 < Y, Y - Y” <p, 
(A2+) also 1 f’(x) -g’(x)/ = o(i x lr+D-l) and 1 g”(x)1 = O(l x /“o-~), 
(A3+) ah I g’(x) W4l 3 ik I gWl, 
(A4) and that j N’(x)1 = O(l x I-l-r+ra), 
then, in addition to the conclusions of Proposition 1, we also have 
(C5) I H’(x) - I / = o(1) and so H is a Cl dzfleomorphism also at the origin. 
Note that condition (Al+) imposes an additional burden of smoothness on the 
partition of unity assumed on the Banach space. The integer q is of course 
Y + p in the Hilbert context. 
3. PROOF OF PROPOSITION 1 
Step 1. For each x in 0,(26) obtain a local solution P(s, x) of 
dP/dt = N(P), P(0, x) = x. Since 1 P(s,x) -x 1 < Is / we have, for 
0 < I s 1 < 1 x I < 6, the fundamental inequality 
,,,.,(I-f$ < I P(s, x>I < I x I + I s I < 2. (1) 
Thus, the “escape time” of each solution path is at least I x / in absolute 
value. Hence we actually have a “global solution” 
P : K(S) = {(s, x) I 0 < I s I < I x I < S} - D&26), 
satisfying the differential equation and (1). 
Step 2. On K(S) consider the 0 real valued function k(s, x)= 
g(P(s, x)) -f(x). Since a&s, X) > 0, each of its values are regular. If 
f(z) = g(x) then s = 0 solves k(s, x) = 0. Without loss of generality, 
assume f(x) > g(x) for a particular X. Again starting with the mean value 
theorem, (A3), (1) and integrating out we get a chain of inequalities 
g(P(s, 4) -g(x) = js g’(W, 4) WV, 4) dt 
1 
T-l 
dt 
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From (A2), however, we have 
0 <f(x) -g(x) = [+- Ix IV-l] [q] [I x 1”1[~(111* (3) 
Reduce 6 so that 6 < 1 and that o(1) < 1 in (3). Setting sr = 1 x l/2 in (2), 
combining with (3), we obtain g(P(0, x)) <f(x) < g(P(sl , x)). Since g is 
continuously increasing along the path we have that for each x in D,(6), 
0 is a unique regular value of k on K(6). Thus the implicit function theorem 
furnishes a C* map I : D,,(6) --+ R such that g(P(Z(x), x)) = f(x). Moreover, 
inspection of the RHS(3) shows that 
Z(x) = o(l x I”“). (4) 
Step 3. Extend the 0 map H(x) = P(Z(x), x) : D,(6) -+ Z&(28) to send 
the origin into the origin. Already we know (Cl) and (C2). But 
1 H(x) - x j = 0(1(x)) O(1) = o(/ X I’+“) 
by the mean value theorem, applied as usual along the solution path, and(4). 
So (C3) holds. 
Step 4. Construct H*(x) = P(Z*( ), ) x x as above, but with f and g inter- 
changed. (6 may need to be reduced.) Using the “flow” property of P we have 
the string of identities g(P(0, x)) = g(x) = f(H*(x)) = g(H(H*(x))) = 
g(w(H*(x)), H*(x))) = g(p(z(H*(x)),p(z*(x>, 4)) =g(w(H*(x)) + ~*w,~)). 
Since g increases along the path we have that 0 = Z(H*(x)) + Z*(x). There- 
fore, deleting the letter g from the latter three equalities we get H 0 H* = I. 
So, symmetrically also H* 0 H = I. Th is completes the proof of Proposition 1. 
4. PROOF OF PROPOSITION 2 
Here we require an explicit expression for the linear operator H’(x) - I. For 
notational transparency we introduce the scalar function a(y) = g’(y) N(y), 
the point y = H(x), the linear operator L(y) = i$P(Z(x), x) and the linear 
operator &I(y) = I - a(y)-lN(y) g’(y). D’ff I erentiation yields H’(x) - I = 
a( y)-lN( y)[ f’(x) - g’(y) L(y)] + [L(y) - I], which we rewrite as 
H’(x) - 1 = 4Y)YWY)LfW - ‘%%+I WYWL(Y) -- 4. (5) 
Observe that in the Hilbert context where iV = Vg/l Vg ,, the operator 
M(y) is just N-‘-(y), the orthogonal projection to IV. 
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Step 1. We estimate the first summand of (5) to be o(1) as follows. 
From (I) we have / y [ = 1 H(x)/ = / P(Z(x), X) / < 2 1 x 1, so ~ y 1 = O(X). 
From (A3) then, follows that 1 a(y)-lN(y)l = O(l x Ir-r). Making use of 
(A2+), the mean value theorem and (4) we have 
1 f’(x) - g’(x) $- g’(x) - g’(y)] .= o(l x y+y + o(I x I”“) O(l x I’“-“). 
Consequently, it is precisely the condition p > Y - Y,-, from (Al+) that is 
needed to show that 
I 4Y)Y NY)LfW - d(Y)ll = O(l x I’-‘)[4 x I’+“-‘) + 41 x I”““-‘)1 
= o(I x I”) + o(l x y-(-J) = o(1). 
Step 2. From (A3+) we see that 1 M(y)1 < 3. It now becomes apparent 
why we elected to assume N to be C2 at least. For in that case a2P(s, X) 
solves the differential equation 
iq2P(s, x) = N’(P(s, x)) d2P(s, x); a,fyo, x) = I. (6) 
By abuse of notation, let L(S) = a2P(s, X) and N’(s) = N’(P(s, x)). Then 
from (6) and the mean value theorem we have 
L(s) - I = j-’ N’(t) dt + js N’(t)[L(t) - I] dt. 
II 0 
(7) 
This equation gives rise to an integral inequality in the norms which we solve 
in the usual way (“Gronwall’s inequality” argument.) 
I L(Y) - 1 I < Be where B= s 
jl(x)l 
1 N’(t)1 dt. (8) 
0 
From (8), (A4), (4) and (Al+) follows that I L(y) - I / = o(1) exp(o(1)) = o(1). 
From (5) and the above two steps follows (C4). 
5. APPENDIX 
For the convenience of the reader we append the proof that (7) implies 
(8) in the last paragraph. 
LEMMA 2. Let a(s), b(s) be continuous, nonnegative real valued functions 
of a real variable s > 0. If 
a(s) e ss b(t) dt + j-’ a(t) b(t) dt 
0 0 
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4) G B(s) exp(W) where B(s) = j; b(t) dt. 
Proof. Denote by u(s) the smooth RHS of the given inequality. Then 
U’ = b + ab < b + zlb. Subtract U’ from both sides of this inequality, 
multiply by the positive integrating factor exp(-B), integrate, cancel the 
integrating factor and add u to both sides to obtain u < exp(B) - 1. But 
for nonnegative B, exp(B) - 1 < B exp(B). 
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