o. Introduction. In this article, we introduce conditions which are sufficient to guarantee existence of a solution for a system of semi linear equations of the form on an open (bounded or unbounded) domain E in Rd, with Dirichlet boundary conditions. We assume each measure f..ti is positive, and we show that the solution is positive; i.e. Ui ::::: 0 for every i. In fact, we give a constructive procedure for solving (0.1) with general elliptic operators in place of the Laplacian, and our methods even allow us to replace the Laplacian with certain integrodifferential operators. See §4 for other extensions. In (0.1), the (f..tk) are assumed to be positive measures, and each ik: R n ~ R is continuous. The functions ik need not satisfy any special conditions such as 3ik/3xJ > 0, but our methods yield new results even in that case. Previous approaches to solving (0.1) in a constructive way seem to have relied mainly on assuming that (0.1) is a quasimonotone system and on using the method of sub-and supersolutions. For discussions of this approach, see [10 and 11] . Since we do not assume the system is quasimonotone, such methods do not apply, and even if the system is assumed to be quasimonotone, it is not clear how to obtain upper and lower solutions in general. We introduce an iterative scheme in which the iterates do not increase or decrease monotonically, but instead oscillate. That is, we produce a sequence (Uk) so that U2 ::; U4 ::; . We emphasize that assumptions (0.2) and (0.3) are for the purposes of discussion in this section only: in § §2 and 3, we treat a much more general situation. Hypothesis (0.3) is a type of quasimonotonicity assumption. But even in this special case, one would need upper and lower solutions in order to apply the monotone iteration schemes of quasimonotone systems. It is not at all clear how to obtain upper and lower solutions, in general, and we completely avoid this problem. With hypotheses (0.2) and (0.3) in force, we make two crucial assumptions. Here is the first one.
Let V = (_~)-1 on E, and let M be Lebesgue measure on E. Assume
Part (i) seems quite a reasonable assumption. From the potential theory point of view, part (ii) is interesting. Part (ii) is equivalent to saying that the measure gkdM is not a balayage of the measure fk (V gl, ... , V gn)dM. This is quite often verifiable. For example, when we pass to discussing general measures fJ, in §2, the analogue of this requirement will be that "fJ, is not a balayage of the measure G(VfJ,)dM" (see (2.4) 
Then it is not difficult to see that u~ :::; If ak < bk for some k, we must restart the iteration. Now we need our second crucial hypothesis. Assume for each k with ak < bk:
There is a nonnegative function Fk on E and numbers bk and 7rk so that (i) {Fk > O} is contained in a compact set Kk which is contained (0.5) in {ak > bd n {bk < 7rd·
(ii) Fk :::; Jk(bl, b2 , ... , bk-t, bk-V Fk , bk+1, ... , bn)-Jk(al, ... , an).
We show in §2 that the collection of all functions Fk satisfying (i), (ii), and (iv) is nonempty: it contains lots of functions. One need only check whether or not one of them also satisfies (iii). Part (iii) should be thought of as a geometric condition: the larger the domain is, the more likely it is that (iii) will be satisfied. (For example, it often suffices to use an eigenfunction of -6. for Fk. Let bk > 0 be small and 7rk > 0 be large. In "nice" situations, we expect ak and bk to be continuous functions, so 
As discussed above, we set Ul = VI = VI, and satisfied, the iterative procedure leads to a solution of the given system. Of course, these conditions can be relaxed considerably (by doing a considerably more detailed analysis). In order to treat (0.1) with general elliptic operators and measures, we depend heavily on using potential theory as it is formulated in the probabilistic potential theory literature. We recall most of what the reader needs to know in the text; Chapter VI of [2] is a good reference. In §1, we introduce the potential theory framework. In particular, this is necessary to drop hypothesis (0.3). In §2, we discuss analogues in the general situation of the hypotheses we introduced in this section, and we show how to solve (0.1). The main result is (2.9). The hypotheses look a bit forbidding when first encountered, but they are actually quite natural, as we have tried to indicate, and we discuss them further in §3. We also give another version of (2.9) in (3.1), where we drop a hypothesis (by replacing it with several more!). In §4, we briefly indicate some extensions. The appendix is devoted to a technical result necessary to show bk > O. All Markov processes are confined to the appendix.
ACKNOWLEDGMENT. I would like to thank P. J. McKenna and M. Rao for several stimulating conversations on the subjects contained in this article. NOTATION. In general, notation is standard and can be found, for example, in Chapter VI of [2] . We introduce most of it as needed. If e is any a-algebra, then we use the same letter E to denote the collection of all e -measurable functions which are real-valued. is a sub-probability measure on (E, E). If 
NOTATION. C(E)
is the collection of all continuous functions on E. Ce(E) (resp. C;(E)) is the collection of all continuous functions on E with compact support in E (resp. and having two continuous derivatives). Co(E) is the collection of functions in C(E) vanishing at the boundary of E. We let bEe be the collection of bounded E -measurable functions vanishing off a compact set contained in E.
We assume:
(reference measure) There is a Radon measure mk on (E, E) so
(duality) There is another sub-Markov semi group Rf on (E, E)
with resolvent WZ so that
for every f and 9 in pE. For each q > 0, WZ: bEe ----+ Co(E) and limq---?CX) qWZ f = f whenever f E Ce (E). These conditions are satisfied by a huge class of strong Feller semigroups, the best known of which has Lk = !:l./2 with Dirichlet boundary conditions. In this case, p t k is the semi group of a Brownian motion "killed" when it reaches the boundary of E.
This example also satisfies the additional hypothesis (1.5) below if E is connected.
There is also a large class of semi groups satisfying these conditions for which Lk and L'k are nonlocal integrodifferential operators.
DEFINITION. A function f E pE is said to be excessive for a resolvent (va) on (E, E) if aV a f :::; f for every a > 0 and if lima---?CX) aV a f = f.
As a consequence of the numbered assumptions above, there is a function Uk(X, y) E pE X E so that:
For the construction of this function, see Chapter VI of [2] . This is the precise version of the "Greeen function" we need to define potentials of measures. We assume 
The following properties are implied by (1.4v,vi) and (1.5):
( 1.6) (ii) If P is a signed measure on (E, £) with Uklpl < 00 a.e. (mk),
then UkP is locally integrable. That is, IK UkP(x)mddx) < 00
whenever K is compact in E.
Our purpose in this section is to develop a bit of potential theory necessary to formulate conditions sufficient to insure the existence of solutions for the following system of semilinear equations:
Here, each J.Lk is a positive measure on (E, c) and each fk: Rn -+ R. Our analysis of the problem depends on adopting the following perspective, which is useful in potential theory.
Let E l , E 2 , ..• , En be n distinct copies of E, and let F = U~=l Ek. In general, we will denote a point of E by x (without a sUbscript) and a point in Ek by Xk (the subscript indicating in which copy of E the point lies). (1.13) There is a strictly positive function IJI E J so that VOIJl(z) < 00 for every z in F.
If f E pJ, an application of the resolvent equation shows that V f is excessive.
Since vq is a resolvent and we are assuming (1.13), we have the following maximum principle.
(1.14) PROPOSITION whenever I E C; (E).
a.e. (M). Then (L + B)V p = -p in the sense that
since the convergence is bounded by hypothesis (1.3). But this last term may be rewritten as
Fubini's theorem applies to the first term in (1.25) and yields
Thus the first term in (1.23) may be rewritten as -p(f), while the infinite sum in (1.23) may be rewritten as
~ hk (LiJ)U(BU)j pdM = -~ hk I(BUF pdM.
Since I ~ 0 and (BU)j p ~ 0, we may rewrite this as 
where jl and V are defined above. Once we find such a function u, Proposition (1.20) shows that - (L + B)u = jl-G(-,u(·) ). Thus, if we set UI(X) = u(eIx), U2(X) = u(e2x), ... , un(x) = u(enx), we have that the functions UI, U2, ... , Un solve (1.26), and so they solve (1. 7). The next hypothesis will be used in a crucial way in the main theorem in this section. It will be discussed further in the remark following it and also in §3. See also the discussion in the introduction. Assume: 
There is a nonnegative bounded function f on F and numbers 8 > 0 and 7r > 0 so that (i) the set {f > O} is contained in a compact set K f and
REMARK. Condition (2.8b(iii)) is the difficult one to fulfill, consistent with achieving (1.13). Let us show that (2.8b(i)) and (2.8b(ii)) can always be achieved.
If Ul < VI, we may choose 8 > 0 and 7r > 0 so that M(UI > 8,Vl < 7r) > O. Let 9 be any bounded nonnegative function so that {g > O} has compact closure in F contained in {Ul > 8} n {VI < 7r}, Vg is everywhere finite on F,M(g > 0) > 0 and
O} n Ed > 0,1 :::; k :::; n. Thus, by taking an even smaller p so that pg < d, we obtain pg :::; J(VI -Vpg) -J(ud, and we set f = pg. We have already verified the truth of 4> (1) 
This holds since J is increasing and b 2: b -E. To obtain W2 :::; WI, we need 
To obtain this, we need only have J(a) + pf :::; J (V H(b -E) ), or pf :::; N on (F, 1) which is equivalent to M so that N(VI -ud < 00. The sequence 11"((3) = N(vf3 -U(3) is a positive and strictly decreasing sequence. Thus 11"((3) = 0 for some countable ordinal (3. That is, there is a (3 so that uf3 = bf3 = vf3 = u. But then U = V 11-V J( u). By (2.7), U ;::: 0, so we have U = VI1-VG (·,u(·) ). This concludes the proof of (2.9). Q.E.D.
3.
The final result and discussion of hypotheses. In this section, we again assume the notations and hypotheses of §l. This next result drops the hypothesis (2.6) (but adds some others !).
(3.1) THEOREM. Assume (2.1) and suppose there is a decreasing sequence of functions hk on F so that 
Theorem (3.1) is perhaps not quite as satisfying as the result in §2 since U is obtained by a compactness method instead of monotone approximation. One might hope that since the hk decrease, the Uk should also decrease. This does not seem to be the case, however, and one must be careful to recall that J is not a local function of its argument. For example, suppose we try to prove the Uk decrease. We now discuss the hypotheses in § §1 and 2.
By subtracting, we obtain
Uk -Uk+l + V[J(Uk) -J(uk+dl = V[hk -hk+l], so V[J(Uk) -J(uk+dl :S V[hk -hk+ll
4.
Extensions. The methods and theorems we have discussed can be extended to parabolic semigroups. For example, Lk could be a/at-b.. Hypotheses (1.5) and (1.6i) fail in this case, but slight modifications to some of the proofs overcome these difficulties. It is also possible to solve infinite systems of semilinear equations using these methods. Once again, some slight modifications to some of the hypotheses are needed, and we leave these to the interested reader. It is an elementary exercise to reformulate all of these results to solve equations in which the local nonlinearities fk are replaced with nonlocal nonlinearities of the form h (Dl Ul (x) , ... ,Dnun(x)), This proposition depends on hypothesis (2.6), among others. There is undoubtedly a purely potential theoretic way to prove this result, but we resort to a proof using Markov processes. In order to do this, we apply some work of Bouleau [3] . Q.E.D.
