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Abstract
We describe a supersymmetric generalization of the construction of Kontsevich and Ar-
barello, De Concini, Kac, and Procesi, which utilizes a relation between the moduli space of
curves with the infinite-dimensional Sato Grassmannian. Our main result is the existence of a
flat holomorphic connection on the line bundle λ3/2 ⊗ λ
−5
1/2 on the moduli space of triples: a
super Riemann surface, a Neveu-Schwarz puncture, and a formal coordinate system.
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2 Katherine A. Maxwell
1 Introduction
The constant cj = 6j
2−6j+1, proportional to the 2nd Bernoulli polynomial, arises independently in
studying representations of the Virasoro algebra and by studying the geometry of the moduli space
of algebraic curves. Manin [15] conjectured based on this numerical coincidence that there exists
a direct connection between these seemingly independent mathematical areas. This conjecture was
shown to be true in the simultaneous publications [1, 2, 11, 13], which was important to the quantum
theory of (bosonic) strings, as it unified path integral quantization and operator quantization.
The numerical coincidence goes as follows. The Witt algebra has natural representations ̺j
defined by Lie derivative action on C((z))dz⊗j . The Japanese cocycle η on gl(C((z))) by restriction
to the Witt algebra induces the unique central extension of the Witt algebra, known as the Virasoro
algebra. Then we find
̺∗j (η) = cj̺
∗
1(η), cj = 6j
2 − 6j + 1.
When the Virasoro algebra is realized as operators on the state space of a string, the string must
propagate in in 2cj (real) spacetime dimensions for both unitarity and Lorentz invariance of the
string theory to hold. On the other hand, for any smooth proper family of curves π : X → S, the
Mumford isomorphism is the isomorphism of line bundles
λj ∼= λ
cj
1 ,
where λj := detRπ∗(ω
⊗j
X ) and ωX := Ω
1
X . If S is the moduli space of algebraic curves and π : X → S
is the universal curve, then we find the dualizing sheaf ωS := detΩ
1
S
∼= λ2, and therefore ωS ∼= λ
cj
1
∼=
(π∗ωX)
cj . This is important to Polyakov path integration on the moduli space.
An alternative description of the Polyakov measure comes through the connection between rep-
resentations of the Virasoro algebra and the moduli space; this connection is roughly the following.
The Virasoro algebra acts on the moduli space Mg,1∞ of triples (C, p, z), a Riemann surface, an
point, and a parameter. This action can be used to show that there exists a flat holomorphic connec-
tion on the line bundle λj ⊗λ
−cj
1 , which can be used to write differential equations for the Polyakov
measure. For another summary, see the introduction of [16].
In fact, Manin in [15] hypothesized this relationship existed in the superized case as well. The
numerical coincidence is analogous: The super Witt algebra has representations ̺j defined by Lie
derivative action on C((z))[ζ][dz|dζ]⊗j such that pulling back the super Japanese cocycle η (defining
the unique central extension, the Neveu-Schwarz algebra) gives
̺∗j (η) = cj̺
∗
1(η), cj = −(−1)
j(2j − 1).
And for any smooth proper family of supercurves π : X → S, the super Mumford isomorphism is
the isomorphism of line bundles
λj/2 ∼= λ
cj
1/2,
where λj/2 := BerRπ∗(ω
⊗j
X ) and ωX = BerΩ
1
X .
The goal of the paper is to describe a supersymmetric generalization of the construction of
Kontsevich [13] and Arbarello, De Concini, Kac, and Procesi [1], which utilizes a relation between
the moduli space of curves with the infinite-dimensional Grassmannian. The consequences of their
construction shows that the Chern classes of the line bundles of the Mumford isomorphism are equal.
Manin proved a supersymmetric generalization of this result in Theorem 3.3 of [16] by generalizing
the methods of Beilinson and Schechtman in [2], which prove a version of the Riemann-Roch theorem
for the Atiyah algebras of vector bundles. Instead, our paper extends the results of Ueno and Yamada
[24] of the representations of the Neveu-Schwarz algebra and the results of Mulase and Rabin [18]
of the super Sato Grassmannian and the super Krichever map.
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Our use of the super Grassmannian Gr
(
C((z))[ζ]
)
appears to provide an alternative approach
for integrating over the moduli space of SRSs Mg. The Torelli map sending a super Riemann
surface to its Jacobian J : Mg → Ag, where Ag is the moduli space of principally polarized abelian
supervarieties, plays a prominent role in the papers [5, 6, 7, 8] of D’Hoker and Phong and [9] of
Grushevsky, who compute explicitly or propose an ansatz for chiral superstring measure in low genus.
In higher genus, these methods face the problem that the locus of moduli space inside Ag, known
as the super Jacobian locus, is very hard to describe. The known characterizations of the super
Jacobian locus, i.e. solutions to the super Schottky problem, are very implicit. Since the known
solution of the super Schottky problem, as in [17] of Mulase, goes through the super Krichever map
Mg → Gr(C((z))[ζ]), and since a more explicit description of the moduli space locus is an orbit of
the super Witt algebra under the super Krichever map, it appears that the computation of physically
meaningful integrals, such as scattering amplitudes, can be carried out in the super Grassmannian,
rather than on the moduli space Ag. This idea does not seem to have been utilized in the classical
(i.e. non-super) case.
1.1 Summary of the Results of Kontsevich
1.1.1 The Moduli Space Mg,1∞
Let a Riemann surface refer to a compact complex manifold of dimension 1, equivalently a complete
nonsingular curve over C. A family of Riemann surfaces of genus g is a smooth proper morphism
π : X → S of relative dimension 1, where each fiber is a genus g Riemann surface. A section
σ : S → X of the morphism π is a coherent way to choose a puncture in each fiber, which we
sometimes denote by a divisor P = div(σ) of X .
Define the moduli stack Mg,1k to be the moduli space of triples (C, p, z), where C is a genus g
Riemann surface, p ∈ C, and z is a k-jet equivalence class of a formal parameter vanishing at p.
Specifically, we have the parameter z ∈ Oˆp, the formal neighborhood at p, and z has a zero of order
one at p. By taking the projective limit we construct the pro-Deligne-Mumford stack
Mg,1∞ = lim
←−
Mg,1k .
Simply by forgetting the parameter z and puncture p, we have the projection
Mg,1∞ →Mg
(C, p, z) 7→ C
where Mg is the moduli space of genus g Riemann surfaces.
The Witt algebra witt is the Lie algebra of vector fields on a punctured formal neighborhood
in C1. Explicitly, witt = C((z)) ∂∂z . In terms of a basis, we have Ln = z
−n+1 ∂
∂z for n ∈ Z with
[Lm, Ln] = (m− n)Lm+n.
For π : X →Mg,1k the universal family of Riemann surfaces with punctures represented by the
divisor P and a k-jet of a coordinate near the punctures, we have the short exact sequence
0→ TX/M
g,1k
(−(k + 1)P )→ TX(−(k + 1)P )→ π
∗(TM
g,1k
)→ 0.
The resulting Kodaira-Spencer map preserving this structure is
δ : TM
g,1k
∼
−→ R1π∗TX/M
g,1k
(−(k + 1)P ),
which locally for (C, p, z) is
δ(C,p,z) : T(C,p,z)Mg,1k
∼
−→ H1(C, TC(−(k + 1)p)),
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where P |C = p is the puncture on C. From this we find the dimension of Mg,1k is 3g − 2 + k for
g ≥ 2.
Let U be a formal neighborhood of a puncture p ∈ C. Choosing the formal parameter z on U
such that the divisor p is given by z = 0 gives a trivialization of TC on U . Using Cˇech cohomology,
then
T(C,p,z)(Mg,1k) ∼= Γ(U \ p, TC)
/(
Γ(U, TC(−(k + 1)p)) + Γ(C \ p, TC)
)
∼= witt
/(
(zk+1C[[z]] ∂∂z ) +DC,p,z
)
,
where we denote by DC,p,z the image of Γ(C \ p, TC) in witt using the local coordinate z. Further,
taking the projective limit gives a description of the tangent space of Mg,1∞ :
T(C,p,z)(Mg,1∞) ∼= witt
/
DC,p,z.
This identification of the tangent space with a quotient of the Witt algebra then clearly gives the
next theorem.
Proposition 1.1 (Kontsevich [13]). The Witt algebra acts on the moduli space Mg,1∞ by vector
fields.
Definition 1.1 (Deligne [3]). Let π : X → S be a smooth proper family of schemes of dimension 1.
Let F be a locally free sheaf on X. Then the determinant of cohomology of F is an invertible sheaf
on S given by
D(F) := ⊗i
(
detRiπ∗F
)(−1)i
We define the determinant line bundles λj for the universal family π : X →Mg,1∞ as
λj := D(ω
⊗j
X )
where ωX := Ω
1
X .
Theorem 1.1 (Mumford [19]). The Mumford isomorphism is the collection of canonical isomor-
phisms
λj ∼= λ
(6j2−6j+1)
1 , in particular λ2
∼= λ131 .
1.1.2 The Semi-Infinite Grassmannian of C((z))
The semi-infinite Grassmannian, defined originally by Sato and Sato in [21], originated via the study
of soliton equations and KP equations. Following the spirit of Kontsevich, we define the discrete
subspaces which form the infinite-dimensional Grassmannian. We state here the important findings
highlighting any differences with the superized case.
Consider C((z)), the infinite-dimensional topological space of formal Laurent series with the
z-adic topology. Define the vector spaces H = C((z)), H+ = C[[z]], and H− = z−1C[z−1].
Definition 1.2. Define a subspace of H to be compact if it is commensurable with H+. Explicitly,
subspaces K and H+ are commensurable when K/(K ∩ H+) and H+/(K ∩ H+) are both finite-
dimensional. Define a subspace D of H to be discrete if there exists a compact subspace K such that
the natural map D ⊕K → H is an isomorphism.
Lemma 1.1. Let K be any compact subspace. Then D is discrete if and only if the natural map
D ⊕K → H is Fredholm.
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Definition 1.3. The Grassmannian Gr(H) is the set of all discrete subspaces D ⊂ H.
Proposition 1.2. Gr(H) is locally modeled on vector spaces HomC(H
−, H+). And thus Gr(H) is
an infinite-dimensional manifold.
Proof. This proof is essentially follows the check of Def. 3.2. See also Proposition 7.1.2 of [20].
Define gl(H) = Hom(H,H) to be the space of continuous linear maps on H . For any endomor-
phism of H we may write it as
F =
(
F−− F−+
F+− F++
)
where F+− : H− → H+ etc. Define the group GLF (H) ⊂ Hom(H,H) to be the subspace of
invertible maps with F−− and F++ Fredholm.
Define an endomorphism of a discrete subspace to be trace class if it factors through some compact
subspace.
Proposition 1.3 (cf. Pressley and Segal Proposition 7.1.3 [20]). The group GLF (H) acts transitively
on Gr(H), and the stabilizer of D is ( ∗ ∗0 ∗ ) expressed in a decomposition D ⊕K.
Proof. The proof reads the same as the proof of Proposition 3.1 with the condition v(ziθ) = zi−mθ
for some m omitted.
Therefore we may describe Gr(H) as the homogeneous space
Gr(H) ∼= GLF (H)/P
where P = ( ∗ ∗0 ∗ ) in the H
− ⊕H+ decomposition.
Proposition 1.4 (Kontsevich [13]). The Lie algebra gl(H) acts by vector fields on Gr(H). Explicitly,
F 7→ LF is a Lie algebra homomorphism gl(H) → TGr(H). In the chart UD,K , this action is given
by the formula
LF (A) = F
KD + FKKA−AFDD −AFDKA
where LF ∈ HomC(S
•(HomC(D,K)),HomC(D,K)).
Proof. The proof is the same as the proof of Proposition 3.2.
We can take as definition
detK(D) :=
det(D ∩K)
det(H/(D +K))
,
which is well-defined for discrete D and compact K.
Definition 1.4. As in [1], we define the determinant line bundle on Gr(H) as detGr(H) := detH+ ,
in other words, detK with K = H
+, the distinguished compact subspace.
It is known that H2(gl(H)) is one-dimensional. For any choice of discrete D and compact K
such that the natural map D ⊕K
∼
−→ H is an isomorphism, we define a 2-cocycle on gl(H) as
ηD,K(F,G) := tr(F
DKGKD − FDKGKD).
We choose a distinguished 2-cocycle:
η(F,G) := str(F−+G+− − F−+G+−),
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which is known as the Japanese cocycle [12]. The unique Lie superalgebra central extension defined
by the super Japanese cocycle will be denoted g˜l(H).1 We denote the bracket on g˜l(H) as [F,G]∼ =
[F,G] + η(F,G).
See the Appendix 5.1 for the definition of Lie algebroids and Atiyah algebras. The Atiyah algebra
AL may be regarded as the Lie algebroid of infinitesimal symmetries of the pair (X,L).
Theorem 1.2 (Kontsevich [13]). The Lie algebra g˜l(H) acts by first order differential operators on
detGr(H). Explicitly, F + c 7→ L˜F + c is a Lie algebra homomorphism g˜l(H)→ Adet(Gr(H)) sending
[F,G]∼ to [L˜F , L˜G]. In the chart UD,K, this action is given by the formula
L˜F (A) = LF (A) + tr(F
DKA) + α(F )
where α ∈ C1(gl(H)) is the unique 1-cochain such that
dα(F,G) = α([F,G]) = ηD,K(F,G) − η(F,G).
Proof. The proof is analogous to the proof of Proposition 3.3.
We now summarize the above Lie algebra action using the concept of an action Lie algebroid,
defined in the Appendix 5.1. The global map g˜l(H) → Adet(Gr(H)) may be used to define a
morphism of Lie algebroids G˜ → Adet, where G˜ is denotes the action Lie algebroid over Gr(H) of
the Lie algebra g˜l(H). By restriction to the action Lie algebroid G corresponding to gl(H), we have
the Lie algebroid morphism G → TGr(H) corresponding to the global map in Proposition 1.4. In
summary, we have the commutative diagram of Lie algebroids below.
0 OGr(H) G˜ G 0
0 OGr(H) Adet TGr(H) 0
Id L˜ L
(1)
1.1.3 The Krichever Map and a Flat Connection
Consider the vector subspace of sections Γ(C \ p, ω⊗jC ) ⊂ C((z)) dz
⊗j . Using the isomorphism as
vector spaces H ∼= C((z)) dz⊗j, we may regard Γ(C \ p, ω
⊗j
C ) ⊂ H .
Proposition 1.5 (Segal and Wilson [23]). The Krichever map Mg,1∞ → Gr defined by
κj(C, p, z) = Γ(C \ p, ω
⊗j
C ) ⊂ C((z)) dz
⊗j .
where ωC := Ω
1
C , is an injective map.
Proof. We check that this definition is well-defined. Notice Γ(C \ p, ω⊗jC ) ∈ Gr(H) since the map p−
restricted to Γ(C \ p, ω⊗jC ) is Fredholm.
0→ Γ(C, ω⊗jC )→ Γ(C \ p, ω
⊗j
C )
p−
−−→ H− → H1(C, ω⊗jC )→ 0.
See Proposition 6.2 in [23] for a proof of injectivity.
The Witt algebra witt acts on ω⊗jC by Lie derivative
Lf(z) ∂∂z
(
g(z) dz⊗j
)
=
(
f(z)g′(z) + jf ′(z)g(z)
)
dz⊗j.
1The group central extension G˜L
0
F (H) corresponding to the Japanese cocycle is described in [23, 20].
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Since ω⊗jC
∼= H as vector spaces, we define the map ̺j : witt→ gl(H) as
̺j
(
f(z)
∂
∂z
)(
g(z)
)
= f(z)g′(z) + jf ′(z)g(z).
Proposition 1.6. The pullbacks of the Japanese cocycle along the representations ̺j satisfies:
̺∗j (η) = (6j
2 − 6j + 1)̺∗1(η) ̺
∗
j (η) = ̺
∗
1−j(η).
It is known that H2(witt) is one dimensional. Let cj = (6j
2 − 6j + 1) and define virj to be
the central extension of witt by ̺∗j (η) = cj̺
∗
0(η). When j = 0 or j = 1, we recover the standard
definition of the Virasoro algebra, denoted vir. On the basis of witt the standard cocycle is given by
̺∗0(η)(Lm, Ln) =
m3 −m
4
δm+n,0
This is summarized in the following commutative diagram of Lie algebras.
0 C vir witt 0
0 C virj witt 0
0 C g˜l(H) gl(H) 0
·cj ≀ Id
Id
p
̺j
Proposition 1.7 (cf. Arabrello et al. Proposition 3.2.4 [1]). For m = (C, p, z) ∈ Mg,1∞ , we have
the following commutative diagram of Lie algebras with exact horizontal sequences.
0 gl(H)κj(m) gl(H) Tκj(m)Gr(H) 0
0 Γ(C \ p, TC) witt TmMg,1∞ 0
L|κj(m)
̺j ̺j
P |m
dκj (2)
Proof. The top exact sequence is the action of gl(H) along a fiber. This gives TDGr(H) ∼=
HomC(D,H/D), where in the above diagram we have D = κj(m). The bottom exact sequence
is given by the action of witt along a fiber. The left map is well-defined since the Lie derivative of
an element of κj(m) = κj(C, p, z) = Γ(C \ p, ω
⊗j
C ) by an element of Γ(C \ p, TC) is again an element
of κj(C, p, z). Then we must check that the right map induced by ̺j is isomorphic to the map dκj .
Let f(z) ∂∂z ∈ witt, and vf ∈ TmMg,1∞ be its image. Then for g(z)dz
⊗j ∈ κj(m)
dκj(vf )
(
g(z)dz⊗j
)
= lim
ǫ→0
1
ǫ
g
(
z + ǫf(z)
)
d(z + ǫf(z))⊗j mod κj(m)
= Lf(z) ∂∂z
g(z)dz⊗j mod κj(m)
which matches the definition of the Lie derivative.
We easily upgrade the diagram (2) into a diagram of Lie algebroids on Mg,1∞ .
0 κ∗jJ κ
∗
jG κ
∗
jTGr(H) 0
0 K W TM 0
κ∗jL
̺j ̺j
P
dκj
(3)
8 Katherine A. Maxwell
Lemma 1.2. In an abelian category, if the following commutative diagram has exact short exact rows
and the left map is an isomorphism, then the right square is a pullback square, i.e. B = B′ ×C′ C.
0 A B C 0
0 A′ B′ C′ 0
ι
a≀
π
b c
ι′ π′
Proof. See the Appendix 5.2.
Let φ : X → Y be a smooth map, and let L be a line bundle on Y . The natural map φ∗ : Aφ∗L →
φ∗AL is given by φ∗δ(s) = δ(s ◦ φ) where δ ∈ Aφ∗L and s is a section of L.
Corollary 1.1. The Atiyah algebra of the pullback of the determinant line bundle is the pullback in
the following diagram.
0 OM Aκ∗j det TM 0
0 κ∗jOGr(H) κ
∗
jAdet κ
∗
jTGr(H) 0
Id
sym1
κj∗
p dκj
κ∗j sym1
Proof. By Lemma 1.2, it suffices to notice that κj∗ restricts to an isomorphism OM → κ∗jOGr(H),
and that the right square (with the similarly defined map dκj on the tangent sheaves) commutes.
We now combine several commuting squares to pullback the diagram (1) from the Grassmannian
to the moduli space Mg,1∞ . The transfer of this diagram from the Grassmannian to the moduli
space originates from compatibility of the representation of the Witt algebra with the derivative of
the Krichever map, as given in (3). The process is analogous to the super case, so we summarize
with these commuting diagrams. We denote the action Lie algebroid of virj by Vj .
OM Vj W
κ∗jOGr(H) κ
∗
j G˜ κ
∗
jG
OM Aκ∗j det TM
κ∗jOGr(H) κ
∗
jAdet κ
∗
jTGr(H)
Id
Id
̺∗jκ
∗
j L˜
̺j
P
κ∗jL
Id
sym1
dκjId κ
∗
j L˜
κ∗j sym1
0 OM V W 0
0 OM Aκ∗j det TM 0
cj Id P˜j P
Proposition 1.8 (Kontsevich [13]). The pullback of the determinant line bundle from the Grass-
mannian along the jth Krichever map is canonically isomorphic to λj.
κj
∗detGr(H) ∼= λj
Proof. We see κj(C, p, z) = Γ(C \ p, ω
⊗j
C ). Using the definition of the determinant line bundle on
the Grassmannian, we have
detGr(H)
(
Γ(C \ p, ωjC)
)
=
det(H0(C, ωjC))
det(H1(C, ωjC))
which can be seen using Cˇech cohomology. This is exactly the definition of λj .
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In the Appendix 5.1, we review standard operations of Atiyah algebras. Using these standard
properties of Atiyah algebras, we describe the action of the Virasoro Lie algebroid on the Mumford
isomorphism. Denote Aj := Aλj⊗λ
−cj
1
. Firstly, V acts on −cjAλ1 ∼= Aλ−cj1
with central charge −cj .
Then the action of V on Aj is defined via the action on Aλj ×TX −cjAλ1 . Importantly, we see that
V acts with central charge cj − cj = 0, as in the diagram of Lie algebroids below.
K
0 OM V W 0
0 OM Aj TM 0
0 Pαj
A straightforward diagram chase gives the unique morphism of Lie algebroids αj : W → Aj .
Proposition 1.9 (Arabrello et al. [1]). Let C be an affine Riemann surface. Denote the Lie
algebra of global vector fields as k := Γ(C, TC). Then the Lie algebra k is perfect, that is to say,
H1(k;C) = k/[k, k] = 0.
Proof. When C is an open subset of A1, we have the global nonvanishing vector field ∂ := ∂∂z . Then
since k is generated by ∂ as an OC module, it suffices to notice:
h∂ =
1
2
[h∂, z∂] +
1
2
[∂, hz∂].
For a more general curveC, the rest of the proof may continue similarly to the proof of Proposition
4.4, or alternatively as in [1].
In the standard sense, a holomorphic connection on a line bundle L is a splitting of the Atiyah
sequence (20) as a sequence ofOX -modules, i.e. an OX -linear map∇ : TX → A such that sym1 ◦∇ =
IdTX . The curvature c∇ ∈ Ω
2 is defined by
c∇(v ∧ w) =
[
∇(v),∇(w)
]
−∇
(
[v, w]
)
.
When c∇ = 0, we say the connection ∇ is flat or integrable. A connection is flat exactly when it is
a morphism of Lie algebroids.
Theorem 1.3 (Kontsevich [13]). There exists a flat holomorphic connection on the line bundle
λ
−cj
1 ⊗ λj.
Proof. The proof is identical to the proof of Theorem 4.6.
2 The Supermoduli Space Mg,1∞
NS
2.1 Definition and Projection
Definition 2.1. A super Riemann surface (SRS or SUSY curve) is a complex supermanifold of di-
mension 1|1 with a maximally nonintegrable distribution DΣ of rank 0|1. Precisely, a super Riemann
surface is the data (Σ,OΣ,DΣ) such that
• Σ is a complex manifold of dimension 1
• OΣ is a sheaf on Σ of supercommutative C algebras
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• OΣ is locally isomorphic to OC[ξ]
• DΣ is an odd subbundle of the tangent bundle TΣ
• the induced map by Lie bracket [ , ] : D⊗2Σ → TΣ/DΣ is an isomorphism.
Locally, we can always find coordinates (called superconformal coordinates) z|ζ such that
Dξ =
∂
∂ξ
+ ξ
∂
∂x
generates the distribution DΣ.
Define a family of SUSY curves in the algebro-geometric sense: a smooth proper morphism
π : X → S of super Riemann surfaces (i.e. relative dimension 1|1) parameterized by the superscheme
S with a relative distribution DX/S ⊂ TX/S of rank 0|1 such that the map [ , ] : D
⊗2
X/S → TX/S/DX/S
is an isomorphism. A section σ : S → X of the morphism π is a coherent way to choose a Neuev-
Schwarz (NS) puncture in each fiber. Since the section σ is locally SpecA→ SpecA[z, ζ], these NS
punctures may be described by z = z0 and ζ = ζ0 for some even function z0 and some odd function
ζ0 in OS . Note that the image of σ is a codimension 1|1 subsuperscheme of X . However, the orbit
generated by the DX/S canonically associates a divisor of X to the section σ. Expressed with an
odd parameter α, the divisor, denoted P = div(s), is the codimension 1|0 subsuperscheme [26]
z = z0 + αζ
ζ = ζ0 + α.
Define the moduli stack Mg,1kNS to be the moduli space of triples (Σ, p, z|ζ), where Σ is a genus g
SUSY curve, p is the divisor associated to a NS puncture on Σ, both z and ζ are a k-jet equivalence
class of an even (resp. odd) formal parameter vanishing at p. Specifically, we have the parameters
z, ζ ∈ Oˆp, the formal neighborhood at p, and z and ζ each have a zero of order one at p. And
since z|ζ is a k-jet, the coordinate system is equivalent to any y|γ such that y|γ equals z|ζ modulo
mk+1p |m
k+1
p . Note that Mg,1kNS has dimension 3g − 3 + 1 + k | 2g − 2 + 1 + k.
By taking the projective limit of Mg,1kNS as k →∞, we construct the pro-Deligne-Mumford stack
Mg,1∞NS = lim←−
Mg,1kNS
.
Simply by forgetting the coordinate system z|ζ and the NS puncture p, we have the projection
Mg,1∞NS →Mg
(Σ, p, z|ζ) 7→ Σ
where Mg is the supermoduli space of SUSY curves of genus g.
2.2 Action of the Super Witt Algebra
The sheaf of superconformal vector fields T sΣ on a super Riemann surface is the largest subsheaf of
TΣ such that [T sΣ ,DΣ] = DΣ. In this sense, the superconformal vector fields are those which preserve
the supersymmetry structure of the SRS. In local superconformal coordinates z|ζ, a vector field may
be expressed as
∂ = f(z, ζ)
∂
∂z
+ g(z, ζ)Dζ .
And further, we can calculate
[∂,Dζ ] = −(−1)
|f |(Dζf)
∂
∂z
+ 2g
∂
∂z
+ (−1)|g|(Dζg)Dζ .
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Therefore if ∂ ∈ T sΣ , then
∂ = ∂f(z,ζ) := f(z, ζ)
∂
∂z
+
(−1)|f |Dζf(z, ζ)
2
Dζ . (4)
This expression in local coordinates shows two facts. Firstly, T sΣ is not a OΣ module, it is only a
sheaf of super C vector spaces. Secondly, the projection T sΣ → TΣ/DΣ given locally by ∂f 7→ f
is a canonical isomorphism (of sheaves of C vector spaces). Therefore we have TΣ = T sΣ ⊕ DΣ.
Analogously, the sheaf of superconformal vector fields T sX/S on a family of super Riemann surfaces
is the largest subsheaf of TX/S such that [T
s
X/S ,DX/S ] = DX/S .
The following exact sequence provides much information about the structure of SUSY curves.
0→ DX/S → TX/S → TX/S/DX/S → 0
Further, we note that T sX/S
∼= TX/S/DX/S ∼= D
⊗2
X/S by the induced isomorphism of the Lie bracket.
Dualizing the exact sequence gives:
0→ D⊗−2X/S → Ω
1
X/S → D
−1
X/S → 0 (5)
Since D⊗−2X/S is the dual of the quotient TX/S/DX/S , then we find D
⊗−2
X/S is generated in local super-
conformal coordinates by dx− ξdξ.
We recall the definition of the Berezinian, the supergeneralization of the determinant. Let A be
a superalgebra. Then GL(m|n,A) is the supergroup of automorphisms of the free A-module Am|n.
For X ∈ GL(m|n,A) expressed in as an (m+ n)× (m+ n) matrix the Berezinian is defined as
X =
[
A B
C D
]
BerX := det(A−BD−1C) det−1D. (6)
We note that Ber(expX) = exp(strX), where str is the supertrace. Written in terms of the matrix
in (6), str(X) := tr(A) − tr(D). Let F be a vector bundle of rank m|n with associated transition
functions {fij}. Then we define BerF to be the bundle with transition functions {Ber fij}. We
enforce that BerF is rank 1|0 if n is even and rank 0|1 if n is odd. We denote a trivializing section
of BerF as [e1, . . . , em|f1, . . . , fn], where e1, . . . , em|f1 . . . fn are trivializing local coordinates for F .
The Berezinian of the exact sequence (5) induces an isomorphism
BerΩ1X/S
∼= BerD⊗−2X/S ⊗ BerD
−1
X/S
∼= D⊗−2X/S ⊗DX/S
∼= D−1X/S .
We define ωX/S := BerΩ
1
X/S , which we call the relative Berezinian of X over S. Therefore in local
superconformal coordinates, we may describe the relative Berezinian as relative one-forms modulo
dx− ξdξ.
The super Witt algebra switt is the Lie superalgebra of superconformal vector fields on a punc-
tured formal neighborhood in C1|1. Explicitly, the elements of switt are of the form (4) with f a
formal super Laurent series:
switt =
{
f(z, ζ)
∂
∂z
+
(−1)|f |Dζf(z, ζ)
2
Dζ : f(z, ζ) ∈ C((z))[ζ]
}
Expressed as a basis of even and odd vector fields:
f = z−n+1 Ln = z
−n+1 ∂
∂z
+
−n+ 1
2
z−nζ
∂
∂ζ
n ∈ Z
f = 2iζz−r+
1
2 Gr = i z
−r+12
(
ζ
∂
∂z
−
∂
∂ζ
)
r ∈ Z+
1
2
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[Lm, Ln] = (m− n)Lm+n [Ln, Gr] =
(n
2
− r
)
Gn+r [Gr, Gs] = 2Lr+s
Now, we use the sheaf of superconformal vector fields to analyze the tangent spaces of the moduli
spaces. For π : X → Mg the universal family of super Riemann surfaces, we have the short exact
sequence
0→ T sX/Mg → T
s
X → π
∗(TMg )→ 0.
In the long exact sequence of higher direct images, we find the Kodaira-Spencer map [10] is
δ : TMg
∼
−→ R1π∗T
s
X/Mg
,
where the source TMg follows from the projection formula π∗(π
∗(TMg )) = TMg ⊗ π∗(OX) = TMg .
The restriction to a SRS Σ is
δΣ : TΣMg
∼
−→ H1(Σ, T sΣ).
This map is a natural bijection between the isomorphism classes of infinitesimal deformations v ∈
T(Σ,p,z|ζ)Mg and elements of H
1(Σ, T sΣ). From this we find the dimension of Mg is 3g − 3 | 2g − 2
for g ≥ 2.
Further, for π : X →Mg,1kNS the family of super Riemann surfaces with NS punctures represented
by the divisor P and a k-jet coordinate system near the punctures, the Kondaira-Spencer map
preserving this extra structure is
δ : TM
g,1k
NS
∼
−→ R1π∗T
s
X/S(−(k + 1)P ),
which locally for (Σ, p, z|ζ) is
δ(Σ,p,z|ζ) : T(Σ,p,z|ζ)Mg,1kNS
∼
−→ H1(Σ, T sΣ(−(k + 1)p))
where P |Σ = p is the NS puncture on Σ. From this we find the dimension of Mg,1kNS is 3g − 2 +
k | 2g − 1 + k for g ≥ 2.
Let U be a formal neighborhood of a NS puncture p in Σ. Choosing the superconformal formal
parameters z, ζ on U such that the divisor p is given by z = 0 gives a trivialization of T sΣ on U .
Using Cˇech cohomology, then
T(Σ,p,z|ζ)(Mg,1kNS)
∼= Γ(U \ p, T sΣ)
/(
Γ(U, T sΣ(−(k + 1)p)) + Γ(Σ \ p, T
s
Σ)
)
∼= switt
/(
(switt/zkC[z−1]switt) +DΣ,p,z|ζ
)
,
where we denote by DΣ,p,z|ζ the image of Γ(Σ\p, T
s
Σ) in switt using the local coordinate system z|ζ.
Further, taking the projective limit gives a description of the tangent space of Mg,1∞NS :
T(Σ,p,z|ζ)(Mg,1∞NS)
∼= switt
/
DΣ,p,z|ζ . (7)
Proposition 2.1. The super Witt algebra acts on the moduli space Mg,1∞
NS
by vector fields.
Proof. The isomorphism given in (7) can be used to define the global map
P : switt→ Vect(Mg,1∞NS).
This map P is a Lie superalgebra homomorphism by the naturality of the Kodaira-Spencer map.
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2.3 The Super Mumford Isomorphism
Definition 2.2. Let π : X → S be a smooth proper family of complex supermanifolds of dimension
1|1. Let F be a locally free sheaf on X. Then the Berezinian of cohomology of F is a sheaf on S of
dimension 1|0 or 0|1 given by
B(F) := ⊗i
(
BerRiπ∗F
)(−1)i
We define the Berezinian line bundles λj/2 for the universal family π : X →Mg,1∞
NS
as
λj/2 := B(ω
⊗j
X )
where ωX := BerΩ
1
X is the Berezinian of X.
Theorem 2.1 (Deligne, and Voronov [25]). The super Mumford isomorphism is the collection of
canonical isomorphisms
λj/2 ∼= λ
−(−1)j(2j−1)
1/2 , in particular λ3/2
∼= λ51/2.
3 The Semi-Infinite Super Grassmannian of C((z))[ζ]
3.1 Definition
Consider C((z)), the infinite-dimensional topological space of formal Laurent series with the z-adic
topology. Define H = C((z))[ζ] = C((z))ζ + C((z)) where ζ is a Grassmann variable, i.e. ζ2 = 0.
We define two classes of subspaces: compact and discrete.
Definition 3.1. Define a super subspace of H to be compact if it is commensurable with C[[z]][ζ] =
H+. Explicitly, super subspaces K and H+ are commensurable when the K/(K∩H+) and H+/(K∩
H+) both have finite even dimension and finite odd dimension. Define a (not necessarily super)
subspace D of H to be discrete if there exists a compact subspace K such that the natural map
D ⊕K → H is an isomorphism of vector spaces.2
Lemma 3.1. Let K be any compact subspace. Then D is discrete if and only if the natural map
D ⊕K → H is Fredholm, that is when the kernel and cokernel are finite-dimensional in the exact
sequence below.
0→ D ∩K → D ⊕K → H → H/(D +K)→ 0 (8)
Proof. The proof is a purely linear algebraic argument, see the Appendix 5.3.
Just as H+ is a natural choice for a compact subspace, the discrete subspace H− = z−1C[z−1][ζ]
is a natural choice for a discrete subspace since H = H+ ⊕ H−. We call H+ the distinguished
compact subspace, and H− the distinguished discrete subspace. Equivalently to (8), we may check
p−|D is Fredholm, where p− is the projection H → H−.
0→ D ∩H+ → D
p−
−−→ H− → H−/(H− ∩D) ∼= H/(D +H+)→ 0 (9)
Definition 3.2. We define the super Grassmannian Gr(H) as a infinite-dimensional supermanifold
based on the infinite-dimensional manifold Grrd(H) of the discrete super subspaces D ⊂ H and
locally modeled on the vector superspaces HomC(D,K), glued out of charts as follows.
2We have defined discrete and compact subspaces purely algebraically. The topological names are motivated by
the z-adic topology on H.
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Remark 3.1. One may view Gr(H) as a superstack representing the corresponding functor of points.
What follows is a construction of this superstack by gluing affine superstacks representing the functors
of points in HomC(D,K).
We follow [20]. Consider discrete D and compact K such that the natural map D ⊕ K → H
is an isomorphism. Consider A ∈ HomC(D,K).
3 Since the natural map graph(A) ⊕ K → H is
an isomorphism, we have that D′ = graph(A) is discrete. Further, D′ corresponds to the point
in Gr(H) represented by coordinates A : D → K. We therefore define the affine coordinate charts
UD,K as the superspaces HomC(D,K).
Consider two such charts: UD,K and UD′,K′ . Let I ⊆ HomC(D,K) and I
′ ⊆ HomC(D
′,K ′) each
correspond to UD,K ∩UD′,K′ . We wish to show I and I ′ are open and that the change of coordinates
I → I ′ is smooth.
Let (
TD
′D TD
′K
TK
′D TK
′K
)
be the identity map expressed as D ⊕ K → D′ ⊕ K ′. Since K ′ and K are commensurable, then
TK
′K is Fredholm. Suppose W = graph(A : D → K) = graph(B : D′ → K ′), i.e. W corresponds
to a point in UD,K ∩ UD′,K′ . Then we must have(
TD
′D TD
′K
TK
′D TK
′K
)(
I
A
)
=
(
I
B
)
Q
where Q : D → D′ is some isomorphism. We find
B = (TK
′D + TK
′KA)(TD
′D + TD
′KA)−1.
So B is a smooth function of A and I = {A ∈ HomC(D,K) : T
D′D + TD
′KA is invertible} and so I
is indeed open; and similarly for I ′.
3.2 Action of GL
(
C((z))[ζ ]
)
and gl
(
C((z))[ζ ]
)
Define gl(H) = HomC(H,H) to be the superspace of continuous linear maps on H . For any endo-
morphism of H we may write it as
F =
(
F−− F−+
F+− F++
)
where F+− : H− → H+ etc. Define the restricted linear supergroup GLF (H) to be the supergroup of
continuous linear isomorphisms G : H → H , where G =
(
G−− G−+
G+− G++
)
, with G−− and G++ Fredholm.
It is defined by the functor of points assigning a supercommutative algebra R the group GLF (R⊗H)
of R-linear automorphisms G : R⊗H → R⊗H with G−− and G++ having finitely generated locally
free kernels and cokernels.
Define an endomorphism of a discrete subspace to be supertrace class if it factors through some
compact subspace.
Proposition 3.1. The group GLF (H) acts transitively on Gr(H), and the stabilizer of D is (
∗ ∗
0 ∗ )
expressed in a decomposition D ⊕K.
3In the z-adic topology, any linear map from D to K
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Proof. ConsiderG ∈ GLF (H) and discreteD. EveryD is the image of an operatorw =
(w−
w+
)
: H− →
H such that p− ◦ w = w− is Fredholm. The action of G on D can be easily computed by matrix
multiplication resulting in the new subspace given by the operator
Gw =
(
G−−w− +G
−+w+
G+−w− +G
++w+
)
where the top map is clearly Fredholm.
To show the transitivity of the action, consider the map w as above and a map v =
( v−
v+
)
: H+ →
H where the columns of v are a basis forK such that the natural mapD⊕K → H is an isomorphism,
and where eventually v(zi) = zi−n for some n and v(ziθ) = zi−mθ for some m. We claim that
G =
(
w− v−
w+ v+
)
is in GLF (H) and G(H
−) = D. We need only to check that v is continuous and v+ is Fredholm, both
of which are satisfied by the condition that eventually v(zi) = zi−n for some n and v(ziθ) = zi−mθ
for some m.
The stabilizer is obvious.
Therefore we may describe Gr(H) as the homogeneous superspace
Gr(H) ∼= GLF (H)/P
where P = ( ∗ ∗0 ∗ ) in the H
− ⊕H+ decomposition.
Proposition 3.2. The Lie superalgebra gl(H) acts by vector fields on Gr(H). Explicitly, F 7→ LF
is a Lie superalgebra homomorphism gl(H)→ TGr(H). In the chart UD,K , this action is given by the
formula
LF (A) = F
KD + FKKA−AFDD −AFDKA
where LF ∈ HomC(S
•(HomC(D,K)),HomC(D,K)).
Proof. Consider the action of G ∈ GLF on the point in UD,K represented by coordinates A : D → K.[
GDD GDK
GKD GKK
] [
I 0
A I
]
=
[
GDD +GDKA GDK
GKD +GKKA GKK
]
∼
[
I 0
(GKD +GKKA)(GDD +GDKA)−1 I
]
The equivalence relation is given by multiplication on the right by the stabilizer of D, which in the
D⊕K decomposition is ( ∗ ∗0 ∗ ). We calculate LF (A) as the derivative at t = 0 of the lower left block
with G = I + tF .
3.3 Berezinian Line Bundle
We can take as definition
BerK(D) :=
Ber(D ∩K)
Ber(H/(D +K))
,
which is well-defined for discrete D and compact K. The Berezinian of the exact sequence (8), gives
BerK(D) ∼=
Ber(D) Ber(K)
Ber(H) if D,K,H were finite-dimensional. Since this finite-dimensional expression
is Ber(D) multiplied by other constant4, though actually infinite, factors, it is an appropriate choice
4If we fix any compact K, for example K = H+.
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of the fiber of a Berezinian line bundle over the point corresponding to D. As in [13], we denote the
line bundle BerK . The price we paid is that now our line bundle depends on a choice of compact
subspace K. However, any two Berezinian line bundles are isomorphic by
BerK ∼=
Ber(K/(K ∩K ′))
Ber(K ′/(K ∩K ′))
⊗ BerK′ . (10)
Definition 3.3. As in [1], we define the Berezinian line bundle on Gr(H) as
BerGr(H) := BerH+ ,
in other words, BerK with K = H
+, the distinguished compact subspace.
In an affine coordinate chart UD,K , the fiber BerK(D) is canonically trivialized: BerK(D) ∼= C.
So there is a canonical trivialization BerK |UD,K
∼= UD,K × C. Since the charts UD,K cover Gr(H)
and BerH+ is isomorphic to each BerK by (10), this gives BerH+ the structure of a line bundle.
Recall the definitions of a Lie algebroid and Atiyah algebra, which are stated in Appendix 5.1. To
generalize these definitions to Lie superalgebroids and Atiyah superalgebras, we simply require that
any vector bundle map is a super vector bundle map (parity preserving) and that any commutator
is the super commutator [16]. The Atiyah superalgebra AL of a line bundle L on a supermanifold
X may be regarded as the Lie superalgebroid of infinitesimal symmetries of the pair (X,L).
3.4 Action of Central Extension
It is known that H2(gl(H)) is one-dimensional. For any choice of discrete D and compact K such
that the natural map D ⊕K
∼
−→ H is an isomorphism, we define a 2-cocycle on gl(H) as
ηD,K(F,G) := str(F
DKGKD − (−1)|F ||G|FDKGKD).
We choose a distinguished 2-cocycle to correspond our distinguished decomposition H−⊕H+ ∼= H :5
η(F,G) := str(F−+G+− − (−1)|F ||G|F−+G+−),
which we call the super Japanese cocycle. The unique Lie superalgebra central extension defined
by the super Japanese cocycle will be denoted g˜l(H). We denote the bracket on g˜l(H) as [F,G]∼ =
[F,G] + η(F,G).
Proposition 3.3. The Lie superalgebra g˜l(H) acts by first order differential operators on BerGr(H).
Explicitly, F + c 7→ L˜F + c is a Lie superalgebra homomorphism g˜l(H) → ABer(Gr(H)) sending
[F,G]∼ to [L˜F , L˜G]. In the chart UD,K, this action is given by the formula
L˜F (A) = LF (A) + str(F
DKA) + α(F )
where α ∈ C1(gl) is the unique 1-cochain such that
dα(F,G) = α([F,G]) = ηD,K(F,G) − η(F,G).
Before providing the proof, we remark about the case that D,K,H were finite-dimensional as
motivation for the definition of the Lie superalgebra action. Consider the natural action of G ∈ GLF
on BerK(DA) where DA ∈ UD,K is represented by coordinates A : D → K.
Ber(D) Ber(K)
Ber(H)
Ber(D) Ber(K)
Ber(H)
Ber(DA) Ber(K)
Ber(H)
Ber(DA) Ber(K)
Ber(H)
Ber(GDD+GDKA) Ber(GKK )
Ber(G)
graph(A)
G
πD,πK
5The cocycle defined by Ueno and Yamada in [24] is ηD,K with choice D = C[z
−1, ζ] and K = zC[[z]][ζ].
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Using the canonical isomorphism of the fiber BerK(DA) with BerK(D), we find the multiplicative
factor Ber(G
DD+GDKA) Ber(GKK)
Ber(G) . Then for G = I + tF , we derive the Lie superalgebra action of
str(FDKA).
Proof. Direct computation shows that str([F1, F2]
DKA) = ηDA,K(F1, F2)− ηD,K(F1, F2). Similarly,
if DA ∈ UD,K and DA ∈ UD′,K′ then the change of coordinates is given by the unique 1-cochain
whose exterior derivative is ηDA,K′(F1, F2) − ηDA,K(F1, F2). Thus, this Lie superalgebra action is
glues between charts.
The Lie superalgebra homomorphism follows from:
[L˜F1 , L˜F2 ]A = [LF1 , LF2 ] + str(F
DK
1 LF2A)− str(F
DK
2 LF1A)
= L[F1,F2]A+ ηD,K(F1, F2) + str([F1, F2]
DKA)
= L[F1,F2]A+ ηD,K(F1, F2)− η(F1, F2) + η(F1, F2) + str([F1, F2]
DKA)
= L[F1,F2]A+ α([F1, F2]) + η(F1, F2) + str([F1, F2]
DKA)
= L˜[F1,F2]∼A
We now summarize the above Lie superalgebra action using the concept of an action Lie superal-
gebroid as defined in Appendix 5.1. The global map g˜l(H)→ ABer(Gr(H)) in Proposition 3.3 may
be used to define a morphism of Lie algebroids G˜ → ABer, where G˜ is denotes the action Lie superal-
gebroid over Gr(H) of the Lie superalgebra g˜l(H). By restriction to the action Lie superalgebroid G
corresponding to gl(H), we have the Lie superalgebroid morphism G → TGr(H) corresponding to the
global map in Proposition 3.2. In summary, we have the commutative diagram of Lie superalgebroids
below.
0 OGr(H) G˜ G 0
0 OGr(H) ABer TGr(H) 0
Id L˜ L
(11)
4 The Super Krichever Map and a Flat Connection
4.1 Definition of κj
Consider the super vector subspace of sections Γ(Σ \ p, ω⊗jΣ ) ⊂ C((z))[ζ] [dz|dζ]
⊗j . Using the super
vector space isomorphism H ∼= C((z))[ζ] [dz|dζ]⊗j , we may regard Γ(Σ \ p, ω
⊗j
Σ ) ⊂ H .
Definition 4.1 (Mulase [18]). The super Krichever map Mg,1∞
NS
→ Gr(H) is an injective analytic
map given by
κj(Σ, p, z|ζ) = Γ(Σ \ p, ω
⊗j
Σ ) ⊂ C((z))[ζ] [dz|dζ]
⊗j .
where ωΣ := Ber(Ω
1
Σ) is a rank 0|1 invertible sheaf, the Berezinian of Σ.
Proof. We check this definition is well-defined. Notice Γ(Σ \ p, ω⊗jΣ ) ∈ Gr(H) since the map p−
restricted to Γ(Σ \ p, ω⊗jΣ ) is Fredholm, see (9).
0→ Γ(Σ, ω⊗jΣ )→ Γ(Σ \ p, ω
⊗j
Σ )
p−
−−→ H− → H1(Σ, ω⊗jΣ )→ 0.
See Theorem 4.2 of [18] for a proof of that the map is injective analytic.
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4.2 Representations of switt and ns on C((z))[ζ ]
As described by Ueno and Yamada in [24], the super Witt algebra switt acts on ω⊗jΣ by Lie derivative
6
L∂f(z,ζ)
(
g(z, ζ) [dz|dζ]⊗j
)
=
(
∂f (g)(z, ζ) +
j
2
∂f
∂z
(z, ζ)g(z, ζ)
)
[dz|dζ]⊗j
where ∂f(z,ζ) is as in (4). Since ω
⊗j
Σ
∼= ΠjH as super vector spaces, where Π is the parity reversing
operator, we define the map ρj : switt→ gl(H) as
ρj
(
∂f(z,ζ)
)
(g(z, ζ)) = ∂f (g)(z, ζ) +
j
2
∂f
∂z
(z, ζ)g(z, ζ).
The map ρj does not take into account the parity of the section [dz|dζ]⊗j upon which the map was
based. Essentially, the map ρj treats Ber(ω
⊗j) as rank 1|0 independent of j. In order to keep with
the convention that Ber(ω⊗j) is of rank 1|0 when j is even and 0|1 when j is odd, we define the Lie
superalgebra homomorphism ̺j : switt→ gl(H) as
̺j = Π
j ◦ ρj ◦Π
j .
Proposition 4.1. The pullbacks of the super Japanese cocycle along the representations ̺j satisfies:
̺∗j (η) = −(−1)
j(2j − 1)̺∗1(η) ̺
∗
j (η) = ̺
∗
1−j(η).
Proof. The proof is a direct computation. We note that ρ∗j (η) = (2j − 1)ρ
∗
1(η) as in Proposition 4
of [24]. Since the supertrace is defined as the trace of the even-even matrix minus the trace of the
odd-odd matrix, the effect of the parity operators in the definition of ̺j is to negate the pullback of
the cocycle η exactly when j is odd.
It is known that H2(switt) is one dimensional. Let cj = −(−1)j(2j − 1) and define nsj to be
the central extension of switt by ̺∗j (η) = cj̺
∗
0(η). When j = 0 or j = 1, we recover the standard
definition of the Neuev-Schwarz algebra, denoted ns. On the basis of switt the standard cocycle is
given by
̺∗0(η)(Lm, Ln) =
m3 −m
4
δm+n,0 ̺
∗
0(η)(Ln, Gr) = 0 ̺
∗
0(η)(Gr , Gs) =
4r2 − 1
4
δr+s,0
This is summarized in the following commutative diagram of Lie superalgebras.
0 C ns switt 0
0 C nsj switt 0
0 C g˜l(H) gl(H) 0
·cj ≀ Id
Id
p
̺j
(12)
4.3 Compatibility of switt Representation and the Krichever Map
Proposition 4.2. For m = (Σ, p, z|ζ) ∈Mg,1∞
NS
, we have the following commutative diagram of Lie
superalgebras with exact horizontal sequences.
0 gl(H)κj(m) gl(H) Tκj(m)Gr(H) 0
0 Γ(Σ \ p, T sΣ) switt TmMg,1∞NS 0
L|κj(m)
̺j ̺j
P |m
dκj (13)
6For reference, the Lie derivative of sections of the Berezinian is described in §3.11 of [4].
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Proof. The top exact sequence is the action of gl(H) along a fiber. This gives TDGr(H) ∼=
HomC(D,H/D), where in the diagram above we have D = κj(m). The bottom exact sequence
is given by the action of switt along a fiber. The left map is well-defined since the Lie derivative of
an element of κj(m) = κj(Σ, p, z|ζ) = Γ(Σ\p, ω
⊗j
Σ ) by an element of Γ(Σ\p, T
s
Σ) is again an element
of κj(Σ, p, z|ζ). Then we must check that the right map induced by ̺j is isomorphic to the map dκj .
Let ∂f(z,ζ) ∈ switt be as in (4), and vf ∈ TmMg,1∞NS be its image. Then for g(z, ζ)[dz|dζ]
⊗j ∈ κj(m)
and ǫ such that |ǫ| = |f |
dκj(vf )
(
g(z, ζ)[dz|dζ]⊗j
)
= lim
ǫ→0
1
ǫ
g
(
z + ǫf(z) + ǫζ
(−1)|f|Dζf(z,ζ)
2
∣∣∣∣ζ + ǫ (−1)|f|Dζf(z,ζ)2
)
[
d(z + ǫf(z) + ǫζ
(−1)|f|Dζf(z,ζ)
2 )
∣∣∣∣d(ζ + ǫ (−1)|f|Dζf(z,ζ)2 )
]⊗j
mod κj(m)
= L∂f g(z, ζ)[dz|dζ]
⊗j mod κj(m)
which matches the definition of the Lie derivative.
We easily upgrade the diagram (13) into a diagram of Lie superalgebroids on Mg,1∞NS .
0 κj
∗J κj
∗G κj
∗TGr(H) 0
0 K W TM 0
κj
∗L
̺j ̺j
P
dκj (14)
4.4 Atiyah Algebra pullback
Recall Lemma 1.2 which provides a sufficient condition to be a pullback.
Corollary 4.1. The Atiyah algebra of the pullback of the Berezinian line bundle is the pullback in
the following diagram.
0 OM Aκj∗ Ber TM 0
0 κj
∗OGr(H) κj
∗ABer κ∗jTGr(H) 0
Id
sym1
κj∗
p
dκj
κj
∗ sym1
(15)
Proof. By Lemma 1.2, it suffices to notice that κj∗ restricts to an isomorphism OM → κj
∗OGr(H),
and that the right square (with the similarly defined map dκj on the tangent sheaves) commutes.
4.5 Action of Neuev-Schwarz Algebra
We now combine several commuting squares to pullback the diagram (11) from the Grassmannian to
the moduli space Mg,1∞NS . The transfer of this diagram from the Grassmannian to the moduli space
originates from compatibility of the representation of the super Witt algebra with the derivative of
the Krichever map, as given in (14).
Beginning with diagram (11) as the front face and the square of (14) as the right face, we build
20 Katherine A. Maxwell
the following commuting cube of Lie superalgebroids on Mg,1∞NS .
OM Nj W
κj
∗OGr(H) κj
∗G˜ κj∗G
OM Aκj∗ Ber TM
κj
∗OGr(H) κj
∗ABer κj
∗TGr(H)
Id
Id
̺∗jκj
∗L˜
̺j
P
κj
∗L
Id
sym1
dκjId κj
∗L˜
κj
∗ sym1
The top face and bottom face are pullback diagrams. The top face is the Lie superalgebroid version
of (12), and the bottom face is given by (15). Since Nj and Aκj∗ Ber are both pullbacks in the top
and bottom squares respectively, there is a unique action map ̺∗jκj
∗L˜ : Nj → Aκj∗ Ber.
Further, using the relationship given in (12) between the standard ns and the nonstandard nsj ,
we arrive at the diagram below. The crucial property of the action of the Neveu-Schwarz Lie
superalgebroid N is that the central charge acts by cj .
0 OM N W 0
0 OM Aκj∗ Ber TM 0
cj Id P˜j P (16)
4.6 A Flat Holomorphic Connection
Proposition 4.3. The pullback of the Berezinian line bundle from the super Grassmannian along
the jth super Krichever map is canonically isomorphic to λj/2.
κj
∗BerGr(H) ∼= λj/2
Proof. We see κj(Σ, p, z|ζ) = Γ(Σ \ p, ω
⊗j
Σ ). Using the definition in Def. 3.3 of the Berezinian line
bundle on the super Grassmannian, we have
BerGr(H)
(
Γ(Σ \ p, ωjΣ)
)
=
Ber(H0(Σ, ωjΣ))
Ber(H1(Σ, ωjΣ))
which can be seen using Cˇech cohomology. This is exactly Def. ?? of λj/2.
The standard operations of Atiyah algebras have straightforward generalizations to super Atiyah
algebras, which are described in the Appendix 5.1. Using these standard properties of Atiyah
algebras, we describe the action of the Neveu-Schwarz Lie superalgebroid on the line bundles of the
super Mumford isomorphism. Denote Aj := Aλj/2⊗λ
−cj
1/2
. Firstly, as in (16), N acts on −cjAλ1/2
with central charge −cj . Then the action of N on Aj is defined via the action on Aλj/2 ×TX
−cjAλ1/2 . Importantly, we see that N acts with central charge cj − cj = 0, as in the diagram of Lie
superalgebroids below.
K
0 OM N W 0
0 OM Aj TM 0
0 Pαj
(17)
A straightforward diagram chase gives the unique morphism of Lie superalgebroids αj : W → Aj .
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Proposition 4.4. Let Σ be an affine super Riemann surface. Denote the Lie superalgebra of global
superconformal vector fields as k := Γ(Σ, T sΣ). Then the Lie superalgebra k is perfect, that is to say,
H1(k;C) = k/[k, k] = 0.
Proof. If Σ is open in C1|1, then we can find superconformal global coordinates z|ζ such that DΣ is
generated by Dζ =
∂
∂ζ + ζ
∂
∂z and elements of k are of the form ∂f := f
∂
∂z +
(−1)|f|
2 Dζf ·Dζ where
f = f(z, ζ) ∈ OΣ. The supercommutator of superconformal vector fields gives
[∂f , ∂g] = ∂
f(∂zg)+
(−1)|f|
2 (Dζf)(Dζg)−(∂zf)g
where f, g ∈ OΣ. For an arbitrary h ∈ OΣ, we find ∂h ∈ [k, k] since
∂h =
2
3
[∂h, ∂z] +
2
3
[∂1, ∂hz] +
2
3
[∂hζ , ∂ζ ].
For more general SRSs Σ, we show the Chevalley-Eilenberg cohomology H1CE(k,C) =
(
H1(k,C)
)∗
is zero by considering the spectral sequence of the double complex Cˇ•(U ,
∧• T s∗), where U = {Ui}i∈I
is an open cover of Σ where each Ui is an open ball and where pairwise intersections are contractible
or empty. The double complex Ep,q0 = Cˇ
q(U ,
∧p T s∗) is shown below with horizontal differential
dCE and vertical Cˇech differential dˇ. For vi ∈ T s(Ui0,...,in+1) where Ui0,...,in+1 =
⋂
j=0,...,n+1
Uij and
f ∈ Em,n0 , the differentials act as
dmCE(f)(Ui0,...,in)(v1, . . . , vm+1) =
∑
i<j
(−1)1+j+n+|vj |
(
|vi+1|+···+|vj−1|
)
· f(Ui0,...,in)(v1, . . . , vi−1, [vi, vj ], vi+1, . . . , vˆj , . . . , vm+1)
dˇn(f)(Ui0,...,in+1)(v1, . . . , vm) =
n+1∑
k=0
(−1)kresUi0,...,in f(Ui0,...,ˆik,...,in)(v1, . . . , vm),
where the symbol ˆ denotes omission. Note, firstly the sign produced by the Chevalley-Eilenberg
differential uses Deligne’s sign convention for combining the cohomological and super gradings7, and
secondly that the (−1)n results from commuting the differential past the argument Ui0,...,in . This
ensures that dˇn ◦ dmCE + d
m
CE ◦ dˇ
n = 0.
0
⊕
i<j<k
C
⊕
i<j<k
(T s(Uijk))
∗ ⊕
i<j<k
∧2
(T s(Uijk))
∗
0
⊕
i<j
C
⊕
i<j
(T s(Uij))
∗ ⊕
i<j
∧2
(T s(Uij))
∗
0
⊕
i
C
⊕
i
(T s(Ui))
∗ ⊕
i
∧2
(T s(Ui))
∗
0 0 0
0
0
0
7This definition follows (2.21) in [22].
22 Katherine A. Maxwell
Since the double complex is a first quadrant double complex, the spectral sequences →E
p,q
r and ↑E
p,q
r
both converge to Hp+q(E•). As usual, →E
0,0
2 , →E
0,1
2 , ↑E
0,0
2 , and ↑E
1,0
2 stabilize on the second page.
Further, notice that d0CE = 0. From this fact, we also find that →E
1,0
2 and ↑E
0,1
2 stabilize on the
second page. We therefore have the following short exact sequences:
0→ →E
0,1
2 → H
1(E•)→ →E
1,0
2 → 0, (18)
0→ ↑E
1,0
2 → H
1(E•)→ ↑E
0,1
2 → 0. (19)
We wish to show ↑E
1,0
2 = H
1
CE(k) = 0. We have that →E
0,0
2
∼= ↑E
0,0
2
∼= Hˇ0(X,C) and →E
0,1
2
∼=
↑E
0,1
2
∼= Hˇ1(X,C), where C is the constant sheaf with values in C. Further, since H1CE(Ui, T
s) = 0
by the first half of this proof since Ui is an open ball in C
1|1, then →E
1,0
1 = ker(d
1
CE) = 0. And then
→E
1,0
2 = Hˇ
0(X, 0) = 0. Thus by (18), H1(E•) ∼= →E
0,1
2 . We already know →E
0,1
2
∼= ↑E
0,1
2 , which
gives H1(E•) ∼= ↑E
0,1
2 ; and therefore (19) gives ↑E
1,0
2 = 0.
The definition of a holomorphic connection on a line bundle is recalled in section 1.1.3, and this
definition generalizes straightforwardly to super Atiyah algebras.
Theorem 4.1. There exists a flat holomorphic connection on the line bundle λ
−cj
1 ⊗ λj.
Proof. Consider the kernel Lie algebroid K as in (17). In fact, K is a bundle of Lie algebras with
fiber k = Γ(Σ \ p, T sΣ), meaning that the bracket on K is simply the pointwise bracket of its fibers.
By Proposition 4.4, we know every fiber is equal to its commutant, therefore [K,K] = K. So
wlog, let k = [k1, k2] ∈ K. Then notice αj(k1), αj(k2) ∈ ker(Ap∗j → TX) = OM. Which means
αj(k) = [αj(k1), αj(k2)] = 0. Then by the universal property of the cokernel of TM, we have a
unique morphism of Lie algebroids ∇ : TM → Aj .
5 Appendix
Here we provide some a few proofs and some background material.
5.1 Lie Algebroids, Atiyah Algebras, and Line Bundle Operations
We summarize the basics of Lie (super)algebroids and specifically Atiyah (super)algebras. A Lie
(super)algebroid is simply the many-object generalization of a Lie (super)algebra. A good reference
is [14].
Definition 5.1. A Lie algebroid on a C-manifold M is a C vector bundle E → M with a vector
bundle map a : E → TM , called the anchor map, where TM is the tangent bundle of M , and with
a C-bilinear alternating bracket [ , ] : Γ(E,M) ∧ Γ(E,M) → Γ(E,M), which satisfies the Jacobi
identity, a([X,Y ]) = [a(X), a(Y )], and [X, fY ] = f [X,Y ] + a(X)(f)Y for all X,Y ∈ Γ(E,M) and
f ∈ OM (M).
Given Lie algebroids E and F on the same base M , a Lie algebroid morphism is a C vector
bundle morphism φ : E → F over M such that b ◦ φ = a and φ([X,Y ]) = [φ(X), φ(Y )], for all
X,Y ∈ Γ(E,M).
Definition 5.2. Let L be a line bundle on a manifold X. We take as definition the Atiyah algebra
AL on X is the Lie algebroid of order 1 operators on the line bundle L. It is a Lie algebra extension
with a compatible left OX-module structure:
0→ OX → AL
sym1
−−−→ TX → 0, (20)
where the anchor map is the symbol map defined as sym1(D)(f) = [D, f ].
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Definition 5.3. The action Lie algebroid associated to a Lie algebra homomorphism φ : g →
Vect(X) is given by the trivial vector bundle X × g with anchor map a : X × g → TX such that
a(x,X) = φ(X)(x), and bracket [V,W ] = φˆ(V )(W )− φˆ(W )(V )+[V,W ]•, where V,W ∈ Γ(X×g, X)
and φˆ(V )(x) = φ(V (x))(x).
To generalize the above definitions to Lie superalgebroids and Atiyah superalgebras, we simply
require that any vector bundle map is a super vector bundle map (parity preserving) and that any
commutator is the super commutator [16].
The Atiyah (super)algebra AL of a line bundle L on a (super)manifold X may be regarded as
the Lie (super)algebroid of infinitesimal symmetries of the pair (X,L).
We describe the pushforward of an Atiyah algebra. For λ ∈ C, we define λAL as the semi-direct
product OX ⊗AL subject to the relations (λf, 0) = (0, f) for f ∈ OX . There is a canonical map of
Lie algebroids AL → λAL which commutes as below.
0 OX AL TX 0
0 OX λAL TX 0
λ Id Id (21)
Further we define the Atyiah algebraAL1⊗AL2 to be the semi-direct productOX⋊(AL1×TXAL2)
subject to the relations (f + g, 0) = (0, (f, g)). This definition gives the commutative diagram of the
first two rows below.
0 OX ×OX AL1 ×TX AL2 TX 0
0 OX AL1 ⊗AL2 TX 0
0 OX AL1⊗L2 TX 0
(f,g) 7→f+g
φ
Id
Id ≀ Id
Now consider φ : AL1 ×TX AL2 → AL1⊗L2 given by the Leibnitz rule
φ(δ1, δ2)(s1 ⊗ s2) = δ1(s1)⊗ s2 + s1 ⊗ δ2(s2),
where δi ∈ ALi and si ∈ Γ(Li). From this it follows that there is a morphism of Lie algebroids
AL1 ⊗AL2
∼
−→ AL1⊗L2 which is a canonical isomorphism.
Comparing the definitions of the Atiyah algebras AL ⊗ AL and 2AL, you find a canonical iso-
morphism AL ⊗AL
∼
−→ 2AL : (f, (δ1, δ2)) 7→ (f,
δ1+δ2
2 ), and the inverse given by the natural double
inclusion. Let L∨ be the inverse line bundle of L. The Leibnitz rule gives a map ψ : AL → AL∨
given by ψ(δ)(s∨) = −s∨ ⊗ δ(s) ⊗ s∨, where δ ∈ AL and s ∈ Γ(L). By composing ψ−1 and the
canonical map in (21), we find a canonical isomorphism of Atiyah algebras AL∨
∼
−→ −AL. Therefore
for n ∈ Z, canonically nAL ∼= AL⊗n .
These operations generalize straightforwardly to super Atiyah algebras with the important re-
placement of the Leibniz rule with the super Leibniz rule:
φ : AL1 ×TX AL2 → AL1⊗L2 φ(δ1, δ2)(s1 ⊗ s2) = δ1(s1)⊗ s2 + (−1)
|δ2||s1|s1 ⊗ δ2(s2)
ψ : AL → AL∨ ψ(δ)(s
∨) = −(−1)|δ||s|s∨ ⊗ δ(s)⊗ s∨
where δi ∈ ALi and si ∈ Γ(Li), and δ ∈ AL and s ∈ Γ(L).
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5.2 Proof of Lemma 1.2
Proof. Suppose we have X such that the following square commutes.
X C
B′ C′
g
f c
π′
Let x ∈ X . Choose y ∈ B such that π(y) = g(x). Then b(y)−f(x) ∈ B′, and further π′(b(y)−f(x)) =
π′ ◦ b(y)− π′ ◦ f(x) = c ◦ π(y)− c ◦ g(x) = c(π(y)− g(x)) = 0. Therefore we have b(y)− f(x) ∈ A′.
And using the isomorphism a and inclusion into B, we have a−1(b(y)− f(x)) ∈ B.
Define φ : X → B as φ(x) = y−a−1(b(y)−f(x)). We first check this map commutes, then check
it does not depend on the choice of y.
π ◦ φ(x) = π(y − a−1(b(y)− f(x))) = π(y)− π(a−1(b(y)− f(x))) = π(y) = g(x)
b ◦ φ(x) = b(y − a−1(b(y)− f(x))) = b(y)− b(a−1(b(y)− f(x))) = b(y)− (b(y)− f(x)) = f(x)
Now consider two lifts y, y′ ∈ B such that π(y) = π(y′) = g(x). Consider the subtraction of the
resulting maps
φ(x) − φ′(x) = [y − a−1(b(y)− f(x))]− [y′ − a−1(b(y′)− f(x))] = (y − y′)− a−1(b(y − y′)) = 0
where the last equality results from noticing that y − y′ ∈ A and b(y − y′) ∈ A′.
5.3 Proof of Lemma 3.1
Lemma 3.1 provides an alternative definition of a discrete subspace.
Proof. Firstly we show that commensurablity is transitive, i.e. any two compact subspaces are
commensurable to each other. For K and K ′ compact, using the exact sequence
0→
(K ∩H+) + (K ∩K ′)
K ∩K ′
→
K
K ∩K ′
→
K
(K ∩H+) + (K ∩K ′)
→ 0,
where the first term is isomorphic to (K ∩ H+)/(K ∩ K ′ ∩ H+), so we see dim(K/(K ∩ K ′)) ≤
dim(H+/(K ′ ∩H+)) + dim(K/(K ∩H+)) <∞. And dim(K/(K ∩K ′)) <∞ similarly.
Next we show that if D ∩K and H/(D +K) are finite-dimensional for some compact K, then
D∩K ′ and H/(D+K ′) are finite-dimensional for any other compact K ′. Using the exact sequence
0→ D ∩K ∩K ′ → D ∩K ′ → D ∩K ′/(D ∩K ∩K ′)→ 0,
we see dim(D ∩K ′) ≤ dim(D ∩K) + dim(K ′/(K ∩K ′)) <∞. Using the exact sequence
0→
K
(D +K ′) ∩K
∼=
D +K ′ +K
D +K ′
→
H
D +K ′
→
H
D +K +K ′
→ 0,
we see dim(H/(D +K ′)) ≤ dim(K/(K ′ ∩K)) + dim(H/(D +K)) <∞.
Assume D is discrete. Then D ⊕ K ′ = H for some compact K ′. Thus D ∩ K ′ = 0 and
H/(D +K ′) = 0. Then D ∩K and H/(D +K) are finite-dimensional by the previous paragraph.
Assume D ∩K and H/(D +K) are finite-dimensional. We show D is discrete by showing H/D
is compact. It suffices to notice
K
K ∩ (H/D)
∼= D ∩K,
H/D
K ∩ (H/D)
∼=
H
D +K
.
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