Abstract. We propose in this work new systems of equations which we call p-Euler equations and p-Navier-Stokes equations. p-Euler equations are derived as the Euler-Lagrange equations for the action represented by the Benamou-Brenier characterization of Wasserstein-p distances, with incompressibility constraint. p-Euler equations have similar structures with the usual Euler equations but the 'momentum' is the signed (p − 1)-th power of the velocity. In the 2D case, the p-Euler equations have streamfunction-vorticity formulation, where the vorticity is given by the p-Laplacian of the streamfunction. By adding diffusion presented by γ-Laplacian of the velocity, we obtain what we call p-Navier-Stokes equations. If γ = p, the a priori energy estimates for the velocity and momentum have dual symmetries. Using these energy estimates and a time-shift estimate, we show the global existence of weak solutions for the p-Navier-Stokes equations in R d for γ = p and p ≥ d ≥ 2 through a compactness criterion.
Introduction
The Wasserstein distances [1, 2, 3, 4] for probability measures in a domain O ⊂ R d are closely related to optimal transport and are useful for image processing [5] , machine learning [6] and fluid mechanics [7] . If O is convex and bounded, the Wasserstein-p (p > 1) distance between two probability measures µ, ν in O can be reformulated as the following optimization problem where ρ is a nonnegative measure and m is a vector measure, both of which are time-dependent. B p is the Benamou-Brenier functional, and see Equation (2) for the expression in the case m ≪ ρ (i.e. m is absolutely continuous with respect to ρ). This Benamou-Brenier characterization of Wasserstein distances provides a least action principle framework for us to study Wasserstein geodesics.
In applications like image processing, one usually wants to find the geodesics between two shapes using some suitable action [5] . In [8] , Liu et al. considered two shapes (open connected sets) Ω 0 and Ω 1 in O with equal volume |Ω 0 | = |Ω 1 |. Assigning the two shapes with uniform probability measures
where χ(E) for a set E means the characteristic function, the Wasserstein-p distance between these two shapes is defined as the Wasserstein-p distance between µ and ν. The authors of [8] considered the geodesics between Ω 0 and Ω 1 with the action represented by the BenamouBrenier characterization of Wasserstein-2 distance under incompressibility constraint. In other words, they studied the action
with the constraint
Note that the action A here is different from the one used in [8] by a multiplicative constant, to be consistent with our convention in this paper. They found that the Euler-Lagrange equations for the geodesics under this constraint are the incompressible, irrotational Euler equations with free boundary. They proved that the distance between two shapes under this notion with incompressibility constraint is equal to the Wasserstein-2 distance. The work in [8] is related to Arnold's least action principle [9] , where Arnold discovered that the Euler equations of inviscid fluid flow can be viewed as the geodesic path in the group of volume-preserving diffeomorphisms in a fixed domain. One of the differences is that the equations in [8] are irrotational with free boundary. The free boundary problems for incompressible Euler equations are waterwave equations which have attracted a lot of attention [10, 11, 12, 13, 14] . In [12, 13] , Wu proved the wellposedness of waterwave problems in Sobolev spaces with general data for irrotational, no surface tension cases. In [14] , Shatah and Zeng solved the zero tension limit problem with the observation that the Lagrange multiplier part of the pressure can be interpreted as the second fundamental form of the manifold of the flow map.
In this paper, following [8] , we derive the Euler-Lagrange equation for the action represented by the Benamou-Brenier characterization of Wasserstein-p distance (p > 1) between two shapes with the incompressibility constraint. The resulted equations (Equations (23) ) have similar structures with Euler equations for x ∈ Ω t :
and thus we call them p-Euler equations. Here v is the Eulerian velocity field for the particles along the geodesics while v p , which we call the momentum, is the signed power of velocity v. π is a scalar field which plays the role of pressure as in the usual Euler equations. The p-Euler equations for the geodesics are irrotational in the sense that ∇ × v p = 0. If we define the Lagrangian and Hamiltonian respectively as (Equations (24) and (28)):
where q is the conjugate index of p (1/p + 1/q = 1), then pL = qH and we have then the dual symmetry (Equation (30))
Further, the p-vorticity ω p := ∇ × v p , evolves like a material transported by the velocity field:
If the flow is irrotational in the sense that ω p = 0, then v p = ∇φ and we have the following Bernoulli equations (Proposition 1)
− ∆ q φ = −∇ · (|∇φ| q−2 ∇φ) = 0, for some arbitrary function c(t). The q-Laplacian of the potential is zero. For the free boundary problems, we use Noether's theorem to find the conservation of Hamiltonian H and total momentum, angular momentum, an analogy of helicity and Kelvin's circulation (see Section 4):
where in the last integralγ is a material closed curve while τ = d dsγ
is the unit tangent vector with s being the arc length parameter. For a fixed boundary, we do not have conservation of momentum and conservation of angular momentum. However, the conservation of Hamiltonian, helicity and circulation are still valid.
When we consider the 2D p-Euler equations, we have a streamfunction-vorticity formulation for x ∈ Ω:
The vorticity becomes p-Laplacian of the stream function. This system of equations share similarities with the surface quasi-geostrophic equations, where the p-Laplacian is replaced by a fractional Laplacian [15] 
The well-posedness of critical 2D dissipative quasi-geostrophic equation was shown in [16, 17] . Another related system is the semi-geostrophic equations where the relation between ψ and ω is given by a Monge-Ampeŕe equation [18] :
Adding viscous term given by γ-Laplacian of velocity, which is reminiscent of the shearthinning or thickening velocity-dependent viscosity for non-Newtonian fluids [19, 20, 21] , we obtain what we call p-Navier-Stokes (p-NS) equations (Equation (60)) for x ∈ Ω ⊂ R d :
Here, ν > 0 and γ > 1 are constants. Note that the name 'p-Navier-Stokes equations' is reminiscent of the models for non-Newtonian fluids studied by Breit in [22, 21] based on a power law model for the viscosity term (see Remark 4 for more details)
1
. The p-NS equations have scaling invariance (see Section 6.1.2) and therefore may admit self similar solutions. By studying self-similar solutions with L 2 (R 3 ) initial data, Jia and Sverak in [23] studied the nonuniqueness of Leray-Hopf weak solutions of the 3D Navier-Stokes equations.
The parameter γ measures the strength of diffusion. γ ∈ (1, 2) corresponds to fast diffusion while γ ∈ (2, ∞) corresponds to slow diffusion. Special cases include γ = 2, γ = p. For γ = 2 and in 2D case, the p-NS equations can be recast in a streamfunction-vorticity formulation (see Section 6) . In the γ = p cases, the p-NS equations have dual symmetry (Equation (30) ) for the momentum and velocity. In particular, the dual symmetry gives the following energy-dissipation relation
and from which we observe the important a priori energy estimates for
where q is the conjugate index of p. For Ω = R d , we have a time-shift estimate (Lemma 3) for the mollified sequence
, where the time-shift operator is given by τ h f (t) = f (t + h). Using these estimates, we conclude
by a compactness theorem from [24] and show the global existence of weak solutions in R d for p ≥ d ≥ 2 with γ = p in Section 7. Diffusion with p-Laplacian diffusion has been studied by many authors. The authors of [25] and [26] studied the weak solutions of doubly degenerate diffusion equations and in [27] , Agueh et al. investigated the large time asymptotics of doubly nonlinear diffusion equations. Cong and Liu in [28] studied a degenerate p-Laplacian Keller-Segel model.
The rest of the paper is organized as follows. In Section 2, we give a brief introduction to Wasserstein-p distances. The Benamou-Brenier characterization allows us to derive the EulerLagrange equations for the geodesics. We reveal the underlying Hamiltonian structure. In Section 3, we derive the Euler-Lagrange equations for the action represented by the BenamouBrenier functional with the incompressibility constraint. The resulted equations are named as incompressible p-Euler equations. The structures are similar as the usual Euler equations but the momentum is replaced with the p-momentum that is nonlinear in the velocity. In Section 5, we reveal the variational structures of the p-Euler equations on a fixed domain, investigate the conservation of p-Hamiltonian and the streamfunction-vorticity formulation. In Section 6, we add a viscosity with γ-Laplacian to obtain the p-Navier-Stokes equations. This viscosity is a monotone function of the velocity and physically corresponds to shear-thinning or thickening effects. The special cases include γ = 2 and γ = p. In Section 7, we show the global existence of weak solutions for p-Navier-Stokes equations with p-Laplacian viscosity.
The Wasserstein-p geodesics
In this section, we first give a brief introduction to the Wasserstein-p distance and its relation to the Benamou-Brenier functional. Then, we investigate the geodesics for Wasserstein-p distances, which satisfy the pressureless p-Euler equations. Some underlying Hamiltonian structure will be discussed. 
In other words, W p p (µ, ν) is the optimal transport cost with cost function c(x, y) = |x − y| p . It has been shown in [4, Chap. 5 ] that the Wasserstein-p (p ≥ 1) distance between two probability measures µ and ν is also given by
where ρ is a nonnegative measure and m is a vector measure. B p is called the Benamou-Brenier functional. In the case m ≪ ρ, v = dm/dρ,
As explained in [4, Chap. 5] , v can be understood as the particle velocity.
The minimizer for (1) is called the Wasserstein-p geodesic, which will not change if we consider the cost c(x, y) = h(x − y) =
where 1/p + 1/q = 1. If µ is absolutely continuous with respect to Lebesgue measure, by the well-known result [4] , the optimal transport T exists and is given by
for some ψ. The function ψ is called Kantorovich potential. (From here on, if ρ is absolutely continuous to the Lebesgue measure, and consequently, ρ(dx) =ρ dx for some Lebesgue integrable functionρ, we may use ρ to mean this functionρ without much confusion.) The velocity of a particle is found to be constant and given by
With the Kantorovich potential, we are able to write out the W p distance as
The velocity field v(x, t = 0) = T (x) − x is in general not curl free. However, an important observation is that the p-momentum
is curl free. v p is the (p − 1)-th signed power of v.
Remark 1.
If p = 0, T p is the Kelvin transform of v about the unit sphere (in this paper, we consider p > 1). If p > 1, T p maps the inside of the unit sphere to the inside while maps outside to the outside. If p ∈ (1, 2), the mapping is pushing points towards the unit sphere while in the p > 2 case, the mapping is pushing points away from the unit sphere.
To find the optimal transport map from µ to ν, one may want to solve for the Kantorovich potential ψ. Suppose µ and ν have densities ρ 0 and ρ 1 respectively, then by the fact
where J T represent the Jacobian matrix of T (x), we obtain the following equation for the potential ψ:
where ∇∇ψ is the Hessian of ψ and ∇ψ ⊗ ∇ψ is the tensor product. This equation can be regarded as the generalized version of the Monge-Ampeŕe equation.
Above we have used the tensor product ∇ψ ⊗ ∇ψ. To be convenient for the discussion later, let us collect some notations for tensor analysis here. Let a, b ∈ R d be vectors and A, B be second order tensors (matrices). ab := a ⊗ b is a second order tensor, called the tensor product:
We also define the dot product as
2.2. The Wasserstein-p geodesics. We now look at a particular optimal transport problem from the uniform distribution on a shape Ω 0 ⊂ O to another probability measure ν. We derive the equations for the corresponding flow formally. This formal derivation can be generalized to the case with incompressibility constraint to yield the incompressible p-Euler equations in Section 3.
From here on, we will always assume p > 1. (6) Consider an open set Ω 0 ⊂ O and µ is the probability measure with density
Let ν be another probability measure supported in Ω 1 ⊂ O. Denote the optimal map by T . By (1), the Wasserstein-p geodesic between µ and ν is the minimizer of
where
Here, Ω t is the support of ρ(·, t), and forms a sequence of shapes. The geodesic induces a flow of mass. In Section 2.1, we know that the velocity v for the particle in the optimal transport is constant. Now, we rederive this formally.
Assume the flow map is Z(·, t) :
, where ξ is a Lagrangian coordinate. Since ρ can be interpreted as the density of particles [4] , we have
Let us consider the cost function,
Taking the variation with δZ| t=0 = δZ| t=1 = 0:
Hence, we have
In Eulerian variables, we let
and have
wherev = v/|v| is the unit vector in the direction specified by v andvv =v ⊗v as in (4) .
Note that if p > 1, I + (p − 2)vv is invertible and hence the minimizer satisfies
which confirms that particles in the geodesic have constant speed. Hence, for any p > 1, any optimal flow satisfies the following pressureless compressible Euler equations
Clearly, for different p values, the velocity fields should be different for the same initial and terminal distribution while they are described by the same equations (13) . Note that
System (13) is so special that it conserves all the p-moment and it is why the geodesic for any W p distance satisfies the same system.
The p-momentum satisfies
and, as we shall see later, the more intrinsic system of equations is the following pressureless p-Euler equations
2.3. Underlying Hamiltonian structure. Consider the following action of a single particle
The Hamiltonian is obtained by the Legendre transform
We can verify that the following Hamilton ODE holds
Physically speaking, there is no external force. Then, the Hamiltonian and Lagrangian are given by the 'kinetical energy' only. v p , as a conjugate variable of v, should be understood as the momentum and thus we call v p the p-momentum. In the Wasserstein geodesics, all the particles are independent and each of them satisfies this Hamilton ODE.
Incompressible p-Euler equations
In this section, we derive the Euler-Lagrange equations for the action represented by the Benamou-Brenier characterization of Wassertein-p distance with the incompressibility constraint. The derived equations are called p-Euler equations. We then study some elementary properties of this system of equations.
3.1. The variational problem and the Euler-Lagrange equations. From here on, without loss of generality, we will assume in the variational problem:
Consider µ = χ(Ω 0 ) and ν = χ(Ω 1 ) where |Ω 1 | = |Ω 0 | = 1. The optimal transport from µ to ν is the minimizer of (9). Now, we instead pursue the minimizer of (9) with the incompressibility constraint: |Ω t | = |Ω 0 | = 1. In other words, we pursue the minimizer over the sequences of shapes with equal volume. This motivates us to consider the functional
where π and λ are Lagrangian multipliers for the constraint that the map is incompressible. Note that we are only asking for Z(Ω 0 , 1) = Ω 1 but Z(ξ, 1) is free to change.
Taking variation δZ such that δZ| t=0 = 0 and Z(Ω 0 , 1) = (Z + δZ)(Ω 0 , 1):
Recall that v(Z(ξ, t), t) =Ż(ξ, t), and we introduce δz as δz(Z(ξ, t), t) = δZ(ξ, t).
Integration by parts, we have
By the fact that Z(Ω 0 , 1) = Ω 1 , δz · n = 0 on ∂Ω 1 at t = 1. As a result, we have the following equation:
with conditions
The p-momentum v p = |v| p−2 v has to be irrotational at t = 1, which implies that (3) is natural.
Remark 2. One may be tempted to write this system into the form of usual Euler equations by inverting I + (p − 2)vv (recall thatvv is the tensor product as in (4)):
with the boundary condition π = 0, x ∈ ∂Ω t . This form, however, is not convenient for us to study.
The p-Euler equations.
In this subsection, we discuss the general properties of system (22) in more detail. To be convenient, we write out the system of equations below for x ∈ Ω t :
Here, we are not specifying the boundary conditions at ∂Ω t for general discussion. If we specify π = 0, x ∈ ∂Ω t , we have the free boundary problem while if we set Ω t = Ω, and v · n = 0 (where n is the outer normal of Ω) for x ∈ ∂Ω, we have the fixed domain problem. This system is called the (incompressible) p-Euler equations due to the similarities with the usual Euler equations.
Consider again the Lagrangian (with
and the action A = 1 0
The maximum happens when
and thus
Hence, we can introduce the p-Hamiltonian for System (22) :
It is easy to find that (29) and that the Fréchet derivatives have the dual symmetry:
In the case d = 2, 3, we define p-vorticity as the curl of v p
Proposition 1. Suppose (v, π) is smooth and satisfies the incompressible p-Euler equations (23) for d = 2, 3. Then:
(i). The momentum equation can be written in conservation form as
(ii). If the flow is steady, then the Bernoulli's law holds: π + 1 q |v p | q is constant along a streamline. In other words,
Consequently, if the flow is irrotational (ω p = 0) at some time, it is irrotational for all time. For irrotational flows, v p = ∇φ and φ satisfies the Bernoulli equations
where the function c(t) can be picked arbitrarily.
Proof. Statement (i) follows from ∇ · v = 0.
(ii). If d = 2, 3, we have the following vector identity:
Using (36) , first equation in (23) is reduced
If the flow is steady, ∂ t v p = 0. Dotting both sides with v and noticing
(iii). Taking curl in the first equation of System (23), and using (36), we derive the equation for ω p . According to the equation that w p satisfies, if w p = 0 for some time t, then it is zero for all time.
If w p = 0 for all time, then v p = ∇φ. The first equation of System (23) is rewritten as
Since |v| p = |v p | q = |∇φ| q and
, we obtain the first equation in (35) . Since v = |v p | q−2 v p = |∇φ| q−2 ∇φ and v is divergence free, the second equation follows.
Proposition 1 confirms that v p is the physical momentum. As a corollary, we have Corollary 1. Suppose the minimizer of Problem (21) exists and it induces a diffeomorphism from Ω 0 to Ω t . For d = 2, 3, v p is irrotational:
Proof
where w is a constant. We introduce the new velocity and p-momentum
The p-Euler equations for the new variables are given by
Clearly,
Using the relation ∂ τ = ∂ t − w · ∇, ∇ y = ∇, we find
Hence, the 'p-pressures' are related by
Assuming the p-Euler equations are well-posed, we then conclude that the p-Euler equations are Galilean invariant with the pressures related by Equation (42).
Conservation in free-boundary p-Euler equations
We have seen that the minimizer of Problem (21) satisfies the free boundary incompressible p-Euler equations for x ∈ Ω t , 0 ≤ t ≤ 1:
with boundary condition
In this section, we use the action and Noether's first theorem (see [29, 30] 
where the pairing is in L 2 sense. If we have time shift symmetry,
and F = L. Then, the conserved quantity is the Hamiltonian
If Q is not transforming time, then F = 0 and we have the conserved quantity as
Recall that in our problem, Z is the flow map, and the action is given by
Let us check several examples of symmetry for d = 2, 3:
• L is independent of time. Then, we have the conservation of Hamiltonian:
• In the case of translation,
• For rotation, Q a (Z) = a × Z for some vector a. The action is invariant under rotation and thus we have the conservation of
By the arbitrariness of a, we obtain the conservation of angular momentum
• Here, we investigate the conservation of circulation. Let t 0 ∈ (0, 1) and Z(z, t; t 0 ) be the flow map from t 0 to t with z being the Lagrangian variable. Picking a closed curve s → γ(s) at t 0 , where s is the arclength parameter. We let the particles on γ circuit with distance ǫ (to be rigorous, we need a δ tube of γ and let the particles in this tube circuit). The flow map then results in an operation e ǫQ on Z, where Q(Z) = (
ǫQ is a symmetry and we have the conservation of:
is the unit tangent vector. Γ is called the circulation.
• Note that ω p is divergence free and it evolves like a material vector field. Let Z(z, t; t 0 ) be the flow map from t 0 to t and z is the Lagrangian variable at t 0 . ω p at t 0 then induces a volume preserving map z → e ǫQ z such that Q(z) = ω p | t=t 0 . Consequently, Q(Z) = ω p | t=t 0 · ∇ z Z(z, t; t 0 ). The action is unchanged under the operation Z → e ǫQ Z. We then have the following conserved quantity, called helicity,
Note that J = (∇ z Z) T and the material vector field satisfies ω p (·, t) = J · ω p (·, t 0 ).
All these conservation relations can be verified directly. For compressible p-Euler equations with free boundary (note that this system is not closed as there are 2 + d unknowns but 1 + d equations only)
where the boundary condition is (44). The conservation of momentum is still true:
Proposition 2. Suppose the solution to the p-Euler equations (45) is smooth. Then, the total p-momentum
is a constant.
Proof. Using the first two equations in (45), we find that the momentum m satisfies the following conservation law
Applying the Reynold's transport theorem,
Hence, M is a constant.
Incompressible p-Euler equations in a fixed domain
In this section, we discuss some general formulation of the initial value problem of p-Euler equations in a fixed domain instead of free boundary, i.e. Ω t = Ω ⊂ R d (d = 2, 3) and ρ = 1 for x ∈ Ω. The rigorous study of these PDEs is left for future.
5.1. The formulation. The initial value problem of p-Euler equations (p > 1) in the fixed domain Ω for 0 < t < 1 and x ∈ Ω is given by:
with initial value
In the case Ω = R d , the boundary condition we impose is the no-flux boundary condition
If Ω is unbounded, we require the quantities to decay at infinity.
Note that in the system (48), ∇π is there to ensure ∇ · v = 0. Indeed, using the relation between v p and v, we can formally find that
Then, π can be determined by the elliptic equation
where A q (v p ) = I + (q − 2)v p ⊗v p is positive definite with smallest eigenvalue q − 1 > 0. This process is like the Leray projection defined based on the Helmholtz decomposition (see [31] ) for the usual Euler equations.
It is straightforward to check that the conservations of p-Hamiltonian, helicity and circulation still hold
but we do not have conservation of p-momentum and angular momentum due to the fixed boundary.
2D incompressible p-Euler equations in a bounded domain. Consider the p-Euler equations (48) on a fixed domain Ω ⊂ R
2 with no-flux boundary condition. Since ∇ · v = 0, then we are able to find the stream function ψ such that
By the no-flux boundary condition, we are able to choose ψ| ∂Ω = 0. v p is then written as
where a ⊥ = a 2 , −a 1 . In other words, p-vorticity is the p-Laplacian of the stream function.
Overall we have the following vorticity-streamfunction formulation
with the boundary and initial conditions
Note that we have the following relations
Writing qH in terms of ω p and ψ is convenient for the vorticity-streamfunction formulation:
For checking, direct computation reveals
The first term Ω ∂ t ψω p dx equals
and (58) follows.
Remark 3. Formulation (55) inspires the following model:
This yields
The energy function H decays exponentially. This is like porous media model where Darcy's law holds. Another related model is the vorticity-streamfunction formulation for the p-NS equations with γ = 2 in Section 6.2.
6. Incompressible p-Navier-Stokes equations in a fixed domain 6.1. Equations and preliminary investigation. We now add viscosity term to the p-Euler equations to obtain the p-Navier-Stokes equations. The diffusion added is represented by the γ-Laplacian of v, and physically it is reminiscent of the shear thinning or the shear thickening effects for non-Newtonian fluids ( [32, 19, 20, 21] ). The initial value problem of the p-NavierStokes equations are then given by
with initial condition
Here γ > 1 and
The γ-Laplacian viscous term corresponds to fast diffusion if 1 < γ < 2 and slow diffusion if γ > 2.
In the case Ω = R d , we specify the Dirichlet boundary condition
Note that we have second derivative in space and we need more boundary conditions compared with the one (50) for p-Euler equations. In the case Ω is unbounded, we require the solutions to decay fast enough at infinity.
Remark 4.
The name 'p-Navier-Stokes equations' is reminiscent of the models for non-Newtonian fluids studied by Breit in [22, 21] . We call (60) the 'p-Navier-Stokes equations' due to the Wasserstein-p distance behind. Compared with our model here, the models in [22, 21] are the usual Navier-Stokes equations with the viscous term replaced by div(|ε| p−2 ε) where ε = 1 2
(∇v + ∇v T ):
Sometimes, this can also be called 'p-Navier-Stokes equations', but clearly they mean different things.
6.1.1. The variational structure. In terms of H, the viscous term can be interpretated as
This form is quite similar to the opposite of Wasserstein gradient of a functional though Wasserstein gradient is for functionals of probability measures instead of vector fields. Multiplying v = δH δvp on both sides of the first equation in (60) and integrating, we find
There are two interesting diffusions for the p-Navier-Stokes (60). If γ = 2, we have the usual diffusion and we discuss this case in Section 6.2. If γ = p, it is not hard to find the dual symmetry for the a priori estimates:
and the corresponding mollified estimates are listed in Proposition 3 below, which are useful for our proof of existence of weak solutions in Section 7.
Remark 5. A more physical term for diffusion that rheologists use is div(|ε| p−2 ε) where ε = and the mathematical convenience, while we note that this form captures essentially the same nonlinearity. Equations with more physical term div(|ε| p−2 ε) are left for future.
Scaling invariance.
If we take the scaling for Ω = R d as x = λx, t = λ α+1t , then by the physical meaning
With the scaling π λ = λ pα π(λx, λ α+1t ), we find
The viscosity term is scaled as
Hence, the equation is scaling-invariant if
Naturally, we require
Remark 6. The scaling for conserved quantity ρ(x, t) is different from that in (66). Consider x = λx and t = λ 1/βt . To satisfy the conservation of mass ρ(x, t)dx = λ δ ρ(λx, λ
1/βt
)dx, we find that δ = d. Hence, compared with the velocity (Equation (66)), the suitable scaling for ρ is given by,
Remark 7. For the doubly degenerate diffusion equation ρ t = ∆ p ρ m , the scaling for ρ is Equation (69). The self-similar solution (by choosing λ =t −β ) is given by
Inserting this form into the diffusion equation, we find that the critical index β c for the selfsimilar solution satisfies
so that β c > 0. Then, one can find the following fundamental solution with initial data u(x, 0) = δ(x) which is self-similar, called Barenblatt solution [27, 33] 
where a + = max(a, 0) and A 1 and R are determined by the fact that Udξ = 1. Since R < ∞, the fundamental solution in the case m = 1/(p − 1) has a compact support. If m = 1, compared with the usual diffusion p = 2, the diffusion given by a general p-Laplacian has finite propagation, and does not provide much smoothing effect.
6.2. Vorticity-streamfunction formulation for 2D incompressible p-NS with γ = 2. Consider γ = 2 and Ω ⊂ R 2 . We have the vorticity-streamfunction formulation for (60):
For this formulation, the following energy dissipating relation could be useful for the analysis: 
for clarity. Let V be a Banach space. We use V ′ to represent the dual space of V . Let f ∈ V ′ and u ∈ V , the pairing between f and u is denoted as f, u := f (u). (73) We need to define the following time distributional derivative with initial data, which is suitable for our definition of weak solutions:
Below, we say
′ and we can find w ∈ W so that w satisfies Definition 1. 
A weak solution of (60) with initial value v 0 is a function such that the equations hold in the distribution sense where the time derivative is understood in the sense of Definition 1. In particular, we have:
, if it has time regularity in the sense
, ∀T > 0, condition (74) holds and the two integrals in (75) with T replaced by ∞ hold for all
, we say v is a global weak solution.
Using the notation in (5), we have
To prove the global existence, we first regularize the p-NS equations (60) in Section 7.1 and provide some a priori estimates. Then, we prove a time shift estimate for the regularized solutions in Section 7.2. Based on this time shift estimate and the a priori estimates, we use a variant of Aubin-Lions lemma to conclude the compactness of the class of regularized solutions in L p (0, T ; L p (Ω)) for bounded set Ω. We then use the time regularity of the regularized solutions and the limit function to identify some weak limits in Section 7.3. Finally, we conclude the global existence of weak solutions in Section 7.4. 7.1. Regularization and uniform estimates. Pick ζ(x) ∈ C ∞ c (R d ) so that ζ ≥ 0 and ζdx = 1. Define
We regularize the p-NS equations (60) and initial data to be
(77)
Proof. Firstly, since J ǫ is a compact supported function, then J ǫ q < ∞ and thus
The second inequality of (78) follows from Young's inequality for convolution. Lastly, note
where D α is a derivative with some order. The last claim is then clear.
In particular, the estimates for v ǫ and v ǫ p have dual symmetry: there exists 
Note that A = (I + (p − 2)v ǫvǫ ) is a positive definite matrix and
Therefore, letting
Consequently, we obtain the first inequality in (80):
The claim is then proved.
Corollary 2. The regularized system (77) has a global strong solution on [0, ∞).
Proof. The local existence of strong solution is standard. Let T > 0 be the largest time for the existence of strong solution of (77). By Proposition 3, on (0, T ),
This implies that T = ∞.
The compactness of v
ǫ . The following lemma is from [34, 28] . We copy down the proof here for convenience.
Proof. Let A(η) = |η| p−2 η. Fix η 1 = η 2 (when they are equal, it is trivial). Without loss of generality, we assume |η 2 | ≥ |η 1 |.
Denote ξ(t) = (1 − t)η 2 + tη 1 . Then, we have
If p ∈ (1, 2), |ξ| ≤ |η 1 | + |η 2 | and the inequality is trivial.
Denote the time shift operator:
Now we prove a crucial time shift estimate for v ǫ :
We now dot both sides with τ h v(t) ǫ − v ǫ (t) and integrate on x. Below, we show how each terms are estimated.
Overall, we have
If d ≤ p, the last term is bounded above by
where C is uniform for ǫ < 1.
The following lemma is a variant of the traditional Aubin-Lions lemma ( [24, 35, 36] ): Lemma 4. Let X, B be Banach spaces, p ∈ [1, ∞) and B : X → B is a compact mapping (possibly nonlinear). Assume V is bounded subset of L
Here, L 1 loc (0, T ; X) means the set of functions f such that
This is true for any ϕ. Now, since
is separable with the topology of test function, we take a countable dense set
Then, there exists a set measure zero, Γ, such that
As a result, this equation is actually true ∀ϕ ∈ C ∞ c and t
Lastly, we notice
We again use the weak compactness and then done.
7.3. Time regularity and identifying χ. We now show the time regularity of some quantities and identify χ with |∇v| p−2 ∇v. The essential ideas are the same as those in [26] and [28] . The time regularity estimates in this section are used to conclude Equation (93), so that we can conclude Lemma 10. Together the Minty-Browder criterion (Lemma 11), we identify χ in Proposition 5.
For the convenience of discussion, we introduce
Since L p (0, T ; W 1,p (R d )) is reflexive when p ∈ (1, ∞), we conclude that V is reflexive since it is a closed subspace of L p (0, T ; W 1,p (R d )). Let X be reflexive. An operator G : X → X ′ is called monotone if ∀v 1 , v 2 ∈ X,
By Lemma 2, −∆ p is clearly monotone. Now, fix φ ∈ C ∞ c [0, T ), φ ≥ 0. Combining the result in [26] and the fact that |∇v
, we have
) is a bounded, monotone operator and ∀v 1 , v 2 ∈ L p (0, T ; R d ), the mapping λ → ∆ p (v 1 +λv 2 ), v 2 is continuous. There is a subsequence without relabeling that
and therefore also in V ′ , where θ is given by
Recall that χ : ∇u = ij χ ij ∂ i u j by Equation (5 Proof. Consider the Helmholtz-Weyl decomposition, ϕ = Pϕ + ∇φ.
Then, φ is determined up to a constant by the uniqueness of the decomposition. One of such φ is given by: 
Note that ∇φ 0 L p ≤ C 1 ϕ L p because we know already the projection operator is bounded from L p to L p .
We now show the following time regularity results:
There exists a subsequence of v ǫ k without relabeling such that Proof. In Equation (93), we set w = v and get Hence, ∂ t η n converges weak star to ∂ t Pv p in V ′ . Hence, Lemma 11. Suppose X is a real reflexive Banach space. Let G : X → X ′ be a nonlinear, bounded monotone operator such that ∀v 1 , v 2 ∈ X the mapping λ → G(v 1 + λv 2 ), v 2 is continuous. If w n ⇀ w in X and Gw n ⇀ β in X ′ and lim sup n→∞ Gw n , w n ≤ β, w , then Gw = β.
Using Lemma 5, Lemma 10-Lemma 11, we are now able to conclude: 
