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ABSTRAK 
Pembangunan teknologi digital dan World Wide Web telah membawa kepada 
peningkatan dokumentasi-dokumentasi digital yang digunapakai untuk pelbagai 
keperluan contohnya dalam bidang penerbitan yang telah menunjukkan perkaitan dalam 
meningkatkan kesedaran tentang keperluan teknik yang berkesan yang membantu dalam 
pencarian dan mendapatkan teks.Persembahan teks memainkan peranan yang amat 
penting dalam menyampaikan maksud teks dengan lebih bermakna atau tepat. 
Ketepatan penyampaian sesuatu teks amat bergantung kepada pemilihan kaedah teks itu 
dipersembahkan. Kaedah tradisional di dalam persembahan teks berdasarkan model 
dokumen seperti term-frequency invers document frequency (TF-IDF) tidak 
menitikberatkan hubungan dan makna perkataan di dalam sesuatu dokumen.Oleh itu, 
masalah sparsiti dan semantik yang merupakan masalah yang dominan di dalam 
dokumen teks masih belum menemui penyelesaian.Kajian ini mencadangkan bagaimana 
masalah sparsiti dan semantic dikurangkan dengan penggunaan Canonical Data Model 
(CDM) untuk meyampaikan teks.CDM distruktur melalui pengumpulan analisis 
semantik dan sintaksis.20 kumpulan dataset berita telah digunakan untuk menguji 
kesahihan CDM dalam penyampaian teks dalam kajian ini.Dokumen-dokumen teks 
akan melalui beberapa proses pra-pemprosesan dan menghuraikan sintaksis untuk 
mengenal pasti struktur ayat.Dokumen teks akan melalui beberapa langkah pra-
pemprosesan dan menghuraikan sintaksis untuk mengenal pasti struktur ayat dan maka 
kaedah TF-IDF digunakan untuk mewakili teks yang melalui CDM. Ini membuktikan 
bahawa CDM tepat untuk mewakili teks, berdasarkan pengesahan model melalui kajian 
bahasa pakar-pakar berdasarkan peratusan kaedah pengukuran persamaan. 
 








Developing digital technology and the World Wide Web has led to the increase of 
digital documents that are used for various purposes such as publishing, in turn, appears 
to be connected to raise the awareness for the requirement of effective techniques that 
can help during the search and retrieval of text. Text representation plays a crucial role 
in representing text in a meaningful way. The clarity of representation depends tightly 
on the selection of the text representation methods. Traditional methods of text 
representation model documents such as term-frequency invers document frequency 
(TF-IDF) ignores the relationship and meanings of words in documents. As a result the 
sparsity and semantic problem that is predominant in textual document are not resolved.  
In this research, the problem of sparsity and semantic is reduced by proposing 
Canonical Data Model (CDM) for text representation. CDM is constructed through an 
accumulation of syntactic and semantic analysis. A number of 20 news group dataset 
were used in this research to test CDM validity for text representation. The text 
documents goes through a number of pre-processing process and syntactic parsing in 
order to identify the sentence structure. Text documents goes through a number of pre-
processing steps and syntactic parsing in order to identify the sentence structure and 
then TF-IDF method is used to represent the text through CDM.  The findings proved 
that CDM was efficient to represent text, based on the model validation through 
language experts‟ review and the percentage of the similarity measurement methods. 
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1.1 Background  
In the last decade, text has become the most popular tool for communication due to 
the rapid technological increase. Realizing that extracting useful information from 
text is not an easy task, there is a need to have an intelligent tool which is able to 
extract useful information as quick as possible and at a low cost (Jusoh & Alfawareh, 
2012) and the most prominent method to handle the task is text mining 
(Gharehchopogh & Khalifelu, 2011).  According to Fleuren and Alkema (2015), text 
mining is the process of extracting new knowledge from a predefined information by 
regulating the distance between piece of information into certain meanings. 
Text mining is considered a vivid domain for research that changes the stress in text-
based information to the level of exploration and analysis from the level of retrieval.  
It is also one of the famous way to organizing unstructured information (Patil & 
Saraf, 2013). Summaries of the words are derived from information to make it easy 
to investigate words used in the documents (Suguna & Gomathi, 2014).  
Organizations can explore interesting rules, models and patterns from the text in the 
same manner as data mining searches data in the tables (Jhanji & Garg, 2014). 
The most difficult part in text mining is the complication involved in a natural 
language, i.e., every natural language faces some ambiguous issues in its structure of 
The contents of 
the thesis is for 
internal user 
only 
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