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polygonal domains
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Abstract
Let Ω be a curvilinear polygon and QγΩ be the Laplacian in L
2(Ω), QγΩψ = −∆ψ, with the
Robin boundary condition ∂νψ = γψ, where ∂ν is the outer normal derivative and γ > 0. We
are interested in the behavior of the eigenvalues of QγΩ as γ becomes large. We prove that the
asymptotics of the first eigenvalues of QγΩ is determined at the leading order by those of model
operators associated with the vertices: the Robin Laplacians acting on the tangent sectors
associated with ∂Ω. In the particular case of a polygon with straight edges the first eigenpairs
are exponentially close to those of the model operators. Finally, we prove a Weyl asymptotics
for the eigenvalue counting function of QγΩ for a threshold depending on γ, and show that the
leading term is the same as for smooth domains.
Key words Laplacian; Robin boundary conditions; eigenvalue; spectral geometry; asymptotic
analysis
1 Introduction
Let Ω ⊂ R2 be a Lipschitz domain. For γ > 0, we consider the Robin Laplacian QγΩ acting on
L2(Ω) as
QγΩψ = −∆ψ,
∂ψ
∂ν
= γψ on ∂Ω,
where ν is the outer unit normal. More rigorously, if Ω is either bounded or with a suitable behavior
at infinity, the sesquilinear form
qγΩ(ψ,ψ) =
∫
Ω
|∇ψ|2dx− γ
∫
∂Ω
|ψ|2ds, ψ ∈ H1(Ω),
where s denotes the arc length of ∂Ω, is closed and semibounded from below and hence defines
a unique self-adjoint operator which is denoted by QγΩ. The boundary of Ω is either compact or
non-compact. In the latter case, some additional assumptions are needed on ∂Ω, see [7, 26], to
ensure the existence of discrete eigenvalues. In the following, we assume that ∂Ω is such that the
discrete spectrum of QγΩ is not empty and we denote by En(Q
γ
Ω) its discrete eigenvalues counted the
multiplicities and ordered in the increasing way. The problem involving Robin Laplacians appears
in several applications as the study of reaction-diffusion equations in the long-time asymptotics,
see [19], or the estimation of the critical temperature of superconductors, see [9].
In this paper, we are interested in the asymptotics of these eigenvalues as the parameter γ
goes to +∞. It is easy to see that En(QγΩ) → −∞ as γ → +∞ for each n. Moreover, by the
standard Sobolev trace theorems, see for example [10, Theorem 1.5.1.10], we know that there exists
a constant CΩ > 0 such that E1(Q
γ
Ω) ≥ −CΩγ2 for γ large enough if Ω is bounded.
In the past few decades, more precise estimates have created a lot of interest and it was
particularly pointed out that the behavior of the eigenvalues is sensitive to the regularity of the
boundary. As shown in [3, 19, 20], for a large class of domains Ω there exists a constant CΩ ≥ 1
such that E1(Q
γ
Ω) ∼ −CΩγ2 as γ → +∞. If ∂Ω is C1, then CΩ = 1 as proved in [21]. Later,
it was proved in [5] that this asymptotics holds for any En(Q
γ
Ω). Under additional smoothness
assumptions, more precise results are obtained [11,12,18,26]. In particular, in [8,25] it was shown
that for each fixed n, and for large γ there holds
En(Q
γ
Ω) = −γ2 − κmaxγ + o(γ),
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where κmax denotes the maximum of the curvature of ∂Ω. Furthermore, if N (QγΩ, λ) denotes the
number of eigenvalues of QγΩ in (−∞, λ), the following Weyl-type asymptotics was proved in [12]
for smooth bounded Ω,
N (QγΩ, Eγ2) = γ
|∂Ω|√E + 1
pi
+R1(γ), R1(γ) = O(1) as γ → +∞, (1.1)
for all E ∈ (−1, 0) and
N (QγΩ,−γ2 + λγ) =
√
γ
pi
∫
∂Ω
√
(κ(s) + λ)+ds+R2(γ), R2(γ) = o(
√
γ) as γ → +∞, (1.2)
for all λ ∈ R, where κ is the curvature of ∂Ω and (x)+ := max(x, 0). Higher dimensional analogues
were considered in [15].
Few informations are available for non-smooth domains Ω ⊂ R2. By [20], if Ω is a (suitably
defined) curvilinear polygon which smallest angle is 2α, then
CΩ =
1
sin2 α
if α <
pi
2
, CΩ = 1 otherwise.
More precise asymptotics were only given for very specific Ω [13, 22–24]. For a more detailed
discussion of available results, we refer to the recent review paper [4], which also contains a num-
ber of interesting open problems. In particular, the following question was asked, see [4, Open
problem 4.19]:
Open problem 1.1. Suppose that Ω ⊂ R2 is a bounded, piecewise smooth domain having L ≥ 1
corners with half-angles α1 ≤ ... ≤ αL < pi
2
. Is it true that the first L eigenvalues have the
asymptotic behavior
En(Q
γ
Ω) ∼ −
γ2
sin2 αn
, as γ → +∞,
for n = 1, ..., L ? How does En(Q
γ
Ω) behave for fixed n ≥ L ? Investigate the corresponding
situation in higher dimensions and for more general Ω.
In the present paper we show, in particular, that the conjecture is not true as stated, and we
propose and prove a correct version.
Let us pass to a description of the main results. Let Ω ⊂ R2 be a curvilinear polygon with C4
smooth sides (see Definition 2.7 for a rigorous description). If v is a vertex of Ω (that is a point
at which the boundary is not smooth) we denote by 2αv ∈ (0, pi)∪ (pi, 2pi) the angle formed by the
one-sided tangents at v and introduce the set of the convex vertices by
V := {v ∈ ∂Ω : αv ∈ (0, pi/2)}.
Denote by Uv the infinite sector of half aperture αv given by
Uv := {(x1, x2) ∈ R2 : |arg(x1 + ix2)| < αv},
and consider the associated Robin Laplacians Tv := Q
1
Uv
. This operator was studied in [17,20] and
we recall some of the results: the essential spectrum of Tv does not depend on the half-angle of Uv,
specess(Tv) = [−1,+∞), and the discrete spectrum is non-empty if and only if αv < pi2 . Moreover,
if αv <
pi
2 then, E1(Tv) = − 1sin2 αv , the discrete spectrum is finite,
N (Tv,−1)→ +∞ and En(Tv)→ −∞ as αv → 0. (1.3)
In addition, for all αv ∈ [pi6 , pi2 ), we have
N (Tv,−1) = 1. (1.4)
We define the model operator
T⊕ :=
⊕
v∈V
Tv, and N⊕ :=
∑
v∈V
Nv,
where Nv := N (Tv,−1).
Our main results are as follows. First, we discuss the behavior of the N⊕ first eigenvalues of
QγΩ as γ becomes large.
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Theorem 1.2. For any n ∈ {1, ...,N⊕} there holds
En(Q
γ
Ω) = En(T
⊕)γ2 + r(γ), as γ → +∞,
where r(γ) = O(γ4/3), and one can take r(γ) = O(e−cγ) with c > 0 if Ω is a polygon with straight
edges.
For a precise statement see Theorem 3.6 for polygons with straight edges and Theorem 4.10
for the general case. In addition, we show in Theorem 3.10 that, if Ω is a polygon with straight
edges, the N⊕ first associated eigenfuctions are localized near the convex vertices of Ω.
By Theorem 1.2, we see that the conjecture stated in Open problem 1.1 becomes false if
E2(Tv) < E1(Tw) for some v, w ∈ V, which happens for αv small enough due to (1.3). However, it
is possible to find a setting for which the conjecture holds true.
Corollary 1.3. Let Ω ⊂ R2 be a curvilinear polygon having L ≥ 1 convex vertices with half angles
pi
6
≤ α1 ≤ ... ≤ αL < pi
2
. Then,
En(Q
γ
Ω) = −
γ2
sin2 αn
+O
(
γ
4
3
)
, γ → +∞,
for all n = 1, ..., L.
The proof follows immediatly from (1.4). In particular, we have the following asymptotics for
regular polygons.
Corollary 1.4. Let Ω ⊂ R2 be a regular polygon having L ≥ 3 edges. Then,
En(Q
γ
Ω) = −
γ2
sin2 (L−2)pi2L
+O
(
e−cγ
)
, γ → +∞,
for all n = 1, ..., L.
In Theorem 4.13 we discuss the asymptotic behavior of the eigenvalue counting function of QγΩ
as γ → +∞.
Theorem 1.5. The asymptotics (1.1) and (1.2) hold true when Ω is a curvilinear polygon with
respectively R1(γ) = O(γ
θ) for any θ ∈ (0, 12 ) and R2(γ) = O(γ
1
4 ).
This result particularly means that the vertices do not contribute to the Weyl law at the leading
order.
Finally in Section 5, we discuss the second question in Open problem 1.1. We prove that for
each fixed j ≥ 1,
EN⊕+j(Q
γ
Ω) = −γ2 + o(γ2), as γ → +∞, (1.5)
see Proposition 5.1.
The main tool in our proofs is the min-max characterization of the eigenvalues. The proof of
the asymptotics of the first eigenvalues uses the idea of [1] in which a Schro¨dinger with magnetic
field acting on curvilinear polygons is considered. It mainly relies on the construction of weak
quasi-modes, thanks to the eigenfunctions of the model operator. The estimates on these weak
quasi-modes are obtain using their decay property proved in [17]. In the particular case of a polygon
with straight edges, these functions are true quasi-modes, namely they belong to the domain of
the operator QγΩ. It will allow us to use a spectral approximation result in order to prove the
exponential decay of the remainder in the asymptotics and then to use a result of closeness of
subspaces, see e.g [14], to prove that linear combinations of quasi-modes are exponentially close,
in a sense, to the associated eigenfunctions. To prove the Weyl-type asymptotics, we first use a
partition of unity and a Dirichlet bracketing in order to remove the corners from the domain Ω.
We are then lead to study separately the corners and the rest of Ω. We show that the corners do
not contribute to the asymptotics at the leading order using the same kind of arguments as [16].
Then, the first term in the asymptotics comes from the study of the rest of the domain. To prove
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this, we adapt the sketch of the proof of [23]. The idea, inspired by the proof of a Weyl law of a
Schro¨dinger operator in [27], consists in a reduction to a well chosen neighborhood of the boundary.
The proof of the asymptotics (1.5) directly follows from a combination of the preceding results.
In Section 2, we recall some properties of one-dimensional operators and of Robin Laplacians
acting on infinite sectors as they will play a crucial role in our study. We also introduce the
model operator T⊕. Section 3 is devoted to the study of polygons with straight edges: we prove
Theorem 1.2 for the particular case of polygons and the result on the associated eigenfunctions.
Section 4 is devoted to the study of general curvilinear polygons: we prove Theorem 1.2 for
curvilinear polygons and Theorem 1.5. In Section 5, we give the proof of the asymptotics (1.5).
Finally in Appendix A, we recall the proof of a spectral approximation result used in Section 3.
2 Preliminaries
2.1 Min-max principle
General notation. If A is a self-adjoint, semibounded from below operator acting on a Hilbert
space H of domain D(A), we denote by a the associated sesquilinear form of domain D(a). For
λ ∈ R, N (A, λ) denotes the number of eigenvalues, counting the multiplicities, of A in (−∞, λ)
if specess(A) ∩ (−∞, λ) = ∅, and N (A, λ) = +∞ otherwise. We denote by spec(A), specdisc(A),
specess(A) respectively the spectrum of A, its discrete spectrum and its essential spectrum. By
En(A) we denote its nth discrete eigenvalue, when ordered in the non-decreasing order and counting
the multiplicities.
Let A be a self-adjoint operator acting on a Hilbert space H of infinite dimension. We assume
that A is semi-bounded from below, A ≥ −c , c ∈ R, and denote
Σ :=
{
inf specessA, if specess(A) 6= ∅,
+∞, if specess(A) = ∅.
Recall that D(a), equipped with the scalar product 〈u, v〉a := a(u, v) + (c + 1)〈u, v〉, is a Hilbert
space. The following result, giving a variational characterization of eigenvalues, is a standard tool
of the spectral theory, see e.g. [27, Section XIII.1].
Theorem 2.1 (Min-max principle). Let n ∈ N and D be a dense subspace of the Hilbert space
D(a). Let Λn(A) be the nth Rayleigh quotient of A, which is defined by
Λn(A) := sup
ψ1,...,ψn−1∈H
inf
ϕ∈D,ϕ6=0
ϕ⊥ψj ,j=1,...,n−1
a(ϕ,ϕ)
〈ϕ,ϕ〉 ≡ infG⊂D
dimG=n
sup
ϕ∈G
ϕ6=0
a(ϕ,ϕ)
〈ϕ,ϕ〉 ,
then one and only one of the following assertions is true:
1. Λn(A) < Σ and En(A) = Λn(A).
2. Λn(A) = Σ and Λm(A) = Λn(A) for all m ≥ n.
2.2 Auxiliary one-dimensional operators
In this section, we recall some results on one-dimensional Laplacians acting on an interval.
Proposition 2.2. [13, Lemma A.2] For γ > 0 and l > 0, denote by Dγ,l the operator acting on
L2(0, l) as f 7→ −f ′′ with
D(Dγ,l) := {f ∈ H2(0, l),−f ′(0)− γf(0) = f(l) = 0}.
Then, E1(Dγ,l) < 0 iff γl > 1, and in that case it is the unique negative eigenvalue. Moreover, for
a fixed l > 0 one has
E1(Dγ,l) = −γ2 + 4γ2e−2γl +O(e−4γl), as γ → +∞.
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Proposition 2.3. [23, Lemma 3] For γ, β, l > 0, denote by Rγ,β,l the operator acting on L2(0, l)
as f 7→ −f ′′ with
D(Rγ,β,l) := {f ∈ H2(0, l),−f ′(0)− γf(0) = f ′(l)− βf(l) = 0}.
If γ > 2β and γl > 1 then E1(Rγ,β,l) is the unique negative eigenvalue and
−γ2 − 123γ2e−2γl < E1(Rγ,β,l) < −γ2.
2.3 Robin Laplacian on infinite sectors
For α ∈ (0, pi), we define U(α) the infinite sector of opening 2α,
U(α) := {(x1, x2) ∈ R2, |arg(x1 + ix2)| < α}.
Denote by T γ,α the Robin Laplacian acting on L2 (U(α)) as T γ,αψ = −∆ψ on U(α), with the Robin
boundary condition ∂νψ = γψ on ∂U(α) where ν stands for the unit outward normal and γ > 0.
The operator T γ,α is defined as the unique self-adjoint operator associated with the sesquilinear
form
tγ,α(ψ,ψ) =
∫
U(α)
|∇ψ|2dx− γ
∫
∂U(α)
|ψ|2ds, ψ ∈ H1 (U(α)) .
As mentioned above, this operator will play a particular role in our study and we will use some of
its spectral properties gathered in [17,20]. For the reader’s convenience, we recall some of them in
this section.
Theorem 2.4. For all α ∈ (0, pi) and γ > 0, specess(T γ,α) = [−γ2,+∞) and the discrete spectrum
of T γ,α is non-empty if and only if α <
pi
2
. Moreover,
• if α ∈ (0, pi
2
), then E1(T
γ,α) = − γ
2
sin2 α
, u(x1, x2) = exp(−γ x1
sinα
) is an associated eigen-
function, and N (T γ,α,−γ2) < +∞;
• for all α ∈ [pi
6
,
pi
2
), we have N (T γ,α,−γ2) = 1.
In [17, Theorem 4.1], an estimate on the Rayleigh quotients of T γ,α as α is small is obtained
which has as a direct consequence the following proposition.
Proposition 2.5. There exists κ > 0 such that N (T γ,α,−γ2) ≥ κ/α as α is small. In particular
N (T γ,α,−γ2)→ +∞, as α→ 0.
Some following results are based on the decay property of the associated eigenfunctions [17,
Theorem 5.1].
Theorem 2.6. Let E be a discrete eigenvalue of T γ,α and ψ be an associated eigenfunction. Then,
for any  ∈ (0, 1) there exists C > 0 such that we have∫
U(α)
(|∇ψ|2 + |ψ|2) e2(1−)√−γ2−E|x|dx < C.
Notice that, since the domain U(α) is invariant by dilations, a simple change of variables
tells us that T γ,α is unitarily equivalent to γ2T 1,α. In particular En(T
γ,α) = γ2En(T
1,α) and
N (T γ,α,−γ2) = N (T 1,α,−1). Let us denote by (ψ1n)n the normalized eigenfunctions of T 1,α.
Then, (ψγn)n defined as
ψγn(x) := γψ
1
n(γx), (2.1)
are the eigenfunctions of T γ,α satisfying
‖ψγn‖L2(U(α)) = 1, ‖∇ψγn‖L2(U(α)) = γ‖∇ψ1n‖L2(U(α)), ‖ψγn‖L2(∂U(α)) =
√
γ‖ψ1n‖L2(∂U(α)).
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2.4 Definition of curvilinear polygons
Let us introduce a rigorous definition of the domains we consider.
Definition 2.7. Let Ω ⊂ R2 be a bounded open set. We say that Ω is a curvilinear polygon if ∂Ω
is Lipschitz and if there exists M ≥ 1 non-intersecting connected arcs Γk, k = 1, ...,M , such that
∂Ω =
M⋃
k=1
Γk,
and if we denote by lk the length of Γk and by γk a parametrization of Γk by the arc length then
γk ∈ C4([0, lk]). Moreover, if two components Γk, Γj intersect at some point v := Γk(lk) = Γj(0),
then two cases are allowed: either Γk ∪ Γj is C4 near v and then v is called a regular point of
∂Ω, or the corner opening angle at v, called αv, measured inside Ω and formed by the one-sided
tangents at v belongs to (0, pi) ∪ (pi, 2pi). In the latter case, v is called a vertex of Ω.
Notice that cusps (zero angles) are not allowed by our definition as the boundary is Lipschitz.
We introduce the set of convex vertices of Ω by
V :=
{
v ∈ ∂Ω, v is a vertex of Ω and αv ∈ (0, pi
2
)
}
.
It is then easy to see that, for each v ∈ V there exists rv > 0 and Fv a C2-diffeomorphism satisfying
the following conditions:
(a) Fv : Ω ∩B(v, rv)→ U(αv) ∩B(0, rv),
(b) Fv(Ω ∩B(v, rv)) = U(αv) ∩B(0, rv),
(c) Fv(v) = 0 and ∇Fv(v) = I2,
where I2 stands for the identity matrix in two dimensions, B(v, rv) is the ball of center v and
radius rv in R2, ∇Fv is the Jacobian matrix of Fv. We say that U(αv) is the tangent sector of Ω
at v.
2.5 Model operator
In this section we introduce the model operator and some important notation which will be used
in the whole paper.
Let Ω be a curvilinear polygon. For v ∈ V, we denote by (ψγ,vn )n the normalized eigenfunctions
of T γ,αv . In the following, we use the simpler notation
Tv := T
1,αv , and Uv := U(αv),
and we introduce Nv := N (Tv,−1).
We define the model operator T⊕ as the direct sum of Robin Laplacians on tangent sectors
associated with the convex vertices of ∂Ω,
T⊕ :=
⊕
v∈V
Tv,
acting on
⊕
v∈V L
2(Uv). Then spec(T
⊕) =
⋃
v∈V spec(Tv). We denote by N⊕ :=
∑
v∈V Nv, and
Λ := {λl, 1 ≤ l ≤ K⊕} the eigenvalues of T⊕ ordered in the increasing way and counted without
multiplicity, namely : λ1 < λ2 < ... < λ
⊕
K . For 1 ≤ l ≤ K⊕ we introduce
Sl := {(n, v) : v ∈ V, 1 ≤ n ≤ Nv : En(Tv) = λl},
and ml := #Sl. Defined like this, ml is then the multiplicity of λl as an eigenvalue of T⊕ and∑K⊕
l=1 ml = N⊕. Finally we denote by Emax := EN⊕(T⊕).
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3 Robin Laplacian on polygons
We begin our study with the particular case of Ω being a bounded connected polygon with straight
edges, namely each Γk in Definition 2.7 is a segment. As there is no ambiguity, we denote Q
γ := QγΩ.
For each v ∈ V, there exists U˜v an infinite sector of half aperture αv and of vertex v such that, for
r > 0 small enough,
Ω ∩B(v, r) = U˜v ∩B(v, r),
and there exists Fv a rotation composed by a translation satisfying
Uv = {Fv(x), x ∈ U˜v}.
3.1 Description of quasi-modes
Let v ∈ V. For n ∈ {1, ...,Nv} we set φγ,vn := ψγ,vn ◦ Fv. Then, φγ,vn ∈ H2(U˜v) and satisfies the
Robin boundary condition on ∂U˜v with the Robin parameter γ. Let us introduce
ρv :=
dist(v,V\{v})
2
, and ρ :=
minv∈V ρv
2
.
Let ϕ ∈ C∞(R+) be a smooth cut-off function satisfying 0 ≤ ϕ ≤ 1, ϕ(t) = 1 if 0 ≤ t ≤ 1, and
ϕ(t) = 0 if t ≥ 2. We introduce the smooth radial cut-off function χv defined as follows:
χv(x) = ϕ
( |x− v|
ρ
)
, x ∈ Ω.
Notice that, for v 6= v′, suppχv ∩ suppχv′ = ∅. Finally we set, for 1 ≤ n ≤ Nv,
φ˜γ,vn := φ
γ,v
n χv on Ω.
Proposition 3.1. For any  ∈ (0, 1), there exists C > 0 such that for v ∈ V, n ∈ {1, ...,Nv} and
γ > 0 we have φ˜γ,vn ∈ D(Qγ), and
1− Ce−2γ(1−)
√−1−Emaxρ ≤ ‖φ˜γ,vn ‖2L2(Ω) ≤ 1, (3.1)
‖Qγ φ˜γ,vn − γ2En(Tv)φ˜γ,vn ‖2L2(Ω)
‖φ˜γ,vn ‖2L2(Ω)
≤ Ce−2γ(1−)
√−1−Emaxρ. (3.2)
Remark 3.2. In the sequel we denote by C all the constants depending eventually on  and not
on v. If a constant C(v) depending on v ∈ V appears, as #V is finite, it is sufficient to take
C := maxv∈V C(v).
Proof of Proposition 3.1. We start proving (3.1). We immediately see that ‖φ˜γ,vn ‖2L2(Ω) ≤
‖ψγ,vn ‖2L2(Uv) = 1. On the other hand, we have
‖φ˜γ,vn ‖2L2(Ω) ≥
∫
Ω∩B(v,ρ)
|φγ,vn |2dx =
∫
Uv
|ψγ,vn |2dx−
∫
Uv\B(v,ρ)
|ψγ,vn |2dx.
We now can apply Theorem 2.6 to ψγ,vn to get:∫
Uv\B(v,ρ)
|ψγ,vn |2dx ≤ Ce−2(1−)γ
√−1−Emaxρ,
which gives us the lower bound for ‖φ˜γ,vn ‖2L2(Ω) and concludes the proof of (3.1).
To prove that φ˜γ,vn ∈ D(Qγ) we have to show that−∆φ˜γ,vn ∈ L2(Ω), which is easily checked as χv
is smooth, and that ∂ν φ˜
γ,v
n = γφ˜
γ,v
n on ∂Ω. As χv is radial, ∂νχv = 0 on ∂ (Ω ∩B(v, 2ρ)) \∂B(v, ρ)
and then φ˜γ,vn satisfies the Robin boundary condition. Thus we can write
Qγ φ˜γ,vn = −∆(φγ,vn )χv −∆(χv)φγ,vn − 2∇φγ,vn ∇χv,
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and for all x ∈ suppχv,
−∆φγ,vn = γ2En(Tv)φγ,vn .
Using the fact that supp ∆(χv) ⊂ supp∇χv ⊂ B(v, 2ρ)\B(v, ρ) and Theorem 2.6, we obtain
‖∆(χv)φγ,vn ‖2L2(Ω) ≤ ‖∆(χv)‖2∞Ce−2(1−)γ
√−1−Emaxρ,
and,
‖∇φγ,vn ∇χv‖2L2(Ω) ≤ ‖∇χv‖2∞Ce−2(1−)γ
√−1−Emaxρ.
Gathering the two previous inequalities gives us
‖Qγ φ˜γ,αsn − γ2En(Tαs)φ˜γ,αsn ‖2L2(Ω) ≤ Ce−2(1−)γ
√−1−Emaxρ. (3.3)
Putting (3.1) and (3.3) together finishes the proof.
Corollary 3.3. For any  ∈ (0, 1) there exists a constant C > 0 such that
dist(γ2En(Tv), spec(Q
γ)) ≤ Ce−(1−)γ
√−1−Emaxρ.
Proof. This is a consequence of the spectral theorem due to (3.2).
3.2 Properties of quasi-modes
In order to prove Theorem 3.6 we will need some properties satisfied by the quasi-modes gathered
in the following lemma.
Lemma 3.4. Let  ∈ (0, 1). There exists a constant C > 0 such that, for all v ∈ V, for all
n ∈ {1, ...,Nv} and for all i 6= j, (i, j) ∈ {1, ...,Nv}2 we have for γ large enough,∣∣∣qγ(φ˜γ,vn , φ˜γ,vn )− γ2En(Tv)∣∣∣ ≤ γCe−2(1−)γ√−1−Emaxρ, (3.4)∣∣∣〈φ˜γ,vi , φ˜γ,vj 〉L2(Ω)∣∣∣ ≤ Ce−2(1−)γ√−1−Emaxρ, (3.5)∣∣∣qγ(φ˜γ,vi , φ˜γ,vj )∣∣∣ ≤ γCe−2(1−)γ√−1−Emaxρ. (3.6)
Proof. We start proving (3.4). Let us first expand qγ(φ˜γ,vn , φ˜
γ,v
n ):
qγ(φ˜γ,vn , φ˜
γ,v
n ) =
∫
Ω
|χv|2|∇φγ,vn |2dx− γ
∫
∂Ω
|χv|2|φγ,vn |2ds
+
∫
Ω
|∇χv|2|φγ,vn |2dx+ 2<
∫
Ω
χv∇φγ,vn ∇χvφγ,vn dx.
As supp∇χv ⊂ B(v, 2ρ)\B(v, ρ), we can use Theorem 2.6 to bound the cross-term:∣∣∣ ∫
Ω
|∇χv|2|φγ,vn |2dx+ 2<
∫
Ω
χv∇φγ,vn ∇χvφγ,vn dx
∣∣∣
≤
(
2‖∇χv‖2∞
∫
Uv\B(v,ρ)
|ψγ,vn |2dx+ ‖χv‖2∞
∫
Uv\B(v,ρ)
|∇ψγ,vn |2dx
)
≤ Ce−2(1−)γ
√−1−Emaxρ.
We now focus on the main term:∫
Ω
|χv|2|∇φγ,vn |2dx ≤
∫
Uv
|∇ψγ,vn |2dx, and
∫
∂Ω
|χv|2|φγ,vn |2ds ≤
∫
∂Uv
|ψγ,vn |2ds.
On the other hand,∫
Ω
|χv|2|∇φγ,vn |2dx ≥
∫
Uv∩B(v,ρ)
|∇ψγ,vn |2dx
≥
∫
Uv
|∇ψγ,vn |2dx− Ce−2(1−)γ
√−1−Emaxρ,
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and, ∫
∂Ω
|χv|2|φγ,vn |2ds ≥
∫
∂(Uv∩B(v,ρ))\∂B(v,ρ)
|ψγ,vn |2ds
=
∫
∂Uv
|ψγ,vn |2ds−
∫
∂(Uv\B(v,ρ))\∂B(v,ρ)
|ψγ,vn |2ds.
Notice that, as Uv\B(v, ρ) is a Lipschitz domain there exists K > 0 such that
‖ψγ,vn ‖2L2(∂(Uv\B(v,ρ))) ≤ K‖ψ
γ,v
n ‖2H1(Uv\B(v,ρ)). (3.7)
Then, using (3.7) and Theorem 2.6 we obtain∫
∂Ω
|χv|2|φγ,vn |2ds ≥
∫
∂Uv
|ψγ,vn |2ds− Ce−2(1−)γ
√−1−Emaxρ.
As tγ,αv (ψγ,vn , ψ
γ,v
n ) = γ
2En(Tv),∣∣∣∣∫
Ω
|χv|2|∇φγ,vn |2dx− γ
∫
∂Ω
|χv|2|φγ,vn |2ds− γ2En(Tv)
∣∣∣∣ ≤ γCe−2(1−)γ√−1−Emaxρ, (3.8)
which concludes the proof combining (3.8) with the estimate on the cross-term.
Let us now prove (3.5). As i 6= j,
∫
Uv
ψγ,vi ψ
γ,v
j dx = 0. Then,
〈φ˜γ,vi , φ˜γ,vj 〉L2(Ω) =
∫
Uv\B(v,2ρ)
(|χv ◦ Fv|2 − 1)ψγ,vi ψγ,vj dx.
We can conclude, as
∣∣|χv|2 − 1∣∣ ≤ 1, using Cauchy-Schwarz inequality and Theorem 2.6.
To finish, let now focus on (3.6). Let i 6= j, we have
qγ(φ˜γ,vi , φ˜
γ,v
j ) =
∫
Ω
|χv|2∇φγ,vi ∇φγ,vj dx− γ
∫
∂Ω
|χv|2φγ,vi φγ,vj ds+ I(γ),
where
I(γ) =
∫
Ω
{
|∇χv|2φγ,vi φγ,vj + φγ,vi ∇χv∇φγ,vj χv + χv∇φγ,vi ∇χvφγ,vj
}
dx.
Using the fact that supp∇χv ⊂ B(v, 2ρ)\B(v, ρ), Cauchy-Schwarz and Theorem 2.6 we get
|I(γ)| ≤ Ce−2(1−)γ
√−1−Emaxρ. (3.9)
By the spectral theorem we have tγv(ψ
γ,v
i , ψ
γ,v
j ) = 0, which implies∫
Ω
|χv|2∇φγ,vi ∇φγ,vj dx− γ
∫
∂Ω
|χv|2φγ,vi φγ,vj ds
=
∫
Uv\B(v,2ρ)
(|χv ◦Fv|2− 1)∇ψγ,vi ∇ψγ,vj dx− γ
∫
∂(Uv\B(v,2ρ))\∂B(v,2ρ)
(|χv ◦Fv|2− 1)ψγ,vi ψγ,vj ds.
We can use the same arguments as before and (3.7) to obtain∣∣∣∣∫
Ω
|χv|2∇φγ,vi ∇φγ,vj dx− γ
∫
∂Ω
|χv|2φγ,vi φγ,vj ds
∣∣∣∣ ≤ γCe−2(1−)γ√−1−Emaxρ. (3.10)
Putting (3.9) and (3.10) together finishes the proof of (3.6).
Lemma 3.5. For γ large enough the family (φ˜γ,vn )
(n,v)∈ ∪K⊕l=1Sl
is linearly independent.
Proof. Let us denote by G the Gramian matrix associated with (φ˜γ,vn )(n,v)∈∪K⊕l=1 Sl
which entries are
Gi,j = 〈φ˜γ,vini , φ˜
γ,vj
nj 〉, where (ni, vi), (nj , vj) ∈ ∪K
⊕
l=1Sl. First, the diagonal is simply composed of
1 + o(1) as γ → +∞, according to (3.1). Secondly, if (ni, vi) 6= (nj , vj) then vi = vj and ni 6= nj
or vi 6= vj . In the first case, we already know by (3.5) that Gi,j = o(1) as γ → +∞. In the second
case, suppχvi ∩ suppχvj = ∅, then Gi,j = 0. Necessarily, det(G) = 1 + o(1) as γ → +∞. In
particular, det(G) 6= 0 for γ large enough, which gives us the result.
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3.3 Asymptotic behavior of the first eigenvalues on polygons
In this section we prove Theorem 1.2 for polygons with straight edges.
Theorem 3.6. Let Ω ⊂ R2 be a polygon with straight edges. For any  ∈ (0, 1) there exists C > 0
such that for all n ∈ {1, ...,N⊕} and for γ large enough,
|En(Qγ)− γ2En(T⊕)| ≤ Ce−(1−)γ
√−1−Emaxρ.
Proof. The proof of Theorem 3.6 requires two steps. First, we prove an upper bound and a
lower bound for the eigenvalues of Qγ , using respectively the properties of the quasi-modes and
a partition of unity. Secondly, to prove the exponential decay of the remainder we use a spectral
approximation result.
Recall that Λ is the set of the eigenvalues of the operator T⊕ ordered in the increasing way
and counted without multiplicity, K⊕ := #Λ and we denote by ml the multiplicity of λl ∈ Λ as an
eigenvalue of T⊕, see Section 2.5.
Proposition 3.7. For any  ∈ (0, 1) there exist C > 0 and c > 0 such that, for all 0 ≤ l ≤ K⊕
and for γ large enough,
Em1+...+ml(Q
γ) ≤ γ2λl + Cγ2e−2(1−)γ
√−1−Emaxρ, (3.11)
Em0+...+ml+1(Q
γ) ≥ γ2λl+1 − c, (3.12)
with the convention m0 = 0.
Proof. We begin proving (3.11). Let l ∈ {1, ...,K⊕} be fixed. In the sequel we denote d :=
l∑
j=1
mj .
By the min-max principle:
Ed(Q
γ) = inf
F⊂D(qγ)
dim(F )=d
sup
ψ∈F
ψ 6=0
qγ(ψ,ψ)
‖ψ‖2 .
We introduce
Fγ := span{φ˜γ,vn , (n, v) ∈ ∪lj=1Sj}.
For simplicity we denote by (φ˜1, ..., φ˜d) the elements of {φ˜γ,vn , (n, v) ∈ ∪lj=1Sj}. By Lemma 3.5,
dim(Fγ) = d for γ large enough and
Ed(Q
γ) ≤ sup
ψ∈Fγ
ψ 6=0
qγ(ψ,ψ)
‖ψ‖2 = sup(c1,...,cd)∈Cd
(c1,...,cd)6=(0,...,0)
qγ(
∑d
j=1 cj φ˜j ,
∑d
j=1 cj φ˜j)
‖∑dj=1 cj φ˜j‖2 . (3.13)
Expanding the numerator we get
qγ(
d∑
j=1
cj φ˜j ,
d∑
j=1
cj φ˜j) =
l∑
j=1
|cj |2qγ(φ˜j , φ˜j) + 2<
∑
j<k
cjckq
γ(φ˜j , φ˜k).
We can use (3.4) and (3.6) to obtain
qγ(
d∑
j=1
cj φ˜j ,
d∑
j=1
cj φ˜j) ≤
l∑
j=1
|cj |2(γ2λl + γCe−2(1−)γ
√−1−Emaxρ)
+ 2
∑
j<k
|cjck|γCe−2(1−)γ
√−1−Emaxρ.
As
∑
j<k
|cjck| ≤ d
∑
j
|cj |2, we can write
qγ(
d∑
j=1
cj φ˜j ,
d∑
j=1
cj φ˜j) ≤
(
γ2λl + γCe
−2(1−)γ√−1−Emaxρ
) d∑
j=1
|cj |2. (3.14)
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The denominator expands as
‖
d∑
j=1
cj φ˜j‖2 =
d∑
j=1
|cj |2‖φ˜j‖2 + 2<
∑
j<k
cjck〈φ˜j , φ˜k〉.
Then, using (3.1) and (3.5) we have∣∣∣∣∣∣‖
d∑
j=1
cj φ˜j‖2 −
l∑
j=1
|cj |2
∣∣∣∣∣∣ ≤ Ce−2(1−)γ
√−1−Emaxρ
 l∑
j=1
|cj |2
 . (3.15)
Combining (3.14) and (3.15) we first get :
qγ(
∑d
j=1 cj φ˜j ,
∑d
j=1 cj φ˜j)
‖∑dj=1 cjφj‖2 ≤
(
γ2λl
‖∑dj=1 cj φ˜j‖2 + γCe
−2(1−)γ√−1−Emaxρ
‖∑dj=1 cj φ˜j‖2
)
d∑
j=1
|cj |2
≤ γ
2λl
1 + Ce−2(1−)γ
√−1−Emaxρ +
γCe−2(1−)γ
√−1−Emaxρ
1− Ce−2(1−)γ√−1−Emaxρ .
Recall that there exists (n, v) ∈ Sl such that γ2λl = γ2En(T 1v ). Then, −γ2λl ≤ −γ2 minv∈V E1(T 1v )
and one has, for γ large enough
qγ(
∑d
j=1 cj φ˜j ,
∑d
j=1 cj φ˜j)
‖∑dj=1 cj φ˜j‖2 ≤ γ2λl + Cγ2e−2(1−)γ
√−1−Emaxρ.
This concludes the proof of (3.11) thanks to (3.13).
We now focus on the lower bound. Here l ∈ {0, ..,K⊕} and d :=
l∑
j=0
mj . Using the same
(χv)v∈V as before, we define χ0 := 1−
∑
v∈V χv and for v ∈ V ∪ {0},
χ˜v(x) :=
χv(x)√∑
v∈V∪{0} χ2v(x)
, x ∈ Ω,
such that
∑
v∈V∪{0} χ˜
2
v = 1 on Ω. Then, for all ψ ∈ D(qγ) we have
qγ(ψ,ψ) =
∑
v∈V∪{0}
qγ(ψχ˜v, ψχ˜v)−
∑
v∈V∪{0}
‖ψ∇χ˜v‖2L2(Ω). (3.16)
Let us introduce some notation. Let V (x) :=
∑
v∈V∪{0}|∇χ˜v(x)|2, Ω0 := Ω\
⋃
v∈V B(v, ρ) and for
v ∈ V we denote Ωv,2ρ := Ω ∩ B(v, 2ρ) and Γv,2ρ := ∂Ωv,2ρ\∂B(v, 2ρ). By definition of V , there
exists c > 0 such that for all x ∈ Ω,
‖V ‖∞ ≤ c. (3.17)
We also introduce
qγ,Vv (ψ,ψ) =
∫
Ωv,2ρ
(|∇ψ|2 − V (x)|ψ|2) dx− γ ∫
Γv,2ρ
|ψ|2ds,
where D(qγ,Vv ) := {ψ ∈ H1(Ωv,2ρ), ψ(x) = 0 for x ∈ ∂Ωv,2ρ\Γv,2ρ} and
qγ,V0 (ψ,ψ) =
∫
Ω0
(|∇ψ|2 − V (x)|ψ|2) dx− γ ∫
∂Ω0∩∂Ω
|ψ|2ds,
where D(qγ,V0 ) := {ψ ∈ H1(Ω0), ψ(x) = 0 for x ∈ ∂Ω0\∂Ω}. Notice that, if ψ ∈⊕
v∈V∪{0}D(q
γ,V
v ), then ψ ∈ D(qγ) and ‖ψ‖2L2(Ω) =
∑
v∈V∪{0}‖ψχ˜v‖2L2(Ω). By the min-max
principle and (3.16) we can write for all n ∈ N,
En(Q
γ) ≥ En(
⊕
v∈V∪{0}
Qγ,Vv ).
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By definition, Ω0 ∩ V = ∅. Moreover, Ω0 does not depend on γ and we can extend it in a smooth
way to obtain a domain with a Lipschitz, C4 boundary which we call Ωreg. We define
qγ,reg(ψ,ψ) =
∫
Ωreg
|∇ψ|2dx− γ
∫
∂Ωreg
|ψ|2ds, ψ ∈ H1(Ωreg).
By [23, Theorem 1], we know that there exists C > 0 such that, for γ large enough,
E1(Q
γ,reg) ≥ −γ2 − Cγ.
In addition, by the min-max principle and (3.17) we also have, for all n ∈ N, En(Qγ,V0 ) ≥
En(Q
γ,reg)− c. Then, for γ large enough,
E1(Q
γ,V
0 ) ≥ −γ2 − Cγ − c. (3.18)
On the other hand, extending ψ ∈ D(qγ,Vv ) by zero and using the min-max principle and (3.17),
one can write for all n ≤ Nv,
En(Q
γ,V
v ) ≥ γ2En(Tv)− c.
In particular,
Ed+1(
⊕
v∈V
Qγ,Vv ) ≥ γ2Ed+1(T⊕)− c = γ2λl+1 − c.
Combining it with (3.18), we finally get Ed+1(Q
γ) ≥ γ2λl+1 − c, since λl+1 < −1. This concludes
the proof of (3.12).
This proposition tells us that the eigenvalues of Qγ are gathered in clusters. For each n ∈
{1, ...,N⊕}, there exists l ∈ {0, ...,K⊕−1} such that m0 +m1 + ...+ml+ 1 ≤ n ≤ m0 + ...+ml+1.
Then, λl+1 = En(T
⊕) and
En(Q
γ) ∈ Il+1 := (γ2λl+1 − c, γ2λl+1 + Cγ2e−2(1−)γ
√−1−Emaxρ),
for γ large enough. Notice that, as λl < λl+1 we have Il ∩ Il+1 = ∅ for large γ: the Il are disjoint
sets.
In order to conclude, we can now state the spectral approximation result, which proof is recalled
in Appendix A.
Proposition 3.8. Let A be a self-adjoint operator acting on a Hilbert space H and λ ∈ R. If there
exist ψ1, ..., ψn ∈ D(A) linearly independent and η > 0 such that
‖(A− λ)ψj‖ ≤ η‖ψj‖, j = 1, ..., n,
then,
dim RanPA(λ− n3/2η
√
βmax
βmin
, λ+ n3/2η
√
βmax
βmin
) ≥ n,
where βmin (resp. βmax) is the minimal (resp. maximal) eigenvalue of the Gramian matrix of the
family (ψj)j and PA(a, b) stands for the spectral projection of A on the interval (a, b). In particular,
if specess(A) ∩ (λ − n3/2η
√
βmax
βmin
, λ + n3/2η
√
βmax
βmin
) = ∅, there exist at least n eigenvalues of A in
(λ− n3/2η
√
βmax
βmin
, λ+ n3/2η
√
βmax
βmin
).
In order to apply Proposition 3.8, let us recall (3.2). For all 1 ≤ l ≤ K⊕, and for all (n, v) ∈ Sl,
‖(Qγ − γ2λl)φ˜γ,vn ‖ ≤ Ce−(1−)γ
√−1−Emaxρ‖φ˜γ,vn ‖.
Let η := Ce−(1−)γ
√−1−Emaxρ. Then by Proposition 3.8,
dim RanPQγ (γ
2λl −m3/2l η
√
βmax
βmin
, γ2λl +m
3/2
l η
√
βmax
βmin
) ≥ ml,
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for γ large enough as (φ˜γ,vn )(n,v)∈Sl is linearly independent by Lemma 3.5. Notice that, by (3.1)
and (3.5), if we denote by (βi)
ml
i=1 the eigenvalues of the Gramian matrix of (φ˜
γ,v
n )(n,v)∈Sl with
β1 = βmin and βml = βmax, then for all 1 ≤ i ≤ ml,
|βi − 1| ≤ Ce−2(1−)γ
√−1−Emaxρ, (3.19)
and
√
βmax
βmin
= O(1), as γ → +∞. Moreover, as specess(Qγ) = ∅ the operator Qγ admits at least ml
eigenvalues in I˜l := (γ
2λl−m3/2l η
√
βmax
βmin
, γ2λl+ml
3/2η
√
βmax
βmin
). But, as I˜l∩ Il+1 = ∅, I˜l∩ I˜l−1 = ∅
and I˜l ∩ Il 6= ∅, we can conclude by the previous corollary that Qγ admits exactly ml eigenvalues
in I˜l and these eigenvalues correspond to the lth cluster mentioned above, which concludes the
proof.
3.4 Approximation of eigenspaces
We are now going to prove that the corresponding eigenfunctions are, in a sense, exponentially
close to linear combinations of the quasi-modes (φ˜γ,vj ). Let us first introduce the distance between
subspaces of a Hilbert space which main properties are gathered in [14]. Let E and F be closed
subspaces of a Hilbert space H. We define the non-symmetric distance between E and F as:
d(E,F ) := inf
x∈E\{0}
dist(x, F )
‖x‖ ,
where dist(x, F ) = infy∈F ‖x− y‖. The following theorem will be the main argument in the proof
of closeness of quasi-modes.
Theorem 3.9 ( [14]). Let A be a self-adjoint operator in a Hilbert space H. Let I ⊂ R be a
compact interval, ψ1, ..., ψn ∈ D(A) be linearly independent and µ1, ..., µn ∈ I. Suppose that there
exists η > 0 such that
Aψj = µjψj + rj with ‖rj‖ ≤ η,
and a > 0 such that spec(A)∩ ((I +B(0, 2a))\I) = ∅. Then, if F is the space spanned by ψ1, ..., ψn
and E := RanPA(I),
dist(F,E) ≤
√
nη
a
√
βmin
,
where βmin stands for the minimal eigenvalue of the Gramian matrix of (ψj)j.
We introduce
Fγl := span{φ˜γ,vj , (j, v) ∈ Sl}.
We can now state the theorem on the eigenspaces.
Theorem 3.10. For any  ∈ (0, 1), there exists C > 0 such that, for all l ∈ {1, ...,K⊕} and for γ
large enough,
dist(Fγl , Eγl ) ≤ Ce−(1−)γ
√−1−Emaxρ,
where Eγl := RanPQγ (γ2λl − Ce−(1−)γ
√−1−Emaxρ, γ2λl + Ce−(1−)γ
√−1−Emaxρ).
Proof. By (3.3), there exists rn,v ∈ L2(Ω) such that
Qγ φ˜γ,vn = γ
2λlφ˜
γ,v
n + rn,v,
and ‖rn,v‖ ≤ Ce−(1−)γ
√−1−Emaxρ, for any (n, v) ∈ Sl. Let a := min(λl+1 − λl
4
,
λl − λl−1
4
).
By Theorem 3.6, we know that if we denote by I˜l := (γ
2λl − Ce−(1−)γ
√−1−Emaxρ, γ2λl +
Ce−(1−)γ
√−1−Emaxρ), then spec(Qγ) ∩
(
(I˜l +B(0, 2a))\I˜l
)
= ∅. Then by Theorem 3.9,
dist(Fγl , Eγl ) ≤
√
mlCe
−(1−)γ√−1−Emaxρ
a
√
βmin
.
As by (3.19), |βmin − 1| ≤ Ce−2(1−)γ
√−1−Emaxρ, we can conclude the proof.
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4 Robin Laplacian on curvilinear polygons
In the following, Ω is a general curvilinear polygon in the sense of Definition 2.7. We still denote
Qγ := QγΩ.
In the next section, we introduce some test-functions which will play the role of the quasi-modes
we used in the proofs for polygons with straight edges.
4.1 Description and properties of weak quasi-modes
Recall that ψγ,vn are the eigenfunctions of the Robin Laplacian acting on the infinite sector Uv
introduced in Section 2.5. For v ∈ V and 1 ≤ n ≤ Nv we set
φγ,vn := ψ
γ,v
n ◦ Fv,
where Fv is the C
2-diffeomorphism maping B(v, rv) ∩ Ω onto B(0, rv) ∩ Uv, see Section 2.4. Then,
φγ,vn ∈ H1(Ω ∩ B(v, rv)). Let ϕ ∈ C∞(R+) be a smooth cut-off function satisfying 0 ≤ ϕ ≤ 1,
ϕ(t) = 1 if 0 ≤ t ≤ 1, and ϕ = 0 if t ≥ 2. We introduce the smooth radial cut-off function χγv
defined as follows:
χγv(x) = ϕ(|x− v|γβ), x ∈ Ω, (4.1)
where β ∈ (1/2, 1) will be chosen later. Notice that for γ large enough suppχγv ⊂ B(v, rv) and
suppχγv ∩ suppχγv′ = ∅ for v 6= v′. In the following, γ will be supposed large enough such that
these conditions are satisfied. We define
φ˜γ,vn := φ
γ,v
n χ
γ
v on Ω.
Defined as above, φ˜γ,vn ∈ D(qγ) := H1(Ω) but φ˜γ,vn does not belong to the domain of the operator
Qγ as it does not satisfy the Robin boundary condition: we call it a weak quasi-mode.
In order to list some properties of the weak quasi-modes we will need some additional results
and notations.
Notation.
(a) If D ⊂ R2, we set Dy,r := D ∩B(y, r).
(b) Let g : R2 → R2 be C1. We denote by Jg the determinant of the Jacobian matrix of g,
namely
Jg := det(∇g).
Lemma 4.1. Let v ∈ V, ψ ∈ H1(Uv) and φ := ψ ◦Fv. Then, φ ∈ H1(Ωv,2γ−β ) for γ large enough
and, ∣∣∣∣∣
∫
Ω
v,2γ−β
|φ(x)|2dx−
∫
(Uv)0,2γ−β
|ψ(u)|2du
∣∣∣∣∣ ≤ Cγ−β
∫
(Uv)0,2γ−β
|ψ(u)|2du, (4.2)
∣∣∣∣∣
∫
Ω
v,2γ−β
|∇φ(x)|2dx−
∫
(Uv)0,2γ−β
|∇ψ(u)|2du
∣∣∣∣∣ ≤ Cγ−β
∫
(Uv)0,2γ−β
|∇ψ(u)|2du, (4.3)
∣∣∣∣∣
∫
Γ
v,2γ−β
|φ(s)|2ds−
∫
Σ
v,2γ−β
|ψ(s)|2ds
∣∣∣∣∣ ≤ Cγ−β
∫
Σ
v,2γ−β
|ψ(s)|2ds, (4.4)
where Γv,r := ∂Ωv,r\∂B(v, r) and Σv,r := ∂(Uv)0,r\∂B(0, r).
Proof. We first want to estimate the L2-norm of φ. By change of variables,∫
Ω
v,2γ−β
|φ(x)|2dx =
∫
(Uv)0,2γ−β
|ψ(u)|2|JF−1v (u)|du.
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As F−1v is C
2, then u 7→ JF−1v (u) is also C2 and by Taylor-Lagrange for all u ∈ B(0, 2γ−β) we
have
|JF−1(u)− 1| ≤ Cγ−β . (4.5)
Writing ∣∣∣∣∣
∫
Ω
v,2γ−β
|φ(x)|2dx−
∫
(Uv)0,2γ−β
|ψ(u)|2du
∣∣∣∣∣ ≤
∫
(Uv)0,2γ−β
|ψ(u)|2 ∣∣|JF−1v | − 1∣∣ du,
finishes the proof of (4.2).
We now estimate the L2-norm of ∇φ. By definition of φ we have ∇φ(x) = ∇ψ(Fv(x))∇Fv(x).
Then, ∫
Ω
v,2γ−β
|∇φ(x)|2dx =
∫
(Uv)0,2γ−β
|∇ψ(u)∇Fv(F−1v (u))|2|JF−1v (u)|du.
Using again Taylor-Lagrange, we know that for all u ∈ B(0, 2γ−β),
|∇Fv(F−1v (u))− I2| ≤ Cγ−β . (4.6)
We denote I :=
∣∣∣ ∫
Ω
v,2γ−β
|∇φ(x)|2dx−
∫
(Uv)0,2γ−β
|∇ψ(u)|2du
∣∣∣. Then,
I ≤
∣∣∣ ∫
(Uv)0,2γ−β
(
|∇ψ(u)∇Fv(F−1v (u))|2−|∇ψ(u)|2
)
|JF−1(u)|du
∣∣∣
+
∣∣∣∣∣
∫
(Uv)0,2γ−β
|∇ψ(u)|2(|JF−1v (u)| − 1)du
∣∣∣∣∣ .
First we have using (4.6),∣∣|∇ψ(u)∇Fv(F−1v (u))|2 − |∇ψ(u)|2∣∣ ≤ Cγ−β |∇ψ(u)|2,
and using (4.5) we also get∣∣|∇ψ(u)∇Fv(F−1v (u))|2 − |∇ψ(u)|2∣∣ |JF−1(u)| ≤ Cγ−β |∇ψ(u)|2,
which gives us the upper bound for the first term of I. We can use again (4.5) for the second term
and we get (4.3).
We are now interested in the integral along the boundary. Recall that by assumption ∂Ω =⋃M
k=1 Γk. Without loss of generality, we suppose that two components Γj , Γk intersect iff k = j+1
or k = j − 1. Then, there exists j ∈ {1, ...,M} such that v = Γj ∩ Γj+1 and Γv,2γ−β is composed
by two connected C4 components
Γj
v,2γ−β := Γj ∩B(v, 2γ−β), and Γj+1v,2γ−β := Γj+1 ∩B(v, 2γ−β),
such that Γj
v,2γ−β ∪ Γj+1v,2γ−β = Γv,2γ−β . We can introduce
Σj
v,2γ−β := Fv(Γ
j
v,2γ−β ), and Σ
j+1
v,2γ−β := Fv(Γ
j+1
v,2γ−β ),
such that Σv,2γ−β = Σ
j
v,2γ−β ∪ Σj+1v,2γ−β . Notice that Σlv,2γ−β , l = j, j + 1, is simply {t ∈
(0, 2γ−β cos(αv)), (t,± tanαvt)}. Thus,∫
Γ
v,2γ−β
|φ(s)|2ds =
∑
l=j,j+1
∫
Γl
v,2γ−β
|φ(s)|2ds =
∑
l=j,j+1
∫ 2γ−β cos(αv)
0
|ψ(t,± tanαvt)|2ρl(t)dt,
where
ρl(t) :=
√
det
(
(
d
dt
(F−1v (t,± tanαvt)))T (
d
dt
(F−1v (t,± tanαvt)))
)
=
∣∣∇F−1v (t,± tanαvt)T l∣∣ ,
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with T l =
(
1
± tanαv
)
. Finally we can write
∫
Γ
v,2γ−β
|φ(s)|2ds =
∑
l=j,j+1
∫
Σl
v,2γ−β
|ψ(s)|2|∇F−1v (s)T l| cos(αv)ds
=
∫
Σ
v,2γ−β
|ψ(s)|2|∇F−1v (s)T (s)| cos(αv)ds,
where T (s) = T l, as s ∈ Σlv,2γ−β , l = j, j+1. As t 7→ ∇F−1v (t,± tanαvt) is C1 on (0, 2γ−β cos(αv)),
by Taylor-Lagrange, for all t ∈ (0, 2γ−β cos(αv)),
|∇F−1v (t,± tanαvt)− I2| ≤ Cγ−β . (4.7)
Then, |ρl(t)− 1
cosαv
| ≤ Cγ
−β
cosαv
, as |T l| = cos−1 αv. Finally,∣∣∣∣∣
∫
Γ
v,2γ−β
|φ(s)|2ds−
∫
Σ
v,2γ−β
|ψ(s)|2ds
∣∣∣∣∣ ≤
∫
Σ
v,2γ−β
|ψ(s)|2 ∣∣|∇F−1v (s)T (s)| cos(αv)− 1∣∣ ds,
which concludes the proof of (4.4).
We can now summarize some properties of the weak quasi-modes. The ideas are the same as
the ones for polygons with straight edges and the following results are based on a decay property
of eigenfunctions of the Robin Laplacian defined on infinite sectors recalled in Theorem 2.6.
Proposition 4.2. Let  ∈ (0, 1) and β ∈ (1
2
, 1). For all i, j ∈ {1, ...,Nv} and for γ large enough
we have
|〈φ˜γ,vi , φ˜γ,vj 〉L2(Ω) − δi,j | ≤ Cγ−β , (4.8)
|qγ(φ˜γ,vi , φ˜γ,vj )− δi,jγ2Ei(Tv)| ≤ Cγ2−β . (4.9)
Proof. Let us first estimate the L2-norm of φ˜γ,vi . We have immediately
‖φ˜γ,vi ‖2L2(Ω) =
∫
Ω
v,2γ−β
|χγv |2|φγ,vi |2dx ≤
∫
(Uv)0,2γ−β
|ψγ,vi |2|JF−1v |du.
We conclude thanks to (4.5). For the lower bound we remark that
‖φ˜γ,vi ‖2L2(Ω) ≥
∫
Ω
v,γ−β
|φγ,vi |2dx =
∫
(Uv)0,γ−β
|ψγ,vi |2|JF−1v |du.
We can use again (4.5) to obtain
‖φ˜γ,vi ‖2L2(Ω) ≥
∫
(Uv)0,γ−β
|ψγ,vi |2du− Cγ−β .
Writing ∫
(Uv)0,γ−β
|ψγ,vi |2du =
∫
Uv
|ψγ,vi |2du−
∫
Uv\B(0,γ−β)
|ψγ,vi |2du,
and using the estimate of Theorem 2.6 to get a lower bound for the second term permits us to
conclude the proof of (4.8) when i = j.
Now, if i 6= j,∣∣∣∣∣〈φ˜γ,vi , φ˜γ,vj 〉 −
∫
(Uv)0,2γ−β
ψγ,vi ψ
γ,v
j du
∣∣∣∣∣ =
∣∣∣∣∣
∫
(Uv)0,2γ−β
ψγ,vi ψ
γ,v
j
(
(χγv ◦ F−1v (u))2|JF−1v (u)| − 1
)
du
∣∣∣∣∣ .
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By Taylor-Lagrange, for all u ∈ B(0, 2γ−β),∣∣(χγv ◦ F−1v (u))2JF−1v (u)− 1∣∣ ≤ Cγ−β . (4.10)
Then we get, using the Cauchy-Schwarz inequality,∣∣∣∣∣〈φ˜γ,vi , φ˜γ,vj 〉 −
∫
(Uv)0,2γ−β
ψγ,vi ψ
γ,v
j du
∣∣∣∣∣ ≤ Cγ−β .
We have now to estimate
∫
(Uv)0,2γ−β
ψγ,vi ψ
γ,v
j du more precisely. As (ψ
γ,v
n )n≤Nv is orthonormal we
can write ∫
(Uv)0,2γ−β
ψγ,vi ψ
γ,v
j du = −
∫
Uv\B(0,2γ−β)
ψγ,vi ψ
γ,v
j du.
We then obtain, using again Cauchy-Schwarz and Theorem 2.6,∣∣∣∣∣
∫
(Uv)0,2γ−β
ψγ,vi ψ
γ,v
j du
∣∣∣∣∣ ≤
∫
Uv\B(0,γ−β)
|ψγ,vi ψγ,vj |du ≤ Ce−2(1−)γ
1−β√−1−Emax ,
which ends the proof of (4.8).
Let us focus of (4.9). We first expand qγ(φ˜γ,vi , φ˜
γ,v
i ):
qγ(φ˜γ,vi , φ˜
γ,v
i ) =
∫
Ω
|χγv |2|∇φγ,vi |2dx− γ
∫
∂Ω
|χγv |2|φγ,vi |2ds
+
∫
Ω
|∇χγv |2|φγ,vi |2dx+ 2<
∫
Ω
χγv∇φγ,vi .∇χγvφγ,vi dx.
Notice that supp∇χγv ⊂ Av := B(v, 2γ−β)\B(v, γ−β) and by definition of χγv , |∇χγv |2 ≤ γ2β‖ϕ′‖2∞.
Then using (4.5) we can write∣∣∣∣∫
Ω
|∇χγv |2|φγ,vi |2dx
∣∣∣∣ ≤ γ2β(1 + Cγ−β)‖ϕ′‖2∞ ∫
Uv\B(0,γ−β)
|ψγ,vi |2du.
We use Theorem 2.6 to obtain∣∣∣∣∫
Ω
|∇χγv |2|φγ,vi |2dx
∣∣∣∣ ≤ γ2β(1 + Cγ−β)‖ϕ′‖2∞Ce−2(1−)γ1−β√−1−Emax . (4.11)
We can obtain the same kind of upper bound for the cross-term using Cauchy-Schwarz,∣∣∣∣∫
Ω
χγv∇φγ,vi .∇χγvφγ,vi dx
∣∣∣∣ ≤ (∫
Ω∩Av
|χγv |2|∇φγ,vi |2dx
) 1
2
(∫
Ω∩Av
|∇χγv |2|φγ,vi |2dx
) 1
2
,
the estimates (4.5), (4.3) and Theorem 2.6,∣∣∣∣∫
Ω
χγv∇φγ,vi .∇χγvφγ,vi dx
∣∣∣∣ ≤ γβ‖ϕ′‖∞(1 + Cγ−β)Ce−2(1−)γ1−β√−1−Emax . (4.12)
Combining (4.11) and (4.12) we get∣∣∣∣∫
Ω
|∇χγv |2|φγ,vi |2dx+ 2<
∫
Ω
χγv∇φγ,vi .∇χγvφγ,vi dx
∣∣∣∣ ≤ γ2βCe−2(1−)γ1−β√−1−Emax . (4.13)
Let us now focus on the main term. First, using (4.3) we obtain∫
Ω
|χγv |2|∇φγ,vi |2dx ≤
∫
Uv
|∇ψγ,vi |2du+ Cγ2−β‖∇ψ1,vi ‖2L2(Uv),
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and∫
Ω
|χγv |2|∇φγ,vi |2dx ≥
∫
Uv
|∇ψγ,vi |2du− Cγ2−β‖∇ψ1,vi ‖2L2(Uv)
− (1− Cγ−β)Ce−2(1−)γ1−β
√−1−Emax .
For the boundary term, we use (4.4) to obtain∫
∂Ω
|χγv |2|φγ,vi |2ds ≤
∫
∂Uv
|ψγ,vi |2ds+ Cγ1−β
∫
∂Uv
|ψ1,vi |2ds,
and,∫
∂Ω
|χγv |2|φγ,vi |2ds ≥
∫
∂Uv
|ψγ,vi |2ds− Cγ1−β
∫
∂Uv
|ψ1,vi |2ds− (1− Cγ−β)
∫
∂Uv\Σv,γ−β
|ψγ,vi |2ds.
As Uv\B(v, γ−β) is a Lipschitz domain, there exists a constant K such that
‖ψγ,vi ‖2L2(∂Uv\Σv,γ−β ) ≤ γ
βK‖ψγ,vi ‖2H1(Uv\B(v,γ−β)),
for all v ∈ V and i ≤ Nv. Then we can use Theorem 2.6 to get∫
∂Ω
|χγv |2|φγ,vi |2ds ≥
∫
∂Uv
|ψγ,vi |2ds − Cγ1−β
∫
∂Uv
|ψ1,vi |2ds − Cγβe−2(1−)γ
1−β√−1−Emax .
This concludes the proof of (4.9) when i = j as tγ,αv (ψγ,vi , ψ
γ,v
i ) = γ
2Ei(Tv).
Let i 6= j. We can write
qγ(φ˜γ,vi , φ˜
γ,v
j ) =
∫
Ω
|χγv |2∇φγ,vi ∇φγ,vj dx− γ
∫
∂Ω
|χγv |2φγ,vi φγ,vj ds+ I(γ),
where
I(γ) :=
∫
Ω
(
χγv∇φγ,vi ∇χγvφγ,vj dx+
∫
Ω
φγ,vi ∇χγv∇φγ,vj χγv +
∫
Ω
|∇χγv |2φγ,vi φγ,vj
)
dx
We first estimate I(γ) using the same tools as before. We have∣∣∣∣∫
Ω
|∇χγv |2φγ,vi φγ,vj dx
∣∣∣∣ ≤ γ2β‖ϕ′‖2∞(1 + Cγ−β)Ce−2(1−)γ1−β√−1−Emax .
Notice that the other terms in the brackets are symmetric with respect to i and j, it is then
sufficient to estimate one of them∣∣∣∣∫
Ω
χγv∇φγ,vi ∇χγvφγ,vj dx
∣∣∣∣ ≤ γβ‖ϕ′‖∞ ((1 + Cγ−β)(1 + Cγ−β)) 12 Ce−2(1−)γ1−β√−1−Emax .
Then,
|I(γ)| ≤ γ2βCe−2(1−)γ1−β
√−1−Emax . (4.14)
Let us now focus on the main term. By Taylor-Lagrange, for all u ∈ B(0, 2γ−β) and for all
t ∈ (0, 2γ−β) we have
|(χγv ◦ F−1v (u))2JF−1v (u)∇Fv(F−1v (u))− I2| ≤ Cγ−β , (4.15)
|(χγv ◦ F−1v (t,± tanαvt))2∇F−1v (t,± tanαvt)− I2| ≤ Cγ−β . (4.16)
Then by (4.15), (4.16) and Theorem 2.6 we get∣∣∣∣∣
∫
Ω
|χγv |2∇φγ,vi ∇φγ,vj dx−
∫
(Uv)0,2γ−β
∇ψγ,vi ∇ψγ,vj dx
∣∣∣∣∣ ≤ Cγ2−β + Ce−2(1−)γ1−β√−1−Emax ,
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and ∣∣∣∣∣
∫
∂Ω
|χγv |2φγ,vi φγ,vj ds−
∫
Σ
v,2γ−β
ψγ,vi ψ
γ,v
j ds
∣∣∣∣∣ ≤ Cγ2−β + Ce−2(1−)γ1−β√−1−Emax .
As i 6= j, by the spectral theorem tγ,αv (ψγ,vi , ψγ,vj ) = 0. Then,∣∣∣∣∫
Ω
|χγv |2∇φγ,vi ∇φγ,vj dx− γ
∫
∂Ω
|χγv |2φγ,vi φγ,vj ds
∣∣∣∣ ≤ Cγ2−β + Ce−2(1−)γ1−β√−1−Emax ,
which concludes the proof using (4.14).
Lemma 4.3. For γ large enough the family (φ˜γ,vn )(n,v)∈∪K⊕l=1 Sl
is linearly independent.
Proof. Let us denote by G the Gramian matrix associated with (φ˜γ,vn )(n,v)∈∪K⊕l=1 Sl
which entries
are Gi,j = 〈φ˜γ,vini , φ˜
γ,vj
nj 〉, where (ni, vi), (nj , vj) ∈
⋃K⊕
l=1 Sl. On one hand, the diagonal is simply
composed by Gi,i = 1 +O(γ
−β), according to (4.8). On the other hand, if (ni, vi) 6= (nj , vj) then
two cases are allowed : vi = vj and ni 6= nj or vi 6= vj . In the first case, we already know by (4.8)
that Gi,j = O(γ
−β). In the second case, suppχγvi ∩ suppχγvj = ∅ for γ large enough which implies
Gi,j = 0. Then we can conclude that det(G) = 1 + O(γ
−β) and in particular det(G) 6= 0 for γ
large enough.
4.2 Cutting out the vertices
This section is a prelude to the study of the asymptotics of the eigenvalues of Qγ (Section 4.4) and
the Weyl asymptotics (Section 4.5). We show how to separate the convex vertices from the rest of
Ω, which we will call regular part, using a partition of unity and a Dirichlet bracketing.
We introduce the smooth function χγ0 defined by χ
γ
0 := 1−
∑
v∈V χ
γ
v , where the χ
γ
v are defined
in (4.1). For all v ∈ V ∪ {0}, let
χ˜γv(x) :=
χγv(x)√∑
v∈V∪{0}(χ
γ
v(x))2
, x ∈ Ω
such that
∑
v∈V∪{0}(χ˜
γ
v)
2 = 1 on Ω. Then, for all φ ∈ H1(Ω),
qγ(φ, φ) =
∑
v∈V∪{0}
qγ(φχ˜γv , φχ˜
γ
v)−
∫
Ω
V (x)|φ|2dx, (4.17)
with V (x) :=
∑
v∈V∪{0}
|∇χ˜γv(x)|2. Notice that, by definition of χ˜γv , there exists c > 0 such that
‖V ‖∞ ≤ cγ2β . (4.18)
Let us define the regular part, Ω0 := Ω\
⋃
v∈V B(v, γ−β). For all v ∈ V we introduce the sesquilinear
forms
qγ,V
v,2γ−β (φ, φ) =
∫
Ω
v,2γ−β
(|∇φ|2 − V (x)|φ|2)dx− γ
∫
Γ
v,2γ−β
|φ|2ds,
with D(qγ,V
v,2γ−β ) := {φ ∈ H1(Ωv,2γ−β ), φ(x) = 0 for x ∈ ∂Ωv,2γ−β\Γv,2γ−β}, and
qγ,V0 (φ, φ) =
∫
Ω0
(|∇φ|2 − V (x)|φ|2)dx− γ
∫
Γ0
|φ|2ds,
where Γ0 := ∂Ω0 ∩ ∂Ω and D(qγ,V0 ) := {φ ∈ H1(Ω0), φ(x) = 0 for x ∈ ∂Ω0\Γ0}.
Lemma 4.4. For all n ∈ N and for all γ > 0,
En(Q
γ) ≥ En
(
(
⊕
v∈V
Qγ,V
v,2γ−β )
⊕
Qγ,V0
)
.
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Proof. Notice that φχ˜γv ∈ D(qγ,Vv,2γ−β ) for all v ∈ V and φχ˜γ0 ∈ D(qγ,V0 ). Thanks to (4.17), for all
φ ∈ H1(Ω),
qγ(φ, φ) ≥
∑
v∈V
qγ,V
v,2γ−β (φχ˜
γ
v , φχ˜
γ
v) + q
γ,V
0 (φχ˜
γ
0 , φ˜χ
γ
0). (4.19)
Moreover, ‖φ‖2L2(Ω) =
∑
v∈V
‖φχ˜γv‖2L2(Ω
v,2γ−β )
+ ‖φχ˜γ0‖2L2(Ω0). Then, by (4.19) and the min-max
principle we get, for all n ∈ N,
En(Q
γ) ≥ min
G⊂D(qγ)
dim(G)=n
max
φ∈G
φ6=0
∑
v∈V q
γ,V
v,2γ−β (φχ˜
γ
v , φχ˜
γ
v) + q
γ,V
0 (φχ˜
γ
0 , φχ˜
γ
0)∑
v∈V‖φχ˜γv‖2L2(Ω
v,2γ−β )
+ ‖φχ˜γ0‖2L2(Ω0)
≥ min
G⊂D
(
(
⊕
v∈V q
γ,V
v,2γ−β )
⊕
qγ,V0
)
dim(G)=n
max
((φv)v∈V ,φ0)∈G
((φv)v∈V ,φ0) 6=(0,...,0)
∑
v∈V q
γ,V
v,2γ−β (φv, φv) + q
γ,V
0 (φ0, φ0)∑
v∈V‖φv‖2L2(Ω
v,2γ−β )
+ ‖φ0‖2L2(Ω0)
= En
(
(
⊕
v∈V
Qγ,V
v,2γ−β )
⊕
Qγ,V0
)
,
which concludes the proof.
Let us now introduce the sesquilinear forms
qγ
v,γ−β (φ, φ) =
∫
Ω
v,γ−β
|∇φ|2dx− γ
∫
Γ
v,γ−β
|φ|2ds,
with D(qγ
v,γ−β ) := {φ ∈ H1(Ωv,γ−β ), φ(x) = 0 for x ∈ ∂Ωv,γ−β\Γv,γ−β} and
qγ0 (φ, φ) =
∫
Ω0
|∇φ|2dx− γ
∫
Γ0
|φ|2ds,
where D(qγ0 ) := D(q
γ,V
0 ).
Lemma 4.5. For all n ∈ N and for all γ > 0,
En(Q
γ) ≤ En
(⊕
v∈V
Qγ
v,γ−β
⊕
Qγ0
)
.
Proof. It is a consequence of the min-max principle, noticing that if φ ∈ D
(
(
⊕
v∈V q
γ
v,γ−β )
⊕
qγ0
)
,
then φ ∈ D(qγ).
Recall that as Ω is a curvilinear polygon, its boundary is composed by M ≥ 1 connected arcs
(Γk)
M
k=1 such that ∂Ω =
⋃M
k=1 Γk. We denote by lk the lenght of Γk and by κk its curvature. The
following lemma gives us some estimates concerning the regular part of Ω. The proof is given in
the next section.
Lemma 4.6. For γ large enough and for all β ∈ ( 12 , 1) one has
E1(Q
γ,V
0 ) ≥ −γ2 − Cγ2β . (4.20)
Moreover, for all E ∈ (−1, 0), λ ∈ R and for all β ∈ (1/2, 1), one has as γ > 0 is large enough,
N (Qγ,V0 , Eγ2) ≤ γ
|∂Ω|√E + 1
pi
+ Cγ1−β , (4.21)
N (Qγ0 , Eγ2) ≥ γ
|∂Ω|√E + 1
pi
− Cγ1−β , (4.22)
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and,
N (Qγ,V0 ,−γ2 + λγ) ≤
√
γ
pi
M∑
k=1
∫ lk
0
√
(κk(s) + λ)+ds+ Cγ
β−1/2, (4.23)
N (Qγ0 ,−γ2 + λγ) ≥
√
γ
pi
M∑
k=1
∫ lk
0
√
(κk(s) + λ)+ds− C. (4.24)
4.3 Proof of Lemma 4.6
This section is devoted to the proof of Lemma 4.6. Recall that ∂Ω =
⋃M
k=1 Γk, and lk denotes
the lenght of Γk. We consider γk the parametrization by the arc length of Γk, namely : γk ∈
C4([0, lk],R2) is injective, γk(s) = (γk,1(s), γk,2(s)) ∈ Γk and |γ′k(s)| = 1 for all s ∈ [0, lk]. We
denote by νk(s) the unit outward normal of Γk at the point s and suppose that the orientation of
γk is chosen such that νk(s) = (γ
′
k,2(s),−γ′k,1(s)) for each k. Let κk be the signed curvature of Γk:
κk(s) = γ
′
k,1(s)γ
′′
k,2(s)− γ′k,2(s)γ′′k,1(s),
and κmax := max
k=1,...,M
(
max
s∈[0,lk]
κk(s)
)
. We introduce the map
ϕk : (0, lk)× R→ R2, ϕk(s, t) = γk(s)− tνk(s).
There exists ak > 0 such that, for all a < ak, ϕk is a diffeomorphism between ka := (0, lk)× (0, a)
and Ωka := ϕk(ka). We define
Ω˜ka := Ω
k
a ∩ Ω0. (4.25)
Recall that the parameter β ∈ (1/2, 1) was introduced in (4.1). For  ∈ (0, 1− β), let aγ := γ−1+.
Then, for γ large enough and for k 6= k′ we have
Ω˜kaγ ∩ Ω˜k
′
aγ = ∅. (4.26)
In the following, γ > 0 is large enough such that (4.26) is satisfied and aγ < min
k=1,...,M
ak.
4.3.1 Proof of (4.20), (4.21) and (4.23)
Notice that in order to prove (4.20) we cannot use the same trick used in the proof of Proposi-
tion 3.7, namely extending the domain in a smooth way to apply [23, Theorem 1]. Indeed, now Ω0
depends on γ. To overcome this problem, we adapt the sketch of the proof of [23]. The difficulty
remains in the fact that we have to control the potential V .
Let k ∈ {1, ...,M} be fixed. We define
qγ,N,Vk (φ, φ) =
∫
Ωkaγ
(|∇φ|2 − V (x)|φ|2) dx− γ ∫
Γk
|φ|2ds,
where D(qγ,N,Vk ) := {φ ∈ H1(Ωkaγ ), φ(x) = 0 for x ∈ Γkl ∪ Γkr}, Γkl := {ϕ(0, t), t ∈ (0, aγ)} and
Γkr := {ϕk(lk, t), t ∈ (0, aγ)}.
Proposition 4.7. For γ large enough we have
E1(Q
γ,N,V
k ) ≥ −γ2 − Cγ2β . (4.27)
Moreover, for all E ∈ (−1, 0),
N (Qγ,N,Vk , Eγ2) ≤ γ
lk
√
E + 1
pi
+ Cγ1−β , (4.28)
and for all λ ∈ R,
N (Qγ,N,Vk ,−γ2 + λγ) ≤
√
γ
pi
∫ lk
0
√
(κk(s) + λ)+ds+ Cγ
β−1/2. (4.29)
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Proof. As the study is the same for all k ∈ {1, ...,M} we omit the indices k in the proof. The
idea is to perform a change of variables thanks to the diffeomorphism ϕ in order to work with
aγ which will allows us to use separation of variables. But, in order to avoid the weight in the
integrals due to the Jacobian of the change of variables, we first introduce a unitary transform.
Define Uaγ : L
2(Ωaγ )→ L2(aγ ), Uaγ (φ)(s, t) :=
√
1− tκ(s)φ ◦ ϕ(s, t). Then, Uaγ
(
D(qγ,N,V )
)
=
{φ ∈ H1(aγ ), φ(0, t) = φ(l, t) = 0}. It is easy to prove (see [23] or [8] for a detailed computation)
that, after using integrations by parts, qγ,N,V (φ, φ) = pγ,N,V˜ (Uaγφ,Uaγφ) with D(p
γ,N,V˜ ) :=
Uaγ
(
D(qγ,N,V )
)
, and pγ,N,V˜ is given by the following expression,
pγ,N,V˜ (φ, φ) =
∫
aγ
(
1
(1− tκ(s))2 |∂sφ|
2 + |∂tφ|2 − V˜ (s, t)|φ|2 − P (s, t)|φ|2
)
dsdt
+
1
2
∫ l
0
κ(s)
1− aγκ(s) |φ(s, aγ)|
2ds−
∫ l
0
(
κ(s)
2
+ γ
)
|φ(s, 0)|2ds,
where V˜ (s, t) = V ◦ ϕ(s, t) and
P (s, t) =
κ2(s)
4(1− tκ(s))2 +
tκ′′(s)
2(1− tκ(s))3 +
5t2(κ′(s))2
4(1− tκ(s))4 . (4.30)
As Uaγ is a unitary map, we immediately get by the min-max principle, for all n ∈ N,
En(Q
γ,N,V ) = En(P
γ,N,V˜ ). (4.31)
Before going further, let us make a remark on the potential V˜ . Recall that V (x) =∑
v∈V∪{0}|∇χ˜γv(x)|2. Then, suppV ⊂
⋃
v∈V B(v, 2γ
−β)\B(v, γ−β). This implies that there ex-
ists a constant b > 0 such that
supp V˜ ⊂ ((0, bγ−β)× (0, aγ))⋃((l − bγ−β , l)× (0, aγ)) .
We denote sγ := bγ
−β and introduce
ξ(s) :=
{
1, if s ∈ (0, sγ) or s ∈ (l − sγ , l),
0, otherwise.
By (4.18) we can write, for all (s, t) ∈ aγ ,
V˜ (s, t) ≤ cγ2βξ(s).
We now give some estimates which will simplify the study. As κ ∈ C2([0, l],R), there exist K > 0
and C > 0 such that, | κ(s)
1− tκ(s) | ≤ 2K for all (s, t) ∈ aγ , and
1− aγC < 1
(1− tκ(s))2 < 1 + aγC, and |P (s, t)| ≤ C. (4.32)
Thus we can write for all φ ∈ D(pγ,N,V˜ ), pγ,N,V˜ (φ, φ) ≥ hγ,N,ξγ (φ, φ), where
hγ,N,ξγ (φ, φ) =
∫
aγ
(
(1− aγC)|∂sφ|2 + |∂tφ|2 − ξγ(s)|φ|2 − C|φ|2
)
dsdt
−K
∫ l
0
|φ(s, aγ)|2ds−
∫ l
0
(
κ(s)
2
+ γ)|φ(s, 0)|2ds,
where D(hγ,N,ξγ ) := H1(aγ ) and ξγ(s) := cγ2βξ(s). We now can conclude by the min-max
principle that, for all n ∈ N,
En(P
γ,N,V˜ ) ≥ En(Hγ,N,ξγ ). (4.33)
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In order to control the potential ξγ , we have to introduce some new sesquilinear forms. We define
hγ,N,1(φ, φ) =
∫ sγ
0
∫ aγ
0
(
(1− aγC)|∂sφ|2 + |∂tφ|2 − cγ2β |φ|2 − C|φ|2
)
dsdt
−K
∫ sγ
0
|φ(s, aγ)|2ds−
∫ sγ
0
(
κ(s)
2
+ γ)|φ(s, 0)|2ds, φ ∈ H1 ((0, sγ)× (0, aγ)) ,
hγ,N,2(φ, φ) =
∫ l−sγ
sγ
∫ aγ
0
(
(1− aγC)|∂sφ|2 + |∂tφ|2 − C|φ|2
)
dsdt
−K
∫ l−sγ
sγ
|φ(s, aγ)|2ds−
∫ l−sγ
sγ
(
κ(s)
2
+ γ)|φ(s, 0)|2ds, φ ∈ H1 ((sγ , l − sγ)× (0, aγ)) ,
and
hγ,N,3(φ, φ) =
∫ l
l−sγ
∫ aγ
0
(
(1− aγC)|∂sφ|2 + |∂tφ|2 − cγ2β |φ|2 − C|φ|2
)
dsdt
−K
∫ l
l−sγ
|φ(s, aγ)|2ds−
∫ l
l−sγ
(
κ(s)
2
+ γ)|φ(s, 0)|2ds, φ ∈ H1 ((l − sγ , l)× (0, aγ)) .
Using the min-max principle we obtain the following inequality for all n ∈ N,
En(H
γ,N,ξγ ) ≥ En
(
3⊕
i=1
Hγ,N,i
)
. (4.34)
Let us introduce, for simplicity, the more general sesquilinear form
hγ,N (φ, φ) =
∫ L
0
∫ aγ
0
(
(1− aγC)|∂sφ|2 + |∂tφ|2 − cγ |φ|2
)
dsdt
−K
∫ L
0
|φ(s, aγ)|2ds−
∫ L
0
(
g(s)
2
+ γ)|φ(s, 0)|2ds, φ ∈ H1 ((0, L)× (0, aγ)) ,
where L > 0, cγ > 0 depends on γ and will play the role of the potentials cγ
2β + C or C and
g ∈ C2([0, L],R). We first prove some results on Hγ,N , namely estimates on the first eigenvalue
and the counting function, and then apply them to the Hγ,N,i. For any K ∈ N, we denote
δ :=
L
K
, Ij := (δ(j − 1), δj), j ∈ {1, ...,K},
and
g+j := sup
s∈Ij
g(s).
We begin defining the sesquilinear forms associated with the partition of (0, L). For j ∈ {1, ...,K},
let us consider
tγ,Nj (φ, φ) =
∫
Ij
∫ aγ
0
(
(1− aγC)|∂sφ|2 + |∂tφ|2 − cγ |φ|2
)
dsdt
−K
∫
Ij
|φ(s, aγ)|2ds−
∫
Ij
(
g+j
2
+ γ)|φ(s, 0)|2ds, φ ∈ H1(Ij × (0, aγ)).
Clearly we have D(hγ,N ) ⊂⊕Kj=1D(tγ,Nj ). Then, by the min-max principle we get for all n ∈ N,
En(H
γ,N ) ≥ En
 K⊕
j=1
T γ,Nj
 . (4.35)
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Let us fix j ∈ {1, ...,K}. By separation of variables, it is easy to see that En(T γ,Nj ) = En(LN ⊗
1 + 1⊗Rj). Here, the operator LN acts on L2(0, δ) as
LNf = −(1− aγC)f ′′ − cγf, D(LN ) := {f ∈ H2(0, δ),−f ′(0) = f ′(δ) = 0}.
The operator Rj := R g+
j
2 +γ,K,aγ
is defined in Section 2.2. It acts on L2(0, aγ) as f 7→ −f ′′ with
D(Rj) := {f ∈ H2(0, aγ),−f ′(0)− (
g+j
2
+ γ)f(0) = f ′(aγ)−Kf(aγ) = 0}.
There exists γ1 > 0 such that for all γ > γ1 we have (
g+j
2
+ γ)aγ > 1 and (
g+j
2
+ γ) > 2K. Then,
we know by Proposition 2.3 that E1(Rj) is the unique negative eigenvalue of Rj and we also have
the following estimate, for all γ > γ1,
E1(Rj) > −(
g+j
2
+ γ)2 − 123(g
+
j
2
+ γ)2e−2(
g
+
j
2 +γ)aγ . (4.36)
As inf spec(LN ) = −cγ , we get
E1(T
γ,N
j ) = E1(Rj)− cγ . (4.37)
Using (4.37) and (4.36), there exists γ2 > γ1 such that for all γ > γ2,
E1(T
γ,N
j ) ≥ −(
g+j
2
+ γ)2 − cγ − C.
For all j ∈ {1, ...,K}, g+j ≤ gmax := maxs∈[0,L] g(s) and , by (4.35) we can conclude that for all
γ > γ2,
E1(H
γ,N ) ≥ −γ2 − γgmax − cγ − C.
Notice that it is easy to apply the previous result to the operators Hγ,N,i by making a translation
and considering, for i = 2, g(s) := κ(s+ sγ) and for i = 3, g(s) := κ(s+ (l− sγ)). Thus, for γ > γ2
we have
E1(H
γ,N,i) ≥ −γ2 − γκmax − cγ2β − C, i = 1, 3,
and
E1(H
γ,N,2) ≥ −γ2 − γκmax − C.
There exists γ3 > γ2 such that for all γ > γ3 we have, thanks to (4.34),
E1(H
γ,N,ξγ ) ≥ −γ2 − Cγ2β ,
as β ∈ (1/2, 1). Finally, this concludes the proof of (4.27) thanks to (4.31) and (4.33).
We now focus on the eigenvalue counting function. Let E ∈ (−1, 0) be fixed. Thanks to the
fact that E1(Rj) is the unique negative eigenvalue of the operator Rj as γ > γ1 and using estimate
(4.36) one can write
N (T γ,Nj , Eγ2) ≤
δ
pi
√
1− aγC
√
(E + 1)γ2 + g+j γ + cγ + C + 1.
Thus, summing on k ∈ {1, ...,K} and using (4.35) we obtain for γ large enough,
N (Hγ,N , Eγ2) ≤ γ L
√
E + 1
pi
√
1− aγC
+ LCcγγ
−1 +K.
Recall that aγ := γ
−1+ with  ∈ (0, 1−β). We can write (1−aγC)−1/2 = 1+ 1
2
Cγ−1++O(γ−2+2)
as γ → +∞. Then,
N (Hγ,N , Eγ2) ≤ γL
√
E + 1
pi
+ LCγ + LCcγγ
−1 +K.
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We can now apply this previous result to the operators Hγ,N,i with cγ = cγ
2β + C and L = bγ−β
for i = 1, 3 and cγ = C and L = l− 2bγ−β for i = 2. We finally obtain, choosing K ∈ [γ, 2γ]∩N,
N (Hγ , N, ξγ) ≤ γ l
√
E + 1
pi
+O(γ), γ → +∞,
with  < 1− β. This finishes the proof of (4.28) thanks to (4.31) and (4.33).
Let us prove (4.29). Let λ ∈ R be fixed. There exists γ4 > γ1 such that for all γ > γ4 we have
−γ2 + λγ < 0. We can write, using again (4.36),
N (T γ,Nj ,−γ2 + λγ) ≤
δ
pi
√
1− aγC
√
γ(g+j + λ)+ + Cδcγγ
−1/2 + 1.
We can sum the inequalities on j ∈ {1, ...,K} and apply it to the operators Hγ,N,i. We obtain, for
i = 1, 3,
N (Hγ,N,i,−γ2 + λγ) ≤ Cγ1/2−βK + Cγβ−1/2 +K,
and
N (Hγ,N,2,−γ2 + λγ) ≤
√
γ
pi
√
1− aγC
l − 2bγ−β
K
K∑
j=1
√
(g+j + λ)+ + Cγ
−1/2 +K,
where g(s) = κ(s + sγ). Notice that (0, L) 3 s 7→
√
(g + λ)+ is Lipschitz, thus we can use the
convergence of Riemann sum to have∫ L
0
√
(g + λ)+ds =
L
K
K∑
j=1
√
(g+j + λ)+ +O(
1
K
), K → +∞.
Let us choose K ∈ [γβ−1/2, 2γβ−1/2] ∩ N. Then for γ large enough,
N (Hγ,N,2,−γ2 + λγ) ≤
√
γ
pi
∫ l−sγ
sγ
√
(κ(s) + λ)+ds+ Cγ
β−1/2.
In addition we have∫ l
0
√
(κ(s) + λ)+ds =
∫ l−sγ
sγ
√
(κ(s) + λ)+ds+O(γ
−β), γ → +∞,
as
√
(κ(s) + λ)+ ≤
√
(κmax + λ)+ for all s ∈ (0, l). Finally,
N (Hγ,N,ξγ ,−γ2 + λγ) ≤
√
γ
pi
∫ l
0
√
(κ(s) + λ)+ds+O(γ
β−1/2), γ → +∞. (4.38)
We conclude the proof of (4.29) thanks to (4.31) and (4.33).
Proof of (4.20), (4.21) and (4.23). We introduce Ω˜0 := Ω0\
⋃M
k=1 Ω˜
k
aγ and the closed sesquilinear
forms
q˜γ,N,Vk (φ, φ) =
∫
Ω˜kaγ
(|∇φ|2 − V (x)|φ|2) dx− γ ∫
Γk∩Ω˜kaγ
|φ|2ds,
with D(q˜γ,N,Vk ) := {φ ∈ H1(Ω˜kaγ ), φ(x) = 0 for x ∈ (∂Ω˜kaγ ∩ ∂Ω0)\Γ0} and
q˜N,V0 (φ, φ) =
∫
Ω˜0
(|∇φ|2 − V (x)|φ|2) dx,
with D(q˜N,V0 ) := {φ ∈ H1(Ω˜0), φ(x) = 0 for x ∈ ∂Ω˜0 ∩ ∂Ω0}. Noticing that D(qγ,V0 ) ⊂⊕M
k=1D(q˜
γ,N,V
k )
⊕
D(q˜N,V0 ) and thanks to (4.26), we can use the min-max principle and im-
mediately obtain, for all n ∈ N,
En(Q
γ,V
0 ) ≥ En
(
(
M⊕
k=1
Q˜γ,N,Vk )⊕ Q˜N,V0
)
. (4.39)
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Notice that, by (4.18), N (Q˜N,V0 , Eγ2 + λγ) ≤ N (Q˜N0 , Eγ2 + λγ + cγ2β), where Q˜N0 is the unique
self-adjoint operator associated with the sesquilinear form
q˜N0 (φ, φ) =
∫
Ω˜0
|∇φ|2dx, φ ∈ D(q˜N0 ) := D(q˜N,V0 ).
The operator Q˜N0 is positive. As β < 1, there exists γ0 > 0 such that, for all γ > γ0 we have
E˜γ2+λγ+cγ2β < 0, with E˜ ∈ [−1, 0) and λ ∈ R. Then, for all γ > γ0, N (Q˜N0 , E˜γ2+λγ+cγ2β) = 0
and by (4.39),
N (Qγ,V0 , E˜γ2 + λγ) ≤
M∑
k=1
N (Q˜γ,N,Vk , E˜γ2 + λγ). (4.40)
As Ω˜kaγ ⊂ Ωkaγ , extending φ ∈ D(q˜γ,N,Vk ) by zero we obtain, by the min-max principle and for all
n ∈ N,
En(Q˜
γ,N,V
k ) ≥ En(Qγ,N,Vk ). (4.41)
We are now able to conclude. On one hand, noticing that E1(Q˜
N,V
0 ) ≥ −cγ2β and by (4.27) we
have for γ large enough,
E1
(
M⊕
k=1
Q˜γ,N,Vk
⊕
Q˜N,V0
)
≥ −γ2 − Cγ2β ,
which finishes the proof of (4.20) thanks to (4.39). On the other hand, gathering (4.28), (4.29),
(4.40) and (4.41) finishes the proof of (4.21) and (4.23).
4.3.2 Proof of (4.22) and (4.24)
We still follow the ideas of the proof of [23], but this proof is easier than the previous one as there
is no potential V in the sesquilinear form to control.
Let us introduce the new sesquilinear forms
qγ,Dk (φ, φ) =
∫
Ω˜kaγ
|∇φ|2dx− γ
∫
Γk∩Ω˜kaγ
|φ|2ds,
where D(qγ,Dk ) := {φ ∈ H1(Ω˜kaγ ), φ(x) = 0 for x ∈ ∂Ω˜kaγ\Γk}, Ω˜kaγ being defined in (4.25) and
q˜D0 (φ, φ) =
∫
Ω˜0
|∇φ|2dx, φ ∈ H10 (Ω˜0),
with Ω˜0 := Ω0\
⋃M
k=1 Ω˜
k
aγ .
Even if the strategy of the proofs will be same as in Section 4.3.1, we have to work with Ω˜kaγ
instead of Ωkaγ , as the trick we used previously does not apply here.
Remark 4.8. Let k be such that Γk links two convex corners. Then, by definition of Ω˜
k
aγ , there
exists b > 0 such that Ω˜kaγ = ϕk
(
˜kaγ
)
, with
˜kaγ := (bγ
−β , lk − bγ−β)× (0, aγ).
In the following we denote sγ := bγ
−β . Notice that it is sufficient to study the case where Γk links
two convex corners. Indeed, in the two other cases (namely Γk links one convex corner and one non-
convex corner or two non-convex corners) we have ˜kaγ := (sγ , l)× (0, aγ) or ˜kaγ := (0, l)× (0, aγ)
and the study is then the same.
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Proposition 4.9. For all k ∈ {1, ...,M}, for all E ∈ (−1, 0) and λ ∈ R, one has for γ > 0 large
enough,
N (Qγ,Dk , Eγ2) ≥ γ
lk
√
E + 1
pi
− Cγ1−β , (4.42)
and
N (Qγ,Dk ,−γ2 + λγ) ≥
√
γ
pi
∫ lk−sγ
sγ
√
κk(s) + λ)+ds− C. (4.43)
Proof. In the following we omit the indices k. Let E ∈ (−1, 0) and λ ∈ R.
We want to perform a change of variables in order to work with ˜aγ . As in the previous
section, we first introduce a unitary transform. Define U˜aγ : L
2(Ω˜aγ ) → L2(˜aγ ), U˜aγφ(s, t) :=√
1− κ(s)φ◦ϕ(s, t). Then, U˜aγ
(
D(qγ,D)
)
= {φ ∈ H1(˜aγ ), φ(sγ , t) = φ(l−sγ , t) = φ(s, aγ) = 0}.
It is easy to prove that, after a using integration by parts, qγ,D(φ, φ) = pγ,D(U˜aγφ, U˜aγ ) with
D(qγ,D) := U˜aγ
(
D(qγ,D)
)
and pγ,D is given by the following expression :
pγ,D(φ, φ) =
∫
˜aγ
(
1
(1− tκ(s))2 |∂sφ|
2 + |∂tφ|2 − P (s, t)|φ|2)dsdt
−
∫ l−sγ
sγ
(
κ(s)
2
+ γ)|φ(s, 0)|2ds,
where the potential P is given by the expression in (4.30), namely
P (s, t) =
κ2(s)
4(1− tκ(s))2 +
tκ′′(s)
2(1− tκ(s))3 +
5t2(κ′(s))2
4(1− tκ(s))4 .
As U˜aγ is a unitary map we have, for all n ∈ N,
En(Q
γ,D) = En(P
γ,D). (4.44)
We use the estimates mentioned in the proof of Proposition 4.7 to simplify the study. Recall that,
as κ ∈ C2([0, l],R2) there exists C > 0 such that for all (s, t) ∈ ˜aγ
1− aγC < 1
(1− tκ(s))2 < 1 + aγC, |P (s, t)| ≤ C.
Thus, we can write for all φ ∈ D(pγ,D), pγ,D(φ, φ) ≤ hγ,D(φ, φ), where
hγ,D(φ, φ) =
∫
˜aγ
((1 + aγC)|∂sφ|2 + |∂tφ|2 + C|φ|2)dsdt
−
∫ l−sγ
sγ
(
κ(s)
2
+ γ)|φ(s, 0)|2ds, φ ∈ D(hγ,D) := D(pγ,D).
We obtain, by the min-max principle,
En(P
γ,D) ≤ En(Hγ,D). (4.45)
Let us introduce Lγ := l − 2sγ and κ˜(s) := κ(s + sγ), for s ∈ (0, Lγ). Then, Hγ,D is unitarily
equivalent to the operator H˜γ,D acting on L2((0, Lγ)×(0, aγ)) and defined as the unique self-adjoint
operator associated with the sesquilinear form
h˜γ,D(φ, φ) =
∫ Lγ
0
∫ aγ
0
((1 + aγC)|∂sφ|2 + |∂tφ|2 + C|φ|2)dsdt
−
∫ Lγ
0
(
κ˜(s)
2
+ γ)|φ(s, 0)|2ds,
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where D(h˜γ,D) := {φ ∈ H1((0, Lγ) × (0, aγ)), φ(0, t) = φ(Lγ , t) = φ(s, aγ) = 0}. By the min-max
principle we obtain the equality
En(H
γ,D) = En(H˜
γ,D). (4.46)
Let us now introduce a partition of (0, Lγ). For any K ∈ N, we denote
δ :=
Lγ
K
, Ij := (δ(j − 1), δj), j ∈ {1, ...,K},
and,
κ˜−j := inf
s∈Ij
κ˜(s).
We define the new sesquilinear forms adapted to this partition,
tγ,Dj (φ, φ) =
∫
Ij
∫ aγ
0
((1 + aγC)|∂sφ|2 + |∂tφ|2 + C|φ|2)dsdt
−
∫
Ij
(
κ˜−j
2
+ γ)|φ(s, 0)|2ds,
where D(tγ,Dj ) := {φ ∈ H1(Ij × (0, aγ)), φ((j − 1)δ, t) = φ(δj, t) = φ(s, aγ) = 0}. Clearly we have⊕K
j=1D(t
γ,D
j ) ⊂ D(h˜γ,D), and by the min-max principle we get
En(H˜
γ,D) ≤ En(⊕Kj=1T γ,Dj ). (4.47)
Let us fix j ∈ {1, ...,K}. It is easy to see that, by separation of variables, En(T γ,Dj ) = En(LD ⊗
1 + 1⊗Dj). Here, the operator LD acts on L2(0, δ) as
LDf = −(1 + aγC)f ′′ + Cf, D(LD) := H2(0, δ) ∩H10 (0, δ).
The operator Dj := D κ˜−
j
2 +γ,aγ
defined in Section 2.2 acts on L2(0, aγ) as f 7→ −f ′′ with
D(Dj) = {f ∈ H2(0, aγ),−f ′(0)− (
κ˜−j
2
+ γ)f(0) = f(aγ) = 0}.
There exists γ1 > 0 such that, for all γ > γ1 we have (
κ˜−j
2
+ γ)aγ > 1. Then, using Proposition 2.2
we know that E1(Dj) is the unique negative eigenvalue of Dj and we have the following estimate,
for all γ > γ1,
E1(Dj) ≤ −(
κ˜−j
2
+ γ)2 + 4(
κ˜−j
2
+ γ)2e−2(
κ˜
−
j
2 +γ)aγ . (4.48)
Let E ∈ (−1, 0) be fixed. For all γ > γ1 one can write, using estimate (4.48),
N (T γ,Dj , Eγ2) ≥ γ
δ
√
E + 1
pi
√
1 + aγC
− C.
We immediately have summing on j ∈ {1, ...,K},
N (Hγ,D, Eγ2) ≥ γ Lγ
√
E + 1
pi
√
1 + aγC
− C.
Recall that aγ := γ
−1+, and then (1+aγC)−1/2 = 1− 1
2
Cγ−1++O(γ−2+2), γ → +∞. Moreover,
Lγ := l − 2bγ−β . Thus we have
N (Hγ,D, Eγ2) ≥ γ l
√
E + 1
pi
− Cγ,
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with  ∈ (0, 1− β). This concludes the proof of (4.42) thanks to (4.44) and (4.45).
Let λ ∈ R. We have
N (Hγ,D,−γ2 + λγ) ≥ √γ 1
pi
√
1− aγC
Lγ
K
K∑
j=1
√
(κ˜−j + λ)+ − C.
Again, we can use the convergence of Riemman sum of the Lipschitz function s 7→ √(κ˜(s) + λ)+
to write ∫ Lγ
0
√
κ˜(s) + λ)+ds =
Lγ
K
K∑
j=1
√
(κ˜−j + λ)+ +O(
1
K
), K → +∞.
This concludes the proof of (4.43) taking K ∈ [γ, 2γ] ∩ N.
Proof of (4.22) and (4.24). Noticing that if φ ∈ ⊕Mk=1D(qγ,Dk )⊕D(q˜D0 ) then φ ∈ D(qγ0 ), we
obtain by the min-max principle for all n ∈ N,
En(Q
γ
0) ≤ En(⊕Mk=1Qγ,Dk ⊕ Q˜D0 ). (4.49)
As sγ = bγ
−β we have,∫ lk−sγ
sγ
√
(κk(s) + λ)+ds =
∫ lk
0
√
(κk(s) + λ)+ds+O(γ
−β), γ → +∞.
Combining it with Proposition 4.9 and (4.49) finishes the proof.
4.4 Asymptotic behavior of the first eigenvalues on curvilinear polygons
In this section, we prove Theorem 1.2 for general curvilinear polygons.
Theorem 4.10. Let Ω ⊂ R2 be a curvilinear polygon. There exists C > 0 such that, for all
n ∈ {1, ...,N⊕} and for γ large enough we have,
|En(Qγ)− γ2En(T⊕)| ≤ Cγ 43 .
The proof of Theorem 4.10 follows exactly the same steps as the one for polygons with straight
edges. We need the following intermediary result.
Proposition 4.11. For all l ∈ {0, ...,K⊕} and for γ large enough we have,
Em1+...+ml(Q
γ) ≤ γ2λl + Cγ4/3, (4.50)
Em0+...+ml+1(Q
γ) ≥ γ2λl+1 − Cγ4/3, (4.51)
with the convention m0 = 0.
Proof of Theorem 4.10. For each n ∈ {1, ...,N⊕}, there exists l ∈ {0, ...,K⊕ − 1} such that m0 +
...+ml + 1 ≤ n ≤ m0 + ...+ml+1 and λl+1 = En(T⊕). We get the result by Proposition 4.11 and
the fact that the eigenvalues are ordered in the increasing way.
Proof of Proposition 4.11. We begin with the proof of (4.50). We introduce d :=
∑l
j=1mj ,
Fγ := span{φ˜γ,vn , (n, v) ∈
⋃l
j=1 Sj}, and for simplicity we denote by (φ˜1, ..., φ˜d) the elements of
{φ˜γ,vn , (n, v) ∈
⋃l
j=1 Sl}. By Lemma 4.3, dim(Fγ) = d for γ large enough. Then, by the min-max
principle, for γ large enough we have
Ed(Q
γ) ≤ sup
ψ∈Fγ
ψ 6=0
qγ(ψ,ψ)
‖ψ‖2 = sup(c1,...,cd)∈Cd
(c1,...,cd)6=(0,...,0)
qγ(
∑d
j=1 cj φ˜j ,
∑d
j=1 cj φ˜j)
‖∑dj=1 cj φ˜j‖2 . (4.52)
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Let us first expand the numerator :
qγ(
d∑
j=1
cj φ˜j ,
d∑
j=1
cj φ˜j) =
d∑
j=1
|cj |2qγ(φ˜j , φ˜j) + 2<
∑
j<k
cjckq
γ(φ˜j , φ˜k).
We use (4.9) to obtain
qγ(
d∑
j=1
cj φ˜j ,
d∑
j=1
cj φ˜j) ≤
(
γ2λl + Cγ
2−β) d∑
j=1
|cj |2. (4.53)
Then, the denominator expands as
‖
d∑
j=1
cj φ˜j‖2 =
d∑
j=1
|cj |2‖φ˜j‖2 + 2<
∑
j<k
cjck〈φ˜j , φ˜k〉,
and by (4.8) we get ∣∣∣∣∣∣‖
d∑
j=1
cj φ˜j‖2 −
d∑
j=1
|cj |2
∣∣∣∣∣∣ ≤ Cγ−β
 d∑
j=1
|cj |2
 . (4.54)
Combining (4.53) and (4.54), we get for γ large enough,
qγ(
∑d
j=1 cj φ˜j ,
∑d
j=1 cj φ˜j)
‖∑dj=1 cj φ˜j‖2 ≤ γ2λl + Cγ2−β ,
which concludes the proof on the upper bound thanks to (4.52) and taking β = 23 .
Let us now focus on the lower bound (4.51). In the following d :=
∑l
j=0ml. Thanks to
Lemma 4.4 we can write
Ed+1(Q
γ) ≥ Ed+1
(⊕
v∈V
Qγ,V
v,2γ−β
⊕
Qγ,V0
)
. (4.55)
Moreover, by (4.18), we have the lower bound, for all n ∈ N,
En(Q
γ,V
v,2γ−β ) ≥ En(Qγv,2γ−β )− cγ2β , (4.56)
where Qγ
v,2γ−β acts on L
2(Ωv,2γ−β ) and is defined as the unique self-adjoint operator associated
with
qγ
v,2γ−β (φ, φ) =
∫
Ω
v,2γ−β
|∇φ|2dx− γ
∫
Γ
v,2γ−β
|φ|2ds, φ ∈ D(qγ
v,2γ−β ) := D(q
γ,V
v,2γ−β ).
Let us fix v ∈ V. In order to studyQγ
v,2γ−β we perform a change of variables. For φ ∈ D(qγv,2γ−β ), we
introduce ψ(u) := φ◦F−1v (u) for all u ∈ Uv∩B(0, 2γ−β). By Taylor-Lagrange, for all u ∈ B(0, 2γ−β)
we have
|(∇F−1v (u))−1 − I2| ≤ Cγ−β . (4.57)
Thanks to the estimates (4.3), (4.4) and (4.57) we get, for all φ ∈ D(qγ
v,2γ−β ),
qγ
v,2γ−β (φ, φ) ≥ (1− Cγ−β)
∫
(Uv)0,2γ−β
|∇ψ|2du− γ(1 + Cγ−β)
∫
Σ
v,2γ−β
|ψ|ds. (4.58)
We now introduce the sesquilinear form
t
fβ(γ)
v (ψ,ψ) =
∫
(Uv)0,2γ−β
|∇ψ|2du− fβ(γ)
∫
Σ
v,2γ−β
|ψ|2ds,
with D(t
fβ(γ)
v ) := {ψ ∈ H1
(
(Uv)0,2γ−β
)
, ψ(u) = 0 for u ∈ ∂(Uv)0,2γ−β\Σv,2γ−β}, and
fβ(γ) := γ + Cγ
1−β .
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Lemma 4.12. For any n ∈ N and for γ large enough,
En(Q
γ
v,2γ−β ) ≥ (1− Cγ−β)En(T
fβ(γ)
v,2γ−β ).
Proof. First, we have to notice that if φ ∈ D(qγ
v,2γ−β ), then ψ ∈ D(t
fβ(γ)
v,2γ−β ). We can use (4.58)
and the min-max principle to obtain,
En(Q
γ
v,2γ−β ) ≥ (1− Cγ−β) infG⊂D(qγ
v,2γ−β )
dim(G)=n
sup
φ∈G
φ 6=0
t
fβ(γ)
v,2γ−β (ψ,ψ)
‖φ‖2L2(Ω
v,2γ−β )
.
By (4.2) we have ∫
(Uv)0,2γ−β
|∇ψ|2dx
‖φ‖2L2(Ω
v,2γ−β )
≥
∫
(Uv)0,2γ−β
|∇ψ|2dx
(1 + Cγ−β)‖ψ‖2
L2((Uv)0,2γ−β )
,
and
−fβ(γ)
∫
Σ
v,2γ−β
|ψ|2ds
‖φ‖2L2(Ω
v,2γ−β )
≥ −fβ(γ)
∫
Σ
v,2γ−β
|ψ|2ds
(1− Cγ−β)‖ψ‖2
L2((Uv)0,2γ−β )
.
Thus, we first obtain
En(Q
γ
v,2γ−β ) ≥ (1− Cγ−β) infG⊂D(qγ
v,2γ−β )
dim(G)=n
sup
φ∈G
φ6=0
t
fβ(γ)
v,2γ−β (ψ,ψ)
‖ψ‖2
L((Uv)0,2γ−β )
.
If we denote J := {ψ = φ ◦F−1v , φ ∈ G} and if (φ1, ..., φn) is an orthonormal basis of G, then using
again (4.5) we obtain
|〈φi, φj〉L2(Ω
v,2γ−β )
− 〈ψi, ψj〉L2((Uv)0,2γ−β )| ≤ Cγ
−β |〈φi, φj〉L2(Ω
v,2γ−β )
|,
where ψk = φk ◦ F−1v . Then, (ψk)nk=1 is linearly independent if γ is large enough which implies
that dim(J ) = n for large γ. Finally
En(T
fβ(γ)
v,2γ−β ) ≤ infG⊂D(qγ
v,2γ−β )
dim(G)=n
sup
φ∈G
φ6=0
t
fβ(γ)
v,2γ−β (ψ,ψ)
‖ψ‖2
L2((Uv)0,2γ−β )
,
which concludes the proof.
Extending ψ ∈ D(tfβ(γ)
v,2γ−β ) by 0, we immediately have for all n ≤ N⊕ and for γ large enough,
thanks to Lemma 4.12 and the min-max principle,
En(Q
γ
v,2γ−β ) ≥ (1− Cγ−β)En(T
fβ(γ)
v ).
In particular,
Ed+1(
⊕
v∈V
Qγ
v,2γ−β ) ≥ (1− Cγ−β)(fβ(γ))2Ed+1(T⊕)
= (1− Cγ−β)(fβ(γ))2λl+1.
Notice that (1− Cγ−β)(fβ(γ))2 = γ2 +O(γ2−β), as γ → +∞. Then, for γ large enough,
Ed+1(
⊕
v∈V
Qγ
v,2γ−β ) ≥ γ2λl+1 − Cγ2−β . (4.59)
To finish the proof, in view of (4.55), we need a lower bound of the first eigenvalue of Qγ,V0 . By
the inequality (4.20) of Lemma 4.6 we know that E1(Q
γ,V
0 ) ≥ −γ2 −Cγ2β for γ large enough. As
λl+1 < −1, we finally obtain
Ed+1(Q
γ) ≥ γ2λl+1 − Cγ2−β − cγ2β .
Taking β = 2/3 gives us the result.
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4.5 Weyl asymptotics for Robin Laplacian on curvilinear polygons
In this section we prove Theorem 1.5. The choice of the thresholds Eγ2 for E ∈ (−1, 0) and
−γ2 + λγ for λ ∈ R is lead by the study of domains with smooth boundary [12].
Theorem 4.13. For all E ∈ (−1, 0) and β ∈ (1/2, 1),
N (Qγ , Eγ2) = γ |∂Ω|
√
E + 1
pi
+O(γ1−β), as γ → +∞. (4.60)
For all λ ∈ R,
N (Qγ ,−γ2 + λγ) =
√
γ
pi
M∑
k=1
∫ lk
0
√
(κk(s) + λ)+ds+O(γ
1/4), as γ → +∞. (4.61)
Proof. Let E˜ ∈ [−1, 0) and λ ∈ R. Gathering the results of Lemma 4.4 and Lemma 4.5 we can
write
N (Qγ0 , E˜γ2 + λγ) ≤ N (Qγ , E˜γ2 + λγ)
≤ N (Qγ,V0 , E˜γ2 + λγ) +
∑
v∈V
N (Qγ,V
v,2γ−β , E˜γ
2 + λγ).
By (4.56) we know that N (Qγ,V
v,2γ−β , E˜γ
2 + λγ) ≤ N (Qγ
v,2γ−β , E˜γ
2 + λγ + cγ2β). Moreover,
Lemma 4.6 gives us estimates on the eigenvalue counting functions of Qγ0 and Q
γ,V
0 . Hence,
in order to conclude we need to prove that the truncated sectors do not contribute to the Weyl
law at the leading order.
Proposition 4.14. For all E ∈ (−1, 0), β ∈ (1/2, 1) and C > 0 we have for large γ,
N (Qγ
v,2γ−β , Eγ
2 + Cγ2β) = O(γ1−β).
The asymptotics (4.60) and (4.61) follows immediately from Lemma 4.6 and Proposition 4.14,
taking β = 3/4 for the second one.
Proof of Proposition 4.14. By Lemma 4.12 we can write for all n ∈ N,
En(Q
γ
v,2γ−β ) ≥ (1− Cγ−β)En(T
fβ(γ)
v,2γ−β ),
where fβ(γ) := γ + Cγ
1−β . Then,
N (Qγ
v,2γ−β , Eγ
2 + Cγ2β) ≤ N (T fβ(γ)
v,2γ−β , Eγ
2 + Cγm), (4.62)
where m := max(2−β, 2β). We are now lead to study the eigenvalue counting function of T fβ(γ)
v,2γ−β .
We introduce U+v := Uv ∩ (R+ × R+) and Σ+v,2γ−β := Σv,2γ−β ∩ ∂U+v . Due to the symmetry of
the domain (Uv)0,2γ−β with respect to the x1−axis, it is easy to see that
N (T fβ(γ)
v,2γ−β , Eγ
2 + Cγm) ≤ 2N (T fβ(γ),+
v,2γ−β , Eγ
2 + Cγm), (4.63)
where T
fβ(γ),+
v,2γ−β is the unique self-adjoint operator associated with
t
fβ(γ),+
v,2γ−β (ψ,ψ) =
∫
(U+v )0,2γ−β
|∇ψ|2du− fβ(γ)
∫
Σ+
v,2γ−β
|ψ|2ds,
with D(t
fβ(γ),+
v,2γ−β ) :=
{
ψ ∈ H1 ((U+v )0,2γ−β) , ψ(u) = 0 for u ∈ ∂(U+v )0,2γ−β ∩ ∂B(0, 2γ−β)}. We
now introduce a partition of (U+v )0,2γ−β . Let Aγ := (γ
−1, 0), HAγ be the orthogal projection
of Aγ on Σ
+
v,2γ−β and V be the infinite sector obtained by translation of vector (γ
−β , 0) of Uv. We
denote V + := V ∩ (R+ × R+). Notice that HAγ is well defined as V is the set of convex vertices
of Ω : then αv ∈ (0, pi/2). We introduce the two new domains:
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x2
x1
D1γ
Aγ
HAγ D2
(0, 0) (2γ−β, 0)
U+v
αv αv
(V +)0,2γ−β
Figure 1: Partition of U+v by the domains D
1
γ , D
2 and V0,2γ−β .
• D1γ the triangle defined by its vertices (0, 0), Aγ and HAγ ;
• D2 := (U+v )0,2γ−β\
(
D1γ ∪ V +
)
.
Hence we have, see Figure 1,
(U+v )0,2γ−β = D1γ ∪D2 ∪ (V +)0,2γ−β ,
where (V +)0,2γ−β := V
+ ∩ B(0, 2γ−β). We consider three new sesquilinear forms associated with
this covering,
h(ψ,ψ) =
∫
(V +)
0,2γ−β
|∇ψ|2du,
with D(h) :=
{
ψ ∈ H1 ((V +)0,2γ−β) , ψ(u) = 0 for u ∈ ∂(V +)0,2γ−β ∩ ∂B(0, 2γ−β)}. For a domain
D ⊂ R2 and µ > 0 satisfying fβ(γ) ≤ µγ for all γ > 0 we define
rµγD (ψ,ψ) =
∫
D
|∇ψ|2du− µγ
∫
∂D∩∂Uv
|ψ|2ds, ψ ∈ D(rµγD ) := H1(D),
and
pµγ(ψ,ψ) =
∫
D2
|∇ψ|2du− µγ
∫
∂D2∩∂U+v
|ψ|2ds,
with D(pµγ) :=
{
ψ ∈ H1(D2) : ψ(u) = 0 for u ∈ ∂D2 ∩ ∂B(0, 2γ−β)}. It is easy to see that
T
fβ(γ),+
v,2γ−β ≥ RµγD1γ ⊕ H ⊕ P
µγ . Moreover, as the operator H is positive we can write N (H,Eγ2 +
Cγm) = 0 for γ large enough. Thus we obtain
N (T fβ(γ),+
v,2γ−β , Eγ
2 + Cγm) ≤ N (RµγD1γ , Eγ
2 + Cγm) +N (Pµγ , Eγ2 + Cγm). (4.64)
We perform the change of variables u = γ−1v in the sesquilinear form rµγD1γ . Then, for all n ∈ N we
have En(R
µγ
D1γ
) = γ2En(R
µ
D1), where D
1 is defined by its vertices (0, 0), A := (0, 1) and HA being
the orthogonal projection of A on Σ+
v,2γ−β . In particular,
N (RµγD1γ , Eγ
2 + Cγm) = N (RµD1 , E + Cγm−2) ≤ C,
as m − 2 < 0. Let us now focus on the operator Pµγ . Notice that D2 is included in a rectangle
of length 2γ−β − γ−1 cos(α) and width γ−1 sin(α). Extending φ ∈ D(pµγ) by 0 and using the
min-max principle, we obtain
N (Pµγ , Eγ2 + Cγm) ≤ N(LND ⊗ 1 + 1⊗N µγγ−1 sinαv , Eγ2 + Cγm),
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where LND is the operator acting on L2(0, 2γ−β − γ−1 cos(αv)) as f 7→ −f ′′ on
D(LND) := {f ∈ H2(0, 2γ−β − γ−1 cosαv),−f ′(0) = f(2γ−β − γ−1 cos(αv)) = 0}.
The operator N µγγ−1 sinαv acts on L
2(0, γ−1 sin(αv)) as f 7→ −f ′′ on
D(N µγγ−1 sinαv ) := {H2(0, γ−1 sinαv),−f ′(0)− µγf(0) = f ′(γ−1 sinαv) = 0}.
We know by [13, Lemma A.1] that E1(N
µγ
γ−1 sinαv
) is the unique strictly negative eigenvalue of
N µγγ−1 sinαv and E1(N
µγ
γ−1 sinαv
) = γ2E1(N
µ
sinαv
). Thus, we have
N (Pµγ , Eγ2 + Cγm) ≤ #{n ∈ N, En(LND) + γ2E1(N µsinαv ) < Eγ2 + Cγm} ,
which implies
N (Pµγ , Eγ2 + Cγm) ≤ γ1−β
√∣∣E + E1(N µsinαv )∣∣
pi
+ C.
Combining it with (4.62), (4.63) and (4.64) finishes the proof.
5 Concluding remarks
In Theorem 4.10, we proved that the asymptotics of the N⊕ first eigenvalues of the operator Qγ
is determined by Robin Laplacians acting on the tangent sectors. The next natural step would be
to understand what happens for the next eigenvalues. More precisely, we would like to obtain an
asymptotics for EN⊕+j(Qγ) as γ becomes large. For now, we can give a first answer stating that
the corners do not contribute at the leading order to the the asymptotics.
Proposition 5.1. For each j ≥ 1, theres exists C > 0 such that, for γ large enough,
−γ2 − Cγ4/3 ≤ EN⊕+j(Qγ) ≤ −γ2 − κminγ + C,
where κmin := mink=1,...,M
(
mins∈[0,lk] κk(s)
)
. Consequently,
EN⊕+j(Qγ) = −γ2 + o(γ2), as γ → +∞.
Proof. We obtain the lower bound by Proposition 4.11: using (4.51) with l = K⊕ we immediately
have, for γ large enough,
EN⊕+1(Qγ) ≥ −γ2 − Cγ4/3.
Let us now focus on the upper bound. We use the notations of Section 4.3.2. Let k ∈ {1, ...,M}.
Recall that D(qγ,Dk ) := {φ ∈ H1(Ω˜kaγ ), φ = 0 on ∂Ω˜kaγ\Γk}. As D(qγ,Dk ) ⊂ H1(Ω) we get by the
min-max principle and for all n ∈ N,
En(Q
γ) ≤ En(Qγ,Dk ).
Following the steps of the proof of Proposition 4.9, we know that En(Q
γ,D
k ) ≤ En(H˜γ,Dk ). We now
introduce
h˜γ,D,−k (φ, φ) =
∫ Lγ
0
∫ aγ
0
(
(1 + aγC)|∂sφ|2 + |∂tφ|2 + C|φ|2
)
dsdt
− (κk,min
2
+ γ)
∫ Lγ
0
|φ(s, 0)|2ds, φ ∈ D(h˜γ,Dk ),
where κk,min := mins∈[0,lk] κk(s). Then, by the min-max principle,
En(Q
γ) ≤ En(H˜γ,D,−k ).
By separation of variables it is easy to see that H˜γ,D,−k is unitarily equivalent to LDLγ ⊗ 1 + 1⊗D−
where the operator LDLγ acts on L2(0, Lγ) as f 7→ −(1 + aγC)f ′′ + Cf with
D(LDLγ ) := H2(0, Lγ) ∩H10 (0, Lγ).
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The operator D− := Dκk,min
2 +γ,aγ
defined in Section 2.2 acts on L2(0, aγ) as f 7→ −f ′′ with
D(D−) := {f ∈ H2(0, aγ),−f ′(0)− (κk,min
2
+ γ) = f(aγ) = 0}.
There exists γ0 > 0 such that for all γ > γ0 we have (
κk,min
2
+ γ)aγ > 1. Then for all γ > γ0, we
know by Proposition 2.2 that E1(D−) is the unique negative eigenvalue of D− and we have the
following estimate
E1(D
−) ≤ −(κk,min
2
+ γ)2 + C.
As spec(LDLγ ) ⊂ R+, we then have for γ large enough,
En(Q
γ) ≤ En(LDLγ ) + E1(D−).
Using the previous estimate on E1(D−) we get
En(Q
γ) ≤ −γ2 − κk,minγ + C.
As it is true for all k ∈ {1, ...,M} we can take the minimum over k and obtain the result.
Remark 5.2. In the present paper, we do not investigate the second term in the asymptotics
of the further eigenvalues. However, in the simple case of a square one can see, using separation
of variables, that the second term is a constant depending on the length. The general case of a
curvilinear polygon need further considerations and this will be discussed elsewhere.
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A Spectral approximation
Proposition A.1. Let H be a Hilbert space, A a self-adjoint operator acting on H and λ ∈ R.
We suppose that there exists  > 0 and an orthonormal family ψ1, ..., ψn ∈ D(A) satisfying
‖(A− λ)ψj‖ < , j = 1, ..., n.
Then,
dim RanPA(λ−
√
n, λ+
√
n) ≥ n,
where PA(a, b) stands for the spectral projection of A on the interval (a, b) ⊂ R.
Proof. For simplicity we denote P := PA(λ−
√
n, λ+
√
n). Let us make a proof by contradiction
and suppose that dim RanP ≤ n−1. Let A˜ := A|Ran(1−P ). Then, spec(A˜)∩(λ−
√
n, λ+
√
n) = ∅.
Moreover, as we assumed dim RanP ≤ n − 1, there exists ψ ∈ span{ψ1, ..., ψn}\{0} such that
ψ ∈ Ran(1−P ). Without loss of generality we assume that there exist (α1, ..., αn) ∈ Cn such that
ψ =
n∑
i=1
αiψi with
n∑
i=1
|αi|2 = 1.
Then,
‖(A˜− λ)ψ‖2 = ‖(1− P )(A− λ)ψ‖2
≤ ‖(A− λ)ψ‖2
≤ (
n∑
i=1
|αi|2)(
n∑
i=1
‖(A− λ)ψi‖2).
By assumptions, we finally get ‖(A˜−λ)ψ‖ ≤ √n. Then, by the spectral theorem we can conclude
that A˜ admits some spectrum in (λ−√n, λ+√n), which is a contradiction.
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Corollary A.2. If there exist ϕ1, ..., ϕn ∈ D(A) linearly independent and satisfying
‖(A− λ)ϕj‖
‖ϕj‖ < , j = 1, ..., n,
then
dim RanPA(λ− n 32 
√
λmax
λmin
, λ+ n
3
2 
√
λmax
λmin
) ≥ n,
where λmin (resp. λmax) is the minimal (resp. maximal) eigenvalue of the Gramian matrix of the
family (ϕj)
n
j=1. In particular, if specess(A) ∩ (λ − n
3
2 
√
λmax
λmin
, λ + n
3
2 
√
λmax
λmin
) = ∅ there exist at
least n eigenvalues in (λ− n 32 
√
λmax
λmin
, λ+ n
3
2 
√
λmax
λmin
).
Proof. The idea consists in using a specific orthonormalized family obtained from (ϕj)
n
j=1 and
then use Proposition A.1. We denote by G the Gramian matrix of (ϕj)
n
j=1. It is known that G is
a positive hermitian matrix and then there exists an invertible matrix R, hermitian and positive
such that
G = R2.
Let us define, for j = 1, ..., n,
ψj =
n∑
l=1
(R−1)jlϕl.
Then (ψj)
n
j=1 is orthonormal :
〈ψj , ψk〉 =
n∑
l=1
n∑
m=1
(R−1)j,l(R−1)k,m〈ϕl, ϕm〉
=
n∑
l=1
n∑
m=1
(R−1)j,l(R−1)m,kGl,m
=
(
R−1GR−1
)
j,k
= (In)j,k .
Moreover, for all j = 1, ..., n,
‖(A− λ)ψj‖2 ≤ 2
n∑
k=1
|(R−1)j,k|2‖ϕk‖2 + 2<
∑
l<k
(R−1)j,l(R−1)j,k〈(A− λ)ϕl, (A− λ)ϕk〉.
Applying Cauchy Schwartz we get∣∣∣∣∣∑
l<k
(R−1)j,l(R−1)j,k〈(A− λ)ϕl, (A− λ)ϕk〉
∣∣∣∣∣ ≤ 2∑
l<k
|(R−1)j,l(R−1)j,k|‖ϕl‖‖ϕk‖,
which implies
‖(A− λ)ψj‖2 ≤ 2
(
n∑
k=1
|(R−1)j,k|‖ϕk‖
)2
≤ 2
(
n∑
k=1
|(R−1)j,k|2
)(
n∑
k=1
‖ϕk‖2
)
.
By definition ‖ϕk‖2 = Gk,k ≤ λmax and |(R−1)j,k|2 = (R−1)j,k(R−1)k,j = G−1j,j where G−1 is the
inverse of G. Then, |(R−1)j,k|2 ≤ 1
λmin
and we get
‖(A− λ)ψj‖ ≤ n
√
λmax
λmin
,
which allows us to conclude using Proposition A.1.
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