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ABSTRACT 
In the era of smart homes, activities of daily living (ADLs) gains more and more 
attentions, ADLs can be used to present an individual’s living status, gauge an 
individual’s level of functioning and estimate his/her health condition. With smart 
devices, our daily motions can be captured and mapped into digital data, these raw data 
can be analyzed so that activities can be recognized.  
Although activities can be determined, they’re still represented as digital data, it 
would be boring, hard and time-consuming to read and understand such data. A system 
that could provide real-time monitoring and visualizing of an individual’s activities 
without privacy issue will be an urgent requirement for the non-technical, especially for 
nurses, doctors and family members, in order to observe people in need and in turn 
provide better nursing services. 
For this project, I present a real-time animation system for human movements in 
an 3D indoor environment with simultaneous tracking of an individual. This system 
collects and recognizes activities only through a smart phone and animates these 
movement behaviors in a 3D environment. The indoor activities are recognized by 
processing the data combination of magnetic field, acceleration and Wi-Fi signals. With 
this system, people can easily see the daily movement information of an individual and 
where that individual is located at a specific time. The purpose of this system is to 
provide a cost-effective and convenient healthcare service for people in need. 
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CHAPTER 1.    INTRODUCTION 
The World Health Organization predicts that about 22% of population in the world 
will be over 60 years old by 2050, due to the advancement of medicine [1]. The growing 
elder population has become a challenge for the society, the need for long-term care is rising 
for the elderly people under this demographic situation. Moreover, elderly people often live 
alone and have to be autonomous, A telemonitoring solution which able to detect an 
individual’s activities while allow them to stay at home as long as they can becomes an 
urgent requirement [2]. 
Activities of Daily Living (ADLs) is often used by healthcare professionals as 
measurements of a person’s living status, especially for the elders or people with disabilities. 
ADLs is a term refers to routine activities (e.g. eating, bathing, dressing, transferring, etc.) 
that an individual performs on a day-to-day basis without assistance. During these years, 
researchers are able to recognize ADLs with the help of sensors, such as cameras, 
accelerometers, etc. However, for the non-technical, without the help of technologies, they 
have to keep observing their care receivers all day, which sometimes is unrealistic and costly 
for the caregivers and annoying for the care receivers.  
In this work we try to provide a cost-effective and convenient solution with better 
user experience for ADLs recognition and presentation, more specifically, human movement 
recognition. Without installing any other complicated devices, we can collect motion 
information and recognize an individual’s behaviors only by carrying a smart phone, we can 
estimate an individual’s indoor location by analyzing Wi-Fi signals. Besides, we also offer a 
more intuitive way to present the recognized activities in a timely manner.  
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CHAPTER 2.    AN OVERVIEW OF ADLS RECOGNITION SYSTEM 
The ADLs recognition system basically consists of three components: data collector, 
the recognition engine and activity presenters, as shown in Figure 1. The data collector 
detects human motions and converts them into digital data, various sensors are used to detect 
behavioral changes [3]. With these data, the recognition engine performs data fusion 
algorithms [3] to evaluate the information and predict a series of activities with highest 
probability that a person is acting, Appendix A [3] shows types of sensors being used to 
collect data and functions to analyze the behaviors. Once an activity is recognized, the 
presenters take care of presenting a person’s behavior, there’re numerous ways to present, 
depending on the users’ needs, the most common way is stored as a record in a text file with 
timestamp. 
There’re two groups of potential users of this system: the observed and the observers. 
The observed are those need to be observed, mostly elderly people, whose daily behaviors 
need to be monitored and kept in record for future study. Smart appliances are installed in the 
living areas, portable devices are tied to the observed to collect information in dimensions, 
applications are developed to access and process the sensor data. The observers are people 
Figure 1. The basic components of an ADLs 
Recognition System 
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who intend to evaluate the health condition of the observed, such as healthcare professionals 
who make health plans, and family members who care about the elderly people. Records, 
websites, applications, etc. are built to store and present the activities. 
The evolution of mobile phone is remarkable in these years. It becomes more and 
more ubiquitous that people take their mobile devices everywhere and use them constantly. 
Most smart phones have built-in sensors that able to measure motion, orientation, and various 
environmental conditions. These sensors are capable of capturing information and providing 
precise and accurate data. In general, there’re three categories of sensors [4]: Motion sensors, 
which measure acceleration forces and rotational forces; Environmental sensors, which 
measure various environmental parameters, such as ambient air temperature and pressure, 
illumination, and humidity; and Position sensors, which measure the physical position of a 
device. Table 1 shows sensors available from modern smart phones and their corresponding 
descriptions and usages [4]. Considered the user experience, with sensors integrated in smart 
phones, it draws our attentions that without setting up any other hardware, we can collect 
many kinds of information only via a smart phone, sensors embedded in the smart phone is 
enough for data collection.  
Sensors Type Description Usages 
Accelerometer Hardware Measures the acceleration force that applied 
to a device on all three physical axes (x, y, 
and z), including the force of gravity. 
Motion detection 
(shake, tilt, etc.). 
Temperature Sensor Hardware Measures the ambient room temperature.  Monitoring air 
temperatures. 
Gravity Sensor Hardware Measures the force of gravity that is applied 
to a device on all three physical axes (x, y, z). 
Motion detection 
(shake, tilt, etc.). 
Gyroscope Hardware Measures a device's rate of rotation around 
each of the three physical axes (x, y, and z) 
and the orientation of a device. 
Rotation detection 
(spin, turn, etc.). 
Light Sensor Hardware Measures the ambient light level 
(illumination). 
Controlling screen 
brightness. 
 4 
Linear Acceleration 
Sensor 
Hardware Measures the acceleration force that is 
applied to a device on all three physical axes 
(x, y, and z), excluding the force of gravity. 
Monitoring 
acceleration along a 
single axis. 
Magnetometer Hardware Measures the ambient geomagnetic field for 
all three physical axes (x, y, z). 
Creating a compass. 
Barometer Hardware Measures the ambient air pressure. Monitoring air pressure 
changes. 
Proximity Sensor Hardware Measures the proximity of an object relative to 
the view screen of a device. This sensor is 
typically used to determine whether a handset 
is being held up to a person's ear. 
Phone position during 
a call. 
Humidity Sensor Hardware Measures the relative ambient humidity Monitoring dewpoint, 
absolute, and relative 
humidity. 
 
 
With this approach, we develop a system that able to recognize a user’s activity. 
Different from other ADLs recognition systems, we offer a novel presentation of the 
activities by simulating the user’s behaviors in a highly similar 3D environment. To further 
increase the efficiency and improve the experience, we show the capability of the system to 
estimate the user’s indoor position in real-time with minimal knowledge of his/her 
surroundings. Our system not only helps reduce the cost of setting up hardware, no one wants 
to spend a lot of money installing sensors; but also improves the user experience, it would 
annoying that if the observed are required to have the devices attached and the observers 
spend lots of time reading the activity logs.  
 
 
Table 1. The sensor types, descriptions, and common usages in 
smart phones 
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CHAPTER 3.    ACTIVITY RECOGNIZTION AND INDOOR LOCALIZATION 
3.1 Movement Detection 
There’re a lot of fitness applications available in the software market, such as Google 
Fit, Apple Health, Map My Walk, etc. These Apps are capable of recognizing the movement 
activities of a user, such as walking, running or still, and tallying the steps with very high 
accuracy. Accelerometer sensor is mostly relied on to recognize these movements. To keep 
track of user’s movements, we use Activity Recognition API provided by Google. Google 
Play Services provides this powerful API to determine user’s current activity, the API returns 
the detected activity together with the confidence, from 0 to 100, of the results, the higher the 
confidence, the more likelihood that user is performing the activity. Table 2 [5] shows the 
types of activities that can be detected using this API. 
 
 
 
 
 
 
 
 
 
 
 
 
Types Description 
IN_VEHICLE The device is in a vehicle, such as a car. 
ON_BICYCLE The device is on a bicycle. 
ON_FOOT The device is on a user who is walking or running. 
RUNNING The device is on a user who is running. 
STILL The device is still (not moving). 
TILTING The device angle relative to gravity changed significantly. 
UNKNOWN Unable to detect the current activity. 
WALKING The device is on a user who is walking. 
Table 2. Types of activity can be detected 
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3.2 Orientation Detection 
Getting the user’s orientation is also crucial for movement tracking, since we need to 
know at which direction the user is moving. The mobile device’s coordinate system, 
described by the values x, y and z, is aligned based on the center of device in the plane of the 
screen, where x represents positive to the right direction; y represents positive towards the 
top and z represents perpendicular to the screen or keyboard, positive extending away, as 
shown in Figure 2. The earth’s coordinate system is also defined by values X, Y and Z as a 
direct orthonormal basis, where X is tangential to the ground at the device's current location 
and roughly points East, Y is tangential to the ground at the device's current location and 
points towards the magnetic North Pole and Z points towards the sky and is perpendicular to 
the ground. 
 
 
In Android platform, the orientation angle is computed by using a device's 
geomagnetic field sensor in combination with the device's accelerometer. We can call 
getRotationMatrix() method to compute the inclination matrix I as well as the rotation matrix 
R transforming a vector from the device coordinate system to the world's coordinate system. 
Figure 2. The mobile device’s coordinate system and 
the earth’s coordinate system 
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Rotation matrix R is defined by R = 	 $𝐸& 𝐸' 𝐸(𝑁& 𝑁' 𝑁(𝐺& 𝐺' 𝐺(+,  where: E = -𝐸&, 𝐸', 𝐸(/, the unit 
vector that points East; N = -𝑁&, 𝑁', 𝑁(/, the unit vector that points North and G =-𝐺&, 𝐺', 𝐺(/, the unit vector that points away from the center of earth. And to get the user’s 
orientation, we can call getOrientation() method to get the following three orientation angles: 
• Azimuth (degree of rotation about -z axis), the angle between the device's 
current compass direction and magnetic north. 
• Pitch (degrees of rotation about the x axis), the angle between a plane parallel 
to the device's screen and a plane parallel to the ground. 
• Roll (degrees of rotation about the y axis), the angle between a plane 
perpendicular to the device's screen and a plane perpendicular to the ground. 
The azimuth is the result we care most. If the top edge of the device faces magnetic 
north, the azimuth is 0 degrees; if the top edge faces south, the azimuth is 180 degrees. 
Similarly, if the top edge faces east, the azimuth is 90 degrees, and if the top edge faces west, 
the azimuth is 270 degrees. Such information is available in outdoor, indoor environment, 
even in the basement. We assume that the orientation of user is the same as that of the device. 
3.3 Indoor Localization 
In order to present the movement activities smoothly, we use walk detection and 
orientation detection, as described above, for activity animation. However, by using these 
technologies, we can’t guarantee that the results will be precise enough. In fact, the 
difference between the actual location and computed position will keep accumulating. How 
can we minimize or eliminate such accumulating error? To solve this problem, we use Wi-Fi 
signals to calibrate the computed user location. 
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In an outdoor environment, Global Positioning System (GPS) can provide reliable 
positioning, navigation and timing services as long as there exists an unobstructed line-of-
sight from the device to satellites. However, in indoor scenarios, the GPS signals are blocked 
by building structures and other obstacles, what’s more, GPS only provides a maximum 
accuracy up to five meters [6]. Thus, the efficiency and accuracy of GPS positioning is 
highly unreliable, we need to find a new technology for indoor localization. 
Over the past few decades, many different systems and approaches have been 
proposed for indoor positioning, including the radio-based positioning. Radio-based 
positioning exploits the measurement of signal parameters for location determination. As the 
Wi-Fi access points (APs) are widely distributed indoor and Wi-Fi based devices become 
more popular, radio-based positioning seems a good fit for our project. 
Received Signal Strength Indicator (RSSI) is a measurement of power present in a 
signal sent from an access point received by a device, the higher the RSSI value, the smaller 
distance between the transmitter and receiver. As radio waves attenuate according to the 
inverse-square law, the distance between the transmitter and receiver can be approximated 
using signal propagation models. We exploit the following path-loss propagation model [7] 
to estimate the distance d based on Friis transmission equation [8]: 𝑅𝑆𝑆𝐼 = 	−10𝑛𝑙𝑜𝑔<=(𝑑) + 𝐴, 
where n is the path loss exponent which depends on specific environment, the theoretical 
value of n should be equal to 2 [8], d is the distance between the communicating nodes, A is 
the received RSSI value at a 1 m reference distance. Thus, we can compute the distance d by: 
𝑑 = 10(CDEFFGH= ) 
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It can be assumed that a greater amount of information can be collected as the number 
of APs increases, therefore, a better positioning accuracy can be obtained by gathering RSSI 
values from more APs. But accordingly, the computational overhead will also increase in a 
mobile device and hence energy consumption will increase. To deal with problem, we choose 
a subset of the available APs for position determination.  
RSSI is affected significantly by obstacles, such as glass, doors, moving humans, etc. 
To reduce the noises, we collect RSSI values from each AP received by mobile device 
multiples time and compute the average, we select APs that have the highest values based on 
the consideration that strong RSSI is associated with higher signal-to-noise ratios. 
After configuring each access point, with the computed distance between APs and 
mobile device, we have all the information to estimate the user’s indoor location. 
Trilateration [7] is a geometry-based algorithm that able to determine the position of the user 
on the basis of the distances from three APs along with the position of those APs. To 
estimate user’s location by this technique, at least three APs are required to place in known 
places. As shown in Figure 3, the target node (user) should be exactly lied in the overlapping 
point of the three circles. 
  
 
 
 
 
 
 
        
Figure 3. Location determination using 
trilateration technique 
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Based on the trilateration algorithm, using the general formula of a circle, the user 
location (x, y) can be determined by solving the following equations: 
I(𝑥 − 𝑥<)H + (𝑦 − 𝑦<)H = 	𝑑<H	(𝑥 − 𝑥H)H + (𝑦 − 𝑦H)H = 	𝑑HH(𝑥 − 𝑥L)H + (𝑦 − 𝑦L)H = 	𝑑LH  
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CHAPTER 4.    INFORMATION TRANSMISSION 
Now the movements and orientations can be detected, user locations can be 
estimated, the next thing we’re going to do is representing these activities. But before we do 
that, we still need to build a communication bridge between the activity presenter and the 
Android application which consists of our sensor data collector and recognition engine. To 
achieve reliable and ordered message transferring, we use Internet Protocol (IP) in 
combination with Transmission Control Protocol (TCP) to send the user activity information. 
We set up a server resided in the Android application and treat our presenter 
application as client. With the help of Android system methods, we’re capable of getting the 
IP address and setting the port number that server is listening on. On the client side, we make 
sure that our presenter application could receive information from the Android application by 
connecting to the IP address and port number that provided, see Figure 4. Once the activity is 
detected, the information will be sent to the presenter as soon as possible. 
 
   
 
Figure 4. The Android App communicates with 
the presenter using TCP/IP 
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CHAPTER 5.    MOVEMENT ACTIVITIES PRESENTATION 
SketchUp, owned by Trimble Inc., is an intuitive 3D modeling application for a wide 
range of drawing designs, such as architectural, interior design, civil and mechanical 
engineering, film and video game design. It’s a powerful and accurate program that allows us 
to create 3D models with near realistic rendering. Besides, the SketchUp Ruby API [9] also 
provides us a solution to interact with the models and the SketchUp application. 
 
 
 
 
 
 
 
 
 
 
 
Figure 5 shows the user interface of SketchUp Pro 2019, from which we can see 
SketchUp provides the coordinate system, this system is also represented by values x, y and 
z, where x is the position along the red axis, y is the position along the green axis and z is the 
position along the blue axis, the origin is (0, 0, 0) by default. The coordinate system in 
SketchUp makes it easier to adjust the position of a specific model, which makes SketchUp 
an ideal application for our presenter.  From Figure 5 we can also see that there’s an 
 
Figure 5. The user interface of SketchUp 
Pro 2019 
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“Extension” option in the main menu bar, it enables developers to build and install any 
extensions to manipulate the SketchUp models and the application given the SketchUp Ruby 
API. For the presenter in our project, we develop an animation tool in SketchUp Pro 2019 to 
animate user movement activities. 
For experiment, we build a 3D floor plan of Atanasoff Hall at Iowa State University 
with highly similar environmental setup with SketchUp Pro 2019, presented in Figure 6. The 
plan is drawn to a scale of 1:1. We set up a local coordinate system for Atanasoff Hall in real 
world and make the coordinate system in SketchUp consistent with it, see Figure 6. We have 
four access points configured at our Smart Home Lab, their locations and the lab floor plan 
are shown in Figure 7, and use a ZTE smart phone to build our Android application, the 
access points and the ZTE phone being used are shown in Appendix B. The Android 
application we develop is able to detect the user movements and the changing orientations, as 
shown in Appendix C. 
 
 
 
 
 
 
 
 
 
 
 
Figure 6. Coordinate system in Sketchup 
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The extension we developed in SketchUp, is able to receive information from the 
server, the model we build to animate the user activities in SketchUp, is capable of moving 
itself at the corresponding direction smoothly. What’s more, our system also shows its 
capability to calibrate the actual user position, see Appendix C. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7. Our Smart Home Lab floor plan and 
access points locations 
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CHAPTER 6.    CONCLUSION AND FUTURE WORK 
In this study, we present our system’s capability of animating user movement 
activities in a 3D environment. We developed an Android application which able to capture 
user motions, collect sensor data and recognize the movement activities, we installed and 
configured four access points, applied path-loss model and exploited trilateration technology 
for user location adjustment. We also set up a server ran in the Android application which 
sends the movement activity to our presenter as soon as it is recognized. After designing and 
building the 3D floor plan of a specific building with the exact same size and highly similar 
environmental setup, we real-time animate the user movements in that building.  
We proposed a system that can be used for monitoring of an individual living 
independently at home. However, future studies still need to be made to enhance our system, 
here I list several aspects that can be improved: 
1. Detects climbing actions and presents activities in different floors 
Our current system is designed to detect and present movements and orientations, 
excluding climbing motions such as go up and down stairs, and estimate the user 
indoor location in a flat floor, which means animating the user activities in a different 
floor is impossible. 
2. Improves Indoor localization accuracy 
We used RSSI-based path-loss model along with trilateration algorithm for indoor 
localization. However, in the real world, many factors have effects on the value of 
RSSI, such as reflection, refraction and diffraction of waves caused by the nearby 
objects. Due to the fluctuation of RSSI values, the path-loss model and trilateration 
algorithm is not good enough to predict the user location.  
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3. Detects and presents other activities, not just movements 
As stated before, our system is limited to detect and animate movements and 
directions only. While there’re many other activities of daily living will be performed 
by an individual, to better observing a specific person, other activities should be 
recognized and presented. 
4. Monitors more users in the building 
Currently our project is able to observe one person only, this will work for a person 
live alone. Consider a nurse or a doctor wants to observe all the patients in a hospital, 
it would be unrealistic and costly to set up this animation system for each individual, 
it would be a good idea if our system could support animating as many people as we 
want. 
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APPENDIX A.    SENSORS AND FUNCTIONS USED IN SMART HOMES 
 
Author System description Method 
Mozer  Sensors Artificial neural networks 
Das et al.   Sensors Modeling resident activity based on their past movements; LeZi algorithm 
Helal et al.   Ultrasonic location tracking sensors, smart floor Accurate location calculation 
Lesser et al.   Robot, home appliances Intelligent agents 
Kidd et al.   Ultrasonic sensors, RF technology, video, floor sensors 
Pattern recognition, artificial vision techniques; 
Hidden Markov models 
Krumm et al. and 
Brumitt et al.   Multi-camera, badge Image analysis, statistical representation 
Intille  Sensors Context decision computing 
Tapia et al.   Sensors Context decision computing 
Rantz et al.   Sensor network, robotics 
Comparison between stored sensor data and 
predefined urgency Artificial intelligent entities 
(medication dispenser) 
Elite Care  Digital technologies Gathering, storing and transmitting health information 
Adami et al.   Wrist actigraph Lifestyle monitoring, especially time spent in and out of bed 
Mihailidis et al.   Vision-based system Computer vision, artificial intelligence (AI) 
Yamaguchi et al. 
and Tamura et al.  
Sensors, magnetic switches, 
health 
Monitoring motor behavior and bed temperature, 
data processing 
Matsuoka et al.   Sensors, video camera, Statistical analysis of activity time series 
Isoda et al.   Sensors, RFID-tagged objects, sensor floor 
Spatio-temporal representation of user states and 
user decisions 
Yamazaki et al.   Sensors, cameras, microphones, robots Detection of human behaviors and activities 
Andoh et al.   
Sensors (pneumatic 
microphone, air cushion, 
pressure sensor) 
Vital signs (pulse, respiration, movement) analyzed 
through Fuzzy logic 
Masuda et al. Sensor (air pressure) Simple signal analysis 
Nishida et al.   Sensors Assessment of physiological signs 
Noguchi et al.   Sensors Summarization of daily action data 
Ha et al.   Sensors Location-recognition algorithm 
Ma et al.   Sensors Case-based reasoning 
Orpwood et al.  Sensors Home devices 
Williams et al.   Sensors Simple data analysis 
Barnes et al.   IR sensors, magnetic switches Statistical detection of abnormal inactivity or household appliance use 
Perry et al.   Sensors, magnetic switches Locating a person and determining their current 
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Author System description Method 
activity 
Vermeulen et 
al.  and 
Harrington et al.   
Model house equipped with 
devices for home automation Active safety alarm (button on pendant) 
Hagen et al. and 
Adlam et al.   Sensors Home appliances (cooker, night light) 
Elger et al. and 
Deafblind 
Interna-tional.org  
Sensors, actuators Home automation 
Virone et al. and 
Lebellego et al.   IR sensors, magnetic switches Statistics, probability theory 
Guillén et al.   Sensors, TV Assessment of physiological signs 
Tuomisto et al. 
and Korhonen et 
al.   
Sensors Statistical analysis of physiological signs 
Chan et al.  IR sensors Statistics, artificial neural networks 
Campo et al.   IR sensors Statistics, artificial neural networks 
Celler et al.   Sensors Assessment of resident's mobility and physiological signs 
West et al.   Sensors, reed switches Statistical model for anxiety 
Riedel et al.   Video tracking system Spatial recognition (chemotatic model) 
Diegel et al.   Sensors Statistics, pattern recognition, activity duration threshold  
Table A. Equipment, devices installed, and 
functions implemented in smart homes. 
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APPENDIX B.    ACCESS POINTS AND SMART PHONE BEING USED  
 
  
 
Figure B. Access Points and ZTE 
smart phone we’re using 
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APPENDIX C.    ACTIVITIES RECOGNIZED AT ANDROID APP AND 
INFORMATION RECEIVED BY SKETCHUP 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure C.1. Activities recognized by our Android App 
Figure C.2. Information received by 
SketchUp and model moves accordingly 
