Reference evapotranspiration (ETo) forecasts play an important role in agricultural, environmental, and water 7 management. This study evaluated probabilistic post-processing approaches, including the nonhomogeneous Gaussian 8 regression (NGR), affine kernel dressing (AKD), and Bayesian model averaging (BMA) techniques, for improving daily and 9 weekly ETo forecasting based on single or multiple numerical weather predictions (NWP) from The International Grand
Introduction

24
Reference crop evapotranspiration (ETo) represents the weather driven component of the water transfer from plants and soils 25 to the atmosphere. It plays a fundamental role in estimating mass and energy balance over land surface as well as in agronomic, 26 forestry, and water resources management. In particular, ETo forecasting is important for aiding water management decision 27 making (such as irrigation scheduling, reservoir operation, etc.) under uncertainty by identifying the range of future plausible 28 water stress and demand. However, ETo forecasting is highly uncertain due to the chaotic nature of weather systems. In 
4
for post-processing both daily and weekly ETo forecasts using the emerging probabilistic approaches. The study represents a 98 major step forward with respect to Medina et al. (2018) , which evaluated the performance of raw and linear regression bias 99 corrected daily ETo forecasts produced with single and multi-model forecasts. It provides a broad characterization of the 100 performance for different probabilistic post-processing strategies but also diagnoses the causes of high and low performance. 
103
The NGR, AKD and BMA techniques follow a common strategy: they yield a predictive probability density function (PDF)
104
of the post-processed forecasts given the raw forecasts and some fitting parameters ( | , 
112
is a linear combination of the mean ensemble forecasts ̅ and the variance:
113
( 2 )
114
is a linear function of the ensemble variance . The fitting parameters , , and are determined by minimizing the 115 continuous rank probability score (CRPS) using the training set of forecasts and observations. Notice that parameters , and 116 are indistinguishable among exchangeable members; therefore the can be seen as a weighting parameters that reflect the 117 better or worse performance of one model compared to the others. The NGR technique is implemented in R (R Core Team) 118 using the packages ensembleMOS (Yuen et al., 2018) , 119
Affine Kernel Dressing
120
The affine kernel dressing method (Bröcker and Smith, 2008 ) only considers single model ensemble forecasts. It 121 estimates | , using a mixture of normally distributed variables:
123
where represents a standard normal density kernel ( 1 √2 ⁄ exp 1 2 ⁄ ), centered at , such that: 
132
Here, represents the variance of the ensemble of exchangeable members.
133
The AKD technique is implemented through the SpecsVerification R package (Siegert, 2017) . 
Bayesian Model Averaging
135
The BMA method (Raftery et al. 2005 , Fraley et al., 2010 ) also produces a mixture of normally distributed variables, as the
136
AKD method, but based on multi-model forecasts. In this case the predictive PDF is given by a weighted sum of component
137
PDFs, , ; , one per each member:
139 such the weights and the parameters are invariable among members of the same model and
In the study the component PDFs are assumed normal as for the affine kernel dressing method. Estimates of s and s are 141 produced by maximizing the likelihood function using an Expectation Maximization algorithm (Casella and Berger, 2002) .
142
The BMA technique is implemented through the ensembleBMA R package (Fraley et al., 2016) .
143
Measurement and forecast datasets
145
ETo observations and forecasts were computed with the FAO-56 PM equation (Allen et al., 1998) 
Forecast verification metrics
183
In this study we use several metrics to evaluate deterministic and probabilistic forecast performance of the post-processed ETo
184
forecasts. For consistency purposes, the metrics of the tested methods were assessed using 50 random samples, i.e., same 
189
The probabilistic forecast performance was assessed using the spread-skill relationship (see Wilks, 2011) 
220
The spread-skill relationship in Figure 3 shows that the probabilistic post-processing methods considerably improved the 
232
50%. The other forecasts provided coverage ratios of over 91%. The ratios were slightly better (i.e., closer to one) using the
233
BMA method than with the NGR and the AKD methods, and using single ECMWF forecasts than with the ECMWF-UKMO
234
and the ECMWF-NCEP-UKMO forecasts.
235
The NGR and AFK methods provided better Brier skill score (BSS) than the BC method for the three categories of ETo values, 
250
better than that of the ECMWF-NCEP-UKMO forecasts (see Table 4 , and Figs. 2 and 4). Unlike other performance metrics,
251
the coverage was mostly better for the ECMWF forecasts than for the multi-model forecasts. 
253
The choice of an "optimum" training period is an important issue related to the operational use of post-processing techniques 254
for ETo forecasts. Here we compared the performance of different forecasts post-processed with NGR and AKD techniques 255 using 45 and 30 training days. The results suggest that the payoff from using 45 days is practically minimal. Table 5 shows 256 the percentage differences the forecasting performance of using 45 and 30 training days for post-processing. While there are 257 generally some minor improvements for using 45 days than 30 days, which tend to be higher at longer lead times than shorter 258 times, these improvements usually represent less than 3 percent of original statistics. The largest percentage difference,
259
accounting for the BSS at the middle tercile, actually represented a negligible gain in absolute terms since they were affected
260
by the close-to-zero range of the variable. The improvements were a bit higher for multi-model forecasts than for single model
261
forecasts. 
277
We observed considerable similarities on the distribution of variance coefficients for the NGR method (Eq. 2) and the AKD 278 (Eq. 6) method after post-processing the ECMWF forecasts. The two methods also provide very similar adjustments on the 279 mean forecast because, unlike the BMA method, they independently bias correct the mean and optimize the spread-skill 
287
As for the daily predictions, the bias, the RMSE and the correlation of the weekly forecasts post-processed with the NGR 288 method and the linear regression methods were similar (Fig. 6 ). However, while the RMSE of daily forecasts based on ECMWF
289
model varies between 12 and 20 % of the total ETo (Fig. 2) , the RMSE for any of weekly forecasting strategies commonly
290
varies between 8 and 11%, which is lower than for daily forecasts, making it more useful for operational purpose. The post-
291
processed forecasts showed much lower RMSE and twice higher correlation than the predictions based on persistence, with 292 the weekly predictions based on ECMWF forecasts being generally better, followed by the predictions based on the UKMO 293 forecasts.
294
Probabilistic forecast assessments
295
Both the skill and the reliability of the weekly forecasts considerably improved through the NGR post-processing compared
296
with the bias correction post-processing (Table 6 ). The improvements were different among ETo forecast models. In most 297 cases, the better the forecasts performance, the lower the improvements are. The adjustments in the coverage ratio and the
298
Brier skill score were about 2.5 and 5 times larger for the UKMO and the NCEP forecasts, respectively, than for the ECMWF
299
forecasts. The bias corrected ECMWF forecasts are generally better than both the UKMO and NCEP forecasts post-processed 300 with the NGR method. We found that the post-processing of the NCEP forecasts with methods like the NGR is almost 301 mandatory to get reasonable probabilistic weekly forecasts. For example, the coverage ratio of the bias corrected forecasts on 302 the West region was only 29%, because of the considerable under-dispersion. However, it is notable that, once they were post-
303
processed with the NGR technique, they performed almost comparably to the UKMO forecasts post-processed with the same 304 method. Table 6 also shows that the multi-model ECMWF-UKMO weekly forecasts are commonly the best among all of 305 those post-processed using the NGR method, followed by the ECMWF and the ECMWF-NCEP-UKMO forecasts.
306
The improvements in the reliability came through substantial adjustments both in the ensemble spread and spread-skill 307 relationship of the raw forecasts (Fig. 7) . The correlations between the standard deviation of the ensembles and the RMSE 308 were more than twice larger through the NGR post-processing than through the linear regression bias correction. The 309 adjustments seemed even slightly more effective than those resulting from the probabilistic post-processing of the daily forecasts (Fig. 3) , although at the expense of a greater loss of sharpness. The contrasts in the post-processing effectiveness are
311
probably associated with the differences in the training strategies.
312
In the case of the probabilistic forecast skill (Fig. 8) 
335
Unlike the probabilistic forecast metrics, the deterministic metrics (bias, RMSE and correlation) are low sensitive to the form 336 (deterministic or probabilistic) of post-processing. In particular, the RMSE and correlation seemed more affected by the choice 337 of the single or multi-model forecast strategy than the choice between the NGR, the AKD or the simple bias correction as post-
338
processing method. Whereas, RMSE and correlation provided by the BMA method are consistently worse at long lead times.
339
The daily errors under any post-processing were relatively large, but mostly random, and therefore tend to cancel out at weekly 340 scales. Therefore, while the RMSE varied between 12% and 20% of the daily totals, it represented between 8% and 11% of 341 the weekly totals. The RMSE for weekly ETo forecasts were in all cases more than 100% lower than for the persistence-based 
352
The BMA method performed slightly less desirable compared to the NGR and AKD presumably due to issues with the 
360
Daily multi-model ensemble forecasts performed better than daily ECMWF forecasts at short lead times (1-2 days) and over 361 the western and southern regions, while the ECMWF forecasts are better over the northeastern regions for longer lead times.
362
We observed similar patterns for the raw and simple bias corrected forecasts (Medina et al., 2018) . Whereas, the effect of the 363 multi-model forecast is generally inconsistent at weekly scales, seemingly due to the variable impact of the forecasting strategy 364 with lead days. The observed behavior is associated with the performance of the ECMWF forecasts relative to the UKMO 365 forecasts. While the ECMWF forecasts are in general better than the UKMO and NCEP forecasts, they are much better over 366 the northeastern regions for medium lead times (4-6 days). The UKMO forecasts are in many cases the best at 1 and 2 lead 367 days, but tend to be the worst at the longest times (6-7 days), especially over these regions. The NCEP forecasts had a small 368 contribution with respect to the ECMWF and UKMO forecasts at short lead times. These forecasts are comparatively better 369 at longer lead times, but still keep a minor role with regard to the ECMWF forecasts.
370
When considering daily forecasts we adopted a length of the training period of 30 days and showed that by increasing the 371 length to 45 days the improvements were small (commonly lower than three percent). This seems a plausible range for future 
377
It is worth noting that, while the ETo forecasts are produced for being used in agriculture, they were tested over USCRN 
399
The deterministic forecast performance based on the probabilistic methods were comparable to the linear regression bias 400 correction for both daily and weekly forecasts, and the skill is about 100% higher than those based on persistence in the case 401 of the weekly forecasts. The RMSE are between 12 and 20% for the daily totals and 8 and 11% for the weekly totals. The NGR
402
and AKD provided similar estimates of the first and second order moments of the predictive density distribution; they showed 403 similar effectiveness, but the NGR method exhibited higher flexibility and computational efficiency. Both NGR and AKD
404
post-processing methods outperformed the BMA method when considering daily forecasts at long lead times. 
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