Abstract. Previous work established a connection between the geometric invariant theory of the third exterior power of a 9-dimensional complex vector space and the moduli space of genus 2 curves with some additional data. We generalize this connection to arbitrary fields, and describe the arithmetic data needed to get a bijection between both sides of this story.
Introduction
This paper is a companion to our previous paper [RS] . We begin by briefly recalling what was done there. Given a genus 2 curve C over a field k, let SU 3 (C) be the coarse moduli space of rank 3 semistable vector bundles on C. It admits a degree 2 map SU 3 (C) → P 8 which is branched along a sextic hypersurface. Remarkably, the singular locus of the projective dual of this sextic is a surface which is isomorphic to the Jacobian of C over the algebraic closure of k. This story has been developed over algebraically closed fields of characteristic 0 in [O, Min] and connected to the invariant theory of the action of SL 9 (k) on 3 k 9 in [GS2, GSW] . In [RS] , the setting is generalized to arbitrary fields, and the purpose of this paper is to extend the invariant-theoretic aspects.
More precisely, let V be a 9-dimensional vector space over an arbitrary field k and consider the action of SL(V ) on 3 V . Given a stable (in the sense of geometric invariant theory) element γ ∈ 3 V , we generalize the constructions in [GSW, GS2] to produce:
• a genus 2 curve C with a Weierstrass point P ∈ C(k) and • a cubic hypersurface in P(V * ) whose singular locus is a smooth surface X, such that X is isomorphic to the Jacobian J(C) of C over the algebraic closure of k. In fact, we also get some interesting arithmetic data:
• a 3-covering X → J(C) which becomes the multiplication by 3 map over k, i.e., an element in H 1 (k; J(C) [3] ); furthermore, it lies in the kernel of a map H 1 (k; J(C) [3] ) → H 1 (k; SL 9 /µ 3 ).
Conversely, given this data, we show how to construct a stable element in 3 V (which is only well-defined up to scalar multiple and the action of SL(V )). A bulk of the work in this paper is to show that these two constructions are inverse to one another.
Our work is partially motivated by recent work in "arithmetic invariant theory" (see [BG] for example). One goal is to count arithmetic objects of interest, and the first step in many of these cases is to parametrize them by orbits in a linear space. This first step is achieved here; when k is a global field, we show that the 3-Selmer group of J(C) is a subgroup of the kernel of H 1 (k; J(C) [3] ) → H 1 (k; SL 9 /µ 3 ), so that, in fact, they are parametrized by special kinds of orbits in 3 V . Following the analogies of previous work in the area, we may hope to count the average size of this 3-Selmer group using 3 V . Here is a brief overview of the contents. In §2, we work out the aspects of the invariant theory of 3 V which are needed in the rest of the paper. In §3, we generalize the construction of [GS2, GSW] to arbitrary fields, i.e., produce the data above starting from a stable element γ. In §4, we provide a construction in the reverse direction: starting from the data above, we produce a stable element γ, and in §5, we show that these two constructions are inverse to one another. Finally, in §6, we discuss a few additional topics: Selmer groups, ordinary curves, and an explicit model for the 3-torsion of J(C) given γ above.
1.1. Notation. k is a field and R is a complete discrete valuation ring (DVR from now on) of characteristic 0 whose residue field is k; the quotient field of R is denoted K. Write k sep for a separable closure of k.
If G is a group scheme defined over k, we let H * (k; G) denote the flat cohomology of G. When G is smooth, this coincides with the Galois cohomology of G, but we will not have any use for Galois cohomology of non-smooth group schemes.
Invariant theory preliminaries
2.1. Geometric invariant theory review. Let G be a reductive group acting linearly on a vector space V . A point u ∈ V is stable if its stabilizer subgroup in G is finite and its orbit is closed, and it is semistable if 0 is not in the closure of its orbit. If u is not semistable, then it is unstable. Hence, an element is "non-stable" if it is unstable or if it is semistable, but not stable.
The Hilbert-Mumford criterion says that u is stable if and only if lim t→0 ρ(t).u does not exist for any 1-parameter subgroup ρ : G m → G, and that u is semistable if and only if lim t→0 ρ(t).u does not exist, or it is nonzero whenever the limit exists. Note that we will work over arbitrary fields, but one must consider all 1-parameter subgroups which are defined over the algebraic closure.
The set of unstable points form a Zariski closed set, and is the zero locus of all positive degree G-invariant homogeneous polynomials on V . Similarly, the set of non-stable points form a Zariski closed set. Finally, two points x, y ∈ V are S-equivalent if f (x) = f (y) for all homogeneous G-invariant polynomials f on V , and they are projectively S-equivalent if αx is S-equivalent to y for some α = 0. If x and y are S-equivalent semistable points, then their orbit closures have a semistable point in common. Furthermore, the orbit closure of any semistable point x contains a unique closed orbit of semistable points, and if x is not stable, then neither are the points of this closed orbit.
Let V 9 denote a vector space of dimension 9 with basis e 1 , . . . , e 9 . The group G = SL (V 9 )/µ 3 acts on 3 (V 9 ), and the invariant theory of this representation is the main focus of this paper (see also [EV] for earlier work). It has a natural basis of monomials e i ∧ e j ∧ e k (with 1 ≤ i < j < k ≤ 9), and we will use [ijk] as shorthand for this monomial.
For the following, see [GGR] .
Proposition 2.1. Over an algebraically closed field, every element of 3 (V 9 ) is S-equivalent to an element γ c of the form where if 2 is invertible we may take c 3 = c 9 = c 15 = 0 and if 5 is invertible we may take c 6 = 0. Two such elements are projectively S-equivalent if and only if the corresponding pairs (C c , P c ) are isomorphic, where C c is the curve
and P c is the point at infinity.
Remark 2.2. Above, we see that projective S-equivalence classes classify pairs (C, P ) where C is a genus 2 curve and P ∈ C(k) is a rational Weierstrass point. In fact, one can show that the S-equivalence classes themselves classify triples (C, P, ϕ) where ϕ : ω C ⊗ O P ∼ = O P specifies a nonzero tangent vector at P . We omit the details, as we have not been able to figure out how to build ϕ into the construction below, and can thus only work at the level of projective S-equivalence.
Remark 2.3. The only way in which the results below will logically depend on Proposition 2.1 is the claim that elements corresponding to isomorphic (C c , P c ) pairs are projectively equivalent. This is quite easy to check computationally: any isomorphism of pairs has the form
and it is easy to find an equivalence between the corresponding trivectors given the ansatz that the element of GL 9 be upper-triangular. As for the other claims of Proposition 2.1, not only will they not be used below, but in fact for stable γ, they are easy consequences of our results! (Of course, this is more in the nature of a proof, while [GGR] gives an actual derivation.)
Proof. The 1-parameter subgroup of GL 9 of weight (15, 9, 6, 3, 0, −3, −6, −9, −12) preserves the space of elements γ c and acts on each c i by t i . Since F is an SL 9 -invariant of degree d,
, and thus the 1-parameter subgroup multiplies F by t d , so that F (γ t·c ) = t d F (γ c ), implying the desired homogeneity.
2.2. Cartan subspaces. Assume the characteristic of k is different from 3. Let G = SL(V 9 )/µ 3 and let e 8 be the split Lie algebra of type E 8 and let Γ be its simply-connected group. We have a Z/3-graded decomposition
The decomposition (2.5) corresponds to an order 3 automorphism θ of Γ such that G = Γ θ and 3 V 9 is one of the nontrivial eigenspaces of θ acting on e 8 . More explicitly, pick a set of simple roots α 1 , . . . , α 8 for the root system of e 8 . Then the height of a root is the sum of its coefficients when expressed as a sum of the α i , and the Z/3-grading comes from taking the height modulo 3.
The 4 dimensional subspace h of 3 V 9 spanned by , namely, each basis vector is a sum over all lines in a direction of the following  table: 1 2 3 4 5 6 7 8 9 This carries the action of the Weyl group W = N(h)/Z(h) (normalizer modulo centralizer).
Proposition 2.7. If k has characteristic 0, the restriction map
W is an isomorphism, and both are polynomial rings generated by elements of degrees 12, 18, 24, 30.
Proof. See [V, Theorem 7] for the isomorphism, and see [V, §9] for the degrees of the invariants.
When k = C, the quotient space h/W is classically known to parametrize genus 2 curves together with a choice of Weierstrass point, see [DL, §4] .
W is a complex reflection group (the reflections have order 3), and there are 40 reflection hyperplanes. With respect to the 4 basis vectors in (2.6) for the standard Cartan subspace, the matrix representation of the reflection group in characteristic 0 is given in [GS2, §3.1] . Each reflection hyperplane is in the orbit of the hyperplane spanned by the first 3 basis vectors (see [GS2,  
Lemma 2.8. Suppose k has characteristic 0. If x is semistable and Gx is closed, then Gx ∩ h = 0. Proposition 2.9. Any element of a reflection hyperplane in the standard Cartan subspace has a positive-dimensional stabilizer subgroup in G.
Proof. In positive characteristic, lift our element over the DVR R to characteristic 0 and use semicontinuity of stabilizer dimension to reduce the proof to the case of characteristic 0.
The reflection hyperplanes form a single orbit under the reflection group, so it suffices to consider a single one. From the discussion above, we may assume that this hyperplane is the span of [123] Proof. The standard Cartan subspace is the intersection of a Cartan subalgebra of e 8 with 3 V 9 and none of the reflection hyperplanes of the Cartan subalgebra of e 8 contain the standard Cartan subspace (this follows from the discussion in [El, §3] ), so u is contained in the complement of reflection hyperplanes in a Cartan subalgebra of e 8 , which means that it is stable under the action of Γ. The Hilbert-Mumford criterion implies that u is stable as an element of 3 V 9 under the action of G. Conversely, we have already seen that any element in a reflection hyperplane has a positive-dimensional stabilizer, so cannot be stable.
Stable elements.
Lemma 2.11. In characteristic 0, the locus of non-stable elements of 3 V 9 is contained in an irreducible G-invariant hypersurface of degree 120.
Proof. Let x be a semistable, but not stable point, and let y be a point in its orbit closure such that Gy is closed. Then Gy ∩ h = 0 by Lemma 2.8, and we may assume y ∈ h. By Proposition 2.10, y lies on a reflection hyperplane. Let f be the product of the linear forms vanishing on the reflection hyperplanes of h, so deg f = 40. The reflections transform f by a cube root of unity, so f 3 is the lowest degree W -invariant vanishing on each reflection hyperplane. Let δ be the G-invariant function on 3 V 9 which corresponds to f 3 under the isomorphism in Proposition 2.7. Then δ vanishes on y since it restricts to f 3 , and hence δ also vanishes on x. Finally, δ is irreducible: if not, then each component is cut out by a G-invariant since G is connected, and would restrict to a W -invariant function of degree < 120 vanishing on some of the reflection hyperplanes, but no such function exists.
Proposition 2.12. (a) An element u ∈ 3 V 9 is non-stable if and only if there exists a
The set of non-stable elements in 3 V 9 is an irreducible hypersurface which is settheoretically defined by a polynomial of degree 120. This hypersurface is reduced in characteristic 0.
Proof. Let Z be the set of u such that there exists a 6-dimensional subspace U ⊂ V 9 such that γ ∈ 3 U + 2 U ⊗ (V 9 /U). Pick γ ∈ Z with U as above. Pick a basis u 1 , . . . , u 6 for U and extend it to a basis u 1 , . . . , u 9 for V 9 . Then γ is a sum of trivectors [ijk] where |{i, j, k} ∩ {7, 8, 9}| ≤ 1. In particular, given the diagonal 1-parameter subgroup ρ(t) = (t 3 , t 3 , t 3 , t 3 , t 3 , t 3 , t −6 , t −6 , t −6 ), we have lim t→0 ρ(t)·γ exists, and is the result of throwing away the [ijk] where |{i, j, k}∩{7, 8, 9}| = 0. By the Hilbert-Mumford criterion, γ is non-stable, so Z is contained in the non-stable locus.
Let P be the stabilizer in GL (V 9 ) of the subspace e 1 , . . . , e 6 and let E be the span of e 1 , . . . , e 6 . Then the span of 3 E and 2 E ⊗ (V 9 /E) is a P -submodule of 3 V 9 and by algebraic induction, this P -submodules becomes a rank 65 vector bundle E which is a subbundle of 3 V 9 × Gr(6, V 9 ) where Gr(6, V 9 ) is the Grassmannian of 6-dimensional subspaces of V 9 . By the discussion above, the image of the projection π : E → 3 V 9 is Z. In particular, Z is irreducible. Let ξ ⊂ 3 V * 9 × Gr(6, V 9 ) be the annihilator of E; then the Koszul complex
• ξ is a locally free resolution of E as a subscheme of 3 V 9 ×Gr(6, V 9 ), and so its derived pushforward with respect to π has the same Euler characteristic as Rπ * O E (for a discussion of this, see [W, Chapter 5] ). More specifically, everything respects the natural Z-grading, so we can calculate the Hilbert series of Rπ * O E as:
The right hand side can be computed using Borel-Weil-Bott [W, In particular, the support of Rπ * O E has dimension 83, and this support is Z. This matches the dimension of the total space of E, so generically, the map π has 0-dimensional fibers. Since π is projective, this implies that the support of R i π * O E for each i > 0 has dimension ≤ 82. In particular, the multiplicity of π * O E is h(1) = 120, and the degree of Z divides 120.
In characteristic 0, we know that Z is contained in an irreducible hypersurface of degree 120 by Lemma 2.11, so we conclude that Z coincides with this hypersurface. This proves (a) and (b) in characteristic 0.
Now we prove (a) in general. What remains is to show that every non-stable element belongs to Z. Let γ be a non-stable element. Let R be a complete DVR with residue field k and fraction field K of characteristic 0. Let ρ be a 1-parameter subgroup of G(k) such that lim t→0 ρ(t) · γ exists. By changing basis, we may assume that the image of ρ is contained in the diagonal matrices, and hence ρ can be lifted to a 1-parameter subgroup ρ of G(R). The action of ρ on 3 R 9 decomposes it into weight spaces which are free R-submodules, we are interested in the negative versus non-negative subspaces. The non-negative subspace corresponds to all elements which have a limit under the action of ρ(t) for t → 0 and its reduction to k is the non-negative subspace of the action of ρ on 3 V 9 . So we can lift γ to a non-stable element γ ∈ 3 R 9 such that γ K ∈ 3 K 9 is also non-stable. By what we just showed, there exists a 6-dimensional subspace
Since the Grassmannian is proper, U can be lifted to a rank 6 R-submodule U ⊂ R 9 such that R 9 / U is free. In particular, γ ∈ 3 U + 2 U ⊗ R 9 / U since this is a closed condition on the fibers of R and it is true generically. In particular, the special fiber of U gives a subspace which shows that γ ∈ Z.
By what was shown already, we know that Z is an irreducible hypersurface whose degree divides 120, so we conclude that the same is true for the non-stable locus.
Proposition 2.13. γ c is stable if and only if C c is smooth.
Proof. If the curve C c is singular, then translating the singular point to (0, 0) gives a curve (0, 0)). If we take U = e 4 , e 5 , e 6 , e 7 , e 8 , e 9 , then γ c ′ ∈ 3 U + 2 U ⊗(V 9 /U), so γ c ′ is non-stable by Proposition 2.12, so the same is true for γ c since they are projectively S-equivalent by Proposition 2.1.
Consider the set of all pairs (γ c , U) with γ c ∈ 3 U + 2 U ⊗ (V 9 /U). This is a closed subscheme of A 8 × Gr(6, 9), and is thus proper over A 8 . We claim that in any characteristic, the total space is smooth of dimension 7 and irreducible.
The 1-parameter subgroup of Proposition 2.4 acts on this scheme, and since the limit t → 0 always exists in A 8 , properness implies that it exists in the scheme of pairs. We claim that the limit must, in fact, be (γ 0 , e 4 , . . . , e 9 ). Indeed, since we are taking a limit along a diagonal 1-parameter subgroup with distinct eigenvalues, the limiting subspace is a coordinate subspace, and there is only coordinate subspace that destabilizes γ 0 . Since the limit point is independent of the starting point, we can bound the dimension of every tangent space by computing its dimension at the limit. This is straightforward linear algebra, and we find that it is indeed 7-dimensional. Since we already know a 7-dimensional component and every component meets the limit point, there can be no other components, and the component we know is smooth. In particular, the image of this scheme in A 8 must be precisely the locus where C c is singular, as required.
Parametrizing 3-coverings of abelian surfaces
Let ( 3 V 9 ) st be the set of stable elements of 3 V 9 with respect to the SL(V 9 )/µ 3 -action. Fix u ∈ ( 3 V 9 ) st . From this data, we will construct:
• a genus 2 curve C with a marked Weierstrass point P ∈ C(k),
Recall that ψ : X → J is a 3-covering if X is a torsor for J and ψ can be identified with the multiplication-by-3 map over an algebraic closure of k; 3-coverings are classified by cohomology classes in
To simplify notation, we will not label the objects by u, but we emphasize that all constructions depend on the PGL(
) denote the space of lines in V * 9 . Then V 9 is the space of linear functions on P(V * 9 ), so we can treat e 1 , . . . , e 9 as coordinate functions. Following [GS2, §3.2], we interpret u ∈ 3 V 9 as a family of 9 × 9 skew-symmetric matrices
). In more details, given u ∈ 3 V 9 , apply the comultiplication map
(1), and interpret 2 V 9 as the space of skew-symmetric matrices V * 9 → V 9 . In particular, this construction is GL(V 9 )-equivariant, so acting by GL(V 9 ) amounts to a projective linear change of coordinates in P(V * 9 ). Let Y ⊂ P(V * 9 ) be the locus where rank Φ ≤ 6. Let X ⊂ P(V * 9 ) be the locus where rank Φ ≤ 4.
Lemma 3.1. X is smooth of dimension 2, and the locus where rank Φ ≤ 2 is empty.
Proof. If there is a point in the rank 2 locus, then we can choose a basis so that it is the point [1 : 0 : 0 : 0 : 0 : 0 : 0 : 0 : 0]. So u = [123] + u ′ where no monomial in u ′ contains e 1 . Then (e 1 → e 1 + αe 2 + βe 3 ) is a 2-dimensional subgroup of the stabilizer of u, which contradicts that u has a finite stabilizer group. A similar argument works if there is a point in the rank 0 locus. Let V 1 = O(−1)| X be the restriction of the tautological subbundle of lines to X. Also let V 9 = V * 9 | X and V 5 = ker Φ| X . Then V 5 is a rank 5 vector bundle on X satisfying
We now compute the tangent space of x ∈ X. Do a change of basis so that e i (x) = 0 for i > 1 and so that (V 5 ) x is defined by e i = 0 for i > 5. Let R be the local ring of P(V * 9 ) at x, and let m be its maximal ideal. Over the fiber of x, i.e., working modulo m, the matrix Φ has rank 4 and its kernel is the fiber of V 5 , so looks like 0 0 0 ψ where ψ is an invertible 4 × 4 skew-symmetric matrix. In particular, the determinant of the corresponding 4 × 4 block over R does not belong to m, so is a unit, and hence that block is invertible. So after a change of basis over R, we can assume that the matrix over R is of the form A = Φ The 6 × 6 Pfaffians of A are the equations that locally cut out X at x, and their partial derivatives are the 4 × 4 Pfaffians. So any 6 × 6 Pfaffian that uses at least 3 rows from Φ ′ has identically 0 partial derivatives. Hence the only 6 × 6 Pfaffians that have nonzero derivatives are those that use 2 rows from Φ ′ together with the last 4 rows of A. The partial derivatives of these Pfaffians are the entries of Φ ′ , so the tangent space of x ∈ X is the kernel of the Jacobian map V 9 /V 1 → 2 (V 5 /V 1 ) restricted to x. Hence it suffices to prove that the Jacobian map is surjective at all points of X. Suppose there is a point x ∈ X so that the map is not surjective. Choose a nonzero linear functional λ that annihilates the image. The calculation is equivariant under SL((V 5 /V 1 ) x ), so we only need to check what happens for a single representative in each orbit in 2 (V 5 /V 1 ) * . If λ has rank 2 (say λ(m) is the coefficient of e 2 ∧ e 3 ), it induces a subspace V 3 of (V 5 ) x containing (V 1 ) x , and the 1-parameter subgroup with weight (−2, −2, −2, 1, 1, 1, 1, 1, 1) is destabilizing. Indeed, before imposing the condition that λ annihilates the map to 2 (V 5 /V 1 ), the only monomials preventing that weight from destabilizing are [23i] for 4 ≤ i ≤ 9; let α i be the coefficient of [23i] . So the e 2 ∧ e 3 entry, which is 0, is 9 i=4 ±α i e i , so α i = 0 for all i. If λ has rank 4, we similarly find that the weight (−4, −1, −1, −1, −1, 2, 2, 2, 2) is destabilizing. Here the only monomials preventing that weight from destabilizing are [ijk] where {i, j, k} ⊂ {2, 3, 4, 5}, and it is easy to see that they cannot appear.
Lemma 3.2. If u is not stable, then X is singular.
Proof. If u is not stable, let U ⊂ V 9 be the corresponding destabilizing subspace as in Proposition 2.12, i.e., dim U = 6 and u ∈ 3 U + 2 U ⊗ (V 9 /U). Then U cuts out a P 2 ⊂ P(V * 9 ), and the restriction of Φ to that plane is supported on U. Thus the intersection of X and that plane is cut out by a single 6 × 6 Pfaffian. So either X contains the plane, or it meets it in a cubic curve.
Let p be a point of the intersection. If rank(Φ| p ) ≤ 2, then the 6×6 Pfaffians of any matrix Φ| p + εΨ (here ε 2 = 0) all vanish, and thus the tangent space of X at p is 8-dimensional. If rank(Φ| p ) = 4, then the tangent space consists of v in V * 9 / p such that the restriction of Φ(v) to the kernel of Φ| p is 0. Since this restriction is contained in the 5-dimensional space
, it follows that the tangent space is at least 3-dimensional. Either way, X cannot be a smooth surface.
Lemma 3.3. Y is a cubic hypersurface whose singular locus is X.
Proof. The fact that Y is a cubic hypersurface follows from [GSW, §5] . We remark that while that paper works over the complex numbers, the particular calculation that Y is a cubic hypersurface is independent of the field since it only relies on knowing that the determinant of the tautological quotient bundle on projective space is the line bundle O(1).
It follows from the chain rule that all partial derivatives of the cubic defining Y vanish on X, so we just need to show that Y is smooth away from X. Let V 1 denote the restriction of the tautological subbundle of lines to Y \ X. Note that
The tangent space at a point x ∈ Y \ X is the kernel of the Jacobian map V 9 /V 1 → 2 (V 3 /V 1 ) restricted to x (this is similar to the argument in the previous proof). So x is smooth if and only if this map is nonzero. Suppose that the map is zero at x and do a change of basis so that e i (x) = 0 for i > 1 and so that (V 3 ) x is defined by e i = 0 for i > 3. The entries of the Jacobian matrix are given by the coefficients of [23i] for i = 4, . . . , 9, and so those coefficients are 0. This means that the 1-parameter subgroup with weight (−2, −2, −2, 1, 1, 1, 1, 1, 1) destabilizes u, which contradicts that u is stable. So Y is indeed a smooth hypersurface away from X.
Recall that given a variety X, its Albanese variety is an abelian variety satisfying a certain universal property (which will not relevant for our purposes).
Proposition 3.4. X is a torsor over its Albanese variety J and O X (1) is a (3, 3) -polarization, i.e., becomes a (3, 3)-polarization upon passing to the algebraic closure of k.
Furthermore, J is indecomposable as a polarized variety, i.e., is not a product of two elliptic curves upon passing to the algebraic closure of k.
Proof. Let R be a DVR whose residue field is k and whose fraction field K is of characteristic 0. Pick a lift u R of u to 3 (R 9 ); then u K is a stable element of 3 (K 9 ) since being nonstable is a closed condition. The construction that we just discussed gives a surface X R over R whose generic fiber X K is a torsor over its Albanese variety [GSW, Theorem 5.5] and whose special fiber is X k = X. Let ℓ be a prime different from the characteristic of k. Then the ℓ-adic Betti numbers of X K and X are the same [Mil, Corollary VI.4.2] . We also know that ω X = O X (from the locally free resolution of O X in [GSW, §5.2] ). So over k sep , X is isomorphic to an abelian surface [BM] . In particular, X is a torsor over its Albanese variety (see the proof of [GSW, Theorem 3 .1]).
The statement about O X (1) is proven in [GSW, Proposition 5.6 ] for a field of characteristic 0. In particular, after base changing to a finite extension of R, we can find a cube root of O X (1) over the generic fiber. This can be extended to a line bundle over the whole family whose cube is O X (1) (using properness of the Picard variety), which means that it is a (3, 3)-polarization over the special fiber as well.
For the last statement, note that if J is isomorphic to a product of elliptic curves E, E ′ as a polarized variety (after passing to the algebraic closure of k), then the embedding of X into P 8 is the Segre embedding of the product of E and E ′ in their plane embeddings. But X the singular locus of a cubic hypersurface, and hence can be set-theoretically cut out by its partial derivatives (quadrics) together with the equation of the cubic. The Segre embedding of two plane cubics requires two cubic equations to be cut out set-theoretically, so they cannot be the same.
Since O X (1) is a (3, 3) -polarization, the action of J[3] on X extends to an action of J[3] on P(V * 9 ). Let X i be the Picard variety of line bundles on X whose polarization is of type (i, i). By [GS2, Theorem 3.6 ] (although it is stated in characteristic 0, the proof does not rely on this assumption, except for the reference to [GSW, Proposition 5.6 ], but see the last paragraph of the previous proof to work around this), we have an isomorphism
Since Φ is defined over k, this map descends to an isomorphism X → X 1 defined over k. Furthermore, we have a cubing map X 1 → X 3 and O X (1) ∈ X 3 gives us an isomorphism X 3 ∼ = J. Combining this, we have a map ψ : X → J which gives X the structure of a 3-covering of J.
The preimage of O X (1) under the cubing map X 1 → X 3 is a torsor for J [3] . Each geometric point represents a line bundle L such that h 0 (X; L) = 1, and the zero locus Z(L) of the unique, up to scalar multiple, section is a theta divisor of X. So Z(L) is a genus 2 curve whose Jacobian is X.
Lemma 3.5. Under the isomorphism X → X 1 , the image of Z(L) contains the point representing L. Furthermore, this point is a Weierstrass point of Z(L).
Proof. The first statement is equivalent to x ∈ ker Φ(x). But this follows from the fact that Φ(x) is the contraction of an alternating trilinear form on V 9 by x.
For the second statement, let P be the point on Z(L). First assume that the characteristic of k is 0. Then we can check more generally that for any point x ∈ X, we have that x is a Weierstrass point of P(ker Φ(x)) ∩ X. For this, it suffices to check a single point since the property is invariant under translation, and this is done in [GS2, Remark 3.15] .
For the general case, pick a DVR R as in the proof of Proposition 3.4 and a lift u R of u to 3 (R 9 ). Our construction is valid in families, so we get a curve C over R together with a section P :
⊗2 extends the canonical bundle on C K , we see
, and so P is a Weierstrass point.
For any two choices L, L ′ , Z(L) and Z(L ′ ) differ by translation by an element of J[3], so they have the same image under ψ. So the reduced image of the union of these curves under ψ is a genus 2 curve C ⊂ J (defined over k) whose Jacobian is J and P := O X (1) ∈ C(k) is a Weierstrass point.
Using basic properties of finite Heisenberg group schemes, we know that the inclusion J[3] ⊂ PGL(V 9 ) coming from the translation action of J[3] on P(V * 9 ) lifts to an inclusion J[3] ⊂ SL(V 9 )/µ 3 . Lemma 3.6. The kernel of the map of pointed sets H 1 (k; SL(V 9 )/µ 3 ) → H 1 (k; PGL(V 9 )) is trivial, i.e., nontrivial cohomology classes map to nontrivial cohomology classes.
Proof. We have the following commutative diagram
which gives the following commutative diagram
The horizontal maps have trivial kernel since H 1 (k; SL 9 ) = H 1 (k; GL 9 ) = 1 and the right vertical map has trivial kernel since G m /µ 3 ∼ = G m and H 1 (k; G m ) = 1. So we conclude that the map H 1 (k; SL 9 /µ 3 ) → H 1 (k; PGL 9 ) has trivial kernel.
Recall that 3-coverings ψ : X → J are classified by cohomology classes [ψ] ∈ H 1 (k; J[3]). To get the cohomology class, note that ψ −1 (0) is a torsor under J[3].
Proof. By Lemma 3.6, it suffices to show that [ψ] is in the kernel of the composition (V 9 ). The data of this PGL(V 9 )-torsor is equivalent to the embedding ψ −1 (0) ⊂ P(V * 9 ). Projective space represents the trivial PGL-torsor, so the image of [ψ] in H 1 (k; PGL(V 9 )) is trivial.
The trivectors γ c described in Proposition 2.1 are particularly nice for this construction. Recall from Proposition 2.13 that γ c is stable whenever the corresponding curve C c is smooth.
Proposition 3.8. Suppose that C c is smooth. Then the pair (C, P ) corresponding to γ c is isomorphic to (C c , P c ), and the corresponding torsor ψ 
is in the kernel of Φ restricted to the point f (x, z), and thus that Φ| C ′ has rank at most 4 as required. To see that ψ c (P ′ ) = 0, we need to show that 3C ′ is a section of O P 8 (1). Since C ′ induces a principal polarization, the restriction map Pic 0 (X(γ c )) → Pic 0 (C ′ ) is an isomorphism, and thus it suffices to show that O P 8 (1) and 3C ′ have the same restriction to C ′ . In fact, both restrictions are isomorphic to L C ′ (3K C ′ ): the first because C ′ is tricanonically embedded in P 4 , and the second by adjunction and the fact that K X(γc) = 0.
A construction of trivectors
Let C be a smooth genus 2 curve with a marked Weierstrass point P ∈ C(k). Let J 1 (C) be the Picard variety of degree 1 line bundles, and let J(C) be the Jacobian of degree 0 line bundles. We identify
) is embedded by a (3, 3)-polarization, denoted O(1). Define a codimension 1 subvariety (Poincaré divisor) of J(C) × J(C) by
The line bundle O(1, 1) ⊗ O(−X) has divisor class 3π * 1 Θ + 3π * 2 Θ − Θ diag . This is the pullback of a principal polarization on J(C) × J(C) via the endomorphism
The kernel of this map is the diagonal copy of J(C)[3] which has degree 81. In particular, O(1, 1) ⊗ O(−X) has a single cohomology group of dimension 9 = √ 81.
Lemma 4.1. h 0 (O(1, 1) ⊗ O(−X)) = 9 and all other cohomology groups vanish.
Proof. It suffices to show that h
By Serre duality and Riemann-Roch, Hom C (L 1 , L 2 (P )) = 0 if and only if Hom C (L 2 , L 1 (P )) = 0, so X is preserved under the involution that swaps the two copies of V 9 . Let H denote the finite Heisenberg group scheme, i.e., the extension
Then H acts diagonally on V 9 ⊗ V 9 preserving W . Note that V 9 is the unique irreducible representation of H of weight 1 (see [Se, Appendix] ), and W has weight 2, so V 9 and W * are isomorphic as representations of H. So the inclusion gives an H-equivariant map (welldefined up to scalar multiple) V * 9 → V 9 ⊗ V 9 . Lemma 4.2. The image of V * 9 is contained in 2 V 9 .
Proof. By irreducibility, it suffices to show that a single nonzero element in W is alternating under the involution swapping the two copies of V 9 . Define D as in the proof of Lemma 4.1. Pick a bilinear equation that vanishes on D, i.e., a section of O(1, 1) ⊗ O(−D). Since the diagonal J(C) is contained in D, if we restrict this equation to the diagonal, we get a section of 4Θ that vanishes on J(C). But we know that such equations are alternating since the Kummer variety has no quadratic polynomials vanishing on it in its 2Θ embedding.
So we can represent this map by an element γ = γ (C,P ) ∈ V 9 ⊗ 2 V 9 .
Lemma 4.3. γ (C,P ) ∈ 3 V 9 .
Proof. Note that γ is an H-invariant element. Furthermore, 2 V 9 is a weight 2 representation of dimension 36, and hence it is a direct sum of 4 copies of V * 9 [Se, Theorem A.6 ], so the space of H-invariant vectors in V 9 ⊗ 2 V 9 is 4-dimensional. The space of H-invariant vectors in 3 V 9 is also 4-dimensional (we can do this calculation in characteristic 0 and then specialize to get ≥ 4-dimensional), so γ ∈ 3 V 9 .
Lemma 4.4. The projection of X C,P to either copy of P 8 lies in the rank 4 locus X(γ) constructed in §3.
Proof. Pick a point x in the projection of X C,P to P(V * 9 ). Evaluating γ on x, we get a skew-symmetric matrix V * 9 → V 9 whose image is the set of linear equations vanishing on the fiber of X C,P over x. This fiber is a translate of a theta divisor. As an embedded variety, the theta divisor is a genus 2 curve under its tricanonical embedding, and hence satisfies 4 linear equations, so this skew-symmetric map has rank 4.
Proposition 4.5. Let G = SL(V 9 )/µ 3 .
(a) γ (C,P ) ∈ 3 V 9 is stable with respect to the action of G.
where Aut(C, P ) is the group scheme of k sep -automorphisms of C which fix P . (c) If the characteristic is different from 2 and 5, then the stabilizer of γ (C,P ) 
generic, where the Z/2 comes from the hyperelliptic involution on C and acts by the automorphism
Proof. Recall the notation from Proposition 2.1. By Proposition 2.13, taking any smooth curve (C c , P c ) guarantees that γ c is stable. The element γ c induces a system of 9 bilinear equations in the above way, and we may consider the resulting (symmetric) subscheme of X(γ c ) × X(γ c ). By the proof of Lemma 3.5, the fiber over any point x ∈ X(γ c ) is a theta divisor C x on which x is a Weierstrass point. Since the associated torsor of γ c is trivial (Proposition 3.8), this becomes the Poincaré divisor on J(C x ) × J(C x ) associated to x, and it follows that γ c is (projectively) equivalent to γ (Cx,x) . Furthermore, by Proposition 3.8, the curve (C x , x) is isomorphic to (C c , P c ). Over k sep , every smooth pair (C, P ) is isomorphic to (C c , P c ) for some c, and stability is insensitive to enlarging the field, so we conclude that γ (C,P ) is always stable when (C, P ) is smooth, which proves (a). Now we handle (b). First we calculate the stabilizer
. By functoriality, it is clear that J(C)[3] ⋊ Aut(C, P ) ⊆ G [γ] . Conversely, let S be a k-scheme and consider an element g ∈ G [γ] (S). Since γ (C,P ) is stable, J(C) ⊂ P(V * 9 ) is the rank 4 locus of Φ and hence is preserved by g (this is true for γ c and γ (C,P ) is equivalent to γ c over k sep ). So g preserves the embedding of (J(C) × J(C))(S) in (P(V * 9 ) × P(V * 9 ))(S) and the subvariety X(S). In particular, g acts on J(C)(S) and preserves the relation Hom C(S) (L 1 , L 2 (P )) = 0, which implies that g permutes the elements of J(C)[3](S). So G [γ] is generated by J(C) [3] and a subgroup of the automorphisms of J(C) which fixes the identity. Using Torelli's theorem, an automorphism of J(C) that fixes the identity and the embedding of J(C) comes from an automorphism of C which fixes P ; since G [γ] contains J(C)[3] ⋊ Aut(C, P ), we deduce that they are equal. This proves (b).
In particular, G [γ] is finite. Let λ : G [γ] → G m be the eigenvalue associated with the action of G [γ] on [γ] . The stabilizer of γ is ker λ. First note that J(C)[3] ⊆ ker λ since the projective action of J(C) [3] lifts to a linear action of the Heisenberg group scheme H in SL (V 9 ), and we have already explained why H acts trivially on γ.
Now we prove (c), so we assume that the characteristic is different from 2 and 5. Recall that G γ = ker λ, so we need to show that Aut(C, P ) is mapped faithfully via λ. Put (C, P ) into Weierstrass normal form
By degree considerations (where deg(y) = 5 and deg(x) = 2), any automorphism of (C, P ) must be of the form some scalars a 1 , a 2 , a 3 , a 4 , a 5 and a 1 = 0. When we do these substitutions to (4.5.1) and subtract (4.5.1), we get a relation on x, y which is of degree < 10, so which must be identically 0. The coefficients of x 2 y, xy, y on the left side are 2a
1 a 4 , respectively, so we conclude that a 2 = a 3 = a 4 = 0. Similarly, the coefficient of x 4 on the right side is 5a 8 1 a 5 , so we conclude that a 5 = 0.
In particular, the automorphism takes the form
x for some ℓth root of unity a 1 (since the automorphism has finite order). Again, do the substitution to (4.5.1), divide by a 
, which is a singular curve. So we only need to show that λ maps µ ℓ ⊂ Aut(C, P ) faithfully where ℓ ∈ {1, 2, 4, 5, 8, 10}; it suffices to consider the cases ℓ = 2 and ℓ = 5.
For ℓ ∈ {2, 5}, let M ℓ be the space of curves with an action of µ ℓ as described above. Then M ℓ is an irreducible stack over Z[1/ℓ]. Indeed, the action of µ ℓ must survive completing the ℓ-th power in the curve, and this forces the action to be diagonal in the variables. Thus M 5 is the irreducible stack of curves of the form x 2 + z 5 + c 15 x + c 30 = 0 modulo x → x + a (with µ 5 acting by z → ζ 5 z) and M 2 is the irreducible stack of curves of the form x 2 + z 5 + c 6 z 4 + c 12 z 3 + c 18 z 2 + c 24 z + c 30 , modulo z → z + a (with µ 2 acting by x → −x). Let C be the universal curve over M ℓ . By composing λ with the natural morphism µ ℓ → Aut(C ), we obtain a scheme morphism from M ℓ to the dual group µ ∨ ℓ ∼ = Z/ℓ. Since M ℓ is irreducible, this morphism must be constant, and thus may be computed in characteristic 0. In this case, any point in the Cartan subspace which is not in the union of the reflection hyperplanes has a trivial stabilizer. In particular, the stabilizer of γ is isomorphic to J(C) [3] . So faithfulness of λ in characteristic 0 implies faithfulness of the restriction to µ ℓ over Z[1/ℓ].
If (C, P ) is generic, then Aut(C, P ) ∼ = Z/2 and is generated by the hyperelliptic involution ι C (via Torelli's theorem, this is equivalent to the statement that the generic principally polarized Jacobian has automorphism group Z/2, which is [KS, Lemma 11.2.6] ). The induced action of ι C on J(C)[3] is the inverse map and, if k has characteristic 0, we can calculate explicitly in a standard Cartan (see, for example, [GS2, (3. 2)]) that λ(ι C ) = −1, so ι C / ∈ ker λ. By semicontinuity, the same is true in any characteristic different from 2. In characteristic 2, the restriction of λ to ι C is trivial since its image is in µ 2 ⊂ G m , which is non-reduced, while ι C generates a subgroup isomorphic to Z/2. So ι C ∈ ker λ. This proves (d) and (e).
Putting it all together
Let G = SL(V 9 )/µ 3 and let G γ be the stabilizer subgroup of γ ∈ 3 V 9 .
Proposition 5.1. Pick (C, P ) and (C ′ , P ′ ) so that we have elements γ = γ (C,P ) ∈ 3 V 9 and
. Suppose that there is a linear isomorphism ϕ : V 9 ∼ = V ′ 9 that sends the line generated by γ (C,P ) to the line generated by γ (C ′ ,P ′ ) . Then there exists an isomorphism
Proof. Using ϕ, we can embed X C,P and X C ′ ,P ′ in the same P 8 × P 8 , in such a way that their images satisfy the same 9 bilinear equations W γ = W γ ′ . Now, consider the projection π onto the first P 8 . By Lemma 4.4, the image of X C,P in P 8 maps into the rank 4 locus X(γ), which is a torsor over an abelian surface (Proposition 3.4). The fibers of π are curves, and so the image of π is a surface. Since X(γ) is irreducible, the image must be equal to X(γ). In particular, π gives an identification J(C) = X(γ). The same applies to X C ′ ,P ′ , so in particular, we find that ϕ defines an isomorphism J(C) ∼ = J(C ′ ) which identifies the respective 3Θ line bundles. Finally, we can recover C as π −1 (0) under π : X C,P → J(C), and P as the point (0, 0) ∈ X C,P ⊂ J(C) × J(C), and similarly for (C ′ , P ′ ).
Proposition 5.2. If we apply the construction of §3 to γ (C,P ) , then the torsor X(γ (C,P ) ) is trivial, and (C, P ) is the marked curve that comes from the construction in §3.
Proof. This was shown in the proof of Proposition 5.1.
Lemma 5.3. Let γ ∈ 3 V 9 be a stable element. Then γ can be recovered from the 9-dimensional space of bilinear forms W γ ⊂ 2 V 9 up to scalar multiple.
Proof. We represent this space as an injective map f : W γ → 2 V 9 . Since γ is stable, the locus Y (γ) = {x ∈ P(W γ ) | rank f (x) ≤ 6} is a cubic hypersurface (Lemma 3.3), and so the generic element in W γ has rank 8, and hence its kernel is a line in V * 9 . This gives a rational map ρ : P(W γ ) P(V * 9 ). Furthermore, ρ is the projectivization of a linear map ϕ : W γ → V * 9 since there exists an identification W γ = V * 9 coming from γ : V * 9 → 2 V 9 . This linear map is unique up to scalar multiple, and our goal is to reconstruct it from W γ .
Pick 10 elements in W γ with rank 8 such that any 9 of them are linearly independent. Pick a basis e 1 , . . . , e 9 for W γ . Up to projective equivalence, we may assume that the points are the projectivizations of e 1 , . . . , e 9 , e 1 + · · · + e 9 . For i = 1, . . . , 9, choose x i ∈ ρ(e i ) such that x 1 + · · · + x 9 ∈ ρ(e 1 + · · · + e 9 ). This can be used to define a linear map ϕ ′ : W γ → V * 9 which is well-defined up to a global choice of scalar. In particular, there must be scalars α i such that ϕ ′ (e i ) = α i ϕ(e i ) for i = 1, . . . , 9. However, ϕ ′ (e 1 + · · · + e 9 ) = α 1 ϕ(e 1 ) + · · · + α 9 ϕ(e 9 ), and it must generate the same line as ϕ(e 1 + · · · + e 9 ), so we conclude that α 1 = · · · = α 9 and hence ϕ and ϕ ′ agree up to scalar multiple.
Proposition 5.4. Pick stable elements γ, γ ′ ∈ 3 V 9 with trivial cohomology class, i.e.,
. Let (C, P ) and (C ′ , P ′ ) be the marked curves constructed in §3 and assume that there is an isomorphism (C, P ) ∼ = (C ′ , P ′ ) defined over k. Then the lines spanned by γ and γ ′ are in the same PGL(V 9 )-orbit.
Proof. Via the construction in §3, we have torsors X(γ), X(γ ′ ) ⊂ P(V * 9 ). Since its cohomology class is trivial, we can find a k-rational point in the preimage of 0 under the 3-covering X(γ) → J(C). Use this point, call it 0, to identify X(γ) with J(C). The construction shows that X(γ) has a k-rational theta divisor C ⊂ X(γ) such that 0 ∈ X(γ) is a Weierstrass point on C. These remarks also apply to C ′ ⊂ X(γ ′ ). The embedding X(γ) ⊂ P(V * 9 ) can be reconstructed from the data of (C, P ). In particular, the isomorphism (C, P ) ∼ = (C ′ , P ′ ) that is assumed to exist induces an isomorphism X(γ) ∼ = X(γ ′ ) that preserves their embeddings into P(V * 9 ). So, up to a linear change of coordinates for one of the embeddings, we have X(γ) = X(γ ′ ). In particular, there is an identification of their Poincaré divisors, which then satisfy the same 9 bilinear equations, i.e., W γ = W γ ′ . Lemma 5.3 implies that γ and γ ′ are equal up to scalar multiple after the change of coordinates.
Theorem 5.5. The construction in §3 is a bijection between the stable orbits of P( 3 V 9 ) under the action of PGL (V 9 ) and the set of k-isomorphism classes of triples (C, P, ψ) where C is a smooth genus 2 curve, P ∈ C(k) is a Weierstrass point, and ψ ∈ ker(H 1 (k; J(C) [3] ) → H 1 (k; PGL(V 9 ))).
Proof. Given a smooth genus 2 curve with Weierstrass point P , we have constructed a stable element in P( 3 H 0 (J(C); 3Θ) * ) in §4. If we pick a linear isomorphism H 0 (J(C); 3Θ) * ∼ = V 9 , we hence get an element of P( 3 V 9 ). The PGL (V 9 )-orbit of this element does not depend on the choice of isomorphism. So we have a well-defined map Φ from the set of k-isomorphism classes of (C, P ) to PGL (V 9 )-orbits in P( 3 V 9 ). Furthermore, by Proposition 5.2, Φ(C, P ) has trivial cohomology class. By Proposition 5.1, this map is injective on k-isomorphism classes of (C, P ).
In §3, we constructed a map from PGL(V 9 )-orbits of P(( 3 V 9 ) st ) to the set of k-isomorphism classes of (C, P ); let Ψ be the restriction to the orbits with trivial cohomology class. By Proposition 5.2, Ψ • Φ is the identity, so Ψ is surjective. By Proposition 5.4, Ψ is injective, so Φ is a bijection between k-isomorphism classes of marked curves (C, P ) and PGL (V 9 )-orbits of stable elements in P( 3 V 9 ) with trivial cohomology class. By Proposition 4.5, the stabilizer of any element in Φ(C, P ) is isomorphic to J(C)[3] ⋊ Aut(C, P ). In particular,
is in bijection with the PGL(V 9 )-orbits in P( 3 V 9 ) which are in the same orbit as Φ(C, P ) over a separable closure of k. Now consider the map
The latter group parametrizes k-forms of C, so each such orbit is naturally associated to a k-form of C. In particular, the orbits that correspond to C itself, i.e., k-forms that are actually isomorphic to C over k, are in bijection with
In particular, Φ extends to a map on triples (C, P, ψ) and gives an isomorphism to all stable PGL(V 9 )-orbits in P( 3 V 9 ).
Corollary 5.6. If k is algebraically closed of characteristic different from 3, then every stable element of 3 V 9 is in the standard Cartan subspace up to the action of G.
Proof. By the construction in §4, every stable element of the form γ (C,P ) is in the standard Cartan subspace up to the action of G. By Theorem 5.5, they all arise in this way.
6. Complements 6.1. Selmer groups. For this section, suppose that k is a global field, and let B be an abelian variety defined over k. Let α ∈ H 1 (k; B[n]) be a torsor for B [n] . We can use this to twist the multiplication by n map B ·n − → B to get B ′ → B where B ′ is a B-torsor. We say that α is an element of the n-Selmer group of B if, for all completions k v of k, the corresponding torsor B ′ has a k v -rational point. We denote this subgroup by Sel n (B) ⊂ H 1 (k; B[n]).
Proposition 6.1. Let C be a genus 2 curve with rational Weierstrass point. The 3-Selmer
Proof. Pick ψ ∈ Sel 3 (J(C)). Then ψ gives an embedding X ⊂ S where S is a Brauer-Severi variety of dimension 8 and X is the corresponding twist of J(C). By assumption, X(k v ) = ∅ for all completions k v of k. Brauer-Severi varieties satisfy the Hasse principle, so we conclude that S ∼ = P 8 and that the image of ψ in H 1 (k; PGL (9)) is trivial. By Lemma 3.6, its image in H 1 (k; SL(9)/µ 3 ) is also trivial.
In particular, triples (C, P, ψ) where C is a genus 2 curve, P ∈ C(k) is a Weierstrass point, and ψ ∈ Sel 3 (J(C)) are parametrized by certain PGL(V 9 )-orbits in P( 3 V 9 ).
6.2. Ordinary curves. Let k be a field of characteristic 3. Given a smooth curve of genus g, then |J(C)(k sep )| = 3 r where 0 ≤ r ≤ g. The quantity r is the 3-rank of the curve. If r = g, then C is ordinary.
The Lie algebra of type E 8 has a cubing map x → x [3] which induces a cubing map 3 V 9 → sl (V 9 ). Set γ 0 to be the principal nilpotent element with all c i = 0 in Proposition 2.1: Lemma 6.2. Let C be the genus 2 curve associated with a stable element γ ∈ 3 V 9 . The Lie algebra of the stabilizer of γ (equivalently, the Lie algebra of J(C) [3] ) is 2-dimensional, and is spanned by γ [3] and γ [9] .
Proof. Consider the height grading on e 8 discussed in §2.2. The principal nilpotent element in e 8 restricts to γ 0 and [Sp, Theorem 2.6] shows that, outside of degrees −1, 0, multiplication by γ 0 has a single kernel element in characteristic 3 in degrees 3, 9, −4, −10. Reducing these degrees modulo 3, we see that ker(ad γ 0 ∩ sl(V 9 )) has two elements coming from degrees 3 and 9, which are γ [3] 0 and γ [9] 0 , together with whatever comes from degree 0. However, the latter is 0 since the structure constants of the Lie algebra e 8 are all ±2.
By semicontinuity, the Lie algebra of J(C) [3] coming from γ is at most 2-dimensional. However, a generic γ (for example, take a stable element in the Cartan subspace) comes from an ordinary curve, in which case the Lie algebra is 2-dimensional, so the dimension is always 2, and agrees with the ≥ 2-dimensional span of γ [3] and γ [9] .
Corollary 6.3. Pick a stable element γ ∈ 3 V 9 . The 3-rank of the associated curve is:
Proof. The Weil pairing shows that J(C)[3] ∨ ∼ = J(C) [3] . In particular, the 3-rank r appears in the reduced quotient (Z/3) r of J(C) [3] and hence appears in the largest diagonalizable subgroup µ r 3 ⊂ J(C) [3] . So the 3-rank of the curve C is the dimension of the largest semisimple subalgebra of the Lie algebra of J(C) [3] .
Remark 6.4. We can write our curve C in Weierstrass normal form
According to [EP, Lemma 2.2] , the 3-rank of C is:
Furthermore, by Lemma 6.2, we know that γ [27] is a linear combination of γ [3] and γ [9] ; in Weierstrass normal form, a computer calculation shows that
6.3. Model for 3-torsion. Let γ ∈ 3 V 9 be a stable vector. By Proposition 4.5, the stabilizer of [γ] ∈ P( 3 V 9 ) in SL(V 9 )/µ 3 is isomorphic to J(C)[3] ⋊ Aut(C, P ) where (C, P ) is the marked curve associated to γ, and there is also an associated torsor of J(C) [3] . Here is a more direct construction for this torsor.
The split Lie algebra of type E 8 has a graded direct sum decomposition
Pick a flag of subspaces F 1 ⊂ F 3 ⊂ F 6 ⊂ F 8 ⊂ V 9 (the subscripts indicate the dimension of the subspace). Via the embedding Flag(1, 8; V 9 ) ⊂ P(sl(V 9 )), the subspaces F 1 ⊂ F 8 determine (up to scalar multiple) an element v 0 ∈ sl(V 9 ), F 3 determines an element v 1 ∈ 3 V 9 , and F 6 determines an element v 2 ∈ 6 V 9 . We say that F • is compatible with γ if:
is a scalar multiple of v 2 , and (c) [v 2 , γ] ∈ sl(V 9 ) contains F 6 in its kernel and its image is contained in F 1 . The conditions above are algebraic, so determines a subscheme F (γ) of compatible flags. To be precise, let F • be the standard flag defined by F i = e 1 , . . . , e i . If it is compatible with γ, then it implies that the coefficient of e i ∧ e j ∧ e k vanishes where ijk is ij9, 4 ≤ i < j ≤ 8; ij9, i = 2, 3; 4 ≤ j ≤ 8; i78, 2 ≤ i ≤ 6; ij7, ij8, 4 ≤ i < j ≤ 6.
(6.5)
Let P be the stabilizer in GL(V 9 ) of the standard flag F 1 ⊂ F 3 ⊂ F 6 ⊂ F 8 . The span of the monomials which are not listed above forms a P -submodule of 3 V 9 , and via algebraic induction from P to GL(V 9 ), we get a subbundle ξ ⊂ 3 V 9 × Flag(1, 3, 6, 8; V 9 ). Hence, γ is a section of the quotient bundle η, which is of rank 31, and F (γ) is the zero locus of this section, and this can be used to define it as a scheme.
Define a GL(V 9 )-equivariant map π : Flag(1, 3, 6, 8; V 9 ) → P(V * 9 ) by sending F • to the annihilator of F 8 in V * 9 . Lemma 6.6. π(F (γ)) is the underlying set of the torsor for J(C)[3] constructed previously. In fact, π gives a bijection between the underlying sets.
Proof. Fix a compatible flag F • . Pick nonzero u ∈ F 1 and pick nonzero x ∈ V * 9 which annihilates F 8 . The action of v 0 on γ can be obtained by first contracting γ by x and then multiplying by u. By assumption, the result is a pure trivector, say equal to u ∧ ℓ 1 ∧ ℓ 2 for ℓ 1 , ℓ 2 ∈ V 9 . Let Φ(x) be the contraction of γ by x. Then Φ(x) = ℓ 1 ∧ ℓ 2 + ℓ 3 ∧ u for some ℓ 3 ∈ V 9 and so x ∈ X(γ). So ker Φ(x) ∩ X gives a divisor D on X by [GS2, Theorem 3.6] , and we want to show that 3D is the divisor corresponding to O X (1).
To do this, it suffices to show that there is a hyperplane H ⊂ P(V * 9 ) such that H ∩ X = ker Φ(x) ∩ X as sets. We claim that this works if H is the zero locus of u. It follows from the definition that ker Φ(x) ∩ X ⊆ H ∩ X. The correctness of this statement is unaffected if we do a change of basis and if we pass to an algebraic closure of k. So we do both and assume that F • is the standard flag. This implies that Φ(x) = e 1 ∧ ℓ + e 2 ∧ e 3 where ℓ is in the span of e 2 , . . . , e 8 but is not contained in the span of e 2 and e 3 . In particular, doing a further change of basis using the stabilizer of F • , we may assume that ℓ = e 6 or ℓ = e 8 . In both cases, we can verify, for generic γ, using a computer algebra system, that if y ∈ H ∩ X, then y ∈ ker Φ(x). The general case follows because H ∩X contains C so cannot possibly degenerate any further unless it increases in dimension (but X is not contained in a hyperplane).
For the last statement, let x be a k sep -point in the image of π. From the proof above, we see that x determines the subspace F 8 in the flag. Also, there is a hyperplane H ⊂ P(V * 9 ) such that H ∩ X = ker Φ(x) ∩ X as sets. Since X is not contained in a hyperplane, H is unique with this property, and it determines F 1 . If F • is a compatible flag, then F 3 is determined by F 1 ⊂ F 8 and F 6 is determined by F 3 , so we are done.
Theorem 6.7. F (γ) is a degree 81 scheme of dimension 0. In particular, π restricts to a J(C)[3]-equivariant isomorphism between F (γ) and the torsor for J(C) [3] , so F (γ) is reduced outside of characteristic 3.
Proof. Note that dim Flag(1, 3, 6, 8; V 9 ) = 31 = rank(η), and Lemma 6.6 shows that F (γ) is 0-dimensional whenever γ is stable. Hence the degree of F (γ) can be calculated as the top Chern class of η, which can be shown to be 81 as follows. The Borel presentation for the (rational) Chow ring of Flag (1, 3, 6, 8; V 9 ) describes it as the subring of S 1 ×S 2 ×S 3 ×S 2 ×S 1 -invariants inside the quotient ring Q[x 1 , . . . , x 9 ]/I where I is generated by all positive degree homogeneous S 9 -invariants (S 9 is the symmetric group on 9 letters, and acts by permuting the x i ; S 1 × S 2 × S 3 × S 2 × S 1 is the subgroup where the first S 2 permutes x 2 , x 3 , S 3 permutes x 4 , x 5 , x 6 , and the second S 2 permutes x 7 , x 8 ). Over the full flag variety of V 9 , the bundle η is filtered by line bundles, one for each monomial in (6.5) and the (rational) Chow ring of the full flag variety is Q[x 1 , . . . , x 9 ]/I. In the Borel presentation, the Chern class of the line bundle corresponding to the monomial ijk is represented by x i + x j + x k . So the top Chern class of η is the product of these linear forms, which is 81m modulo I where m is a nonzero monomial of degree 31 (doing this in Macaulay2 [GS1] , we get 81x 2 x 3 x In particular, in every G(k sep )-orbit of a point in 3 V 9 , there is a distinguished G(k)-orbit corresponding to elements which have a compatible flag defined over k.
Corollary 6.8. In characteristics different from 2 and 5, SL(V 9 )/µ 3 acts freely on the scheme of pairs (γ, F • ) where γ ∈ 3 V 9 is stable and F • is a compatible flag for γ. and the standard coordinate flag is compatible with the entire family.
