Abstract. In this paper, we present a meshless discretization technique for instationary convection-di usion problems. It is based on operator splitting, the method of characteristics and a generalized partition of unity method. We focus on the discretization process and its quality. The method may be used as an h-or p-version. Even for general particle distributions, the convergence behavior of the di erent versions corresponds to that of the respective version of the nite element method on a uniform grid. We discuss the implementational aspects of the proposed method. Furthermore, we present the results of numerical examples, where we considered instationary convection-di usion, instationary di usion, linear advection and elliptic problems.
1. Introduction. The discretization of partial di erential equations is usually obtained by covering the domain of interest by a suitable grid. Then, after time discretization, linearization and space discretization (by nite elements, nite di erences or nite volumes), a linear system of discrete equations is set up and solved. Here, beside uniform structured grids which are most simple to handle, also block structured grids and unstructured grids are employed successfully. Furthermore, for dealing with non-smooth data or solutions, adaptive re nement is a must for e ciency reasons, see 7, 8, 9, 10, 13, 22, 23, 38, 63] .
However, all grid-or mesh-based methods are quite involved when it comes to time-dependent problems with complicated geometries, free moving boundaries and interfaces. Then the geometry of the domain may change over time, the non-smooth part of the data or the non-smooth part of the solution changes with time or the location of singularities of the solution may vary time-dependently. Examples for such problems are crack propagation in elasticity theory 12], free surface ow or multiphase ow in uid dynamics 64] or accretion disks, jets and cloud simulations in magneto- hydrodynamics 20] .
In the Eulerian approach, an adaptive mesh technique (h-version, hp-version) must follow the time-dependent features of the data or solution by local re nement and coarsening of the mesh 7, 22, 38, 45, 63] . But time-dependent adaptive mesh renement and coarsening is not simple, especially for 3D problems. It is quite involved, programming is complicated, data structures are not easy to handle and the storage overhead is signi cant. Besides, good local and global error estimators are necessary. Therefore, there exist only a few unstructured adaptive programs which are able to handle three-dimensional application-oriented problems with time-dependent change of the geometry, the data or the solution.
The Lagrangian viewpoint allows the mesh itself to be moved (r-method) 6, 52, 53] . But an implementation is still cumbersome, since the mesh may become tangled and twisted, elements may collapse or angles of some elements might degenerate over time due to the movement of the nodes. The proper treatment of these problems is not an easy task, especially in 3D applications. At least for the 2D case, the so-called monotone mesh method 64] can cope with these problems to some extent.
Besides, in real life engineering applications, a very time consuming portion of the overall computation is the mesh generation from CAD input data. Typically more than 70 percent of the overall computing time is spent by mesh generators.
Hence, especially within the engineering community, there is growing interest in other discretization methods which involve no mesh at all. These approaches are summarized under the term meshless or gridless methods. The main idea is to consider points only, i.e. we omit any xed relation between the nodes such as element boundaries, and to move just these points in a time-dependent setting. Here, the location of the points and the distribution of the points account for the description of the changing geometry, the change in data and the time-dependent changing variation of the solution or its gradient.
Generally speaking, there are two di erent types of meshless approaches; rst, the classical particle methods 56, 57, 59, 60] and second, gridless discretizations based on data tting techniques 11, 25] . Traditional particle methods stem from physics applications like Boltzmann equations 1, 32] . They are truly Lagrangian methods, i.e. they are based upon a time-dependent formulation or conservation law. In a particle method we use a discrete set of points to discretize the domain of interest and the solution at a certain time. The PDE is transformed into equations of motion for the discrete set of particles such that the particles can be moved via these equations. After time discretization of the equations of motion we obtain a certain particle distribution for every time step. Therefore, we get an approximate solution to the PDE via the de nition of a density function for these particle distributions. These methods are easy to implement. However, they exhibit in general relatively poor convergence properties in weak norms.
The so-called gridless methods follow a di erent approach. Here, patches or volumina are attached to each point whose union form an open covering of the domain. Then, local ansatz functions are constructed with the help of methods from data tting. These ansatz functions are used in a Galerkin or collocation discretization process to set up a linear system of equations. Finally this system must be solved e ciently. In contrast to particle methods, such gridless discretizations may also be applied to stationary and elliptic problems. According to the data tting method involved we can distinguish basically the following three approaches: Shepard's method 68] which has a consistency of rst order only, the moving least squares method (MLSM) 43, 44] which generalizes Shepard's approach implicitly to the case of higher order ansatz functions, and the partition of unity p-version method which generalizes Shepard's approach explicitly to higher consistency orders. Meanwhile, di erent realizations of these approaches exist. First, there is the smoothed particle hydrodynamics (SPH) technique of Lucy and Monaghan 30, 31, 50, 54, 55, 70] which resembles (up to area weighted scaling) Shepard's method. Then, Duarte and Oden 25, 26] used in their hp-cloud approach the moving least squares (MLS) idea. Belytschko and coworkers 11, 12] apply similar techniques based on the moving least squares approach to engineering problems. Furthermore, Dilts 24] used the MLS technique to extend the SPH method to the so-called moving least squares particle hydrodynamics (MLSPH) method. Babu ska and Melenk 3, 4] proposed the so-called partition of unity method (PUM) which is mainly applied to uniform point distributions up to now. Liu et al. 49] proposed variants of the SPH method based on the idea of reproducing kernels of higher order and wavelets. There exist also gener-alizations of the nite di erence approach to the gridless setting 48]. Furthermore, Kansa 39, 40] , Schaback and Franke 27, 28] and Wendland 71] used the radial basis approach from approximation theory to construct meshless methods for the discretization of PDEs. The mass-packet method of Yserantant 72, 73 ] is somewhat di erent from the classical particle methods. Here, the particles are not considered in the sense of statistical mechanics but they are understood as comparatively big mass-packets, the conservation of mass is automatically guaranteed by this ansatz. For an overview on meshless methods see 74] and the references therein.
All these data tting approaches do not depend (at least to a great extent) upon a mesh or any xed relation between gridpoints (particles). However the realization and implementation of such a method is not so simple in general: There are often problems with stability and consistency. Furthermore, in a Galerkin method, the discretization of the di erential operator, i.e. the integration of the sti ness matrix entries, is in general quite involved in comparison with the conventional grid-based approach. Another challenging task is the discrete formulation of Dirichlet boundary conditions, since the constructed ansatz functions are in general non-interpolatory. Nevertheless, the di erent variants of gridless methods are interesting from both the practical and the theoretical point of view. These methods, which are up to now merely in an experimental premature state, possess some potential and might have an interesting future.
The meshless method we propose in this paper is based on the Lagrangian approach for time-dependent problems used within classical particle methods and the ideas of Babu ska and Melenk 3, 4], but allows for a random point distribution. We consider time-dependent convection-di usion problems, which we decompose into a parabolic and a hyperbolic subproblem using a simple operator splitting. The hyperbolic problem is discretized via a Lagrange{type particle method, i.e. we de ne equations of motion for the particles corresponding to the problem and move the particles accordingly. We discretize the remaining parabolic subproblem with a two step Particle{Galerkin method. In the rst step we move the particles fx i g via a Monte Carlo step to adapt the particle distribution to the di usion process. Then, an implicit Eulerian time discretization reduces the parabolic problem to an elliptic problem in every time step. For its discretization in space we employ the PUM approach to randomly distributed points fx i g. Here, following ideas from scattered data approximation 21, 68], we set up a partition of unity f' i g over the domain using a localized version of Shepard's method. Since a partition of unity achieves rst order consistency only, we need to improve on the approximation quality of the constructed space V = span (f' i g) to allow its use in a collocation or Galerkin method. Thus, we expand the functions ' i by multiplication with a local polynomial i of degree p i , de ned on supp(' i ), and de ne the space V = span (f' i i g). We use these functions as trial and test functions in a Galerkin method. Altogether we obtain an analogue of the h-, p-and hp-version of the nite element method for general particle distributions. Furthermore, the results of our numerical experiments show that the convergence properties of the proposed method are similar to those of the nite element method.
The remainder of this paper is organized as follows: In x2, we develop a Lagrangian discretization of the instationary convection-di usion problem using a simple operator splitting. The resulting hyperbolic subproblem is discretized via a particle method, which is presented in x3. For the remaining parabolic problem we use a simple time-stepping technique. It reduces the parabolic problem to a sequence of elliptic 3 problems. In x4, we discuss their discretization using a generalized Particle{Galerkin method based on the PUM. Then, in x5, we present the results of our numerical experiments. Finally, we give some concluding remarks.
2. An Operator Splitting Method for instationary Convection-Di usion Problems. A widely used approach for the discretization of instationary convection-di usion problems rAru + vru = u t for all (x; t) 2 IR d (0; T); u(x; 0) = u 0 (x) for all x 2 IR d ; Bu(x; t) = g(x; t) for all (x; t) 2 @ (0; T) ( u n (x) = u(x; n t) H( t)S( t)] n u 0 (x);
is the semi-discrete approximative solution to (2.1) at time n t. Based on this principle, di erent variants of the method have been developed, cf. 36, 37, 47]. The splitting (2.4) inherits its approximation properties from H(t) and S(t), depending on the respective time discretization. In this paper we stick to the most straightforward approach (2.4) for reasons of simplicity. Now the next step in the discretization process of (2.1), is the choice of approximations to the solution operators S(t) and H(t). The hyperbolic problem (2.2) can be solved analytically with the help of the method of characteristics. Therefore, a natural choice for the discretization of (2.2) is a method which can exploit this knowledge about a continuous solution to (2.2) . Such a method would be a Lagrangian particle method, since here a characteristic through a given point x A i in space may be interpreted as path the point will follow over time. This particle method works as follows: First, we sample the initial value u 0 in appropriate points fx A i g, this gives a set of pairs f(x A i ; u i 0 )g. Then, we construct the characteristic through every particle x A i at time t and move each particle along its corresponding characteristic to its new position at time t + t. Finally, we de ne an approximate solutionũ at time t + t using shape functions that are constructed with respect to the particle distribution.
This process is covered in more detail in x3.
Now, the discretization of the parabolic problem (2.3) should be compatible to the discretization of (2.2). Since we use a Lagrangian particle method for (2.2), we need a discretization method for (2.3) which can handle (almost) random distributions of nodes (particles). Moreover we want to treat (2.3) also from the Lagrangian point of view. Therefore we discretize (2.3) in two steps: First, we move the particles fx A i g via 4 a Monte Carlo step to simulate the di usive transport on the particles and the shape functions. This gives a new particle distribution fx D i g. Then we discretize (2.3) with shape functions which are based on this newly generated particle distribution. where are independent random numbers with Gaussian distribution, vanishing mean and variance one. Now that the particle distribution fx D i g is suitable for the approximation of the solution of (2.3) in the next time step we reduce this parabolic problem to a sequence of elliptic problems ? trAru m+1 + u m+1 = u m (2.5) via an implicit Eulerian time discretization. To utilize the advantages of the particle sequence fx D i g we have to use a spatial discretization method for (2.5), which allows the use of a random node arrangement. Here, a gridless method seems to be the most natural choice. In x4 we present a generalized partition of unity method for elliptic problems, give a short discussion on the implementational di culties|which are often neglected in other papers|and give some ideas on how to overcome these di culties. 3 . A Lagrangian Discretization of Hyperbolic Problems using a Particle Method. The main problem of an Eulerian discretization is the following: The initial mesh may be adapted to the initial data but may not be appropriate for the resolution of the solution in future time steps. Therefore we have to use expensive coarsening and re nement strategies|or even complete re-meshing|to adapt the mesh to the solution over time. In contrast to that, a Lagrangian discretization uses the given PDE itself to de ne a transformation that maps the distribution of the spatial degrees of freedom to appropriate positions over time. Hence, the degrees of freedom follow the solution over time.
We consider the two-dimensional transport problem @u @t + vru = 0 for all (x; t) 2 (0; T); By elimination of , and we obtain the implicit solution of (3.1) u(x; y; t) = u 0 (x ? v x t; y ? v y t):
Here, we do not have to discretize (3.1) explicitly, it is su cient to approximate (3.5). Since a spatial transformation is involved in the evaluation of (3.5), the use of a Lagrangian particle method for the approximation is a natural choice Here, the speci c choice of the shape functions f i g determines the respective particle method. Since we want to combine the particle method for the hyperbolic subproblem (2.2) with our gridless discretization method for the elliptic subproblem (2.5) we use the shape functions employed there, see x4.
Altogether we obtain a discrete two-step particle scheme:
1. Time Discretization of u(x; t): (0; T) ! (t 0 ; : : : ; t n ); t k = k t u(x; t) ! u(x; t k ) = u k (x) = u k?1 (x ? v t);
this gives the semi-discrete solution u k (x). 4.1. Construction of trial and test space using PUM. Necessary conditions for a trial and test space to perform well in a Galerkin method are local approximability and inter-element continuity. Here, local approximability means that the shape functions can approximate the exact solution well locally, and inter-element continuity means that any linear combination of shape functions satis es some global continuity condition. In the nite element method (FEM) we achieve the local approximability via the choice of local polynomials and ful ll the condition of inter-element continuity by imposing restrictions onto these polynomials on the element edges. The PUM approach 3, 4] instead focuses on the ful llment of the condition of inter-element continuity via the choice of an appropriate partition of unity (PU) f' i g subordinate to a cover f! i g. Local expansion of the functions ' i by the multiplication with local approximation spaces V i (! i ) causes the generated space
to ful ll the condition of local approximability. Theorem 4.3 (see below) states that the global ansatz space V inherits the approximation quality of the local spaces V i . Furthermore the space V inherits the smoothness of the PU (and the local spaces V i ). Here, the approximation property of the space V may either be achieved by the smallness of the patches (h-version) or by the approximation quality of V i (p-version). in the di erent coordinate directions and accordingly generalized additive norms jj jj,
we obtain also patches with ellipsoid shape and rectangular or brick type objects 1 . The construction of the patches f! ? ig from a given set of grid points fx i g is a rst crucial step in the discretization process. Keeping in mind that these patches will be the supports of the trial and test functions in a Galerkin method, the most basic property these patches have to ful ll is that they cover 2 the complete domain
In other words, for each point x 2 there exists at least one patch ! i which contains x. Figure 4 .2 gives an example of an open covering of the domain . A naive approach towards the construction of such a cover f! i g would be the design of patches! i in such a way that every particle x i 2! j for some j 6 = i. But this procedure (in general) does not lead to a cover f! j g of the complete domain , i.e. S j! j 6 , since the particles fx i g may not be uniformly distributed in the domain . Therefore, we have to use a more sophisticated algorithm. We use the following variant of an algorithm developed in 26] which resolves the problem mentioned above by using a set P of particles x i and pseudo-particles k which we choose to be the nodes of a coarse mesh. The pseudo-particles k are introduced to guarantee that the patches ! i completely cover the entire domain .
1. For all i = 1; : : : ; N: Set diam (! i ) = 0. 1 We performed experiments using di erent norms and thus di erent shapes of the local patches ! i . It turned out that circles or balls are computationally much more di cult to handle than supports of quadratic or rectangular shape without giving substantial advantage. Therefore, we decided to stick to rectangular shapes in our gridless method. 2 Other gridless methods like SPH allow for holes in the domain . Methods based on the MLSM 24, 26] have to impose more severe geometric conditions onto the cover f! i g. 2. For all y 2 P: Evaluate the set S y;R of all particles x i that fall within a searching square B R which is centered in y and whose side length is equal to 2R. If S y;R = ;, increase the size of the searching square, i.e. R, and try again.
Compute the distances ky ? x i k for all x i 2 S y;R . Set diam (! j ) for the particle x j with minimal distance to y such that y 2 ! i holds. 3. For all i = 1; : : : ; N:
Crucial for the e cient implementation of the above algorithm is the evaluation of the sets S y;R . Note that a similar search problem appears in the SPH. There an e cient algorithm for such problems was developed in 70]. Other algorithms for such a cover construction can be derived from tree-algorithms, such as quadtrees or AVL-trees 41].
The overall complexity of the above algorithm is O(card (P ) log(N)).
Since the entries a ij = a(v j ; v i ) of the sti ness matrix A will be nonzero only for functions v i , v j with supp(v i ) \ supp(v j ) 6 = ;, we want to control the number of patches overlapping the same point x 2 . This motivates the stretch parameter in step 3 of the algorithm above. On the other hand the amount of overlap e ects the smoothness of our ansatz functions, as we will see in the following sections. 4.1.2. Weight functions and partition of unity. Now we associate a certain weight function W i (x) to each subdomain ! i . Since we decided to use rectangular patches only, i.e.
the most natural choice is to use a product approach of one-dimensional local functions, i.e.
If we use ?1; 1] as reference interval and de ne the a ne linear mapping T (k) i :
i (x (k) ), we can de ne the respective weight functions as
where the one-dimensional weight function W can be any non-negative function. Furthermore, we obtain the mapping T i from the reference element ?1; 1] d to ! i as the
The weight functions 3 W we use in this paper are the well known linear, quadratic and cubic B-splines. Now, in the next step, we construct ansatz functions ' i from these given weight functions W i with the help of data tting techniques. In general, a data tting method 35] produces an approximationũ of a function u bỹ
where u i are given data or are derived from that. Shepard's method uses the idea of inverse distance weighting, which leads to ansatz functions Another approach is to employ a locally supported smooth weight function, e.g. W i is chosen to be a B-spline 4 35] . We use the latter approach to circumvent the evaluation of a quotient of singular functions close to their singularity during the numerical integration of the sti ness matrix entries.
Since we postulate that the union of the ! i covers the domain , by (4.2), we are at least able to reproduce constant functions exactly, i.e. the functions (4.2) form a partition of unity. Interestingly, this is valid for any choice of weight function, particle distribution and topology of the cover. Thus, we obtain a consistency order 5 of one in the L 2 -norm. The particle distribution fx i g and the cover f! i g only e ect the computational e ort necessary to evaluate the functions ' i , since the sum in (4.2) has to be taken over all patches ! j with ! i \ ! j 6 = ;. Furthermore, the amount of overlap of the cover patches and the choice of weight functions W i e ect the smoothness of the Shepard functions ' i . On the one hand, the partition of unity inherits the smoothness of the weight functions W i since
holds. On the other hand, the amount of overlap e ects the smoothness of ' i . If the cover is minimal, i.e. there is exactly one patch ! j for every x 2 with x 2 ! j , the partition of unity degenerates to the piecewise constant functions
independent of the chosen weight functions W i . Thus we see that small overlaps will cause very large gradients of ' i close to the boundary of the respective support ! i .
First order consistency is in general not su cient. Hence, some e ort is necessary to improve the consistency order. Here, the moving least squares method (MLSM) 11, 24, 25, 26] allows the construction of ansatz functions with higher reproduction and consistency order but increases the computational e ort dramatically. Furthermore one has to impose severe geometric restrictions onto the cover 26] to make the method work at all. Therefore we use a di erent approach. We use the partition of unity to collect local approximation spaces V i de ned on the cover patches ! i , thus generating a global approximation space V on (see the following section). This space may also reproduce the constant only, but it was shown in 3, 4] that the consistency order of the global space V is nevertheless the same as the consistency order of the local spaces V i (see x4.1.4).
4.1.3. Local polynomial expansion. The partition of unity functions ' i are able to reproduce the constant function. However, for the discretization of a PDE by a Galerkin method, they are not yet su cient. First, depending on the computed cover f! i g and the choice of weight functions W i , their derivatives can be unbounded, see (4.4) , and the entries of the sti ness matrix can not be evaluated in a stable way. We can circumvent these di culties by the construction of cover patches ! i with su cient overlap, but still the consistency error of the discretization would be only of rst order in the L 2 -norm.
Therefore, we additionally use a hierarchy of local polynomial basis functions of higher degree. To this end, we multiply the partition of unity functions ' i locally with polynomials. Since we use rectangular patches ! i only, a local tensor-product space is the most natural choice.
Consider on the reference interval ? Theorem 4.3 gives an error estimate for u ap which is the linear combination of the locally optimal solutions v i . The Galerkin method though constructs a di erent approximate solution u G . Here, we do not use the local information from V i only, but rather all information from the spaces V j with ! j \ ! i 6 = ;. Therefore we sometimes may expect an even better convergence than Theorem 4.3 implies. 13 Note Here, the following two major questions come up: How can we e ciently evaluate the integrals which arise in the Galerkin discretization for the sti ness matrix and the right hand side? And how can we deal with boundary conditions properly? 4.2.1. Construction of appropriate Gauss quadrature formulae. In the following let a( ; ) be the continuous and elliptic bilinear form induced by L on H 1 ( ).
We discretize the partial di erential equation using Galerkin's method. Then, we have to compute the sti ness matrix where fv i g is a basis of the PUM space V .
The partition of unity functions f' i g are (in general) not of the same shape due to the use of a scattered particle set fx i g and the varying overlap of the cover patches f! i g. Therefore the trial and test functions ' i i k are also not of the same shape and we cannot simply use a transformation onto a reference element to compute the integrals (as it is done in the FEM). Furthermore we cannot employ a straightforward integration scheme to compute the integrals because of the low order global continuity are tensor products of intervals is also a tensor product of intervals, see Figure 4 .3 (left). Furthermore, the employed weight functions W k are tensor products of Bsplines of order l, i.e. they are piecewise polynomials of degree l. Therefore, these weight functions W k induce a subdivision of each cover patch ! k into (l + 1) (l + 1) subpatches f! kp g on which W k ! kp is polynomial. Furthermore, these subpatches f! kp g are also tensor products of intervals. With the help of these subpatches f! ip g, f! jp g we can de ne a decomposition fC n g of ij , see According to Strang's second lemma we have to integrate all entries of the sti ness matrix su ciently accurate to maintain the convergence order of the discretization error. The shape functions ' i i k with i k 6 = 1 are smoother than the partition of unity function ' i . In a naive approach we could try to exploit this smoothness to reduce the computational costs of the numerical integration of the integrals involving ' i i k with i k 6 = 1 by using a quadrature scheme which has a lower order than the quadrature scheme we used for the integrals involving the function ' i only. But this might lead to the loss of the wanted convergence rate of the discretization error since we now compute the entries of the sti ness matrix with varying accuracy only.
Therefore, we have to nd a di erent way to reduce the computational costs of the numerical integration which allows for a uniform error bound in k and l, i.e. Note that a further reduction of the costs of the integration can be achieved by using so-called sparse grid integration schemes 29, 62] instead of tensor product formulas on the subpatches. Now we have to construct an appropriate nite dimensional subspace Q H ?1=2 for the discretization of (4.15). Here, we use the particles fx i 2 g from (4.1) to construct a new particle distribution fx ? j g on the boundary ?. The particles fx i 2 g with ! i \ ? 6 = ; are projected in direction of the outer normal onto the boundary ? and give a new set of particles fx ? j g, which live on the boundary ?. Then, following the construction described in the previous sections, we set up the nite dimensional PUM space Q on the boundary using the PUM approach: From the newly generated particles fx ? j g we construct a cover f! ? j g of the (d?1)-dimensional manifold ?, de ne a partition of unity using Shepard's approach and choose polynomials on the patches f! ? j g to de ne a PUM space Q on the boundary. Note that this procedure has to be done with respect to the interior PUM space V . Necessary for the existence and According to the results in 15] the boundary space Q has to have a coarse enough resolution compared with the resolution of V in the interior. This coarser resolution of the space Q may be achieved by properly thinning out the particle distribution, i.e. using only an appropriate subset of fx ? j g, or by the choice of lower order polynomials on the boundary than in the interior. (4.19) where ! B is an iteration parameter and C B is a preconditioner for the Schur complement BA ?1 B T . The drawback of this method is that the action of A ?1 must be computed in each iteration step, which makes the method expensive.
Boundary conditions and
If we now replace A ?1 by some steps of an iterative method, most preferable a multi-grid method or a multilevel preconditioner, we employ only an approximation C A to A ?1 and obtain the so-called inexact Uzawa algorithm 16, 17] u i+1 = u i + ! A C A (f ? (Au i + B T q i )) q i+1 = q i + ! B C B (Bu i+1 ? g) (4.20) with iteration parameters ! A ; ! B . Altogether, in this algorithm only the action of the matrices A, B, B T and preconditioners C A , C B onto vectors must be programmed. Here, we can exploit the block-structure of the matrices A and B, which is induced by the product structure of the ansatz functions ' i i k . The block corresponding to all the ' i 's can be solved e ciently with an algebraic multi-grid solver (AMG) 33, 65, 66] and this solver may further be used as a preconditioner on the diagonal blocks 19 corresponding to i k 6 = 1. Altogether, this procedure gives an e cient preconditioner C A for the inexact Uzawa algorithm. Now we have to nd an e cient iterative solution method or preconditioner C B for the Schur complement BA ?1 B T . Currently we use only C B = I, therefore the iterative solution of (4.17) is not yet optimal, i.e. the condition number of the system matrix still depends on h ' N ?1=d . In the future, e ective Schur complement preconditioners C B have to be constructed to make our gridless method competitive. An approach could be the generalization of the methods developed in 18, 42] to matrices from gridless discretizations. 5 . Numerical experiments. In this section we present the results of our numerical experiments. We apply the particle-partition of unity method to a linear advection problem, several elliptic problems, the heat-equation and an instationary convection-di usion problem. 4 ) 2 )). We discretize (5.1) using the particle method described in x3 with the shape functions from the particle-PUM.
For the resolution of the initial value we choose a simple block-structure approach.
Since u 0 almost vanishes outside of some^ , we need only a few particles f B i g in n^ for the construction of the ansatz functions. We distribute these particles f B i g in n^ using a (2; 3) Halton{sequence 7 (see Figure 5 .1), and another (2; 3) Halton{sequence with more particles f I i g is used to resolve the initial value u 0 in^ 7 Halton{sequences are pseudo Monte Carlo sequences, which are used in sampling and numerical integration 61]. Consider n 2 I N 0 given as P j n j p j = n for some prime p. We can de ne the transformation Hp from I N 0 to 0; 1] with n 7 ! Hp(n) = P j n j p ?j?1 . Then, the (p; q) Halton{ sequence with N points is de ned as f(Hp(n); Hq(n))g where n = 0; : : : ; N ? 1. (see Figure 5. 2). Note that a further adaptation of the initial particle distribution can be achieved following the ideas of 34].
The resulting transformation i 7 ! i ? 1000 tan 2
50
?y x t : (5.2) for this problem causes some particles i to leave the domain in every time step. Therefore we embed the domain in a larger domain~ and distribute the background particles f B i g rather in~ n^ than in the smaller domain n^ . We apply the transformation (5.2) to all particles f B i g f I i g but we construct a PUM shape function in those particles i with suitable boundary conditions Bu = g on ? := @ . We discretize this elliptic problem using our particle-PUM as described in x4. The particle distribution we use is generated either via a Halton{sequence or a graded uniform distribution.
According to the results of 3, 4] (see x4.1.4), we can estimate the global error with respect to max i diam (! i ) only. We can expect erratic uctuations in the convergence rates if we measure the convergence based on such error estimates since we use a pseudo Monte Carlo sequence to generate the particle distribution. Furthermore, we may get a convergence behavior of the global space V which is superior to the one of the local spaces V i due to the overlapping of the cover patches, see x4. ; where e l = u ?ũ l : (5.4) These convergence rates can be translated into the well-accepted h notation in the case of a uniform particle distribution and dim(V i ) = const. Here, we have h N ?1=d dof ?1=d . Therefore we get the relation ? d . For example, the 22 analogue of a convergence of the order O(h 2 ) in the L 2 -norm is achieved if we measure L 2 = ?1 for a 2D problem. The weight function W i in this experiment is the quadratic B-spline, the stretch These results demonstrate that the particle-PUM based on a pseudo Monte Carlo particle distribution matches the convergence behavior of the h-version of the nite element method on a uniform grid. Thus, our method incorporates the advantages of a particle method, but preserves at the same time the usual convergence properties of the nite element method. Example 2 (h-version of particle-PUM, singular solution). In our second experiment with an elliptic problem we consider the Laplace equation is the continuous solution to the problem. Besides a uniform particle distribution we also use a graded particle sequence (see Figure 5 .6) to cope with the singularity of the solution (5.8). Note that all particles i of the uniform distribution are interior points of the domain , i.e. i 2 n @ . We use the same weight functions and local approximation spaces as in Example 1 and a stretch parameter = 1:25 for the uniform and the graded particle distribution. We measure a convergence rate L 1 of about ?0:35 for the uniform particle distribution (see Table 5 .2). This is slightly better than the well-known convergence of the order O(h 1=2 ) of the nite element method in the L 1 -norm for this problem. Since the pointwise convergence of the nite element method in points su ciently far away from the singularity is of the order O(h 3=2 ), we can expect a convergence rate L 2 in the L 2 -norm less than ?0:75. We measure a convergence rate L 2 which is close to ?0:75 for the uniform particle distribution. Figure 5 .5 shows the solution (5.8) and the error for 256 particles of the graded particle distribution. From Figure 5 .7 and Table 5 .2 we see that the use of a graded particle distribution improves the convergence behavior of the method. Now, we measure convergence rates L 2 and L 1 of about ?0:8 in the L 2 -norm and ?0:5 in the L 1 -norm. Since the grading we employ to the particle distribution (see Figure  5 .6) is not optimal, we are not able to completely recover L 2 ;L 1 ?1. Here, error estimators for adaptive particle re nement must be developed in the future to fully Errors and convergence rates for Example 2 for the uniform particle distribution (left) and the graded particle distribution (right).
exploit the capabilities of the method.
The results from Examples 1 and 2 demonstrate that the particle-PUM does work on irregular or scattered data with roughly the same convergence behavior as the nite element method on a uniform grid. Furthermore, Example 2 indicates that we might also resolve singularities of the solution by local re nement, i.e. by increasing the particle density close to the singularity. Thus, we can achieve a similar convergence as we would obtain with an adaptive nite element method but can circumvent the geometric constraints we have to face there (angle conditions, hanging nodes, proper local grid re nement, quasi-uniformity of the grid, etc.). With the particle-PUM we may insert particles (almost) anywhere near the singularity without worrying much about the neighboring particles and their respective patch size. Example 3 (p-version of particle-PUM, smooth solution). We again consider the continuous problem from Example 1, but we will now apply the p-version of our particle-PUM. Here, the particle distribution is xed, we use 256 particles generated via a (2; 3) Halton{sequence and a stretch parameter = 1:5. The weight function used in this experiment is the well known hat function. Furthermore, we use the complete polynomials V C i as local approximation spaces with degrees p i = p and p ranging from one to ve. We choose tensor products of Legendre polynomials (see Figure 5 .2) as local basis functions. Errors and convergence rates for Example 3.
For solutions u 2 C 1 we may estimate the error u ?ũ on every cover patch ! i using the Taylor{series expansion, cf. x4. on every cover patch ! i . In our rst experiment with the p-version we choose f and g such that the continuous solution to the problem is given as u(x; y) = exp(4(x + y)):
This solution is su ciently smooth for (5.10) to hold. Therefore, we expect to see an exponential convergence in this experiment. The plots of the measured errors against the number of degrees of freedom are displayed in Figure 5 .9 (left). Their gradients as de ned in (5.4) are given in Example 4 (p-version of particle-PUM, limited smoothness of solution). In a second experiment with the p-version of our particle-PUM we choose f and g such that the continuous solution to the problem is given by u(x; y) = (x 2 + y 2 ) 5=4 :
Here, we cannot reduce (5.9) to (5.10) since (5.13) is not in C 1 . Therefore, we may not expect an exponential convergence behavior of the p-version of our particle-PUM in this experiment. We use the same particle distribution, the same cover and the same local approximation spaces V i as in Example 3 with p now ranging from one to eight. Figure  5 .10 shows the solution (5.13) and the error for p = 5. The measured errors are displayed in Figure 5 .9 (right). The corresponding rates and the measured errors are given in Table 5 .4. From these results we clearly see an algebraic convergence behavior of the p-version of our particle-PUM for problems with solutions with limited smoothness properties. A similar behavior can be observed when we employ a nite element discretization with the p-version on a xed uniform grid. This experiment again demonstrates that the p-version of the particle-PUM based on a pseudo Monte Carlo particle distribution converges as well as the corresponding p-version of the nite element method. In summary the results of our numerical experiments with the h-and p-version of our particle-PUM applied to elliptic problems clearly show that the method possesses the advantages of a particle method. At the same time, it exhibits a convergence behavior similar to that of the respective version of the nite element method. with vanishing Neumann boundary conditions @u=@n = 0 on ? := @ and initial value u(x; 0) = exp(?100(x 2 + y 2 )) in := (?0:5; 0:5) 2 . For this parabolic model problem we use the random walk process as described in x2 to simulate the di usive transport on the particle positions. Furthermore, we reduce the parabolic problem to a sequence of elliptic problems via an implicit Eulerian time discretization. We employ the shape functions from the PUM based on the particle positions after the random walk process to discretize the elliptic problem in every time step. Here, the weight functions W i are the hat functions. The stretch parameter in this experiment is = 1:25. As local approximation spaces V i we use the complete quadratic polynomials V C i . The particle distributions and isolines of the solution for the time steps 5, 15, 25 and 35 with t = 10 ?3 are displayed in Figure 5 .12. Here, we clearly see the di usive particle transport and the reduction of the total number of particles over time. We start with 469 particles (see Figure 5 .11) and after 35 time steps there are only 374 left. This is due to the di usion and the out ow of the particles (Neumann boundary conditions). The solution gets smoother over time due to the di usion. Here, the solution can be resolved to the same accuracy as the initial value with fewer unknowns, i.e. a successively reduced number of particles is su cient to give a good approximation. At the same time less computational work is necessary. operator @ @t +vr and a parabolic operator @ @t ? . Then, we apply the corresponding particle method to the resulting hyperbolic (see x3, x5.1) and parabolic problem (see x2, x5.3). Again, we use hat functions as weight functions W i for the construction of the partition of unity f' i g. The stretch parameter during the construction of the cover f! i g in this experiment is = 1:25. As local approximation spaces V i we use the complete quadratic polynomials V C i . The particle distributions and isolines of the solution for the time steps 2, 4, 6 and 8 with t = 10 ?3 are displayed in Figure 5 .13. Here, we see that the di usive particle movement together with the particle movement induced by the Lagrangian discretization of the convective terms of (5.15) causes the particles to follow the solution over time. Thus, we have roughly the same number of degrees of freedom for the resolution of the solution in every time step. Note that the Lagrangian treatment of the convection part circumvents the stability problems we might experience with a nite element discretization for the convective terms of (5.15) . Further experiments showed the expected discretization error in space of order O(N ?1:5 ) which is due to the quadratic ansatz space, and the expected discretization error and in time of order O( t 2 ) which is due to the rst order implicit Eulerian time discretization.
6. Concluding remarks. We presented a meshless Lagrangian discretization method for instationary convection-di usion problems. The method combines a particle approach and a meshless method for the generation of shape functions and the adaptation of the distribution of nodes (particles). We gave the details of the implementation and results of our numerical experiments. They showed that the convergence properties of the h-and p-version of our particle-PUM for elliptic problems are comparable to those of the h-and p-version of the FEM respectively. Up to now, the method is in an experimental state and is surely not yet competitive to existing grid-based methods. The e ciency of the method has to be improved. The most room for improvement is during the construction of a cover, the integration of the shape functions and the iterative solution of the resulting saddle point problem. Furthermore, adaptive re nement, i.e. the proper insertion of particles (h-version) as well as the local increment of the degree of the polynomials used (p-version) or both together (hp-version) need the development of reliable local error indicators and estimators. Moreover, an adaptive control of the time step size, the use of local time stepping methods and the choice of more sophisticated operator splittings could further improve the performance of the method for time-dependent problems.
In summary, much additional work remains to be done, but the results presented in this paper demonstrate the promising properties of the particle-PUM and encourage its further development.
