Abstract. Let M,(n) denote the number of multiplications required to compute the coefficients of the product of two polynomials of degree n over a q-element field by means of bilinear algorithms. It is shown that M,(n) 5 3n -o(n). In particular, if q/2 < n d q + 1, we establish the tight bound M,(n) = 3n + 1 -1 q/2 1. The technique we use can be applied to analysis of algorithms for multiplication of polynomials modulo a polynomial as well.
Introduction
In infinite fields it is possible to compute the coefficients of the product of two polynomials of degree n in 2n + 1 nonscalar multiplications. It is known from [ 181 that each algorithm for computing the above product in 2n + 1 nonscalar multiplications must evaluate the multiplicands at a minimum of 2n distinct points, multiply the samples, and interpolate the result. However, in finite fields, this method fails if 2n exceeds the number of field elements. Thus, in general, the above bound cannot be achieved in finite fields.
Let F, denote the q-element field and let M,(n) denote the number of multiplications required to compute the coefficients of the product of two polynomials of degree n over F, by means of bilinear algorithms. In this paper we prove that for any q we have M,(n) 2 3n -o(n). The best lower bound on M,(n) known from the literature, cf. [2] , [3] , [9] , [l I], and [12] , states that M,(n) is bounded from below by the minimum length of a linear code over F, of dimension n + 1 and minimal distance n + l,l,' which implies the following linear lower bounds on K(n). Mb) 2 (2 + l/tq -l))n -o(n), if q 2 3, and, for large values of n, k&(n) L 3.52n. However, an easy calculation based on the Gilbert-Varshamov upper bound on the length of linear codes, cf. [ 14, Theorem 4.7 , p. 871, shows that for q r 7 there exist linear codes of dimension n + 1, minimal distance n + 1, and length 2.9n, say. (Actually, it is not hard to show that there exists a linear code of dimension n + 1, minimal distance n + 1, and length (2 + 0( l/in q))n. Hence, the constant factor of the linear lower bound established in [2] , [3] , [9] , [ 1 I] , and [ 121 tends to 2, when q tends to infinity.) Thus, if q I 7, the 3n -o(n) lower bound cannot be achieved by the previously known technique. For q = 3, 4, 5, it is unknown whether or not there exist linear codes of dimension n + 1, minimal distance n i-1, and length less than 3n; but the best-known lower bound on the length of such codes is (2 + l/(q -1))n -o(n). Therefore, in these cases, the 3n -o(n) lower bound on M,(n) can be considered as an improvement of the known one as well. The only case where the 3n -o(n) lower bound is worse than the bound given by the code length is that of q = 2. However, in this case, our technique also allows to obtain an alternative proof of the known lower bound.
If q/2 < n 5 q + 1, the method we use provides the tight bound of M,(n) = 3n + 1 -Lq/2A. ( As it has been mentioned earlier, if n 5 q/2, then M,(n) = 2n + 1.) All these tight bounds are new and cannot be achieved by the technique based on coding theory.
Although we consider only bilinear algorithms and the lower bound we present is linear, the result seems to be of interest, since the constant factor of that bound is independent on q, and in view of quasi-linear upper bound offu(n) . n, established in [ 111. Here f,(n) is a very slowly growing function of n defined recursively as follows (1) f,(l) andS,W = 5.
(2) f2(3) = h(3) = 2 and f,(3) = +, if q > 3. (3) If n r 4, thenf,(n) = 2f,(flog,2(q -1)nl).
In fact, the asymptotic behavior off,(n) is similar to the behavior of the function 21°gj", where log,*n is the inverse of the function G,(n), defined recursively by G,(O) = q and G,(n + 1) = qGJn).
It is known from [ 161 that if a set of bilinear forms over an infinite field can be computed in t multiplications/divisions, then it can be computed in t multiplications by a bilinear algorithm whose total number of operations differs from that of the original one by a factor of a small constant. But it is unknown whether a similar result holds for finite fields. However, one can easily prove that bilinear algorithms for computing a set of bilinear forms are optimal within the algorithms without divisions. Also we would like to note that all the algorithms for polynomial ' The definitions of a linear code can be found in the end of Section 7. 2 Actually, the bound established in [9] and [ 1 l] concerns the number of multiplications required to compute the product of two polynomials of degree n modulo an irreducible polynomial of degree n + 1. It is unknown whether this bound follows from the same bound on M,(n), since, unlike in the case of infinite fields, it is unknown whether computing the product modulo an irreducible polynomial requires less multiplications than computing the product itself, cf. [ 1 I] . In any case, the above bound on the number of multiplications required to compute the product of two polynomials modulo an irreducible polynomial, and even a more general result, can be easily obtained by our method, cf. Corollary 5 to Lemma 7 in the end of Section 7. multiplication over finite fields known from the literature are bilinear, cf. [ 1 I] and [15] .
The proofs are based on the theory of linear recurring sequences and an analysis of Hankel matrices3 representing bilinear forms defined by linear combinations of the coefficients of the product of two polynomials. This technique can be also applied to analysis of algorithms for multiplication of polynomials modulo a polynomial.
The paper is organized as follows. In the next section we give the statements of the main results. In Section 3 we introduce some notation and definitions, and prove the major auxiliary technical lemmas. The proofs of the main results are presented in Sections 4, 5, and 6. In Section 7 we consider some applications of our method to analysis of algorithms for multiplication of polynomials modulo a polynomial. Finally, in Appendix A we present an upper bound on the number of distinct irreducible factors of a polynomial over a finite field, and in Appendix B we present an optimal algorithm for computing the product of two polynomials of degree not exceeding q + 1 over FQ.
Statements of Main Results
In this paper we restrict ourselves to bilinear algorithms, which are defined below.
Let x and y be column vectors of indeterminates. A bilinear algorithm for computing a set of bilinear forms of x and y is a straight-line algorithm whose nonscalar multiplications are of the form L(x) = L'(y), where L(x) and L'(y) are linear forms of x and y, respectively, and each bilinear form is obtained by computing a linear combination of these products.
We remind the reader that F, denotes the q-element field and M,(n) denotes the number of multiplications required to compute the coefficients of the product of two polynomials of degree n over F4 by means of bilinear algorithms.
The main results of the paper are given by Theorems 1 and 2 below. THEOREM 1. For any q > 3 we have M,(n) > 3n -n/(log,n -3).
We recall that it is known from [3] that for sufficiently large n we have J&(n) > 3.52n. THEOREM 2. For any q and q/2 < n 5 q + 1 we have M,(n) = 312 + 1 -Lq/2J.
Notation and Auxiliary Lemmas
' In this section we introduce some notation and prove the major auxiliary lemmas needed for the proofs of Theorems 1 and 2.
Let k be a positive integer and let UC,, . . . , a&l be given elements of a field F. A sequence c = so, sl, . . . , si of elements of F satisfying the relation &+k = ak-1sn+k-l + ak-2sn+k-2 + " ' + a&, n=O, l,...,l-k is called a (finite kth-order homogeneous) linear recurring sequence in F. The terms so, sI, . . . , Sk-, are referred to as initial values. The polynomial
is called a characteristic polynomial of u. Proposition 1 below shows that if a finite linear recurring sequence is "sufficiently long," then it possesses an important property of infinite linear recurring sequences. ' The definition of Hankel matrices is given in Section 3. PROPOSITION 1. Let u and f(a) be as above, and let fo(a) be a characteristic polynomial of u of the minimal degree. Zf degf,(cy) + deg f(a) 5 It follows that the dimension of the affine space of the solutions of (1) 3. Let S = (Ho, H,, . . . , H,) be a set of (n + 1) x (n + 1) Hankel matrices of rank not exceeding n. If ds + rs % n, then computing the set of bilinear forms of x and y' defined by xTHoy, x~H, y, . . . , xTH,y requires at least ds + rs multiplications.
At this point we advise the reader to postpone reading the proofs of Lemmas l-3 and directly move to the next sections that contain the proofs of the main results. 
Since deg$, 5 n, it follows from (2) and Proposition 1 thatfHl(a) =&,(a) divides CL0 a,a', j = 0, 1, . . . , s. Thusf&a) divides Et0 a,x'. Hence ds 5 k, which, together with (3), implies ds + rs < n + 1. This contradiction completes the proof of Lemma 2. Cl PROOF OF LEMMA 3. By the argument at the beginning of the proof of Lemma 2, in the same notation, it suffices to show that the first ds and the last rs rows of C&o zj Hj are linearly independent over F. We break the proof of linear independence of the above set of rows into two stages. First we prove that the first ds rows of Cj=, zjH, are linearly independent. Then we prove that no nonzero linear combination over F of the last rs rows of C&o zjHj can be equal to a linear combination of its first ds rows.
To show that the first ds rows of C&o zjHj are linearly independent over F we proceed exactly as in the proof of Lemma 2. Assume, by contradiction, that for some k < ds we have C a,(z,H& + z,H'i + . -. + z,Hi.) = 0, i=O where ak = 1. Since ZO, zI, . . . , z, are indeterminates, the above identity is equivalent to C aiH: = 0, j=O,l,..., s.
i=O By Proposition 1, it follows from (4) thatf&(a) =&,(a) divides Cfao aia', i = 0, 1 * * 3 S. Thus f&a) divides Cf& ai@'. Hence ds 5 k, which contradicts our a&.tmption and proves that the first ds rows of CjZo zjHj are linearly independent over F.
To show that no nonzero linear combination over F of the last rs rows of CfEo zjHj can be equal to a linear combination of its first ds rows, assume, by contradiction, that below. First, we introduce one more notation that will be frequently used in this section. We denote the maximal possible number of distinct factors of a polynomial of degree n over Fq by i,(n). It is shown in Appendix A that for q I 3 we have i,(n) < n/(log,n -3).
LEMMA 4. Let S = (Ho, HI, . . . , Hnj be a set of(n + 1) x (n + 1) Hankel matrices that are linearly independent over F,. Then there exists a subset S' of S containing i,(n) + 1 orfewer elements such that computing the set of bilinearforms defined by (x'Hy) nESj requires at least n + 1 multiplications.
PROOF. If some H E S is of rank n + 1, the lemma, is, trivially, true, since we can take S ' = (H ). Otherwise, by Lemma otherwise.
Since the matrices Ao, A,, . . . , AZn are linearly independent, the rows of U are independent as well. This proves our contention.
Permuting the components of p, if necessary, we may assume that the first (2n + 1) columns of U are linearly independent. Hence, there exist a nonsingular (2n + 1) x (2n + 1) matrix Wand (2n + 1) x (t -2n -1) matrix V/such that wz = (L+,, VP, where I*,,+ 1 denotes the (2n + 1) x (2n + 1) identity matrix. That is, the first (2n + 1) columns of the product WU are those of Zz,,+, .
By Lemma 4, there exist i,(n) + 1 components of Wz ,which define bilinear forms whose multiplicative complexity is at least n + 1. Without loss of generality we may assume that the above bilinear forms are defined by the last components of Wz. Since the first 2n -i,(n) components of the last i,(n) + 1 rows of (L+ I , V) are zero, we have t -(2n -i,(n)) 2 n + 1. This implies t 2 3n + 1 -i,(n). Using the n/(log,n -3) upper bound on i,(n), cf. Appendix A, we obtain M,(n) = t > 3n -n/(log,n -3). Cl
Remark. Applying the argument used in the proof of Lemma 4 to 2n + 1 linearly independent Hankel matrices Ho, H, , . . . , Hzn, and assuming that deg , then there exists a subset S' of S containing L(2n -q)/2J or fewer elements such that computing the set of bilinearforms defined by {xTHy] nEs' requires at least 2n -q multiplications.
PROOF. Since q P n -1, we have 2n -q 5 n + 1. Therefore, by Lemmas 2 and 3, it suffices to show that there exists a subset S ' of S containing L(2n -q)/2J or fewer elements such that dsT + rs, r 2n -q. Similarly to the proof of Lemma 4 we shall construct S' inductively as follows. Let S' = S,. By the construction above,fs,(a) is divisible by n F, p?(a). Since H, E S', it follows that ds, + rs, = ds, + 1 = 2n -q. Obviously, the number of the elements of S ' does not exceed m. Therefore, by the definition of m, we have PROPOSITION 7. Let q be odd, rs = 2, and deg P$(CY) = 2. If there is an H, E S such that rank Rs = 2 and deg &J(Y) 2 1, then there exists a subset S' of S containing L(2n -q)/21 or fewer elements such that computing the set of bilinear forms defined by (xTHyj nEsfl requires at least 2n -q multiplications.
PROOF. It suffices to show there exists a subset S' of S containing L(2n -q)/21
or fewer elements such that ds, + rsr I 2n -q. Let rank ns = 2 and deg fHs(a) 1 1. If for no i, k < i I 1, J;I,(a) is divisible by p;(a), then, without loss of generality, we may assume that fN(a) is divisible by p, (cy). We construct S' as follows. Obviously, the number of the elements of S ' does not exceed m -1. Since q is odd, we have In view of Propositions 5-8, we may assume that q is odd, deg p?(a) = 2, and rs = 0; or q is odd, deg p$ (a) = 2, rs = 2, and for any H E S, if rank i7 = 2, then R = H. The above two cases are treated by Propositions 9 and 10 below. PROPOSITION 9. If q is odd, deg p;'l (CC) = 2, and rs = 0, then there exists a subset S ' of S containing r(2tt -q)/27 elements such that computing the set of bilinearforms defined by {xTHyjHEs, requires at least 2n -q + I multiplications.
PROOF.
Since q is odd, we have m = r(2n -q)/21. We may assume that &iy;2 ;$$ gr l,Z . . . , m.
= fHznj. Since deg fHzn(a) = 2, it follows that rank Hzn = 2.
Hence computing xTHzn y requires two multiplications. If 2n -q = 3, let S' = {Hznel, HZ,,). The inequality q r 3, implies n + 1 r 4. Hence, by Lemmas 2 and 3, computing (xTHzn-, y, xTHln y) requires at least four multiplications.
Let 2n -q 2 5. The set of bilinear forms (x~H~&~ can be computed by Since computing each xTHi y, i = 2n -m + 1,2n -m + 2, . . . ,2n, requires at least two multiplications and the number of columns of U is less than m, the matrix U has a column with two nonzero components. Permuting the columns and rows of U, if necessary, we may assume that u~-~,,,-~ and u,,,-I are not equal to zero. Then there exist nonzero a2, a3, . . . , a, E F, such that x$L aiui,m-l = 0.
Consider the matrix H defined by H = CZ2 aiH2n-m+i. Since for i = 2n -q + 1 2n, r%. is the zero matrix, R is the zero matrix as well. Then, in view of P&&tion PROOF. We may assume that 2n -q L 5. The case of 2n -q s 3 can be treated exactly as in the proof of Proposition 9. Since q is odd, we have m = r(2n -q)/21 -1. We may assume that for some j, 2n -m 5 j s 2n, rank Hj = 2, and that for each i = 1, 2, . . . , m there exists a ji, 2n -m 5 ji zz 2n such thatfHI,(a) = p:(a). Then we have (xTH2,,-,,,y, xTH+,,,+zy, . . . , xTHz,y)' = (I,,,+,, U)p, where U consists of the last m + 1 rows of V.
We have to prove that U has at least m + 1 columns. Assume, by contradiction, that U has 2n -4 -(m + 1) = m columns. Let U= (Ui,j)i=l,_,,,   m+I,j=l,,,,, m. Since computing each XTHiy, i = 2n -m, 2n -m + 1, . . . , 2n, requires at least two multiplications and the number of columns of U is equal to m, the matrix U has a column with two nonzero components. Permuting the columns and rows U, if necessary, we may assume that u,,, and u,,,+~,,,, are not equal to zero. If rank &,,-, = 2, then we proceed exactly as in the proof of Proposition 9. Otherwise we may assume that J&,-,((Y) = p?(a) and rank j??z,-,+, = 2. There exist nonzero a2, a,,, E F, such that Ca2 aiui,,-, = 0. Consider the matrix H defined by 2': ii, aiHln-,,,+i.
Sincefori=2n-q-m+ l,..., 2n, rank Ri 5 1, it follows that rank i? 5 2. Thenfj(cu) = fl ,"=;I p?(a), and, by Proposition 2, we have rank H = 2n -q -1.
On the other hand, exactly as in the proof of Proposition 9, it can be shown that the bilinear form x*Hy can be computed in 2n -q -2 multiplications. This contradiction completes the proof of Proposition 10. Cl Now the reader can easily convince himself that Lemma 5 follows from Propositions 5-10.
Notice that if n = q + 1, then in the conditions of Propositions 9 or 10 we have the tight n + 2 bound on the number of multiplications required to compute (XTH;yli=3n/2,...,2n. This bound exceeds the lower bound given by Lemma 2.
Multiplication of Polynomials Module a Polynomial
Here we consider an application of the technique developed in the previous sections to multiplication of polynomials modulo a polynomial. All the results obtained in this section are easy corollaries of Lemma 6 below. To proceed we need one more notation. For polynomials z(a) and P(a) we denote by res(z(cr), P(a)) the minimal degree residue of z(a) modulo P(a). LEMMA 6 . Let x(a) = Ca0 xiai and y(a) = CY='=o y~~j be polynomials with indeterminate coejkients, and let P(a) = (Y" -C Zj' aia' be a fixed polynomial over F of degree m > n. Let xTHy be a bilinearform defined by a linear combination of the coeficients of res(x(cy)y(a), P(a)), Zf rank H 5 2n + 1 -m, then fH(a) divides P(a), and rank R = 0.
PROOF. Let xTHy be a bilinear form defined by a linear combination of the coefftcients of res(x(a)y(cu), P(a)). First we contend that if H = H(a), then P(a) is a characteristic polynomial of U. Since the set of all linear recurring sequences satisfying the same recurrence is a linear space over F, we may assume that xTHy is defined by a coefficient of res(x(a), y(a), P(a)). Let x(a)y('~) = z(a) = C:Z, ziai, and let res(z(a), P(a)) = J$z<' Uiai, where U; = C$& Si,jZj, i = 0, 1, . . . , m -1. We have to prove that P(a) is a characteristic polynomial of bi = s;,~, Si,, , . . . , si,2,,, i=O, l,..., m-1. To prove the lower bound stated in the corollary we proceed as follows. Assume that computing res(x(a)y(a), P(a)) can be performed in t multiplications. Let res(x(cY)y(cY), P(o)) = x:=0 u;cyi, IJ = (z&J, UI, . . . , u,)~, and let p be a t-dimensional vector of products of linear forms of x and y such that II = Up, where U is an (n + 1) x t constant matrix. We have to prove that t 2 2n + 2 -k. Exactly as in the proof of Theorem 1, it can be shown that there exists a nonsingular matrix W such that Wu = (I,+, , V)p. LetS= (&,H,,. .
. , H, ) be the set of Hankel matrices representing the bilinear forms defined by the components of Wu. If there exists an H E S such that rank H = n + 1, then V must have at least n columns, which implies t = 2n + 1 z 2n+2-k.IfrankHj5n,i=0, l,..., ir2, then it follows from Lemmas 1 and 6 thatf&a) = P(a) and rs = 0. Exactly as in the proof of Lemma 4, we can find a subset S' of S containing at most k elements such that ds, = n + 1. Then, exactly as in the proof of Theorem 1, we have t -(n + 1 -k) 2 n + 1, or tr2n+2-k. 0
The following corollary is a partial case of the direct sum conjecture conjectured by Strassen in [ 161.
Let B = B(x, y) be a finite set of bilinear forms of x and y over a field F. &B) denotes the minimal number of multiplications required to compute all the forms of B by means of bilinear algorithms over F. PROOF. Obviously, computing res(x(cu)y(cy), P(a)) can be performed in 2n + 1 multiplications by first computing the product x(cu)y(c~), and then reducing it modulo P(a). To prove the lower bound stated in the corollary we proceed as follows. Assume that computing res(x(a)y(a), P(a)) can be performed in t multiplications. Let res(x(a)y(a), P(a)) = CZ' Uia', and let u = (UO, uI, . . . , u,-,)~. Let p be a t-dimensional vector of products of linear forms of x and y such that u = Up, where U is an m x t constant matrix. We have to prove that t 2 2n + 1. As in the previous proofs, it can be shown that there exists a nonsingular matrix W such that Wu = (Im, V)p.
Let S = (HO, H,, . . . . H,,,-, 1 be the set of Hankel matrices representing the bilinear forms defined by the components of Wz. If there exists an Hi E S such that rank H, > 2n + 1 -m, then V must have at least 2n -m columns, which implies t r 2n + 1. Otherwise, by Lemmas 1 and 6, we have ds 1 m. Then, as in the proof of Lemma 4, one can show that there exists a subset S' of S containing at most k elements such that ds, z n + 1. By Lemma 2, we have PF( (xTHy))~,~, 1 n + 1. Then, exactly as in the proof of Theorem 1, we have t -(m -k) 1 n + 1. Since m -k 1 n the above inequality implies t z (m -k) + (n + 1) z 2n + 1. Cl COROLLARY 4. Let the field of constants be infinite. Let n be even and let P(a) = n .W2 p?(a) be a fixed polynomial of degree n + 2 with its factorization into irreducible factors pl(cu), p2(~), . . . , P,+,,&(Y) such that deg p?(a) = 2, i = 1, 2, . . . . 1 + n/2. Let x((u) and y(a) be polynomials of degree n with indeterminate coeficients. Then computing res(x(a)y(a), P(a)) requires exactly 3 + 3n/2 multiplications.
The proof of Corollary 4 is similar to the proof of Proposition 9 and will be omitted. Notice that in Corollaries 3 and 4 the degree of the moduli is greater than n+ 1.
In order to state one more corollary to Lemma 6 we need the following definition:
Definition. Let Fk be the k-dimensional vector space over a field F, and let h, . . . , ek) be a fixed basis of Fk. Let COROLLARY 5. Let x(a) and y(cr) be polynomials with indeterminate coeficients of degree n over a field F, and let P(a) be a fixed polynomial of degree m > n. If P(a) has no factors of degree less than 2n + 2 -m, then the number of multiplications required to compute res(x(a)y(a), P(a)) by means of a bilinear algorithm over F is not smaller than the minimum code length of linear codes over F of minimal distance 2n + 2 -m and dimension m. In particular, $F is infinite, then computing res(x(cu), y(o), P(a)) requires exactly 2n + 1 multiplications.
For an irreducible polynomial P(a) and m = n + 1; and for an irreducible polynomial P(a) and any m 2 n + 1 the above corollary was obtained in [ 1 l] and [9] , respectively. =&.
The proof of Lemma Al will be completed if we show that k + > lo&n, or, equivalently, if we show that n < qk+'. Since n = C$f jN,(j) + km I C,"=, jlv,(j), the desired inequality follows from the estimation below. M,(n) z 3n -log,nn hJog,n has been established by Walter Baur in 1985 by a different method. This result has never been published.
