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REGULARITY OF THE PLURISUBHARMONIC ENVELOPE IN
STRICTLY PSEUDOCONVEX DOMAINS
SŁAWOMIR DINEW
Abstract. We study the plurisubharmonic envelopes of functions in the setting of
domains in Cn. In particular we prove a complex analogue of a result of De Philip-
pis and Figalli concerning the optimal regularity of such envelopes in smooth strictly
pseudoconvex domains.
1. Introduction
Let V be a domain in Rn. For a continuous function v : V → R the convex envelope
Γv of v is given by
(1) Γv(x) := sup { l(x)| l − affine , l ≤ v in V } .
Thus Γv is the largest convex function which is majorized by v.
The convex envelope Γv has proven to be a very eﬀective tool in the theory of second
order elliptic equations. It appears naturally in the various Alexandrov-Bakelman-Pucci
type estimates (see, for example [CC95]). The estimation of the size of the contact set
{Γv = v } is also pivotal in establishing Krylov-Safonov type theorems- [KS79]. Hence-
forth it is natural do study Γv for its own sake. In particular a basic problem is to
establish the optimal regularity of Γv under suitable assumptions on the constraint v and
the geometry of the considered domain.
While there are fairly standard tools for establishing the Ho¨lder regularity of the en-
velope under regular data (see for example [Wa68]) any better than C1 estimate requires
rather sophisticated reasoning. The major problem is to establish the bounds oﬀ the
contact set where, in a viscosity sense, Γv satisﬁes the fully degenerate elliptic equation
det(D2Γv) = 0. It should be mentioned that classical counterexamples show that one
cannot expect in general Γv to be better than C
1,1 no matter how smooth v and the
boundary of the domain are. We refer to [DPF15] for a complete overview of examples
in the theory.
A detailed regularity study of Γv has been accomplished in [DPF15]. In particular the
Authors have obtained optimal results both in terms of interior and global regularity. To
state their local result one needs to recall the notion of a quasiconcave function:
For α ∈ (0, 1] v is said to be (1 + α)-quasiconcave if there are universal constants r0
and C, such that for every x0 ∈ Ω there is a slope px0 ∈ R
n and the function v satisﬁes:
∀x ∈ Ω ∩ B(x0, r0) v(x) ≤ v(x0) + px0.(x− x0) + C|x− x0|
1+α.
Theorem 1. Let α, β ∈ (0, 1], V be a bounded convex domain of class C1,β and
v : V → R be a globally Lipschitz function which is (1 + α)-semiconcave in V . Then
Γv ∈ C
1,min {α,β }
loc (V ).
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In particular one obtains interior C1,1 regularity in a C1,1 domain with C1,1 data.
For the global regularity one needs to assume substantially more:
Theorem 2. Let V be a bounded uniformly convex domain of class C3,1 and let
v ∈ C3,1(V ). Then Γv ∈ C
1,1(V ).
It has to be mentioned that both proofs crucially rely on tools from convex geometry
and it does not seem easy to adjust them to diﬀerent settings.
In complex analysis there is a very natural generalization of Γ known as the plurisub-
harmonic envelope. Given a domain Ω in Cn and an upper semicontinuous function
v : Ω → R it is deﬁned by
(2) Uv,Ω(z) = Uv(z) := sup {u(z)|u ≤ v on Ω },
where the supremum is taken over all plurisubharmonic functions in Ω (the inequality on
the boundary is to be understood as limsupz→z0∈∂ Ωu(z) ≤ v(z0)). The upper semiconti-
nuity assmption guarantees that Uv is itself plurisubharmonic.
In fact such constructions were known already by Bremermann [Br56] and they were
used to study domains of holomorphy. Later on envelopes with v being the negative of a
characteristic function of a subset E of Ω (known as relative extremal functions) turned
out to be a very useful tool in pluripotential theory- we refer to [K05] for the details.
It is thus also of interest to study the optimal regularity of the plurisubharmonic
envelope. Again due to the degeneracy of the problem the best one can expect is that
Uv ∈ C
1,1 as the following example due to Gamelin and Sibony [GS80] shows:
Example 3. Let Ω be the unit ball in C2 and the function v be the harmonic extension
of the boundary values given by the function
max { |z|2 − 1/2, |w|2 − 1/2 }. Then v is smooth, Ω is smoothly bounded and strictly
pseudoconvex but Uv = max { 0, |z|
2 − 1/2, |w|2 − 1/2 } ∈ C1,1(Ω) \ C2(Ω).
Our main result is the complex analogue of Theorem 2:
Theorem 4. Let Ω be a bounded strictly pseudoconvex domain of class C3,1. Let also
v ∈ C3,1(Ω). Then Uv ∈ C
1,1(V ).
The result has to be compared with other C1,1 regularity results for envelope type
functions in complex analysis (see [B01] for the pluricomplex Green function with several
poles or [G02] for the relative extremal function). There are two major diﬀerences in our
case. The ﬁrst one is that the boundary data is nonconstant which makes the boundary
estimates signiﬁcantly harder. More importantly the approximation scheme applied both
in [B01] and [G02] (which is based on ideas from [Gu98]) is not available in our case.
This is since both the pluricomplex Green function and the relative extremal function are
essentially solutions to boundary value problems for the fully degenerate Monge-Ampe`re
equation whereas in our case we get a nontrivial contribution from the Monge-Ampe`re
density of v over the contact set.
In a nutshell our proof relies on a diﬀerent approximation scheme that we learned
from [Be13, BL16] and which has been very recently used in the setting of compact
complex manifolds, see [CZ17, To17]. The technical part boils down to establish a priori
estimates which are independent on the perturbation parameter. These estimates follow
classical ideas from [CKNS85], [Gu98], [L04] and [T95] with some adjustments. The main
diﬀerence is that we work with the diﬀerence uε−v rather than with the sole approximant
uε. Thus v plays roughly a role of a subsolution as in [Gu98]. A notable exception from
this general principle is the normal-normal estimate for which the classical approach from
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[T95] doesn’t seem to work directly. The diﬃculty is explained in the course of the proof
and we show how a modiﬁed approach works.
It is interesting that similar approximation schemes, according to [BL16], were known
in the PDE community at least since [CL83, CL83]. It was Berman in [Be13] who realized
their potential in the setting of compact Ka¨hler manifolds. A bit surprisingly it seems that
analogous constructions were not used until very recently in the setting of pseudoconvex
domains in Cn . We refer to the article [GLZ17] for a detailed study of the convergence
of this approximation scheme.
It is easy to see that our proof applies mutatis mutandis to the real case thus providing
an alternative proof of Theorem 2. It seems that the proof from [DPF15] is shorter.
On the other hand we believe that our approach can be applied also to other envelopes
associated to nonlinear elliptic second order equations as for example those studied in
[L04].
We also wish to remark that a close inspection of the proof, juast as in [DPF15] reveals
that the exact regularity of v needed is v ∈ C1,1(Ω) ∩ C3,1(∂ Ω).
Returning to Theorem 1 it has to be mentioned that in general the interior regularity
theory for the complex Monge-Ampe`re equation is heavily underdeveloped especially if it
is compared to the real Monge-Ampe`re theory. An analogue of Theorem 1 would require
an argument resembling interior C1,α estimate for the complex Monge-Ampe`re equation
which is a long standing open problem in the ﬁeld. Nevertheless we have a positive result
in the case when Ω is a ball. Note that in the complex case the semiconcavity is deﬁned
as follows: v is (1 + α)-quasiconcave if it is locally Lipschitz and there are universal
constants r0 and C such that at any z0 where v is diﬀerentiable one has
v(z) ≤ v(z0) + 2Re(∇v(z0).(z − z0)) + C||z − z0||
1+α
provided z ∈ Ω∩B(z0, r). v is said to be locally (1+α)-quasiconcave if for any relatively
compact set K ⊂ Ω there is a constant C = C(K) such that the above inequality holds
for all z0 ∈ K, z ∈ Ω ∩B(z0, r).
Proposition 5. Let α, β ∈ (0, 1], B be a ball in Cn and v : B → R be a globally Lipschitz
function which is (1 + α)-semiconcave in V . Then Uv is locally (1 + α)-quasiconcave in
B.
The proof of this proposition is in fact an easy application of the Bedford-Taylor
argument (compare [BT76]). What makes the argument noteworthy is that it is a complex
argument- it cannot be repeated in the real case.
2. Preliminaries
Throughout the note Ω will denote a domain in Cn . Let u be a plurisubharmonic
function in Ω i.e. an upper semicontinuous function which is locally integrable and
i ∂ ∂¯u ≥ 0 in the distributional sense i.e. i ∂ ∂¯u is a closed positive (1, 1) current. If u is
moreover locally bounded, Bedford-Taylor theory ([BT82], see also [K05]) allows one to
deﬁne inductively the positive currents
(i ∂ ∂¯u)k+1 := i ∂ ∂¯(u(i ∂ ∂¯u)k)
and hence the Monge-Ampe`re measure det(uij¯) := (i ∂ ∂¯u)
n.
Recall that a domain is called hyperconvex if it admits a nonpositive plurisubharmonic
exhaustion function i.e. ρ : Ω → R−, such that ∀t > 0 the set { u < −t } is empty or
relatively compact in Ω. It is easy to see that hyperconvex domains are in particular
pseudoconvex.
The following result of Blocki [B96] will be used later on:
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Proposition 6. If Ω is a bounded hyperconvex domain the the Dirichlet problem

bΩ ∈ C(Ω), bΩ − plurisubharmonic;
det(bΩ,ij¯) = 1;
bΩ|∂Ω = 0
admits a unique solution which we shall refer to as the Blocki function. Furthermore the
Dirichlet problem is solvable for any boundary data which match the boundary values of
a continuous plurisubharmonic function.
A fundamental fact exhibiting the ellipticity of the complex Monge-Ampe`re operator
is the following comparison principle:
Proposition 7. If u, w are two plurisubharmonic functions in a domain Ω such that
liminfz→∂Ω(u− w)(z) ≥ 0, then∫
{u<w }
det(wij¯) ≤
∫
{u<w }
det(uij¯).
For more details regarding pluripotential theory we refer to [K05].
The following basic global regularity theorem for the complex Monge-Ampe`re eqaution
is due to Caﬀarelli, Kohn, Nirenberg and Spruck. We state it in a version that will be
used later on
Theorem 8. Let Ω be a bounded strictly psudoconvex domain of class C3,1. Let also
ϕ ∈ C3,1(∂ Ω). For a fixed number c ≥ 0 and a function g ∈ C1,1(Ω) the Dirichlet problem

u ∈ C(Ω), u− plurisubharmonic;
det(uij¯) = e
cu(z)+g(z);
u(z)|∂ Ω = ϕ(z)
admits a unique solution u ∈ C1,1(Ω).
Note that in particular it implies that if Ω is as above then the Blocki function bΩ is
C1,1 smooth up to the boundary and in particular it is strictly plurisubharmonic with a
uniform positive lower bound on the eigenvalues of its complex Hessian.
Notation. By C,Ci we shall denote diﬀerent constants that depend only on the
quantities that are controlled. In particular these may change from line to line. δij will
denote the Kronceker delta while ui = ∂i u will denote the partial derivative
∂ u
∂ zi
. An
exception is made for uε which denotes the solution to the Dirichlet problem (3). If both
coeﬃcient indices and deriatives occur at the same place the derivatives will appear after
a comma. We hope that it will cause no confusion.
3. Berman approximantion scheme
Below we shall describe in the setting of domains in Cn the approximating scheme of
Berman [Be13]. We restrict ourselves to a special case which will be the one that will be
needed later. For a general discussion of the scheme in less regular domains we refer to
[GLZ17].
Theorem 9. Let Ω be a bounded strictly pseudoconvex domain in Cn with C3,1 boundary
and v : Ω → R be a function belonging to C1,1(Ω) . Fix ε > 0 and consider the Dirichlet
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problem
(3)


uε ∈ C(Ω), uε−plurisubharmonic in Ω;
det(uε,i j¯ ) = exp((uε−v)/ ε)
u|∂Ω = v.
Then
(1) The solution to this problem exists and is unique;
(2) There is a constant C dependent only on v and Ω, such that uε ≤ v + C ε. In
particular uε−C ε ≤ Uv;
(3) For the same constant C and 0 < ε1 < ε2 we have uε2 − uε1 ≤ C(ε2− ε1);
(4) Uv ≤ uε− ε bΩ − n ε log(ε).
In particular limε→0+ uε = Uv and the convergence is almost monotone.
Proof. 1) is a consequence of the regularity theory for the complex Monge-Ampe`re equa-
tion. We refer to [K05] for the existence and uniqueness of the solutions.
Let us start with 2). Suppose ﬁrst that v is C∞ smooth up to the boundary. By the
basic reslut from [CKNS85] we obtain that uε is also smooth up to the boundary. Fix a
point z where the diﬀerence uε−v reaches its maximum. Two cases may occur.
If z ∈ ∂ Ω then uε−v ≤ 0 and the claimed inequality is obviously true.
If in turn z is an interior point then i ∂ ∂v ≥ ∂ ∂ uε at z and hence
det(v,ij¯) ≥ det(uε,ij¯) = exp((uε−v)/ ε).
Note however that the left hand side is bounded from above by a constant dependent
only on the C1,1 norm of v. If we denote it by exp(C) the claimed inequality holds at the
maximum point and hence everywhere.
Now v is C1,1 smooth take a sequence v(n) of smooth approximants decreasing to v
and converging in C1,1 sense. Apply the previous reasoning to v(n) and the corresponding
solutions u
(n)
ε . Note that uε ≤ u
(n)
ε for every n since if not the set U = { uε > u
(n)
ε } would
have to be of positive measure and relatively compact in Ω. Then by the comparison
principle∫
U
exp((uε−v)/ ε) =
∫
U
det(uε,ij¯) ≤
∫
U
det(u
(n)
ε,ij¯
) =
∫
U
exp((u(n)ε − v
(n))/ ε)
<
∫
U
exp((uε−v)/ ε),
a contradiction.
Hence uε ≤ u
(n)
ε ≤ v(n)+Cn ε. Note however that the constants Cn are uniformly under
control (recall that they depend on the C1,1 norms of v(n)). Letting ﬁnally n to inﬁnity
gives us the claimed result.
To prove 3) suppose that the set V = { uε1 + C(ε2− ε1) < uε2 } is not empty. It is
obviously relatively compact in Ω hence by the comparison principle
∫
V
exp((uε2 − v)/ ε2) =
∫
V
det(uε2,ij¯) ≤
∫
V
det(uε1,ij¯)
=
∫
V
exp((uε1 − v)/ ε1) ≤
∫
V
exp((uε2 − v − C(ε2− ε1))/ ε1).
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Exploiting now the non positivity of uε2 − v − C ε2 the latter integral is bounded by∫
V
exp((uε2 − v − C ε2)/ ε2+C) =
∫
V
exp((uε2 − v)/ ε2).
Thus we have a string of equalities rather than inequalities, but the second one is
strict unless we integrate over a Lebesgue measure zero set. But V has positive Lebesgue
measure if it is non empty, a contradiction.
Finally 4) can be proven as follows: Suppose that the set
W = { uε < Uv + ε bΩ + n ε log(ε) }
is non empty. Just as in 2) we obtain
εn V ol(W ) =
∫
W
det(ε bΩ,ij¯) ≤
∫
W
det(Uv,ij¯ + ε bΩ,ij¯)
≤
∫
W
det(uε,ij¯) =
∫
W
exp(uε−v)/ ε) ≤
∫
W
exp((Uv − v + ε bΩ + n ε log(ε))/ ε)
≤
∫
W
εn dV,
where the last inequality follows from the bounds Uv − v ≤ 0, bΩ ≤ 0. Again the second
inequality is strict unless the volume of W is zero, a contradiction.

4. Proof of Theorem 4
Given a strictly pseudoconvex domain Ω of class C3,1 and a C3,1(Ω) function v by
Theorem 9 the envelope Uv can be approximated uniformly by functions uε. For each
ﬁxed ε one can apply the main result from [CKNS85] to obtain uε ∈ C
1,1(Ω). Thus it
suﬃces to prove that the C1,1 norms of uε are bounded independently of the parameter
ε. This will be accomplished in several stages.
Uniform estimate.
uε is trivially bounded from above by max∂ Ω v. To get uniorm lower bound one can
exploit 3) in Theorem 9 (uε will be controlled from below by u1, say). Alternatively from
2) in Theorem 9 one gets an upper bound for the Monge-Ampe`re measure of uε and hence
for a largeM under control the function v+MbΩ is a plurisubharmonic subsolution which
bounds all uε from below.
C1 estimate on the boundary.
Note that the harmonic extension of v|∂Ω majorizes uε for any uε with equality on the
boundary which gives one sided estimate for the normal derivative. To get a barrier from
below one uses as in the previous step v +MbΩ for large M under control (recall that
in our setting bΩ ∈ C
1,1(Ω) by [CKNS85]). The tangential derivatives of uε coincide with
these of v and hence are also under control.
Global C1 estimate.
We ﬁx ε > 0 in what follows. In order to simplify the notation from now on uε will be
denoted simply by u. Taking the logarithm in equation (3) and diﬀerentiating one gets
the formula
(4)
∑
i,j
uij¯uij¯k =
uk − vk
ε
,
where uij¯ denotes the inverse transposed matrix of uij¯.
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Consider the elliptic operator L :=
∑
i,j u
ij¯ ∂i ∂ j¯ . Exploiting (4) one has
L(|∇u|2) = uij¯(uij¯kuk¯ + uij¯k¯uk + uik¯ukj¯ + uikuj¯k¯)
≥ 2Re[uk(uk¯ − vk¯)]/ ε .
The latter quantity is clearly bounded from below by [2||∇u||2 − 2||∇u||||∇v||]/ ε. If
the maximum of ||∇u|| happens to be at a point z in ∂ Ω our previous considerations yield
a global bound. If in turn z is in the interior of Ω then L(||∇u||2) has to be nonpositive
at z. But this yields that
0 ≥ 2||∇u||2 − 2||∇u||||∇v|| ≥ 2||∇u||2 − 2||∇u||C,
since the gradient of v is uniformly bounded. It is then obvious that ||∇u|| is bounded
from above.
C2 estimates- reduction to boundary estimates.
Our next step will be to bound the global C2 norm of u by the boundary C2 norm. The
proof of this fact is fairly standard (see [CKNS85], [T95]).
First, we claim that it is enough to bound uζ ζ from above for any unit vector ζ ∈ R
2n.
Indeed, ﬁx z ∈ Ω and let J denotes the standard complex structure on Cn . Then the
real 2-dimensional plane passing through z and spanned by directions ζ, J ζ is a complex
line and thus u is subharmonic when restricted to this line. Hence uζ ζ(z)+uJ ζ J ζ(z) ≥ 0
and so upper bounds in every direction yield also a lower bound. Finally the bounds on
second order mixed derivatives follow from a standard polarization argument.
Let us thus ﬁx a direction ζ. Taking once again the logarithm on both sides of equation
(3) and diﬀerentiating twice in direction ζ we get
(5)
∑
i,j
uij¯uij¯ ζ ζ −
∑
i,j,m,n
uim¯unj¯unm¯ ζuij¯ ζ =
(uζ ζ − vζ ζ)
ε
.
Thus
L(uζ ζ) =
∑
i,j
uij¯uij¯ ζ ζ =
(uζ ζ − vζ ζ)
ε
+
∑
i,j,m,n
uim¯unj¯unm¯ ζuij¯ ζ
≥
(uζ ζ − vζ ζ)
ε
.
Again, if the maximum of uζ ζ occurs at an interior point z the function L(uζ ζ) is non-
positive there and we obtain
uζ ζ(z) ≤ vζ ζ(z) ≤ C.
It remains to check the case when the maximum occurs at the boundary.
C2 bounds on the boundary: tangential-tangential estimates.
As usual the tangential-tangential estimates are the simplest ones.
Pick a point z ∈ ∂ Ω and a vector ζ of unit length which is tangent to ∂ Ω at z. Pick
any real unitary tangential vector ﬁeld ξ = ξxn
∂
∂ xn
+ ξyn
∂
∂ yn
which extends the tangent
vector ζ.
Then
0 = ξ(ξ(u− v))(z) = ζyk(ξys)yk(u− v)ys(z) + ζyk(ξxs)yk(u− v)xs(z)
+ ζxs(ξyk)yk(u− v)yk(z) + ζxk(ξxs)yk(u− v)xs(z) + uξξ(z)− vξξ.
Thus
uζ ζ ≤ C(||v||C1,1, ||∇u||, ||∇v||, ∂Ω).
Tangential-normal estimates.
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We shall exploit an idea that we learned form [B05] (see also [T95], [Gu98] and [L04]).
Pick again a point z ∈ ∂ Ω. After an aﬃne change of coordinates we may assume that
z = 0 and locally ∂ Ω = {(z′, φ(z′, yn), yn) } for a function φ ∈ C
3,1. Close to zero
Ω coincides with { z| xn > φ(z
′, yn) }. We may further assume that φ(0) = φyk(0) =
φxs(0) = 0, k = 1, · · · , n, s = 1, · · · , n− 1 (see [L04]).
Consider the quantity
T = (u− v)xt +
∂ φ
∂ xt
(u− v)xn
for a ﬁxed t = 1, · · · , n − 1. Note that at 0 the vector ∂
∂ xn
is the inner normal and
∂
∂ xt
+ ∂ φ
∂ xt
∂
∂ xn
is a tangential vector for any z ∈ ∂ Ω close enough to zero, hence T (z) = 0
for z ∈ ∂ Ω (and close enough to zero).
Note that
L(T ) =
∑
i,j
uij¯Tij¯ =
∑
i,j
uij¯(uij¯xt − vij¯xt + φixtuj¯xn + φj¯xtuixn
+ φxtuij¯n + φij¯xtuxn).
Coupling (4) and (5) the latter quantity is equal to
(u− v)xt + φxt(u− v)xn
ε
+
∑
i,j
uij¯(φij¯xtuxn − vij¯xt) + 2Re(
∑
i,j
uij¯uj¯xnφixt).
The ﬁrst term is obviously equal to T/ ε. The second one is bounded in absolute value
by C1u
i¯i for a constant C1 dependent only on φ, ||∇u|| and ||∇
3v||. The equality ∂
∂ xn
=
2 ∂
∂ zn
+ i ∂
∂ yn
yields that the third term is equal to
4φxnxt − 2Im(u
ij¯uj¯ynφixt) =
4φxnxt − 2Im(u
ij¯(u− v)j¯ynφixt) + 2Im(u
ij¯vj¯ynφixt).
Notice also that
L((u− v)2yn) =
2((uyn − vyn))
2
ε
+ 2uij¯(u− v)iyn(u− v)j¯yn .
Coupling these equalities we obtain
L(±T + u2(u−v)yn/2) ≥
±T + (uyn − vyn)
2
ε
+ 4φxnxt − C1
∑
i
ui¯i
−
∑
i,j
uij¯φj¯xtφixt/2 + 2Im(
∑
i,j
uij¯vj¯ynφixt)
≥
±T + (uyn − vyn)
2
ε
− C2(1 +
∑
i
ui¯i)
for some universal constant C2 that depends on C1 and the C
2 norm of φ and v.
Note that ∂
∂ yn
is a tangential vector at zero hence |(u − v)yn(z)| ≤ C3|z| for z ∈ ∂ Ω.
Taking then C4 large enough we obtain ±T + (u− v)
2
yn/2−C4||z||
2 is nonpositive at ∂ Ω
close to zero. If we ﬁx a suﬃciently small radius r > 0 and enlarge C4 if needed one also
gets
±T + (u− v)2yn/2− C4||z||
2 ≤ 0
on ∂ B(0, r) ∩ Ω. Observe that
L(±T + u2yn/2− C4||z||
2) ≥
±T + (uyn − vyn)
2
ε
− C5(u
i¯i + 1)
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for a constant C5 dependent on C2 and C4.
We ﬁnally recall that from [CKNS85] that the Blocki function bΩ is strictly plurisub-
harmonic up to the boundary in our case. This implies that
∀z ∈ Ω
∂2 bΩ
∂ zi ∂ z¯j
(z) ≥ λbId
as hermitian matrices, where λb is the global lower bound of the complex Hessian of bΩ.
This implies that
L(C6bΩ) = L(C6
bΩ
2
+ C6
bΩ
2
) ≥ λb
C6
2
∑
i
ui¯i +
C6det(bΩ,ij¯)
2detuij¯
≥ C5(1 +
∑
i
ui¯i)
for a constant C6 dependent on λb.
Thus we ﬁnally obtain
L(±T + (u− v)2yn/2− C4||z||
2 + C6bΩ) ≥
±T + (uyn − vyn)
2
ε
,
and the function ±T + (u− v)2yn/2− C4||z||
2 + C6bΩ is nonpositive on ∂(Ω ∩B(0, r). At
a maximum point (if the maximum is in the interior) one has
0 ≥ L(±T + (u− v)2yn/2− C4||z||
2 + C6bΩ) ≥
±T + (uyn − vyn)
2
ε
.
But then 0 ≥ ±T+(uyn−vyn)
2 and hence ±T+(u−v)2yn/2−C4||z||
2+C6bΩ is non-positive.
In conclusion the inequality
±T + (u− v)2yn/2− C4||z||
2 + C6bΩ ≤ 0
holds in the whole B(0, r) ∩ Ω.
Exploiting the latter function as a barrier at 0 one clearly has |uxnxt | ≤ C7, where C7
depends on ∂ Ω, ||∇u||Ω, ||∇u||Ω and the tangential-tangential bounds.
The estimates of |uxnyk | are obtained in the same way using the quantity
T = (u− v)yk +
∂ φ
∂ yk
(u− v)xn.
Normal-normal estimates.
We shall exploit the method of Trudinger [T95] with an adjustment. We wish to point
out that at the boundary the Monge-Ampe`re density of u is equal to 1 which is crucial
in the argument.
Note that if ν is (1, 0) vector ﬁeld such that Re(ν) is the unit exterior normal it suﬃces
to bound uνν¯ from above, since Im(ν) is a tangential vector ﬁeld and thus uIm(ν)Im(ν) is
under control.
After a complex linear unitary change of variables at any boundary point z the Hessian
matrix of u is of the shape
(
uζi ζ¯j uζi ν¯
u
νζ¯j
uνν¯
)
where ζj are unit (1, 0) tangential vectors spanning the complex tangent space.
Thus one can write
(6) 1 = uνν¯det(u
′
ζ ζ¯) + A,
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where ′ denotes the submatrix with the last row and column deleted, while A denotes
the sum of the remaining terms in the Laplace expansion of the determinant. It is easy
to check that for a positive deﬁnite matrix the inequality A ≤ 0 holds and thus it is
suﬃcient to obtain global lower bound of det(u′
ζ ζ¯
) on ∂ Ω. We shall accomplish this,
following [T95], by establishing an upper bound on uνν¯ at a point where det(u
′
ζ ζ¯
) reaches
its minimum.
Again assume that z = 0, Re(ν) = − ∂
∂ xn
and ζj = ∂
∂ zj
at 0. We may also assume,
applying unitary linear transformation if necessary, that ∂
∂ zj
, j = 1, · · · , n − 1 are the
principal directions for the Levi form at 0 ∈ ∂ Ω. In other words we may assume that the
matrix of the Levi form in the basis ∂
∂ zj
, j = 1, · · · , n− 1 reads
(7) Lij¯(0)|
n−1
i,j=1 = κiδij¯ ,
with κi > 0 denoting the strictly positive eigenvalues of the form L(0).
In this proof we use the notation ∂i, (∂ζj ) to denote diﬀerentiation with respect to
∂
∂ zi
(resp. with respect to ζj) in order to distinguish diﬀerentiation from the coeﬃcients of
the vector ﬁelds involved.
Note that ζ¯j are also tangential vector ﬁelds hence
(8) ζ i(ζ¯
j
(u− v)) = ∂ζi(∂ζ¯j (u− v)) = 0
on ∂ Ω. Expanding (8) one obtains
(u− v)
ζi ζ¯
j = −
∑
k,l
ζ ik ∂k(ζ¯
j
l ) ∂ l¯(u− v).
Note that ∂
∂ z¯l
= νlν¯ +
∑
k ζ
k
l ζ¯
k
and all but the ﬁrst vecor ﬁelds are tangential at the
boundary, so (u− v)
ζi ζ¯
j equals
−
∑
k,l
ζ ik ∂k(ζ¯
j
l )νl ∂ ν¯(u− v).
Recall that ν is also perpendicular to ζj, hence
∑
l ζ¯
j
l νl = 0 which implies that∑
l
∂k(ζ¯
j
l )νl = −
∑
l
(ζ¯
j
l ) ∂k(νl).
Also Im(ν) is a tangential vector ﬁeld thus ∂ν(u− v) = ∂Re(ν)(u− v) at the boundary.
Coupling these equalities we obtain that
(9) (u− v)
ζi ζ¯
j =
∑
k,l
ζ ik ζ¯
j
l ∂k(νl) ∂Re(ν)(u− v)
:= Cij¯ ∂Re(ν)(u− v).
Let Gij¯ :=
∂ logdet(u′
ζi ζ¯j
)
∂ u
ζi ζ¯j
(0) denotes the inverse transposed matrix of [u′
ζi ζ¯
j ]i,j=1,··· ,n−1 at
zero.
Exploiting the minimality of det(u′
ζi ζ¯
j ) at zero and the Maclaurin inequality one obtains
(10)
∑
i,j
Gij¯(u
ζi ζ¯
j(z)− u
ζi ζ¯
j (0)) ≥ 0.
Coupling (9) with (10) one gets
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∑
i,j
Gij¯ [Cij¯(z) ∂Re(ν)(u− v)(z)− Cij¯(0) ∂Re(ν)(u− v)(0) + vζi ζ¯j (z)− vζi ζ¯j(0)] ≥ 0.
and any tangential derivative of this quantity at z = 0 vanishes.
Note that by (7) at zero we have the equality Cij¯ = ∂i(ν
j) = δij¯κi (recall that κi are
the eigenvalues of the Levi form at zero which are strictly positive by assumption).
As a result we obtain ∑
i,j
Gij¯ Cij¯(0) =
∑
i
Gi¯iκi.
By the tangential-tangential estimates the eigenvalues of Gij¯ are bounded from below
by a uniform constant δ. then Gi¯iκi ≥ nδmin { κi } ≥ δ1, where δ1 is a positive constant
under control.
The last inequality coupled with the information above yields
∂Re(ν)(u− v)(z)− ∂Re(ν)(u− v)(0)
≥ (
∑
i,j
Gij¯ [(Cij¯(0)− Cij¯(z)) ∂Re(ν)(u− v)(z) + vζi ζ¯j (0)− vζi ζ¯j(z)]/(
∑
i
Gi¯iκi)
=
∑
i,j
aij¯[(Cij¯(0)− Cij¯(z))] ∂Re(ν)(u− v)(z)
+
∑
i,j
aij¯(v
ζi ζ¯
j(0)− v
ζi ζ¯
j (z)),
where |aij¯| = |(Gij¯/(
∑
iG
i¯iκi)| ≤ C/δ1 is under control.
Next we want analogous inequality for the ∂
∂ xn
derivatives of u − v. To this end note
that
∂
∂ xn
= Re(ν)xnRe(ν) + ξ,
where ξ is a tangential vector ﬁeld. Recall that by assumption Re(ν)xn = −1+O(z) near
zero, so that Re(ν)xn is negative in a neighborhood of zero.
Since u− v vanishes on ∂ Ω the desired inequality reads
(11) ∂xn(u− v)(z)− ∂xn(u− v)(0)
≤ |Re(ν)xn |{
∑
i,j
aij¯[(Cij¯(0)− Cij¯(z))] ∂Re(ν)(u− v)(z)
+
∑
i,j
aij¯(v
ζi ζ¯
j (0)− v
ζi ζ¯
j (z))} =: f(z).
Up to this point we have followed closely the argument from [T95]. Next the idea of
Trudinger is to use
∂xn(u− v)(z)− ∂xn(u− v)(0)− f(z)− C1||z||
2 + C2bΩ(z)
as a barrier function for suitably chosen 1 << C1 << C2. The problem we have to face
in our case is when applying the operator L to such a quantity it is not possible to get a
term like f/ ε on the right hand side. To circumvent this diﬃculty, instead of f we shall
exploit a modiﬁcation of its linearization at zero.
To this end recall that inequality (11) turns into equality at zero hence the tangential
derivatives of both sides are the same at zero.
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Hence we obtain
∂ζk(f)(0) = ∂ζk(∂xn(u− v))|z=0 = ∂xn(∂ζk(u− v))|z=0
−
∑
j
∂xn(ζ
k
j ) ∂j(u− v)|z=0 = ∂xn(ζ
k
n) ∂n(u− v)|z=0
=: α(k) ∂xn(u− v)(0)
for some numbers α(k) dependent only on the geometry of ∂ Ω. Analogously
∂yn f(0) = β ∂xn(u− v)(0)
for some real number β which again depends only on ∂ Ω. In fact by commuting vector
ﬁelds as above it is easy to see that the tangential second order derivatives of f are under
control provided ||v||C3,1 is bounded. In fact all the terms in f that involve derivatives u
can be reduced using commutations to ﬁrst order derivatives.
We thus obtain that for z ∈ ∂ Ω and close enough to zero
f(z) = f(0) + 2Re(αk ∂xn(u− v)(0)zk) + β ∂xn(u− v)(0)yn + C3||z||
2
= 2Re(α(k) ∂xn(u− v)(z)zk) + β ∂xn(u− v)(z)yn + C4||z||
2,
where we used (again by commuting vector ﬁelds at the boundary points) that
| ∂xn(u− v)(z)− ∂xn(u− v)(0)| ≤ C||z||
for boundary points close enough to zero.
This modiﬁcation of f has the advantage that it is possible to obtain such a 1/ ε-term
after applying the operator L. More precisely consider the quantity
g(z) = ∂xn(u− v)(z)− ∂xn(u− v)(0)− { 2Re(α
(k) ∂xn(u− v)(z)zk)
+ β ∂xn(u− v)(z)yn }+C5(∂yn(u− v))
2(z)− C6||z||
2.
Observe that |(∂yn(u − v))
2(z)| ≤ C||z||2, since again the commuting vector ﬁelds
argument gives us uniform bounds for the tangential derivatives.
Fix C5 to be chosen later on and a small positive r > 0. Taking C6 large enough one
has g(z) ≤ 0 on ∂(Ω ∩B(0, r)). Applying L to g we have
L(g) =
∑
i,j
uij¯(u− v)ij¯xn −
∑
i,j
uij¯(2Re(αk ∂xn(u− v)(z)zk))ij¯
− β
∑
i,j
uij¯(∂xn(u− v)(z)yn)ij¯ + 2C5
∑
i,j
uij¯(u− v)yn(u− v)ynij¯
+2C5
∑
i,j
uij¯(u− v)iyn(u− v)j¯yn − C6δij¯ =: I1 + · · ·+ I6.
Of course I1 can be estimated by (u − v)xn(z)/ ε−C7
∑
i u
i¯i, while I4 is bounded from
below by 2C5((u− v)yn)
2(z)−C8
∑
i u
i¯i (here C7 depends on ||∇
3v||, while C8 on ||∇
3v||
and ||∇u||, ||∇v||).
To get a bound on I5 note that
I2 = −
∑
i,j
uij¯[2Re(α(k) ∂xn(u− v)(z)zk)]ij¯
= −2Re(α(k) ∂xn(u− v)(z)zk)/ ε−
1
2
∑
i,j
uij¯(αk(u− v)xnj¯δki + α¯
k(u− v)xniδkj)
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Exploiting as in the case of tangential-normal bound the equality ∂
∂ xn
= 2 ∂
∂ zn
+ i ∂
∂ yn
one
has
I2 ≥ −2Re(α
(k) ∂xn(u− v)(z)zk)/ ε−C9(1 +
∑
i
ui¯i)−
∑
i,j
uij¯(u− v)yni(u− v)ynj¯ ,
for some C9 dependent on the C
3 norm of v.
Analogously one has
I3 ≥ − β ∂xn(u− v)(z)yn/ ε−C10(1 +
∑
i
ui¯i)−
∑
i,j
(u− v)yni(u− v)ynj¯ .
Then
I2 + I3 + I5 + I6 ≥ −2Re(α
(k) ∂xn(u− v)(z)zk)/ ε− β ∂xn(u− v)(z)yn/ ε−C11(1 +
∑
i
ui¯i)
for some uniform constant C11. Gathering all the information about the terms Ij,
j = 1, · · · , 6 we end up with
L(g) ≥ [(u− v)xn(z) + 2C5((u− v)yn)
2(z)− 2Re(α(k) ∂xn(u− v)(z)zk)/ ε
− β ∂xn(u− v)(z)yn]/ ε−C12(1 +
∑
i
ui¯i).
Taking now C13 >> C12 we have
(12) L(g(z) + C13bΩ) ≥ [(u− v)xn(z) + 2C5((u− v)yn)
2(z)− 2Re(α(k) ∂xn(u− v)(z)zk)
− β ∂xn(u− v)(z)yn]/ ε .
Just as g the function s(z) = g(z) +C13bΩ is negative on ∂(Ω∩B(0, r)). If it has a local
maximum at a point z in Ω ∩ B(0, r), then
0 ≥ L(s)(z) ≥ [(u− v)xn(z) + 2C5((u− v)yn)
2(z)− 2Re(α(k) ∂xn(u− v)(z)zk)
− β ∂xn(u− v)(z)yn]/ ε ≥ s(z)/ ε,
which implies that s is non positive in the whole domain Ω ∩ B(0, r). Applying s as a
barrier at the point z0 = 0 yields
uxnxn(0) ≤ C14
for a constant C14 dependent on ∂ Ω, n and ||v||C3,1 .
5. Proof of proposition 5
As mentioned in the introduction the proofs relies on an argument from [BT76]. First
note that by the Walsh construction (see [Wa68, BT76, K05, B96]) it follows that Uv is
itself globally Lipschitz.
To proceed assume scaling and translating if necesary that our B is the unit ball in
Cn . Just as in [B96] consider the holomorphic automorphism of B given for a ∈ B by he
formula
Ta(z) =
a− Pa(z)− saQa(z)
1− 〈z, a〉
with Pa(z) =
〈z,a〉
||a||2
a, Qa(z) = z−Pa(z) and sa =
√
1− ||a||2 (we follow the notation from
[B96]).
Then deﬁne
L(a, h, z) := T−1a+h(Ta(z)) = Ta+h(Ta(z)).
It is easy to see that L ∈ C∞(B(0, 1− ε)× B(0, ε)× B).
Given v as in the proposition we claim that the function
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u(a)(z) := [Uv(L(a, h, z)) + Uv(L(a,−h, z))]/2 −Kh
1+α
is a candidate for the supremum once K is large enough and (a, h) ∈ B(0, 1− ε)×B(0, ε).
Indeed,
[Uv(L(a, h, z))+Uv(L(a,−h, z))]/2−Kh
1+α ≤ [v(L(a, h, z))+ v(L(a,−h, z))]/2−Kh1+α
which by the (1 + α)-quasiconvexity of v can be estimated from above at a point z by
v(z) + 〈pz, 1/2(L(a, h, z) + L(a,−h, z))− z〉+ C||L(a, h, z)− z||
1+α
+C||L(a,−h, z)− z||1+α −Kh1+α.
It is however straightforward to compute that |L(a, h, z)− z − h| = Ca(||h||
2) and the
constant Ca is uniformly controlled provided a ∈ B(0, 1− ε). Hence
u(a)(z) ≤ v(z)
if K is large enough. This immediately implies (take a = z)
Uv(z + h) + Uv(z − h)− 2Uv(z) ≤ 2K||h||
1+α.
Assume now that z ∈ B(0, 1− ε) is a point where Uv is diﬀerentiable. Integrating the
above inequality over a ball B(0, r) (for a suitably chosen r < ε) and then averaging one
obtains ∫
B(0,r)
Uv(z + h)dh/V ol(B(0, r))− Uv(z) ≤ Cr
1+α
and this inequality remains unchanged if we subtract the pluriharmonic function
h → 2Re(∇u(z)h). But by the Harnack inequality (see Lemma 4.2 in [GKZ08]) this is
equivalent to
suph∈B(0,r/2) {Uv(z + h)− 2Re(∇u(z)h) }−Uv(z) ≤ Cr
1+α
and the local (1 + α)-quasiconvexity follows.
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