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Abstract--Minimization of the norm of parametric feedback controllers which assign desired 
eigenvalues to the closed-loop system is achieved by implementation fvector companion forms de- 
scribed in an earlier paper. The simple algorithm which emerges gives insight into the mechanism 
by which parametric eigenvalue assignment is affected. A couple of numerical examples are pre- 
sented to illustrate advantages of this algorithm which easily computes the controller gain matrix 
with minimum norm. (~) 2001 Elsevier Science Ltd. All rights reserved. 
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tion. 
1. INTRODUCTION 
Minimization of the norm of feedback controllers has received considerable attention in recent 
years by many authors; for example, see [1-12]. It  is well established that the norm of the feedback 
matrix should be kept as small as possible, i.e., minimum, in order to improve the transient 
response of the closed-loop system. At the same time, it is desirable to keep the condition number 
of the closed-loop eigenvector matrix as small as possible [5]. However, these two objectives are 
conflicting and each require different numerical treatment. Indeed, a parameterized state feedback 
controller is needed for a constructive investigation into these aspects of the work. 
Different methods of parametric eigenvalue assignment for multi-input systems, namely, utiliz- 
ing the diadic structure [3,6], applications of optimal inear quadratic regulator [7], the technique 
of modal control [1% and most recently implementation of vector companion forms [13-15] have 
been proposed. An important advantage of this latter method is its linearity in its parameters 
which makes it attractive for mathematical operations. In addition, the method of Karbassi and 
Bell [15] does not involve eigenvectors or characteristic polynomials in obtaining the parametric 
state feedback matrix, nor it does require a prior knowledge of the open-loop eigenvalues and 
any restriction on the nature and multiplicity of the desired eigenvalues. But most of the other 
methods produce implicit parametric ontrollers with nonlinear parameters. 
In this respect, a new efficient computational gorithm for minimizing the norm of state feed- 
back controllers in arbitrary eigenvalue assignment is presented. This algorithm is an extension 
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of the algorithm proposed in [15] and is based on elementary similarity operations which lead to 
parametric vector companion forms [13,14]. The location of parameters in the controller matrix 
can be easily enhanced by the method of a state transition graph [16] extended to the case of 
vector companion forms which is described in the Appendix. An especially written MATLAB 
program implementing the algorithm is developed and is available upon request. 
2. PROBLEM STATEMENT 
Consider a controllable linear time-invariant system defined by the state equation 
k(t) = Ax(t) + Bu(t), (2.1) 
or its discrete-time version 
x(k + 1) = Ax(k) + Bu(k), (2.2) 
where x E R n, u E R m and the matrices A and B are real constant matrices of dimensions 
n × n and n x m, respectively, with rank (B) :- m. The aim of eigenvalue assignment is to 
design a linear state feedback controller K producing a closed-loop system with a satisfactory 
response by shifting controllable poles from undesirable to desirable locations. Karbassi and 
Bell [13-15] have introduced an algorithm obtaining an explicit parametric ontroller matrix K 
by performing three successive transformations T, S, and R, which transform the controllable 
pair (B, A) into standard Echelon form, primary vector companion form, and parametric vector 
companion form, respectively. Let Kp represent the primary feedback matrix which assigns the 
desired set of eigenvalues to the closed-loop system and Fa represent the parametric feedback 
matrix which assigns zero eigenvalues to the closed-loop system. Then the parametric feedback 
matrix in general is of the form [15] (for more details, see the Appendix) 
K = Kp + Fa. (2.3) 
We want to obtain a controller gain matrix K such that its norm 
j = iIKIt 2 = trace [KK t] (2.4) 
is minimum. 
One way to obtain such a matrix is to set 
alIK[I 2 
= o, (i = 1, 2 , . . . ,  r), (2.5) 
where c~i denotes each individual parameter, and solves the set of r linear equations thus obtained 
for each ai [8]. When the number of parameters increases, obtaining the partial derivatives of 
IIK[I with respect o each parameter will be quite cumbersome. In this paper, an algorithm for 
minimization of the norm of the controller gain matrix which assigns the desired set of eigenvalues 
to the system using the above idea is proposed. A couple of examples which illustrate the method 
and its efficiency are presented. 
3. SYNTHESIS  
In consonance with the notations used in an earlier paper [15], let T denote the transformation 
matrix which transforms the pair (B, A) into (/~, ft.), the primary vector companion form, B0 
and G denote the first m rows of/~ and A, respectively, and G denote an m x n matrix with 
parameters a only, which can be obtained by using state transition graph employed to vector 
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companion form of the Jordan matrix (see the Appendix). The parametric feedback matrix is 
then 
K = Kp + F(~ (3.1) 
= Kp + Bo lGT  -1, (3.2) 
in which elements of Kp are Constant for a given arrangement of the set of eigenvalues. Let 
a submatrix of G containing the nonzero elements of G, i.e., the parameters only, be denoted 
by H with elements hpq corresponding to g,~ with p E {s, s + 1, . . . ,  m} and q E {r, r + 1 , . . . ,  n}. 
Then it is evident that in the product BoIGT -1, the column s of Bo I and row r of T -1 
produce nonzero parameters of G which can be added to the corresponding elements of kp~, 
(i = 1, . . .  ,m; j = 1, . . .  ,n). For simplicity, let us store the columns of Bo 1 which commute 
with gsr in a matrix denoted by V, the rows of T -1 which commute with gsr in a matrix denoted 
by W, and the effective nonzero parameters of G in a matrix denoted by H. Therefore, the 
parametric feedback matrix K is then 
K = Kp + VHW, (3.3) 
with individual elements 
kij = kp~j -t- vishsrwrj, 
The Frobenius norm of K is then 
m 
Ilgl12 -- E 
i=1  
m 
-E  
i= l  
In minimizing the norm, we must have 
0IIKII 2 
Ohs~ 
i e{1 , . . . ,m},  je{1  . . . .  ,n}, s<_i, r< j .  (3.4) 
n 
(3.5) 
j=l 
(k, j + v.hsrw j) 2 . (3.6) 
j= l  
for each s _< m and r _< n. (3.7) 
and 
C = VtKpW t, (3.12) 
equation (3.9) can be simply written in matrix notation as 
PHQ = -C,  (3.13) 
and hence, 
H = -p -1CQ-1 .  (3.14) 
The parameters g~r are the elements of H and are thus obtained in terms of B o 1, Kp, and T-1 
effectively by the following algorithm. 
Differentiating ]]KI] 2 with respect o each hsr yields 
2 vs, (kp,j + v ,  hs w ,) w ,  = o (3.8) 
i= l  j= l  
o r  
m n 
E E (v,ikp,jWj~ + v~ivish~rwrjWj~) = O, (3.9) 
i=1 j=l 
for each i E {1, . . . ,m},  j E {1, . . . ,n},  and r <_ m, s < n. However, in matrix notation, 
m n Y~i=l v~ivi8 denotes VtV, an invertible s x s matrix, P say, and ~~j=l wrjwjr denotes WW t, 
an invertible r x r matrix, Q say (since columns of V and rows of W are independent vectors 
selected from Bo I and T -1, respectively). Thus, by defining 
P = vtv,  (3.10) 
Q = WW t, (3.11) 
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4.  THE ALGORITHM 
OBJECT. To obtain parameters grs, stored in matrix H, which minimize the norm of the con- 
troller gain matrix. 
INPUT. The pair (B, A). The primary feedback matrix Kp, Bo  1, and T -1 can then be obtained 
by the algorithm given by Karbassi and Bell [13,15]. 
STEP 1. Specify the rows and columns of G in which the parameters are located by s and r. Store 
columns of Bo 1 which commute with gsr in V and rows of T -1 which commute with columns of 
gsr in W. 
STEP 2. Obtain VtV ,  WW t, and VtKpW t and store them in P, Q, and C, respectively. 
STEP 3. Obtain 
H = -P -1CQ-1 ,  (4.1) 
and retain corresponding elements of H (that is, hpq) in G (that is, gsr) at the locations pecified 
in Step 1 regarded as the parameters. 
STEP 4. Obtain 
Fe, = Bo lGT  -1. (4.2) 
STEP 5. Output K = Kp + F,~; the controller gain matrix with minimum norm. 
5. I LLUSTRATIVE  EXAMPLES 
EXAMPLE 1. Consider the system [1] 
A = -1  , B = -1  . 
- -2  - 1 
The primary vector companion form and corresponding transformation matrix are 
I °il [iZl 01 00 0 000 
ft, = 0 -3  , /) = , T -1 = 0.5000 -0.5000 . 
1 0 0.1250 0 -0.1250] 
The primary feedback matrix which assigns the closed-loop eigenvalues to -2  + j2 and -9  is 
given by 
[ -0.6250 --1.000 -0.37501 
Kp = , -4.000 3.000 1.000 J '  s 
with the Frobenius norm 5.2470. Now let us follow the algorithm step by step. According to 
Step 1 of the algorithm, two independent sets of parameters can be selected. Either [g12] or 
[g21, g23] are the effective parameters which produce two different sets of parametric feedback 
matrices. According to O'Reilly and Fahmy [8], the more the number of parameters, the feedback 
matrix with lesser minimum norm is obtained. If g12 is chosen, then according to Step 1 of the 
algorithm, column 1 of Bo 1 and row 2 of T -1 are stored in V and W, respectively. That  is, 
V=[1  0] t andW-- [0 .5  -0 .5  0]. 
STEP 2. 
and 
P = VtV  = 1, Q = WW t = 0.5 
C = VtK ,  W t [_o::: = [1 01 - i .0  
- . 3.00 
= 0.1875. 
-o.375o] [0.5 
1.ooo j 
- 0.5 0] t 
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STEP 3. 
and therefore, 
H = [g12] -p -1CQ-1 1 . . . .  x 00.1875 x 2 = -00.3750 
1 
~[o ° o~ Oo] 
0 
STEP 4. 
STEP 5. 
0 
K=Kp+F,~ 
= [-0.8125 -0.8125 -0.375] 
L -4.0 3.0 1.0 j '  
which has the Frobenius norm 5.124 (insignificant change). 
However, if [g21 , g23] are selected, then according to Step 1 of the algorithm, 
V=[0  1] t and W= [0.125 0.5 0.375 ] 
0.125 0 -0.125. " 
STEP 2. 
and 
P = VtV = 1, 
Q =WWt = [ 0.40625 
L -0.03125 
C = VtKpW t = [1.375 
-0.03125] 
0.03125 J '  
- 0 .~251.  
STEP 3. 
and 
H = [g21,g23] = -P-1CQ-1 = [-2 18] 
c=[o o o] 
-2  0 18 " 
STEP 4. 
STEP 5. 
~o °:,~ [0 01 o] 
K=Kp+Fa 
= [-0.6225_ -12 -0._32750] 
with the Frobenius norm 3.6785. The feedback matrix obtained by Amin [1] is 
_[2.5197 1.6316 1.21711 
K= [2.3684 0.7892 1.0526J' 
which as the Frobenius norm of 4.2212. 
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EXAMPLE 2. Consider the system [13] 
B= 1 1 0 A= 1 0 1 
0 2 ' 0 0 " 
-1  0 1 1 
The primary vector companion form and the corresponding transformation matrix are 
i00 i] [i 0 1] 1 -1  4 4 2 -14 / )=  0 1 ~= 0 -3  T_ ~= 0.5 0 0.5 -1  . 0 ' 0 -2  ' .5 -0.5 1 -0.5 
0 0 0 -1  1 -1  1 
The primary feedback matrix which assigns all the closed-loop eigenvalues to zero, i.e., the 
time optimal feedback matrix for the case of discrete system is 
Kp = - .5 0.5 1 0.5 . 
0 1 0 
Here 
0 Bg ~ = . 
0 1 
To obtain the feedback matrix with minimum norm in this case, we have several choices (see 
the Appendix). For instance, [g21] can be chosen as one set of the effective parameters in G. 
L.q31J 
Here this is chosen for the sake of comparison with previous result obtained in [13]. Thus, V is 
formed by columns 2 and 3 of Bo 1 and W is formed by row 1 of T -1, i.e., 
and 
According to Step 2: 
and 
W=[0  0 2 1]. 
- 17  ' 
Q = WW t = 5, 
C= VtKpWt= [ -8 ] 
44 " 
Thus, [-0.4444] 
H---p-1CQ-1-- L-0.6222] '
which is in agreement with the result obtained in [13]. Now let us obtain the primary feedback 
matrix which assigns all the closed-loop eigenvalues to -1 .  
In this case, 
2 -3.5 -3.5 -6.5 ] 
Kp = -1  0.5 0.5 1.5 , 
-0.5 0.5 0 0.5 
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which has the Frobenius norm of 8.6747. If we choose V, W, P, and Q the same as above, then 
C = 54.5 
and 
producing 
-0.3444 ] 
g = [-0.7222J 
K = 
2 -3.5 1.5888 -3.95561 
-1  0.5 -0.1888 1.1556 | , 
-0.5 0.5 -1.4444 -0.2222 J 
with a Frobenius norm of 6.4053. However, for this case, G can also be chosen as 
0 0 0 0 1 
G- -  g21 0 0 g24 • 
Lg31 0 0 g34 J
Now P will be unchanged. But W is now formed by rows 1 and 4 of T -1 , so that 
and 
C = [ -11  
L 54.5 
o 21] 
1 -1  ' 
-11 4 ' 
35.5 ' 
producing 
H -- -p -1CQ-1  
= [-0.4795 -0.6754] 
[-0.8977 -0.8772J ' 
K = 
-0.8334 -0.6666 -0.1108 -0.55531 
-0.3246 -0.1754 0.2164 0.3451| , 
0.3772 -0.3772 -0.9182 -1.2749J 
with the Frobenius norm of 2.1248. 
This example shows that the more the number of free parameters, the less can be the minimum 
norm of the feedback matrix, which is once again in agreement with the proposal of O'Reilly and 
Fahmy ]8]. 
There are other possible parametric feedback matrices for this example, for instance, with 
H1 = [g12 g13], 
H2= [g21 g23 g2a], 
or 
H3---[g31 g32 g34]. 
However, these do not produce a feedback matrix with a lesser norm than above. In fact, the 
norms of the corresponding feedback matrices are 6.7671, 7.3655, and 2.6304, respectively (which 
in turn have minimum norm). 
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6. CONCLUSIONS 
The problem of obtaining the controller gain matrix with minimum norm has been considered. 
It has been shown that an optimal feedback control law can be Obtained from the set of parametric 
feedback matrices by solving a linear algebraic equation. 
The merit of the present approach is that it requires only the solution of a linear system of 
equations without forming the Frobenius norm of the parametric feedback matrix, differentiating 
with respect o each parameter and forming the set of linear equations which, as the size of 
the system, and therefore, the number of parameters increases, become very tedious and time 
consuming. 
The algorithm presented is simpler and more concise than the existing methodologies of Kou- 
varitakis and Cameron [6], Amin [1], Katusky et al. [5], Cameron [4], and Sail [10]. It should 
be noted that the resulting algorithm can only be applied to parametric feedback matrices with 
linear parameters. The location of parameters has a number of different varieties which can 
be specified in the manner of Katayama nd Ichikawa [16]. Clearly, many different parametric 
feedback matrices exist, but the one with the higher number of parameters produces the optimal 
choice. The question of obtaining an explicit formula for nonlinear parameters emains. An 
investigation i to this aspect of the work will be the subject of future research. 
The problem of minimizing the condition number of the closed-loop eigenvector matrix and 
other measures of robustness using the explicit parametric state feedback matrix have recently 
been investigated by Ibbini and Alawneh Ill]. 
APPENDIX  
Parameterizations of tate feedback matrix is briefly reviewed. Consider the state transforma- 
tion 
x = T~, 
where T can be obtained by elementary similarity operations as described in [13,14]. In this way, 
= T-1AT  and/~ = T-1B are in a compact canonical form known as vector companion form: 
4= In-m,0n-m,m ' 
o:[Au] 
The state feedback matrix which assigns all the eigenvalues to zero, for the transformed 
pair (/~, A), is then chosen as 
which results in the primary state feedback matrix for the pair (B, A) defined as 
Fp = FT  -1. 
The transformed closed-loop matrix F - A +/~F assumes a compact Jordan form with zero 
eigenvalues 
0m,n . 
I,~-m, 0n- , ,~ ]
It is from this form that the state feedback matrix, which assigns aset of arbitrary eigenvalues to
the system and also the location of parameters, can be obtained. The controller matrix _P is then 
modified by adding a diagonal matrix D = diag{Ab )~2,..., A~} to the eigenvalue assignment to
an arbitrary set of self-conjugate eigen~lues defined by [15]. Then the closed-loop system matrix 
A + BF  becomes 
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Simple elementary similarity operations can be used to obtain the matrix A~ from lYp such that 
d~ 
/[~ = [In-re, 0n-m,m ] ' 
where G~ is the first m x n submatrix of/[~. Obviously, A~ possesses the desired set of eigenvalues 
and is in the same canonical form as A. 
Thus, the primary feedback matrix which gives rise to the assignment of eigenvalues becomes 
Kp = Fp -1- Bold.xT -1, 
and finally, the parametric feedback matrix is defined as 
K=K,,+F~, 
where F~ = BoIGT -1 and G is an m x n matrix containing free parameters only. The simplest 
way to locate the parameters i the method of state transition graph (STG) [16] applied to the 
compact Jordan form. Thus, consider the transition of unit vectors {el, e2, . . . ,  em} as inputs 
by F as the closed-loop matrix and a graph representing this transition. The free parameters are 
specified as the edges joining the vertices uch that no two paths coincide or intersect each other. 
For our first example, the compact Jordan form for the closed-loop system with zero eigenvalues 
is [ 00] 
~= 0 o . 
0 0 
Now Pel = e3 and Fe2 = Fea = 0. The corresponding state transition graph is then 
el o----~o e3 
\ 
e2 o ~ o 0 
Now if the vertex el is joined to the vertex e2, it represents the parameter g12 in matrix G, 
however, from the vertex e2, two edges can be connected to el and e3, which represent g21 and g23 
in a second matrix G. 
For the second example, the compact Jordan form for the closed-loop system with zero eigen- 
values is 
= 
0 0 
0 0 
0 0 
Now ~e l  -- e4 and Fe2 --- ~e3 -- re4  -- 0. The  corresponding state t rans i t ion  graph is then  
el o ~0 e4 
\ 
e2 o ~o0~ O e3 
Clearly, it can be deduced easily that the possible combination of edges joining the vertices el 
to  e2 and e2 to e l ,  e3 and e4, and finally, e3 to e l ,  e2, and e4 produce the corresponding sets of 
[g12, g13], [g21, g23, g24], and [g31, g32, g34]. It is interesting to note that 
g21 g24] and [g21] 
g31 g32J [g23J 
can also be deduced from the state transition graph, among other possible choices. 
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