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We consider three-partite pure states in the Hilbert space C2 ⊗ Cm ⊗ Cn and investigate to
which states a given state can be locally transformed with a non-vanishing probability. Whenever
the initial and final states are elements of the same Hilbert space, the problem can be solved via
the characterization of the entanglement classes which are determined via stochastic operations and
classical communication (SLOCC). In general, there are infinitely many SLOCC classes. However,
when considering transformations from higher- to lower-dimensional Hilbert spaces, an additional
hierarchy among the classes can be found. This hierarchy of SLOCC classes coarse grains SLOCC
classes which can be reached from a common resource state of higher dimension. We first show that
a generic set of states in C2 ⊗Cm ⊗Cn for n = m is the union of infinitely many SLOCC classes,
which can be parameterized by m− 3 parameters. However, for n 6= m there exists a single SLOCC
class which is generic. Using this result, we then show that there is a full-measure set of states in
C
2 ⊗Cm ⊗Cn such that any state within this set can be transformed locally to a full measure set
of states in any lower-dimensional Hilbert space. We also investigate resource states, which can be
transformed to any state (not excluding any zero-measure set) in the smaller-dimensional Hilbert
space. We explicitly derive a state in C2 ⊗Cm ⊗C2m−2 which is the optimal common resource of
all states in C2 ⊗Cm ⊗Cm. We also show that for any n < 2m it is impossible to reach all states
in C2 ⊗Cm ⊗Cn˜ whenever n˜ > m.
PACS numbers: 03.65.Ta, 03.65.Ud
I. INTRODUCTION
Entanglement, being a quantum mechanical feature without classical counterpart, has drawn a lot of attention in
the last years. The existence of theoretical protocols and practical applications in quantum information processing
is mainly due to the subtle properties of multipartite entangled states. Thus, one of the main goals of quantum
information theory is to gain a better understanding of the latter and an enormous amount of work has been devoted
to the quantification and qualification of multipartite entanglement, for reviews see Refs. [1–5]. Despite all the
advances and the fact that bipartite entanglement is meanwhile well understood, we are still very far away form a
complete characterization of multipartite entanglement.
In entanglement theory, quantum state transformations generated by local operations assisted by classical commu-
nication (LOCC) play a fundamental role. These are the transformations where each party is allowed to act locally
on its system, moreover, their actions can be correlated via classical communication. Entanglement is defined as the
phenomenon that cannot be created with the restricted set of LOCC operations. In other words, entanglement theory
is a resource theory where the free operations are LOCC transformations and the free states are the separable, i.e., the
non-entangled states. Consequently, any entanglement measure has to be by definition non-increasing under LOCC.
If only two parties are considered, LOCC transformation can directly be characterized for pure states [6], but for
mixed states many questions remain unclear [7, 8]. For the multipartite case, even for pure states the characterization
is difficult [8]. It is known that the set of LOCC transformations is strictly included in the mathematically simpler
class of separable operations, but the latter is lacking a clear operational meaning. Moreover, it has been shown that
the set of LOCC operations is not closed [9].
To gain nevertheless insight into multipartite entanglement, larger or smaller classes of operations have been con-
sidered. A smaller class of operations are local unitary (LU) operations, and for these, equivalence of pure multi-qubit
states can directly be decided [10]. A larger class of operations are stochastic LOCC (SLOCC) transformations. Here,
one asks whether a state can be transformed into another locally, but requiring a non-vanishing success probability
only [11]. For pure states, one finds that two states are equivalent under SLOCC transformations, if there exists an
invertible local operator which maps one state into the other. This leads to a coarse grained picture of state equiva-
lences. Moreover, a classification of entanglement obtained from single-party information only, so-called entanglement
polytopes, has been studied [12, 13]. Whereas for three qubits there exist only two genuinely tripartite entangled
SLOCC classes, the GHZ-class and the W-class [11], larger systems possess almost always infinitely many SLOCC
classes [14].
As there exist already infinitely many different SLOCC classes, an even more coarse grained classification of states
is desireable. The aim here is to group different SLOCC classes by considering resource states which belong to higher-
dimensional Hilbert spaces. Let us explain the approach with a simple example. As mentioned above, there exist two
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2fully entangled SLOCC classes for three qubits, the W-class and the GHZ-class. They are represented by the W-state
|W 〉 = 1√
3
(|001〉+ |010〉+ |100〉) (1)
and the Greenberger-Horne-Zeilinger (GHZ) state
|GHZ〉 = 1√
2
(|000〉+ |111〉). (2)
Any fully entangled three-qubit state can be transformed via SLOCC into one of these states, but these two states
cannot be transformed into each other. One can ask, however, whether it is possible to find a common resource state
for both classes by increasing the local dimension of one (or more) subsystems. A simple example would be to consider
the state |ψ〉 = |0〉|W 〉 + |1〉|GHZ〉 as a state in C4 ⊗C2 ⊗C2. This state can be transformed into both classes, as
Alice may make a σz-measurement on her ancilla qubit.
The question we address here is whether such a state also exists in case infinitely many SLOCC classes exist and
what is the smallest necessary increment in the dimension. Such a hierarchy of SLOCC classes has already been
presented in Ref. [15], where system sizes up to C2⊗C3⊗C6 have been investigated. Note that these considerations
can lead to a kind of distance between SLOCC classes, as one may ask for the minimal dimension that is needed
to reach both SLOCC classes. States for which the local dimension of one Hilbert space needs to be increased only
by one seem to be closer than those, for which a higher-dimensional Hilbert space is required. Note that there is
an upper bound on the maximally required dimension, which is given by the increment of the dimension needed to
perform teleportation.
Here, we consider the three-particle case, where H = C2⊗Cm⊗Cn. Our choice of the system is motivated by the
fact that it has been shown [15] that for these dimensions, the SLOCC classification can be tackled with the help of
so-called matrix pencils. A matrix pencil is essentially the set of all linear combinations of two matrices [16].
We show that in order to obtain a generic set of states it is sufficient to increase the local dimension by just one.
That is, a generic set of states in C2⊗Cm⊗Cn is accessible by SLOCC operations from a state in C2⊗Cm⊗Cn+1.
Surprisingly, there is not only one state which can be transformed into this generic set, but almost any state can be
used for this purpose. More precisely, we show that there is a full-measure set of states in C2⊗Cm⊗Cn+1 such that
any state in this set can be transformed into a generic set of states in C2 ⊗Cm ⊗Cn. In order to derive this result,
we characterize generic sets (in C2 ⊗Cm ⊗Cn) of SLOCC classes of arbitrary dimensions. Let us mention here that
we call a set generic if the complement of it is of lower dimension, i.e., if there exists a set of polynomial equations, in
the coefficients of the state, which identifies the complement. Stated differently, a generic set is of full measure and
almost all states belong to the generic set. We show that for m = n, the set of SLOCC classes, whose union leads to a
generic set is parameterized by m− 3 parameters. Interestingly, for the case that m 6= n there exists a single SLOCC
class which is generic. Moreover, any operator that can be applied by the party holding the qubit (Alice, A) can be
performed locally by the other two. This resembles the bipartite case and is an interesting property when studying
LOCC transformations.
The structure of the paper is the following. In Section II we first recall the relation between matrix pencils and
three-partite pure states belonging to the Hilbert space C2 ⊗ Cm ⊗ Cn. Then, we summarize some properties of
matrix pencils. In particular we recall the so-called Kronecker normal form of matrix pencils, which can be considered
as the analogue of the Jordan normal form for matrices. We then review the characterization of SLOCC classes in
2×m× n using matrix pencils and the conditions on more general state transformations [15].
In Section III we consider generic states. We identify generic pencils and the corresponding set of states, which
are then of full measure. In Section IV we consider state transformations via local, however not invertible matrices.
That is, we consider transformations from e.g. states in 2×m× n to states in 2×m× (n− 1). We show there that
a generic state in 2×m× n can be transformed into any state in a full measure set within 2×m× (n− 1) for any n.
As mentioned before, it turns out that this generic set of states (as the generic set of matrix pencils) is characterized
by m− 3 parameters in case m = n and is a single SLOCC class in case m 6= n.
In Section V we then study common resource states, i.e. states in 2 ×m × n which can be transformed into any
state (not excluding zero measure sets) in a smaller-dimensional Hilbert space via local operations. We explicitly
derive a state in 2×m× (2m− 2) which is the common resource state of all states in 2×m×m. We also show that
in 2 ×m × (2m − 3) no common resource state for 2 ×m ×m exists. Finally, the Appendices contain the proofs of
some statements in the main text and additional examples.
3II. PRELIMINARIES
In this section we introduce our notation and recall the relation between matrix pencils and three-partite states,
where one of the constituent systems is a qubit. In particular, we review the findings presented in [15] here. Throughout
the paper we consider three–partite pure states belonging to the Hilbert space H = C2 ⊗ Cm ⊗ Cn, where w.l.o.g.
n ≥ m. Operators acting on the first [held by Alice (A)], second [held by Bob (B)], and third system [held by Claire
(C)] will be denoted by A,B,C respectively.
A. Linear Matrix pencils and their relation to pure states in 2×m× n
Two pure states |ψ〉 and |φ〉 are said to be SLOCC–equivalent iff there exist local invertible operators A, B, and C
such that |ψ〉 = A⊗B⊗C|φ〉 [11]. It can be easily seen that this indeed describes an equivalence relation. In Ref. [15]
it has been shown that the SLOCC classes of pure states in 2×m× n can be characterized via linear matrix pencils.
Moreover, a polynomial time algorithm deciding SLOCC equivalence of two pure states in H has been presented in
Ref. [15] 1.
Any state, |ψ〉 in H, can be written as
|ψ〉 = |0〉A|R〉BC + |1〉A|S〉BC = [|0〉A(R⊗ 1) + |1〉A(S ⊗ 1)] |φ+n 〉BC =
[|0〉A(1⊗RT ) + |1〉A(1⊗ ST )] |φ+m〉BC , (3)
where R and S are complex m × n matrices and |φ+k 〉 =
∑k−1
i=0 |ii〉 2. To the pair of matrices (R,S) a linear matrix
pencil, P(R,S), which is a homogeneous matrix polynomial of degree 1 in variables µ and λ, i.e., P(R,S) = µR+ λS
can be associated. That is, for given orthonormal bases in all local Hilbert spaces, there is a one-to-one correspondence
between quantum states and matrix pencils. Throughout the remainder of the paper, we will denote matrix pencils
either by P(R,S), P(µ, λ), or simply by P. SLOCC classes of 2×m× n states are then characterized by considering
a normal form of the corresponding matrix pencils, which we will review below.
As the action of local invertible operators A⊗B⊗C on quantum states is crucial for studying the SLOCC classes,
we will now review how such an action transforms the corresponding matrix pencils. We will first consider the
operator, A, acting on A’s system and then consider the operators, B,C acting on system B and C resp.. It is easy
to verify that the operator A =
(
α β
γ δ
)
, with detA 6= 0, transforms the state, |ψ〉 = |0〉A|R〉BC + |1〉A|S〉BC , to
(A⊗ 1l⊗ 1l)|ψ〉 = |0〉A(α|R〉BC + β|S〉BC) + |1〉A(γ|R〉BC + δ|S〉BC). Hence, the corresponding pencil is transformed
from µR+λS to (αµ+γλ)R+(βµ+δλ)S. Stated differently, the operator A, on the first system leads to a new matrix
pencil, where the variables µ and λ are transformed to the new variables µˆ and λˆ via an invertible linear transformation.
More precisely, (µ, λ)T → AT (µ, λ)T = (µˆ, λˆ)T = (αµ + γλ, βµ + δλ)T , where αδ − βγ 6= 0. The operators on the
second and third system transform the state |ψ〉 to (1⊗B ⊗C)|ψ〉 = [|0〉A(BRCT ⊗ 1) + |1〉A(BSCT ⊗ 1)] |φ+n 〉BC .
This corresponds to a transformation of the matrix pencil µR+ λS to B(µR+ λS)CT . From these observations it is
evident that in order to identify the different SLOCC classes of states in 2×m×n, a classification of matrix pencils is
required. In the following subsections we first recall a normal form for matrix pencils and then review how it can be
used to characterize the SLOCC classes. We will then use these results in order to analyze possible transformations
from states in 2×m× n to states in a smaller dimensional Hilbert space.
B. Normal form of matrix pencils
In this subsection we summarize some properties of matrix pencils that are used to characterize SLOCC classes.
For an introduction to matrix pencils see [16] and [15]. Let us begin by introducing some definitions and by recalling
the normal form of matrix pencils. Here, and in the following we will denote by GLk the set of complex invertible
k × k matrices. Moreover, we are using the following definition.
Definition 1. Two matrix pencils P(R,S) and P(R′, S′) of the same dimension, m×n, are strictly equivalent to each
other if there exist B ∈ GLm and C ∈ GLn such that BP(R,S)CT = P(R′, S′), i.e., ∀µ, λ B(µR+λS)CT = µR′+λS′.
1 In contrast to that, it has been shown that in case all systems belong to Hilbert spaces of dimension larger than two, then deciding
whether two states are SLOCC equivalent or not is NP–hard [17].
2 Here and throughout the remainder of the paper, we ignore the normalization of states.
4From the linearity of the pencil it follows that P(R,S) and P(R′, S′) are strictly equivalent iff there exist B ∈ GLm
and C ∈ GLn such that R′ = BRCT and S′ = BRCT . Hence, two states can be transformed into each other via
operators applied by B and C iff the corresponding matrix pencil are strictly equivalent to each other.
Similarly to the well-known Jordan Normal Form (JNF) for matrices, a normal form for linear matrix pencils
P(R,S) has been introduced, the so-called Kronecker Canonical Form (KCF) [18]. We denote a matrix pencil in KCF
by PKCF and discuss its structure in detail below. A KCF of a matrix pencil P(R,S) has the following generalized
block-diagonal form 3,
PKCF =
{
0h×g, L1 , . . . , La , L
T
ν1 , . . . , L
T
νb
, J
}
. (4)
The first block, 0h×g, indicates that the first h ≥ 0 rows as well as the first g ≥ 0 columns of the matrix vanish.
The other blocks will be defined below (see Eq. (6), Eq. (8), and Eq. (9)). We restrict ourselves here to 2 ×m × n
states that are truly entangled in all dimensions4, i.e., the local reduced density matrices, ρA, ρB = RR
†+SS†, ρC =
RTR∗+STS∗, are of rank 2, m, and n respectively. Note that this implies that there does not exist a constant vector
~v which lies in the left or in the right nullspace of both R and S. This is equivalent to the fact that there are no
rows or columns identically 0 in the KCF of the pencil. Thus, we restrict ourselves to pencils for which h = 0 and
g = 0, here and throughout the remainder of the article 5. A pencil is of rank r, if r is the largest integer such that
there exists an r-minor which is non-vanishing for some choice of µ and λ. Recall that an r-minor is given by the
determinant of a matrix constructed by discarding all but r rows and r columns from the matrix pencil. We write
rkP(R,S) = r and in the following r will denote the rank of the considered matrix pencil unless stated otherwise.
Before introducing the required definitions to explain the KCF, let us mention here that the blocks L and L
T
ν are
determined by the so-called minimal indices of a matrix pencil, while J , which is itself a block-diagonal matrix, is
constituted of blocks specified by the so-called elementary divisors or, equivalently, through the so-called eigenvalues,
xi ∈ C ∪ {∞}, and eigenvalue size signatures, si, of a matrix pencil.
Let us now recall how the eigenvalues and corresponding size signatures as well as the minimal indices can be
calculated and thus how the structure of the matrix pencil can be determined. We define Dk(µ, λ) for 1 ≤ k ≤ r,
where r = rkP(R,S), as the (polynomial) greatest common divisor of all the k-minors of a given matrix pencil
P(R,S), i.e., Dk(µ, λ) = gcd(minors[P(R,S), k]). Furthermore, by convention D0 = 1 and Dk = 0 for k > r. The
so-called invariant polynomials Ek(µ, λ) are defined as Ek(µ, λ) =
Dk(µ,λ)
Dk−1(µ,λ)
, where 1 ≤ k ≤ r. Since Dk−1(µ, λ)
always divides Dk(µ, λ), Ek(µ, λ) is a homogeneous polynomial of µ and λ. Dr(µ, λ) can be uniquely factorized as
Dr = µ
q−tp1p2 . . . pt, where pi = µxi +λ, t ≤ q, and q ≤ r is an integer that we will specify later. The xi occurring in
pi are called the finite eigenvalues of the pencil, while the factor µ, if present, corresponds to the eigenvalue ∞. From
now on we will consider the set of distinct eigenvalues {xi}. We will call the number of times that the term xiµ+ λ
(the term µ) is present in the factorization of Dr the algebraic multiplicity e
i (eµ) of xi 6=∞ (xi =∞), respectively.
The size signature corresponding to an eigenvalue xi 6= ∞ is defined as the sequence of integers si = (ei1, . . . , eir),
where eij is the largest integer such that (xiµ+λ)
eij divides Ej(µ, λ). Likewise, sµ is the signature of the eigenvalue∞
and is given by sµ = (e
µ
1 , . . . , e
µ
r ), where e
µ
j is the largest integer such that µ
eµj divides Ej(µ, λ). The finite (infinite)
elementary divisors corresponding to an eigenvalue xi are defined as (xiµ+λ)
eij in case xi 6=∞ (µe
µ
j in case xi =∞),
respectively.
Let us now also recall the notion of minimal indices of a matrix pencil. To this end, let us consider the right null
space of a matrix pencil P(R,S). More precisely, we consider the vectors ~x′i of homogenous polynomials in λ and µ
with entries of coinciding degree, which fulfill
(µR+ λS)~x′i(µ, λ) = 0. (5)
We denote the degree of the entries of ~x′i by ′i, respectively. We can then write ~x′i =
∑′i
j=0
~x′ijµ
′
i−jλj , where
~x′ij ∈ Cn. Let furthermore a denote the number of linearly independent vectors for which Eq. (5) holds, i.e.,
the maximal number of ~x′i obeying Eq. (5) for which q1~x′1 + . . . + qk ~x′k = 0 with arbitrary polynomials qi has
no non-trivial solution. By iteratively choosing linearly independent vectors ~xi of minimal degree, i, and ordering
3 Note that here a generalized block diagonal matrix denotes a matrix composed of rectangular blocks which are arranged diagonally.
Moreover, note that h or g (or both) might be 0.
4 We assume everywhere that n ≤ 2m.
5 Note, however, that the condition h = g = 0 is not sufficient for the state to be truly entangled in all dimensions as Alice’s system might
still separate from Bob and Claire.
5them by degree in ascending order, one obtains the sequence of minimal indices, (1, . . . , a). Although the sequence
(~x1, . . . , ~xa) is not uniquely determined, their degrees (1, . . . , a) are [16]. Similarly, a sequence (ν1, . . . , νb) can be
obtained considering the equations (µRT + λST )~xi(µ, λ) = 0, i.e., considering the left null–space.
Using the definitions introduced above, we can now present the definition of the matrices in Eq. (4). The matrices
denoted by L are called right null-space blocks. L has dimensions × (+ 1) and is defined as
L =

λ µ 0 . . . 0
0 λ µ
. . .
...
...
. . .
. . .
. . . 0
0 . . . 0 λ µ
 . (6)
Conversely, LTν is a left null-space block. It is given by the transpose of a right null-space block Lν . Note that L has
exactly one (linearly independent) vector in its right null-space, which we denote by
~x =
∑
j=0
(−1)jµ−jλj~ej , (7)
where ~ej denotes the jth unity vector. Hence, the sequences of minimal indices (1, . . . , a) and (ν1, . . . , νb) determine
the sizes of these blocks. As indicated in Eq. (4), there are a L-blocks of respective sizes i and b L
T -blocks of
respective sizes νi. The eigenvalues and their corresponding size signatures define the structure of the J block as
follows.
J = {Me11(x1), . . . ,Melr (xl), Ne
µ
1 , Ne
µ
2 , . . . , Ne
µ
r }, (8)
where l is the number of distinct finite eigenvalues and where Ne
µ
j and Me
i
j (xi) are e
µ
j × eµj and eij × eij matrices
respectively given by
Ne
µ
j =

µ λ 0 . . . 0
0 µ λ
. . .
. . . 0
µ λ
0 . . . 0 µ
 and Meij (xi) =

xiµ+ λ µ 0 . . . 0
0 xiµ+ λ µ
. . .
. . . 0
xiµ+ λ µ
0 . . . 0 xiµ+ λ
 . (9)
Here, eµj = 0 or e
i
j = 0 indicates that the corresponding block is not present. Using the notation J(xi) =
⊕
jM
eij (xi)
in case xi 6=∞ and J(∞) =
⊕
j N
eµj we have J =
⊕
i J(xi).
Note that J is a q × q matrix, i.e., the total size of J is given by the degree of Dr which can also be expressed
as the sum of all signatures of the eigenvalues,
∑
j(
∑
i e
i
j) + e
µ
j . The total dimensions for null-space blocks are then
(m−q)×(m−q), which can be expressed using the minimal indices as (b+∑ai=1 i+∑bi=1 νi)×(a+∑ai=1 i+∑bi=1 νi) 6.
After properly defining an ordering of the blocks in a final step, a unique normal form for matrix pencils, the Kronecker
Canonical Form, is obtained. It has been shown in Ref. [18] that any matrix pencil is strictly equivalent to its KCF.
Hence, strict equivalence of two matrix pencils can then be decided by comparing the respective KCFs, as stated by
the following lemma, which is proven in Ref. [18].
Lemma 2. Two matrix pencils are strictly equivalent to each other iff they have the same Kronecker Canonical Form.
Recall that the KCF is uniquely determined by the eigenvalues, their size signatures and the minimal indices of
a matrix pencil. The statement could thus also be formulated the following way. Two matrix pencils are strictly
equivalent iff their eigenvalues with corresponding size signatures and the minimal indices coincide.
Let us at this place summarize the procedure to determine the KCF of an arbitrary given matrix pencil. First, one
calculates the greatest common divisors of the k-minors of the matrix pencil, Dk(µ, λ) = gcd(minors(P(R,S), k)).
One then calculates the invariant polynomials Ek(µ, λ) =
Dk(µ,λ)
Dk−1(µ,λ)
. One determines the eigenvalues and their size
signatures by considering the factorizations of the invariant polynomials as explained above. In the next step the
6 Recall that h = g = 0 in Eq. (4).
6minimal indices of the matrix pencil are determined. To this end, one determines a homogenous polynomial vector
of minimal degree, ~x1, which fulfills P ~x1 = 0. The degree of ~x1 is the first minimal index 1. One iteratively
determines ~xi of minimal degree which is linearly independent (in the sense explained above) from ~x1, . . . , ~xi−1 and
fulfills P ~xi = 0 until no such vector can be found any more. This procedure uniquely yields the sequence of minimal
indices (1, . . . , a). Considering PT ~xi = 0 one similarly obtains the sequence of left minimal indices (ν1, . . . , νb).
C. Examples of computing the KCF
In this subsection, we first present the basic examples of matrix pencils corresponding to the well known W and
GHZ states in C2 ⊗ C2 ⊗ C2. Then we show how the KCF can be computed for two other examples.
The matrix pencils PW and PGHZ corresponding to the three-qubit states |W 〉 and |GHZ〉 given in Eq. (1) and
(2) are given by
PW =
(
λ µ
µ 0
)
and PGHZ =
(
µ 0
0 λ
)
. (10)
It can easily be verified that through column and/or row permutations, these matrix pencils can be brought into the
respective KCF
PW,KCF = N2 =
(
µ λ
0 µ
)
and PGHZ,KCF = M1(0)⊕N1 =
(
λ 0
0 µ
)
. (11)
Let us now show how to compute the KCF of the following matrix pencil
P =
 λ µ 0 0 λλ λ µ λ+ µ 03µ −λ −µ 2µ 0
µ 0 0 0 2µ
 . (12)
First, we calculate the 4-minors of this matrix pencil. There are 5 of them which are obtained by calculating the
determinant of the submatrix obtained by deleting one of the five columns of P. The minors are −µ3(3µ + λ),
µ(3µ+ λ)(i
√
2µ+ λ)(−i√2µ+ λ), µ2λ(3µ+ λ), and two of the minors equal 2µ3(3µ+ λ). As their greatest common
divisor is µ(3µ + λ), D4 = µ(3µ + λ). Moreover, the rank of the pencil is 4. To determine D3, we observe that the
3-minor obtained by deleting the first and fourth column and the third row of P equals 2µ3, and the 3-minor obtained
by deleting the third and fourth column and the fourth row of P equals −λ2(3µ+ λ). Hence, their greatest common
divisor is 1 and therefore D3 = 1. From that it follows, as Dk−1 divides Dk, that D2 = D1 = 1. We can now calculate
the invariant polynomials Ek =
Dk
Dk−1
and obtain E4 = µ(3µ + λ) and E3 = E2 = E1 = 1. Hence, the elementary
divisors are 3µ + λ and µ. Thus, we know that the pencil has two distinct eigenvalues, x1 = 3 corresponding to the
divisor (3µ+ λ) and x2 =∞ corresponding to the divisor µ. Hence a block J =
(
3µ+ λ 0
0 µ
)
is present in the KCF
of the pencil. Let us now determine the nullspace blocks present in the KCF of the pencil. One possibility to do
so would be to determine the minimal indices of the pencil P by the procedure described above. However, in this
example the nullspace structure can be derived using dimension arguments. From the dimensionality of the pencil
it follows that the nullspace blocks form a block of size 2 × 3, as a J block of size 2 × 2 is present. Due to the fact
that the rank of the pencil is 4 we have that h = 0. Now, as the only way to distribute Li and L
T
νi blocks in a 2× 3
matrix is L2, we have that the KCF of the pencil is
PKCF =
λ µ . . .. λ µ . .. . . 3µ+ λ .
. . . . µ
 . (13)
Let us now consider as a second example the following m×m matrix pencil, which will be relevant later
P =

λ µ · · ·
· . . . . . . · ·
· · λ µ ·
· · · λ µ
−a0µ · · · · −am−2µ −am−1µ+ λ
 . (14)
7To determine the pencil’s KCF, we first evaluate the greatest common divisor of its k-minors, Dk, for 1 ≤ k ≤ m.
First note that Dk = 1 for all 1 ≤ k ≤ m − 1. This can be seen as follows. Among the (m − 1)-minors, there is one
minor equal to λm−1 and another one equal to µm−1. Hence, their greatest common divisor equals 1 and therefore
Dm−1 = 1 which implies that Dk = 1 for all 1 ≤ k ≤ m − 1. The m-minor, however, equals the determinant of P
which can be expressed as
Dm(µ, λ) = λ
m +
m−1∑
i=0
(−1)m−iaiµm−iλi. (15)
As Dm is of degree m, there must exist m (not necessarily distinct) eigenvalues. Recall that this implies that the
size of the J block equals q × q with q = m. Hence, the KCF of the matrix pencil contains no nullspace blocks, only
the J block is present. Moreover, as Dm(µ = 0, λ) 6= 0, all the eigenvalues are finite. Denoting the (here possibly
non-distinct) eigenvalues as x1, . . . , xm, Dm can, hence, be expressed as
Dm = (µx1 + λ)(µx2 + λ) . . . (µxm + λ). (16)
The coefficients, a0, a1, . . . , am−1, are thus given by
ak = (−1)m−k
( ∑
i1,i2,...,im∈{0,1}∑m
j=1
ij=(m−k)
xi11 x
i2
2 . . . x
im
m
)
, (17)
which can be verified by comparing the coefficients of the polynomials in µ and λ in Eq. (15) and Eq. (16).
Let us denote by {x˜i}i the set of distinct eigenvalues. Considering that Dm−1 = 1 and therefore Ek = 1 for all
k ≤ m − 1, the size signature corresponding to an eigenvalue x˜i is si = (0, . . . , 0,mi), where mi is the algebraic
multiplicity of eigenvalue x˜i. Hence the KCF of the matrix pencil is of the form
PKCF =

x˜1µ+ λ µ · · · · ·
· . . . . . . · · · ·
· · x˜1µ+ λ µ · · ·
· · · x˜1µ+ λ · · ·
· · · · x˜2µ+ λ µ ·
· · · · · . . . . . .

=
⊕
i
J(x˜i) =
⊕
i
Mmi(x˜i), (18)
where the size of J(x˜i) is mi ×mi.
In case the eigenvalues x1, x2, . . . , xm ∈ C are all distinct, the KCF is diagonal and one can easily determine the
matrices B and CT bringing the given matrix pencil to its KCF, i.e., BPCT = PKCF . In order to see that, note that
the matrix pencil P is of the form λ1 + µC, where C is the transpose of a so-called companion matrix [19]. We can
hence use the Vandermonde matrix
V =

1 x1 x
2
1 . . . x
m−1
1
1 x2 x
2
2 . . . x
m−1
2
...
...
...
. . .
...
1 xm x
2
m . . . x
m−1
m
 (19)
to diagonalize C as V CTV −1 = diag(x1, x2, . . . , xm), where diag(x1, x2, . . . , xm) denotes a diagonal matrix with the
entries x1, x2, . . . , xm [19]. Hence, the matrices bringing P to its KCF are B = V −1T and CT = V T . Note that
if the eigenvalues, xi, are degenerate then C is not diagonalizable. In this case a similarity transformation V˜ can
be used, which transforms C to a block diagonal matrix, where each block is a Jordan block of size given by the
algebraic multiplicity of the eigenvalues. Hence, the matrix pencil, λ1+ µC, can be transformed with this similarity
transformation V˜ to its KCF given in Eq. (18).
D. Characterization of SLOCC classes in 2×m× n
Lemma 2 implies that two states can be transformed into each other via some invertible operator of the form
1 ⊗ B ⊗ C iff the corresponding matrix pencils have the same KCF. However, the effect of the invertible operator,
8A, applied on the first system (the qubit), remains to be taken into account. As explained above it transforms the
variables of the matrix pencil (µ, λ) to some new variables (µˆ, λˆ)T = AT (µ, λ)T . Let us now review how the matrix
pencil, or more precisely, the KCF of a matrix pencil, changes under the action of Alice.
It has been shown that the minimal indices of a matrix pencil cannot be altered by A [15, 20]. However, the
eigenvalues, xi, of a matrix pencil can indeed change, while the size signatures si remain unchanged. Denoting by
A =
(
α β
γ δ
)
, with detA 6= 0 the operator applied to the first system, the finite eigenvalues xi 6=∞ transform to [15]
xi →
{
αxi+β
γxi+δ
, if γxi + δ 6= 0
∞, if γxi + δ = 0 , (20)
while the infinite eigenvalue changes as
∞→
{
α
γ , if γ 6= 0
∞, if γ = 0 . (21)
As can be seen from here, A’s action can always be used to bring a state to a form with no infinite eigenvalues [15, 16].
Hence, in order to study SLOCC classes, only states with finite eigenvalues need to be considered. With this we are
ready to formulate the theorem which relates matrix pencils to the SLOCC equivalence classes of 2×m×n-dimensional
states.
Theorem 3 ([15]). Two 2×m× n-dimensional pure states |ψ〉 and |φ〉 for which their corresponding matrix pencils
have only finite eigenvalues are SLOCC equivalent iff they have the same minimal indices, matching eigenvalue size
signatures, and the eigenvalues {xi} and {x′i}, respectively, are related by a linear fractional transformation
αxi + γ
βxi + δ
= x′i, for some α, β, γ, δ ∈ C, where αδ − βγ 6= 0. (22)
Note that here the invertible operation A =
(
α β
γ δ
)
is applied by Alice. As noted in [15], it is always possible to
uniquely relate two triplets of distinct eigenvalues {x1, x2, x3} and {x′1, x′2, x′3} with a linear fractional transformation
[21]. In particular, this implies that a state with a corresponding matrix pencil that has only three distinct eigenvalues
is SLOCC equivalent to any other state with a corresponding matrix pencil that has matching minimal indices,
eigenvalue size signatures, but three arbitrary (distinct) eigenvalues. For more than three distinct eigenvalues this
does not hold in general.
E. Local transformations form larger- to smaller-dimensional Hilbert space
In the previous two subsections we reviewed how the SLOCC classes in 2×m× n can be characterized via matrix
pencils. Here, we go one step beyond that and recall the necessary and sufficient condition for the existence of a local
(non–invertible) transformation from a state |ψ〉 with local ranks 2×m× n to a state |φ〉 with local ranks 2×m× k
where k < n. In order to do so, we consider now a (non-invertible) SLOCC transformation of a state with local rank
2 ×m × n to a state with local rank 2 ×m × (n − 1). The general case can be deduced from that by iterating the
process. Note that such a transformation requires a non-invertible SLOCC operation performed by C. The necessary
and sufficient conditions for the existence of this operation are stated in the following theorem which is presented in
[15]. Here and in the following, we will denote the matrix pencil that is associated to a state |ψ〉 by Pψ.
Theorem 4 ([15]). Let |ψ〉 and |φ〉 be states with local ranks 2×m×n and 2×m×(n−1) and let c1, c2, . . . , cn denote
the columns of the pencil Pψ(µ, λ). Then |ψ〉 can be mapped to |φ〉 via some non-invertible SLOCC operators iff for
some 1 ≤ i ≤ n, there exist constants a1, ai−1, ai+1, . . . , an and some invertible linear transformation (µ, λ) 7→ (µˆ, λˆ)
such that the pencil Pψi(µˆ, λˆ) = [c1 + a1ci, . . . , ci−1 + ai−1ci, ci+1 + ai+1ci, . . . , cn + anci] is strictly equivalent to
Pφ(µ, λ).
Let us remark here, that in the transformation from |ψ〉 to |φ〉, the pencil [c1 + a1ci, . . . , ci−1 + ai−1ci, ci+1 +
ai+1ci, . . . , cn + anci] is obtained by the third party, Claire, applying an operator C that is given via the n − 1 × n
matrix
C = Pn−1(1l + |φ〉〈i|), (23)
9where Pn−1 denotes the projector onto the n− 1 dimensional subspace spanned by all standard basis vectors but ~ei
and |φ〉 = ∑j 6=i aj |j〉. The intuition behind the theorem is that any matrix C˜ can be brought to its so-called reduced
row echelon form C using invertible row operations, i.e., matrices that act on the left, only [22].
Similarly, transformations from states of local rank 2 × m × n to states with local rank 2 × (m − 1) × n can be
achieved by some non-invertible operation B performed by Bob. Non-invertible operators applied by Alice are not
considered as they would always leave Alice not entangled with the rest of the parties.
Let us illustrate this result with a simple example. Here and in the following we will say, similarly to Ref. [15], that a
state has a State KCF (SKCF) if its corresponding matrix pencil has the KCF 7. Let us consider the two states in SKCF
|ψ〉 = |001〉+ |012〉+ |100〉+ |111〉+ |123〉 ∈ C2⊗C3⊗C4 and |φ〉 = |001〉+ |012〉+ |100〉+ |111〉+ |122〉 ∈ C2⊗C3⊗C3.
Their corresponding matrix pencils are given by
Pψ = L2 ⊕M1(0) =
λ µ · ·· λ µ ·
· · · λ
 and Pφ = M3(0) =
λ µ ·· λ µ
· · λ
 . (24)
It is easy to see that a matrix pencil that is strictly equivalent to Pφ can be obtained (in particular, Pφ can be
obtained) by adding the last column of Pψ to the third column of Pψ and discarding the last column afterwards.
According to Theorem 4 this implies that |ψ〉 can be transformed to |φ〉. The operator C given in Eq. (23), which
performs the described action, reads
CT =
 1 . .. 1 .. . 1
a1 a2 a3
 , (25)
where a1 = a2 = 0 and a3 = 1. As can be easily seen we have PψCT = Pφ and thus 1 ⊗ 1 ⊗ C|ψ〉 = |φ〉. Note that
in general, operators A and B not equal to 1 may be required. Note also that the operators are not unique.
III. CHARACTERIZATION OF GENERIC STATES IN 2×m× n
In this section we characterize a generic set of states in 2 × m × n. In order to do so, we first introduce some
lemmata concerning a necessary and sufficient condition for a matrix pencil to be a direct sum of right null-space
blocks Li only, and a sufficient condition on the matrix pencil corresponding to a state such that the operation
applied by the first party can be inverted by a transformation of party 2 and 3. We will use these lemmata for both,
the characterization of generic sets of states and to prove that a generic state can always be transformed into any
state in a full measure set of states of smaller dimension. The latter is the main result of the subsequent section.
Using then the characterization of generic matrix pencils presented in Ref. [20], we show that the union of SLOCC
classes of states corresponding to a generic set of matrix pencils is of full measure (see Theorem 8). Interestingly,
it turns out that this generic set of states (similarly to the generic set of matrix pencils) is characterized by m − 3
parameters in case m = n and has no free parameter in case m 6= n.
Whereas the proof of Theorem 8 is presented in Appendix A, we present the proofs of some lemmata in the main
text. The reason for that is that the proofs are illuminating for readers not that familiar with matrix pencils.
In the following lemma a characterization of matrix pencils being a direct sum of right null-space blocks is presented.
As stated before, we consider here only full ranked states in 2 ×m × n, i.e., states whose local rank is maximal. In
particular, for all the KCF of the corresponding matrix pencils h = g = 0 in Eq. (4). Recall that for any m × n
matrix pencil, Dm = 1 implies that the rank of the pencil is m.
Lemma 5. Let P(µ, λ) denote a m×n matrix pencil, where n > m. Then the following two statements are equivalent.
(i) Dm = 1,
(ii) P(µ, λ) is strictly equivalent to a direct sum of right nullspace blocks Li only.
In particular, for an m× (m+ 1) matrix pencil P(µ, λ) we have Dm = 1 iff P(µ, λ) is strictly equivalent to Lm.
7 Note that for simplicity, we do not fix the eigenvalues or the order of them, which implies that the SKCF is not unique here. Contrary
to that a unique SKCF has been defined in Ref. [15].
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Proof. If P(µ, λ) is strictly equivalent to a direct sum of Li blocks, then it is straightforward to see that Dm = 1, as
one of the m-minors equals µm and another one equals λm and their greatest common divisor is therefore 1. Let us
now prove that the converse also holds. First note, that in case Dm = 1 there is no J block present in the pencil’s
KCF. To see this, note that the rank of the matrix pencil is m, which implies that Dm = µ
eµ
∏
i,xi 6=∞(xiµ + λ)
ei ,
which can only equal 1 if there exists no eigenvalue and hence no J block 8. We hence have a direct sum of Li
and LTνi blocks only. Due to dimensionality reasons, the number of Li blocks equals n −m plus the number of LTνi
blocks. We now have to show, however, that there cannot be any left nullspace blocks. Let us assume the contrary,
i.e., there is at least one LTν block present. We will show that in this case all m-minors vanish implying Dm = 0,
which contradicts Dm = 1. Without loss of generality, in particular having the same set of m-minors, we can write
the matrix pencil as
λ
µ λ
µ
λ
µ


. . .
. . .
· · ·
ν + 1
m− (ν + 1)
ν n− ν
P = . (26)
For computing any of them-minors, there are at most ν vectors which are non-vanishing in the first ν+1 components.
Hence, this (ν + 1)-dimensional subspace can never be spanned by those vectors and hence, the minor vanishes. This
completes the proof. The statement about m × (m + 1) matrix pencils follows immediately from the fact that if
n = m+ 1 there exists no other direct sum of right null space blocks which amounts to the required dimension.
Let us now show that states corresponding to matrix pencils, which are direct sums of (right and left) null-space
blocks only are very special and somehow resemble bipartite states. In fact, as shown in the following lemma, for
those states the transformation accomplished by applying an operator on the first system can also be achieved by
party 2 and 3.
Lemma 6. If a matrix pencil Pψ(µ, λ) corresponding to a state |ψ〉 consists only of null-space blocks, i.e., Pψ ={
L1 , . . . La , L
T
ν1 , . . . L
T
νb
}
, then any invertible action of Alice, A, can be undone by Bob and Charlie with some
invertible matrices B and C.
Hence, if the premises of the lemma are satisfied then for any operators A ∈ GL2 there exist operators B ∈
GLm, C ∈ GLn such that A⊗ 1l⊗ 1l|ψ〉 = 1l⊗B ⊗C|ψ〉. This property resembles a property of bipartite states as for
any bipartite state, |φ〉, we have that for any operators A there exist operators B such that A⊗ 1l|φ〉 = 1l⊗B|φ〉.
Proof of Lemma 6. To prove this lemma, we make use of Lemma 3 in Ref. [15], which states that the minimal indices
of a matrix pencil are invariant under the action of Alice. However, the KCF of a pencil that only contains null-space
blocks is completely determined by the minimal indices. This implies that for any action of Alice, there exist operators
B and C for Bob and Claire which bring the matrix pencil corresponding to the state back to its KCF. This completes
the proof.
Let us here consider as a simple example the state |ψ〉 = |001〉+ |013〉+ |024〉+ |100〉+ |112〉+ |123〉 ∈ C2⊗C3⊗C5
whose corresponding matrix pencil is given by
Pψ = L1 ⊕ L2 =
λ µ · · ·· · λ µ ·
· · · λ µ
 . (27)
8 One can also see this by considering the invariant polynomials. Let us assume that a J block is present, which implies that there
exist eigenvalues, either finite or infinite. Recall that if this is the case, then there exists an invariant polynomial Ek =
Dk
Dk−1
=
µe
µ
k
∏
i,xi 6=∞(xiµ+λ)
eik 6= 1. As Dk divides Dm for all k ≤ m and we have at least one k for which Dk 6= 1, we also have that Dm 6= 1
which contradicts the assumption that Dm = 1. This implies that there is no J block present.
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Alice now applies for instance the operator A =
(
1 1
1 0
)
transforming the state to |ψ′〉 = (A ⊗ 1 ⊗ 1)|ψ〉 = |000〉 +
|001〉+ |012〉+ |013〉+ |023〉+ |024〉+ |101〉+ |113〉+ |124〉 with a corresponding matrix pencil
Pψ′ =
µ µ+ λ · · ·· · µ µ+ λ ·
· · · µ µ+ λ
 . (28)
One can easily verify that the operations
B =
1 0 00 0 1
0 1 1
 and C =

−1 1 0 0 0
1 0 0 0 0
0 0 1 −1 1
0 0 −2 1 0
0 0 1 0 0
 (29)
transform the matrix pencil back to its original form, i.e., BPψ′CT = Pψ. Stated differently, A⊗B⊗C is a symmetry
of the state |ψ〉.
In Ref. [20] a generic set of matrix pencils has been characterized. That is a set of matrix pencils G = {Pi} has
been identified with the property that the union of the orbits of matrix pencils within this set is of full measure. That
is,
⋃
iO(Pi) is of full measure, where O(Pi) = {BPiCT , with B ∈ GLm, C ∈ GLn}. In 2×m×m it is easy to verify
that the set of matrix pencils with distinct eigenvalues is generic [23]. In 2 ×m × n, with d = n −m ≥ 1, however,
there is only one matrix pencil, whose orbit is generic. It is given by a direct sum of (at most two different) null-space
blocks. More precisely, the following theorem has been proven in Ref. [20].
Theorem 7. A generic matrix pencil of dimension m×m corresponds to the matrix pencil with m distinct divisors.
If d = n−m ≥ 1, the generic matrix pencil is given by P(R,S) = (d− (m mod d))Lbm/dc⊕ (m mod d)Ldm/de, where
b.c (d.e) denotes the floor (ceiling) function, respectively.
Let us mention here that in order to prove this result the codimension of the orbit, O(P) has been computed.
See [20] and references therein. It is defined as the difference between the dimension of the whole space, i.e., 2mn
(counting complex dimensions), and the dimension of the orbit, dim {O(P)}. It is evident that the codimension
is minimal for n = m if there are only distinct divisors (as for such a pencil the dimension of the symmetries,
SP = {(B,C) : BPCT = P}, is the smallest). However, in case d = n − m ≥ 1, it has been shown that the
codimension is minimal, in fact vanishes, iff the matrix pencil contains right null-space blocks only and the dimension
of the null-space blocks are chosen equal to each other or, if this is not possible, the difference between the two
different dimensions of nullspace blocks is at most 1.
In Appendix A we show that the union of SLOCC classes of states corresponding to a generic set of matrix pencils
is of full measure. More precisely, we use the lemmata and the theorem above to prove there the following theorem.
Theorem 8. The set of full rank states in 2 × m × n belonging to a SLOCC class with a representative whose
corresponding matrix pencil is generic, is of full measure.
Stated differently, we have that for n = m a generic set of states is given by the union of SLOCC classes whose
representatives are given by
|Ψ(x1, . . . , xm)〉 = |0〉(D1 ⊗ 1l)|Φ+m〉+ |1〉(1l⊗ 1l)|Φ+m〉, (30)
where D1 = diag(x1, . . . , xm), where xi 6= xj for i 6= j. Note that not all states |Ψ(x1, . . . , xm)〉 correspond to
different SLOCC classes, as, e.g., the entries of D1 could be sorted differently even via local unitaries. Moreover, as
mentioned before, the eigenvalues of the matrix pencil, xi can be altered by an operator applied by A. More precisely,
three of the eigenvalues can be fixed, leading to the fact that the representatives constitute a m− 3 parameter family.
For n > m a generic set of states is given by the SLOCC class of a single state corresponding to the matrix pencil given
in Theorem 7. For instance, in case m = 7, n = 10, the generic matrix pencil is L2 ⊕ L2 ⊕ L3 and the representative
of the generic SLOCC class is given by
|Ψ〉 = |0〉(|01〉+ |12〉+ |24〉+ |35〉+ |47〉+ |58〉+ |69〉) + |1〉(|00〉+ |11〉+ |23〉+ |34〉+ |46〉+ |57〉+ |68〉). (31)
For n = m+ 1, i.e. d = 1 the generic matrix pencil is the single nullspace block, Lm. Hence, in this case the generic
SLOCC class is represented by the state
12
|Ψ〉 = |0〉
(
m∑
i=1
|i− 1, i〉
)
+ |1〉|Φ+m〉. (32)
Note that there is only one generic SLOCC class in case n 6= m. However, there is a (m− 3)–parameter family of
SLOCC–classes in case m = n whose union constitutes a generic set of states.
IV. TRANSFORMATIONS FROM AN ARBITRARY STATE IN A FULL MEASURE SET IN 2×m× n
TO A FULL MEASURE SET IN 2×m× (n− 1)
We consider here state transformations via local, however not invertible matrices. That is, we consider transforma-
tions from e.g., 2×m×n to 2×m× (n− 1). We show here that a generic state in 2×m×n can be transformed into
any state in a full measure set within 2 ×m × (n − 1) for any m,n. In order to do so, we first show that the result
is true for n = m + 1 (Lemma 9). There, the statement is proven by showing that any state in the generic set of
states within 2×m×m can be reached. Hence, we need to show that any state which corresponds to a SLOCC class
whose representative is given by Eq. (30), i.e., corresponds to a matrix pencil with m distinct eigenvalues, can be
reached from a state in 2×m× (m+ 1) corresponding to the SLOCC class represented by the state given in Eq. (32).
The second exceptional case, which will be studied separately here, concerns the transformations from 2 × m × m
to 2 × m × (m − 1). As both cases involve transformation to or from generic states in 2 × m × m, we treat them
separately before we present the general case where we consider transformations from 2×m× n to 2×m× (n− 1)
for n arbitrary and show that any generic state in 2×m× n can be transformed into a full measure set of states in
2×m× (n− 1) (see Theorem 11 and Figure 2). In fact, we prove an even stronger result, which shows that also some
non–generic states can be reached.
Let us first study transformations from 2×m× (m+ 1) to 2×m×m. Let us consider a state |ψ〉 with local ranks
2 × m × (m + 1) corresponding to a pencil that is strictly equivalent to the matrix pencil containing only a single
block Lm. We will prove that |ψ〉 can always be transformed to states with local ranks 2×m×m that correspond to
matrix pencils with m distinct eigenvalues. Let us remark here that these are not the only states that can be reached
from |ψ〉. In particular, it is also possible to reach certain states corresponding to matrix pencils with degenerate
eigenvalues. We elaborate on that after proving the following Lemma.
Lemma 9. A 2×m×(m+1) state |ψ〉 corresponding to the matrix pencil Pψ = Lm can be mapped to any 2×m×m state
|φ〉 corresponding to a (diagonal) matrix pencil with arbitrary m distinct eigenvalues x1, . . . , xm, i.e. Pφ =
⊕m
i=1 J(xi),
via local operators.
Proof. We consider the matrix pencil consisting of a single Lm block and use Theorem 4 to prove the statement. Due
to Theorem 4 there exist local (non-invertible) transformations which map Lm to the matrix pencil where the last
column of Lm is added to the others with coefficients −a0,−a1, . . . ,−am−1 ∈ C that we will choose later on. That is,
there exist local operators accomplishing the transformation
Lm =
m+1←−−−−−−−−−−−−−−→
λ µ · · · ·
· λ µ · · ·
· · λ µ · ·
· · · . . . . . . ·
· · · · λ µ

xy
m 7−→ Pm =
m←−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
λ µ · · ·
· . . . . . . · ·
· · λ µ ·
· · · λ µ
−a0µ · · · · −am−2µ −am−1µ+ λ

xy
m. (33)
In Section II C we showed that the KCF of the resulting matrix pencil, Pm, is given by Eq. (18). In particular, it
has been shown there that Dk = 1 for all k ≤ m− 1 and Dm(µ, λ) is given by Eq. (15). Using that Dm(µ = 0, λ) 6= 0
which implies that there exist only finite eigenvalues, x1, . . . , xm, we have seen in Section II C that the coefficients,
a0, a1, . . . , am−1, are given by
ak = (−1)m−k
( ∑
i1,i2,...,im∈{0,1}∑m
j=1
ij=(m−k)
xi11 x
i2
2 . . . x
im
m
)
. (34)
This tells us how to choose appropriate coefficients a0, . . . , am−1 to reach states that correspond to a pencil with finite
eigenvalues, x1, x2, . . . , xm and with a KCF given in Eq. (18). In particular, we can reach any state corresponding to a
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pencil with distinct, finite eigenvalues. Due to Theorem 3 (see also discussion above Theorem 3) infinite eigenvalues do
not need to be considered, as the corresponding states are always SLOCC equivalent to a state with finite eigenvalues.
This completes the proof.
From the proof above we can see that it is also possible to reach states whose corresponding pencils have non-distinct
eigenvalues. As Dm−1 = 1, however, the corresponding size signatures cannot be chosen freely, they are given by
si = (0, . . . , 0,mi), where mi equals the algebraic multiplicity of eigenvalue xi.
Let us remark here, that the actual map A ⊗ B ⊗ C between the two states |ψ〉 and |φ〉 from Lemma 9 given in
SKCF can be easily constructed as follows. First note that the operator C which is given in Eq. (23), acting on the
state |ψ〉, transforms the corresponding matrix pencil as in Eq. (33). We now have to find local operators bringing
the pencil Pm to KCF. As explained in Section II C, because of the special form of Pm and as the eigenvalues, xi,
are distinct, we can use the Vandermonde matrix given in Eq. (19) to diagonalize the matrix pencil Pm. The local
operators bringing Pm to KCF are then 1 ⊗ V −1T ⊗ V . In case the matrix pencil corresponding to the target state
has infinite eigenvalues, additional operators A⊗B⊗C have to be used which bring the matrix pencil to a form with
infinite eigenvalues as explained in Section II D. Concatenating all the operations yields the required operators.
Let us now, conversely, start from an arbitrary state, |ψ〉, with local ranks 2 × (m + 1) × (m + 1) corresponding
to a matrix pencil with m + 1 distinct eigenvalues (see Eq. (30)) and consider transformations to states with local
ranks 2×m× (m+ 1). Here, we prove that a state |φ〉 with Pφ = Lm can be reached from any such state |ψ〉. Note
that in contrast to before, we now consider a scenario where Bob instead of Claire applies a non-invertible operation.
We do so in order to obtain the stair hierarchy presented in Figure 1, but, obviously, one can also show that a state
corresponding to the pencil LTm can be reached from |ψ〉 if a non-invertible operation on Claire’s side is considered
instead.
Lemma 10. Any state |ψ〉 in 2 × (m + 1) × (m + 1) corresponding to a (m + 1) × (m + 1) matrix pencil Pψ with
m+ 1 distinct eigenvalues can be transformed via local operations to the 2×m× (m+ 1) state |φ〉 corresponding to a
matrix pencil that consists of one single Lm block, i.e., Pφ = Lm.
Proof. Let us denote the eigenvalues of Pψ as x1, x2, . . . , xm. Due to Theorem 4 there exists a non-invertible matrix
B which, applied to |ψ〉, transforms |ψ〉 to a state whose corresponding matrix pencil, P ′, can be obtained by erasing
the first row of the initial pencil after adding it to the other rows with coefficients a2, a3, . . . , am+1. We will prove that
the resulting matrix pencil, P ′, is strictly equivalent to Pφ = Lm for some choice of the coefficients a2, a3, . . . , am+1.
The explicit pencils read
Pψ =

µx1 + λ 0 · ·
· µx2 + λ . . . ·
· · . . . 0
· · · µxm+1 + λ
 and P ′ =
m+1←−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
a2(µx1 + λ) µx2 + λ · · ·
a3(µx1 + λ) · µx3 + λ · ·
... · · . . . ·
am+1(µx1 + λ) · · · µxm+1 + λ

xy
m.
(35)
It is straightforward to see that Dm of P ′ is given by
Dm = gcd{(µx2 + λ)(µx3 + λ) · · · (µxm+1 + λ),
−a2(µx1 + λ)(µx3 + λ) · · · (µxm+1 + λ),
a3(µx1 + λ)(µx2 + λ)(µx4 + λ) · · · (µxm+1 + λ),
...
(−1)mam+1(µx1 + λ)(µx2 + λ) · · · (µxm + λ)}
= gcd{(−1)j+1aj
m+1∏
i=1,i6=j
(µxi + λ) | j = 1, . . . , (m+ 1)} = 1, (36)
where a1 = 1. Note that the last equality holds iff none of the coefficients ai vanish. This is in fact the only requirement
we impose on the choice of coefficients. Using Lemma 5 it follows that P ′ is strictly equivalent to Lm, which proves
the statement.
Using the lemmata above, we are now in the position to prove one of the main results of this paper, namely that a
generic state in 2×m× n can be transformed to any state in the generic set of states in 2×m× (n− 1), as stated in
the following theorem.
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FIG. 1: Schematic representation of some SLOCC convertibility relations among states in the neighbouring dimensions 2 ×
(m+ 1)× (m+ 1), 2×m× (m+ 1), 2×m×m, 2× (m− 1)×m, and 2× (m− 1)× (m− 1). The transformation rules proven
in Lemma 9 and Lemma 10 are concatenated to obtain this “stair” hierarchy.
Theorem 11. Any generic state |ψ〉 in 2×m×n can be transformed locally to any generic state |φ〉 in 2×m×(n−1)
for any m and n.
In order to prove this theorem, we make use of the following lemma, which is actually more general than needed
for the proof of the theorem above.
Lemma 12. A state |ψ〉 in 2 ×m × n with Pψ =
⊕n−m
i=1 Li can be transformed to a state |φ〉 in 2 ×m × (n − 1)
with Pφ =
⊕n−m−1
i=1 L′i via local operations for any n ≥ m + 2 if the following condition holds. There exists j ∈{1, . . . , n −m − 1} such that for all i ∈ {1, . . . , j − 1} i = ′i and for all i ∈ {j, . . . , n −m − 1} i+1 ≤ ′i, where we
assume (i)i and (
′
i)i to be sorted in ascending order.
The proof of this lemma can be found in Appendix B. Let us now use it to prove Theorem 11.
Proof of Theorem 11. Let us write d = n − m, where d ≥ 0. The cases d = 0 and d = 1 were discussed and
proven above in Lemma 10 and Lemma 9, respectively. Let us now prove the statement for the case d ≥ 2. To
this end, we consider the matrix pencils Pψ and Pφ corresponding to the states |ψ〉 and |φ〉 which we assume
w.l.o.g. to be in SKCF. As shown in Theorem 8, the matrix pencils corresponding to generic states are given by Pψ =
(d−(m mod d))Lbm/dc⊕(m mod d)Ldm/de and Pφ = (d−1−(m mod (d−1))Lbm/(d−1)c⊕(m mod (d−1))Ldm/(d−1)e.
Note that the matrix pencils contain only Li blocks. More preciscely, 1 = . . . = (d−(m mod d)) = bm/dc, and if
m mod d 6= 0, (d−(m mod d)+1) = . . . = d = dm/de for Pψ and ′1 = . . . = ′(d−1−(m mod (d−1))) = bm/(d− 1)c, and
if m mod (d− 1) 6= 0, ′(d−1−(m mod (d−1))+1) = . . . = ′(d−1) = dm/(d− 1)e for Pφ. Hence, the sizes of the blocks are
distributed in such a way that Lemma 12 applies proving that |ψ〉 can be transformed to |φ〉, which completes the
proof.
Examples of transformations from generic states to lower-dimensional generic states
Let us now consider a simple example of such a transformation. Consider the two generic 2× 7× 10 and 2× 7× 9
states
|ψ〉 = |0〉(|01〉+ |12〉+ |24〉+ |35〉+ |47〉+ |58〉+ |69〉) + |1〉(|00〉+ |11〉+ |23〉+ |34〉+ |46〉+ |57〉+ |68〉) and (37)
|φ〉 = |0〉(|01〉+ |12〉+ |23〉+ |35〉+ |46〉+ |57〉+ |68〉) + |1〉(|00〉+ |11〉+ |22〉+ |34〉+ |45〉+ |56〉+ |67〉), (38)
respectively. The matrix pencils corresponding to these states are Pψ = L2⊕L2⊕L3 and Pφ = L3⊕L4. We will now
show how the operators B and C such that BPψCT = Pφ and thus 1⊗B ⊗ C|ψ〉 = |φ〉 are explicitly constructed in
this example. In order to do so, we use the proof of Lemma 12, which is presented in Appendix B. The matrices CT
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and B˜ as defined there (see Eq. (B1) and Eq. (B4)) are
CT =

1 · · · · · · · ·
· 1 · · · · · · ·
· · 1 · · · · · ·
· 1 · · 1 · · · ·
· · 1 · · 1 · · ·
· · · 1 · · 1 · ·
· · · · · 1 · · ·
· · · · · · 1 · ·
· · · · · · · 1 ·
· · · · · · · · 1

, B˜ =

1 · · · · · ·
· 1 · · · · ·
· 1 · 1 · · ·
· · 1 · 1 · ·
· · · · 1 · ·
· · · · · 1 ·
· · · · · · 1

. (39)
It can be easily verified that B˜ is invertible and that indeed BPψCT = Pφ, where B = B˜−1.
Let us also present a different method to show that the matrix pencil PψCT is indeed equivalent to Pφ. To this
end, let us consider the action of CT on the nullspace vectors of the matrix pencil Pφ. Let {x1, x2, x3} ({x′1, x′2})
denote the nullspace vectors of minimal degree for Pψ (Pφ), respectively. We have
x1 =

µ2
−µλ
λ2
0
0
0
0
0
0
0

, x2 =

0
0
0
µ2
−µλ
λ2
0
0
0
0

, x3 =

0
0
0
0
0
0
µ3
−µ2λ
µλ2
−λ3

and x′1 =

µ3
−µ2λ
µλ2
−λ3
0
0
0
0
0

, x′2 =

0
0
0
0
µ4
−µ3λ
µ2λ2
−µλ3
λ4

. (40)
The matrix CT is constructed in such a way, that the nullspace vectors {x′i} transform under it as follows
CTx′1 = µ

µ2
−µλ
λ2
0
0
0
0
0
0
0

− λ

0
0
0
µ2
−µλ
λ2
0
0
0
0

= µx1 − λx2 and CTx′2 = µ2

0
0
0
µ2
−µλ
λ2
0
0
0
0

− λ

0
0
0
0
0
0
µ3
−µ2λ
µλ2
−λ3

= µ2x2 − λx3. (41)
Note that CTx′1 (C
Tx′2) can be expressed as a superposition of the nullspace vectors x1 and x2 (x2 and x3), respectively.
Note further that CTx′1 and C
Tx′2 are linearly independent. As Pψxi = 0, where i ∈ {1, 2, 3}, we have that PφCTx′i =
0, hence x′1 and x
′
2 are two linearly independent vectors in the nullspace of PψCT with degree 3 and 4, respectively.
We will now show that these are the minimal indices of PψCT , which implies that PψCT is strictly equivalent to Pφ.
First note that Dm = D7 = 1 for PψCT , as there is one 7-minor equal to µ7 and another 7-minor equal to λ7. Using
Lemma 5 this implies that the KCF of PψCT is a direct sum of right null space blocks only. Due to dimensionality
reasons, the KCF contains exactly two L blocks. In fact, the possibilities are L1 ⊕ L6, L2 ⊕ L5, and L3 ⊕ L4. As the
minimal indices are (1, 6), (2, 5), and (3, 4), respectively, it is easy to see that PψCT has to be strictly equivalent to
Pφ = L3 ⊕ L4, as the minimal indices corresponding to the other choices are not compatible with the degrees of x′1
and x′2 (see Lemma 17 in Appendix B).
Note that also in general, the matrix CT is constructed in such a way that the linearly independent vectors CTx′i
can be individually expressed as a superposition of xi and xi+1 and thus PψCTx′i = 0 for all i ≤ d−1. Recall the proof
of Lemma 12, where we have shown that for a matrix pencil strictly equivalent to PψCT , there exists a non-vanishing
m-minor equal to µm. One can transform PψCT to a upper block triangular matrix, which can be achieved in a
iterative process similarly as described in the proof of Lemma 12, where one starts from the last block, Ld , instead
and obtains an m-minor equal to λm. Dm is invariant under such a transformation and must thus divide both µ
m
and λm. Hence, we have that Dm = 1. As in the example above, Lemmata 5 and 17 can be used to show that PψCT
is strictly equivalent to Pφ and, thus, obtain an alternative proof of Lemma 12.
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Using the matrices B˜ and CT given in Eq. (39), one finds the following operations B = B˜−1 and C such that
1⊗B ⊗ C|ψ〉 = |φ〉, where
C = |0〉〈0|+ |1〉〈1|+ |2〉〈2|+ (|1〉+ |4〉)〈3|+ (|2〉+ |5〉)〈4|+ (|3〉+ |6〉)〈5|+ |5〉〈6|+ |6〉〈7|+ |7〉〈8|+ |8〉〈9|, (42)
B = |0〉〈0|+ (|1〉 − |3〉)〈1|+ |3〉〈2|+ |2〉〈3|+ (−|2〉+ |4〉)〈4|+ |5〉〈5|+ |6〉〈6|. (43)
With Theorem 11 we have thus proven that the SLOCC hierarchy for generic states in 2 ×m × n is of the form
shown in Figure 2. In particular, any generic state can be converted to a generic set of states contained in an
lower-dimensional Hilbert space.
...
FIG. 2: Schematic representation of the hierarchy of SLOCC classes for generic states in 2×m× n level systems for fixed m.
The here depicted matrix pencils correspond to representative states of the generic SLOCC classes in case m 6= n. In case
m = n, the union of the SLOCC classes corresponding to the depicted matrix pencils forms the generic set of states. A similar
picture arises if n is fixed instead.
V. COMMON RESOURCE STATES
In the previous section we showed that any generic state in 2×m× (n+ 1) can be transformed probabilistically to
any generic state in 2×m× n. Stated differently, it is sufficient to increase n only by one in order to find a generic
state that can be transformed to every generic state in a lower dimensional Hilbert space. We call such a state a
resource state for a set of states in 2×m×n, which it can be transformed to. Note that here a state is a representative
of its SLOCC class in its respective dimension. A formal definition of resource states and their optimality is given
below. The notion of optimal common resource states has been introduced and motivated in [24]. The general idea
is that for some quantum information task, different entangled states might be needed. Hence, if the parties would
share the common resource of the required states, they could obtain any of the required states when needed by LOCC
operations only. In contrast to [24], where resource states under deterministic LOCC are considered, in this work, we
consider resource states under probabilistic transformations.
Definition 13. A common resource (CR) state for a set of states S is a state that can be transformed probabilistically
to any state contained in S. A common resource state |ψ〉 is called optimal common resource state (OCR), if for any
other common resource state |φ〉 for S, it holds that either |φ〉 can be probabilistically transformed to |ψ〉, or neither
|ψ〉 nor |φ〉 can be probabilistically transformed into the other.
Note that a common resource state can only be found in a higher-dimensional Hilbert space unless we consider the
trivial case where some state in S already serves as common resource for S. Note further that the optimal common
resource state is not necessarily unique. This is due to the fact that either one might increase the dimensions in
different ways to find common resource states, or, even when considering a fixed increase of dimensions, one might
find common resource states in different SLOCC classes. To give an example, consider 2× 2× 3 states (see [15]). A
optimal common resource for H = C2×C2×C3 can be found in dimensions 2×2×4 as well as in 2×3×3. Moreover,
in 2 × 3 × 3 one can in fact find three SLOCC-inequivalent common resources, which are all optimal. However, any
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common resource state found in 2 × 3 × 4 can be transformed to a common resource of lower dimension and hence
cannot be optimal.
It has been shown that such a common resource state always exists if one of the dimensions is increased sufficiently.
In particular in [25], it has been shown that given a Hilbert spaceH = Cd1⊗Cd2⊗· · ·⊗CdN , where d1 ≤ d2 ≤ · · · ≤ dN ,
there exists a state which can be transformed to all the other states by LOCC iff
N−1∏
i=1
di ≤ dN . (44)
In case Eq. (44) holds, the N -th party (with the highest local dimension) can share a di-dimensional singlet state
with each i-th party. In order to obtain any state, the N -th party can then locally prepare the desired state and
perform a teleportation protocol using the shared singlet states. This upper bounds the increase in dimensions that
has to be considered when looking for common resource states.
In this section, we extend our result from the previous section, where we considered generic sets of states. In
particular, we look for common resource states for S containing all states in H = C2×Cm×Cn for fixed m and n, i.e.,
where in addition to the generic set of states also sets of measure zero are included. In the following, we show that in
contrast to common resources for a generic set of states, where in order to find a resource state it suffices to increase
some dimension by one, this increase is not sufficient to find common resource states for the full set of states. To find
such common resource states, we consider an increase of the highest dimension, n, i.e., we look for common resource
states in C2 × Cm × Cn˜, where n˜ > n 9. Due to the above mentionend bound, it is clear that a common resource
state exists in case n˜ = 2m, as then the condition in Eq. (44) is satisfied. However, the question we address here is
whether we can find a common resource state for which n˜ < 2m. Again, a difference between the two cases m = n
and m 6= n becomes apparent. In the following theorems, we prove that in case m = n such a common resource state
exsits for n˜ = 2m − 2. Moreover, this increase of dimension (of the third system) is optimal. In contrast to that, in
case m 6= n, the teleportation bound is tight, i.e., there exists no common resource state whenever n˜ < 2m.
The following m× (m− 2) matrix pencil will be of relevance throughout the remainder of this section,
Pψ = (m− 3)L1 ⊕ L2 ⊕M1(0) =

λ µ · · · · · · · · · ·
· · λ µ · · · · · · · ·
· · · · . . . . . . · · · · · ·
· · · · · · λ µ · · · ·
· · · · · · · · λ µ · ·
· · · · · · · · · λ µ ·
· · · · · · · · · · · λ

. (45)
The reason for that is that this pencil corresponds to the 2×m× (2m− 2) state |ψ〉 which turns out to be a common
resource for all 2×m×m states, which we will show in the following theorem.
Theorem 14. The 2×m× (2m− 2) state |ψ〉 that corresponds to the matrix pencil given in Eq. (45) is a common
resource for 2 ×m ×m states, where m ≥ 4, i.e., |ψ〉 can be transformed to any 2 ×m ×m state via non-invertible
SLOCC.
Proof. Although we could directly prove the statement considering the matrix pencil given in Eq. (45), we will prove
this theorem in three steps for readability. First, we will explicitly give a 2×m×2m state which reaches all 2×m×m
states. Based on this state, we will then construct a 2×m×(2m−1) state which can be used for the same task. Finally,
we will argue that the dimension can be reduced by one more by showing that the 2 ×m × (2m − 2) corresponding
to the matrix pencil Pψ given in Eq. (45) is a common resource for all 2×m×m states.
A common resource |ψ〉 for 2 × m × m states can be trivially found in 2 × m × 2m, namely |φ+2 〉AC ⊗ |φ+m〉BC .
Associating |0〉C ⊗ |i〉C to |i〉C and |1〉C ⊗ |i〉C to |m+ i〉C , the corresponding matrix pencil is
Pψ =
µ · · λ · ·· . . . · · . . . ·
· · µ · · λ
 , (46)
9 Note that one could as well consider an increase in m, or an increase in both m and n. This is however beyond the scope of this paper.
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which is strictly equivalent to its KCF mL1. As explained in the introduction of this section, it can reach all states
in 2×m×m (even by deterministic LOCC), as Claire can use the state to perform teleportation.
We will present now an alternative proof of this statement by considering the corresponding matrix pencils. Let us
assume that |ψ〉 is in SKCF. We will show that given the matrix pencil Pψ = mL1, any m×m matrix pencil Pφ can
be obtained applying Theorem 4 m times consecutively. In particular, we will explicitly show that the L1 blocks in
Pψ can be combined in such a way that arbitrary blocks, L, LT , and J can be created for Pφ. Furthermore, we will
count the number of required L1 blocks and see that m of them present in Pψ suffice.
First note that L2 can be obtained by adding the first column of some L1 to the last column of another L1 block
and discarding this column afterwards. This procedure can be iterated to generate L, consuming  L1 blocks. An
LTν block can be generated by first generating Lν+1 and then discarding the first and the last column of Lν+1. This
procedure consumes ν + 1 of the L1 blocks in total. As the matrix pencil Pφ is square and we do only consider
transformations to pencils for which it holds that h = 0 and g = 0 in their KCF, we have that the number of L blocks
equals the number of LT blocks in Pφ. Let us assume w.l.o.g. that the matrix pencil Pφ consists of null-space blocks
of total dimension k× k, where k = ∑ai=1 i +∑ai=1(νi + 1) and of a J block of size (m− k)× (m− k). As explained
above, the null-space blocks can be created by consuming k of the L1 blocks of Pψ. We will now show that the m− k
remaining L1 blocks can be used to create an arbitrary J block. First note, that due to dimensionality reasons, the
size signatures of the eigenvalues sum up to m − k. An arbitrary finite eigenvalue xi (infinite eigenvalue) with size
signature 1 can be created consuming a single L1 block by adding the second column to the first one with coefficient
xi and discarding the second column afterwards (discarding the first column), respectively. Moreover, an existing
Me
i
j (xi) block can be enlarged to M
eij+1(xi) consuming a single L1 block arranged to the upper left, i.e., L1⊕Meij (xi).
To this end, the second column of L1 is added to the first column of the existing M
eij (xi) block before it is added to
the first column of the L1 block with coefficient xi and discarded afterwards. Similarly, an N
eµj block can be enlarged.
Thus, in total m− k L1 blocks are consumed in order to create an arbitrary J block of size (m− k)× (m− k). Hence,
Pψ = mL1 can be transformed to an arbitrary m × m matrix pencil and thus, the 2 × m × 2m state |ψ〉 can be
transformed to any 2×m×m state.
Let us now show that the 2×m× (2m− 1) state |ψ〉, whose corresponding matrix pencil is
Pψ = (m− 1)L1 ⊕M1(0) =

λ µ · · · · ·
· · . . . . . . · · ·
· · · · λ µ ·
· · · · · · λ
 , (47)
can perform the same task. Note that the first m − 1 L1 blocks are the same as before. However, the last L1 block
is replaced by M1(0). We will distinguish the two cases that Pφ has eigenvalues and that Pφ has no eigenvalues. In
both cases we show that Pψ given in Eq. (47) can be transformed into Pφ. In the first case, as a first step, Alice’s
action is used to transform the eigenvalue 0 present in Pψ to some eigenvalue x that is present in Pφ. From this point
on, the same procedure as described above is used to increase the size signature of the eigenvalue x or to obtain the
remaining blocks present in Pφ. In the second case, the pencil Pφ does not contain a J block, hence it is a direct
sum of L and LT blocks only. Due to dimensionality reasons, at least one LT block is present in Pφ. It is easy to see
that in this case, the M1(0) block in Pψ, can be used together with ν L1 blocks to obtain LTν by first using the ν L1
blocks to create Lν as described above and finally adding the M
1(0) block below the last column of the created Lν
bock and discarding the first column of this block. From this point on, the procedure described in the 2 ×m × 2m
scenario can be used in order to obtain the remaining blocks present in Pφ.
Let us now show that we can further reduce the dimension by one by considering the 2×m× (2m− 2) state |ψ〉,
whose corresponding matrix pencil Pψ is given in Eq. (45). As it is more involved to see that |ψ〉 is indeed a common
resource to all 2 ×m ×m states and, thus, the theorem holds, we will consider the following three classes of matrix
pencils separately. Note that each matrix pencil Pφ belongs to at least one of these classes,
(i) there is at least one L block with  ≥ 2 present in Pφ,
(ii) there is at least one L1 block present in Pφ,
(iii) there is no L block present in Pφ.
Let us first deal with case (i). In that case, the block L2 together with  − 2 L1 blocks in Pψ can be used to create
the block L as explained above. Due to dimensionality reasons, there exists also a L
T
ν in Pφ and we can use the
M1(0) block together with ν L1 blocks to create it. We are left with m − 3 − ( − 2) − ν L1 blocks which are used
to create the remaining arbitrary [m − ( + ν + 1)] × [m − ( + ν + 1)] sized matrix pencil, as explained above. Let
us now consider case (ii). We keep one of the L1 blocks in Pψ unchanged, as this block is also present in Pφ. Again,
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due to dimensionality reasons, there exists a LTν block in Pφ, which can be created using L2 together with ν − 1 L1
blocks. We are left with m− 3− ν L1 blocks and the M1(0) block which are used to create the remaining arbitrary
[m − (2 + ν)] × [m − (2 + ν)] sized matrix pencil, as explained above in the [2 × m × (2m − 1)] scenario. In the
remaining case, case (iii), no L block and hence (as Pφ is square) also no LT block is present in Pφ, i.e., it only
remains to be shown that Pψ can be used to reach an arbitrary J block of size m×m. Due to the discussion above
Theorem 3, we only have to consider finite eigenvalues. Let us show that with one exception (we elaborate on that
below), Pψ can indeed be used to reach an arbitrary J block of size m × m. First, Alice can transform M1(0) to
M1(x) for an arbitrary x. The L2 block can either be used to create M
2(x) or M1(x1)⊕M1(x2), where x1 6= x2 as
proven in Lemma 9 and right below it. Together with M1(0), L2 can also be used to create M
3(x). As explained
above, the remaining L1 blocks can be used to create the remaining part of the J block by either creating new M
1(x)
blocks, or by increasing the size signature of existing ones. Let us note here, that with the method explained here, it
is possible to reach any J , except pencils of the form Pφ = mM1(x). The reason for that is that L2 cannot be used
to create M1(x)⊕M1(x). However, this is not a problem as this matrix pencil corresponds to a state where Alice is
not entangled with the other parties. This completes the proof.
Let us remark here that Theorem 14 does not hold for m = 3, as
λ µ · ·· λ µ ·
· · · λ
 can be used to reach any 3 × 3
matrix pencil except
λ µ ·· · µ
· · λ
. Moreover, no other 2 × 3 × 4 state is a common resource for 2 × 3 × 3, which can
be easily verified by considering the full SLOCC hierarchy up to 2× 3× 6 states which has been derived in Ref. [15].
However, a common resource for 2× 3× 3 states can be found in C2 ⊗ C3 ⊗ C5 instead. For example, the 2× 3× 5
state corresponding to the matrix pencil
λ µ · · ·· · λ µ ·
· · · · λ
 can be used to reach any 2× 3× 3 state.
We are going to show next that the resource state introduced in Theorem 14 is an optimal resource for C2⊗Cm⊗Cm
states.
Theorem 15. The common resource state given in Theorem 14 is optimal, i.e., no common resource state which
reaches any 2×m×m state for m ≥ 4 exists in C2 ⊗ Cm ⊗ C2m−3 or lower dimensions.
Proof. To prove this theorem, we consider the full set of matrix pencils Pψ corresponding to 2×m×(2m−3) states |ψ〉
in SKCF. Due to the discussion above Theorem 3, we only have to consider finite eigenvalues. Then, we successively
eliminate classes of matrix pencils from this set until there are no candidates for a common resource left and we hence
prove the theorem.
First, we exclude matrix pencils Pψ that contain at least one LT block, as for such matrix pencils we have Dm = 0
(see proof of Lemma 5). Note that Dm = 0 is equivalent to the fact that there does not exist m linearly independent
columns in Pψ. As the columns of any matrix pencil Pφ to which Pψ can be transformed are linear superpositions
of the columns of Pψ, it follows that states corresponding to such Pψ can never reach states corresponding to matrix
pencils for which Dm 6= 0. Thus, such matrix pencils cannot be a common resource to all 2×m×m states.
Let us now exclude matrix pencils Pψ with at least two distinct eigenvalues x1 and x2. For any matrix pencil Pφ
that can be reached from such a Pψ, it holds that either Dm = 0, or both µx1 + λ and µx2 + λ divide Dm. This can
be seen as follows. If Pψ has at least two distinct eigenvalues x1 and x2, then the pencil Pψ (in KCF) contains at
least one row, k, (l) that vanishes everywhere except for a single entry µx1 + λ (µx2 + λ), respectively. Therefore, it
holds that the entries of the kth (lth) row of any matrix pencil Pφ, to which Pψ can be transformed, are multiples of
µx1 +λ (µx2 +λ), respectively. Hence, any m-minor of Pφ either vanishes or is divisible by both µx1 +λ and µx2 +λ.
Hence, this also holds for Dm. This, however, implies that states corresponding to matrix pencils with an eigenvalue
of algebraic multiplicity m, e.g., Pφ = Mm(x), cannot be reached, as for such matrix pencils there cannot exist two
distinct roots of Dm.
Let us now consider matrix pencils Pψ that have an eigenvalue x with an algebraic multiplicity of at least two (but
arbitrary size signature), i.e., Pψ either contains at least one Me(x) block with e ≥ 2 or at least two M1(x) blocks,
and show that they can be excluded. In the following, we will show that for any matrix pencil Pφ that can be reached
from Pψ, it holds that either Dm = 0, or (µx + λ)2 divides Dm. From that it follows that states corresponding to
matrix pencils with m distinct eigenvalues cannot be reached. Let us consider Pψ (here, w.l.o.g. we assume that
Mej (x) are the last blocks and x = 0 to simplify notation) and the most general matrix pencil Pφ, which can be
20
reached from Pψ, which can be written as
λ w
λ


· · ·
m
2m− 3
Pψ = ,
a1λ+ b1w a2λ+ b2w · · · amλ+ bmw
b1λ b2λ · · · bmλ


· · ·
m
m
Pφ = . (48)
Here, w either equals µ or vanishes. Let us now calculate Dm of Pφ. As we will see it suffices to consider the last two
rows to verify the claim.
Dm = detPφ =
∑
σ∈Sm
sgn(σ)
m∏
i=1
Pφi,σi =
∑
σ∈Sm
sgn(σ)
m−2∏
i=1
Pφi,σi(aσm−1λ+ bσm−1w)bσmλ
=
1
2
∑
σ∈Sm
[
sgn(σ)
m−2∏
i=1
Pφi,σi(aσm−1λ+ bσm−1w)bσmλ
+ sgn(σ ◦ (m,m− 1))
m−2∏
i=1
Pφi,σ◦(m,m−1)i(aσ◦(m,m−1)m−1λ+ bσ◦(m,m−1)m−1w)bσ◦(m,m−1)mλ
]
=
1
2
∑
σ∈Sm
[
sgn(σ)
m−2∏
i=1
Pφi,σi(aσm−1λ+ bσm−1w)bσmλ− sgn(σ)
m−2∏
i=1
Pφi,σi(aσmλ+ bσmw)bσm−1λ
]
=
λ2
2
∑
σ∈Sm
[
sgn(σ)
m−2∏
i=1
Pφi,σi(aσm−1bσm − aσmbσm−1)
]
, (49)
where Sm denotes the symmetric group of order m, (i, j) denotes transposition of i and j and σ◦τ denotes composition
of σ and τ . As can be easily seen, Dm either vanishes, or it is divisible by λ
2. Thus, Pφ with m distinct divisors
cannot be reached and hence, such pencils Pψ cannot be a common resource.
We have hence reduced the considered set of matrix pencils Pψ to candidates that contain no LT block and either
no J block or a J block of size 1 × 1. Due to dimensionality reasons such matrix pencils either contain at least one
L block with  ≥ 3 or L2 ⊕ L2. In the following, we will complete the proof by showing that neither of these two
classes of matrix pencils serve as common resource.
Let us first consider matrix pencils Pψ that contain an L block with  ≥ 3, which we assume to be the first block
w.l.o.g.. We will now show that for any matrix pencil Pφ that can be reached from Pψ, it holds that either Dm = 0 or
D2 = 1, which implies that matrix pencils of the form (m− 1)M1(x1)⊕M1(x2), where x1 6= x2 10, cannot be reached
as for such pencils Dm = (x1µ+ λ)
m−1(x2µ+ λ) 6= 0 and D2 = x1µ+ λ 6= 1. To this end, we consider the first three
rows of a reachable matrix pencil Pφ, which will suffice to verify the claim. If there are less than three columns that
are linearly independent in the first three rows, then Dm = 0, as in this case there cannot exist m linearly independent
columns in Pφ. Otherwise, let us consider the 3 × 3 submatrix of Pφ obtained by considering the first three rows of
three such linearly independent columns. We find that the greatest common divisor of the 2-minors of this matrix
equals 1 which implies that D2 = 1 as any 2-minor of this submatrix is also a 2-minor of Pφ. To this end, note that
any column in this submatrix is a superposition of the first four columns of Pψ truncated to the first three rows (as
they are the only columns which are non-vanishing in this subspace), i.e., a superposition of the colums of L3 (note
that we always consider the first three rows of Pψ, even if the L block in Pψ is not L3, but L with  > 3 instead).
This submatrix is strictly equivalent to a matrix that is obtained by adding the ith column of L3 to the other columns
with arbitrary coefficients, and deleting the ith column afterwards for some i ∈ {1, 2, 3, 4}. It can be easily verified
that for any i and any choice of coefficients, there exists one 2-minor proportional to λ2 and one 2-minor proportional
to µ2 and hence D2 = 1. This proves that pencils containing L for  ≥ 3 cannot be a common resource.
Let us finally consider matrix pencils Pψ that contain L2 ⊕ L2, which we assume to be the first blocks w.l.o.g..
Similarly as above, we will show that for any matrix pencil Pφ, that is reachable from such a Pψ, it holds that either
10 Recall that Alice would not be entangled with the other parties if x1 = x2
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Dm = 0 or D2 = 1 and hence such matrix pencils Pψ cannot be a common rersource as explained above. To this
end, we consider the first four rows of a reachable matrix pencil Pφ, which will suffice to verify the claim. If there are
less than four columns that are linearly independent in the first four rows, then Dm = 0. Otherwise, let us consider
the 4 × 4 submatrix of Pφ obtained by considering the first four rows of four such linearly independent columns.
Similarly as above, we show that the greatest common divisor of the 2-minors of this matrix equals 1, which implies
that D2 = 1. Similarly as above, this submatrix is strictly equivalent to a matrix that is obtained by adding the
ith and the jth column of L2 ⊕ L2 to the other columns with arbitrary coefficients, and deleting the ith and the
jth column afterwards for some i, j ∈ {1, 2, 3, 4}, i 6= j. It can be easily verified that for any i, j, and any choice of
coefficients, there exists one 2-minor proportional to λ2 and one 2-minor proportional to µ2 and hence D2 = 1, which
proves that there does not exist any 2×m× (2m− 3) state that is common resource to all 2×m×m states.
It follows also that no common resource state, |ψ〉, can exists in lower dimensions, as otherwise there would exist
at least one 2×m× (2m− 3) state that can reach |ψ〉 and thus would be a common resource for 2×m×m states,
which would contradict our finding above. This completes the proof.
As an illustrative example we present the optimal common resource state for all 2× 4× 4 states in Appendix C.
Let us now consider the optimal common resource state for 2 ×m × n states where n > m. We will see that in
contrast to the 2×m×m scenario, where we found an optimal resource state in C2 ⊗Cm ⊗C2m−2, here, the trivial
2 × m × 2m state that can be used to perform teleportation is optimal. In other words, no common resource for
2×m× n states exists in C2 ⊗ Cm ⊗ C2m−1 or lower dimensions.
Theorem 16. A common resource state which reaches any 2×m×n state for m ≥ 2, n > m exists in C2⊗Cm⊗C2m.
It is optimal, i.e., no common resource exists in C2 ⊗ Cm ⊗ C2m−1 or lower dimensions.
Proof. As discussed above, the 2 ×m × 2m state |ψ〉 corresponding to Pψ = mL1 can be transformed to any other
state of lower dimension, in particular to any 2×m× n state. This can even be achieved deterministically as Claire
can use |ψ〉 to perform teleportation.
Let us now prove that this state is optimal. To this end, we consider the set of matrix pencils Pψ corresponding to
2×m× (2m− 1) states |ψ〉 in SKCF and prove the statement in two steps. First, we show that a common resource
Pψ may not contain a J-block. Due to dimensionality reasons, only one candidate remains, which we prove not to be
a common resource in a second step.
Let us consider matrix pencils Pψ with at least one eigenvalue x. For any matrix pencil Pφ that can be reached
from such a Pψ it holds that either Dm = 0, or µx+λ divides Dm, which can be proven utilizing the same arguments
as in the proof of Theorem 15. In particular, we use that the entries of some row of any reachable Pφ are multiples of
µx+λ only. Thus, states corresponding to matrix pencils that are a sum of right nullspace blocks only, Pφ =
⊕
i Li ,
cannot be reached, as for such Pφ, it holds that Dm = 1 due to Lemma 5.
Let us now consider matrix pencils Pψ without eigenvalues, i.e., without a J block. Due to dimensionality reasons
there exists only one such matrix pencil, Pψ = (m− 2)L1 ⊕L2. We will now complete the proof by showing that the
2 ×m × (m + 1) state corresponding to Pφ = L1 ⊕ (m − 1)M1(0) cannot be reached from |ψ〉, as this implies that,
moreover, there exists at least one 2×m× n state that cannot be reached from |ψ〉. Thus, |ψ〉 cannot be a common
resource for 2 ×m × n states. Instead of considering the matrix pencils in KCF, we consider the following strictly
equivalent pencils for convenience
λ µ
λ µ
. . .
. . .
λ µ

 m
m m− 1
Pψ = ,
λ µ
λ 0
. . .
...
λ 0

 m
m 1
Pφ = . (50)
Let us now assume that there exist operators B and C such that BPψCT = Pφ and see that this leads to a contra-
diction. As BPψCT = Pφ has to hold for all λ and µ, equivalently, the following two equalities hold  m
m m− 1
1 0B CT =
 1 ~0 m
m 1
, (51)
22  m
m− 1 m
0 1B CT =
 0 ~e0 m
m 1
. (52)
Note that Eq. (51) implies that B is invertible as the matrix on the right hand side of Eq. (51) is of rank m.
Furthermore, Eq. (51) and Eq. (52) imply that CT has both of the following forms respectively,

B−1 ~0
arbitrary
m
m− 1
m 1
CT =

0
arbitrary m− 1
m
m 1
, CT = . (53)
Now, note that Eq. (53) implies that the last row of B−1 vanishes, which contradicts the fact that B and thus also
B−1 are invertible. This completes the proof.
VI. CONCLUSIONS
In conclusion, we have investigated the hierarchy of pure quantum states representing SLOCC classes in 2×m×n-
systems. We used matrix pencils and their Kronecker normal form to identify SLOCC classes and to study most
general non-invertible transformations between them [15]. This allowed us to find and parametrize generic SLOCC
classes in every dimension and to find possible non-invertible transformations between them. Moreover, we identified
resource states in higher dimensions, which can be used to probabilistically generate all possible (including zero
measure sets) SLOCC classes in a lower dimensional system. These results lead to a coarse graining of SLOCC
classes. The identification of such resource states is also relevant from the point of view of state discrimination as will
be explained in the following. It has been shown that if a state |Φ〉 on a multipartite high-dimensional system is a
resource state for all states in a lower-dimensional multipartite system, then its complex conjugate |Φ∗〉 is a universal
resource for unambiguous state discrimination in the lower-dimensional system [26]. More precisely, any state out
of a fixed set of linearly independent states {|ψi〉} in the low-dimensional system can be correctly identified with
non-vanishing probability of success (and a fail to do so can be detected), if the parties share in addition the resource
|Φ∗〉.
There are several directions in which our work may be generalized. First, it may be useful to find new polynomial
invariants characterizing the SLOCC classes [27, 28]. These invariants can be used to construct entanglement measures
such as the so-called three-tangle. Moreover, it would be appealing to use the results obtained here to gain more insight
into the entanglement properties of three-partite systems. Apart from the relation among the SLOCC classes which is
induced via the hierarchy studied here, a more detailed investigation of entanglement seems possible. In particular, it
would be desirable to study the derived resource states further and to understand their entanglement properties better.
Furthermore, for some of the considered SLOCC classes it might prove promising to study LOCC transformations
within them, as the symmetries of states in those classes indicate that the structure of possible LOCC transformations
lies somewhere between the very simple bipartite LOCC structure and truly multipartite LOCC structure. Finally,
it would be very interesting to go beyond the somehow artificial restriction of 2 × m × n-dimensional systems and
consider general three-partite systems. This, however, probably requires a significant extension of the present theory
of matrix pencils.
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Appendix A: The union of the SLOCC classes of the set of states corresponding to generic pencils is of full
measure
We show here that the SLOCC classes of states corresponding to generic matrix pencils are of full measure. More
precisely, we restate and prove here Theorem 8, which has been presented and discussed in the main text.
Theorem 8. The set of full rank states in 2 × m × n belonging to a SLOCC class with a representative whose
corresponding matrix pencil is generic, is of full measure.
Proof. Let us first consider the case m = n, then we consider the case m 6= n. Recall that the generic matrix pencils
of size m×m are those with m distinct eigenvalues, ~x ∈ Cm. Here, we will denote the corresponding SLOCC classes
by SLOCC~x. We will now show that the union of those SLOCC classes,
⋃
~x SLOCC~x, is of full measure. Due to the
definition of SLOCC~x, for any state |ψ〉 in one of those SLOCC classes, there exist invertible operators A, B, and
C such that (A⊗ B ⊗ C)|ψ〉 = [|0〉A(R⊗ 1) + |1〉A(S ⊗ 1)] |φ+m〉BC . Here, the matrix R is invertible and the matrix
R−1S has m distinct eigenvalues. Recall that, alternatively, the operator A could also be used to fix three of the
eigenvalues to, e.g., 0, 1, and ∞. Introducing the two conditions:
(i) detR 6= 0,
(ii) all m eigenvalues of R−1S are distinct, i.e., char(R−1S) has no multiple roots, where char denotes the charac-
teristic polynomial of a matrix,
we have ⋃
~x
SLOCC~x = {|ψ〉 : ∃A ∈ SL(2,C), B ∈ SL(m,C), C ∈ SL(n,C) such that (A⊗B ⊗ C)|ψ〉 = (A1)
[|0〉A(R⊗ 1) + |1〉A(S ⊗ 1)] |φ+m〉BC , such that (i) and (ii) are fulfilled
}
. (A2)
To show that
⋃
~x SLOCC~x is of full measure, we consider the sets
FB =
{|ψ〉 : |ψ〉 = [|0〉A(R⊗ 1) + |1〉A(S ⊗ 1)] |φ+m〉BC , such that (i) and (ii) are fulfilled} , (A3)
where |0〉, |1〉, and |φ+m〉 are defined with respect to an arbitrary local, orthonormal basis B, here. Obviously,
FB ⊆ ⋃~x SLOCC~x for any chosen basis B. We will now show that FB is of full measure for any B, which directly
implies that
⋃
~x SLOCC~x is of full measure. To this end, we consider H \ FB and show that this set is of measure
zero. Note that
H \ FB = {|ψ〉 : |ψ〉 = [|0〉A(R⊗ 1) + |1〉A(S ⊗ 1)] |φ+m〉BC , such that either (i) or (ii) are not satisfied} (A4)
is a subset of H that is characterized by nontrivial polynomial equations in the coefficients of the state |ψ〉. This can
be easily seen as follows. Obviously, the equation detR = 0 corresponds to a polynomial equation in the coefficients
of the state. If detR 6= 0, the fact that char(R−1S) has at least one multiple root is equivalent to the condition that
the discriminant ∆ of det(S − λR), a polynomial in λ, vanishes. The discriminant ∆ of a polynomial f is given as
∆(f) =
∏
i<j(λi − λj)2, where λi are the roots of f . In fact, the discriminant is a polynomial in the coefficients of
f and hence, ∆(det(S − λR)) is a polynomial of the coefficients of the state |ψ〉 [32]. Finally, a subset of H which is
characterized by nontrivial polynomial equations is indeed of measure zero. This completes the proof for m = n.
Let us now consider the case n > m. First, we will show that the union of SLOCC classes which correspond to matrix
pencils that are a direct sum of right null space blocks only, is of full measure. Then, we show that the dimension of
the SLOCC-orbit of the state corresponding to a generic matrix pencil is strictly larger than the orbit of the other
representatives of SLOCC classes in this finite union. This will prove that the SLOCC class corresponding to a
generic matrix pencil is of full measure. Let us denote the above mentioned union of SLOCC classes as
⋃
~ SLOCC~,
where ~ ∈ Nn−m. The vector ~ corresponds to the minimal indices of the matrix pencil that is corresponding to
SLOCC~, i.e., the sizes of the right nullspace blocks. Using Lemma 5 and the fact that if Dm = 1 for a matrix pencil
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corresponding to some state |ψ〉, then Dm = 1 for the matrix pencil corresponding to A ⊗ B ⊗ C|ψ〉 for any local
invertible operators A, B, and C, we can write⋃
~
SLOCC~ =
{|ψ〉 : |ψ〉 = [|0〉A(R⊗ 1) + |1〉A(S ⊗ 1)] |φ+m〉BC , such that for P(R,S) it holds that Dm = 1} .
(A5)
For a given pair of matrices (R,S), let us denote the determinant of the m ×m submatrix obtained by deleting all
but the first m columns of µR+ λS by d1 and the determinant of the m×m submatrix obtained by deleting all but
the last m columns of µR+ λS by d2. To show that
⋃
~ SLOCC~ is of full measure, we consider the sets
FB =
{|ψ〉 : |ψ〉 = [|0〉A(R⊗ 1) + |1〉A(S ⊗ 1)] |φ+m〉BC , such that gcd(d1, d2) = 1} , (A6)
where |0〉, |1〉, and |φ+m〉 are defined with respect to an arbitrary local, orthonormal basis B, here. Obviously,
FB ⊆ ⋃~ SLOCC~ for any chosen basis B, as gcd(d1, d2) = 1 is a sufficient condition for Dm = 1. We will now show
that FB is of full measure for any B, which directly implies that
⋃
~ SLOCC~ is of full measure. To this end, we
consider H \ FB and show that this set is of measure zero. Introducing the two conditions
(i) gcd(d1, d2) 6= 1 and neither d1 nor d2 vanish,
(ii) d1 vanishes or d2 vanishes,
we have
H \ FB ={|ψ〉 : |ψ〉 = [|0〉A(R⊗ 1) + |1〉A(S ⊗ 1)] |φ+m〉BC , such that either condition (i) or (ii) holds} . (A7)
We will now show that this set is characterized by nontrivial polynomial equations in the coefficients of the state
|ψ〉. This can be seen as follows. Obviously, condition (ii) corresponds to a non-trivial polynomial equation in the
coefficients of the state |ψ〉. In order to see that condition (i) also does, we consider the determinants d1 and d2.
Note that in case condition (i) holds, as explained before, they are non-vanishing homogenous polynomials in λ and
µ and uniquely factorize as
d1 ∝ (x1µ+ λ) . . . (xm−t1µ+ λ)µt1 (A8)
d2 ∝ (y1µ+ λ) . . . (ym−t2µ+ λ)µt2 . (A9)
As gcd(d1, d2) 6= 1, they must share at least one common factor, that is either a common factor µ or some (xkµ+λ) in
the factorization of d1 and some (ylµ+λ) in the factorization of d2 with xk = yl. This is the case iff these polynomials
share at least one common root (µ0, λ0) other than (0, 0). Let us consider the resultant res of d1 and d2. The resultant
of two homogenous polynomials f = f0µ
m + f1µ
m−1λ+ . . .+ fmλm and g = g0µm + g1µm−1λ+ . . .+ gmλm is defined
as
res(f, g) = det

fm fm−1 · · · f0
fm fm−1 · · · f0
. . .
. . .
fm fm−1 · · · f0
gm gm−1 · · · g0
gm gm−1 · · · g0
. . .
. . .
gm gm−1 · · · g0

. (A10)
The fact that d1 and d2 have some common root other than (0, 0) is equivalent to the fact that their resultant,
res(d1, d2), vanishes [32]. Again, this translates to a polynomial equation in the coefficients of the state |ψ〉. We hence
have that the set H \FB is completely characterized by nontrivial polynomial equations and thus is of measure zero.
Thus, we have that the set
⋃
~ SLOCC~, which is the union of states of finitely many SLOCC classes, is of full measure.
Recall that the generic matrix pencil is P(R,S) = (d−(m mod d))Lbm/dc⊕(m mod d)Ldm/de and the corresponding
SLOCC class is SLOCC~′ with 
′
1 = . . . = 
′
(d−(m mod d)) = bm/dc, and if m mod d 6= 0, ′(d−(m mod d)+1) = . . . =
′d = dm/de. In the following, we will complete the proof by showing that SLOCC~ for any ~ 6= ~′ is of measure zero and
thus also the finite union
⋃
~6=~′ SLOCC~ is of measure zero. From this it follows that SLOCC~′ is of full measure. Let
us now consider the orbitO~ = {1⊗B˜⊗C˜|ψ〉, where |ψ〉 is representative of SLOCC~, B˜ ∈ GL(m,C), C˜ ∈ GL(n,C)}.
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In [20], the dimensions of these orbits dim{O~} have been characterized. In particular, it has been shown that
dim{O~′} = 2mn and dim{O~} < 2mn for any ~ 6= ~′, where the complex dimension is counted. Now recall Lemma
6, which states that for states |ψ〉 corresponding to matrix pencils that only contain L and Lν blocks, any action A
by the first party can be undone by the other parties. This implies that the orbits under A ⊗ B ⊗ C coincide with
the orbits 1⊗B⊗C, i.e., {A⊗B⊗C|ψ〉, where |ψ〉 is representative of SLOCC~, A ∈ GL(2,C), B ∈ GL(m,C), C ∈
GL(n,C)} = O~. Hence, in particular, also the dimensions coincide. As the dimension of the orbit for SLOCC~ is
strictly smaller than the dimension of the orbit for SLOCC~′ for any ~ 6= ~′, we have that any such SLOCC~ is of
measure zero and hence SLOCC~′ is of full measure. This completes the proof.
Appendix B: Proof of Lemma 12
Here, we restate Lemma 12 introduced in the main text in order to prove Theorem 11 and present a proof of the
lemma.
Lemma 12. A state |ψ〉 in 2 ×m × n with Pψ =
⊕n−m
i=1 Li can be transformed to a state |φ〉 in 2 ×m × (n − 1)
with Pφ =
⊕n−m−1
i=1 L′i via local operations for any n ≥ m + 2 if the following condition holds. There exsits j ∈{1, . . . , n −m − 1} such that for all i ∈ {1, . . . , j − 1} i = ′i and for all i ∈ {j, . . . , n −m − 1} i+1 ≤ ′i, where we
assume (i)i and (
′
i)i to be sorted in ascending order.
Proof. First of all, let us note that it suffices to prove the lemma for j = 1, as any other case can be reduced to
that case by acting trivially on the subspace of Pψ which contains the blocks L1 , . . . , Lj−1 . Hence, we will assume
j = 1 in the following, which implies that i+1 ≤ ′i holds for all i ∈ {1, . . . , n − m − 1}. To prove the statement
we will explicitly derive the local operations which perform the transformation. More precisely, we will construct an
(n − 1) × n matrix C which has rank n − 1 such that PψCT is strictly equivalent to PψCT in Eq. (B2), where the
gray areas vanish. Then we will show that the rank of this matrix pencil, P˜, is m. We will then explicitly construct
B˜ ∈Mm such that B˜Pφ = PψCT . As the rank of PψCT is maximal (and coincides with the rank of the matrix pencil
Pφ), B˜ must be invertible, which shows that there exist B and C such that 1⊗B ⊗ C|ψ〉 = |φ〉.
Let us write d = n − m, where d ≥ 2 and let us assume that the matrix pencils Pψ and Pφ are in KCF and,
furthermore, w.l.o.g. the blocks L1 , . . . , Ld present in Pψ and L′1 , . . . , L′d−1 present in Pφ are arranged in order of
ascending size. Let us now consider an operation C by the third party given in terms of the n× (n− 1) matrix
CT =
d−1∑
i=1
Ipi,p′i(i + 1) + Ipi+1,p′i+′i−i+1(i+1 + 1), (B1)
where pi =
∑i−1
j=1(j + 1), p
′
i =
∑i−1
j=1(
′
j + 1), and Ik,l() is an (m+ d)× (m+ d− 1) matrix with all entries vanishing
except an ×  identity submatrix with its upper left corner placed at the coordinate (k, l). This operator transforms
26
the pencil Pψ to an m× (n− 1) sized pencil PψCT given by


L1
L2 L2
L3 L3
L4
Ld−1
Ld
. . .
. . .
1 + 1 2 + 1 3 + 1 4 + 1 d
2 + 1
3 + 1
4 + 1
′1 + 1 
′
2 + 1 
′
3 + 1 
′
d−1 + 1
PψCT = . (B2)
In other words, the operator CT copies the blocks Li and redistributes these copies to new columns as indicated in
Eq. (B2). Note that this transformation is achieved by column operations on the pencil solely. Hence, indeed only
the third party has to apply some operation to perform the transformation. Let us look at the structure of the pencil
PψCT in Eq. (B2) in more detail. The columns of the pencil can be grouped into d − 1 sectors of width ′i + 1,
respectively. In each of this sectors, two blocks, Li and Li+1 , occur. It is ensured that these blocks entirely fit into
the sector, as due to the assumption i+1 ≤ ′i and thus also i ≤ ′i. Furthermore note, that the horizontal overlap of
those two blocks is at least one column, as
′i = m−
d−1∑
j=1,j 6=i
′j = m−
i−1∑
j=1
′j −
d−1∑
j=i+1
′j ≤ m−
i−1∑
j=1
j −
d−1∑
j=i+1
j+1 = m−
d∑
j=1,j 6=i,j 6=i+1
j = i + i+1, (B3)
where we used the assumption j+1 ≤ ′j to obtain the inequality. This shows that the transformation from Pψ to
PψCT as given in Eq. (B2) is always possible. The grey shaded areas will be explained later on.
In the following, we will show that this pencil, PψCT , is strictly equivalent to Pφ. To this end, we first show
that PψCT is a full rank matrix pencil, and then we show that there exists some invertible operation B such that
BPψCT = Pφ. To see that PψCT is of full rank, we consider the pencil PψCT and apply one more transformation by
the third party, which is invertible, to obtain a strictly equivalent pencil P˜ which is of lower block-triangular form.
We then show that P˜ has full rank. Note that PψCT has a form where the first 1 rows are zero for all except the
first 1 + 1 columns. We now give an iterative procedure transforming PψCT to the desired pencil P˜ which has the
property that for all i, the first qi+1 rows are zero on all except the first pi+1 columns, where qi =
∑i−1
j=1 j and the
above definition for pi is used. In particular, P˜ is the same matrix pencil as the one given in Eq. (B2), but now the
entries on the grey shaded areas vanish. As observed above, PψCT has the required form for the first q2 = 1 rows.
Let us now assume that the pencil has the required form for the first qi rows. We will show that the pencil can be
transformed to a pencil of required form for the first qi+1 rows. To this end, we show that the columns pi + 1 until p
′
i
can be used to cancel the entries in the rows qi + 1 until qi+1 of columns pi+1 + 1 until p
′
i + i + 1, which constitute
one of the grey shaded areas in Eq. (B2). To see this, note that the columns pi + 1 until p
′
i have no non-zero entries
in the first qi rows due to the assumption. On rows qi + 1 until qi+1, these columns have the same entries as the
columns pi+1 + 1 until p
′
i + i + 1, as these are entries of two copies of the block Li which are positioned suitably.
Hence, we can subtract the columns pi + 1 until p
′
i from the columns pi+1 + 1 until p
′
i + i + 1 in order to cancel
those entries. The resulting pencil now has the required form for the first qi+1 rows. Moreover, the rest of the pencil
remains unchanged under this operation, because the columns pi + 1 until p
′
i vanish on all rows after qi+1, as the first
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entry on such a row appears in column p′i+1 − (i+1 + 1) + 1 and we have that (p′i+1 − (i+1 + 1) + 1) > p′i due to the
assumption ′i ≥ i+1.
Let us now observe important properties of the pencil P˜. This pencil has lower block triangular form, i.e., the
pencil has rectangular blocks on its diagonal, all entries to the upper right of the blocks in the diagonal vanish, and
entries in the lower left region are arbitrary. The first d − 1 blocks are cyclic column permutations of the blocks
Li , respectively. The last block is a d × d sized block given by the last d columns of Ld . Let us now show that
the rank of P˜ is maximal, i.e., r = m. To this end, let us delete d − 1 columns from the pencil, one from each
of the first d − 1 rectangular blocks in the diagonal, in order to obtain a m × m matrix of lower block-triangular
form whose determinant is one m-minor of P˜. The determinant of a block-triangular matrix equals the product of
the determinants of the blocks on the diagonal [19] and as all of these determinants are non-vanishing we obtain an
non-vanishing m-minor, which proves that P˜ is of full rank and hence also PψCT is.
We show now that there exists an m ×m matrix B˜ such that B˜Pφ = PψCT . To see this, note that rows of the
pencil Pφ can be easily redistributed in order to obtain the pencil PψCT . In particular, the operator B˜ is given by
B˜ =
d−1∑
i=1
Iqi,q′i(i) + Iqi+1,q′i+′i−i+1(i+1), (B4)
where q′i =
∑i−1
j=1 
′
j . Here, Ik,l() is a m×m matrix which is defined analogous to before.
As we have proven that the matrix pencil PψCT is of full rank, it follows that B˜ is invertible as otherwise the rank
of PψCT must be smaller than m. Defining B = B˜−1 we have that Pφ = BPψCT and hence |φ〉 = 1 ⊗ B ⊗ C|ψ〉,
which completes the proof.
Let us prove the following Lemma about minimal indizes.
Lemma 17. Given a list of p linearly independent (in the sense introduced in the preliminaries) homogenous polyno-
mial vectors in µ and λ (~y1, ~y2, . . . , ~yp) of ascending degrees and given a matrix pencil P such that P~yl = 0 ∀ 1 ≤ l ≤ p.
Let 1 ≤ 2 ≤ . . . ≤ p be the first p minimal indices of P. Then it holds that l ≤ deg(~yl) ∀ 1 ≤ l ≤ p, where deg(~yl)
denotes the degree of ~yl.
Proof. W.l.o.g. we assume that the matrix pencil P is in KCF. Note that the J block and the LTνi blocks do not
have any vector in the right null-space. The vectors ~yl can hence only be non-vanishing for the first
∑a
j=1(j + 1)
entries, where a denotes the number of right null-space blocks in P. Moreover, for each L there exists exactly one
(linearly independent) vector in the nullspace. Note that the smallest possible degree of such a vector is . Let us
now write the vectors ~yl as ~yl = (~y
1
l , . . . , ~y
a
l , 0, . . .)
T , where the dimension of ~ykl is k + 1. Given the block diagonal
form of P (in KCF) we have that P~yl = P(~y1l , . . . , ~yal , 0, . . .)T = (L1~y1l , . . . , La~yal , 0, . . .)T . The fact that each Li
has only one vector in the null-space implies that for any set of k linearly independent vectors {~yl} one needs to have
at least k different ~ykl 6= 0. As mentioned before, for any ~ykl for which Lk~ykl = 0 it must hold that deg(~ykl ) ≥ k and
therefore deg(~yl) ≥ k. As the vectors (~yl) are sorted in order of increasing degree, the assertion deg(~yl) ≥ l for all l
follows.
Appendix C: Example of an optimal common resource state of 2× 4× 4 states in 2× 4× 6
In order to illustrate the results and methods derived in Section V we present here an example of an optimal
common resource state, |Ω〉, in 2× 4× 6. We show here that
|Ω〉 = |100〉+ |001〉+ |112〉+ |013〉+ |123〉+ |024〉+ |135〉 (C1)
can be probabilistically transformed to any 2 × 4 × 4 state. Note that this state corresponds to the matrix pencil
given in Eq. (45). We have proven that |Ω〉 is a common resource state for 2× 4× 4 states in Theorem 14 and shown
its optimality in Theorem 15. Here, we explicitly show another possible way of obtaining any 2× 4× 4 state through
the intermediate step of 2 × 4 × 5 states. Considering all possible KCF of matrix pencils corresponding to states in
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2× 4× 4 we obtain the following KCF representing all SLOCC classes in 2× 4× 4 (see also [33])
P1(x) = M1(0)⊕M1(1)⊕M1(x)⊕N1 P9 = M2(0)⊕M1(1)⊕N1
P2 = M1(0)⊕M1(0)⊕M1(1)⊕N1 P10 = M2(0)⊕M1(0)⊕M1(0)
P3 = M1(0)⊕M1(0)⊕M1(0)⊕M1(1) P11 = M2(0)⊕M2(0)
P4 = M2(0)⊕M1(0)⊕M1(1) P12 = M3(0)⊕M1(0)
P5 = M3(0)⊕M1(1) P13 = M4(0)
P6 = M1(0)⊕M1(0)⊕M1(1)⊕M1(1) P14 = L1 ⊕ LT1 ⊕M1(0)
P7 = M2(0)⊕M1(1)⊕M1(1) P15 = L1 ⊕ LT2
P8 = M2(0)⊕M2(1) P16 = L2 ⊕ LT1 .
(C2)
In Fig. 3, we explicitly present matrix pencils corresponding to a possible set of intermediate states in 2 × 4 × 5
(which are all probabilistically reachable from |Ω〉). Then, any 2 × 4 × 4 state can be reached from at least one of
the intermediate states as indicated by the transformations marked by arrows in Figure 3. It can be easily verified
that the marked transformations are indeed possible. Where applicable, we indicate the lemmata which can be used
to prove this fact next to the arrows.
L3 ⊕M1(0) L2 ⊕M2(0)L2 ⊕M1(0)⊕M1(1)L2 ⊕M1(0)⊕M1(0) L1 ⊕M1(0)⊕M1(1)⊕N1
P1(x) P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13 P14 P15 P16 2⊗ 4⊗ 4
2⊗ 4⊗ 5
2⊗ 4⊗ 6L1 ⊕ L2 ⊕M1(0)
L.12
L.9
L.9
L.9
L.9
L.9
L.9
L.9
L.10
L.9
L.9
L.9
L.9 L.9 L.9
L.9
L.9 L.10
FIG. 3: Optimal common resource state of 2 × 4 × 4 states in 2 × 4 × 6. We present one possible common resource state in
2 × 4 × 6 and show how any 2 × 4 × 4 state can be reached through intermediate states in 2 × 4 × 5. Where applicable, the
labels next to the arrows indicate the lemmata which can be used to prove that the marked transformations are indeed possible.
Note however that all transformations can be easily computed (without actually using the lemmata). Apart from the depicted
transformations there exist many more. However, the ones shown here suffice to prove that the state |Ω〉 is a common resource
for all states in C2 ⊗ C4 ⊗ C4
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