This paper presents a statistical voice conversion (VC) technique with the WaveNet-based waveform generation. VC based on a Gaussian mixture model (GMM) makes it possible to convert the speaker identity of a source speaker into that of a target speaker. However, in the conventional vocoding process, various factors such as F0 extraction errors, parameterization errors and over-smoothing effects of converted feature trajectory cause the modeling errors of the speech waveform, which usually bring about sound quality degradation of the converted voice. To address this issue, we apply a direct waveform generation technique based on a WaveNet vocoder to VC. In the proposed method, first, the acoustic features of the source speaker are converted into those of the target speaker based on the GMM. Then, the waveform samples of the converted voice are generated based on the WaveNet vocoder conditioned on the converted acoustic features. In this paper, to investigate the modeling accuracies of the converted speech waveform, we compare several types of the acoustic features for training and synthesizing based on the WaveNet vocoder. The experimental results confirmed that the proposed VC technique achieves higher conversion accuracy on speaker individuality with comparable sound quality compared to the conventional VC technique.
Introduction
The variation of voice characteristics, such as voice timbre and fundamental frequency (F0) patterns, produced by individual speakers are always restricted by their own physical constraint due to the speech production mechanism. This constraint is helpful for making it possible to produce a speech signal capable of simultaneously conveying not only linguistic information but also non-linguistic information such as speaker individuality. However, it also causes various barriers to produce a desire voice characteristics of the individual speaker. If the individual speakers freely produced various voice characteristics over their own physical constraints, it would break down these barriers and open up an entirely new speech communication style.
Voice conversion (VC) is a potential technique to enable us for producing speech sounds beyond our own physical constraints [1] . VC research was originally started to implement the speaker conversion which enables a source speaker to transform his/her speaker individuality into another target speaker while preserving the linguistic content [2] . A mainstream of VC is a statistical approach to developing a conversion function using a parallel data set consisting of utterances of the source and target speakers. Several techniques based on the statistical conversion models such as Gaussian mixture model (GMM) [3, 4, 5] , Gaussian process regression [6, 7] deep neural networks [8, 9] , and non-negative matrix factorization [10, 11] have been proposed to convert acoustic features of the source speaker into those of the target speaker. Also, to alleviate the sound quality degradation of the converted voice due to an over-smoothing effect of the converted feature trajectory, several techniques to model additional features such as global variance (GV) [4] and modulation spectrum (MS) [12] have been proposed. However, the sound quality of the converted voices is still obviously degraded compared to that of the natural voices. One of the major factors causing this degradation is the waveform generation process using a vocoder [13] . It is difficult to address this issue as long as using the vocoder even when using high-quality vocoder systems [14, 15, 16, 17] .
There are two approaches to avoid the sound quality degradation caused by waveform generation based on the vocoding. First, in VC, it is possible to directly use an original waveform of the source voice for the converted voice. To implement this approach, a direct waveform modification technique using a spectral differential between the source and target speakers, which is estimated based on a differential GMM, has been proposed [18, 19] . Although this technique achieves significant improvements in terms of the sound quality in intra-gender speaker pairs, the sound quality in inter-gender speaker pairs usually deteriorates compared to the intra-gender speaker pair because F0 transformation and aperiodicity modification cause the sound quality degradation. Second, in statistical parametric speech synthesis [20] , WaveNet [21] has been proposed as a technique to directly estimate waveform samples from given input feature vectors such as context labels and logarithmic F0. This technique achieves remarkable sound quality improvements of the generated speech sounds. Additionally, it is reported that the architecture of WaveNet is capable of utilizing as a waveform generator like the vocoder substituting acoustic features extracted from an original waveform for the input feature vectors [22] . However, in VC, the effectiveness of the WaveNet waveform generation technique has not been confirmed yet. Therefore, it is worthwhile to investigate the effectiveness of the WaveNetbased waveform generation technique.
In this paper, to achieve higher sound quality and conversion accuracy on speaker identity in statistical VC, we propose VC based on the GMM with WaveNet-based waveform generation. In the proposed method, the acoustic features of the source speaker are converted into those of the target speaker based on the GMM as the same manner as the conventional VC. Then, the waveform samples of the converted voice are synthesized based on the WaveNet-based waveform generation technique conditioned on the converted acoustic features. In this paper, we conduct both objective and subjective evaluations. Although the objective evaluation demonstrates that the proposed VC technique is worth than the conventional VC technique, the proposed VC technique achieves higher conversion accuracy on speaker individuality with comparable sound quality in the subjective evaluation.
VC based on GMM
VC based on GMM consists of a training process and a conversion process.
In the training process, a joint probability density function of acoustic features of the source and target speakers' voices are modeled with a GMM using a parallel data set. As the acoustic features of the source and target speakers, we employ 2D-dimensional joint static and dynamic feature vectors
⊤ of the source and
⊤ of the target consisting of D-dimensional static feature vectors xt and y t and their dynamic feature vectors ∆xt and ∆y t at frame t, respectively, where ⊤ denotes the transposition of the vector. Their joint probability density modeled by the GMM is given by
where N (·; µ, Σ) denotes the normal distribution with a mean vector µ and a covariance matrix Σ. The mixture component index is m. The total number of mixture components is M . λ is a GMM parameter set consisting of the mixture-component weight αm, the mean vector µ m , and the covariance matrix Σm of the m-th mixture component. The GMM is trained using joint vectors of Xt and Y t in the parallel data set, which are automatically aligned to each other by dynamic time warping.
In the conversion process, the acoustic features of the source voice is converted into those of the target voice using maximum likelihood estimation (MLE) of speech parameter trajectory [4] . Time sequence vectors of the source features and the target features are denoted as
⊤ , where T is the number of frames included in the time sequence of the given source feature vectors. A time sequence vector of the converted static featureŝ
⊤ is determined as follows:
where W is a transformation matrix to expand the static feature vector sequence into the joint static and dynamic feature vector sequence [23] . To alleviate the over-smoothing effects that usually make the converted voice sound muffled, GV is also considered to compensate the variation of converted feature vector sequence.
VC with WaveNet-based waveform generation
We propose a technique to generate waveform samples of the converted voice based on WaveNet-based waveform generation in statistical VC. Figure 1 illustrates the conversion process of VC based on the GMM with WaveNet-based waveform generation.
WaveNet-based waveform generation for VC
In the conventional vocoding process of VC, various assumptions (e.g., a stationary process in the analysis window, Gaussianity, a time-invariant linear filter) usually cause the sound quality degradation of the converted voice. To overcome this problem, we apply the speaker-dependent WaveNet vocoder [22] , which utilizes the acoustic features of the existing vocoder for a WaveNet auxiliary feature, into VC based on the GMM. The WaveNet vocoder does not require not only involving a filter of articulatory movements with the excitation signals, but also any mathematical assumptions to the data. Therefore, it is expected that detailed time information of the waveform sequence, which is usually lost in the conventional vocoder, can be recovered in the synthesizing process.
The network architecture of WaveNet mainly consists of a stack of one-dimensional convolution layers called dilated causal convolution layer. The input vector passes through these layers and gated activation functions. Finally, WaveNet generates values of the converted waveform sample encoded by µ-law compressor [24] , which maximize the posterior probability of the output layer based on the softmax functions. The form of the gated activation function of the WaveNet vocoder is defined as follows:
where * and ⊙ denote a convolution operator and an elementwise product operator, respectively. σ(·) denotes a sigmoid function. i and z are the input and output vectors of the activation, respectively. f and g represent filter and gate, respectively. W and V indicate convolution weights for input and auxiliary vectors, respectively. The auxiliary feature vector h consisting of the acoustic features such as transformed F0, converted aperiodicity, and converted spectral featureŷ is transformed into k to make sure to adjust the resolution of the time series data to i.
Alleviation of the mismatch between training and conversion data of WaveNet using intra-speaker conversion
In GMM-based VC, the converted feature trajectory becomes smoother than the target feature trajectory due to the oversmoothing effect. Therefore, in the conversion process, it is assumed that a mismatch between the training and synthesizing data for the WaveNet vocoder may cause the serious errors of the waveform generation. To alleviate this mismatch, we utilize the over-smoothed acoustic feature of the target speaker for the training data of the WaveNet vocoder. However, it is not straightforward to apply the converted feature converted from the source speaker into the target speaker, because the duration between the source and target features is usually different. To address this issue, we use an intra-speaker conversion technique and utilize its converted feature for the training data of the WaveNet vocoder, where the intra-speaker conversion is a technique to convert acoustic features within an identical speaker based on an intra-speaker GMM [25] . The probability density function of the intra-speaker GMM is defined by
where λ (Y XY ) indicates the parameter set of the intra-speaker GMM. Based on this intra-speaker GMM, the acoustic feature of the target speaker into converted into the smoothed acoustic feature of the target speaker y in the same manner as MLE described in Sect. 2. Note that this converted feature vector y has the same length of the natural acoustic feature of the target voice.
Post-filtering using spectral differential
In this paper, we also propose a technique to modify spectral envelopes based on the spectral differential. In the proposed method, the converted voice sometimes causes serious buzzy sounds. To suppress this unstable sounds, we filter the converted voice with the spectral differential between converted spectral feature of the VC based on GMM and spectral feature extracted from the converted voice. The spectral differential is calculated as
whereŷ (W N) indicates the spectral feature extracted from the converted voice based on VC with the WaveNet vocoder.
Experimental evaluation
To examine the effectiveness of the proposed methods, we compared following methods.
• The NU-NAIST VC system: the conventional VC method submitted to the Voice Conversion Challenge 2016 [19] .
• WaveNet VC (y,ŷ): the proposed VC method with the WaveNet vocoder modeled by natural mel-cepstrum and synthesizes using converted mel-cepstrum based on the GMM.
• WaveNet VC (y,ŷ (GV ) ): the proposed VC method with the WaveNet vocoder modeled by target mel-cepstrum and synthesizes using converted mel-cepstrum based on the GMM considering GV.
• WaveNet VC (y,ŷ): the proposed VC method with the WaveNet vocoder modeled by intra-speaker converted mel-cepstrum and synthesizes using converted mel-cepstrum based on the GMM.
• WaveNet VC (y,ŷ (GV ) ): the proposed VC method with the WaveNet vocoder modeled by intra-speaker converted mel-cepstrum and synthesizes using converted mel-cepstrum based on the GMM considering GV.
• WaveNet VC (y,ŷ) w/ d: the proposed VC method with the WaveNet vocoder modeled by natural mel-cepstrum and synthesizes using converted mel-cepstrum based on the GMM, and post-filtering the spectral differential between converted mel-cepstrum based on GMM considering GV and mel-cepstrum extracted from converted voice. 
Experimental conditions
We evaluated sound quality and speaker identity to compare the performance of the conventional and proposed methods. We used the ARCTIC speech database [26] . We used "bdl" and "slt" for the source speaker and "clb" and "rms" for the target speaker. The number of combinations of the source and target speaker was 4. The number of sentences uttered by each speaker was 1132. The sampling frequency was set to 16 kHz. STRAIGHT [14] was used to extract spectral envelope, which was parameterized into the 1-24th mel-cepstral coefficients as the spectral feature. The frame shift was 5 ms. As the source excitation features, we used F0 and aperiodic components extracted with STRAIGHT [27] . The aperiodic components were averaged over five frequency bands, i.e., 0-1, 1-2, 2-4, 4-6, and 6-8 kHz, to be modeled with the GMM.
We used 1028 sentences for training and the remaining 104 sentences were used for evaluation. The speaker-dependent GMMs were separately trained for the individual source and target speaker pairs. The number of mixture components for the mel-cepstral coefficients was 128 and for the aperiodic components was 64.
The WaveNet models were trained for the individual target speakers. Considering one layer of dilated causal convolution, gate activated function, and residual as one block, we connected the 30 residual blocks in total. Specifically, dilations in 10 layers were set to 2 0 , 2 1 , 2 2 , · · · , 2 9 , and this was repeated three times to form a total of 30 dilated causal convolution layers. The number of channels of (dilated) causal convolution and 1×1 convolution in the residual block was set to 256. The number of 1×1 convolution channel between skip-connection and softmax layer was set to 2,048. Adam algorithm [28] was used for network learning, and its learning rate was manually adjusted to 0.001 as an initial value, and attenuation schedule was adjusted. The mini batch size was 20,000 samples. In addition to the converted mel-cepstrum, we used transformed F0 and converted aperiodic components for the auxiliary features in both modeling and synthesizing process for the WaveNet vocoder.
Objective evaluation
In the objective evaluation, we compared the mel-cepstral distortions (Mel-CD) between the target and converted voice. The Mel-CD was calculated as Mel-CD [dB] = 10 ln 10 2
where mc Preference score
The NU-NAIST VC system
Comparison of conversion accuracy on speaker identity. Table 1 indicates the experimental results of the Mel-CD between the target mel-cepstrum and the converted melcepstram extracted from the converted voice. We can see that the Mel-CDs of the proposed methods are significantly larger than the Mel-CD of the NU-NAIST VC system. In particular, there is a tendency to increase the Mel-CD when considering GV in the proposed methods. In terms of the WaveNet VC (y,ŷ) w/ d method, the Mel-CD is similar to that of the NU-NAIST VC system because its spectral feature is modified using the spectral differential between VC considering GV and WaveNet VC (y,ŷ) w/ d. Therefore, it can be said that the converted voice of the WaveNet VC (y,ŷ) w/ d method consists of the excitation signal synthesized by the WaveNet vocoder and spectral envelopes of the GMM-based VC.
Subjective evaluation
Two subjective evaluations were conducted. In the first test, we evaluated the sound quality of the converted voices using a mean opinion score (MOS). The natural and converted voice samples generated by the conventional and proposed VC methods were presented to subjects in random order. The subjects rated the quality of the converted voice using a 5-point scale: "5" for excellent, "4" for good, "3" for fair, "2" for poor, and "1" for bad. The number of evaluation sentences in each subject was 84. The number of subjects was 8.
In the second test, conversion accuracy on speaker individuality was evaluated. In this test, we chose three different methods of The NU-NAIST VC system, WaveNet VC (y,ŷ (GV ) ), and WaveNet VC (y,ŷ) w/ d in order to reduce the cost for evaluation in each subject. A natural voice sample of the target speaker was presented to the subjects first as a reference. Then, the converted voice samples generated by these techniques for the same sentences were presented in random order. The subjects selected which sample was more similar to the reference natural voice in terms of speaker identity. Each subject evaluated 39 sample pairs. The number of subjects was 11.
Subjects were not native English speakers and they were allowed to replay each sample pair as many times as necessary in both evaluations. Figure 2 indicates the results of the MOS test for the sound quality. We can see that there are almost equivalent performances of the sound quality between the conventional and proposed methods. The conventional method can generate the converted voice with steady sound quality over all frames. On the other hand, although the proposed methods can generate the converted voice with the quite better sound quality compared to the conventional method, these methods sometime cause serious buzzy sounds. It is considered that these buzzy sounds are derived from the less training data for the WaveNet vocoder. Therefore, it is expected that the increase of the training utterances can improve the sound quality of the converted voice in the proposed methods. As for a comparison between the WaveNet VC (y,ŷ) and WaveNet VC (y,ŷ) methods, we can see that the WaveNet modeling using intra-speaker converted features slightly improves the sound quality by avoiding of the inconsistency of the training and synthesizing data. In terms of a comparison between w/ and w/o GV, the techniques considering GV achieve higher sound quality compared to the techniques without considering GV. These results demonstrate that the WaveNet vocoder modeled using natural acoustic features and synthesizing using converted feature considering GV contributes the sound quality improvements. Figure 3 indicates the results of the preference test for speaker identity. We can see the WaveNet VC (y,ŷ (GV ) ) method achieves higher conversion accuracy on speaker identity compared to the other methods. Also, there is not a large difference between the NU-NAIST VC system and WaveNet VC (y,ŷ) w/ d because the spectral feature of these techniques is almost equaled. From these results, it can be assumed that the WaveNet VC (y,ŷ (GV ) ) method can implement further restoration of the speaker individuality, is usually lost in the conventional VC based on GMM.
Experimental results
These results suggest that the WaveNet VC (y,ŷ (GV ) ) method is the best conversion technique in terms of sound quality and conversion accuracy on speaker identity.
Conclusions
This paper describes a technique to convert speaker individuality of a source speaker into that of a target speaker with Gaussian mixture model (GMM)-based voice conversion (VC) and WaveNet-based waveform generation. In order to improve the sound quality and conversion accuracy of the speaker individuality in VC, we propose a waveform generation technique based on the WaveNet vocoder conditioned on the converted acoustic features such as transformed F0, converted aperiodicity, and converted mel-cepstrum. The experimental results demonstrated that the WaveNet-based waveform generation technique using natural acoustic features for modeling and converted acoustic features considering GV for synthesizing achieves higher conversion accuracy on speaker identity with comparable sound quality compared to the NU-NAIST VC system submitted Voice Conversion Challenge 2016. In future work, we plan to implement a technique for enabling stability for the WaveNet-based waveform generation technique.
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