This paper works through the optimization of a real world planning problem, with a com bination of a generative planning tool and an influence diagram solver. The problem is taken from an existing application in the do main of oil spill emergency response. The planning agent manages constraints that or der sets of feasible equipment employment actions. This is mapped at an intermedi ate level of abstraction onto an influence di agram. In addition, the planner can apply a surveillance operator that determines observ ability of the state-the unknown trajectory of the oil. The uncertain world state and the objective function properties are part of the influence diagram structure, but not repre sented in the planning agent domain. By ex ploiting this structure under the constraints generated by the planning agent, the influ ence diagram solution complexity simplifi es considerably, and an optimum solution to the employment problem based on the objective function is found. Finding this optimum is equivalent to the simultaneous evaluation of a range of plans. This result is an example of bounded optimality, within the limitations of this hybrid generative planner and influence diagram architecture. Determining which actions to take and when has been addressed by distinct methods in AI. Among them are two techniques that choose actions in sequence to meet a specified goaL One is generative planning, coming out of the classical planning field; and the other, influ ence diagrams, out of the methods of Bayesian proba bility. Classical planning has its origins in symbolic reasoning methods created to address difficulties in conventional logic as facts change over time. Influence diagrams are Bayes' networks with decision and value nodes added, which were fi rst introduced in the practice of decision analysis as an alternate representation for trees. 1990] The line of work presented here has a more modest goal; to demonstrate that the com bination of planning and influence diagram methods can simplify the computational complexity of a real world problem by orders of magnitude. This solution exploits the abilities of the generative planner to man age constraints among sets of actions and the influence diagram to indicate irrelevant structure from the com binations of available actions, uncertainties and the objective function. The computational example pre sented in this paper suggests how the two methods in combination constitute an architecture for solution of complicated problems by working through a solution to an oil spill emergency response problem. On the one hand, the constraints generated by the planning agent determine the order and the range of actions in corporated in the structure that the influence diagram uses for optimization. On the other hand, the rich ness of the the influence diagram model can focus on which uncertainties and sets of actions are relevant, to further constrain the search of an optimum.
Introduction
Determining which actions to take and when has been addressed by distinct methods in AI. Among them are two techniques that choose actions in sequence to meet a specified goaL One is generative planning, coming out of the classical planning field; and the other, influ ence diagrams, out of the methods of Bayesian proba bility. Classical planning has its origins in symbolic reasoning methods created to address difficulties in conventional logic as facts change over time. Influence diagrams are Bayes' networks with decision and value nodes added, which were fi rst introduced in the practice of decision analysis as an alternate representation for trees.
There have been attempts to fi nd a sound extension of classical AI planning that encompasses uncertainty, or vice versa, to develop a decision theoretic plan ning method that structures the decision basis in ad dition to determining the best policies. Either ex tension must deal with the combinatorial complex ity of generative planning on top of the complexity of the uncertainty calculation. (Blythe 1996 and Wilkins 1990 ] The line of work presented here has a more modest goal; to demonstrate that the com bination of planning and influence diagram methods can simplify the computational complexity of a real world problem by orders of magnitude. This solution exploits the abilities of the generative planner to man age constraints among sets of actions and the influence diagram to indicate irrelevant structure from the com binations of available actions, uncertainties and the objective function. The computational example pre sented in this paper suggests how the two methods in combination constitute an architecture for solution of complicated problems by working through a solution to an oil spill emergency response problem. On the one hand, the constraints generated by the planning agent determine the order and the range of actions in corporated in the structure that the influence diagram uses for optimization. On the other hand, the rich ness of the the influence diagram model can focus on which uncertainties and sets of actions are relevant, to further constrain the search of an optimum.
Beyond the practical value of this approach in solv ing real-world problems, this work has value in ex ploring the insight that as problems become more un certain, the complexity of the planning problem can decrease rather than increase. The basis of this in sight comes from the practice of modeling complex, un certain problems in decision analysis, where the com putational complexity of the models employed tends to be small. Decision analysis exploits properties of dominance and value of information, so that the model structure or computation generating informa-tion found to be irrelevant to the problem can be pruned.
My approach addresses similar concerns to methods of plan evaluation, in its ability to rank the quality of plans that have been generated by a planning agent. The term "plan evaluation" can also refer to measuring the success and computational performance of plan ning agents. A method that has been developed for plan evaluation in the first sense, called action net works [Goldszmidt and Darwiche 1994] , has a strong similarity to the method applied in this paper. In con trast to action networks, influence diagrams represent decisions prior to deliberation and serve to optimize the choices at decisions. This also makes them capa ble of pre-posterior analysis, exploited in this paper, such as the computation of value of information, of which action networks are not capable. Of course, the lessons learned from action networks about represent ing time and persistence still apply.
The rest of this section reviews the model domain and architecture. Section 2 is a short summary of stochas tic optimization. The step by step transformation and solution of the problem occupies Section 3, followed by conclusions in Section 4.
The U.S. Coast Guard Oil Spill Response Configuration System
We have developed a planning tool under contract with the U.S. Coast Guard (USCG) to assist them in the al location and siting of the equipment available to clean up anticipated oil spills. As part of their required pre paredness planning, the Spill Response Configuration System (SRCS) assists in determining the adequacy of the equipment to meet the threat of spills; for in stance, either to determine to purchase more equip ment, or, for that already staged at storage sites near the coast, to determine where best to site it. SRCS meets this objective by building plans against simu lated oil spills to estimate the effectiveness of USCG's ability to clean them up. As intended in the origi nal design, SRCS uses a generative planning tool, Sys tem for Interactive Planning and Execution (SIPE-2) [Wilkins 1988] , to guide the user interactively through a set of progressively more detailed choices, first to choose cleanup strategies and then allocate and em ploy equipment against a chosen spill scenario. This paper describes an extension to SRCS to evaluate a range of plans generated by SIPE-2, and to choose the best.
1.2
The Agent Architecture
One approach to the limits that computation places on rational choice is to begin with a computational architecture-in this case a hybrid of two techniques and optimize the solution method within the con straint of these architectural limitations on informa tional and computational resources. This extends the idea of "heuristic adequacy." Rather than beginning with the concept of a purely rational agent, and by approximation, whittling it down to make it tractable, this approach, termed bounded optimality, begins with the architectural assumption. Arguments for this ap proach to AI research, first made by Horvitz, are ex� panded in Russell's invited paper at the last IJCAI. [Russell 1995] We may characterize a rational architecture by what computational and sensing abilities it possesses: In generative planning, actions are distinguished by simply whether or not they achieve a goal, rather than the degree to which they achieve an objective. In com parison influence diagrams need to consider the degree of achievement of an objective to be able to optimize.
In looking to combine these methods I have taken a practical approach, asking which outputs of a mature planning tool, e.g. SIPE-2 can be used to structure an influence diagram that can then optimize the prob lem. As a stochastic optimization technique, influence diagrams solve a class of decision under uncertainty problems based on a quantitative objective, however the input to an influence diagram solver is a structure that has already determined the set of allowed actions and information observable in each episode, and the ordering of decision episodes. The challenge then, is to what extent can a generative planning tool create this linear ordering for the influence diagram, which I will call the decision backbone.
In the least commitment philosophy adopted by gen erative planning, the planning agent approaches the problem by a top down successive refinement method, terminating when the problem has been reduced to the lowest level procedures represented in its knowl edge base. As the plan is refined, actions that previously were parallel tend to become ordered. The process adds constraints to the set of actions, both by sequencing them in time, and by restricting the set of actions available at any one time. The process may be non-deterministic, in that if the problem is not fully constrained, the planner might arrive at any one of a number of satisfactory plans that meets the planning goals. In this work I don't examine exactly how the planner generates the plan; instead I examine which information is available to the planner, and how its constraints can be interpreted to structure the influ ence diagram for the problem. The answer in short, is first to use the planner output to sequence decisions in the influence diagram, and second to constrain sets of available actions at each decision point in the in fluence diagram. If the ordering of actions and the observations available at each set of actions are com pletely ordered, then the result is a single influence diagram. Actions to observe uncertain states are not typically encoded in a planner's set of operators al though they are needed in the design of an influence diagram. To demonstrate the consequences of observa tions in a plan, the oil spill example has a surveillance operator that generates an observation action for the uncertain trajectory state.
In generative planning, refinement steps generate lev els of the plan hierarchy that vary in their level of abstraction. As the planning agent applies operators to goals at one level, they are expanded into sub-plans at lower levels. It has been recognized that the ability to work at varying levels of abstraction offers a ma jor simplification to the search problem. In contrast, the influence diagram works entirely at one level of ab straction. It is not my intent to make a contribution to the theory of abstraction per se, but, as with other features of generative planning, to show how abstrac tion can be exploited. The key to this is to recognize, at each decision point, which level of abstraction in the plan should be represented in the influence diagram.
This design decision depends on the level of the actions that have the most direct relevance to variables in the objective function, i.e.-that most directly correspond to the quantities of which the objective is a function. In this model these are the quantities of equipment employed in a sector. Other levels of the planning agent's goal-expansion operators are relevant to the objective only in how they constrain actions at the relevant leveL They do not have a direct effect on the objective.
1.3
Concepts of value and goal achievement
The similarity between the notion of planning to meet a goal and of optimizing to improve an objective func tion hides the fact that they are represented differ ently, and serve different purposes in this architecture. A goal represents achievement of a binary condition; an objective represents a complete ordering of out comes. (For an extended discussion on this see [Dean
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and Wellman 1991] section 5.6.) On the kind of prob lems with which classical planning started out, a bi nary condition as an objective is appropriate. These problems have all or nothing solutions, like jumping a chasm, or tossing a bean bag into a box. The value of the objective is high and constant if the bag falls in the box, or the chasm is breached, but low otherwise.
In this application, the planning goals and the objec tive function are used for different purposes in the ar chitecture. The objective function of SRCS to be min imized is the expected quantity of oil that reaches the shore. Equivalently, this can be expressed as mini mizing the fraction of oil that reaches the shore out of the total amount that would reach the shore if no actions were taken. The rich physical domain model expressed in the objective function that the optimiza tion routine applies has no counterpart in the domain model of the planning agent. Even if there were a sat isfactory way to dichotomize the objective outcomes into achievement and failure of a goal, this would not serve the purpose of using the planner to constrain the action sets of the infl uence diagram optimization. Instead, the planning goals represent the achievement of feasible actions to locate and transport equipment, at different levels of abstraction. The planning agent finds sets of actions that meet these goals, by consider ing, for example, what combinations of equipment are either possible or necessary at each location, what con ditions were necessary before the equipment is brought to the location, or employed there, and what interac tions, both helpful and harmful might exist between actions. The planner is underconstrained so that there exist many plans that meet these goals within the plan ning constraints. Optimization then takes place within this feasible set of actions that the planner has so de termined.
2

Optimization under uncertainty
The general form of a stochastic optimization problem can be written: Bellman's equation applies to the solution of influence diagrams whose decisions meet the observability con dition. To exploit this simplification, we will design structures where this condition occurs. The problem addressed by SRCS is the emergency re sponse to large oil spills caused by the foundering of commercial tankers or barges that transport of oil. Typically such a spill involves thousands of barrels of oil released over the course of several hours or days. The USCG and commercial carriers maintain on-call extensive inventories of oil spill response equipment in locations near ports where oil transport occurs. The expense to maintain this capability is small in com parison to the expected costs of damage and cleanup should a large spill reach shore.
By its nature, the oil spill cleanup problem is a race against time where the expanding extent of the threat due to the spreading oil slick is uncertain. The oil is dispersed by wind and tide in addition to advective spreading over the surface of the water. The purpose of the response is to prevent the oil from reaching sen sitive areas on the shore by use of floating containment booms and removal methods such as oil skimmers, dis persant chemicals, or controlled burning.
The response problem is to determine which equip ment should be dispatched when and where. Actions tend to concentrate 1) around the foundered ship, to prevent open water releases, 2) in open water, to re move the oil slick, and 3) at the shoreline, to protect sensitive areas. This categorization matches the high est level of abstraction of the planning operators. In this example we will restrict the actions considered to the use of booms and dispersants, without much loss of generality. For a specifi c incident, the location and weather often make it difficult to entirely control a spill discharge: Even with an optimal plan in this case the degree of containment and cleanup may be small. A detailed description of our formulation of this problem can be found in [Desimone and Agosta 1994] .
3.2
Derivation of the Architecture: The Approach to Simplifying the Model This section addresses the simplifications possible to the model based on the architecture of the planning and optimization tools. A somewhat extreme ap proach was taken here, more as a demonstration of what kind of transformations are possible by exploit ing this hybrid architecture. Interestingly, within the bounds of the architecture, the optimality of the so lution obtained is not significantly compromised. The only concession to simplifying assumptions made in the model was to reduce the number of sensitive areas threatened to 3, down from 6.
Modeling of Trajectory Uncertainty
By borrowing from the modeling techniques used for oil trajectory modeling, [Spaulding 1988 ] significant reductions can be made in the size of the proba bility state space of the influence diagram. At the most general level, the dispersion of oil is a time dependent probability distribution of the amount of oil, q, over the two dimensional surface of the wa ter: pr{qju1,u2,t}. There are two common simplifi cations to this, by using either a Lagrangian frame or a Eulerian frame for discretization. In the Lagrangian formulation, which is standard practice for determin istic forecasting models, the quantity of spilled oil is discretized into "spillets" and each spillet 's trajectory is forecast. Then spillets in an area are averaged to estimate oil quantities at each location. In compar ison, in the Eulerian formulation, locations are dis cretized, and the quantities of oil are forecast on this grid. The disadvantage of the Eulerian formulation is that a diffusion process will propagate an infinitesimal quantity to each location, making it difficult to sim plify the computation by localizing it. We show the compensating advantage to the Eulerian formulation when uncertainty is considered is that the geographic discretization can be coarse, so the state dimension remains small, and the uncertainty calculation can be piggy-backed on the oil diffusion calculation.
The Eulerian model is:
where q1 is a vector of the oil quantities at locations in timet. A further simplification is to use only one level of dis cretization, by setting p = 0.5. The result is that the same Markov calculation can be used for the spread ing of the probability of oil as was used for oil. The oil's spreading factor is adj usted, and the interpreta tion changed to the output of the Markov process so that instead of si t generates s 0 5 where the superscript refers to the value used for p. The act of surveillance to observe the trajectory cha nges the state of knowledge of the trajectory at the subsequent decision point. At this point, there will be full knowledge of the location of the oil slick. This has the side effect afforcing a recomputation using MJ, for periods 1 to j, the transition matrices for a spreading rate that does not include the increase in uncertainty of the oil location over time. (The prime signifies ob servation.) For purposes of implementation, MJ is also pre-calculated. The trajectory of quantities s0·5, of the median value when the oil position is uncertain is shown in Figure 1 . The trajectory of actual oil posi tion, s is shown in Figure 2 .
The Objective Function
Representation of the Spill and
Response Goals in SIPE-2 SIPE-2 plans against the forecast of the traj ectory. It has knowledge of: Figure 1 The trajectory distribution before observa-
The trajectory distribution after observa tion. Observation of the trajectory during surveillance has the effect of collapsing the known extent of the tra jectory.
1. The spill rate and duration of the spill;
2. The location and probability of appearance of the oil, by geographic sector, s;
3. The extent {enclosing diameter) of the slick within a sector;
4. The thickness of the oil slick by sector, which af fects the efficiency of oil removal. SIPE-2 generates many possible plans of equipment employments to meet goals that derive from the de scription that it has of the trajectory. Each posted cleanup goal has a numeric value associated with it to suggest capacity of the equipment required. For ex ample, to clean up a harbor, one may need enough length of floating boom to span the harbor entrance. When running the planning system interactively, the user takes these numeric levels as suggestions of ade quate levels of response, around which the user is free to apply more equipment, or to neglect an employment goal entirely. In the combined architecture, the value of these quantities among the possible plans is deter mined by the influence diagram optimization step.
Model Simplifications Based on the Plan Output
Using SIPE-2 to construct the decision backbone from the generated plan applies the following constraints that lead to reformulations of the influence diagram and simplify its computation.
1) The arrival times determined by the planner com pletely order the employment actions, reducing a par tial ordering of 2n combinations of n possible pieces equipment allocated to each location in each period, to a complete ordering.
2) It is always better for equipment to arrive in a sector sooner rather than later, so the dominant choice of boom for each sector is used to restrict the boom choice for each sector. If the minimum arrival times are such that no boom would arrive in time to have any material effect on one of the threatened sensitive areas, then no action to protect it will be taken.
3) The "friction" in moving equipment from one sec tor to another greatly reduces the opportunities for sequential action. The typical plan finds few reasons to move equipment once it has been deployed. Reuse takes time, and there are only two cases in the plan where it is feasible:
a)The "Observe or Disperse" decision. The choice is over which operation to perform first; to employ the one available aircraft for spreading chemical disper sants, or for surveillance on the course of the spill. The preparation and refueling times are so long that the decision reduces to either one of the other.
b )The "Chasing the spill" decision. As the spill pro gresses from the ship to the shore, should equipment already employed somewhere else be moved in antici pation of its landfall?
Applying these constraints reduces the influence dia gram model to two periods, where the later period has options for either disperse or observe the extent of the spill, and, subsequent to the observation, for relocating equipment. The complexity of the decision sequence has been reduced to the order of 2(2n).
The codification of the USCG 's best practices as rep resented in SIPE-2 plan operators add further con straints to the optimization: 1) Since booms leak, more boom is always better, but less than one times coverage of an area is useless (the oil will not be contained but just flow around), and three times coverage is the most practical. This further constrains the allocation of booms to sectors, since only boom lengths with integral converages are significant. This constrains the decision variable to a discrete value from the set {0, 1, 2, 3}, of the number of times of coverage of the area by boom. This sets the level of abstraction at which boom operations in the planner will be conveyed to the optimization com putation. (It is possible that further planning to refine individual boom operations may be done in the plan ner after number of times coverage for each sector has been optimized.)
2) The earlier oil can be contained the better, since it spreads quickly.
These are the fundamental properties of the strategy that can be represented in the plan operators, with out recourse to detailed properties of the physical and value models. They result in further reductions in the range of choices made available in the plan output to the influence diagram.
3.6
Solution results
Further simplifications occur in computational com plexity due to the nature of the objective function.
1) An ounce of costs incurred in deploying equipment clearly outweighs the pounds of cleanup costs for dam ages, should the oil reach the shore. This eliminates the need to consider deployment cost consequences of the plan actions.
2) Of the boom com binations of the 4 booms available at the three locations to be protected, all but 3 are not dominated.
These three options for boom employment are:
1. equal: One layer of boom containment at the ship and at each sensitive area 2. stabilize: 3 layers of boom containment around the ship, at the sacrifice of the smaller sensitive area. 3. (chase to) protect: 3layers of boom to protect the smaller sensitive area, leaving the ship's leakage This influence diagram shows the two pe riod structure of the simplified problem. The boom employment decisions contain three strategies: equal, stabilize, protect; with the addition of the chase strat egy to the final boom decision. The observation is generated by choosing "surveillance'' at the second de� cision. This changes the state of knowledge, indicated by the dependence of the trajectory probability distri� bution in the second period.
uncontained.
The last option must be split into two in the last pe riod, since switching to "chase to" in the second period creates a delay in arrival time of the boom and thus makes it depend on the first period choice. At this point the structure of the influence diagram and the alternatives available at each decision are defined. The diagram is shown in Figure 3 .
Three options in the first and four in the second period, together with the aircraft utilization choice leave 3 x 2 x 4 = 24 plans to be evaluated by the influence diagram.
These can be further narrowed, by use of Bellman's recursion equation to solve the problem sequentially. The second period return function is
where a is aircraft employment choice, and b 2 is the Table 2 : The fraction of oil left in sensitive areas for controls in both periods. Only the plans that choose use-of-dispersants are shown. The second period op timal choices remain optimal for the full calculation, as expected. The starred entries were not calculated, since they could be eliminated by best practice.
The two starred options, involve moving boom against the direction of the oil spreading (i.e. protect in the first period, and switch in the second) and would not be considered on basic physical grounds. This could also be included as a constraint during plan generation.
The fi nal result is that stabilize in the fi rst period, followed by either stabilzze or chase in the second re sult in less than 3% of the oil reaching the shore that would have reached it had no controls been applied. The value of reducing uncertainty in the knowledge of the trajectory location by surveillance is minimal, and does not balance the reduction due to spreading of dis persants from the air. This says something about the "value of maneuver", to use the military metaphor, more than about the level of uncertainty in the oil trajectory. In essence, the spread of the oil is so wide that it will most likely reach all shores, and the limited ability to maneuver boom selectively to one or another turns out not to be important .
Conclusion
This paper has demonstrated an extreme example of how the daunting complexity of a real world domain can be made tractable by optimizing within the con straints of a combined generative planning and infl u ence diagram architecture. The agent is rational only with respect to the computational limitations of the ar chitecture, hence this result is an example of bounded optimality. Had a different architecture been applied, a different result might obtain.
The argument of the paper has been that the so phisticated design of the agent can take advantage of specifics of the problem domain to simplify the compu tation. The result is a more complicated architecture, but a simpler computation; in fact, in this example,
one that approaches what can be done on a spread sheet. The simplifi cations made within the constraints of the architecture are inspired by the characteristics of the domain. Finding them is gives a powerful tool: Perhaps not surprisingly, the richer description of the domain present in the combined architecture provides a better set of wedges that can be driven to split off large parts of the computation. The method applied is similar to "value of information" arguments; that, by knowing the available actions, their valuations and the states of knowledge under which they are taken, the constraints of the architecture do not significantly limit performance. In other terms, in cases with lim ited the flexibility, and limited range of options, the computational demands can be limited, even as the complexity and uncertainty faced may increase.
The missing link, and the task for further work is to show how the constraints that simplified the computa tional problem can be applied generally and automat ically by the generative planner on the design of the influence diagram.
