The following problem appears in robotics. A number of small, circular robots live in a common planar workspace. Each is attached by a exible cable of nite length to a point on the boundary of this workspace. Each robot has a target point in the workspace it must reach. When a robot has reached its target, its cable will have been dragged out into the workspace and possibly pushed and bent by other robots. The cables remain taut at all times and may not overlap, but may bend around other robots. When only the target points are speci ed for the robots, their motion can produce arbitrarily complex cable con gurations. The more complex a cable con guration is, the more restrictive it is to the motion of the robots. To keep restrictions on the robots' motions at a minimum, it is necessary to specify, in addition to the target points, a con guration of the cables that is as simple as possible but allows all robots to reach their targets. The problem of nding the simplest cable con guration for a given set of target points is shown to reduce to the problem of nding a minimal set of nonintersecting routes in a Euclidean graph whose nodes are the robots' start and target positions. A set of edges connecting a particular robot's start and target nodes in this graph represents that robot's cable line. That no set of edges can intersect any other set of edges is an unusual characteristic of this graph problem. This consideration leads to interesting geometric analysis used to determine which relative placements of the graph edges represent overlapping cable lines. An algorithm is suggested that uses an exhaustive search method with pruning to nd a set of nonintersecting routes in the graph that is minimal according to a chosen criterion. The algorithm has been implemented and tested; examples of its performance are given.
Introduction
We consider the problem of planning the motion for a number of small, circular robots moving about on a polygonal planar surface (the workspace), each of which has a exible cable of nite length tethering it to a point on the workspace. Each robot must reach a speci ed target point on the workspace, and in doing so will drag its cable into the workspace. Cables in the workspace may be pushed and bent by robots that come in contact with them, so if the robots are allowed to proceed directly to their target points without regard for the placement of the cables, the resulting cable con guration can easily become so complex as to restrict the motion of the robots. We are therefore faced with the task of de ning not just the target points for the robots, but also an ending This work is supported in part by the National Science Foundation Grant IRI-9220782 and DOE (Sandia Labs) Grant 18-4379C and the Sea Grant Program (U.S. Dept. of Commerce, grant NA46RG048).
cable con guration that is as simple as possible but allows all robots to reach their targets. Once this ending con guration is de ned, there is the further problem of prescribing the motion of the robots that will produce this ending con guration. The motion prescription problem is considered in 6, 7] ; this work considers only the problem of de ning the ending con guration.
This problem is motivated by such commercial systems as Scheinman's RobotWorld 11] in which there are several small motors (robots) magnetically attached to the workspace and suspended above a tabletop on which inspection or assembly tasks can be performed. The cables provide power, signals, air, or other resources to these motors and are stretched out across the workspace as each motor moves to its designated target point. Other applications that t the same formulation and would bene t from the method developed here are, for example, VLSI design and the control of multiple tethered robot probes in undersea exploration and inspection.
Motion planning for a multi-robot system obviously involves the problem of collision avoidance for multiple moving objects in a common environment. Several works have addressed this problem. Erdmann and Lozano-P erez 4] present a strategy in which the moving objects are prioritized in some manner and then planned for one at a time based on this ordering. Buckley 2] also uses a prioritization method in which the ordering of the moving objects plays a key role in determining the success or failure of the algorithm for a given set of target points. Neither of these is a complete (provable) planner. Parsons and Canny 10] present a complete planner for multiple mobile robots with a worst-case running time exponential in the number of robots.
Though the works of Buckley and Parsons and Canny consider the tethered robot problem, neither addresses in any great detail the complications presented by the robots' cables. These cables cannot be ignored; they are a physical presence to be reckoned with in the workspace, just as are the other robots. Collision of two robots is certainly undesirable, but it is equally as undesirable for the tethers of these robots to become entangled. To see why, note that, since the cables are of nite length, if ignored, they can easily become played out, thus restricting the motion of the robots to which they belong. Also, if the robots are left to move about in the workspace without regard to the positions of their cables, one robot's cable can restrict the motion of another robot by getting tangled with its cable or wrapping around that robot. Therefore, we must plan to avoid entanglement just as we must plan to avoid collision.
The work of Sinden 12] considers the e ect of the cables in the case when the robots are tethered by rigid cables to xed positions (bases) in the workspace and have a prespeci ed set of locations (stations) that each robot must visit in turn. The goal is to determine in which order each robot should visit each of the stations to ensure that none of the straight lines representing the cables intersect each other at any time during the motion of the robots. Also considered in the work is the e ect of di erent relative placements of the bases and stations on the problem. Pardo-Castellote and Martins 9] also consider planning in the presence of rigid cables using a prioritization method to assist in avoiding collisions.
The physical reality of the applications that motivate this work is that the cables are exible instead of rigid. Relaxing the assumption of rigidity in the statement of the problem makes the motion of the robots less restricted but results in a more complicated problem. We assume the cables are exible, lie at on the workspace, and are allowed to be pushed and bent by robots that come in contact with them. With this formulation, the robot paths can actually cross each other, as long as their cables only bend around other robots without physically crossing other cables. It is desired that these bends in the cables be kept to a minimum or, more generally, that the layout of the cables be as simple as possible when the robots are at their target positions.
Figure 1: When each robot is at its target point, each cable may be bent around one or more robots in the workspace.
For the purpose of algorithm development, the robots can be assumed to be points and the problem of specifying the ending cable con guration can be formulated as one in computational geometry. This, in turn, can be reduced to the search of a Euclidean graph whose nodes are the robots' start and target positions, and whose edges represent segments of the robots' cables. One characteristic of this problem, dubbed the Bounded Planar Curve Routing problem here, which makes it distinct from other known graph searching problems, is that no set of graph edges representing one cable is allowed to intersect the set of edges representing any other cable. Another peculiarity of this problem is that the nodes of the graph must remain at their speci ed positions (since they represent the target points of the robots and the points of attachment of the cables), so the geometric relationships among edges in the graph is important.
The Problem and Model
The problem is stated as follows. There are n point robots, R i ; i = 1; : : : ; n, moving about in a common planar workspace, W. The workspace may be any simple polygonal shape. For the purposes of explanation, we assume in the following discussion that the workspace is convex, and, in particular, rectangular. Section 3.5 presents the minor modi cations necessary to allow for a nonconvex workspace.
Each robot, R i , is attached to the edge of the workspace at some point S i by a cable C i of nite length . A robot's cable, which remains taut at all times and lies at on the workspace, is stretched across the workspace as the robot moves and can be pushed and bent by other robots that come in contact with it. When all robots have reached their targets, T i ; i = 1; : : : ; n, a robot's cable, C i , will be a curve that connects S i to T i and that may be bent around one or more robots in the workspace (Figure 1 ). With the robots being points, the curve becomes a set of straight line segments. The overall layout of the cables when all robots are at their targets is called the target con guration. A particular robot's cable con guration at any point in time is referred to as its cable line.
For a given set of target points there may be a number of possible target con gurations (Figure 2) . Our task is to nd a target con guration that is optimal in some respect. Which target con guration is optimal obviously depends on the optimization criterion chosen. This criterion could require, for example, the minimum number of bends in the cables, the minimum total length of the cables on the workspace, the minimum length of the longest cable, etc. The optimization criterion is speci ed in terms of a function that accepts a target con guration as input and returns a value representing the quality of the con guration. We assume that this value is low for high quality con gurations, so the goal is to nd the minimal con guration according to the optimization function. Though the algorithm presented here does not depend on a particular criterion, for the sake of example in Section 5 we minimize the total length of all cable lines in the workspace. Note that once a target con guration is determined, there is the additional problem of producing the motion for the robots that will achieve this con guration, which, in itself, may present an optimization problem. This problem is not considered here; for the case when the robots start from the points S i and move either sequentially or simultaneously, the solution is presented in 7] . The case when the robots move sequentially but from any position on the workspace is considered in 6].
To compute the target con guration for the robots' cables, we rst formulate the problem in graph-theoretical terms. Given two disjoint sets of points in the workspace, fS 1 ; : : : ; S n g (the starting points) and fT 1 ; : : : ; T n g (the target points), the corresponding con guration graph G = fV; Eg is de ned as follows. The set V of nodes of G includes all points S i and T i , and its set E of edges includes all edges of the complete undirected graph for these nodes except edges of the form (S i ; S j ) (Figure 2(b) ). Graph G thus has 2n nodes, V = fS 1 ; T 1 ; : : : ; S n ; T n g, and m = (3n 2 ? n)=2 edges, E = fe 1 ; : : : ; e m g. Note that G is a Euclidean graph; the cartesian coordinates of the nodes represent the starting and target positions of the robots and thus must remain xed in the plane. Figure 3 : Two contiguous edges, e a1 and e a2 , from a single route, A, form two angles at their common node, T k . These angles may be labeled as either (a) concave and convex or, when measuring from one edge, e a1 , to the other, e a2 , (b) clockwise (CW) and counterclockwise (CCW).
Figure 4: The routes from S 3 to T 3 and from S 2 to T 2 do not intersect although they share the edge from T 1 to T 4
A route through graph G consists of a set of adjacent edges leading from one node in the graph to another. An empty route contains one node and no edges. Unless otherwise noted, the term \route" will refer to a nonempty route. The two endpoint nodes of a route are designated as its rst and last nodes accordingly. The length of a route is the sum of the Euclidean lengths of its edges.
We assume, without loss of generality, that no three consecutive nodes from a single route are collinear. Indeed, when three consecutive nodes are collinear, slight adjustments that destroy the collinearity while not a ecting the correctness of the output can always be made to one or more of the nodes. Thus, any two contiguous edges in a route A form two distinct angles. These two angles may be labeled either as concave (> ) and convex (< ) (Figure 3(a) ) or as clockwise (CW) and counterclockwise (CCW) (Figure 3(b) ). These labelings are needed in Section 3.3 and the particular one used will be made clear from the context. For any nonempty or empty route A, the set P(A) is its set of extension edges. That is, P(A) is the set of edges that can be used to extend A one node further. Thus P(A) is the subset of edges in E that have an endpoint in common with the last node of A.
Since the robots' cables must all lie at on the workspace, the main task at hand when extracting a target con guration from G is the detection of route intersections in G. Two routes intersect if they correspond to overlapping cables. Note that it is possible for two routes to share nodes or edges without intersecting (Figure 4 ).
When a node T k is shared between two routes A and B, we must consider the relative placements of the edges from A and B in the context of how these two routes meet at T k to determine if A and B intersect. There are ve di erent ways the routes A and B can meet at node T k , and they can be grouped as follows:
1. T k is the last node of one of the routes, say route A. Route A has one edge incident to T k and route B has two. The routes meet in one of the following two ways: (a) A and B do not share an edge incident to T k ; (b) A and B do share an edge incident to T k . 2. T k is not the last node of either route, so each route has two edges incident to this common node. This leads to the following three cases: Each edge, e k , in G has an associated set of edges called its Elimination Set, ES k . If e k is of the form (T p ; T q ), ES k contains all edges that intersect the interior of e k . If e k is of the form (S i ; T q ), ES k contains all edges that intersect the interior of e k as well as all edges (including e k ) that have S i as one of their endpoints. When the goal is to construct a set of n nonintersecting routes each beginning at one of the starting points S i and ending at the corresponding target point T i , ES k represents the set of edges that cannot be part of any route if e k is an edge of some route A. Thus it is the set of edges that can be eliminated from consideration as extension edges for any route (including route A) when edge e k is added to route A.
Out of all possible routes in G, we are interested in sets of n nonintersecting routes, fCR i g, that connect the pairs (S i ; T i ) and represent the robot cable lines. Cable route CR i is the piecewise linear approximation of the continuous curve C i . The rst edge of CR i begins at S i and the last edge ends at T i . CableRoutes = fCR i g; i = 1; : : : ; n, is one such set of nonintersecting routes.
Our task is to extract from the graph G a set of cable routes in such a way that the resulting set is minimal according to a chosen criterion. The algorithm for nding this optimal route set (target con guration) is discussed in Section 3, followed by its complexity analysis and a discussion of approximation algorithms for this problem in Section 4. Examples of the algorithm's performance are given in Section 5. 
The Algorithm
To extract an optimal set of nonintersecting routes, the algorithm searches through the con guration graph using an exhaustive search technique with pruning. The input to the algorithm is described in Section 3.1. Sections 3.2 and 3.3 describe details of the algorithm, which is summarized in Section 3.4.
Input to the Algorithm
The input to the algorithm includes the con guration graph G = fV; Eg, a criterion for evaluating a route set, the route length limit , and the Direction Restrictions Table ( DRT). The con guration graph and evaluation criterion were discussed in Section 2. The value , discussed in Section 3.1.1, represents an upper limit on the length of each route. The DRT (Section 3. be longer than d. This algorithm assures that no route will contain any node more than once (Section 3.2). Thus, for a given n, no route can be longer than nd, so a value of = nd will not act as a constraint for the algorithm. Depending on the particular distribution of nodes in the con guration graph G, a smaller value of may act as a constraint in the algorithm. In particular, it may result in there being no route sets through the given graph G such that each route is of length less than or equal to . In what follows we assume that is not a constraint in the algorithm.
The Direction Restrictions Table
The DRT is computed as follows. When two routes share a common node T k , and each route contains two edges incident to this node that are distinct from the other route's edges, as in
Figures 5(d) and (e), the placement of the other endpoints of the edges relative to T k can often be used to determine if the two routes intersect at T k . Speci cally, another node can be either above T k or below it (depending on the y coordinates of the nodes) and either to the left of it or to the right of it (depending on the x coordinates of the nodes). Those cases when the two nodes share an x or y coordinate can be classi ed in either category, as long as it is done consistently. This leads to four possible categories for each node relative to the common node: above and right, above and left, below and right, below and left. Each of the routes meeting at T k has two nodes adjacent to it (immediately before and after it in the route), which can be classi ed using this scheme. Combining the relative node placements for the two adjacent nodes for each route produces a wrapping direction (so called because it represents the way in which the cable wraps around the robot at the common irrelevant to the determination of the wrapping direction (i.e., above-left-above-right is the same as above-right-above-left). This leaves ten possible wrapping directions and the DRT enumerates, in terms of these ten labelings, all the possible combinations of wrapping directions for two routes that meet at a common node. An entry in the table, shown in Figure 6 , is 0 if the corresponding combination of wrapping directions always results in intersecting routes; otherwise the entry is 1. The DRT is used for e ciency's sake only. It is neither necessary nor su cient for detecting intersecting routes. The insu ciency of this table for detecting intersecting routes is illustrated in Figure 7 (a), which shows two intersecting routes both with wrapping directions above-leftabove-right | a combination not eliminated by the DRT. However, the determination of wrapping directions and subsequent table-lookup are very fast computations even when compared to the simple tests outlined in Section 3.3, and thus we can eliminate many intersecting routes with minimal computation by using this table.
The Choice of Edges
To ensure that we have found the minimal target con guration, we must construct and evaluate all candidate sets of n nonintersecting routes that connect each S i to the corresponding T i . This is done in a depth-rst manner. Namely, routes are built one edge at a time, one route at a time; when a complete route set has been constructed, it is evaluated and compared against the minimal route set constructed thus far to determine if this is the new minimal route set.
Each route CR i begins with an edge of the form (S i ; T j ), where j may or may not be equal to i. From there, an edge (T j ; T k ) is added, then an edge (T k ; T l ), and so on, until the target node T i is reached. Let CR represent an intermediate stage of route CR i . In choosing an edge to add to CR, there are two cases to consider. Either CR is an empty route or edges have been added to
Figure 7: In (a) routes A and B intersect at T k but the DRT will not eliminate this edge combination since, as shown in (b), this combination of wrapping directions does not always correspond to intersecting routes. CR such that there is a route from S i to T j (i 6 = j). In the former case, the set of extension edges, P(CR), contains all edges of the form (S i ; T j ) (where i and j are not necessarily distinct). In the latter case, P(CR) contains edges of the form (T j ; T k ) (where i and k are not necessarily distinct). Each edge in P(CR) will be considered in turn as a possible extension to CR.
Since a set of routes that contains cycles will not be minimal for any reasonable criterion, an edge is not added to a route if it creates a cycle in the route being constructed. For route CR, a cycle occurs if CR includes a particular target point more than once. An edge is also not added to CR if it leads to target point T j and route CR j includes the target point T i , since such mutual target sharing can always be eliminated ( Figure 8 , Conjecture 1). Neither is an edge added to a route if it causes two routes to intersect (Section 3.3).
As each edge is added to route CR, the edges it eliminates (as determined by its Elimination Set) are removed from the set of edges from which the current route and the remaining routes will be constructed. If this remainder set becomes empty at any time during the construction of route CR or contains no more edges that can be added to CR, this means a complete set of n routes cannot be constructed given the combination of edges already selected. Thus, the algorithm backtracks to a point in the search where there were elements of the set P(CR) not yet considered, chooses the next such element, and proceeds in a depth-rst manner again. Choosing edges in this manner will consider all candidates for the minimal nonintersecting route set. Using the evaluation criterion, the minimal route set can be chosen from these candidates. Thus if a candidate route set can be found for a given con guration graph, the algorithm must always nd a minimal route set. We conjecture that a candidate route set can always be constructed. 1 Conjecture 1 For any con guration graph G = fV; Eg, there always exists a set, fCR i g, of n nonintersecting routes through G connecting S i to T i ; i = 1; : : : ; n, such that (a) if T i 2 CR j then T j 6 2 CR i and (b) no node T i appears in any cable route CR j more than once.
Corollary 1 follows immediately from Conjecture 1.
Corollary 1 A con guration graph G always contains a minimal set of n nonintersecting routes connecting S i to T i ; i = 1; : : : ; n; satisfying the conditions of Conjecture 1.
Detecting Intersecting Routes
The detection of intersecting routes is where the most interesting geometric analysis takes place.
As was stated above, an edge e k is added to the route being constructed, CR, only if it will not cause CR to intersect any route already in the set CableRoutes. That e k will not intersect the interior of any edge in a previously constructed route (or in CR itself) is known since candidate edges are chosen from a pool that excludes the Elimination Set of each edge already part of some route in CableRoutes. The analysis is needed, therefore, to detect when two routes that meet at a node or share a number of edges will intersect.
As was pointed out in Section 2, for any node T k common to two routes A and B, there are ve cases to consider (1(a) through 2(c)) in terms of the method in which this node sharing occurs.
In each of the cases 1(a) through 2(b), the routes may or may not intersect at T k ; distinguishing between intersecting and nonintersecting routes requires a di erent method of detection for each of these cases. The following Lemmas 1 through 4 suggest the ways in which intersecting routes are detected for each case. Lemma 5 shows that in case 2(c), routes A and B do not intersect. We assume in the following, without loss of generality, that no three consecutive nodes from a single route are collinear.
The following observation is necessary for the proofs of Lemmas 1 through 4. Let e a1 and e a2 be two contiguous edges in a route A, meeting at node T k . If we form a continuous curve by joining e a1 and e a2 at the point T k and making it bend around a circular object at T k , this object will be on the side of the curve corresponding to the convex angle between e a1 and e a2 . We call this the convex side of the curve at the point T k and the other side is the concave side of the curve (Figure 9 ). Case 1(a) (Figure 5(b) ): Suppose routes A and B meet at node T k , which is the nal node in route B. Let e b1 be the last edge of route B and let e a1 and e a2 be the two edges from A incident 1 Note that if Conjecture 1 is false, and a particular arrangement of points results in there being no candidate route sets, the algorithm presented will halt and indicate that no candidates were found. The search space may then be widened to include route sets that contain repeated nodes and mutual target sharing. It is easy to see that such a route set can always be constructed.
T k convex side concave side (a) (b) Figure 9 : Edges e a1 and e a2 are joined at T k to form the continuous curve wrapping around an object at T k . The object will be on the convex side of the curve at the point T k .
to T k . Assume e b1 ; e a1 ; and e a2 are distinct. Lemma 1 shows that if routes A and B intersect at T k , they do so in the manner shown in Figure 5 (b).
Lemma 1 Routes A and B intersect at T k if and only if e b1 is contained in the concave angle between edges e a1 and e a2 .
Proof: To prove the necessity of the stated condition, we must consider the cable sections these edges represent. That is, if the edges e a1 and e a2 are connected to form a continuous curve C A wrapping around a circular object at the point T k (Figure 10 (b)), we must determine which orientations of the edge e b1 will cause it to intersect the curve C A . Fix C A in the plane. Rotate the edge e b1 about the point T k and note that whenever e b1 intersects the curve C A , e b1 is located on the concave side of C A (Figure 10 and that one of these edges is the last edge for route A. Let e a1 and e b1 be the two edges from routes A and B, respectively, immediately before this common set of edges. Let e b2 be the edge from route B immediately after the common set of edges. As shown in Figure 11 , let e fc be the rst edge shared by A and B and let e lc be the last edge shared by the two routes. Let T k be the node at which edges e a1 ; e b1 ; and e fc meet and let T l be the node at which edges e b2 and e lc meet. T l is the nal node of route A, and e lc is the last edge for this route. From the following lemma we can conclude that if A and B intersect at T l , they do so in the manner shown in Figure 5 (c).
Lemma 2 Routes A and B intersect at T l if and only if e a1 is contained in the clockwise (counterclockwise) angle from e b1 to e fc and the clockwise (counterclockwise) angle from e lc to e b2 is > .
Proof: We proceed as in the previous lemma to show the necessity of the stated condition; its su ciency follows immediately from the same arguments. Let C A be the continuous curve formed by edges e a1 ; e fc ; : : : ; e lc ; let C B be the continuous curve formed by edges e b1 ; e fc ; : : : ; e lc ; e b2 . Fix C A in the plane. Assume e a1 is contained in the clockwise angle from e b1 to e fc . (The argument for the counterclockwise case is analogous.) The location of e a1 with respect to edges e b1 and e fc establishes a relative placement of the curves C A and C B . Namely, C A should always be on the side of C B that corresponds to moving from one edge of B to another in a clockwise direction. If the curves intersect at T l , this means the relative placement has been violated at this point. Thus the circular object at T l (the nal node of A), which is on the convex side of C B , is on the side of C B that corresponds to moving from e lc to e b2 in a counterclockwise direction. Therefore, the clockwise angle from e lc to e b2 is also the concave angle ( Figure 11 ).
Case 2(a) (Figures 5(d) and (e)):
Suppose two routes, A and B, meet at a node T k and each route has two edges incident to this node. Label one of the edges from A incident to T k e a1 and label the other e a2 . Let a2 be the counterclockwise angle from e a1 to e a2 . Similarly, let b1 and b2 be the counterclockwise angles from e a1 to the two edges from B incident to T k . Assume b1 is the smaller of these two angles. Label the two edges e b1 and e b2 , accordingly ( Figure 12 ). Assume the edges e a1 ; e a2 ; e b1 , and e b2 are distinct. The following lemma shows that if routes A and B intersect at T k , they do so as depicted in either Figure 5 (d) or (e). That is, routes A and B intersect at T k if and only if when starting at edge e a1 and walking in a counterclockwise circle around T k one encounters the edges in the order e a1 ; e b1 ; e a2 ; e b2 ( Figure 12(a) ); or each route's pair of edges is contained in the concave angle formed by the other route's edges (Figure 12(b) ).
Lemma 3 Routes A and B intersect at node T k if and only if (a) b1 < a2 and b2 > a2 or (b) e a1 and e a2 are contained in the concave angle between e b1 and e b2 and vice versa.
Proof: To prove that one of conditions (a) and (b) is necessary for the routes A and B to intersect at T k we must again consider the cable sections represented by these edges. That is, if the edge pairs e a1 , e a2 and e b1 , e b2 are connected to form continuous curves that wrap around a circular object at the point T k in the plane (Figure 13(a) ), we must determine which orientations of these curves will cause one curve to intersect the other.
Label the two curves formed by these route sections as C A and C B , respectively. Let C A be xed in the plane and let C B be a rigid curve that is allowed to rotate about the object at T k (Figure 13(b) ). We are interested in nding for which orientations of the curve C B these two curves intersect. If we assume, without loss of generality, that the convex angle between e b1 and
Figure 13: (a) The edge pairs e a1 , e a2 and e b1 , e b2 from Figure 12 are joined to form the two curves, C A and C B , respectively, wrapping around an object at T k . (b) The curve C B has been rotated 180 degrees about the object at T k . e b2 is smaller than the convex angle between e a1 and e a2 , simple inspection reveals that whenever C A and C B intersect at T k either condition (a) or condition (b) holds, and only when the entire curve C B is on the convex side of curve C A is there no intersection between the curves. That conditions (a) and (b) are su cient for there to be an intersection between routes A and B at T k follows immediately from the above arguments.
Case 2(b) (Figures 5(f) and (g)):
Assume that routes A and B each have two edges incident to T k and share one of these edges. Label the edges and nodes are for case 1(b), adding the edge e a2 as the edge from route A immediately after the common set of edges (Figure 14) . Further assume, without loss of generality, that edge e b2 is in the counterclockwise angle from e a2 to e lc . The following lemma shows that if routes A and B intersect at T k they do so in the manner shown in either Figure 5 Lemma 4 Routes A and B intersect at T k if and only if (a) e b1 is contained in the concave angle between e a1 and e fc and e a1 is contained in the concave angle between e b1 and e fc or (b) e b1 is contained in the clockwise angle from e fc to e a1 . shown by the following observations. Again we must consider the continuous curves implied by the edges in routes A and B. Let C B be the curve connecting e b1 ; e fc ; : : : ; e lc ; e b2 and let C A be the corresponding curve for route A. Assume C A is xed in the plane. Since we assume without loss of generality that e b2 is contained in the counterclockwise angle from e a2 to e lc , it can also be assumed to be xed. Thus, whether curves C A and C B intersect is dependent upon the placement of edge e b1 . If this edge is rotated about the point T k , it can be observed that whenever C A and C B intersect at T k , either e a1 and e b1 are both in the concave angle formed by the other edge (e b1 or e a1 , respectively) and e fc (Figure 14(a) ) or e b1 is in the clockwise angle from e fc to e a1 (Figure 14(b) ).
The su ciency of conditions (a) and (b) follows immediately from the same arguments.
Case 2(c): Suppose T k is not the nal node for either route A or B and the routes share both edges incident to T k . The following lemma shows that the routes do not intersect at T k .
Lemma 5 If routes A and B intersect at T k , fe a1 ; e a2 g 6 = fe b1 ; e b2 g.
Proof: If routes A and B intersect at T k , this implies that the continuous curves formed by the edges incident to T k in routes A and B will intersect in such a way that their topology is nonplanar. If both edges from A are the same as the edges from B, the curves C A and C B will be exactly the same. Deforming C B slightly by pulling on it at the point T k will cause it to no longer intersect the curve C A (except at the endpoints) ( Figure 15 ). That is, both curves can lie in the plane, so the routes do not intersect.
We have considered all possible ways two routes can meet at a node in G and shown the conditions necessary and su cient for these routes to intersect. Given that the tests suggested by Lemmas 1 through 4 are used to detect intersecting routes, Theorem 1 follows.
Theorem 1 CableRoutes always contains a set of nonintersecting routes.
From Theorem 1 and Corollary 1, it follows that the algorithm, as designed above and summarized in the following section, will produce a minimal nonintersecting route set for any con guration graph.
Algorithm Summary
The con guration graph G (Section 2), an evaluation criterion and the Direction Restrictions Table, DRT (Section 3.1), form the input for the algorithm. The route length limit is assumed to be su ciently large so as not to act as a constraint for the algorithm (Section 3.1.1). The evaluation criterion is provided in the form of a function, RouteSetV alue(), that takes a complete route set as input and returns a numeric value representing the quality of the route set. High quality route sets will produce low numeric values; thus the goal is to nd a route set with the minimum route set value. MinRouteSet is the best quality route set constructed so far and MinV alue is its corresponding route set value. CableRoutes = fCR i g; i = 1; : : : ; n, is the current set of routes being constructed (Section 2) and the index i corresponds to the route CR in this set to which edges are currently being added (Section 3.2).Ê is the set of edges from which the set of extension edges, P(CR), will be drawn (Section 2).
From the graph G, the Elimination Set for each edge is computed (Section 2). This may be done optimally in O(m log m + k) time, where m = jEj and k is the number of intersecting pairs, using, for example, the algorithm of Balaban 1] or Chazelle and Edelsbrunner 3]. Then, after initializing the necessary variables, the algorithm begins its recursive processing by determining which edges fromÊ correspond to extension edges for CR. Each of these is tried in turn in a depth-rst manner, with each recursive call corresponding to a new (local) value for CR and, correspondingly, new sets P(CR) andÊ. When all sets of extension edges have been considered, the algorithm halts and outputs the value of MinRouteSet, which will be an optimal route set according to the function RouteSetV alue().
Input :
Con guration graph G = fV; Eg Evaluation Criterion, given by the function RouteSetV alue() Direction Restrictions Table (DRT) Output :
MinRouteSet: A set of n nonintersecting cable routes CR i in G connecting S i to T i ; i = 1; : : : ; n, that is minimal according to the Evaluation Criterion.
Procedure :
1. Compute the Elimination Set, ES k , for each edge e k ; k = 1; : : : ; m. CR CR n e k endif endif
Generalizing to Nonconvex Workspaces
The previous discussion assumes that the workspace W is a convex polygon. As such, it is guaranteed that every edge of the con guration graph G, the nodes of which are on the boundary or in the interior of W, is completely contained in W. Such is obviously not the case for a nonconvex workspace. However, with minor modi cations to the con guration graph and the set of cable routes tested for intersections, the above algorithm can be seen to work equally well for constructing sets of routes that are completely contained in nonconvex workspaces.
First, the con guration graph G = (V; E) is modi ed to graph G 0 = (V 0 ; E 0 ) in the following way. Let V 00 represent the set of re ex vertices of W (i.e, vertices at which the interior angle is > ) and let E 00 represent the set of edges completely connecting V 00 to V . Further, let E 000 = fe k je k 2 E E 00 and e k intersects W in the interior of e k g. ( The set E 000 may be computed in O(m 0 log m 0 + k 0 ) time 1, 3] , where m 0 = jE E 00 j + jE w j, jE w j = number of edges of W, and k 0 = the number of intersecting pairs in this set of edges.) Then V 0 = V V 00 and E 0 = (E E 00 ) n E 000 ( Figure 16 ).
(Note that when W is convex, G 0 = G.)
Second, observe that, like the target points T i , the nodes V 00 may be thought of as locations of circular objects around which the continuous curves corresponding to each cable route may bend. The boundary of the workspace, which is not to be intersected by any cable route, may be seen as a permanent \pseudo-cable route", CR 0 , the nodes of which are the vertices of W. Cable route CR 0 is added as a permanent member of CableRoutes. As each route is constructed, it is tested for intersection with CR 0 in the same manner as for all other routes in CableRoutes. Routes that correspond to curves going outside the workspace will be eliminated by this test (Figure 17 ). With the above two modi cations, Conjecture 1, Corollary 1, and Theorem 1 still hold, and the algorithm as described works equally well for convex and nonconvex workspaces. 
Figure 17: For the workspace and con guration graph shown in Figure 16 , the cable route CR 2 shown in (a) going through the node v 3 is invalid. As shown in (b), if the edges of this route are joined to form a continuous curve bending around a circular object at v 3 , the curve will go outside the workspace W. This invalid route will be detected by testing CR 2 for intersection with the boundary of W using the intersection tests of Section 3.3.
4 Complexity Analysis However, this analysis does not take into account that in the algorithm many of the possible route sets are eliminated from consideration without being constructed. For example, when an edge is chosen to be added to a particular route, the edges in its Elimination Set, which might have been used to complete the route set, are removed from the search graph. Thus the number of possible route sets is reduced. In general, the greater the number of intersecting routes created by a particular arrangement of the start and target points, the fewer the number of route sets that will be completely constructed and evaluated. Thus the upper bound given is rather loose.
As n and the number of possible route sets increase, the xed-size workspace will become more cluttered and the number of route sets eliminated by a single edge is likely to increase. To achieve a tighter upper bound on the complexity of this algorithm, one would have to nd a \worst" distribution of the 2n points S i ; T i ; i = 1; : : : ; n, that is, a distribution that would necessitate considering the largest number of possible route sets. Due to the constraint of nonintersecting routes, it is generally not possible for this largest set of possible route sets to include all n n 2 routes.
At this point, it is not clear how to construct the distribution of the start and target points that is worst for this algorithm, and a tighter upper bound on its complexity is not known.
The NP-completeness Question
The following problem, called the Planar Sticks problem, has been shown by Fischer and Paterson 5] to be NP-hard: Given n pairs of points (S i ; T i ); i = 1; : : : ; n in the plane, nd n nonintersecting curves C i such that each C i connects S i to T i and the total length of the curves is at most b.
This problem di ers from ours only in that their points S i may be placed anywhere on the plane; in our case these points must lie on the boundary of a simple polygon. Note that, by adding the edges (S i ; S j ); j 6 = i; to the con guration graph, the algorithm presented here for solving the Bounded Planar Curve Routing problem may be used to solve the Planar Sticks problem. Also, the intersection tests described here provide a means for determining in polynomial time if a particular set of routes is nonintersecting. Since the total length of a set of curves can be computed in polynomial time, we have the following result:
Theorem 2 Planar Sticks is NP-complete.
Kratochv l, Lubiw, and Ne set ril 8] consider the computational complexity of several problems that involve extracting a noncrossing subgraph of a given type from a layout of a graph in the plane. They conjecture that such problems are always NP-hard. Given the above discussion, we conjecture the following:
Conjecture 2 Bounded Planar Curve Routing is NP-complete.
A rigorous proof of this statement cannot be given at this time. The particular geometric constraints of Bounded Planar Curve Routing, namely that the points fS i g lie on the boundary of the polygonal workspace, make it su ciently di erent from Planar Sticks and the problems considered by Kratochv l, et al. that a reduction from any of these problems is di cult, as is a reduction from any of the more traditional NP-complete problems.
Approximation Algorithms
It is not di cult to design a polynomial-time approximation algorithm for the Bounded Planar Curve Routing problem. For example, consider the following algorithm: Assume a particular ordering of the numbers 1; : : : ; n, such that (k) = i. Label the points S i ; T i ; i = 1; : : : ; n according to this ordering. Begin by constructing the route CR 1 from S 1 to T 1 as the single edge e 1 = (S 1 ; T 1 ). Add to the set of routes the edge e 2 = (S 2 ; T 2 ) as the route CR 2 . If e 2 intersects e 1 , replace e 1 with the two edges (S 1 ; T 2 ) and (T 2 ; T 1 ). Continue in this manner by constructing CR i as the edge (S i ; T i ). If (S i ; T i ) intersects any edge, (S k ; T l ) or (T k ; T l ), in a previously constructed route, replace the edge from the previously constructed route with two edges, (S k ; T i ); (T i ; T l ) or (T k ; T i ); (T i ; T l ), respectively, and check each of these new edges for intersections with edges in previously constructed routes. Continue adding routes and deforming previously constructed routes until all n routes are complete.
Constructing the cable routes in this manner results in a set of n nonintersecting routes through G. The edges used to construct the routes are all edges of the con guration graph G. That none of the resulting routes intersect follows from the fact that this set of routes corresponds exactly to the cable con guration that would result if each robot R i moved in a straight line from S i to T i , pushing the cables it encountered out of its way.
This algorithm can be shown to run in polynomial time. Unfortunately, it can also be easily shown that this algorithm can result in routes with repeated nodes and mutual target sharing.
Given Conjecture 1, this leads to a rather unsatisfying O(n 3 ) performance ratio. The existence of a polynomial-time approximation algorithm that limits (or eliminates) the number or repeated nodes and mutual target sharing, and thus arrives at a better performance ratio, is not known. 
Examples
To demonstrate our Bounded Planar Curve Routing algorithm's operation, we start with a simple example with three pairs of points (S i ; T i ). These points and the corresponding con guration graph are shown in Figure 18 . Figure 19 contains a list of the Elimination Sets for all the edges of the con guration graph. There are eight possible route sets for this set of points; they are shown in Figure 20 . Figure 21 contains a description of the eight route sets, including the length of each route and the sum of all three routes' lengths, which is used as the evaluation criterion. Based on these values, the algorithm chooses route set (d) as the optimal route set. The second example presented involves eight pairs of points. These points are shown in Figure 22(a) . In this case, there were 853 possible route sets. Again, the evaluation criterion used was the total length of all routes. The minimal route set chosen with this criterion is shown in Figure 22 (b) and its description is shown in Figure 23 .
For small n (say, < 7), nding a minimal route set takes a few seconds of computation. As n increases, the time required obviously grows, but we have observed that for n < 12, it takes only a few minutes to nd a minimal route set.
Conclusion
We have introduced the Bounded Planar Curve Routing problem, which is concerned with nding a minimal set of nonintersecting curves connecting a set of point pairs in the plane, where one point from each pair is located on the boundary of a simple polygon. This problem is believed to be NP-complete. An exhaustive-search algorithm with pruning has been described for solving this problem and the existence of polynomial-time approximation algorithms has been shown.
While this algorithm is interesting from a purely geometric standpoint, it is of more than theoretical interest since it is designed to solve a physical robot motion planning problem. The algorithm has been tested in an interactive simulated environment to nd and graphically display the minimal set of routes for any set of point pairs supplied by the user. As an extension into the robot motion planning paradigm, algorithms have been developed 6, 7] that nd e cient motion Figure 19 : The edges, their lengths, and their associated Elimination Sets for the example given in Figure 18 . patterns for the robots and cause them to move in such a way that their nal cable con guration conforms to the minimal one.
