We address the problem of rendering large unstructured volumetric grids on machines with limited memory. This problem is particularly interesting because such datasets are likely to come from computations generated on supercomputers, that is, machines with superior resources than even the most powerful workstations.
Introduction
The need to visualize unstructured volumetric data arises in a broad spectrum of applications including structural dynamics, structural mechanics, thermodynamics, fluid mechanics, and shock physics. One of the most powerful visualization techniques is direct volume rendering, a term used to define a particular set of rendering techniques which avoids generating intermediary (surface) representations of the volume data. Instead, the scalar field is generally modeled as a cloud-like material, and rendered by computing a set of lighting equations [7] .
In this paper, we address the problem of direct volume rendering of large unstructured volumetric grids on machines with limited memory. This problem is particularly interesting because such datasets are likely to come from computations generated on supercomputers, that is, machines with superior resources to even the most powerful workstations. Our work nicely complements the recent trend of developing efficient out-of-core scientific visualization techniques. Given a large unstructured grids, we currently have a number of external memory visualization tools, (e.g., streamline computation [10] , isosurface computation [2] , surface simplification [5] ), which enable scientists to visualize their large datasets on machines with limited memory. For instance, by coupling the techniques of [2] and [5] isosurfaces of arbitrarily large datasets can be computed and simplified, effectively making it possible to visualize such large datasets on any machine with enough disk. Our work is adding direct volume rendering algorithms to this already considerably powerful toolbox.
We present two techniques which vary in rendering speed, disk and memory usage, ease of implementation, and preprocessing costs. The first technique is completely disk-based, and requires a small amount (actually, constant) main memory. The second technique is based on our ZSWEEP algorithm, and it is more involved both in its preprocessing, implementation, and main memory requirements, but it can be substantially faster.
Out-Of-Core Rendering Algorithms for Unstructured Grids
In this section, we present two efficient direct volume rendering techniques for unstructured volumetric grids. The first technique is completely disk-based, and requires a small amount of main memory. The second technique is based on our ZSWEEP algorithm, and it is more involved both in its preprocessing, implementation, and main memory requirements, but it is substantially faster.
Memory-Insensitive Rendering
In developing efficient external memory algorithms one has to be aware of some of the characteristics of computer disks, and their difference to the (in-core) main memory system we are all accustomed to. The basic difference is that disks are not efficient for random access to locations because "seeks" require a large amount of mechanical movement (of the heads). For sequential access, disks are actually quite fast, with a raw bandwidth within a factor of 20 of the main memory system. Also, disk bandwidth can be increased quite inexpensively by using several disks in parallel. The appeal of hard drives is that the cost is much lower, on the order of 100 times cheaper than main memory. The need for sequential access when using disks has profound implications for external memory algorithms. First of all, the file formats used for out-of-core algorithms have to be different, and generally more redundant. Indexed mesh formats are common for main memory techniques. For instance, it is common to save a list of the vertices represented with four floats: the position ¢ x£ y£ z¤ and scalar field value; and the list of tetrahedra, referenced by four integers which refer to the vertices that define the given tetrahedron. Before such datasets can be used in our algorithm, they need to be "normalized", a process which dereferences the pointers to vertices. This process is thoroughly explained in [2] . For completeness, we briefly explain how to normalize such a file, with v vertices, and t tetrahedra. In an initial pass, we create two (binary) files, one with the list of vertices, and another with the list of tetrahedra. Next, in four passes, we dereference each index of tetrahedral file, and replace it with the actual position and scalar field values for the vertex. In order to do this efficiently, we first (externally) sort the current version of the tetrahedra file in the index we intend to dereference. This takes time O ¢ t logt ¤ using an (external memory) mergesort. Then, we perform a synchronous scan of both the vertex and (sorted) tetrahedra file, reading one record at a time, and appropriately outputting the deferenced value for the vertex. Note that this can be done efficiently in time O
because all the references for vertices are sorted. When we are all done with all four passes, the tetrahedra file will contain t records with the "value" (not reference) of each of its four vertices.
We can now describe our first out-of-core rendering technique. The algorithm receives as input a transformation matrix, screen resolution, the normalized tetrahedron file, and associated transfer functions for lighting calculations.
(1) The first step in our algorithm is to read each cell (tetrahedron) from the normalized file, transform it with the specified transformation matrix, and compute of all its ray intersections. For each pixel ρ i , which intersects the cell in the interval
, we output two records
For lighting calculations, we also save an interpolated scalar field value. This allows for fast re-generation of images with different transfer functions, or (with some changes) the efficient rendering of time-varying datasets.
The amount of memory necessary to perform this step is minimal, just enough to hold the description of the cell, and temporary storage to compute one intersection, since they are written to disk one by one as they are computed. The amount of disk space required is proportional to the number of actual ray stabbings between rays and cells.
(2) The second (and generally, most time consuming) step in our algorithm consists of sorting the file with the ray intersections computed in the previous step, using an appropriate compare function. The compare function we use sorts primarily on the pixel id p i , and secondarily on the depth of intersection z. That is, after the file is sorted, and the records for a particular pixel are together (i.e., they appear sequentially on the file), furthermore the records are ordered in increasing depth.
(3) The third, and final step in our simple scheme is to traverse the file generated in the previous step, use the transfer functions to light and composite the samples, which are already in the correct order.
Our simple algorithm is essentially an external memory version of the technique previously considered by [9, 6] . We would like to note that [9] discarded the technique as too inefficient because it did not use coherency between ray. In [6] , this technique is used for its good load balancing characterists, and to make it practical, they had to optimize it to save space. But as an external memory technique, it is quite useful by itself, since it can render an arbitrarily large image of an arbitrarily large dataset if enough disk exists to save the intersection crossings, and it is extremely simple to implement. It does not use "any" random access to the dataset, and its implementation is extremely simple, only requiring an external sort routine, and code to perform ray-cell intersection.
Out-Of-Core ZSWEEP
In this section, we describe a slightly more complex, but often more efficient out-of-core unstructured grid renderer, based on our ZSWEEP algorithm [4] (see Figure 1 for an overview).
There are two sources of main memory usage in ZSWEEP: the pixel intersection lists, and the actual dataset. (The dataset storage requirements are our largest memory use, in fact besides the storage for the actual vertices and cells, we also need to keep the "use set" of each vertex, that is, the cells incident to each given vertex.) The basic idea in our out-of-core technique is to break the dataset into chunks of fixed size, which can be rendered independently without using more than a constant amount of memory. To further limit the amount of memory necessary, we subdivide the screen into tiles, and for each tile, we render the chunks that project into it in a front-to-back order, thus enabling the exact same optimizations which can be used with the in-core ZSWEEP algorithm. This idea of subdividing the screen into tiles, and the dataset into chunks which are rendered independently has successfully been applied to a parallelization of ZSWEEP.
Our algorithm is divided into two parts: a view independent preprocessing phase, which has to be performed only once and generates a data file on disk which can be used for all rendering requests; and a (view-depending) rendering algorithm. We described both of these phases next.
Preprocessing. Our preprocessing is simple, and quite similar to the meta-cell creation of Chiang et al [2] . Basically, we break the dataset file into several meta-cells 1 of small (roughly fixed) size. Given a "target" number of vertices per meta-cell, say m (our of v vertices total), we first externally sort all vertices by the x-values, and partition them into parts. Finally, we repeat the process for each refined part, except that we externally sort the vertices by the z-values. We take the final parts as chunks. This is the main step in constructing the chunks, since it determines its shape and location in space. Observe that chunks may differ dramatically in their volumes, but their numbers of vertices are roughly the same. In general, the number of meta-cells is relatively small, can be safely assumed to fit in memory. In order to render a metacell, ZSWEEP needs to have all the cells that "spatially intersect" that metal-cell, and all the vertices that belong to those cells. These computations can be efficiently computed in external memory, for full details, we point the reader to Section 2.1 of [2] . The output of our preprocessing are two files, a (a) (b) Figure 1 : The main idea of the (in-core) ZSWEEP algorithm [4] is very simple; it is based on sweeping the data with a plane parallel to the viewing plane (shown in blue on (a)), in order of increasing z, projecting the faces of cells that are incident to vertices as they are encountered by the sweep plane. ZSWEEP's face projection is different from the ones used in projective methods, e.g. [8] . During face projection, we simply compute the intersection of the ray emanating from each pixel, and store their z-value, and other auxiliary information, in sorted order in a list of intersections for the given pixel. The actual lighting calculations [7] are deferred to a later phase (b). Compositing is performed as the "target Z" plane (shown in gray on (a)) is reached. The efficiency arises from: (1) the fact that the algorithm exploits the implicit (approximate) global ordering that the z-ordering of the vertices induces on the cells that are incident on them, thus leading to only a very small number of ray intersection are done out of order; (2) the use of early compositing which makes the memory footprint of the algorithm quite small. The key properties for the efficiency of ZSWEEP is the fact that given a mesh with v vertices and c cells, the amount of sorting ZSWEEP does is O ¢ v log v¤ (in practice), i.e., depending on the number of ray intersections, this is substantially lower than the amount of sorting necessary to sort all the intersections for each pixel. The rendering portion of out-of-core ZSWEEP. The rendering is performed in tiles, as shown in (a). Basically, for each tile, we find § the set of the meta-cells which project into it. Then, we sort the vertices of the bounding boxes of § in depth (front-to-back) order by inserting them on a queue¨. The queue is used for sweeping the vertices, which have several marks, in particular, we tag vertices based on whether they are "bounding-box" or "dataset" vertices. When the first bounding-box vertex of a meta-cell m is touched, we retrieve all the vertices and cells of m from disk, transform the vertices, and insert them on¨, tagging them as "dataset" vertices. The processing of out-of-core ZSWEEP is essentially the same as the in-core algorithm, but it performs operations lazily. As vertices are reached, faces are projected, and the overall operation is performed as shown in Figure 1 . As bounding-box vertices are touched, we keep track of the number of bounding-box vertices of a given meta-cell we have seen so far. When this number is eight, we can safely deallocate the metacell, i.e., in (b), when we reach vertex d a , we can free the memory from meta-cell a. Figure 1 (a) and 2(a) -composed of tetrahedra. We have subdivided each tetrahedron into 8, for each version of the last three, that is, SPX3 is 512 times larger than SPX. We list the number of vertices (in thousands), number of tetrahedra (in thousands), the size of the meta-cell index file (in kilobytes), the size of the meta-cell data file (in megabytes), and the size of the normalized dataset (in megabytes). Dataset  512 2 1024 2  2048 2  SPX  7  26  118  SPX1  14  46  203  SPX2  29  93  383  SPX3  107  238  834   Table 2 : Rendering times for the in-core ZSweep code running with one gigabyte of RAM.
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small one with high level description of the meta-cells, including their bounding box, number of vertices, number of cells, and a pointer to the start of the "data" for the meta-cell in the main data file. The larger data file essentially has a list of the vertices and cells for each meta-cell. Note that several vertices and cells appear repeated (possibly multiple times) in this data file, since each meta-cell is a self-contained unit.
Rendering Algorithm. Our rendering algorithm is quite simple. Basically, divide the screen in tiles and we render the image tile by tile. For each tile, we compute the meta-cells which intersect that tile, sort the meta-cells in a front-to-back order, and render it using the ZSWEEP algorithm. The details are shown in Figure 2 .
Experimental Results
We report results for our two out-of-core rendering techniques proposed. We also include results for the in-core ZSWEEP algorithm. When not indicated, our results were obtained on a PC class machine equipped with an AMD K7 "Thunderbird" 1GHz processor, one IDE disk, and one gigabyte of main memory running Linux. In order to limit the amount of main memory available for testing purposes, we used the capability offered by the Linux kernel to indicate the amount of main memory to use by means of specifying the boot parameters directly into lilo, i.e., specifying "linux mem=32M" at the boot prompt. A similar methodology was used in [2] . Table 1 has information about the datasets used in our tests. Memory Insensitive Rendering. We have generated several images of the benchmark datasets using our memoryinsensitive irregular grid rendering MIR algorithm. Theoretically, MIR should have no dependency on the amount of main memory available. See Table 4 . In all our experiments, our code never used more than 5 MB of main memory. It takes the normalized file as its input. Given a new point of view, it rotates the cells one by one, and projects their faces on the screen, by a scan conversion which is directly saved in a file, the projection file. The size of the projection file depends on the the dimension of the image, and also on the number of segments generated for each pixel. It can get quite large, but the algorithm works just the same. Note that the cost of the last step of the algorithm, the compositing, also depends on the average length of segments. Depending on the dataset and image size, MIR can use quite a lot of disk space, e.g., for the Delta, the projection file has 304 MB for a 512-by-512 image, 1.2 GB for a 1024-by-1024, and 4.8 GB for a 2048-by-2048.
Out-Of-Core ZSweep Rendering Times
Large Images. We have ran some tests with a large "cfd" dataset with roughly 1.5 million vertices, and 8.5 million cells. For generating a 5000-by-5000 image (which by itself takes up over 70 MB of disk) took MIR a total of 224 seconds on a SGI Origin 3000 equipped with R12K 400Mhz processors, and a fast SCSI disk array. The reason this is faster than in our other datasets is that the number of actual ray intersections is quite small. We also generated a 10K-by-10K image from the same data set that took 824 seconds. In this case, the image occupies 300 megabytes of disk.
generation [2] , we believe this scheme will prove to be very useful.
