Abstract. The goal of this paper is to introduce a simple finite element method to solve the Stokes and the Navier-Stokes equations. This method is in primal velocity-pressure formulation and is so simple such that both velocity and pressure are approximated by piecewise constant functions. Implementation issues as well as error analysis are investigated. A basis for a divergence free subspace of the velocity field is constructed so that the original saddle point problem can be reduced to a symmetric and positive definite system with much fewer unknowns. The numerical experiments indicate that the method is accurate and robust.
The linear Stokes equations are the limiting case of zero Reynolds number for the Navier-Stokes equations. The Stokes equations have attracted a substantial attention from researchers because of its close relation with the Navier-Stokes equations. Numerical solutions of the Stokes equations have been investigated intensively and many different numerical schemes have been developed such as conforming/noconforming finite element methods, MAC method and finite volume methods. It is impossible to cite all the references. Therefore we just cite some classic ones [6, 9, 12, 14] .
In this paper, we present a finite element scheme for the Stokes equations and its equivalent divergence free formulation. In this method, velocity is approximated by weak Galerkin element of degree k = 0 and pressure is approximated by piecewise polynomials of degree k = 0. Weak Galerkin refers to a general finite element technique for partial differential equations in which differential operators are approximated by weak forms as distributions for generalized functions. The weak Galerkin finite element method first introduced in [23, 24] is a natural extension of the standard Galerkin finite element method for functions with discontinuity.
One of the main difficulties in solving the the Stokes and the Navier-Stokes equations is that the velocity and the pressure variables are coupled in a saddle point system. Many methods are developed to overcome this difficulty. Divergence free finite element methods are such methods by approximating velocity from weakly or exactly divergence free subspaces. As a consequence, pressure is eliminated from a saddle point system, along with the incompressibility constraint resulting in a symmetric and positive definite system with a significantly smaller number of unknowns. For this simple finite element formulation, a divergence free basis is constructed explicitly.
The rest of the paper is organized as follows. The finite element formulation of this weak Galerkin method is introduced in Section 2. Implementation issues of the method are discussed in Section 3. In Section 4, we prove optimal order convergence rate of the method. Divergence free basis functions are constructed in Section 5. Using these basis functions, we can derive a divergence free weak Galerkin finite element formulation that will reduce a saddle point problem to a symmetric and positive definite system. Numerical examples are presented in Section 6 to demonstrate the robustness and accuracy of the method.
Finite Element Scheme.
Let T h be a shape-regular triangulation of the domain Ω with mesh size h. Denote by E h the set of all edges or faces in T h , and let E 0 h = E h \∂Ω be the set of all interior edges or faces. let V h be the set of all interior vertices in T h . Define N E = card(E 0 h ), N V = card(V h ) and N T = card(T h ). For every element T ∈ T h , we denote by h T its diameter and mesh size h = max T ∈T h h T for T h .
The weak Galerkin methods create a new way to define a function v that allows v taking different forms in the interior and on the boundary of the element:
where T 0 denotes the interior of T . Since weak function v is formed by two parts v 0 and v b , we write v as v = {v 0 , v b } in short without confusion. Let P k (T ) denote the set consisting all the polynomials of degree less or equal to k. Associated with T h , we define finite element spaces V h for velocity
is the subspace of L 2 (Ω) consisting of functions with mean value zero.
We would like to emphasize that any function v ∈ V h has a single value v b on each edge e ∈ E h .
Since the functions in V h are discontinuous polynomials, gradient operator ∇ and divergence operator ∇· in (1.4)-(1.5) cannot be applied to them. Therefore we defined weak gradient and weak divergence for the functions in [20] . Let n denote the unit outward normal. For v ∈ V h and T ∈ T h , we define weak gradient ∇ w v ∈ [RT 0 (T )] d as the unique polynomial satisfying the following equation
and define weak divergence ∇ w · v ∈ P 0 (T ) as the unique polynomial satisfying
Define two bilinear forms as
For each element T ∈ T h , denote by
Algorithm 1. A weak Galerkin method for the Stokes equations seeks
3. Implementation of the method. The linear system associated with the algorithm (2.6)-(2.7) is a saddle point problem with the form,
The methodology of implementing this weak Galerkin method is the same as that for continuous Galerkin finite element method except that computing standard gradient ∇ and divergence ∇· are replaced by computing weak gradient ∇ w and weak divergence ∇ w ·. For basis function Θ l , we will show that ∇ w · Θ l and ∇ w Θ l can be calculated explicitly.
The procedures of implementing the method (2.6)-(2.7) can be described as following steps. Here we let d = 2 for simplicity.
1. Find basis functions for V h and W h . First we define two types of scalar piecewise constant basis functions φ i associated with the interior of the triangle T i ∈ T h and ψ j associated with an edge e j ∈ E h respectively,
0 therwise, Please note that φ i and ψ j are functions defined over the whole domain Ω. Then we can define the vector basis functions for velocity as
Let n = N T + N E . These 2n vector functions will form a basis for V h ,
The pressure space is a subspace of W h ,
2. Compute weak gradient ∇ w and weak divergence ∇ w · for the basis function Θ l defined in (3.5) . By the definition of Θ l , to compute ∇ w · Θ l , we compute ∇ w · Φ i,j and ∇ w · Ψ i,j instead. To find ∇ w Θ l , we just need to compute ∇ w φ i and ∇ w ψ i .
•
Assume that i th edge e i is on ∂T and Ψ i,j is defined in (3.4). Then
where |T | is the area of T and Ψ i,j = {Ψ i,j,0 , Ψ i,j,b }. Note that ∇ w · Ψ i,j is only nonzero on two triangles that share e i .
• Computing ∇ w φ i . Let T be the i th triangle in T h and φ i be defined as in (3.2). Then ∇ w φ i is only nonzero on T and can be calculated by
where x T is the centroid of T and
Assume that i th edge e i is on ∂T and ψ i is defined in (3.2). Then
Note that ∇ w ψ i is only nonzero on two triangles that share e i .
3. Form the stiffness matrix (3.1) with
Note that
d and the following equation satisfied:
The following two identities can be verified easily and also can be found in [23, 24] .
We introduce two semi-norms |||v||| and · 1,h as follows:
The following norm equivalences is proved in [18] that there exist two constants C 1 and C 2 independent of h satisfying (4.6) 
Equations (4.1) and (4.2) imply
It follows from (2.5), the integration by parts and the fact
Combining two equations above with (4.9), we have
The differences of (2.6)-(2.7) and (4.10)-(4.11) yield (4.7)-(4.8). The proof is completed.
Lemma 4.3. For any ρ ∈ W h , then there exists a constant C independent of h such that (4.12) sup
It follows from (4.3) and the definition of π h
Using the equation above, (4.13) and (4.14), we have
We proved the lemma.
For any function ϕ ∈ H 1 (T ), the following trace inequality holds true
and (u h , p h ) ∈ V h × W h be the solutions of (1.1)-(1.3) and (2.6)-(2.7) respectively. Then
Proof. Letting v = e h and q = ε h in (4.7)-(4.8) and adding the two equations yield
It follows from the definitions of Π h and π h that
Using the trace inequality (4.15), the definition of Q 0 and norm equivalence (4.6), we have 
It follows from (4.12) and (4.22)
The estimate (4.17) can be derived by using the standard duality argument. The main goal of this paper is about introducing a new method and how to implement it. We skip the proof of (4.17). 5. Discrete Divergence Free Basis. The finite element formulations (2.6)-(2.7) lead to a large saddle point system (3.1) for which most existing numerical solvers are less effective and robust than for definite systems. Such a saddle-point system can be reduced to a definite problem for the velocity unknown defined in a divergence-free subspace
By taking the test function from D h , the discrete formulation (2.6)-(2.7) is equivalent to the following divergence-free finite element scheme: Algorithm 2. A discrete divergence free approximation for (1.1)-(1.3) with homogeneous boundary condition is to find
The system (5.2) is symmetric and positive definite with much fewer unknowns. To implement Algorithm 2, we need to construct basis functions for the divergence free subspace D h . There are three types of functions in V h that are divergence free. Type 1. All Φ i,j defined in (3.3) are divergence free. This can be verified easily. Since all the functions Φ i,j defined in (3.3) take zero value on ∂T for all T ∈ T h , it follows from (3.6) 
For any e i ∈ E 0 h , let n ei and t ei be a normal vector and a tangential vector to e i respectively. Define
Type 3. For a given interior vertex P i ∈ V h , there are r elements having P i as a vertex which form a hull H Pi as shown in Figure 5 .1. Then there are r interior edges e j (j = 1, · · · , r) associated with H Pi . Let n ej be a normal vector on e j such that normal vectors n ej j = 1, · · · , r are counterclockwise around vertex P i as shown in Figure 5 .1. For each e j , let Ψ j,1 and Ψ j,2 be the two basis functions of V h which is only nonzero on e j . Define
It can be shown that ∇ w · Λ i = 0 (see [16] for the details)
Lemma 5.1. These three types of divergence free functions form a basis for D h , i.e. 
For T h , it is well known as Euler formula that
We have proved the lemma. The uniform triangular mesh is used for testing. Denote mesh size by h. The numerical results of Algorithm 1 are presented in Table 6 .1. These results show the O(h) error of the velocity in the H 1 −norm and pressure in the L 2 −norm as predicted by Theorem 4.4. Convergence rate of O(h 2 ) for velocity in the L 2 −norm is observed. Furthermore, the divergence free weak Galerkin Algorithm 2 is tested for this example. The weakly divergence-free subspace D h is constructed as described in previous section. By using the basis functions in D h , the saddle-point system (2.6)-(2.7) is reduced to a definite system (5.2) only depending on velocity unknowns. The numerical performance of velocity measured in H 1 −norm and L 2 −norm is shown in Table 6 .2.
Example 2.
The purpose of this example is to test the robustness and accuracy of this WG method for handling non-homogeneous boundary condition and complicated geometry.
Consider the Stokes equations with non-homogeneous boundary condition that have the exact solutions
and p = xy + x + y + x 3 y 2 − 4/3. In this example, domain Ω is derived from a square (0, 1) × (0, 1) by taking out three circles centered at (0.5, 0.5), (0.2, 0.8), (0.8, 0.8) with radius 0.1. We start the weak Galerkin simulation on the initial mesh as shown in Figure 6 .1. Then each refinement is obtained by dividing each triangle into four congruent triangles. Table 6 .3 displays the errors and convergence rate of the numerical solution of Algorithm 1. Optimal order convergence rates for velocity and pressure are observed in corresponding norms. 
where λ = Re/2− Re 2 /4 + 4π 2 and Re is the Reynolds number. Let Ω = (−1/2, 3/2)× (0, 2). The Dirichlet boundary condition for velocity is considered in this example. In Table 6 .4, we demonstrate the error profiles and convergence rates of the numerical solution of Algorithm 1 with Re = 1, 10, 100, 1000. The streamlines of velocity and color contour of pressure for Re = 1, 10, 100, 1000 are plotted in Figure  6 .2.
Example 4.
Two dimensional channel flow around a circular obstacle is simulated in this problem. We consider the Stokes equations with non-homogeneous boundary condition:
Let Ω = (0, 1) × (0, 1) with one circular hole centered at (0.5, 0.5), with radius 0.1. We start with initial mesh and then refined the mesh uniformly. Level 1 mesh and level 2 mesh are shown in Figure 6 Figure 6 .6, which shows one eddy. 
