This article is a contribution to behavioral observer theory which was started by Valcher and Willems in 1999 and which was recently exposed by Fuhrmann in a comprehensive survey article. It is also a further development of the article on T-observers by Oberst and the author. For a given continuous or discrete time linear time-invariant behavior we assume that a linear function of a trajectory (e.g., some components) can be measured. We are interested in estimating another linear function of this trajectory.
order observers already by Luenberger, compare [5, 13, Theorem 7.3 .23, 3, Sections 3 and 5]. The behavioral observers discussed by Valcher et al. [11, 10, 1] and Fuhrmann [3, Section 4 ] also fit into this setting.
Our aim in detail is the following: For a given (discrete or continuous) linear behavior B, we assume that we can measure some image P • w of a trajectory w ∈ B. This image could for example consist of some components of w. We are interested in estimating the signal w itself, or, more generally, another image Q • w (e.g. some other components, or a linear combination of certain components). Observers that estimate not the complete trajectory but just a function thereof are sometimes referred to as functional or partial observers. One particular case that has received considerable attention in the past is the estimation of a function Kx of the state x of a Kalman state space system, compare for example Fuhrmann's introduction [3, pp. 44-46] . Our setting also includes the situation of such a system that may even be subject to unknown inputs. We introduce the term of T-observability of an image behavior Q • B from P • B or of the signal Q • w from P • w for w ∈ B where T is a multiplicatively closed subset of the ring of operators as in [2] . T -observability signifies that, whenever two measured signals P • w and P •w are equal, the difference between the corresponding signals Q • w and Q •w (that we want to estimate) is T-small, i.e., negligible if T has been chosen appropriately. For different choices of the set T, T-observability coincides with observability, reconstructibility, trackability, or detectability (compare e.g. [11, Definition 2.1, 3, pp. 62, 104, 105]). We will characterize the property of T-observability and then define T -observers, i.e., input/output behaviors such that, when the measured signal P • w is used as input, the output is an estimation for Q • w. Again, the use of the set T in the definition allows the simultaneous treatment of exact, dead-beat, tracking, asymptotic, and other observers (cf. [11, Definition 3.1, 3, pp. 77, 109, 110]). The equivalence of the existence of a T -observer on the one hand and T -observability on the other hand will be proved. Moreover, the existence of proper T -observers will be characterized. For both cases a parametrization of all T -observers will be given. All results are constructive.
Using not only the quotient ring D T of the ring of operators D as in [2] , but also the quotient module F T of the signal module F makes the proofs of these results simple and short.
The contents of the paper are the following: in Section 1 we will introduce the localized signal module D T F T and the localized F T -behaviors B T . The results established here will be the basis for the techniques applied in Section 2 where the problems described above will be treated and solved. Section 3 consists of the algorithms necessary in order to make the theory constructive and of an example. 
For any two behaviors
the following equivalence holds:
Proof [4, Section 19A, 7, Corollary 2.47 ].
Furthermore, let T be a multiplicatively closed subset of D \ {0}. Without loss of generality we assume that T is saturated. The set T gives rise to the quotient ring D T and to the quotient module F T :
where
Our first aim is to establish the direct sum decomposition
Proof. We show that t(F) is divisible over D, i.e., that any equation d • w = v with given d ∈ D \ {0} and v ∈ t(F) has a solution w ∈ t(F): Since F is injective over D we know that such a solution w exists in F . Now we use the fact that v ∈ t(F), i.e., there exists ad ∈ D \ {0} such thatd • v = 0. We deduce:
Sincedd / = 0, it follows that w is really contained in t(F).
In the following, let P be the representative system of all prime elements of D consisting of the monic irreducible polynomials. We will study the primary decomposition
We divide the prime elements in P into two subsets:
Lemma 1.4. For q ∈ P and F q as above, the localization (F q ) T has the following form:
2. If q ∈ P 2 , gcd(t, q k ) = 1 for all t ∈ T and for all k. Then the canonical map F q −→ (F q ) T is bijective: To proof injectivity, assume that w ∈ F q is mapped to zero, i.e., 
Consequently, the element b • w ∈ F q is mapped to
, i.e., the canonical map is really surjective.
has the following decomposition:
Consequently, we can now interpret t T (F) as a direct summand of t(F)
:
where the last equality holds due to Lemma 1.4. 
The direct decomposition and
by appropriate choice of the set T , cf. for instance [2, Example 2.16]) essentially described by the part w T because (w − w T ) is annihilated by some t ∈ T , i.e., it is T -small and thus negligible.
We will now repeat the definition of T -autonomy and T -stability (cf. [2, Theorem and Definition 2.15]):
Trajectories of a T -autonomous behavior are T-small.
, P has an inverse with entries in D T or det(P) ∈ T . Then the transfer matrix H :=P −1 Q belongs to D p×m T and the difference between any two possible outputs to the same input is T -small.
Theorem 1.9. Consider the decomposition
and a behavior
Then B inherits the decomposition, in detail:
, hence we also identify
3.
B is T autonomous
The decomposition from (1) implies
3. B is by definition T -autonomous iff there exists a t ∈ T such that t • B = 0, i.e., B ⊆ t T (F) and (2) . Assume that the sequences
hence B ⊆ B ∩ t T (F) = t T (B). Since the decomposition B = B T ⊕ t T (B)
or, equivalently,
are well-defined and exact, i.e.,
Then also the sequences
are exact.
Proof. This follows directly from the exactness of the functor (−) T .
The previous corollary implies in particular that
Theory
In the following we consider an arbitrary behavior B and two image behaviors P • B and Q • B:
and
Definition and Lemma 2. 
is T -autonomous. This is equivalent to the existence of a matrix
Fig . 1 shows the interconnection diagram of this situation. Note that we can assume without loss of generality that P obs is square since any input/output behavior can be described in this form. We use this assumption for simplicity of the notation. 1. T :={1} (resp. T :=F \ {0} if we want to choose a saturated T): T -observability coincides with observability, and a T -observer is an exact observer.
T :={s
For this choice in the discrete standard case, T-observability is called reconstructibility, a T-observer is a dead-beat observer (cf. also [10, 1] ).
T :=D \ {0}:
T -observability is sometimes denoted as trackability, a T -observer as tracking observer (cf. for example Fuhrmann's paper [3] ). Valcher and Willems [11, Definition 3.1] call a T -observer with this choice of T just observer. 
Proof. B obs is a T-observer ⇔ B err is T-autonomous ⇔ B err T = 0 ⇔ the following implication holds
due to the assumed T -stability of B obs (compare Reminder 1.8.2) and F T is a D T -module, we know that
Consequently, we have shown that B obs is a T -observer if and only if
Since F T is a cogenerator over D T , this is equivalent to the existence of a matrix X in D q×k T such that Hence, the theory presented here is completely constructive.
Corollary 2.10. There exists a proper T-observer of Q • B from P • B if and only if
∃ (−X, H obs ) ∈ D q×k T × S q×m : (−X, H obs ) R P = Q ,
where S :=D T ∩ F(s) pr denotes the ring of all proper T-stable rational functions. If this is the case, all such matrices give rise to proper T-observers by the same construction as in Corollary 2.8. The parametrization result from that corollary holds mutatis mutandis if only proper T-stable matrices H obs are considered.
Remark 2.11. If the set T contains an element s − α for some α ∈ F, then the condition of the previous corollary can be checked and all matrices satisfying this condition (if there are any) can be computed by means of Algorithms 3.1 and 3.2 in Section 3.
Note that, for the important case F = C, the assumption that T does not contain such an element s − α would imply that S = F. This is obviously too restrictive and hence not interesting.
We will now relate the present theory to the results obtained by our predecessors, in particular by Valcher and coworkers [11, 10, 9, 1] , by Fuhrmann [3] , by Vidyasagar [12] , and by Wolovich [13] in a series of examples. [11, 10] , Bisiacco et al. [1] , and Fuhrmann [3] ). One important choice for the matrices P and Q is the following:
Example 2.12 (Comparison to Valcher and Willems
Here the components of w ∈ B are divided into three sets: the relevant variables w r that shall be estimated, the measured variables w m , and the irrelevant variables w i that are not known and of no interest. This is the setting studied in [10, 1] . In [11, 3] the special case i = 0 is considered (of course, the case including irrelevant variables can be reduced to that case by elimination of the irrelevant variables).
w r is T observable from w m 
Here z is T -observable from y u 
This is satisfied for any choice of T since observability is assumed. Moreover, with H u := − XB − H y D, the controllable realization of (H y , H u ) is a T -observer, and any T -stable IO behavior with this transfer matrix is so as well. A Luenberger Observer is defined as B Lue is T -stable by construction due to the choice of the matrix M, and its transfer matrix is
We check whether H y satisfies (3) for some 
Y ij e j for 1 j r, 0 f o rr < j c, 
Furthermore (parametrization):
where U =: −r) )×a , i.e., U 2 is a universal left annihilator of A.
Proof. We only have to proof the result on parametrization: Let Y be an arbitrary matrix in R b×a and U 2 ∈ R (a−r)×a a universal left annihilator of A. Then the following equivalences hold:
Now consider in particular the ring R :=D T . The following algorithm can be used to determine whether there exist proper matrices among those parameterized in the previous algorithm. Moreover, a parametrization of all proper such matrices is given if there are any.
In particular, Algorithm 3.1 can be applied in order to find (−X,
such that (−X, H obs ) R P = Q and a T -stable matrix U 2 such that any pair (−X , H obs ) satisfying this condition is of the form (−X, H obs ) + ZU 2 for some T -stable matrix Z. Then the following algorithm can be used to find all T -stable matrices Z such that H obs = H obs + ZU 22 is proper (U 22 consists of the last m columns of U 2 ). Then:
Assume now that this condition is satisfied.
Construction of
• 1 i b, 1 j r: Define Z ij by the following steps:
Since gcd(f j , g j ) = 1 by definition, the Euclidean Algorithm yields a
Case 1: k ij 0: Define
Then, again by the Euclidean Algorithm and since gcd(f
Now define
• 1 i b, r < j n: Define
3. Parametrization: The following bijection is valid: 
