Objectives: Perception of spectrally degraded speech is particularly difficult when the signal is also distorted along the frequency axis. This might be particularly important for post-lingually deafened recipients of cochlear implants (CIs), who must adapt to a signal where there may be a mismatch between the frequencies of an input signal and the characteristic frequencies of the neurons stimulated by the CI. However, there is a lack of tools that can be used to identify whether an individual has adapted fully to a mismatch in the frequency-to-place relationship and if so, to find a frequency table that ameliorates any negative effects of an unadapted mismatch. The goal of the proposed investigation is to test the feasibility of whether real-time selection of frequency tables can be used to identify cases in which listeners have not fully adapted to a frequency mismatch. The assumption underlying this approach is that listeners who have not adapted to a frequency mismatch will select a frequency table that minimizes any such mismatches, even at the expense of reducing the information provided by this frequency table.
INTRODUCTION
When fitting a prosthetic device to a hearing-impaired individual, many aspects of the fitting process are often streamlined, with the result being that patients are often programmed with a standard set of parameters. For example, in the case of cochlear implants (CIs), the audiologist often devotes considerable time toward obtaining values at which the signal may be heard comfortably. This is a crucial step, given that these values are known to vary widely across patients. In contrast, other aspects of the CI fitting, such as the frequency-allocation table, are generally left to the manufacturer-recommended settings. As a result, virtually all patients who use a given speech processor model are programmed with the same frequency table despite the likelihood that the frequency-to-place-of-stimulation function may be shifted, expanded, or compressed with respect to that found in normal-hearing (NH) listeners. This approach is predicated upon the concept that the "normal" frequency-to-place map is irrelevant to prelingually deaf patients, and that postlingually deaf patients can adapt to shifts, expansions, or compressions. This approach is supported anecdotally by the speech-perception scores exhibited by most CI users (e.g., Balkany et al. 2007) , and directly from numerous reports from experimental data indicating that both NH listeners (e.g., Rosen et al. 1999; Fu & Galvin 2003; Faulkner et al. 2006) and users of CIs (Fu et al. 2002; Svirsky et al. 2004; Reiss et al. 2007 Reiss et al. , 2012 can adapt to frequency shifts with experience. While some of these data indicate that the adaptation was incomplete, on the whole there is clear evidence that listeners can adapt at least in part to mismatches in the relationship of the input acoustic frequency to the site of stimulation within the cochlea.
While the majority of patients can likely adapt to the standard frequency table recommended by manufacturer settings, there are also data that suggest that there are limitations in the ability of users of CIs to adapt to frequency mismatches. For example, two of five users of the Med-El Combi 40+ electrode array significantly improved their vowel-and consonant-identification scores when the apical electrodes were deactivated and the input frequency range was reassigned to the remaining electrodes, and, four of five of these listeners chose to use one of the experimental tables after completing the experiment (Gani et al. 2007 ). The authors speculated that the initial frequency table suffered from apicalward shift (e.g., when a given electrode stimulates neurons whose characteristic frequency is lower than what is assigned by the frequency table), which was reduced by deactivating some apical electrodes, although it is also possible that the improvement could have resulted from a decrease in channel interaction in the apex of the cochlea. Further evidence that CI recipients may be unable to adapt to any frequency shift comes from data from Fu et al. (2002) in which three experienced CI recipients used an experimental 764 FITZGERALD ET AL. / EAR & HEARING, VOL. 34, NO. 6, [763] [764] [765] [766] [767] [768] [769] [770] [771] [772] frequency table that, relative to their standard frequency table, had a considerably larger "basalward shift" (this is the term used to describe the situation when a given electrode stimulates neurons whose characteristic frequency is higher than the frequency range assigned to that electrode by the frequency table that is programmed in the speech processor). Over 3 months of use, their word-recognition scores with the experimental table initially dropped considerably relative to their standard table, and then improved over several weeks until it reached an asymptotic level. Despite this improvement, however, this asymptotic performance still remained worse than with their standard table, suggesting that while these listeners had adapted fully to their standard frequency table, they only adapted partially to the experimental table that imposed an additional frequency shift (Sagi et al. 2010) . Unfortunately, it is impossible to establish directly whether a user of a CI has fully adapted to a frequency mismatch between the frequency range assigned by the speech processor to a given electrode and the characteristic frequency of the stimulated neurons, because the latter cannot be measured noninvasively.
One possible way to address this issue, however, would be to allow the patient to select a preferred frequency table with the intent of maximizing speech intelligibility. The assumption underlying this approach is that if a patient selects a frequency table that differs from the standard, then one could assume that the patient has not fully adapted to a potential frequency mismatch imposed by the standard frequency table. This approach, however, requires a tool that can be used to reliably obtain a frequency table that was selected with the intent of maximizing speech intelligibility. To date there have been very few efforts directly addressing this issue, although there are two procedures that have been previously investigated, which could theoretically be used to do so. These procedures are the simplex procedure (e.g., Neuman et al. 1987; Preminger et al. 2000; Franck et al. 2004; Amlani & Shafer 2009) and the genetic algorithm (e.g., Holland 1975; Wakefield et al. 2005; Baskent & Edwards 2007; Baskent et al. 2007 ).
The simplex procedure is an adaptive procedure that makes use of paired comparisons between different stimuli that differ along a prespecified dimension, such as the amount of gain a hearing aid (HA) produces in a given frequency region. A matrix (often 5 × 5) is created in which each cell corresponds to a signal with given characteristics. As one moves along the x or y axis, the value corresponding to that axis (e.g., low-frequency gain), subsequently increases or decreases. A paired-comparison forced-choice procedure is then used to compare different cells in the matrix, with successive comparisons between cells being determined by an adaptive procedure. For example, two sentences that varied along a given dimension would be presented consecutively, and the listener would report which signal was more intelligible. This decision would then determine the next set of comparisons, until a "winning" cell with a given set of stimulus parameters has been identified. This approach has been used primarily to fit HA gain (e.g., Neuman et al. 1987; Kuk & Pape 1992; Stelmachowicz et al. 1994; Preminger et al. 2000) , although it has also been applied to other features such as noise reduction or spectral enhancement (Franck et al. 2004; .
Genetic algorithms (Holland 1975) , are a closely related procedure that also makes use of comparisons that can be used to determine the optimal fitting parameters for a HA or a CI. In this procedure, a "gene" is a combination of different stimulus parameters that are prespecified by the experimenter. For example, a previous investigation that used an acoustic simulation of a CI used as genes the number of noise-vocoder channels, the magnitude of frequency shift, and the total frequency range (Baskent et al. 2007) . Different genes are then compared with one another (e.g., via a paired-comparison procedure), and the outcome of that comparison is used to determine whether a given gene is used in the next set of comparisons according to the genetic algorithm used. This approach is theoretically very flexible, and thus far has been used with acoustic simulations of a CI (Baskent & Edwards 2007; Baskent et al. 2007 ) as well as with CI patients themselves in both research (Wakefield et al. 2005) and clinical environments (Govaerts et al. 2010; Varenberg et al. 2011; Holmes et al. 2012) .
In the present investigation, we explored the feasibility of a new tool that could theoretically be used to determine whether a given implant user has fully adapted to the frequency table programmed into their device, and if not, to provide a recommendation to the audiologist for altering the frequency table accordingly. With this tool, listeners can adjust the frequency table in real time while listening to running speech to obtain a set of filter banks that are perceived by the listener as optimizing speech intelligibility; such a tool is defined here as a real-time selection procedure. As an initial step toward establishing the feasibility of this tool, we had 34 NH individuals listen to an acoustic simulation of a CI, and then use the real-time selection procedure to choose a set of filter banks that were perceived by the listener as maximizing speech intelligibility. These listeners subsequently performed a word-recognition task using this listener-selected table, and also using two other frequency tables. Acoustic models of a CI allow the precise selection of frequency ranges for analysis filters and vocoder noise bands, allowing us to test speech perception with known amounts of frequency mismatch. This is impossible in CI users because the characteristic frequency of the neurons that are stimulated by a given electrode cannot be determined with any degree of precision. Thus, conducting the present experiments using an acoustic model of a CI is necessary to address the questions of interest. Furthermore, our choice of listeners without any previous exposure to a CI simulation is crucial to assess the feasibility of our real-time selection tool to identify individuals who have not adapted to a frequency mismatch. Our use of this tool is similar in intent to the simplex procedure and genetic algorithms, but differs from these approaches in at least three key ways. First, those procedures rely almost exclusively on paired comparisons, while a real-time selection procedure does not. In the latter approach, a listener has the option to directly compare two frequency tables, but that is not a requirement for evaluating, selecting, or discarding a given table. This may allow listeners to more rapidly discard frequency tables that are clearly unintelligible. Second, a real-time selection process allows listeners to make their selections based on running speech, rather than preprocessed sentences. This in turn allows the listener, if he or she chooses, to listen to more than just a single sentence with a given table before making a decision as to its viability. Similarly, in the same amount of time, an individual might be able to listen to more sentences with a real-time approach than with an approach based on paired comparisons of a single sentence. Both approaches might be beneficial for some patient populations, or for individuals who need additional time or information before making a decision.
The final difference is that in both the simplex procedure and genetic algorithm approach, there is a clear criterion for the end of the self-selection process, as both approaches end after the adaptive criterion has been reached. In contrast, a real-time approach as described here is more open ended, and terminates when the participant decides he or she has determined which signal is most intelligible.
EXPERIMENT 1: MATERIALS AND METHODS

Listeners
Twenty-four listeners (15 women) between the ages of 19 and 47 years (mean 27.5 years; SD = 7.91) participated in this experiment. All listeners were native speakers of English and reported having NH in both ears. None of the listeners reported any history of hearing or learning disorder, nor did they have any previous experience listening to speech through a noise vocoder. All listeners were compensated for participating in this experiment. This research was approved by the New York University School of Medical Center Instituitional Review Boards.
Acoustic Simulation of a CI
The signal processing for the acoustic simulation of the CI was adapted from the methods used by Kaiser and Svirsky (2000) . The signal was low-pass filtered with a cutoff frequency of 20,000 Hz and digitized at a rate of 48,000 samples per second. A bank of sixth order band-pass Butterworth filters was then used to divide the auditory signal into eight frequency channels. The cutoff frequencies of these analysis filters could be changed in real time using the computer keyboard while the speech-processing algorithm was running. The analysis filter cutoff frequencies were based on a filter bank similar to those used with eight-channel CIs (249 to 6820 Hz; see Table 1 ), and several variations of that filter bank. Some of those variations had the same "span" as the canonical filter bank from Table 1 , but a different "midpoint." Other variations had a different span and the same midpoint, and some filter banks differed from the canonical one in both span and midpoint. Here, span is defined by first converting both the maximum and minimum frequency of the filter bank into millimeters of distance from the cochlear apex, using Greenwood's equation (Greenwood 1990 ) and then subtracting the minimum from the maximum. The lowest frequency of the canonical filter bank (249 Hz) corresponds to a distance of 6.7 mm from the cochlear apex, assuming a 35 mm long basilar membrane; likewise, the highest frequency of the canonical filter bank (6820 Hz) corresponds to 27.1 mm. Therefore, the span of the canonical filter bank is 20.4 mm (i.e., the difference between 27.1 and 6.7 mm), and the midpoint is 16.9 mm. In addition to this filter bank we created 35 other filter banks with the same approximate span of 20.4 mm but with midpoints ranging from 10.7 to 26.2 mm. Table 2 shows the total frequency range of these 36 filter banks. Then, for each midpoint we created seven additional filter banks with spans ranging approximately from 16 to 26.5 mm, in seven increments of about 1.5 mm. As an example, Table 3 shows the total frequency range for the eight filter banks that share the approximate midpoint of 16.9 mm. Thus, a total of 288 filter banks were created and arranged in a matrix with 8 rows (representing 8 different spans) and 36 columns (representing 36 different midpoints). By pressing different keys, listeners adjusted two parameters that allowed them to roam that matrix. When the matrix row was changed, the span changed while the midpoint of the filter bank remained largely unchanged (keys F9 and F11 on the keyboard shifted the span narrower or broader). Similarly, when the matrix column was changed, the filter bank midpoint changed while the span remained largely unchanged (keys Page Up and Page Down shifted the midpoint higher or lower). Thus, the span and midpoint of the filter bank could be adjusted independently.
For each analysis filter, the temporal envelope was extracted by half wave rectification and second order low-pass filtering at 160 Hz. The temporal envelopes were then used to modulate eight noise bands that spanned the range from 851 to 16,982 Hz. When expressed in millimeters of displacement along the cochlea, this range represents a basalward shift of about 6.5 mm with respect to the canonical filter bank. Throughout the entire experiment, the frequency range of the noise bands remained fixed. The fixed noise bands simulate the percepts evoked by different intracochlear electrodes whose position is, obviously, also fixed.
Selection of Listener Tables
Listeners were seated in a sound-treated room, and were presented with running speech from a book on compact disc (CD) (Howard Zinn 2001). This CD was sampled at 44.1 kHz, and had 2 different male speakers at different points in the recording. The CD was processed online in real time through our noise vocoder, and presented via loudspeakers. The listeners were instructed that the speech would sound somewhat distorted, and that they were to adjust the sound quality of that speech until it sounded "most intelligible." All participants were given a simple visual representation of the frequency TABLE 1. Canonical filter bank: a frequency table similar to that used with an eight-channel device range of the analysis filters available on a computer monitor. A picture of this visual representation is available in Figure 1 : it is a dark gray rectangle embedded within a larger, light gray rectangle. The light gray rectangle was fixed and it represented the whole frequency range that is audible to humans, and the dark gray rectangle represented the frequency range of the active filter bank. As the listener adjusted the midpoint and the span of the analysis filter bank, the dark gray rectangle would correspondingly move up, down, expand, or contract. In this way, listeners obtained a self-selected table that was perceived to maximize speech intelligibility. Before beginning the selfselection process, listeners were presented with running speech, and the experimenter moved slowly from the lowest to the highest possible filter bank to illustrate the interface and how the sound quality would change with manipulations of the frequency table. After this brief familiarization process, the listeners were allowed to adjust the frequency table at their own pace, thereby enabling them to rapidly bypass tables with poor intelligibility, and spend more time choosing which table allowed for maximal speech understanding. This selection process was repeated three times with different starting points for the frequency table. One starting point was the previously noted canonical frequency table similar to those commonly used by CI recipients; the analysis filters in this table ranged from 249 to 6820 Hz. The second starting point ranged from 120 to 2680 Hz, and the final starting point ranged from 1,728 to 20,000 Hz. The order in which the three starting points were presented was randomized across listeners, and the end of a given trial was determined by the listeners when they felt they had identified a frequency table that they perceived to maximize speech intelligibility, and was confirmed verbally by the listeners. For an individual listener, we defined the listener-selected frequency table as the table whose span and midpoint are the average of the span and midpoints of the three frequency tables that he or she selected.
Speech-Recognition Testing
Immediately after obtaining a self-selected frequency table, listeners were tested on their ability to understand speech processed through the noise vocoder with three different frequency tables. One of these tables was the aforementioned listenerselected frequency table. The second frequency table was called the frequency-matched table. This table used the same frequency range used by the output noise bands (851 to 16,982 Hz) and the same intermediate cutoff frequencies. Thus, with the frequency-matched table there was a perfect match between the analysis filters in the filter bank and the noise bands that were amplitude modulated by the output of those analysis filters. The frequency-matched table simulates a situation in which there is a perfect match between the frequency bands in the filter bank and the characteristic frequency of the neurons that are stimulated by the corresponding electrode in a user of a CI.
The final frequency table was named the right-information table. In this table, which simulates the standard clinical approach, the analysis filters ranged from 250 to 6820 Hz, while the noise band range remained 851 to 16,982 Hz. Therefore, the analysis filters in this table provide low-frequency information, but do so by mapping it to noise bands that are higher in frequency. The right-information table simulates a situation thought to commonly occur in CI patients, in which lowfrequency information is mapped to neurons tuned to higher frequencies, given the 20 mm average electrode insertion depth (Ketten et al. 1998 ) of a CI and the characteristic frequency of the spiral ganglion cells that are stimulated by the electrodes (Stakhovskaya et al. 2007 ). Thus, the right-information table implements a basalward shift. In the present experiment, this table is shifted by 6.5 mm relative to the frequency-matched table (according to the scale of Greenwood 1990) .
For each frequency table, listeners were tested on two 50-word consonant nucleus consonant (CNC) word lists. Note that each word in the CNC lists has three phonemes, resulting in 150 phonemes per list. We used a standard recording (Peterson & Lehiste 1962) for the CNC word lists. These lists were presented to the listeners by a custom computer program that also The range of the canonical filter bank from Table 1 is indicated in bold type. Fig. 1 . GUI for self-selection of frequency tables. It depicts the graphical user interface used by our listeners for real-time selection of frequency tables. The light gray rectangle represents the total audible range of human hearing, whereas the dark gray rectangle depicts the frequency range of the analysis filters that are active. By pressing keys on a keyboard, listeners can change which analysis filters are active, and the gray rectangle will move accordingly. In this way listeners adjusted the speech signal with the intent of maximizing speech intelligibility.
recorded the typewritten responses. Listeners were instructed to repeat the target word, and their response was recorded by the experimenter before beginning the next trial. However, no feedback was provided to the listener. The number of words and the number of phonemes correctly identified using each frequency table were counted and subsequently converted to a percentcorrect value. The testing procedure was as follows: Listeners were presented with one CNC list for each frequency table, with the presentation order of the different frequency tables being determined by a pseudorandomized Latin-square design. After completing testing with all three tables, the listeners were given a short break. After the break, the order of the frequency tables was reversed, and listeners were retested on a different CNC list for each table. All word lists were presented at 70 dB SPL via loudspeakers in a sound-treated booth.
Statistical Analyses
To determine whether the average listener-selected table differed significantly from either the right-information or the frequency-matched tables, we computed 99% confidence intervals on both the low-and high-frequency edges of the listenerselected table. We assumed in our calculations that the numbers were normally distributed, and this assumption was borne out by the data. Once making this determination, we computed confidence intervals separately for the low-and high-frequency edge values by applying the equation X = t (n − 1)* standard error of the mean, where t = the values of the t distribution with n − 1 degrees of freedom, and the standard error of the mean. We then assessed whether the right-information or the frequencymatched tables fell outside of the range produced by these 99% confidence intervals. If so, then we concluded that these tables were significantly different from the listener-selected table.
To identify whether word-and phoneme-recognition scores obtained with the listener-selected table were different from those obtained with the right-information and frequencymatched tables, we performed two separate one-way analyses of variance (ANOVAs) with repeated measures across the three frequency tables. One ANOVA was done on the wordrecognition scores, and the other on the phoneme-recognition scores. Both ANOVAs included the combined percent-correct identifications from the two CNC word lists. Figure 2 shows the frequency ranges of the analysis filters for the right-information table (far left black column), the frequency-matched table (far right hashed column), the 24 individual listener-selected tables (narrow gray columns) and the mean listener-selected table (thick gray column). The present data show that, for NH adults listening to a noise vocoder with noise bands ranging from 851 to 16,982 Hz, the analysis filters of the listener-selected table were on average 671 to 14,527 Hz. Therefore, they were quite close to, but shifted slightly lower in frequency from the noise bands or, equivalently, from the frequency-matched table, whose filter passbands are identical to the noise bands. Regarding the low-frequency edge of the listener-selected tables, 23 of the 24 listeners selected frequency tables in which the low-frequency edge of the analysis filters (ranging from 481 to 958 Hz) fell between those of the rightinformation (250 Hz) and frequency-matched (851 Hz) tables. Furthermore, the 99% confidence interval of the low-frequency edge of the listener-selected table (ranging from 605 to 737 Hz) failed to overlap with the low-frequency edge of either the rightinformation or frequency-matched tables, although it was closer to the latter than the former. A similar result was observed for the high-frequency edge of the listener-selected tables, as 19 of the 24 listeners selected values for the analysis filters that fell between the high-frequency edge of the right-information (6820 Hz) and frequency-matched (16,982 Hz) tables. As with the low-frequency edge of the listener-selected tables, the 99% confidence interval of the high-frequency edge of the listener-selected table (12,243 to 15,470 Hz) fell outside the high-frequency edge of the right-information and frequencymatched tables, again indicating that listeners prefer a table that fell between those two. Finally, while it should be noted that the mean listener-selected table was distinctly different from the other two tables, it is clear that it is considerably closer in frequency to the frequency-matched table than to the rightinformation table.
RESULTS
Frequency Tables
Listeners were able to reliably select a frequency table within a few minutes, and this selection process was quite consistent regardless of the initial starting point. Figure 3 depicts the selection process for a representative listener tested in the present experiment. The black bars represent the frequency tables selected over time when the selection process began with highest frequency table, while the gray bars depict the tables selected when the process began at its lowest-frequency table. This listener rapidly progressed through many frequency tables before converging on a range that was rather close to the final table he chose. He then spent most of his time fine-tuning the table before making a final decision. For this individual, this selection process took less than 5 min. Other listeners displayed a similar pattern of behavior, and similarly fast selection times.
Speech Understanding
The present data suggest that NH adults listening to a noise vocoder understand speech better when they are allowed to select their own frequency table. Figure 4 displays the mean word-and phoneme-recognition scores for each of the three tables. In both figures, scores for the right-information, frequency-matched, and listener-selected tables are shown in the left, middle, and right columns, respectively. In each instance, speech understanding is best with the listener-selected tables. The scores for the frequency-matched tables are nearly as good as those of the listener-selected tables, whereas the scores from the right-information tables are considerably worse than either of the other two frequency tables. These impressions are confirmed by statistical analysis, as ANOVAs on both the word-(F[2,71] = 80.553; p < 0.001) and phoneme-recognition scores (F[2,71] = 183.98; p < 0.001) revealed a significant main effect of frequency table. Post hoc Holm-Sidak tests revealed that the word-and phoneme-recognition scores obtained with the listener-selected tables were significantly higher than those obtained with either the right-information (p < 0.001) or *The poor scores in the right-information table were expected, as numerous reports have indicated that listeners require practice to perform well in this condition, and the present experimental paradigm used naive listeners precisely because these individuals would not have adapted to the 6.5 mm frequency mismatch.
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FITZGERALD ET AL. / EAR & HEARING, VOL. 34, NO. 6, 763-772 frequency-matched tables (p = 0.032), while the scores obtained with the frequency-matched table are significantly better than those observed with the right-information table (p ≤ 0.001 in each case).
DISCUSSION
The present data provide some evidence for the feasibility of using a real-time selection tool to identify cases in which individuals have not fully adapted to a frequency shift, and to provide a recommendation that may benefit speech understanding in that circumstance. Here, when presented with a sizeable frequency shift in an acoustic simulation of a CI and asked to choose a signal that was thought to maximize speech intelligibility, all 24 listeners were able to do so. Moreover, they selected filter banks that closely approximated, but were slightly lower in frequency than those used in the frequency-matched table (851 to 16,982 Hz). This result seems quite reasonable given that these listeners had not been given time or training that would enable them to adapt to this magnitude of frequency shift. Moreover, the observation that listeners were able to use the real-time selection procedure to obtain these tables suggests that this procedure has the potential to identify cases in which a listener has been unable to adapt to a mismatch in the frequency-to-place relationship. Finally, the small but significant improvements in speech understanding observed with the selfselected table relative to the frequency-matched table suggests that these listeners did in fact base their selections on the intelligibility of the signal.
Here, the observation that the average low-and high-frequency edges were shifted slightly, but significantly lower in frequency relative to the frequency-matched table suggests that our naive listeners were likely trying to reconcile the need for lowfrequency information, which pushed down the low-frequency edge of their selected table, with their own internal template for how speech should sound, which led them to select a table that was as close as possible to being frequency matched. The observation that the self-selected tables more closely approximated the frequency-matched table almost certainly reflects the lack of experience these NH listeners had with frequency-shifted, noise-vocoded speech, as it is well documented that frequencyto-place shifts greater than approximately 3 mm in cochlear space hinder speech intelligibility with inexperienced listeners (Fu & Shannon 1999) . Conversely, if these listeners were trained to understand frequency-shifted speech, it is possible, if not likely that they would have selected different frequency tables than those observed here.
The CNC-word-understanding scores were slightly higher, but significantly better for the listener-selected table than for the frequency-matched Table1. This result is consistent with previous reports (e.g., Dorman et al. 1997; Fu & Shannon 1999) suggesting that naive listeners can not only tolerate a small degree of basalward shift, but also that they can actively make use of this small shift to improve their speech-understanding abilities (see also Baskent & Shannon 2005) . We speculate that the difference in scores between the listener-selected and the frequency-matched tables most likely reflect the presence of additional information about the first formant frequency (F 1 ) in the listener-selected table. As noted previously, the mean low-frequency edge of the listener-selected table is lower in frequency than in the frequency-matched table (671 versus 851 Hz, respectively), resulting in additional information about the speech signal for these listeners. This additional low-frequency information increases the likelihood that F 1 would be represented in the processed acoustic signal, and therefore seemed to be a reasonable explanation for the improvement in performance from the frequency-matched to the listener-selected tables. Regardless of the precise reason for the improved performance with the listener-selected table, the noteworthy implication here was that listeners used the real-time selection tool to obtain a frequency table that yielded improvements in speech understanding. Whether CI recipients who have not fully adapted to the frequency table programmed in their speech processor can also use a real-time selection tool to maximize speech understanding needs to be fully explored. Suggesting this may be the case, however, are data using a different technique that reveal that self-selection of frequency tables may be useful (Jethanamest et al. 2010) . In this regard, it is worth noting that the frequency table chosen by a given CI recipient might change as he or she adapts to the stimulation provided by his or her device over the first few weeks or months after implantation, potentially making this tool useful for tracking adaptation in these individuals.
Finally, while we believe that the present data support the feasibility of a real-time selection process, there are alternate interpretations that cannot be entirely ruled out by use of the present experimental paradigm. First, while we interpret the small but significant improvements in speech perception observed with the listener-selected table as evidence that the listeners here made their selections on the basis of intelligibility, we cannot rule out the possibility that listeners performed better on the listener-selected condition because of the additional exposure to this condition conferred by the self-selection process, even though this process encompassed many different frequency tables, and not just the final self-selected table used for speech testing. By this logic, any improvements seen in the self-selected condition reflect rapid learning in the listenerselected condition, which occurred in the absence of explicit training or feedback, and which failed to generalize to either the frequency-matched or the right-information tables. A second concern with the experimental paradigm is that listeners may have used visual cues on the screen to aid their self-selection process, and that the results observed here are thus not based solely on the acoustic signal. By this line of thought, after completing the initial self-selection process, the listeners may have visually remembered the approximate location within the grid where their self-selected tables lay, and used that visual representation to guide their subsequent selections. To rule these possibilities out, we conducted a second experiment with an additional 10 listeners.
EXPERIMENT 2
Materials and Methods Listeners • Ten listeners (5 women) between the 18 and 39 years of age (mean = 25.7 years; SD = 7.36) participated in this experiment. As with the first experiment, all listeners were native speakers of English and reported NH in both ears with no history of learning disability or any prior experience listening to noise-vocoded speech.
Selection of Frequency Tables and Speech Testing • All
frequency-table selections were made in the same way as in Experiment 1, with two small differences. First, all selections were timed by a stopwatch so as to determine exactly how much time was required to make each selection. Second, after making an initial selection with visual input, the monitor was turned off, and the listener then repeated the self-selection process without any visual input. All speech testing was conducted using the same protocol described in Experiment 1, except that we spoke conversationally for 5 min before testing with each frequency table. This allowed the listener to have the same amount of experience with each frequency table before testing, with the goal of ensuring that any differences in speech perception between different frequency tables did not reflect rapid, incidental learning.
Results
There are three notable results from Experiment 2. First, the frequency-table selections obtained without visual input closely resembled those obtained in Experiment 1. Figure 5 shows the individual and mean self-selected tables obtained from the 10 listeners tested here. As with Experiment 1, these selections were on average shifted slightly lower in frequency than the frequency-matched table, but were clearly higher than the rightinformation table. Specifically, for 8 of the 10 listeners tested here, the low-frequency edge of the self-selected table was lower than that of the frequency-matched table. Thus, the lack of visual input did not seem to affect the average selection made by these listeners.
The second noteworthy result from Experiment 2 is that the time required for these 10 listeners to select a preferred frequency table ranged between 30 seconds and 5 min. Table 4 indicates the amount of time it took for listeners to select preferred frequency table for each of the four runs. Eight of 10 listeners required more time to perform the self-selection task the first time they performed the task, even though that selection was made with the visual input as a guide. Subsequent selections made without visual input generally took less time, presumably due to familiarity with the interface and the selfselection procedure itself. As a general rule, all selections made after the first required a similar amount of time.
Finally, the pattern of word-and phoneme-recognition scores obtained here (Fig. 6 ) closely resembled that seen with Experiment 1 (see Fig. 4 ). As before, the best scores were observed with the self-selected table. Slightly lower scores were seen with the frequency-matched table, and the lowest scores were seen with the right-information table. Results of a one-way repeatedmeasures ANOVA were consistent with this interpretation. As with Experiment 1, a significant effect was observed across the three frequency tables for the word-(F[2, 18] = 96.317; p < 0.001) and phoneme-recognition scores (F[2, 18] = 209.372; p < 0.001). Post hoc Holm-Sidak tests indicated that the wordand phoneme-recognition scores obtained with the self-selected and frequency-matched tables were both significantly higher than with the right-information table (p < 0.001 in each case). The only difference between these data and Experiment 1 is that in Experiment 2, the difference between the self-selected and frequency-matched table was not significant (p = 0.092).
Discussion
The results of this experiment are notable on two accounts. First, even when listeners had no visual input, they were able to select a frequency table that closely resembled those obtained when visual input was available. This result, when coupled with the improved word-recognition scores seen in Experiment 1 with the self-selected table, strongly suggests that listeners based their selections on the intelligibility of the auditory speech signal, with little, if any input from other factors.
Second, the pattern of word-recognition scores was virtually identical across Experiments 1 and 2: the best scores were observed in the listener-selected condition, slightly worse scores in the frequency-matched condition, and poor scores in the right-information condition. The only difference between the two studies was that in Experiment 1, significantly higher word-recognition scores were observed with the self-selected table than with the frequency-matched table, while in Experiment 2, this difference was not significant. We think the most likely explanation for minor discrepancy between experiments was the number of listeners participating in each experiment (24 in Experiment 1 versus 10 in Experiment 2). Thus, we interpret these speech-perception data as evidence that the higher wordrecognition scores in the listener-selected condition reflect the additional low-frequency information provided by this table, rather than a rapid, incidental learning associated with slightly increased exposure to this condition via the self-selection process. Here, in Experiment 2, listeners received an equal amount of experience with each condition before testing (e.g., a few minutes of conversational speech), yet we observed the same general pattern of results as in Experiment 1.
GENERAL DISCUSSION
Taken together, the data from Experiments 1 and 2 suggest that self-selection of frequency tables may be a useful tool to determine when individuals have not fully adapted to mismatches in the frequency-to-place relationship. Moreover, these data indicate that judgments made with the self-selection process as well as subsequent speech-understanding abilities seem to be based on the acoustic characteristics of the signal and not on other nonauditory factors. For such a tool to be feasible to use in patient populations, it must be both fast and reliable, and the present data with NH listeners selecting frequency tables in an acoustic simulation of a CI suggests this may be the case.
While it is difficult to directly compare the time required to complete the self-selection procedure with that used by other optimization procedures, the speed at which the present data were obtained suggests that it should at minimum be no slower than other optimization procedures. Here, the average amount of time needed to converge on a preferred frequency table was approximately 3 min when listeners had little experience with the real-time procedure. In contrast, the durations previously reported with other optimization procedures range from a few minutes to several hours of testing (Neuman et al. 1987; Preminger et al. 2000; Saunders & Cienkowski 2002; Wakefield et al. 2005; Baskent et al. 2007; Holmes et al. 2012 ). On the surface, this suggests that the real-time procedure may be faster than other optimization procedures. However, previous applications of other optimization procedures have generally used large search spaces with multiple parameters; in the present experiments, the listener only manipulated the frequency table. Moreover, in some instances the optimization procedure may not have been optimized for practical application. As an example, when a genetic algorithm was used to optimize speech perception in a CI simulation, it was noted by the authors that the time needed to converge on a preferred setting (25 min in this instance) could have been reduced by changing some variables of the algorithm (Baskent et al. 2007 ). For these reasons, it is difficult to directly compare the speed of our real-time procedure with that of other optimization procedures. However, given that the real-time procedure only required a few minutes per run, we speculate that it would be at minimum no slower than other optimization procedures. The present data also suggest that while there is some withinsubject variability in the selections made by each individual, the magnitude of that variability is similar to that previously observed with a genetic algorithm. Figure 5 depicts all selections made from the additional 10 listeners who completed Experiment 2. From this figure it is evident that within a given listener, there can sometimes be a sizeable amount of variability with regard to the self-selected frequency table. For example, on average the largest deviation between the highest-and lowest-frequency table was 242 Hz for the low-frequency edge of the self-selected table. A visual inspection of the data reveals, however, that while there may be considerable variability in the individual table selections, the general trend within a given individual was similar. For example, in 8 of 10 listeners, the lowfrequency edge of the self-selected table either matched or was lower than the low-frequency edge of the frequency-matched table across all four individual selections. Moreover, in the remaining 2 listeners, only a single selection of the four had a low-frequency value higher than that of the frequency-matched table. Notably, the between-run variability for a given individual was similar to that previously observed for a genetic algorithm that was used to select parameters with the intent of maximizing speech intelligibility in a CI simulation that also had frequency shifted speech (Baskent et al. 2007) . In that study, a "best theoretical solution" was known (e.g., one that maximized the number of available channels, and minimized the amount of frequency shift or expansion/compression of the signal), but listeners did not always select this best solution. Even more important is the fact that in the individual examples provided in that article, frequency shifts of 3 to 4 mm in cochlear space were selected by an individual listener between different runs of the algorithm. To compare the variability observed with their genetic algorithm and the real-time approach used here, we took our listener (L26) with the largest between-run difference in the low-frequency edge of the table, and converted the low-frequency edge of the runs with the highest and lowest frequency into millimeters in cochlear space according to the Greenwood equation (Greenwood 1990). The results of that analysis indicated a 3 mm shift between the selections with the highest-and lowest low-frequency edge, suggesting that at worst, the variability observed in the self-selection procedure is similar to that previously seen with a genetic algorithm (Baskent et al. 2007) .
It is interesting to note that Baskent et al. (2007) observed some runs of the algorithm, which yielded significantly worse speech-understanding abilities than their "optimal" solution, but these occurrences were generally rare. Here, we also observed sporadic instances in which the real-time procedure yielded frequency tables that would be expected to result in poorer wordrecognition scores than either a frequency-matched table, or the mean self-selected table. For example, L26 and L33 both had single runs in which the listener selected a table with a lowfrequency edge of 964 Hz, while L30 had a single run in which the low-frequency edge was 441 Hz. In these listeners, these runs seemed to be outliers in that they differed from the rest of the results obtained from that listener. While we did not measure word-recognition abilities with each run, given the additional loss of low-frequency information (L26 and L33), or the increased amount of basalward shift relative to their other selections (L30), it is reasonable to assume that these runs might have yielded poorer word-recognition scores than the other selections made by these individuals, as was previously reported by Baskent et al. In summary, the present results support the hypothesis that listeners exposed to noise-vocoded speech can enhance speech intelligibility by manipulating the frequency table. Given the noise bands used in this study, the speech intelligibility enhancement was achieved by a compromise between minimizing frequency mismatch and adding F 1 information. Last, the frequency-table selection process was completed within 5 min. Taken together, these results support the feasibility of applying the frequency-table selection approach to clinical populations.
