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1 CHAPTER 1Introduction
Graphene, a one atom thick sheet of carbon, has the reputation of being one of
the most promising materials in the 21st century. This fact has been emphasized
to a great extent by the Royal Swedish Academy of Sciences awarding the Nobel
Prize in Physics to Andre Geim and Konstantin Novoselov “for ground breaking
experiments regarding the two-dimensional material graphene” in 2010. Although
earlier studies of graphene date back as far as 1859 to D. C. Brodie in the con-
text of reduced graphite oxide, the fabrication of graphene as experimental and
applied devices on a proper substrate was due to Geim and Novoselov in 2004[1].
Since then graphene has become the rising star in the ﬁeld of material science,
mesoscopic physics, and in general condensed matter physics during the second
half of the last decade [1–6]. Not only from the perspective of experiments and
applications, but also in view of fundamental physics graphene has been an im-
portant material from early on. Unlike in a two-dimensional electron gas, the low
energy excitations in graphene follow a Dirac type dispersion relation. Among
several other consequences this peculiar band structure has led to the observation
of quantum relativistic phenomena in everyday tabletop experiments.
Producing a high quality large graphene sample has been one of the most chal-
lenging problem in recent experiments. For instance, certain experimental develop-
ments show that free standing graphene on a scaﬀold in vacuum or on a substrate
shows surface corrugation even at relatively low temperature [7–9]. Their origin is
thought to be due to the residual strain originating from experimental techniques.
Strain can have various consequences on the electronic structure; for example cal-
culations suggest that the isotropic strain displace the Dirac cone (K point) along
the ΓK line towards the Γ(K = 0) point of the Brillouin zone of graphene [10]. It
has also been proposed that in contrast to isotropic strain, an asymmetrical strain
distribution in graphene can open up a gap exactly at the Fermi energy [11]. Con-
sequently, an increased interest in the elastic properties of graphene has recently
developed. Moreover, in experiments graphene samples are ﬁnite (flakes) with
2 CHAPTER 1. INTRODUCTION
edges that break the symmetry of the bulk. In particular, theoretical calculations
show that the zigzag edges of graphene nano-ribbons (quasi 1d) introduce two ﬂat
bands at the Fermi energy, which induce magnetism. For elastic properties, also
edge eﬀects can be highly relevant. Hence studies of flake elastic properties are
interesting in their own right. In the ﬁrst part of the thesis, we investigate the
interplay between edge and strain in ﬁnite size graphene ﬂakes based on a phe-
nomenological theory and density functional theory calculations including phonon
eﬀects.
Recently, experimental investigations aim to produce high carrier mobility
graphene sample for future electronic devices. However, there are several possible
candidates that act as a scattering center: ripple, ad-atoms, vacancies, diﬀerent
edge structures, topological lattice defects, cracks, strain, self-doping, to name
a few. Among these, vacancies (or missing carbon atoms) in graphene, which
often appear in sample preparation processes [12], play an important role in the
transport properties at the Fermi energy. A single vacancy creates a “mid-gap”
state exactly at the Dirac point. It has been shown that each vacancy enhances
the ballistic conductivity by a value of the order of e2/h. However, in experiments
a ﬁnite concentration of vacancies is present that forms a narrow impurity band.
Thus understanding the eﬀects of such a narrow band in transport experiments
are of fundamental importance. Our numerical investigation based on the
full-counting statistics shows that with an increasing number of vacancies the
ballistic conductivity increases, reaching a maximum value beyond which it starts
to decrease until it eventually reaches zero in the percolation limit.
Our previous study indicates that in order to comprehend the eﬀect of defects in
transport experiments, it is necessary to consider more than one vacancies. Be-
cause at a ﬁnite concentration of vacancies electronic states form a complicated
interference pattern that leads to the localization phenomenon. In the presence
of a strong magnetic ﬁeld such eﬀects manifest themselves in the quantum Hall
eﬀect (QHE). Although, many aspects of the QHE were understood in the frame-
work of a single particle picture, understanding the eﬀect of the electron-electron
interaction on the quantum Hall transition still poses a considerable amount of
challenge. In this thesis we will consider the eﬀect of dephasing, governed by the
inelastic processes of electron scattering, on a quantum Hall critical point at ﬁnite
temperature, T . In a usual two-dimensional electron gas the ﬁnite range interac-
tion is irrelevant in a renormalization group sense; since, the interaction strength,
λ, scales as λ ∝ L−µ2 , where µ2 > 0 is the scaling dimension and L is the length
of the sample. However the interaction can not be fully discarded as it generates
a non-zero critical value of the longitudinal conductivity, σxx, and determines the
nature of temperature and frequency scaling near the quantum Hall critical point.
We will use a numerical approach to calculate the critical exponent µ2 and then
address the issue of the eﬀect of ﬁnite range electron-electron interaction– which is
a very generic feature of any quantum Hall critical point– on the integer quantum
Hall transition as observed in a usual two-dimensional disordered metals.
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A B
(A) (B)
FIGURE 1.1: (A) A section of the two dimensional hexagonal graphene lattice
structure. The closed region shows the two crystallographically different carbon
atoms known as A (blue circle) and B (red circle) sub-lattices, respectively. (B)
Shows the Brillouin zone of the graphene lattice with two inequivalent K points
around which the energy dispersion becomes linear.
In the following sections we will provide a detailed introduction in the state of the
art of the research in graphene related to this thesis.
1.1 Graphene: Electronic properties
Graphene is a two-dimensional sheet of carbon atoms arranged in a honeycomb
lattice. The honeycomb lattice consists of two non-equivalent sub-lattices (see
Fig. 1.1) denoted as A and B. It can be viewed as a triangular lattice with a basis
of two carbon atoms per unit cell. The unit vectors are then given by [3],
a1 =
a
2
(3,
√
3); a2 =
a
2
(3,−
√
3) (1.1)
where a = 1.42 A˚ is the lattice constant of the hexagonal lattice. The reciprocal
lattice vector is deﬁned with respect to the triangular lattice,
b1 =
2π
3a
(1,
√
3); b2 =
2π
3a
(1,−
√
3). (1.2)
The ﬁrst Brillouin zone (BZ) contains two inequivalent points in reciprocal space
which are particularly important for the low energy properties of graphene. These
two points, denoted as K and K′, are known as the Dirac points,
K =
(
2π
3a
,
2π
3
√
3a
)
; K′ =
(
2π
3a
,− 2π
3
√
3a
)
. (1.3)
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The low energy physics of graphene is centered around those Dirac points in BZ;
they play an important role in the transport properties of graphene which we will
discuss in subsequent chapters. In order to fully comprehend the Dirac nature of
the charge carriers in graphene, it is important to understand the atomic structure
and nature of bonding of the carbon atoms in the honeycomb lattice.
Carbon has the atomic number six. Four out of these six electrons are valence
electrons that take part in the atomic bonding with neighboring carbon atoms.
In a hexagonal lattice carbon atoms are sp2 hybridized as the three electrons per
carbon atom make strong covalent σ-bonds with three neighboring carbon atoms.
The other valence electron takes part in the de-localized π-electron clouds above
and below the sheet, which are responsible for graphene’s linear dispersion. The
tight binding model that represents hoping of the π-electrons in a graphene lattice
has the form,
H = −t
∑
〈i,j〉
(
a†iaj + h.c.
)
− t′
∑
〈〈i,j〉〉
(
a†iaj + b
†
ibj + h.c.
)
(1.4)
where ai (a
†
i ) is the annihilation (creation) operator that annihilates (creates) an
electron at site Ri with t being the hoping amplitude for the nearest neighbor;
similarly, t′ is the hopping amplitude for next nearest neighbor carbon atom within
the same sub-lattices. Accurate band-structure calculations yield a value of t ≃ −3
eV for the nearest neighbor hoping amplitude and for the next nearest neighbor
t′ ≃ 0.1t. The band structure of the Hamiltonian, Eq. (1.4), was found to be [13],
E±(k) = ±t
√
3 + f(k)− t′f(k)
where, f(k) = 2 cos
(√
3kya
)
+ 4 cos
(√
3
2
kya
)
cos
(
3
2
kxa
)
. (1.5)
The ‘±’ sign in Eq. (1.5) represents two energy bands that connect exactly at
the Dirac points. The ’+’ sign refers to the upper (or conduction) band which is
known as the π band; similarly, the ’−’ denotes the lower (or valence band, π∗)
of the band-structure of the graphene (see Fig. 1.2). The tight-binding spectrum
(t′ = 0) is symmetric around zero energy signifying the presence of particle-hole
symmetry in the system. However, for a ﬁnite next nearest neighbor hopping
amplitude, t′, the situation changes due to broken particle-hole symmetry. The
low energy long wavelength dispersion near the Dirac point including the next
nearest neighbor hopping is given by,
E±(q) ≃ ±~vF|q| − 9t
′a2
4
|q2|+ 3t′ (1.6)
where q is the momentum measured relative to the Dirac points and vF is the en-
ergy independent Fermi velocity vF = 3ta/2~, which is 300 times smaller than the
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FIGURE 1.2: Band structure
of graphene as obtained within
the tight binding approxima-
tion (Eq. (1.5)) using t = 1 and
t′ = 0. The upper band is the
conduction band (π∗ band); the
lower is the valence band (π)
that touches with the conduc-
tion band exactly at the Dirac
points where the dispersion is
linear as described in the text.
The Fermi level is situated at
the point where the conduction
band touches the valence band.
velocity of light with a value ≈ 106 m/s. The most interesting part of the energy
band structure of graphene lies near the K points, where the energy-momentum
relation is linear, E±(q) = ±~vF|q| and is obtained ignoring the next nearest neigh-
bor hopping in Eq. (1.6). Now, following Ref. [3] it is a straight forward exercise
to derive the massless relativistic Dirac equation that describes the low energy
eﬀective two-dimensional continuum theory for the charge carriers of graphene
around each of the K points. In the sub-lattice space it has the form,
− i~vF
(
0 ∂x − i∂y
∂x + i∂y 0
)(
ΨA
ΨB
)
= E
(
ΨA
ΨB
)
(1.7)
where, the two components ΨA,ΨB of the spinor wavefunction represent the wave-
function amplitude at A and B sub-lattices, Fig. 1.1, respectively. In order to
diﬀerentiate the contribution from K and K ′ points it is necessary to introduce
the iso-spin (or pseudo-spin) quantum number, which can be encoded in the four-
dimensional spinor representation of the wavefunction as,
Ψ =


ΨKA
ΨKB
ΨK
′
A
ΨK
′
B

 . (1.8)
The existence of the chiral pseudo-spin quantum number is a natural consequence
of the graphene lattice structure comprising of two non-equivalent, independent
sub-lattices. The complete eﬀective continuum two-dimensional Hamiltonian of
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FIGURE 1.3: Stereographic plot of the scanning tunneling microscope (STM)
image of a corrugated graphene surface on a silicon dioxide (SiO2) substrate.
Adapted from Ref. [9].
graphene in momentum space is then given by,
H = vF(q.σ) τz
= vF


0 qx − iqy 0 0
qx + iqy 0 0 0
0 0 0 −qx + iqy
0 0 −qx − iqy 0

 (1.9)
where vFq is the linear momentum deﬁned with respect to the corner of the BZ and
σ, τz are the Pauli matrices acting on the AB and KK
′ subspaces. Note so far the
real spins of electrons have been ignored. It would add an extra spinor structure
to graphene’s wave-functions as it doubles the dimension of the Hamiltonian in
Eq. (1.9). Dirac points are special in the BZ of graphene. In a sense that they are
“topologically” protected to any small perturbations by the discrete symmetries
(spatial inversion and time reversal) of the Hamiltonian (Eq. (1.9)) [14].
1.1.1 Strain effects
Nevertheless perturbations due to some types of disorder, such as topological lat-
tice defects, strain, ripples, exist naturally from experimental preparation tech-
niques. For instance, experiments show surface corrugation or ripple (see Fig. 1.3)
in samples of suspended graphene in vacuum [7, 8] or in a substrate [9] or even in
samples that are grown on metallic substrates [15]. Their origin is believed to be
due to residual strain in the experiments. Importantly, these perturbations act as
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an eﬀective gauge ﬁeld [16] which is related to the strain (uij)
1 as,
Ax(r) = β
a
(uxx(r)− uyy(r))
Ay(r) = −2β
a
uxy(r) (1.10)
where, β ∼ −∂log(t)/∂log(a) is a dimensional parameter of order unity and
a is the lattice constant. Here we assume the perturbations change slowly on
the lattice scale, such that it avoids any inter valley mixing. Consequently, the
eﬀective magnetic ﬁeld induced by the gauge ﬁeld protects the overall time reversal
symmetry of the system because it acquires diﬀerent sign at the diﬀerent Dirac
points, AK(r) = −AK′(r), unlike a real magnetic ﬁeld; nevertheless, it leads to
the Landau quantizations of energy levels and the observation of quantum Hall
physics without any external magnetic ﬁeld [17].
Building a high carrier mobility clean graphene sample, which can be used as a
possible electronic device, is still one of the hottest topic in this ﬁeld of research.
However, being a zero-gap semiconductor, graphene can not be used directly as
an electronic device, such as a ﬁeld eﬀect transistor (FET). Among many other
possibilities, strain is one of the promising candidates for tuning the band structure
at the Fermi energy [18, 19]. In fact, calculations show opening of a band gap at
the Dirac points due to an asymmetrical strain (shear strain) distribution in a
graphene lattice [11, 17, 20, 21]. Moreover, some external probe such as patterned
substrate or clamping (or/and folding) of the sheet allows for the modulation of
the intensity of the local strain and thus the band structure. Although many
works have been done in strain engineering the band structure of graphene, the
feasibility of mass production of graphene based electronic devices still remain an
open question in the ﬁeld of research.
1.1.2 Edge effects
While epitaxial methods allow to achieve relatively large clean graphene samples,
chemical technologies (e.g. chemical vapor deposition) open up the possibility of
mass production of smaller graphene flakes. However, in this process the presence
of uncontrolled edges has notable consequences in the electronic structure, since
the edges encounter a diﬀerent symmetry structure as opposed to the bulk. For
instance, the electronic properties of ﬁnite size graphene ﬂakes or ribbons are quite
diﬀerent from its inﬁnite size counterpart. In particular, calculations suggest that
zigzag edge terminated graphene nano-ribbons (GNR) have two degenerate ﬂat
bands at the Fermi energy, which are localized near the edges (surface states) of
1In two dimension the strain tensor is defined as, uij =
1
2
(
∂ui
∂xj
+
∂uj
∂xi
+ ∂h∂xi
∂h
∂xj
)
, where u
being the two dimensional displacement vector with components ux, uy and h denotes the
transverse direction of bending of a sheet.
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the GNR. Consequently, in these dispersion-less bands, the electrons move slowly,
giving rise to an interaction induced instability in the system that eventually
leads to magnetism in the zigzag GNR [22–27]. In contrast to zigzag GNR, in
certain classes of armchair GNR the electronic spectrum acquires a spectral gap
that typically scales with the inverse of the width of the sample, W . Moreover,
diﬀerent edge structures (and terminations) also lead to strain in the system which
is reﬂected via change in the carbon-carbon (C-C) bond distances in the bulk with
respect to the edge bonds. Thus an increased interest in the elastic properties of
graphene has recently developed.
Although there are many independent studies of edges and strain eﬀects in
graphene (or in GNR) [28–30], further study is required to understand the
interplay between diﬀerent edge structures and strain in small graphene ﬂakes.
For instance, how diﬀerent edge terminations systematically modify the interior
modes of a ribbon or aﬀects the transport properties has remained largely
unexplored. More importantly, in order to explore the possibility of an all
graphene electronic circuit (graphene electronics) in future applications, further
investigations and experiments have to be done.
1.2 Transport properties
Transport measurements are a very unique way of probing the low energy electronic
properties of any electronic systems. In graphene, it also plays an important role
in determining its unusual band structure and its material quality. For instance,
observation of the famous Klein tunneling2 [36] was one of the experimental con-
ﬁrmations of the chiral nature of the Dirac particles [3]. The quantum Hall eﬀect
also played a similar role in detecting the material quality of graphene and also
the unique nature of its charge carriers [37]. To show the theoretical advances
2For relativistic particles the transmission probability, T , through a square potential barrier
(V0) with height larger than the energy of the incoming particle, E, depends weakly on the
barrier height; in the limit of infinitely high barrier, the transmission becomes perfect. This
is an essential feature in quantum electrodynamics (QED), because the electronic states with
positive and negative energies are conjugated and are described by the different components of
a single wavefunction. As the charge carriers in graphene follow the Dirac equation it becomes
possible to observe Klein tunneling in everyday laboratory experiments [31, 32]. For any such
barriers the essential condition to have the Klein tunneling is mode matching [2, 33], i.e. the
electron states outside the barrier need to match with the hole states (wavefunctions) inside
the barrier. Therefore, the larger the height of the barrier becomes and the better the mode
matching between electrons and holes states, the greater the transmission through the barrier.
Thus through an infinite barrier the transmission amplitude becomes unity [34]. Moreover,
theoretical work suggests for the normal incidence angle of the particle the transmission
amplitude through a graphene p-n-p (and p-n) junction is unity [31, 35]. This is because of
the absence of pseudo-spin flip processes (i.e, pseudo-spin conservation) in the Dirac fermions.
The incoming electron states and the reflected electron states of opposite chirality diminish
the probability of reflection at the normal angle, thus resulting in perfect transmission. At
other angles of incidence the transmission amplitude in the high barrier limit, V0 ≫ E, is
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(A) (B)
FIGURE 1.4: (A) Experimental verification of the ballistic conductivity with
aspect ratio, W/L using a two probe measurement close to Dirac point. For
W/L≫ 1 the minimal conductivity value approaches 4e2/πh as theory predicts
in the ballistic regime. Adapted from Ref. [38]. (B) Dependency of graphene
minimal conductivity with aspect ratio as seen in a numerical simulation. Again
in the large aspect ratio regime the conductivity converges to its minimal value,
4e2/πh as mentioned in Eq. (1.12). Adapted from Ref. [39].
made in this ﬁeld in understanding the low energy physics of graphene, here we
will discuss a few of its interesting transport properties that are relevant to this
thesis.
1.2.1 Ballistic graphene
The conductivity of a ballistic clean graphene could be understood by considering
a speciﬁc experimental setup consisting of two leads that are heavily doped, while
in the middle the graphene could be doped or pinned at the Dirac point (charge
neutrality point). The situation is similar to the one we discuss earlier in the
context of the Klein tunneling, where due to chiral nature of the electrons the
transmission is always ﬁnite at speciﬁc angles through a p-n-p or n-n-n junction.
Here we will consider a clean graphene sample in the ballistic regime, such that
the electron mean free path, l is much larger than the sample length (lead to lead
given by the following asymptotic form of T ,
T (φ) =
cos2(φ)
1− cos2(qxD) sin2(φ)
(1.11)
where φ is the angle of incidence, D is the barrier width. qx =
√
(V0 − E)2/v2F − k2y with ky
being the wave vector component and vF is the Fermi velocity. So only for certain values of
Dqx, when Dqx = nπ with n ∈ 0,±1,±2, . . . , the barrier becomes transparent.
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FIGURE 1.5: Experimental observation of the minimal conductivity of graphene.
Independent of their carrier mobility, µ, different graphene devices show approx-
imately similar minimal conductivity, ∼ 4e2/h, except one low carrier density
sample which is rather unusual. It has been proposed that the deviation of the
minimal conductivity in low carrier density sample could be due to the charge
inhomogeneity at the Dirac point; although it still remains an unsolved mystery.
Figure is taken from Ref. [4].
distance), L. Now, by solving the non-interacting Dirac equation in this limit one
arrives at the conductivity of this setup, which is given by the evanescent modes,
as σ = (L/W )(4e2/h)
∑
n=1 Tn , where Tn = |1/ cosh(qnL)|2 is the transmission
probability with qn being the transverse wave vector. For a speciﬁc boundary
condition depicting the two probe measurement setup with highly doped leads,
the Landauer conductivity becomes,
σ =
4e2
h
L
W
∞∑
n=0
1
cosh2[π(n+ 1/2)L/W ]
W≫L−−−→ 4e
2
πh
(1.12)
where W is the width of the sample. In order to derive the above formula
we have used the twisted boundary condition as considered in the reference [39],
Ψ(y = 0) = σxΨ(y = 0) and Ψ(y =W ) = −σxΨ(y = W ) where σx is a component
of the Pauli matrix. This particular boundary condition mimics the massless Dirac
fermions inside the graphene sample but inﬁnitely massive Dirac fermions in the
leads. Now the above formula in the wide sample (W ≫ L) limit converges to an
universal value, 4e2/πh which is known as the quantum limited conductivity of
the graphene in the clean limit. The limited value of the quantum conductivity
has been conﬁrmed by experiments as well as by numerical simulation as shown
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FIGURE 1.6: Color map of
spatial density variation of
a graphene flakes at charge
neutrality point. Blue re-
gion corresponds to hole
and the red denotes the elec-
trons. The black line cor-
responds to the zero den-
sity contour. Adapted from
Ref. [45].
in Fig. 1.4.
It is worth mentioning at this point that a ﬁnite impurity concentration changes
the situation completely. It has now become clear in the last couple of years that
graphene’s minimal conductivity at low carrier density is controlled mostly by the
presence of disorder in the sample. For instance experiments (see Fig. 1.5) show
a value for the conductivity [34, 39] that is ‘π’ times larger than what is usually
proposed in several theories [34, 39–41]. The mystery of ‘π’ is still in the process
of much debate.
There are several predictions for this disagreement over the minimal conductivity
in experiments and in theories. One such prediction indicates towards the charge
inhomogeneity [42] of the sample at the Dirac point. Charge inhomogeneity plays
a signiﬁcant role in transport [43, 44] because the density ﬂuctuations induced by
the electron-hole puddles [45] become much larger than the average charge carrier
density, which is similar to the situation of the two-dimensional semiconductor. To
summarize, the minimal conductivity of graphene not only depends on the sample
geometry but also on the quality of the sample.
Before going in to the details of transport properties in the presence disorder, it
will be helpful to understand the consequences of disorder in a general framework
of electron systems. Here, we will brieﬂy overview the symmetry classiﬁcations
of disordered graphene, which will be useful to identify the underlying micro-
scopic model that governs the behavior of the physical observable in transport
experiments. For a general symmetry classiﬁcation scheme of two-dimensional
disordered metals please see the Appendix A.
1.2.2 Disorder in graphene
Following the symmetry classiﬁcation of two-dimensional disordered metals (see
Appendix A) the disorder in graphene can also be classiﬁed. Here, we will present
an almost identical structure as tabulated in Tab. A.1 for possible types of dis-
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Disorder Cartan-
nomenclature
Symmetries Minimal con-
ductivity
Field
theory
Vacancies BDI Cz, T0 ≈ 4e2/πh Gade
Vacancies+ RMF AIII Cz ≈ 4e2/πh Gade
Dislocations CI C0, T0 4e
2/πh Gade
Dislocations+ RMF AIII C0 4e
2/πh Gade
Ripple, RMF 2×AIII Λz, C0 4e2/πh WZW
Charge impurities 2×AII Λz, T⊥ (4e2/πh)lnL θ = π
Random Dirac mass 2×D Λz, CT⊥ 4e2/πh θ = π
Charged impurities
+ (RMF, ripples)
2×A Λz 4σ∗u θ = π
TABLE 1.1: Symmetry classifications of disordered graphene. First column:
Possible disorder in graphene. Second column: Cartan nomenclature of the
symmetry classes The factor 2 in the last four rows signifies that in the pres-
ence of a specific disorder (long range) the system splits into two copies (de-
coupled valleys) where each of them shares the same symmetry class. Third
column: Presence of the corresponding symmetries (See appendix for terminol-
ogy). Fourth column: Value of the minimal conductivity, which depends on the
presence of a particular symmetry. Fifth column: Associated field theories for
different type of disorder model. Adapted from Ref. [46].
order in graphene, which is necessary to identify the localization properties and
criticality in such systems.
Although all possible disorder types are listed in Tab. 1.1, some experimental
situation allow for the breaking of all imaginable symmetries in graphene. In
that case, it has been shown that the RG ﬂow is towards the ﬁxed point of the
usual Wigner-Dyson unitary (A) class. In the presence of only TR symmetry
the conventional localization of the Wigner-Dyson class (AII) takes place. An
interesting situation arises when the chiral symmetry is preserved or the valleys
remain decoupled. Here, we will discuss one such situation in the presence of long
range disorder in the symplectic class.
1.2.2.1 Weak anti-localization
At suﬃciently low temperature and low magnetic ﬁeld in a usual two-dimensional
disordered electron gas, such that the electrons remain coherent over a large part
of the sample, quantum interference eﬀects become important. They lead to one
the localization phenomenon. The observation of localization relies on the positive
interference of two oppositely traversed closed electronic paths, due to which the
probability of an electron to go back to its starting point is enhanced. Because
of the positive quantum interference of the paths the conductivity decreases and
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FIGURE 1.7: Numerical
observation of the anti-
localization and one param-
eter scaling in graphene at
the Dirac point. Main panel
shows scaling of conductivity,
σ, with effective system
size (L∗/d) for different
disorder strength (K0). Data
collapsing on a single curve
demonstrates the one param-
eter scaling mentioned in the
text. Inner panel shows the
resulting β-function. Figure
is adapted from Ref. [47].
thus leads to the observation of conventional localization in a normal metal in the
unitary (A) or in the orthogonal (AI) symmetry class.
However, in the presence of time reversal symmetry in the conventional Wigner-
Dyson symplectic class (AII) in two-dimension without any topological term in
the σ-model action a new unstable ﬁxed point appears, σsp ≈ 1.4e2/h [48]; thus it
exhibits a metal-insulator transition. If the conductivity is below the critical value
(σsp) then usual localization drives the system into the insulating phase, while
if it is larger the system shows anti-localization. Similarly in graphene, in the
presence of long-range disorder and TR invariance two valleys become decoupled;
thus the σ-model action acquires a topological θ(=π)-term. Then the Q matrix
is an 8 × 8 matrix with an additional constraint related to charge conjugation,
Q = Q¯. The θ-term provides a “topological protection” of the localization when
the conductivity is small, which allows the system to ﬂow towards the “super-
metal” ﬁxed points [41, 47, 49].
In this situation a more intuitive picture can be given. Due to the chiral nature
of its charge carriers in graphene, the motion of electrons along a closed path in
the presence of long range disorder introduces an extra phase. It changes the sign
of the amplitude of one path with respect to its time reversed one. Because of
the extra phase the interference becomes destructive; hence, the localization eﬀect
get suppressed (see Fig. 1.7)3. For instance, it has been shown numerically that
the Dirac fermions, near the charge neutrality point, in the absence of inter-valley
3Numerical simulation shown in the Fig. 1.7 is performed with the Gaussian correlated long-
range disorder, which acts as a random scalar potential in single flavor graphene.
〈U(r)U(r′)〉 = K0 (~ν)
2
2πξ2
e−|r−r
′|2/2ξ2 (1.13)
where ξ is the correlation length. Due to no mixing of the valleys, it falls into the AII
symmetry class that allows for a topological θ-term in the action.
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FIGURE 1.8: Schematic drawing of the β-function in two-dimensional disor-
dered system in the class AII. Upper panel shows the usual spin-orbit systems
which does not have any topological protection thus including interaction it
shows complete localization (right hand side of the upper panel). The lower
panel shows the appearance of the interaction induced critical point in Dirac
fermions that have “topological protection” from the θ-term in the σ-model
action. Adapted from Ref. [51].
scattering show weak anti-localization where the β-function, Eq. A.10, remains
always positive [41, 47]. It suggests that with increasing system size the conduc-
tivity increases; consequently, the system ﬂows to the “super-metal” ﬁxed point,
σ →∞.
The ﬁeld is still in its nascent state. Many transport experiments are needed to
verify all the claims. For instance, in a certain ﬁeld theory that belongs to the
symplectic class, AII, and represents graphene with long-range scalar disorder,
the existence of another ﬁxed point has been proposed [50]. Moreover, the very
existence of the new point is supported by the topological term in the σ-model in
class AII. However, presently the proposed critical point, σ∗sp, has been ruled out
by numerical simulations presented previously [47].
Similar situation arises in the surface of a three-dimensional topological insulator.
The topological insulators are bulk insulators with the property that the surface
modes are non-localizable metal states (gap-less) [52]. In the presence of a random
scalar potential the surface states (two-dimension) behave like a single species of
massless Dirac fermions in the class AII, which is similar to graphene Hamiltonian
with decoupled valleys. Without any electron-electron interaction, the β-function
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(β = N/2, where N is the number of degenerate species, e.g. spins, ﬂavors etc.)
shows the super-metallic behavior as mentioned earlier. Now, with the electron-
electron interaction there is a competing mechanism that allows for localization
of electronic states in two-dimension and leads to a logarithmic correction to the
conductivity [53]. The resulting β-function from the one-loop RG calculation for
the symplectic class and not too strong interaction (rs ∼ e2/~vF . 1) in the large
conductance limit (g ≫ 1) is given by [54],
β(g) =
N
2
− 1 + (N2 − 1)F (1.14)
where, F is the multiplet interaction parameter. The −1 is induced by the in-
teraction in the large conductance (g ≫ 1) limit. In usual graphene the number
of species are N = 4 (spin and valley) thus the resulting β-function is positive
suppressing the interaction eﬀect. However, in the surface of a three-dimensional
topological insulator in the presence of a long range disorder the N = 1; therefore,
the β-function is negative giving rise to an instability in the system. The com-
bined eﬀect at large (interaction eﬀect) and small (topological protection) g drives
the system to an intermediate critical point (see Fig. 1.8), which is identiﬁed as
the “self-organized quantum criticality” [51]. Further experimental and numerical
investigations are required to verify such critical phenomenon in real materials.
1.2.2.2 Disorder preserving chiral symmetry
Gade-Wegner criticality: The chiral classes (AIII, BDI, and CII) are special
in a sense that these classes support a critical ﬁxed point in two-dimension. This
classes of the σ-models allow an extra term (known as the Gade term) that ac-
counts for the ﬂuctuations of det Q [55]. These theories are characterized by a
line of ﬁxed point with non-universal conductivity. The remarkable feature shows
up in the density of states, which is strongly diverging [56],
ρ(E) ∼ 1
E
exp
(−c|ln (E/∆)|1/x) (1.15)
where, x is the dynamical exponent and ∆ is the mean level spacing. The situation
is similar to an one-dimensional wire in the chiral class, where it exhibits the Dyson
singularity of the form, 1/E |lnE|1/3. However, in one-dimension the pile up of
zero modes is sensitive to the boundary condition; hence the singularity can only
be observed within the energy interval of the order of the mean level spacing, ∆.
By contrast, in two-dimension the singularity shows up at much higher energy
which is smaller than the band width but larger than the Thouless energy 4.
4The Thouless energy is defined as the inverse of the time that an electron needs to feel the
boundary of a disordered sample after entering the system.
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Vacancies in graphene: Vacancies are an important kind of disorder in
graphene that preserves the chiral symmetry and dominates the physical proper-
ties with the material aspects of the sample. Vacancies (i.e, missing carbon atoms
from the hexagonal lattice) are also a very natural form of disorder that often
appear in sample preparation processes [12]. Moreover, a vacancy can also be
realized approximately by adding an atom or a functional group to a carbon atom
that breaks the sp2-hybridization of the π orbitals, with an on-site energy larger
than the energy bandwidth. The vacancy that belongs to the chiral symmetry
class (BDI) introduces an extra zero-energy electronic state (zero mode) that
has anomalous topological properties. For instance, it has been shown using an
index theorem that the number of zero modes is given exactly by the diﬀerence
NA − NB, where NA(NB) is the number of vacancies in sub-lattice A (B) [57].
More importantly, these linearly independent wave-functions (zero modes) are
localized on one of the sub-lattices and remain unperturbed by modiﬁcations
in other sub-lattice. The above statement holds as long as the perturbations in
other sub-lattice preserve the chiral symmetry of the Dirac Fermions. The density
of states (DoS) of the class BDI has the same diverging feature as seen in other
chiral classes (Eq. 1.15),
ρ(E) ∼ 1
E
exp
(−c|ln (E/∆)|2/3) (1.16)
The value of c depends on the model microscopic. For instance, for two ﬂavor Dirac
fermions subjected to a chiral random mass (gm) and random vector potential (gA)
the value of c has been calculated exactly, c = 3g−1m , in the RG framework in the
diﬀusive limit where σ-model is valid and gA is larger than unity (the strong
coupling limit) [58]. For graphene in the presence of vacancies one expects the
same remarkable feature in the density of states as it also belongs to the same
symmetry class BDI. A detailed numerical investigation of the DoS is needed to
understand this behavior.
Furthermore, transport experiments are very sensitive to these vacancies as ﬁnite
concentration of vacancies form a very narrow impurity band exactly at zero energy
(Fermi energy). In particular, how the width of the impurity band depends on
the concentration of vacancies and system size is still an open question in the
community. A part of this thesis will delve more into this matter where we will
show that for the vacancies that are evenly distributed over the two sub-lattices,
the observable quantity such as conductivity saturates at a constant value unlike
the long range impurity potential in the class AII, where it reaches inﬁnity in the
limit of inﬁnite system size.
1.2.3 Half-integer quantum Hall effect
The quantum Hall eﬀect (QHE) in graphene is among the most interesting man-
ifestation of the Dirac nature of the massless relativistic quasi particles. Indeed
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FIGURE 1.9: Schematic view of the LL structure in single layer graphene as a
function of carrier concentration, n. Blue and orange for different charge carriers
with electrons and holes character respectively. Plateaus of Hall conductivity,
σxy is also shown in red in the unit of e
2/h. Adapted from Ref. [64].
the QHE was among the ﬁrst transport experiment that helped to identify the
material quality of graphene in the early days of its discovery. Interestingly, it
has been observed at much higher temperature and lower magnetic ﬁelds than the
usual two-dimensional electron gas5.
Theoretically the eﬀect of a magnetic ﬁeld, B, on graphene has been studied quite
rigorously, speciﬁcally in the presence of disorder [60–63]. It has been shown, for
instance, that the linear dispersion manifests itself in a special Landau level (LL)
structure giving rise to a diﬀerent kind of quantum Hall physics. In the presence
of a perpendicular magnetic ﬁeld a single LL evolves continuously from the upper
and the lower Landau levels at zero energy that separates states with electron and
hole characters (Fig. 1.9). Importantly the lowest LL has half of the degeneracy
than the other levels. The Hall conductivity is given by,
σxy = 4
(
n+
1
2
)
e2
h
(1.17)
5The energy levels in graphene in the presence of a magnetic field, B, scales with the Landau
level (LL) index as
√
n|B| unlike the two-dimensional electron gas where energy scales linearly
with the LL index. Consequently, the energy spacing can be relatively large between two LL
(∆n = En+1−En) compared to the Zeeman splitting at low energies. Since, the observation
of the quantization of σxy relies on the condition that at some given temperature the cyclotron
gap should be large enough so that no excitations across the gap are possible (i.e, ∆n ≫ kBT );
thus the QHE in graphene can be observed at much higher temperature than in a usual QHE
two-dimensional metals. The fact has been confirmed, even at room temperature by several
experiments [59].
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where n is the integer that deﬁnes the LL index. The pre-factor “4” comes from
the spin (2) and the valley (2) degeneracies of the graphene lattice structure. The
additional 1/2 in the Eq. (1.17) is the hallmark of the chiral nature of the Dirac
fermions. Thus, it is known as the half integer quantum Hall transition unlike
the usual integer quantum Hall transition in two dimensional electron gas. The
half integer behavior has also been conﬁrmed by several experimental studies in
recent years [37, 59, 65]. The system falls into the usual Wigner-Dyson unitary
symmetry class (A) as the TR invariance is broken by the external magnetic ﬁeld.
In this class the σ-model allows for a topological θ-term, which becomes energy
dependent. However, at the zero energy (ε = 0) the vanishing Hall conductivity
σxy = 0 allows the topological term to remain unchanged, θ = π. Consequently,
the half-integer Hall eﬀect emerges with a plateau transition point exactly at the
charge neutrality point (or Dirac point, ε = 0). From an alternative point of view,
the appearance of 1/2 in Eq. (1.17) can be understood by considering the Berry
phase that the electrons, which are chiral, acquire while completing a closed orbit
in a perpendicular magnetic ﬁeld (cyclotron motion). This additional phase shift
by ‘π’ in the QHE limit (high magnetic ﬁeld) leads to a half-step shift in the LL
structure of graphene [4].
1.2.3.1 Critical fluctuations of wavefunctions: Multifractality
“Multifractality” characterizes the strong ﬂuctuations of wavefunctions at the An-
derson transition; such as the quantum Hall criticality mentioned earlier. It is an
important concept in a sense that it can be used to identify several other ﬁxed
points. From the σ-model perspective ﬂuctuation of the wavefunctions reﬂect
themselves in the Q matrices; thus the σ-model is capable of signalizing a transi-
tion. The presence of multifractality also implies the presence of inﬁnitely many
operators. Multifractal structures are characterized by an inﬁnite set of exponents
describing the scaling of the moments of some distribution [56, 66].
Inverse participation ratio: The moments of the wavefunctions amplitude,
|ψ(r)|2, known as the inverse participation ratio (IPR) distinguish the metal,
insulator, or the multifractal nature of the wavefunctions. The IPR is a function
of normalized wavefunctions with argument q (real) and is deﬁned as,
Pq =
∫
ddr |ψ(r)|2q (1.18)
At the critical point the Pq shows an anomalous scaling behavior with the system
size, L,
〈Pq〉 = Ld〈|ψ(r)|2q〉 ∼ L−τq (1.19)
where, 〈〉 denotes the ensemble averaging over disorder realizations and τq is a set
of continuous exponent. Often one deﬁnes another set of exponents by splitting
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FIGURE 1.10: Wavefunction fluctuations illustrating the multifractal behavior
at the quantum Hall transition. Numerical calculation was done on the Chalker-
Coddington model network model (Mildenberger and Evers, unpublished).
oﬀ the normal part, which is known as the anomalous dimension, ∆q,
τq = d(q − 1) + ∆q (1.20)
where, d = 2 for a two-dimensional system. The anomalous dimension plays a
key role in determining the scale dependence of the wavefunction correlations in
general. For instance, ∆2 describes the spatial correlation of the intensity, |ψ(r)|2,
L2d〈|ψ2i (r)ψ2j (r′)|〉 ∼
(
r− r′
Lω
)−∆2
(1.21)
where, ω = Ei − Ej and Lω ∼ (̺ω)−1/d with ̺ being the density of states (DOS).
Product of the two point correlation function (Eq. (1.21)) can be expressed in
terms of the Green’s functions averages, which may be calculated with the σ-
model. It turns out that the diﬀusion propagator that appears in the σ-model,
scales exactly in the same way with the same scaling exponent [66]. We will come
back to this issue later in this thesis.
The f(α)-spectrum: Further insights of multifractality can be gained by study-
ing the distribution function, P, of the wavefunction amplitudes. The probability
distribution is formulated in the following way,
P(|ψ|2) ∼ 1|ψ|2 L
−1+f(α) (1.22)
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Now, it is a straight forward calculation to relate the distribution function, P,
with the exponents, τq,
〈Pq〉 ∼
∫
dα L−qα+f(α) (1.23)
where α = −ln |ψ|2/ln L. The exponents are related by a simple Legendre trans-
formation,
τq = qα− f(α) (1.24)
with q = f ′(α) and α = τ ′q. Just to get a feeling for the f(α) one needs to
consider the following: for a metal the ﬂuctuations in the wavefunction amplitude
is small or negligible; therefore the distribution of α (hence the f(α)) will peak
sharply around one particular point (α0 = d). For insulator the wavefunction is
localized at a point in space thus distribution function is broad and not bounded
in width. Clearly, for the critical wavefunctions the situation is in between and is
characterized by some non-trivial f(α), which we discuss in the following section.
Weak multifractality and parabolic spectrum: In the limit of weak multifrac-
tality (PRBM model with b≫ 1, see Ref. [66]) the spectrum of τq can be evaluated
analytically, where the critical point is close to the metallic ﬁxed point. In this
case the spectrum is given by,
τq ≃ d(q − 1)− γq(q − 1); γ ≪ 1 (1.25)
The anomalous dimension is ∆q = γq(q − 1). Here, it is important to note that
the deﬁnition of ∆q and the wavefunction normalization restrict the functional
dependence of ∆q on q i.e. ∆0.1 = 0. The parabolic spectrum in Eq. (1.25) is an
exact result in some situations, e.g. in a model of Dirac electrons with random
vector potential in symmetry class AIII. The parabolicity also manifests itself in
the f(α) spectrum, which is related by the Legendre transformation to τq as,
f(α) ≃ d− (α− α0)
2
4(α0 − d) ; α0 = d+ γ (1.26)
In some situation, for instance, in the model of random vector potential in class
AIII the exact parabolicity is limited by q-values. It has been shown that τq has
a discontinuity in the second derivative at qc ≡ f ′(α)|α→0 and is strictly constant,
τq=− f(0), above the critical point qc. This behavior is known as ‘termination’ of
the multifractality spectrum [66].
It has been proposed that the conformal ﬁeld theory for the quantum Hall problem
has the form [67],
S[g] =
1
8πt
∫
d2x Str∂µg
−1∂µg + iSWZ [g] (1.27)
where, iSWZ [g] is the Wess-Zumino term (Eq. (A.14)) and the corresponding model
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is known as the Wess-Zumino-Witten model [68]. The model propose an exact
parabolic spectrum, i.e. ∆q = γq(q − 1). While the parabolicity of ∆q and f(α)
for IQHE has recently been discouraged [69, 70] by numerical simulation using the
Chalker-Coddington network model [71], it has also came to light recently that the
network model suﬀers from large ﬁnite size correction [72]. Thus further careful
analysis is required to reach any deﬁnite conclusion regarding the critical theory
of the integer quantum Hall transition.
1.2.3.2 Interaction effects
While, many aspects of the low-temperature transport in the context of QHE have
been understood in the framework of a single particle picture, understanding the
eﬀect of the electron-electron interaction on the integer quantum Hall transition
still poses a considerable amount of challenge. Interaction manifests itself in low-
temperature transport experiments mainly in two ways: a) renormalization and
b) dephasing.
Renormalization: The problem of interaction by itself is a rich and diﬃcult
problem to analyze. Renormalization eﬀects are mainly due to the virtual process
induced by the electron-electron interaction. For instance in a one-dimensional
system, which serves as a paradigmatic example of strong Anderson localization
(Luttinger liquid), interaction induced renormalization eﬀects are extremely im-
portant. It has been shown that strong attractive interaction can lead to delo-
calization of the electrons [53]. In two-dimensional systems the eﬀects become
even more interesting. In order to deal with the problem, Finkelstein et. al. [73]
developed a RG approach based on the σ-model, which is particularly interesting
because it made possible to analyze the critical behavior at the localization at
2 + ǫ dimension in the situation when SR invariance is broken due to spin-orbit
coupling, magnetic ﬁeld, or in the presence of magnetic impurities. However, it
has been shown that in the presence of SR invariance systems develop a magnetic
instability that leads to an interaction induced “metal-insulator” transition for
strong interaction [73], where interaction destabilizes the disorder induced local-
ization. Some recent experiments on low-density two-dimensional structures (Si
MOSFETs) seem to support the claim at low temperatures [74].
Dephasing: The eﬀect of dephasing is governed by inelastic processes of electron
scattering, at ﬁnite temperature, T . For a long time the eﬀect of dephasing has
been studied in the framework of weak localization, where dephasing provides
a natural cutoﬀ for the localization phenomenon [53]. Similarly, dephasing also
contributes to the smearing of the phase transitions at ﬁnite T that occurs at
the Anderson transition, which is a prototype of quantum phase transition at
T = 0. For instance, experimental investigations show that the width of the
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FIGURE 1.11: (a) Experimental evidence of the temperature dependence of
the longitudinal resistivity illustrating the change in the width with increasing
temperature. Experiment was performed on the AlxGa1−xAs−Al0.33Ga0.67As
heterostructure for different Al concentration, where it was claimed that the
dominant contribution to disorder is from the short-range potential fluctuations.
(b) Temperature dependence for the Hall plateaus. (c) ( or (d)) Shows one peak
(or plateau) of the same plot in the left. Adapted from Ref. [75].
critical region at the integer quantum Hall transition scales with the temperature
as, ∆B ∝ T κ where, κ = 0.42 ± 0.04 [75, 76]. However, the situation is not
clear, as there are other studies that favors slightly larger value of the exponent,
κ = 0.56 ± 0.02 [77, 78]. It was proposed that the smaller value indicates the
presence of short-range disorder when true integer quantum Hall critical point
can be achieved; the larger value, however, points towards a possible “impurity
clustering” in the sample [75].
In a usual two-dimensional electron gas the ﬁnite range interaction is irrelevant in a
renormalization group sense; since, the interaction strength, λ, scales as λ ∝ L−µ2 ,
where µ2 > 0 is the scaling dimension and L is the length of the sample. It signiﬁes,
for instance, that the eﬀective interaction becomes weaker with the increasing size
of the system, so that the non-interacting ﬁxed point remains unaﬀected by the
presence of ﬁnite range interaction. The interaction, however, can not be discarded
fully. As it turns out that at ﬁnite temperature without the dephasing induced by
the interaction, the conductivity would be zero.
In this thesis, we will use a numerical approach to address the issue of the eﬀect
of ﬁnite range electron-electron interaction, which is a very generic feature of any
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(A) (B)
FIGURE 1.12: (A) Atomic force microscopy (AFM) image of few layers of
graphene crystal on top of an oxidized Si wafer. The graphene was extracted
using the micro-mechanical cleavage technique mentioned in the text. Figure is
adapted from Ref. [5]. (B) AFM image of epitaxial graphene on 6H-SiC (0001)
substrate. Adapted from Ref. [80].
quantum Hall critical point, on the integer quantum Hall transition as observed
in a usual two-dimensional disordered metals.
1.3 Fabrication methods
For a long time, the existence of a perfect two-dimensional (2D) crystal was
thought to be thermodynamically unstable and could not exist in nature. Because
of strong atomic vibrations (long wavelength phonons) at ﬁnite temperature, any
true long range ordering in low dimensional crystal lattice is nonexistent. The ar-
gument was ﬁrst proposed by Landau and Peierls about 70 years ago and was later
extended by Mermin and Wagner in the context of isotropic Heisenberg model [79].
As technology has steadily changed in last few years, so has the scientiﬁc research.
In 2004 Geim and Novoselov were able to isolate graphene, a single layer of carbon
atoms packed in a hexagonal lattice, using a cutting-edge technique called micro-
mechanical cleavage [1, 5]. The weak van der Walls interaction between three-
dimensional graphite layers (out-of-plane) played the major role in the method.
It is much smaller than the covalent bond strength between the carbon atoms in
the 2D plane of graphene. The method, i.e. peeling oﬀ a single layer of graphene
from the graphite surface, is also known as the exfoliation technique, is not only
economical but can also produce graphene crystal as large as ∼ 1mm2. Since its
fabrication has become technologically feasible, the study of graphene has been
the most active ﬁeld of research in theoretical and experimental condensed matter
community in the last decade.
24 CHAPTER 1. INTRODUCTION
From the point of view of electronic devices, another approach of manufacturing
graphene has also emerged in last couple of years. Here, the graphene is grown on
single crystal silicon carbide (0001 or 0001¯ surface of SiC) substrates [80–85] in an
ultra high vacuum where crystals are heated upto about 1300 ◦C. The advantage
is similar to those employed earlier for silicon-based electronic devices where high
quality layers were grown on a large substrate (see Fig. 1.12). Moreover, this
process directly allows to use the epitaxial graphene as a high quality electronic
device or in a circuit with micro-electronics patterning. However, the epitaxial
graphene is more prone to disorder, for example charge inhomogeneity, than the
exfoliation technique because of a possibility of a charge transfer from the bulk
SiC to the closet graphene layer.
Building a high carrier mobility clean graphene sample, which can be used as a
possible electronic device, is still the most important topic in this ﬁeld of research.
The preparation of a clean sample so that it is free from any structural defects,
using the previously mentioned experimental techniques seems diﬃcult. For in-
stance, in the micro-mechanical cleavage method often the sample is rippled or is
folded along a certain direction (see Fig. 1.12a). In the epitaxial growth technique,
it has been observed that the graphene layer that sits close to the SiC substrate
is charged due to charge transfer from the bulk of the substrate; although, this
particular growth technique allows to have relatively large clean samples when
compared to other growth methods.
Another attractive approach is chemical vapor deposition (CVD) which is capable
of producing relatively large graphene samples without very intensive chemical
and mechanical treatments. In this process carbon is absorbed into a metal sur-
face at high temperature and then precipitated out in the lowest energy state
(graphene) at room temperature. The common features in all those experiments
are a) the presence of uncontrolled edge structures, b) the fact that graphene and
its substrate/scaﬀold have diﬀerent thermal expansion coeﬃcients; therefore, resid-
ual strain in the sample is a natural consequence of the preparation techniques.
Hence, an increased interest in the elastic properties of graphene has developed
recently.
1.4 Overview of the thesis
In this section we will give a small overview of the main results and organization
part of this thesis.
In the ﬁrst part we will address the issue of elasticity of small graphene ﬂakes
by means of density functional theory (DFT) calculations as implemented in the
TURBOMOLE package. Here, our main focus is on the inﬂuence of graphene edges
(zigzag) on bulk observables, i.e. elastic constants. In particular, we calculate the
ﬂake’s free energy and disentangle the surface, bulk, and corner contributions. The
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study shows that the surface contribution exerts a pressure which substantially
diminishes the carbon-carbon distance in the ﬂake’s interior. We also compute all
the elastic constants (“Lame´ parameters”) including bending rigidity in the DFT
framework. By considering the contribution of zero point vibrations (phonons),
we determine the quantum corrections in the elastic energy. Here, we will show
that the phonon contribution is most signiﬁcant in the bending rigidity, κ, which
decreases by ∼ 26% from its classical value (κ = 1.2eV).
In the second part of the thesis we investigate the eﬀect of disorder (vacancies)
on the transport properties of large graphene ﬂakes. As mentioned previously,
the presence of disorder plays an important role in determining the electronic
and the transport properties of graphene. Indeed, when introducing vacancies
that preserve the chiral symmetry something interesting happens, namely a single
vacancy introduces a zero energy state at the boundary between the conduction
and the valence band of graphene band structure. We ﬁnd that with the increasing
number of vacancies the ballistic conductivity increases, reaching a maximum
value beyond which it starts to decrease until it eventually reaches zero in the
percolation limit. Although common wisdom suggests that impurities tend to
decrease conductivity in usual two dimensional electron gas, in graphene a ﬁnite
concentration of vacancies form a very narrow (“impurity”) band exactly at the
zero energy that enhances the charge transport. Our calculation suggests that this
increase in the conductivity not only depends on the vacancy concentrations but
also on the distribution of vacancies over the two sub-lattices.
In the third part of the thesis we address the problem of the quantum Hall tran-
sition in the presence of electron-electron interaction. The quantum Hall eﬀect in
graphene was the very ﬁrst transport experiment to determine the chiral nature
of its charge carriers. Unlike a usual two dimensional electron gas, “disordered”
graphene shows the half-integer quantum Hall transition in the presence of strong
magnetic ﬁeld. While many aspects of the Hall transition may be addressed in
the framework of single particle physics, the role of electron-electron interaction
at criticality stills lack full understanding. At the quantum Hall critical point,
the wavefunction amplitude, |ψ(r)|2, shows strong spatial ﬂuctuations unlike the
periodic nature (Bloch states) in a regular crystal lattice, which is characterized
by the multifractality, Eq. 1.19. The multifractal structure of the wavefunction,
which is a very generic feature of any quantum Hall transition, manifests itself
in all correlation functions as well. We encounter, for instance, such correlation
functions while calculating the interaction matrix elements in the perturbation
theory at the criticality. It so happens that in the ﬁrst order of the perturbation
theory in interaction, the interaction matrix elements scale with the “sub-leading”
multifractal exponent; because the Hartree and the Fock correlation, having the
same leading scaling exponent, cancel each other. Our results have a profound im-
pact on the understanding of the quantum Hall transition, as it supports that the
short range interaction is irrelevant from the point of view of the renormalization
group, since the dephasing due to interaction does not destroy the critical ﬁxed
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point.
2 CHAPTER 2Elastic properties ofgraphene flakes
Although the electronic properties of graphene are outstanding in its own vigor
but also the mechanical stability of the graphene lattice, with Young modulus
close to 1Tpa and hardness higher than the diamond, makes it a state-of-the-art
candidate for the applications in nano technology [86]. However, being a zero-
gap semiconductor, graphene can not be used directly as an electronic device,
such as ﬁeld eﬀect transistor (FET). Among many other possibilities, strain is
one of the promising candidate for tuning the band structure at the Fermi energy
of graphene [18, 19]. In fact, calculation shows opening of a band-gap at the
Dirac points due to asymmetrical strain (shear strain) distribution in a graphene
lattice [11, 17, 20, 21, 87]. Strain in graphene comes with many consequences, in
particular, it induces a gauge ﬁeld that can generate a pseudo magnetic ﬁeld of
magnitude as large as 10T [17, 88]. Although the strain induced magnetic ﬁeld
does not break the overall time reversal symmetry of the system, which is because
the gauge ﬁeld acquires diﬀerent sign at the Dirac points, AK = −AK′, it leads
to the Landau quantizations of energy levels and observation of the quantum Hall
eﬀect without an external magnetic ﬁeld [17].
Strain can be produced in many diﬀerent ways. Besides by externally applied me-
chanical strain, sometimes it is present due to experimental preparation technique
as a residual strain. Diﬀerent edge structures, edge functionalizations, ad-atoms,
structural defects can lead to strain and have diﬀerent consequences in the elec-
tronic properties. In order to further emphasize the importance of strain let us
also mention that a ﬁnite size ﬂakes, which play an important role in device appli-
cation, can acquire strain because of the edges. Thus understanding the interplay
between the strain and the edge structure in graphene is a leading research topic
in the community; consequently, an increased interest in the elastic properties has
developed recently [28–30, 89–95]. In order to address the issue of strain a detailed
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FIGURE 2.1: Geometry of the N×N hydrogenated graphene flakes(here N=4),
that we have used for the density functional calculations.
study of the elastic properties of graphene is required. Also for elastic properties,
edge eﬀects can highly be relevant. For this reason, flake elastic properties are
certainly interesting in their own right.
In this chapter our aim is threefold: ﬁrst we will present a detailed study of the
ground state energy of N ×N hydrogenated zig-zag graphene ﬂakes (depicted in
Fig. 2.1) using the density functional theory (DFT) as implemented in a quantum
chemistry package, TURBOMOLE. In ﬁnite size systems, the surface can give a
sizable contribution to the free energy. We will show, that the diﬀerent chemical
nature of C-C bonds at the hydrogenated edge as compared to the bulk leads to an
nearly homogeneous compression, i.e. strain. As a consequence, the average C-C-
distance in a 3×3 ﬂake is reduced by a substantial amount, 0.3%; for comparison,
strain as achieved in typical experimental setup does not usually exceed values
∼ 1% [93, 96, 97].
Second, we will investigate the elastic properties of such a ﬂake in the presence
of edges. It is particularly interesting because the presence of the surface induced
strain leaves various traces in the ﬂakes’ interior observable. For instance, the
ﬂakes elastic constants, i.e. the Lame´ parameters, are enhanced as compared to
the value in the bulk. For isotropic strain in smallest ﬂakes (3× 3), the (inverse)
compressibility µ + λ 1 increases by 30%; for shear forces the increase is even
bigger, almost a factor of 2.
And ﬁnally, we will address the issue of the phonon spectrum and will estimate
the contribution of the atomic zero point motion to the elastic constants of the
graphene ﬂakes. Under bond compression the inter-atomic forces typically in-
1µ and λ are the Lame´ coefficients that appears in the general definition of the free energy of a
deformed isotropic body, F = F0+
1
2
λu2ii+µu
2
ik, where uik is the strain tensor. See Eq. (2.2).
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crease, so that even the short wavelength vibrations, in particular the optical
phonons, exhibit a “blue shift” of their frequencies with decreasing ﬂake sizes.
This ﬂow can be seen in the variation of the Raman spectra with strain [97–102]
and can be described in a standard manner by Gru¨neisen parameters. The values
that we ﬁnd here of Gru¨neisen parameters, agree reasonably well with previous
reports [97, 100, 103].
The remainder of the chapter is organized as follows. In the ﬁrst Section, we
introduce the basic phenomenological theory of the ground state energy of the
homogeneous planar ﬂakes. Section two describes the basic methodology of our
work, namely basics of DFT. And ﬁnally, we present the results along with the
discussions and outlook of the work. The following work has been published in
Ref. [104].
2.1 Phenomenological theory of elasticity in
graphene
2.1.1 Ground state energy
In general, the total energy of a graphene ﬂake such as the one depicted in Fig. 2.1
is a sum of local contributions of the bond energies. In principle, these may
be thought of as contributions per bond or per atom. Here, we will focus on
a representation in terms of bond energies valid for ﬂakes with a homogeneous
carbon-carbon-distance (C-C), d. The ground state energy of such a ﬂake as a
function of the bond length, d, is then given by,
FN(d) = NiΨ(d) +Neψ(d) +Ncψ
c(d) +
φe(d)
Ne
+
φi(d)
Ni
(2.1)
where Ni denotes the number of internal C-C-bonds with an associated binding
energy Ψ, Ne denotes the number of edge located C-C-bonds with energy ψ and
ψc includes the corner contributions, where Nc is the number of bonds linking the
ten corner atoms, Nc=4 in Fig. 2.1. The coeﬃcients φ
e,i are further expansion
parameters. The binding energy per C-C-CH edge group is close to 2ψ but not
identical to it. For instance, ψ also includes corrections of internal bonds, that
still “feel” the presence of the surface (edge). Similarly, Ncψ
c is approximating
the binding energy of the corner groups (two HC-CH groups and two C-CH-C
groups).
The representation (Eq. (2.1)) of the ground state energy is slightly simpliﬁed in
the following sense. In general, the shape of the boundary of a given ﬂake, e.g as
shown in Fig. 2.1, does not share the hexagonal symmetry of the honeycomb lattice.
For this reason, in ﬂakes with a fully relaxed atomic structure bond lengths and
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bond angles are not strictly all the same. Our DFT-calculations indicate, however,
that such distortions, though clearly detectable, give only small corrections to
those phenomenological parameters that we are mostly interested in.
The continuum theory of 2d-membranes has been devised for an inhomogeneous
ﬂake with neighboring bonds exhibiting slowly (in space ) varying bond distances,
d(r), and angles. In this formulation the elastic energy is represented by the
functional [105],
E =
κ
2
∫
A
d2r(∇2h)2 + µ+ λ
2
∫
A
d2r (uxx+uyy)
2 +
µ
2
∫
A
d2r
[
4u2xy + (uxx−uyy)2
]
.
(2.2)
The ﬂake coordinates are given with respect to a planar reference state with area
A, that lives in the r=(x, y)-plane; accordingly, the in plane coordinates constitute
the displacement vector, u(x, y), that measures the translation of each membrane
point (x, y, z) with respect to the reference state,
ui = x
′
i − xi (2.3)
where xi is the coordinate of a point before the displacement and x
′
i is the coor-
dinate after the displacement. The out of plane distortions deﬁne the height ﬁeld
h(x, y); for the planar case h = 0. u and h together constitute the strain tensor
(i, j = x, y),
uij =
1
2
[
∂ui
∂xj
+
∂uj
∂xi
+
∂h
∂xi
∂h
∂xj
+
∂ul
∂xi
∂ul
∂xj
+ . . .
]
, (2.4)
The above expression describes the change in an element length when a body is
deformed. We will only consider small deformations of the ﬂake, therefore we will
neglect all (nonlinear) higher order gradient terms. Note that the structure of the
strain tensor (uij) deﬁned in Eq. (2.4) is symmetric,
uij = uji. (2.5)
The symmetric construction of the uij with respect to the spatial derivatives of
u ensures invariance under in plane rotations. Such inﬁnitesimal rotations corre-
spond to u ∝ (y,−x) and hence the strain must be invariant under such displace-
ments u.
The total elastic energy Eq. (2.2) is a sum over contributions which resemble
local oscillators in the membrane plane. The ﬁrst term is proportionate to the
curvature ∇2h and introduces the bending rigidity κ. It describes the energy cost
for bending the membrane without changing the bond lengths or in plane bond
angles. Here we left out certain eﬀects related to the thickness of the graphene
sheet in Eq. (2.2). For example, a linear displacement ﬁeld (h(r) = x,u = 0)
has no energy cost, because the description assumes, that such a conformation
is equivalent to a rotation. However, this ignores that a rotation gives the πz
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orbitals a new direction in space, while the lifting up of atoms mediated by the
linear displacement ﬁeld does not. In the latter case, there is an additional energy
cost ∝ |∇h|2 related to the fact, that the overlap of πz-orbitals changes, which
is not included in Eq. (2.2). Similarly, global rotational invariance is given only
for free ﬂakes. It can be broken due to experimental boundary conditions, e.g.
the attachment of contacts. Also this may produce gradient terms (∇h)2 in the
functional Eq. (2.2).
The Lame´ parameters, λ and µ, appearing in the second and third term of Eq. (2.2)
describe the in plane rigidity. The elastic energy in Eq. (2.2) is constructed in such
a way that the second term accounts for the isotropic deformation of the body,
while the third term only survives in the presence of shear stress.
For homogeneous, planar membranes the elastic theory (Eq. (2.2)) may be con-
sidered as a continuum approximation to Eq. (2.1) which does not make explicit
reference to boundary terms. It is important to note, that the feedback of the
edge into the bulk is diﬃcult to describe in a continuum theory. The reason is,
that such theories (at least the conventional versions) by construction operate on
the assumption that geometry and phenomenological parameters can be decou-
pled; thus the elastic constants are independent of shape and size of the sample.
For this reason, a feedback of the edge into the elastic parameters is generically
ignored. Edges, for instance, can be accounted only in the boundary conditions
and (possibly) in a dependency of the Lame´ parameters on the position with re-
spect to the edge. Usually not included in (Eq. (2.2)) is the fact that this spatial
dependency supports long range terms, ∼ 1/ﬂakesize. They modify the Lame´
parameters appearing in Eq. (2.2) even inside the ﬂake’s interior.
2.1.2 Phenomenological parameters
In this section we will describe how the phenomenological parameters (Eq. (2.1))
relate with the elastic constants deﬁned in Eq. (2.2).
2.1.2.1 Isotropic strain
In order to illustrate the cooperative eﬀect between surface and bulk, we consider
an expansion of the ground state energy in terms of the variable ε=(d− d0)/d0; ε
quantiﬁes the strain inside the ﬂake. The bulk energy per bond has an expansion,
Ψ = Ψ0 +
1
2
Ψ2 ε
2 +
1
6
Ψ3 ε
3 +
1
24
Ψ4 ε
4 . . . (2.6)
where the bulk bond length d0 is to be determined atNi,e →∞ with Ψ0,1,2,... are the
expansion coeﬃcients. The surface energy may also be expanded about a minimum
bond length, de0, but in general d
e
0 6= d0. After all, in the limit Ni,e →∞, just the
32 CHAPTER 2. ELASTIC PROPERTIES OF GRAPHENE FLAKES
ﬁrst term in Eq. (2.1) contributes to the energy per area (ALflake = (3
√
3/2) d20N
2
L:
membrane area in the reference plane, r = (x, y); d0: minimum bond length)
and therefore d0 needs to minimizes Ψ, only. Hence, we introduce the relative
deviation of surface and bulk optimal bond lengths, d=(d0 − de0)/d0, so that we
have an expansion
ψ = ψ¯0 +
1
2
ψ¯2 (ε+d)
2 +
1
6
ψ¯3 (ε+d)
3 +
1
24
ψ¯4 (ε+d)
4 . . .
≡ ψ0 + ψ1 ε+ 1
2
ψ2 ε
2 +
1
6
ψ3 ε
3 + . . . (2.7)
where the coeﬃcients in the second line are deﬁned in terms of the expansion
coeﬃcients of the above line, where we absorb the relative deviation of bulk and
surface bond length, d, in the new deﬁnition of ψ. The elastic properties of the
ﬂake, i.e. the elastic constants (µ, λ), are now solely determined by the expansion
parameters Ψ2,3,4, ψ1,2,3.
For any ﬁnite size ﬂake Ni,e, optimization must also include the boundary (i.e.
surface) terms and therefore the optimal value of ε, εN , is non-vanishing in this
case; speciﬁcally,
εN = −ψ1
Ψ2
Ne
Ni
≈ −d ψ¯2
Ψ2
Ne
Ni
(2.8)
In order to calculate the feedback of this shift into the elastic parameters, we
expand FN(d) in the vicinity of its minimum, εN , to the fourth order in ε − εN .
At this point we recall that the isotropic strain corresponds to u(x) = εx. Now
comparing the result with Eq. (2.2) after expanding Eq. (2.8) close to its minimum
to leading order in Ne/Ni one gets,
µ+ λ =
1
4
(
Ψ2 +
Ne
Ni
ψ2
)
+
1
4
Ψ3εN +
ε
12
(
Ψ3 +
Ne
Ni
ψ3 +Ψ4εN
)
. (2.9)
The above expression relates the elastic constants with the phenomenological ex-
pression deﬁned in Eq. (2.1) in a ﬁnite size ﬂake in the presence of isotropic strain.
The ﬁrst term in the rhs-expression of µ + λ, Eq. (2.9), simply accounts for the
separate, additive contributions of bulk and surface (i.e. edge) free energies. The
edge contribution, that appears here, could formally be accounted for in a gener-
alized version of Eq. (2.2) where one adds a boundary term. Note, that as the
system size goes to inﬁnite Ni → ∞ the boundary vanishes; thus only the bulk
terms contribute in Eq. (2.9). Similarly, by allowing for a dependency of the Lame´
parameters on strain itself, one could also include additive an-harmonic eﬀects, sec-
ond bracket ﬁrst two terms. In either case, the phenomenological parameters are
universal in the sense, that they are the same for each ﬂake size and geometry.
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(A) (B)
FIGURE 2.2: (A) Schematic view of the applied isotropic strain (ε) in a graphene
flake. (B) Schematic view of the shear strain (εs) as applied in our DFT calcu-
lation. The dotted line represents the symmetry axis in the middle.
The interesting pieces are the terms in εN , which are mixing surface and bulk
parameters: Ψ3εN ∼ ψ1Ψ3/Ψ2. They encode the “cooperative” eﬀect between
boundary induced strain and bulk anharmonicities. It is due to them, that the
ﬂakes elastic parameters need to be adjusted in principle for every geometry sep-
arately.
2.1.2.2 Shear Strain
An analogous analysis as for the isotropic strain also applies to shear forces. The
expansion is even in the shear strain u = (0, εsx). The bulk energy per bond has
an expansion,
Ψ = Ψ0 +
1
2
Ψ˜2 ε
2
s +
1
24
Ψ˜4 ε
4
s + . . . (2.10)
Due to the mirror symmetry of the graphene ﬂake (see Fig. 2.2) along perpendic-
ular axis of the applied strain, only even terms in εs appears in the bulk energy
expansion. Similarly the surface energy is given by,
ψ = ψ0 +
1
2
ψ˜2 ε
2
s +
1
24
ψ˜4 ε
4
s + . . . . (2.11)
The new expansion parameters, Ψ˜i, ψ˜i, i = 2, 4, . . ., are, in general, dependent on
the ﬂake geometry. Again, by comparing to Eq. (2.2) we ﬁnd another elastic
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constant in terms of the phenomenological parameters as,
µ = Ψ˜2 + ψ˜2 +
1
12
ε2s
(
Ψ˜4 + ψ˜4
)
. (2.12)
Here, surface and bulk energies give strictly additive contributions in zeroth as
well as in higher order in εs, and a cooperative eﬀect does not emerge.
In the next section we present the calculation details for the elastic constants and
the corresponding method used here.
2.2 Model and Method
We describe our calculation method for the ground state properties of the ﬁnite
size ﬂakes. Density functional theory (DFT) is an eﬀective method to calculate
the ground state energy, work function and several other properties of interacting
many-body system. In the appendix (B) we give a small introduction in to the
basic formalism of DFT. Here, we only present the basic calculational steps for
elastic constants relevant to our study.
In Fig. 2.1 we display the geometry of the N ×N -graphene ﬂake that is employed
in our calculations. For such a ﬂake with N benzene rings at each side, the number
of internal bonds Ni = (N−1)(3N−1), and edge bonds Ne = 8(N−1). Electronic
structure calculations have been performed for a given atomic conﬁguration (C-C
distance, ﬂake geometry etc.) on the basis of the density functional theory as
implemented in the quantum chemistry package TURBOMOLE [106]. We are
comparing GGA functionals (BP86 [107, 108], PBE [109, 110]) with a hybrid
functional (B3LYP [111]) and use a minimal basis set (SVP [112]). Speciﬁcally,
we are working at zero temperature and approximate the ground state energy,
Eq. (2.1), by the DFT estimate for the total binding energy of the ﬂake:
Fel(N, d) := Eel(N, d)− Efree(N). (2.13)
with,
Efree(N) = NHEH +NCEC (2.14)
where EH/C denote the DFT energies of a free charge neutral hydrogen/carbon
atom and NH/C denotes the number of hydrogen/carbon atoms in the ﬂake.
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FIGURE 2.3: Bulk (Ψ), surface (edge, ψ) and corner (ψc) energy per carbon
bond in the graphene flakes, Fig. 2.1, calculated with density functional theory
(BP86-functional). Data based on the evaluation of three sets of flake sizes
ranging from {N}=3 . . . 9, and a 5 parameter fit to Eqs. (2.1,2.13) per d values.
(a0:= 0.529 A˚.)
2.3 Result: Phenomenological parameters of bulk
graphene
2.3.1 Isotropic strain
Bond energy representation: In this paragraph we present the result of our
DFT calculation for phenomenological parameters in terms of bond energy. An
alternative approach can be taken by considering the energy per atom, which we
present in the next section.
A sequence of DFT calculations has been performed for N=3 . . . 9 and diﬀerent
values of the C-C distance, d. For each distance, Fel(N, d) has been calculated. In
36 CHAPTER 2. ELASTIC PROPERTIES OF GRAPHENE FLAKES
DFT functional d0 [A˚] d
e
0 [A˚]
BP86 1.432±0.002 1.427±0.001
B3LYP 1.426±0.001 1.421±0.002
PBE 1.431±0.001 1.426±0.005
TABLE 2.1: Minimum C-C bond length as extracted from bulk energy and
surface energy correspondingly (see Fig. 2.3, upper and middle panel). The
distance in d0 and d
e
o leads to a nearly homogeneous pressure on the flake that
modifies elastic and electronic-structure properties. Data is shown for three
different functionals used in our DFT calculations.
DFT functional −Ψ0 [eV] 12Ψ2 [eV] −16Ψ3 [eV]
BP86 5.223±0.001 46.301±0.082 128±2
B3LYP 5.008±0.001 47.7±0.4 154±32
PBE 5.373±0.004 45.57±0.43 187±25
TABLE 2.2: Bulk energy coefficients as defined in Eq. (2.6). These coefficients
are extracted from fitting Eq. (2.6) to the data in Fig. 2.3, upper panel.
order to extract the expansion coeﬃcients of Eq. (2.1), Ψ(d), ψ(d), ψc(d), φe(d),
φi(d), we have performed ﬁve parameter ﬁts on sets of raw DFT data. These
ﬁts were applied to three data sets consisting of {N}=3, . . . 7, {N}=3 . . . 8 and
{N}=3 . . . 9. The results for the surface, bulk and corner energy have been dis-
played in Fig. 2.3. The scatter between the ﬁtting parameters belonging to diﬀer-
ent data sets is relatively small, which illustrates the stability of the ﬁt.
The lattice constant of bulk graphene is estimated from the minimum position
of Ψ(d) Fig. 2.3, upper panel as d0=2.706a0, where a0=0.529A˚denotes the Bohr
radius. Comparing this position to the minimum of the edge (surface) energy,
Fig. 2.3, center panel, de0=2.694a0, we ﬁnd d=0.44%. This indicates clearly the
compression of the C-C bond length near the edge. The shift of the minimum
position to lower values becomes even more pronounced near the corners, i.e. in
ψc(d), see Fig. 2.3, lower panel.
DFT functional −ψ0 [eV] ψ1 [eV] 12ψ2 [eV] −16ψ3 [eV]
BP86 7.515±0.006 0.285±0.015 44.93±0.43 113±19
B3LYP 7.187±0.006 0.261±0.015 45.6±2.2 −
PBE 7.63±0.01 0.308±0.011 47.5±1.1 −
TABLE 2.3: Edge (surface) coefficients as defined in Eq. (2.7). These coefficients
are extracted from fitting Eq. (2.7) to the data in Fig. 2.3, middle panel.
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FIGURE 2.4: Dependency of the amplitudes φi,e describing the corrections in
1/Ne,i to the binding energy ∆Fel(N). Data were obtained by the 5 parameters
fit, already underlying the traces shown in Fig. 2.3.
To obtain also the other phenomenological parameters, a second (polynomial) ﬁt
of the traces Ψ(d), ψ(d), Fig. 2.3, according to Eqs. (2.6,2.7) has been performed;
all ﬁtting parameters are summarized in Tab. 2.1,2.2 and 2.3.
When ﬁtting the raw data to get Ψ, ψ, ψc the terms in 1/Ni,e could not be ne-
glected for the system sizes, that we considered. The corresponding amplitudes
are displayed in Fig. 2.4. Unlike it was the case with the previous data, Fig. 2.3,
the amplitudes φi,e of the 1/Ni,e-corrections still exhibit a considerable variation
with increasing system size, which is due to even order terms that have been ne-
glected in the expansion Eq. (2.1). Interestingly, while the magnitude of φi,e(ε)
is still shifting the slope and perhaps also the sign of the two functions have con-
verged, already. Under this assumption we may conclude, that both amplitudes
ﬂow closer to zero values when ε increases. This behavior is compatible with the
simple expectation, that the main eﬀect incorporated in the 1/Ni,e-corrections is
the discreteness of the ﬂake’s electronic spectrum with level spacings ∆i,e for bulk
and surface modes. With increasing ε the bandwidth decreases and so do ∆i,e and
φi,e.
Atomic energy representation: In the next paragraph we have repeated the
analysis for a representation of the free energy as a sum of atomic contributions,
Eq. (2.15). The representation of free energy in terms of a sum of atomic con-
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FIGURE 2.5: Bulk (EbC), surface (edge, EeC) and corner (EcC) energy as extracted
from Eq. (2.16) using density functional theory (PBE-functional). Data based
on the evaluation of flake sizes ranging from {N}=4 . . . 8 per d values (a0:=
0.529 A˚.). (◦) denotes data from a 3 parameter fit to first three terms of
Eq. (2.16) ignoring the correction terms. (2) and (3) are the data with four and
five parameter fit of Eq. (2.16) including the correction terms. The scattering
between the data sets that include the finite size correction terms is relatively
small, which shows the stability of the fitting procedure.
tribution is particularly important to account for the ﬁnite size eﬀects in small
graphene ﬂakes. The results are equivalent, of course, but the detailed compari-
son of the results based on our phenomenological theory with earlier ﬁndings for
bulk systems, which we have relegated in the previous section, is simpliﬁed in
this way. In a nutshell, our extrapolation scheme recovers the known values for
the surface free energy (per A˚) and the edge stress with excellent accuracy, see
Tab. 2.4 and below Eq. (2.18).
In order to compare our basic results with previous authors here we perform a
consistency check by evaluating the bond energies. We have a binding energy
Ψ(d0)=− 5.22eV for bulk carbon bonds. It translates into an energy per bulk C-
atom (cohesive energy) 3Ψ(d0)/2≈−8.06eV which compares favorably well with an
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Energy PBE functional prev. calc.
Ebc [eV] -1035.33±0.01
Eec [eV] -1036.25±0.02
Ecc [eV] -1037.18±0.06
Eedge [eV/A˚] 0.114±0.001 0.106 [114, 115]
TABLE 2.4: Survey over the fitted total energy parameters and edge energy as
defined in Eqs. (2.16, 2.15). Data extracted at zero strain, where the bulk C-C
bond distance is minimum , d0 = 1.431A˚(see Tab. 2.1).
earlier estimate [113] -7.9eV. For the edge energy we use the earlier deﬁnition [114,
115],
Eedge =
1
L
(
Etot −NCEbC −
NH
2
EH2
)
(2.15)
where NC is the total number of carbon atoms and E
b
C denotes the energy of
a carbon atom in bulk graphene. EH2 = −31.496 eV is the energy of a hydro-
gen molecule and NH is the total number of hydrogen atoms that terminate the
graphene edge of total length L. In order to estimate EbC we parameterize the
total energy in full analogy with Eq. (2.1),
Etot = N
b
CE
b
C +N
e
CE
e
C +N
c
CE
c
C +NHEH +
φe
N eC
+
φb
NbC
(2.16)
with,
NC = N
b
C +N
e
C +N
c
C. (2.17)
where, NbC denotes the number of bulk carbon atoms (having only C-atoms as
nearest and next nearest neighbours) with an associated energy EbC, N
e
c denotes
the number of edge carbon atoms with energy EeC and N
c
C is the number of corner
carbon atoms with energy EcC (CH-groups with at least one more CH-group as
nearest neighbor; N cC = 10 in our case). φ
b,e are further expansion coeﬃcients.
NH = (N
e
C−4)/2+N cC is the total number of hydrogen atoms with energy per atom
EH = −13.568 eV in vacuum which is calculated separately. In order to estimate
the bulk carbon energy we have performed a three,four, and ﬁve parameter ﬁt on
the raw DFT data. The ﬁt is stable against the number of ﬁtting paramaters with
data set consisting of N = 4 . . . 8, as shown in Fig. 2.5. Our estimate of the bulk
energy EbC , edge energy E
e
C and corner energy E
c
C per carbon atom are listed in
Tab. 2.4.
Finally, using these estimates we calculate the edge energy per unit length and its
variation with homogenous, isotropic strain, ε, (Fig. 2.6). The result at zero strain,
0.114±0.001 eV/A˚, compares well with earlier works 0.106 eV/A˚ [114, 115]. Fur-
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FIGURE 2.6: Change in the edge energy (Eedge) as defined in Eq. (2.15) when
applying homogenous, isotropic strain (ε) in graphene flakes. Data sets are
calculated using PBE functional for system sizes {N}=4. . .8. d0=1.431A˚, see
e.g, Tab. 2.1. (▽) and (⊲) show the extrapolated value of Eedge at N
c
C/L → 0
limit per d value using five ({N} = 4 . . . 8) and four system sizes ({N} = 5 . . . 8),
respectively. Almost no scattering between these two data sets illustrates the
convergence of the fit.
thermore, we extract the edge stress, τe, following the conventional deﬁnition [114],
τe =
dEedge
dε
. (2.18)
Our value, τe=0.26 eV/A˚, is signiﬁcantly enhanced compared to the values re-
ported for uniaxial strain, τuae =− 0.01 eV/A˚ [114, 115], that have been obtained
in a ribbon geometry. The lower sensitivity on homogeous uniaxial strain is not a
surprise, since in that case a considerable part of the elastic energy cost for longitu-
dinal stretching can be released by the transverse contraction. With homogenous
isotropic strain the surface unit cell experiences stretching in all directions and
there is no partially compensating relaxation process. In order to understand the
relative smallness of the edge energy, Eedge, of the hydrogen terminated graphene
ﬂakes we rewrite Eq. (2.15) after substituting Etot from Eq. (2.16),
Eedge =
N eC
L
(EeC − EbC) +
N cC
L
(EcC − EbC) +
1
2
NH
L
EbH2 +
φe
LN eC
+
φb
LNbC
(2.19)
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FIGURE 2.7: Change in the energy when applying a shear strain in graphene
flakes. Upper panel shows the change in bulk energy per interior C-C bond;
lower panel exhibits change in surface (edge) energy per C-C bond. Data sets
are for system sizes {N}=3. . .7 and extracted from an expression analogous
for shear to Eqs. (2.1,2.13). The lines indicate the polynomial fit according to
Eqs. (2.10,2.11) with parameter given in Tab. 2.5.
with,
L =
√
3d
N eC + 4
2
+
8d√
3
(2.20)
where N eC denotes the total number of edge C-atoms of a graphene ﬂake and
EbH2=2EH − EH2 ≈ 4.36eV is the binding energy of a hydrogen atom. Now, con-
sidering the limit L→∞, Eq. (2.19) reduces to
lim
L→∞
Eedge =
EeC −EbC + EbH2/4√
3d/2
. (2.21)
Using the above mentioned estimate, EeC − EbC ≈ −0.92, we see that diﬀerence in
bulk and edge binding energy is largely compensated by the additional binding
energy averaged over two edge C-atoms contributed by the H2 molecule, E
b
H2
/4 ≈
1.09.
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Functional 1
2
Ψ˜2[eV] − 124Ψ˜4[eV] 12 ψ˜2[eV] 124 ψ˜4[eV]
BP86 8.4±0.4 871±50% 9±3.3 5237±60%
TABLE 2.5: Bulk and surface shear energy coefficients as extracted from fitting
Eq. (2.10) (Eq. (2.11)) to the data in Fig. 2.7 upper panel (lower panel).
2.3.2 Shear strain
A largely analogous method as was adopted for the isotropic strain, has also been
applied for the calculation of phenomenological parameters in the presence of
shear forces. In this case, the convergence of the DFT calculations turned out to
be considerably more diﬃcult, so that the investigated system sizes range from
{N}=3 . . . 7, only; also investigation of diﬀerent functionals turned out to be much
more diﬃcult than in other situation. From our ﬁtting procedure we could deter-
mine the response of the bulk and surface energy to the shear strain, εs, as shown
in Fig. 2.7. The parameters entering Eqs. (2.10,2.11) can be extracted and are
listed in Tab. 2.5.
2.3.3 Summary and Outlook
Let us summarize at this point what has been achieved so far with the above
study. Additionally, we will also provide an outlook for further study. Firstly,
the diﬀerent contributions to the ground state energy made by the ﬂake’s interior,
its edges and corners are carefully disentangled within the DFT framework using
diﬀerent functionals. As a consequence, an understanding of the impact of the
surface on the internal structure of the ﬂake has been achieved. These insights are
valuable for further investigations, such as charging energies and work-functions
of small ﬂakes.
At this point it is important to note that we only consider the leading order
correction in µ+λ in the parameter Ni/Ne (see Eq. 2.9). In principle the analysis
of higher order terms (∼ (Ni/Ne)2) in the Lame´ coeﬃcients could be done, where
one needs to be more careful about the contribution originating from the corners of
the ﬂake. A further study is required in this direction to understand the non-linear
eﬀects on the elastic properties of graphene.
Apart from higher order corrections, the correction terms in 1/Ne and 1/Ni has
not been investigated in its full glory. Particularly, this corrections terms have
signiﬁcant implications for ﬁnite sized samples. Within the available numerical
resources we were able to conﬁrm the sign of the amplitudes (φi, φe). Additionally,
our study also conﬁrms the ﬂow of the amplitudes close to zero with the system
size and increasing applied strain. It reﬂects the essential physics of these two
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FIGURE 2.8: Excess energy ∆E per unit cell generated by rescaling all bond
length, d, (homogeneous, isotropic strain). ∆E exhibits flow of the equilibrium
bond length with the linear flake size N . Main panel: ∆E over bond length
d employed in the simulation. d is measured relative to the bulk bond length.
The lines serve as a guide to the eyes. Inset: Extrapolating the equilibrium
bond length d(N) into the bulk limit: d0 = 2.707 ± 0.001.
terms, which is the discreteness of the electronic spectrum of a ﬁnite size ﬂake.
Although the convergence of the amplitude with respect to the system size has
not been achieved within our DFT study.
2.4 Result: Flake elastic properties
In the previous subsection, the focus was on the behavior of the energy on the
ﬂake size under isotropic and shear strain. In this section, we discuss and illustrate
what our previous ﬁndings imply for the elastic properties of a single ﬂake with
a ﬁxed size, N . Partly, we are considering the same set of data again, but now
plotting observables directly for N ﬁxed. Here we will explicitly calculate the
elastic constants for diﬀerent ﬁnite size ﬂakes. Moreover, we will also present a
ﬁnite size analysis of the Lame´ parameters and show that our ﬁnite size analysis
recover the correct value in the bulk limit of such a ﬂake.
44 CHAPTER 2. ELASTIC PROPERTIES OF GRAPHENE FLAKES
-0.02 0 0.02 0.04
(d-dN)/d0 = ε
130
140
150
160
170
180
190
200
210
 
∆E
 / 
N
2  
/ ε
2  
[eV
]
N = 3
N = 4
N = 5
N = 6
N = 7
N = 8
0.1 0.2 0.3
1/N
130
140
150
160
170
180
190
200
2102( µel+λel) = 143.613
FIGURE 2.9: Estimating the sum of the Lame´ parameters µel + λel and the
boundary correction (offset of traces) from ∆E displayed in the previous Fig. 2.8.
Left: Data for curvature exhibit a slope which indicates the linear dependency
of the Lame´ parameter λel on strain. (Linear terms in µel do not appear, see
Fig. 2.12.) Right: extrapolating the curvature at ε = 0 into the bulk limit.
2.4.1 Homogeneous isotropic strain
Fig. 2.8 shows, how the excess energy per unit cell grows under increasing strain for
diﬀerent ﬂake sizes N . It is readily seen from this plot, that there is a shift of the
equilibrium lattice constant d(N) to smaller values. In the light of the previous
section, this shift is the expected consequence of the surface induced strain εN .
The inset shows, the scaling with Ne/Ni.
In addition, we also extract the ﬂake elastic constant µ+λ from the parabolic
shape of the curves, Fig. 2.8. To this end, we replot the data in Fig. 2.9 left, so
as to highlight the curvature and its strain dependency. On the basis of Eq. (2.9)
we can conclude, that the oﬀset of the curves is a consequence of (a) the presence
of the surface and the extra energy required for its compression (term Ne/Ni in
Eq. (2.9)) and (b) the feedback of the surface strain εN into the bulk C-C distance.
Extrapolating the zero strain values into the limit, N→∞, we ﬁnd µel + λel ≈ 71
per benzene ring matching well our result Ψ2/4 ≈ 23.5 per (bulk) bond derived
in the previous section, Tab. 2.2, since each ring contributes 3 bonds. This check
is displayed in Fig. 2.9, right. The plot also reveals, that the deviation of elastic
parameters from their bulk values in small ﬂakes may not be very small. For our
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FIGURE 2.10: Estimate for Lame´ parameter µel determined from the excess
energy ∆Es per unit cell under pure shear strain with strength εs. (Procedure
similar to previous Fig. 2.9.) Left panel: dependency of curvature of ∆Es(εs)
on the linear flake size N . Due to mirror symmetries of the unit cell, linear
corrections do not appear for the shear parameter µel. Right: extrapolating the
curvature into the bulk limit.
smallest ﬂakes, N=3 it reaches almost 30%.
Additional information can be extracted from Fig. 2.9 left, about anharmonicities
which manifest themselves in the slope of the curves displayed. This pre-factor of
the an-harmonic term (linear in ε) in Eq. (2.9) admits the following interpretation.
The slope changes with increasing N since the contributions of the surface (ψ3-
term) and the surface induced bulk compression (Ψ4εN -term) diminish. A non-
vanishing value of Ψ3/12 for the slope will remain however even in the bulk limit.
2.4.2 Shear strain
Following the same strategy as we did before with Fig. 2.9, we plot in Fig. 2.10 the
excess energy ∆Es induced by pure shear strain, u(x) = εs(0, x). Again, the plot
emphasizes the curvature in this quantity, µ, and how it evolves with the ﬂake size.
Since ∆Es is even in the shear strain, only positive values of εs are given. Also,
for the same reason an-harmonic terms exist only in the quartic order, so that the
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d0[A˚] µel + λel[eV] µel[eV] ν Y[N/m]
BP86 1.432±0.001 70.715±0.011 50.95±0.01 0.162 356.23
B3LYP 1.427±0.001 71.21±0.12 - - -
PBE 1.431±0.002 69.027±0.012 - - -
Prev. calc. 1.42 [116, 117] 66.571 [117] 49.45 [117] 346 [117]
1.41 [29] 0.173 [20] 307 [95]
1.45 [118] 0.16 [118] 336 [118]
0.31 [89] 312 [89]
0.149 [119] 345 [119]
0.179 [120] 341 [120]
Expt.
(Graphene)
- - - - 342[[93]]
Expt.
(Graphite)
1.421 [121] - - 0.165 [122] 371 [123]
1.422 [123]
TABLE 2.6: Comparison of C-C-bond distance in bulk graphene, elastic con-
stants , Poisson ratio (ν = λ/(2µ+ λ)) and Young’s modulus (Y= 2(µ+ λ)(1−
ν)/Aring) as extracted from Fig. (2.8,2.9,2.10) respectively by extrapolating the
values in bulk limit (N → ∞) with previous works. Data is shown for three
different functionals we used in DFT calculation. The area of a benzene ring is
estimated as Aring = 3
√
3d20/2. For the comparison with graphite we assuming
graphene thickness of 0.335 nm.
displayed data traces have zero slope. Similar to the previous case of isotropic
strain, we also witness here a very strong dependency of the elastic constant on
the ﬂake size. In fact, for shear strain it reaches almost 70% for the small system
sizes that we are considering.
2.4.3 Buckling induced strain
We present results from an additional DFT study, where we investigate the trans-
verse stiﬀness of the graphene ﬂake that gives rise to the elastic parameter κ. To
this end we employ the following strategy. Each ﬂake has a center pair or center
ring of carbon atoms, see Figs. (2.1,2.11). To create a transverse probing ﬁeld h(r),
we lift the center atoms by the distance h0 over the reference plane. After this, the
atomic structure of the ﬂake is relaxed under the constraint, that the set of edge
atoms (H-atoms and edge C-atoms) can move only within the reference plane; edge
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(A) (B)
FIGURE 2.11: Buckling flakes of N=5, 6 with different central configurations
of carbon atoms. The atomic configuration of C atoms is relaxed under the
constraint that the center atoms remain at a given height h0 above the ground
plane, while edge atoms (H and C) remain sitting within this plane (h = 0).
atoms cannot shift in h-direction2. In this way, a ﬂake is equipped with a single
ripple while at the same time the associated strain ﬁeld u(x) remains negligibly
small. In order to estimate the integrated curvature we numerically compute the
bi-variate function which interpolates the scattered data values(h(r)-ﬁeld) at any
predeﬁned smooth mesh. We then use this interpolated function to perform the
second order numerical derivative at any arbitrary precision.
Fig. 2.12 displays how the excess energy ∆Eh associated with the ripple grows
with the increased integrated curvature,
Iκ =
1
2
∫
d2r (∆h(r))2 (2.22)
The increase is linear, as expected from Eq. (2.2) with a slope that is only weakly
dependent on the ﬂake size, see inset Fig. 2.12, this implies that nonlinearities
remain small as long as the ratio of the ripples amplitude and wave length , h0/L,
does not exceed ∼ 5%. The bending rigidity thus found is κel = 1.24 eV which is
well consistent with the value 1.1eV obtained by Fasolino, Los and Katsnelson[124].
Notice, that there is a signiﬁcant scattering of almost 20% in earlier theoretical
2The motion of edge atoms in the plane is further restricted in the sense that only conformations
have been considered, which can be obtained by a homogenous rescaling of all C-C edge bond
lengths.
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FIGURE 2.12: Estimating the Lame´ parameter κ determined from the excess
energy ∆E of a bulging flake with maximum height at h0 over the unperturbed
(flat) plane (see Fig. 2.11). Main panel: Change of energy ∆E with the inte-
grated curvature Iκ =
∫
d2r (∆h(r))2 for different flake sizes N . Inset: The
ratio κ = ∆E/Iκ depend on N due to the effect of edge compression.
estimates for κ and derived quantities, see Tab. 2 in Ref. [125]. Discrepancies
appear because diﬀerent theoretical techniques are being employed, e.g. empir-
ical potentials [94] and density functional theory, but also because of modeling
artefacts. For example, extracting κ from the elastic energy of carbon nano-tubes
(radius R) requires a very careful extrapolation in 1/R. If sub-leading terms are
ignored, there is a pronounced tendency for overestimation, e.g. κ = 1.46 eV in
Ref. [119]. These authors used nano-tubes with smaller tube radius, hence bigger
curvature, where nonlinear eﬀects become important. We can check the bending
rigidity using the same curvature in Fig. 2.12 (inset) as reported in Ref. [119] and
ﬁnd a reasonable agreement with their value.
2.4.4 Summary and Outlook
In this part we performed an analysis of the elastic properties of small graphene
ﬂakes in the DFT framework using diﬀerent functionals. We show how to extrap-
olate our results into the macroscopic limit and obtain – where reliable values are
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available – good agreement with earlier calculations. Importantly, due to method-
ological issues, physical quantities calculated based on these methods (DFT) do
not always agree with each other. It has been shown that for small two-atomic
molecules the error in binding energy for GGA functional reduces by a factor of
5 when comparing to LDA. Thus a careful comparison of results obtained with
diﬀerent functionals, in particular with the hybrid B3LYP, which was until very
recently not available in standard band structure codes, is needed. Moreover, we
show that for small ﬂakes the value of elastic constants diﬀer considerably from
its bulk value, almost 30% for N=3.
What has not been investigated systematically in this work is again the higher
order eﬀects in elastic constants (µ+λ). For instance, in the presence of isotropic
strain the higher order terms manifest itself in the slope of the curves displayed in
left panel of Fig. 2.9. For shear strain these non-linear eﬀects are not present in
the ﬁrst order of strain because of symmetry, but for large values of strain these
eﬀects become extremely important in determining the elastic properties of small
ﬂakes.
Further nonlinearities has been observed for the buckling induced strain, i.e. in
bending rigidity. Inset of Fig. 2.12 shows the evidence of such nonlinear eﬀect
when the ratio h0/L exceed ∼5%. A more detailed study is required along these
lines in order to understand such non-linear behavior of elasticity in graphene.
Work-function: An extensive progress has been achieved for the fabrication and
characterization of graphene in the last few years. Due to its high conductivity
and low optical absorption, graphene is also an attractive candidate for transpar-
ent conductive electrodes in the ﬁeld of nano-electronics. However, for eﬀective
carrier (electrons or holes) injection by aligning the bands at the Fermi energy
between electrodes and semiconducting material, the electrodes need to have a
highly tunable work-function. Recently, there have been some proposals about
tuning the work-function of graphene by applying electric ﬁeld or by chemical
doping [126, 127]. However, these methods suﬀer from high ﬂexibility. For in-
stance, by chemical doping with AuCl3 the work-function of a graphene electrode
can be tuned only up to ∼ 0.5eV. Although, by applying electric ﬁeld the ﬂexibility
restores but it aﬀects the conductivity of the graphene sample considerably and
also the fabrication process becomes less favorable to device application. Strain,
however, often appears in sample preparation techniques can be used to modulate
the work-function. Our initial analysis suggests that without external strain the
deviation of the work-function from large ﬂake of size N=6 to small ﬂake, N=3,
is as large as ∼ 0.4eV.
Fig. 2.13 shows the dependence of work-function (εHOMO, HOMO: Highest Occu-
pied Molecular Orbital) with strain for diﬀerent system sizes. It is readily seen
that with increasing system sizes the work-function increases and at larger sys-
tem sizes it saturates to a constant value near zero strain. The dependency with
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FIGURE 2.13: Main panel: Dependence of the work-function on isotropic strain
for different system sizes, N . Data exhibit a slope, which indicates the linear de-
pendency of work-function on isotropic strain, ε. Inset: Shows the dependency
of the slope with the length of the boundary, L, of the flakes. It shows that the
slopes, which measure the sensitivity of the work-function with strain, change
significantly from their bulk values in small flakes.
applied strain is also clearly visible from the plot. It indicates a change in the
work-function by ∼ 7% by applying a strain of ∼ 1%.
In the inset we observe a strong dependency of the slope, ∆EHOMO/ε, of the work-
function on the length of the boundary of the ﬂakes, L, which has been deﬁned in
Eq. (2.21). A more thorough study along this line is required to understand this
huge sensitivity of work-function with system sizes. Furthermore, it suggests that
edges have an important role in determining the work-function of small graphene
ﬂakes. A systematic analysis of diﬀerent edge structures and edge terminations is
needed to determine the nature of work-function in small graphene ﬂakes.
2.5 Zero point motion
In this section we extend our analysis of ﬂake elastic properties and take also the
zero point motion of the atom cores into account, that constitute the hexagonal
lattice. The zero point motion that we consider here is the energy associated with
the quantum oscillator motion of the atom cores in its ground state. Now, the
energy acquires a second term for every conﬁgurations of ﬂake size, N , and bond
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distance, d,
F (N, d) = Fel(N, d) + Fvib(N, d) (2.23)
with
Fvib =
1
2
∑
p
~ωp(N, d) (2.24)
where p labels all the ﬂake’s vibrational modes. The vibrational excess energy
associated with stretching the ﬂake is given by,
∆Fvib =
~
2
∑
p
ωp(N, d)− ωp(N, d(N)) (2.25)
where ω(N, d(N)) denotes the vibration energies in the absence of strain and d(N)
the equilibrium bond length, see inset Fig. 2.8. Also ∆Fvib can be expanded in
terms of the slow elastic modes,
∆Fvib[h,u] =
1
2
∫
A
d2r γh (∆h(r))
2 −
∫
A
d2r
∑
ij
γiju uij(r), (2.26)
with expansion parameters γh, γu that represent averages of Gru¨neisen parameters
over all vibrational modes. Speciﬁcally, we have in isotropic media
γh = ~
∑
p
ωpΓ
h
p , γ
ii
u = ~
∑
p
ωpΓ
ii
p (2.27)
where Γhp = ∂ lnωp/∂h
ii and and Γiip = ∂ lnωp/∂ε
ii. In a two-dimensional sam-
ple3 with a mirror symmetry one expects γxyu = γ
yx
u = 0; the change in phonon
frequencies should be even in the shear strain, εs. Combining Eq. (2.26) with an
expansion of ∆Fel in full analogy with Eq. (2.2) and after completing the square,
we ﬁnd,
∆Fel+vib(N, d) =
κel + γh
2
∫
A
d2r(∇2h)2 + µel + λel
2
∫
A
d2r
(
uii − γ
ii
u
µel + λel
)2
+
µel
2
∫
A
d2r (uxx − uyy)2 + u2xy. (2.28)
For clarity, we have indicated in this expression the bare electronic coeﬃcients (i.e.
with frozen atomic cores) by κel, µel, λel. Likewise, the displacement ﬁeld u(x) is
deﬁned with respect to the optimum ﬂake geometry ignoring vibrational terms.
In this way we can observe two facts. (i) Vibrations modify the bare transverse
stiﬀness κel in Eq. (2.28), κ = κel + γh. (ii) Vibrations also aﬀect interatomic
distances. The eﬀect can be understood as an eﬀective strain, which stretches
the bare C-C distances: γiiu /(µel + λel). (iii) The change in the C-C bond lengths
3Recall that due to the presence of edge the symmetry group of our sample is lower (D2h) than
the one of the unperturbed hexagonal unit cell (D6h).
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FIGURE 2.14: Left: Dependency of ∆Fvib on isotropic strain for system size
N=6. The slope defines γu as in Eq. (2.26). Right: Dependency of ∆Fvib on
integrated curvature, Iκ=
∫
d2r (∆h(r))2, as in Fig. 2.12.
eventually feeds back into all elastic coeﬃcients. Therefore, in a more complete
treatment of higher order terms also modiﬁcations in µel, λel would occur.
2.5.1 DFT calculations of Gru¨neisen parameters
In order to estimate the Gru¨neisen parameters, γh, γu, we should calculate the
vibrational spectrum of ﬂakes with and without applied strain. To this end we
adopt the following procedure. For every ﬂake size, N , we ﬁnd the atomic geome-
try with the optimal electronic energy, see e.g. Fig. 2.1. This constitutes the set
of freely relaxed “parent states”. The relaxation ensures the Hessian, that charac-
terizes interatomic forces, to become a positive deﬁnite matrix. 4 In the present
study we focus on the impact of phonons on the bulk elastic constants. There we
may eliminate contributions of surface vibrations by assigning an inﬁnite mass to
the surface H and C atoms. Other than this, the calculation of vibrational modes
and frequencies for the relaxed ﬂake is a standard procedure[128, 129]. Thereafter,
each parent state thus obtained is used in order to create two new families. The
ﬁrst family is constructed to obtain γu. It derives by changing the bond length of
edge C-C-pairs by a factor of 1 + ε keeping all atoms still inside the base plane
(h=0). For each value ε the internal C-atoms are relaxed and the vibrational
spectrum together with the average strain ﬁeld, Iu(ε) =
∫
dr(uxx+uyy), are recal-
culated. In this process it is important to have edge atoms at inﬁnite mass. This
ensures that the ﬂake energy is in a (constrained) minimum so that all frequencies
4This relaxation process is the limiting computational step. For a flake with N = 6 it took
several days on a single Opteron processor. For N=6 a single iteration takes about 1 day
and for full convergence one needs typically 30-50 days depending on the flake size.
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(A) (B)
FIGURE 2.15: Schematic diagram of vibrating modes that give rise to D(left)
and G(right) peaks in Raman spectra of graphene.
are real.
In order to determine γh a second family has been constructed. It consists of the
buckled ﬂakes, Fig. 2.11, that we have studied in the previous section in order to
extract κel. Again, after assigning inﬁnite mass to the edge atoms for each family
member, the vibrational spectrum and the consecutive modiﬁcation of the zero
point energy can be calculated.
2.5.2 Results and Discussion
In Figs. 2.14 the change in the zero point energy, ∆Fvib, is plotted over the inte-
grated strain ﬁelds. The Gru¨neisen parameters are given by the slope near zero
strain; their numerical values are listed in Tab. 2.7. For a discussion of our results
we ﬁrst recall, that the vibrational spectral density of states of the carbon sheet
has a strong peak in the optical frequency regime, c.f. Fig. 2.16, near 1600 cm−1. It
is the “G-peak”, that corresponds to an in-plane mode, where neighboring atoms
vibrate in opposite direction as depicted in Fig. 2.15 (right). This mode gives the
BP86, N=6 Prev. calc. Expt.
γu [eV/A˚
2] -0.055 - -
γh [eV] -0.32 - -
γu/(µel + λel) -0.004 - -
γD 2.6 2.7 [116]
γG 2.2 2.0 [130] 1.99 [97, 101]
TABLE 2.7: Survey over the fitted Gru¨neisen parameters extracted from the
data Fig. 2.14 and Fig. 2.16 respectively. For the definitions of γu,h see Eq.
(2.27).
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FIGURE 2.16: Left panel: Phonon density of states for the flake of size N=6.
Data sets are shown for different C-C bond distances. Upper right panel shows
the flow of D-peak with in-plane strain. Lower right panel shows the variation
of Raman G-peak with strain, where ω0 is the Raman band frequency(≈ 2680
cm−1)[100]. The corresponding vibration modes are shown in Fig. 2.15.
dominating contribution to the total zero point energy. Another signiﬁcant contri-
bution comes from the frequency range 500− 1000 cm−1, where one observes the
mixing of out-of-plane modes with in-plane modes. A third important mode is the
“D-peak” near 1350 cm−1, that reﬂects the breathing mode as shown in Fig. 2.15
(left). This mode is particularly interesting when studying ﬁnite size(edge) eﬀects
in graphene ﬂakes. The reason is that, in bulk graphene the coupling of the D-peak
to the electromagnetic ﬁelds is suppressed, since the D6h-symmetry of the hexag-
onal unit cell remains intact and inhibits the formation of the dipole moment. By
contrast, in ﬂake with an overall symmetry that is lower than D6h, the D-peak is
observable with a strength proportional to the inverse ﬂake size.
Therefore, we can understand the sign of γh as a consequence of a softening of
these modes in the sample regions with non-zero curvature (∆h(r))2. Similarly,
γu is negative, indicating the increase of the atomic oscillator frequency that oc-
curs when the interatomic distance is diminished. While the sign of γh,u was not
unexpected, it is noteworthy that the vibrational contributions to the phenomeno-
logical material parameters are actually not so small. The bare electronic bending
rigidity, κel is reduced by as much as 26% down to κ=κel + γh=0.88eV. Similarly,
when expressing the eﬀect of vibrations on the atomic lattice as an eﬀective strain
pushing the atoms to larger distances, then this strain reaches values up to 0.4%.
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Here, we also calculate the Gru¨neisen parameters associated with individual modes
(see Fig. 2.15). The right panel in Fig. 2.16 shows the ﬂow of the Raman frequen-
cies (upper half D, lower G) with the applied strain. The frequency decreases lin-
early (as described in Eq. (2.26)) with decreasing compression due to anharmonic-
ity of the interatomic potential. The slope essentially estimates the Gru¨neisen
parameters, γG and γD for the vibrations shown in Fig. 2.15. Our results for γG,
γD are consistent with the earlier experiments and ﬁrst principal calculations (see
Tab. 2.7) available in literature[97, 101, 116, 130].
2.5.3 Summary and Outlook
In the last part of this work we studied the eﬀect of zero-point motion on the
elastic constants. We see that the eﬀect of phonon manifests itself in two distinct
way, a) it renormalizes the C-C bond distance by changing the eﬀective strain
in the system, and b) it renormalizes the bending rigidity, κ, signiﬁcantly about
26%. Furthermore, we show in which way the phonon spectrum of small ﬂakes
diﬀers from the bulk limit. Speciﬁcally, due to the edge induced compression of
the ﬂake’s interior, the Raman-G-peak undergoes a blue shift that is indicative of
the ﬂake size (and in principle also its chemical edge termination).
Again the eﬀect of higher order phonon contributions has been left out in this
work. For instance, the G′-peak, which is the second order peak of zone boundary
phonons (represented by the D-peak in the Raman spectra) and lies at around
2700 cm−1 has not been investigated. Moreover, experiment suggests that at
larger values of uniaxial strain (∼ 0.8%) the G-peak splits in two separate peaks,
G+, G− [97]. Further study is required to identify, for instance, the corresponding
Gru¨neisen parameters and the eﬀect on the elastic properties.
Another interesting aspect is the eﬀect of “ﬂexural” phonons (out-of-plane modes)
on elastic properties of graphene. It is particularly interesting in the context of
transport experiments, where it has been shown that the ﬂexural phonons dom-
inate the phonon contribution to the resistivity, ρ ∼ T 5/2lnT , below a crossover
temperature, Tx [131]. It has been argued that the mixing of bending and stretch-
ing modes in such a scenario give rise to the logarithmic factor in the resistivity.
In a similar spirit, the eﬀect of such mixing at ﬁnite temperature in the elastic
properties of graphene could be an interesting to study. Moreover, as observed in
our study that the eﬀect of edges can be highly relevant when considering elastic
properties of ﬂakes. Thus at ﬁnite temperature how the mixing of diﬀerent phonon
modes is aﬀected in the presence of edges is certainly a new direction for further
studies.
Finally, the ﬁnite size analysis of phonon spectra was not performed in our anal-
ysis due to excessive computational cost. As mentioned earlier that the phonon
calculations are not only time consuming, it is also particularly diﬃcult to achieve
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convergence in larger ﬂake size within standard DFT framework as it has a O(N4)
scaling with system size, N . A diﬀerent approach is required to address this issue
in more detail.
3 CHAPTER 3Graphene: Zero Modes andTransport
As discussed in the introduction, disorder in graphene plays a fundamental role
in determining its transport properties. A ‘vacancy’, which may be realized by
removing a carbon atom from a regular graphene lattice, belongs to a special class
of disorder that introduces zero modes in the low energy spectrum of graphene.
Other natural ways of realizing a vacancy approximately adding a strong on-site
potential to a single carbon atom or by adding hydrogen (or molecules) ad-atoms
that change the hybridization of carbon from sp2 to sp3. A vacancy or resonant
scatterer has many diﬀerent consequences; for instance, it has been shown that in
the presence of a perpendicular magnetic ﬁeld it introduces extra states between
two consecutive Landau levels [132]. Another aspect of vacancies that has been
studied quite extensively is vacancy induced magnetism [133]. By combining a
mean-ﬁeld approach with a ﬁrst-principles calculation it has been shown that
the total magnetic moment of a graphene lattice in the presence of vacancies is
essentially given by the diﬀerence of atoms in the two sub-lattices [134, 135].
Moreover, from the perspective of transport, the absence of localization in
graphene (see Chapter 1) is believed to be due to either long range disorder or for
disorder that preserves the chiral symmetry of graphene. One possible candidate
for such disorder are vacancies, such that they preserve the chiral nature of the
Dirac fermions. In this chapter we explore possible consequences of vacancies on
the transport characteristics of graphene.
The chapter is organized as follows. In the ﬁrst part we discuss in detail the
eﬀect of a vacancy on the low energy spectrum of graphene and the corresponding
eﬀects on its density of states (DoS). In this part we develop a numerical method
based on the time evolution of the time-dependent Schro¨dinger equation, which is
particularly suited to calculate the DoS of large systems. This part of the work is in
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collaboration with a diploma student in our group, Victor Ha¨fner [136]. Together
with Victor we develop the code and analyze the data for the DoS. Because of this
we present a part of our joint work in this thesis.
In the next part we collaborate with P. Ostrovsky [137], where he provides us the
analytical model and a general theory of transport in graphene in the presence of
a resonant scatterer. In this work we support his analytical model with numer-
ical simulations, where he also provides an eﬃcient numerical tool to calculate
conductivity at large concentration of vacancies. Our numerical simulation yields
the dependence of the conductivity for several vacancy concentrations in diﬀerent
sub-lattices at the charge neutrality point of graphene.
3.1 Electronic properties of vacancies
Chiral nature of Dirac fermions: As mentioned in section 1.1 the dispersion of
graphene follows a linear energy-momentum relation, which is obtained formally
by solving the two-dimensional massless Dirac equation. It is now easy to show
that the low-energy eﬀective Hamiltonian near the K point in the AB space (sub-
lattice space) has the following block structure,
HK = ~υF σ · p = −i~vF
(
0 ∂x − i∂y
∂x + i∂y 0
)
≡
(
0 t
t† 0
)
(3.1)
where, t = px− ipy, and σ = {σx, σy} acts on the AB space of the graphene lattice.
vF is the Fermi velocity. In order to distinguish from the real electron spin, the
components of the Pauli matrices, σi, refer to the “pseudo-spin”. The pseudo-spin
wavefunction of the corresponding Hamiltonian, Eq. (3.1), in the momentum space
around the K point is,
ψ±,K(k) =
1√
2
(
e−iθk/2
±eiθk/2
)
(3.2)
where the ± signs corresponds to two eigen energies of two diﬀerent bands (π and
π∗), E = ±vFk (see Chapter 1), and θk = arctan(kx/ky) is the angle in momentum
space. The wavefunction corresponding to the otherK ′ point is related by the time
reversal symmetry, k → −k. This two-dimensional natures of the wave-function
corresponds to the pseudo-spin symmetry intrinsic to graphene.
The pseudo-spin, σ, has two eigenvalues corresponding to the operator, hˆ = σ·p/p.
This is because the states, ψK, are also eigenstates of the operator hˆ [3]:
hˆψK(r) = ±1
2
ψK(r) (3.3)
and a similar equation for ψK′(r). Positive chirality (i.e. eigenvalue of σ in the
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direction of the momentum p, ‘⇑’) signiﬁes a particle state; similarly the negative
chirality (antiparallel orientation, ‘⇓’ ) denotes a hole state in graphene. This
particular property implies that the states near the Dirac point have a well de-
ﬁned chirality or helicity, which essentially reﬂects the sub-lattice structure of the
graphene lattice. Chirality in graphene is a conserved quantity (good quantum
number close to the Dirac points) in the asymptotic limit as the Hamiltonian
commutes with the Pauli matrices. Furthermore, the chiral nature of the Dirac
quasi-particles also appears in the energy dispersion of graphene, where two lin-
early independent energy branches touch each other at the Dirac point. Note that
due to the presence of a next nearest neighbor hopping (t′) or at larger energies
the chirality no longer remains a good quantum number. Consequently, it breaks
the particle-hole symmetry of the energy dispersion.
Another way of looking at the chirality is by considering the block representation
of the Hamiltonian, Eq. (3.1). The eigenvalues of this Hamiltonian is given by the
Schro¨dinger equation as,(
0 t
t† 0
)(
φA
φB
)
= E
(
φA
φB
)
(3.4)
Rewriting the eigenvalue equation one gets,
t φB = EφA
t† φA = EφB
}
⇒ tt†φA = E2φA (3.5)
and therefore, the block structure of the Hamiltonian suggests a set of eigenvalues
with energies E and −E. Thus chirality of the Dirac particles guarantees that the
eigen-energies always come in pairs, i.e. particle-hole symmetry.
Single vacancy: A vacancy is a special kind of disorder that brings important
consequences in the low energy physics of graphene. For instance, a single vacancy
introduces a zero energy state in the electronic spectrum of graphene exactly at the
boundary of the conduction and valence band. The emergence of the zero energy
state can be understood by considering an atom in the regular tight-binding lattice,
where hopping from the neighboring carbon atoms is forbidden (see Fig. 3.1). In
such a situation the isolated carbon has a Hilbert space dimension of one with a
predeﬁned on-site energy (see Eq. (3.1)). With the unattached site (or vacancy)
the new physical dimension of the Hilbert space is: dimR(H ) = N − 1, where
N = NA + NB with NA (NB) being the number of carbon atoms in A (B) sub-
lattice. Let us start with a symmetric situation where number of carbon atoms are
equal in both the sub-lattices, NA = NB. Upon removal of one atom from one of
the sub-lattices one creates an imbalance between the sub-lattices; consequently it
reduces the dimension of the old Hilbert space by one leaving the energy spectrum
asymmetric. In such a scenario the particle-hole symmetry (chirality) of the energy
spectrum guarantees an extra state (NA − NB = 1) that sits exactly at the zero
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FIGURE 3.1: Pictorial representation
of a vacancy in a regular graphene lat-
tice. Green circle ( ) represents an iso-
lated carbon atom, which signifies the
presence of a vacancy in graphene lat-
tice. The blue line (—) denotes no hop-
ping from neighboring carbon atoms to
the isolated one.
energy.
Finite concentration of vacancies: For a ﬁnite concentration of vacancies the
above situation changes depending on the distribution of vacancies between two
sub-lattices. For example, when vacancies are distributed only in one of the sub-
lattices the number of zero modes is exactly given by the number of vacancies. This
can be understood from the intuitive argument that we have presented earlier for
a single vacancy. For instance, let us consider a situation where we start with n
number of atoms in both the sub-lattices, and after removal of atoms from one of
the sub-lattice (B) we arrive with a situation when A sub-lattice contain n atoms
and the sub-lattice B contains only m (< n) atoms. In this situation the block
structure (Eq. (3.1)) of the Hamiltonian has the following form,
HK =


t0
t† 0



n}
m
(3.6)
where n > m. Using the above eigenvalue equation, Eq. (3.4), one gets two
diﬀerent equations with same set of eigen energies, E2, as,
t†tφB = E
2φA ⇒ dim(n× n)
tt†φA = E
2φB ⇒ dim(m×m) (3.7)
Now in order to construct a solution out of these above equations the minimum
number of zero eigenvalues has to be n −m. In this way we can only prove the
number of “minimum” zero eigenvalues originating from the imbalance between
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the sub-lattices. A more formal proof can be given using the “index” theorem.
Similarly a diﬀerent situation arises, when vacancies are distributed randomly
(far from each other such that they do not hybridize) over the two sub-lattices,
the number of zero modes is given by the sub-lattice imbalance, i.e. NA − NB
in the limit of an inﬁnite system size, N → ∞ (thermodynamic limit). In this
situation the exact number of zero modes is conﬁrmed by the symmetric nature of
the energy spectrum (or chiral nature of the Dirac fermions) as discussed earlier.
This intuitive picture of the origin of zero modes in graphene has been veriﬁed
thoroughly by a theorem in linear algebra (‘index theorem’) by Castro Neto et.
al. [138]. Furthermore, it has been shown that the exact analytical wavefunction
associated with a zero mode has the following form [57],
Ψ(x, y) ∝ e
iK′·r
x+ iy
+
eiK·r
x− iy (3.8)
The wavefunction decays as ∼ 1
r
with the distance to the vacancy and thus is
quasi-localized. Moreover, it has been shown that the wavefunctions are linearly
independent and are localized only on the majority sub-lattice.
The above theorem as well as our intuitive argument based on the chiral nature of
graphene quasi-particles excludes the existence of zero modes when vacancies are
distributed equally in both the sub-lattices. However, our numerical simulation
in a ﬁnite size graphene sample suggests that the zero modes survive even in the
limit of small concentration of vacancies. The origin of zero modes in this scenario
needs further clariﬁcation.
3.2 Density of States
The density of states (DoS) of a system determines the number of states available
within a given energy window, E, E+dE. It is an important concept in condensed
matter physics; for instance, the DoS plays a signiﬁcant role in analyzing critical
properties of systems in diﬀerent spatial dimensions.
For example, a two-dimensional disordered superconductor with broken time-
reversal and spin-rotation invariance, e.g. px+ ipy pairing, which exhibits plateaus
of the thermal quantum Hall coeﬃcients, is a possible representation of the class
D (see Tab. A.1). The Cho-Fisher model 1, being a generic model for the thermal
1This is a generic model of symmetry class D. In order to obtain the model one starts with
the ordered Chalker-Coddington Network model. From this model the Cho-Fisher model
is obtained by allowing independent fluctuations of the node parameters, θi, with some
distribution function P(θ). In this particular situation the distribution function is given by
P(θ) = (1− p)δ(θ − θ0) + p
2
δ(θ + θ0) +
p
2
δ(θ + θ0 − π)
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FIGURE 3.2: Phase diagram of
the Cho-Fisher model depicting
three phases as calculated nu-
merically using transfer-matrix
technique in Ref. [139]. p de-
notes the concentration of vortex
disorder and sin2 θ measures the
inter plaquette tunneling proba-
bility. Figure is adapted from
Ref. [139].
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quantum Hall eﬀect established by Chalker et al. [139], indeed exhibits all the
three phases as shown in Fig. 3.2. It has been shown by numerical simulation of
the Cho-Fisher model that the DoS has a logarithmic divergence as E → 0 for suf-
ﬁciently large concentration of defects, p. This is the metallic phase as denoted in
the phase diagram, Fig. 3.2. For small concentration of defects the DoS becomes
ﬁnite at E = 0 indicating a phase transition into the localized regime [140]. In
between these phases, the DoS vanishes as E → 0 and agrees with the behavior
̺(E) ∼ |E|ln(1/|E|), which is derived from the theory of Dirac fermions with
random mass disorder. As seen that by analyzing the DoS it is indeed possible
to describe diﬀerent phases arising from diﬀerent considerations; as seen in class
D that the localized phases and the transition between them can be mapped out
using the knowledge of DoS [66].
In the next subsections we show how in the presence of disorder the DoS of
graphene modiﬁes with respect to the clean DoS. In the ﬁrst part we describe
the method for our numerical simulation used to determine the DoS. Next we
discuss the results along with an outlook of the work.
3.2.1 Method
We consider a nearest neighbor tight binding model to represent the de-localized
π electrons of a graphene lattice,
H = −t
∑
〈i,j〉
(
c†icj + c
†
jci
)
where p is the disorder concentration. This amounts to flipping signs in sin θ (or cos θ)
associated with each node [66].
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where, ci (c
†
j) represents the annihilation (creation) operator on site i of the lattice.
In order to calculate the DoS we could diagonalize the Hamiltonian to acquire all
the eigenvalues and the corresponding eigenvectors. However, the drawback of this
method is that it is very much limited with the system size. For instance, to see
the true bulk like behavior of the DoS, particularly in the presence of disorder, one
needs to have an access to much larger system sizes than what full diagonalization
can achieve, which is of the order of 104 sites only. In order to approach larger
system sizes (at least 100 times larger, see Fig. 3.3) we employ a method based on
time evolution of time-dependent Schro¨dinger equation (see Ref. [141] for detail) in
collaboration with Ha¨fner et. al. [136]. This is a very powerful numerical method
which allows to propagate wave packets for long times. By observing these wave-
packets one can calculate the electronic density of states and also the conductivity
of the graphene sheet with greater accuracy and for bigger system sizes.
The main idea behind this method is to take a random superposition of eigen
states, |φ(0)〉 as an initial state,
|φ(0)〉 =
∑
i
ai|i〉 (3.9)
where, |i〉 is the basis set and {ai} are the coeﬃcients of random complex numbers.
Next, we evolve the initial state in time according to,
|φ(δτ)〉 = eiHδτ |φ(0)〉 (3.10)
where, ~=1. Thereafter one calculates the correlation function at each time step,
δτ ,
C(δτ) = 〈φ(0)|φ(δτ)〉 (3.11)
Discrete Fourier transform of such a correlation functions at each time step gives
the local DoS,
̺(ε) =
1
2π
∫ ∞
−∞
eiετ〈φ(0)|eiHτ |φ(0)〉dτ. (3.12)
Now, in principle, to get the DoS averaging over the initial random vector is needed;
however, for large enough system size (∼ 106 − 108 atoms in a lattice) the local
DoS is essentially the DoS as it already contains suﬃcient number of eigenstates.
Note that the observation time determines the resolution in the energy space.
Thus a long observation time is required in the simulation in order to observe the
true behavior of the DoS. For the result presented here, we choose the following
parameters: the hopping amplitude t = 1, time resolution δτ = 0.05, and total
observation time, τ = 32000 steps.
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FIGURE 3.3: Density of states of a clean graphene lattice as a function of E (in
units of t, where t=1 and lattice constant a=1). The DoS is calculated using a
nearest neighbor tight binding model. Inset: Shows the linear behavior of the
DoS close to the Dirac point. The solid line (—) shows the analytical DoS at
low energies. Picture courtesy Ha¨fner et al. [136].
3.2.2 Clean graphene
Deriving the DoS of clean graphene from its dispersion relation (Eq. (1.5)) is a
standard exercise [3]. The analytical expression for the DoS per unit cell for t′ = 0
is ,
̺(E) =
4
π2
|E|
t
1√
Z0
F
(
π
2
,
√
Z1
Z0
)
(3.13)
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where, F(π/2, x) is a complete elliptic integral of ﬁrst kind. Following Ref. [3] Z0
and Z1 is give by,
Z0 =


(
1 +
∣∣E
t
∣∣2)− “(Et )2−1”2
4
; −t ≤ E ≤ t
4
∣∣E
t
∣∣ ; −3t ≤ E ≤ −t ∨ t ≤ E ≤ 3t
Z1 =


4
∣∣E
t
∣∣ ; −t ≤ E ≤ t(
1 +
∣∣E
t
∣∣2)− “(Et )2−1”2
4
; −3t ≤ E ≤ −t ∨ t ≤ E ≤ 3t (3.14)
The DoS of a graphene lattice containing ∼ 6×107 sites obtained from the numer-
ical simulation is shown in Fig. 3.3. Near the Dirac point the dispersion becomes
linear,
E(k) ≃ vFk +O(k2) (3.15)
where, vF = 3t/2 is the Fermi velocity. Finally, in this limit the DoS per unit cell
including spin and valley degeneracy is given by,
̺(E) =
2Ac
π
|E|
v2F
. (3.16)
where, Ac = 3
√
3a2/2 is the area of a unit cell (hexagon). The linear behavior
of the DoS is shown in the inset of Fig. 3.3, which conﬁrms our numerical inves-
tigation. Another aspect of the DoS that is also clearly visible in the numerical
simulation, Fig. 3.3, is the Van Hove singularity, which is due to appearance of
critical points in energy dispersion near the Brillouin zone boundary.
3.2.3 Graphene with vacancy
In this section we investigate the DoS in the presence of a ﬁnite concentration of
vacancies in a graphene lattice. In this context at least two situations are possible:
vacancies distributed in only one sub-lattice (nA = nimp, nB = 0) and vacancies
distributed equally in both of the sub-lattices (nA = nB = nimp/2). Intermediate
situations appear when a ﬁnite number of vacancies is distributed unequally in
both the sub-lattices. Below we only discuss the former situations leaving out the
later for further investigation.
Vacancies in one of the sub-lattices: According to the argument based on a
single vacancy in this situation the number of zero modes due to a ﬁnite concen-
tration of vacancies is exactly equal to nA − nB, where nA (nB) is the number of
vacancies in sub-lattice A (B). Thus in the DoS we observe a peak at the zero en-
ergy corresponds to the number of zero modes in the low energy spectra. Fig. 3.4
shows the evolution of DoS with diﬀerent vacancy concentrations. The inset of
Fig. 3.4 shows the evolution of a sub-gap close to the Dirac point.
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FIGURE 3.4: Density of states of graphene in the presence of different concentra-
tion of vacancies in one sub-lattice. The simulation is performed in a graphene
lattice containing ∼ 4×106 atoms. With increasing vacancy concentrations not
only the peak height increases but also a gap develops near the Dirac point.
Inset: Details of the region close to the Dirac point (E = 0) is shown. The evo-
lution of the sub-gap near the zero energy is observed by changing the vacancy
concentrations in one sub-lattice.
In Fig. 3.5A we plot the number of zero modes associated with the central peak
for diﬀerent vacancy concentrations. The number of zero modes is obtained by
calculating the weight under the δ-peak at zero energy,
N =
∫ ∆
−∆
̺(E)dE, (3.17)
where 2∆ is the energy interval deﬁned close to zero energy. It is readily seen from
the plot that the number of zero modes, N , grows linearly as the concentration of
vacancy increases. The quantitative estimate matches with the expected number
of zero modes from the intuitive argument (chirality) presented above as seen in
Fig. 3.5.
In addition, we also extract the magnitude of the sub-gap, ∆Eg, close to the Dirac
point from Fig. 3.4. To this end we plot the data (Fig. 3.5B) as a function of
√
nimp,
so as to highlight the ﬂow of the gap with diﬀerent vacancy concentrations. A
power law ﬁt indicates that dependence of the sub-gap with vacancy concentration
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FIGURE 3.5: (A) Shows the evolution of zero modes with vacancy concentra-
tions, nimp=nA − nB. The number of zero modes, N , is calculated numerically
using Eq. (3.17). The dotted line show the expected number of zero modes for
different concentration of vacancies. Numerical simulation is performed on a
periodic lattice containing 20482 sites. (B) Shows the dependence of the sub-
gap, ∆Eg, as a function of n
1/2
imp. The line describes a linear fit. The linear
behavior clearly confirms the expected dependence of the sub-gap with vacancy
concentrations, i.e. ∆Eg ∝ n1/2imp.
is: ∆Eg ∝ n1/2imp. This is because in the presence of vacancies, there exists a
new energy scale in the problem along with the hopping amplitude, t, which is
essentially given by the average distance between the vacancies, l,
ε ∼ vF
l
; with, l ∝ n−1/2imp . (3.18)
where we assume ~ = 1. Indeed, our numerical investigation conﬁrms this assump-
tion (see Fig. 3.5B).
Flow analysis of the eigenvalues: It has been proposed previously that due
to ﬂow of states close to EF to the peak of the density of states (transfer of
spectral weight from the low-energy region), introduces the sub-gap, 2∆Eg, near
E = 0 [138]. In order to understand this behavior of the low-energy states we
perform a ﬂow analysis of the eigenvalues in a ﬁnite size graphene sample for
diﬀerent vacancy concentrations. Our study, however, in the low concentration
regime (nimpL
2 . 1) for a ﬁnite size sample containing 4096 sites indicates that
states near the Fermi energy move away from the Dirac point with increasing
vacancy concentrations. In Fig. 3.6 we analyze the ﬂow of the few lowest lying
eigenvalues with increasing vacancy concentrations in two diﬀerent situations. The
right panel of Fig. 3.6 shows the ﬂow of the eigenvalues when vacancies are placed
symmetrically following a line in the lattice. The right panel of Fig. 3.6 shows the
ﬂow of few lowest lying eigenvalues in the presence of randomly placed vacancies in
one sub-lattice. It emphasizes the observation that eigenvalues close to the Fermi
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FIGURE 3.6: Flow of the eigenvalues near the Fermi energy with increasing
vacancy concentrations. Left panel shows the flow of the eigenvalues when va-
cancies are placed along a line in one of the sub-lattices of a square graphene
lattice containing 4096 sites with periodic boundary condition in both the di-
rection. For comparison in the right panel we show another situation when
vacancies are placed randomly in one sub-lattice. It shows that in the pres-
ence of vacancies in one sub-lattice the lowest lying eigenvalues are moved away
from the Fermi energy creating a gap in the spectrum near the charge neutrality
point. Moreover, due to randomness several degeneracies are lifted compared
to the previous scenario, when vacancies were placed along a line.
energy move away from the zero energy with increasing number of vacancies. In
this situation due to randomness the degeneracies in the eigenvalues are lifted
compared to the situation when vacancies has been placed symmetrically along a
line.
Vacancies in both the sub-lattices: When vacancies are distributed evenly in
both the sub-lattices the above situation changes. Most remarkably, the gap, which
was a prominent feature near the Fermi energy in the previous situation, disappears
at diﬀerent concentration of vacancies. Moreover, as the DoS approaches E → 0,
it shows a diverging behavior, which resembles the DoS in the chiral symmetry
class, BDI. Further analysis is needed to conﬁrm the expected behavior of the DoS.
This is an ongoing work with V. Ha¨fner [136].
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FIGURE 3.7: Density of states of graphene in the presence of different concentra-
tion of vacancies. The simulation is performed in a graphene lattice containing
∼ 4 × 106 atoms. Inset: Details of the region close to the Dirac point (E = 0)
is shown.
3.2.4 Summary and Outlook
In this part of the thesis we have provided an analysis of the DoS of graphene in
the presence of vacancy disorder. Our study shows that the DoS has quite diﬀerent
behavior depending on the distribution of vacancies in diﬀerent sub-lattices. For
vacancies in only one sub-lattice, we notice that a gap develops near the Fermi
energy, which scales as, ∆Eg ∝ n1/2imp. However, when vacancies are equally dis-
tributed in both sub-lattices, the gap develops into a hump in the low-energy
region indicating a quite diﬀerent situation than what one expects from a single
vacancy physics.
Several aspects of the DoS have been left untouched in the above study. For in-
stance, the analysis of the DoS in the presence of vacancies in both the sub-lattices
is still ongoing. Moreover, further analysis is needed to show how the peak width
at the zero energy of the DoS (see Fig. 3.7) depends on the vacancy concentrations
and system sizes. Another important aspect that needs to be addressed in the fu-
ture study is the intermediate situation that appears when a ﬁnite concentration
vacancies is distributed unequally in both the sub-lattices. Further investigations
in this direction is required to understand the transition behavior of the DoS from
the insulating to the metallic phase.
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3.3 Transport properties of graphene with
vacancies
The transport properties of graphene are interesting in its own right. For instance,
it has been shown with analytical treatments that short and wide samples of
ballistic graphene have a conductivity close to ∼ 4e2/πh. Nevertheless experimen-
tal investigations suggest the value of the conductivity to be π-times larger than
what has been proposed for ballistic samples (see Fig. 1.4,1.5). As mentioned in
the introduction, the enhancement in the conductivity is thought to be due to
various possible types of disorder that occur in experiments (see Fig. 1.7). In this
section we explore the eﬀect of another possible type of disorder (resonant impu-
rities) that preserves the chiral symmetry (Cz in terminology, see Appendix) of
graphene, relevant to transport experiments.
A resonant scatterer is realized, for instance, by adding hydrogen atoms or diﬀerent
functional groups (CH3, OH, C2H5 etc.) as ad-atoms. Importantly, the resonant
character of ad-atoms or hydrogen molecules change the hybridization of carbon
atoms from sp2 to sp3. A vacancy, on the other hand can have two diﬀerent
consequences, from a chemical point of view while preserving the particle-hole
symmetry of the lattice. In a more realistic situation, the vacancy site can either
go through a bond reconstruction or the disrupted bonds remain as dangling bonds
removing only the π orbital on the site. As a ﬁrst approximation in our study
of vacancies we only consider the latter situation. Similarly, a strong on-site
potential is also a natural example of resonant scatterer in graphene, which can
be represented with a scalar potential in the Dirac equation, provided the energy
of the localized state coincides with the Dirac point.
Even more interesting situation arises for a ﬁnite concentration of vacancies. In
this situation a ﬁnite number of zero modes appears exactly at the Fermi energy;
thus aﬀecting the transport measurements at low frequencies. In this section
we numerically investigate the eﬀect of a ﬁnite concentration vacancies in the
transport properties of short and wide graphene sample.
3.3.1 Theoretical model and method
Here we only present an outlook of the model and relevant quantities that have
been used in numerical simulation to calculate the transport properties of a gra-
phene sample (see Fig. 3.8). For a general discussion of the model please see
Appendix C.
We consider a rectangular graphene sample of width W and length L ≪ W .
In Fig. 3.8 we show a typical experimental setup that has been considered here.
Two metallic leads are attached at the long edges at x = 0 and x = L. With
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FIGURE 3.8: The ballis-
tic setup used in transport
calculation. Two metallic
leads are attached along the
width at x = 0 and x = L.
Graphene is pinned at the
Fermi energy. The current
flows along the length of the
sample, L.
the matrix Green function formalism (see Appendix C) one can represents the
generating function, F(φ), of the disordered sample in the following concise form,
F(φ) = −Wφ
2
2πL
+ ln detM(φ) + ln detM(−φ) +O(1) (3.19)
where φ is the full counting ﬁeld and M(φ) is a N ×N matrix with elements,
Mij(φ) =
exp
[
φ
2L
(yi − yj)
]
sin
[
π
2L
(zixi + zjxj + iyi − iyj)
] + zizj exp
[
φ
2L
(yj − yi)
]
sin
[
π
2L
(zixi + zjxj + iyj − iyi)
]
(3.20)
where (xi, yi) is the coordinate of the i-th impurity. zi = ±1 denotes vacancies in
A (+1) or in B (-1) sub-lattices respectively. The conductance of a ballistic sample
can be calculated by taking the second derivative of the generating function,
G = −4e
2
h
∂2F
∂φ2
∣∣∣∣
φ=0
=
4e2W
πhL
+
8e2
h
tr
[
(M˙M−1)2 − M¨M−1
]
φ=0
+O(1) (3.21)
The main numerical task is to calculate the matrix inversion of the matrix M(φ =
0) for diﬀerent conﬁgurations of impurities.
3.3.2 Result and discussion
In order to calculate the matrix inversion as described in Eq. (3.21), we use the
standard software package provided by the LAPACK [142] routines. For small
concentration of vacancies we consider several disorder realizations of the order
104 − 106 with system sizes in the range of W/L = {8, 10, 12, 14, 16}. However,
for large vacancy concentrations the direct inversion method breaks down due to
a broad distribution of eigenvalues of the matrix, M(φ). To this end, we adopt a
standard matrix-inverse update algorithm (see Ref. [137]) by adding vacancies one
by one to compute the conductivity. In this section we present results obtained
72 CHAPTER 3. GRAPHENE: ZERO MODES AND TRANSPORT
from both methods in diﬀerent regime of vacancy concentrations.
Self averaging: By investigating the distribution function in this section we
explore the “self-averaging” property, which is a central concept in any disordered
electron system, of the observable quantities in a disordered graphene sample.
One can understand self-averaging by considering the following situation: in any
transport measurement on a large, macroscopic sample there are several current
carrying paths that sum up to the total current. In most of the general cases these
paths contribute independently while exploring diﬀerent parts of the sample. Thus
sample to sample ﬂuctuations for such averaging quantities become smaller as the
sample size gets bigger. An observable quantity is called self-averaging when this
ﬂuctuations becomes much smaller than the average value itself and vanishes in
the limit L→∞.
The concept of self-averaging is a corner-stone in the theory of disordered electron
systems; for instance, self-averaging guarantees restoration of symmetries, such
as translation and rotational symmetry, which, to begin with, is broken in the
presence of disorder. Speciﬁcally, after disorder averaging over an ensemble has
been carried out, the resulting equations shares many more symmetry properties
with a clean electron system. Consequently, it helps to develop analytical tools
to ﬁnd a quantitative descriptions of the experimental observations by studying
only few disorder conﬁgurations in a ﬁnite size sample, although the exact dis-
order conﬁguration in experiments are not known. More precisely, the average
contribution of various part of the sample, ξ, of sample size, L≫ ξ is no diﬀerent
from the average over diﬀerent sample of size, ξ, which is also the situation in our
construction of the experimental setup (see Fig. 3.8). Below we will show how this
particular property is also observed in the situation that we consider here, namely
graphene with vacancy disorder.
Distribution function: In Fig. 3.9 (main panel) we plot the ﬂow of the distri-
bution function, P(δG), of the correction to the conductance, δG, with diﬀerent
system sizes of vacancy concentrations, nimpL
2 = 1, where nimp = N/LW is the
concentration of vacancies with N being the total number of vacancies in a sample.
In the following discussion we consider vacancies that are distributed in one sub-
lattice only. First note that the correction to the conductance is positive, which
indicates an increase in the clean conductance value in the presence of vacancies.
The evolution of the distribution function towards higher value of conductance,
δG, with increasing system sizes illustrates the usual behavior as expected from a
mesoscopic wide and short sample. As with increasing width of the sample, the
number of current carrying path increases; thus also the conductance, which is pro-
portional to the current. Additionally, as the sample gets wider, the width of the
distribution function, P(δG), gets broader while at the same time the amplitude of
the height decreases. This observation is better illustrated in the inset of Fig. 3.9,
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FIGURE 3.9: Flow of the distribution function, P(δG), with different system
sizes. Main panel shows the P(δG) for system sizes ranging from, W/L =
{8, 10, . . . , 32}, of vacancy concentration, nimpL2 = 1. Inset: Shows the distri-
bution function, P(δσ), in a log scale indicating the asymmetric distribution
function and self-averaging property of the conductivity.
where we plot the distribution function of conductivity, σ = GL/W , in a log-linear
scale. It is readily seen from the inset of the ﬁgure that the variance and the aver-
age value of the conductivity have two diﬀerent scaling behavior with system size.
Another important feature that comes out from the inset of the Fig. 3.9 is the
asymmetry in the distribution function in low vacancy concentration, nimpL
2 . 1,
with respect to the mean value of the conductivity.
The situation changes with higher concentration of vacancies, as seen in the inset
of Fig. 3.10. Here, the distribution function becomes symmetric with increasing
system size for a ﬁxed vacancy concentration, nimpL
2 = 8 with respect to its mean
value. Moreover, the self-averaging property is also evident as the distribution
function is getting narrower with increasing system size (see inset of Fig. 3.10). In
order to have a quantitative measure of the self-averaging property, we approxi-
mate the distribution function, P(δσ), with a Gaussian distribution of variance,
δσ¯2 and mean, δσ0;
P(δσ) ≈ 1√
2πδσ¯2
exp
(
−(δσ − δσ0)
2
2δσ¯2
)
(3.22)
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FIGURE 3.10: Flow of the distribution function, P(δG), with different system
sizes. Main panel shows the P(δG) for system sizes ranging from, W/L =
{8, 10, . . . , 32}, of vacancy concentration, nimpL2 = 8. Inset: Shows the dis-
tribution function, P(δσ), in a log scale indicating the symmetric behavior of
distribution function.
The two ﬁtting parameters, δσ¯2, δσ0 is plotted in Fig. 3.11A for diﬀerent system
sizes and two diﬀerent vacancy concentrations. The main panel shows the depen-
dence of the
√
δσ¯2 with 1/(W/L)1/2. It clearly suggests, that the variance, which
scales as δσ¯ ∝ 1/(W/L)1/2, vanishes in the inﬁnite system size limit; consequently,
the distribution becomes a delta function at this limit. Thus the ﬂuctuation in
the average value of the conductivity vanishes indicating the self-averaging of
the conductivity. Inset of the Fig. 3.11A shows the scaling of the mean value,
δσ0 with system size, 1/(W/L). Unlike the variance the mean value scales as
δσ0 = δσ
∗
0 + O(1/(W/L)), again emphasizing the ‘self-averaging’ property of the
conductivity similar to usual disordered metals, where δσ∗0 is the mean value of
the conductivity in the limit of inﬁnite system size, L→∞.
Conductivity: In Fig. 3.12A we show the dependence of the correction to the
conductivity (δσ=δGL/W ) of graphene with vacancy concentrations in the limit
W ≫ L for diﬀerent values of δ, which measures the imbalance of vacancy distri-
bution between two sub-lattices. The data in Fig. 3.12A is shown for two diﬀerent
values of system size, W/L. At higher concentration of vacancies there is a signif-
icant ﬁnite size corrections. In order to eliminate these corrections in Fig. 3.12B
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FIGURE 3.11: Main panel: Shows the scaling behavior of variance with system
sizes for two different concentration of vacancies, nimpL
2 = 1, 8. It indicates that
as the system size reaches infinity, L→∞, the variance of the conductivity van-
ishes. Thus the self-averaging property of the conductivity is established. Inset:
Shows the scaling of the mean value with 1/(W/L) for a vacancy concentration,
nimpL
2 = 1.
we replot the data by taking the limit W/L → ∞ for every concentrations of
vacancies.
In the large concentration limit, nimpL
2 ≫ 1, the conductivity, σ = GL/W ac-
quires constant values depending on the distribution of vacancies between sub-
lattices that can be seen in Fig. 3.12A. This is because with increasing vacancy
concentrations the interatomic distance between vacancies becomes small and they
start to overlap and loose the resonant character. For even larger concentration
of vacancies, nimpL
2 → ∞, the system will eventually go through localization
(percolation limit).
This can be put on a ﬁrmer basis by recalling that graphene with randomly dis-
tributed vacancies falls into the symmetry class BDI. The corresponding σ-model
for this symmetry class is characterized by a vanishing β-function that has a line
of ﬁxed points with a non-universal value of conductivity in the infrared limit [46].
Our numerical investigation suggests two possible ﬁxed points: a) for a strictly
equal distribution of vacancies in both the sub-lattices, nA = nB, the conductivity
saturates at σ∗ ≃ 1.6× 4e2/πh and b) when vacancies are distributed only in one
sub-lattice the correction to the conductivity in large concentration limit becomes
negligible, implying a value close to the clean ﬁxed point, 4e2/πh. Importantly,
in this situation, nA 6= nB, the conductivity becomes a non-monotonic function of
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FIGURE 3.12: (A) Dependence of mean conductivity for different concentra-
tions of vacancy nimpL
2 for two different values of δ = (nA−nB)/n, i.e. δ = 0, 1
and for two different system sizes. δ measures the vacancy distribution between
two sub-lattices. As it is seen with increasing vacancy concentrations conductiv-
ity increases up to a maximum value before it decreases. The situation changes
when vacancy is distributed equally in both the sub-lattices. In this situation
conductivity saturates at some finite value. (B) Shows the conductivity as a
function of (L/ξ)2 for different distribution of vacancies between the sub-lattices,
δ. At higher concentration of vacancies conductivity becomes a universal func-
tion of L/ξ, where ξ is the correlation length of the crossover from the ballistic
to the diffusive regime. Inset shows the correlation length, lnnξ2 as a function
of ln δ. It illustrates the power law scaling of the length ξ ∼ n−1/2δ−0.36. Figure
(B) courtesy P. Ostrovsky.
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the vacancy concentration, implying a crossover from the ballistic to the diﬀusive
regime.
In order to investigate these two ﬁxed points separately, we perform the scaling
analysis in a small parameter, δ = (nA−nB)/(nA+nB) (see Fig. 3.12)B. The data
plotted there have been extrapolated in the limit W/L→∞ for diﬀerent vacancy
concentrations (nimpL
2). The conductivity in the large concentration limit shows
a universal scaling with L/ξ, where ξ is the correlation length, ξ ∼ n−1/2imp δ−0.36.
This type of non-trivial scaling behavior in the chiral system in the strong coupling
limit is not captured within the σ-model framework. This special kind of ﬁxed
point need to be investigated further. However, in the small concentration regime
the data deviates from the scaling in the small parameter, indicating a possibility
of two-parameter scaling in such systems.
3.3.3 Summary and Outlook
In this chapter we present our numerical analysis of the conductivity using a
general theory, which was provided by P. Ostrovsky (see Appendix C). First
we discuss the ‘self-averaging’ property of the conductivity in such a system. It is
important to mention that the presence of the self-averaging property in our model
is intrinsic by construction of the small and wide sample. Next we show that the
conductivity in such a system is not only depends on the impurity concentration
but also on the distribution of impurities in diﬀerent sub-lattices. Our numerical
investigation conﬁrms that the conductivity saturates at a constant value for high
concentration of impurities; additionally, it also describes a crossover from the
ballistic to the diﬀusive regime, which suggest a non-trivial phase diagram in two-
dimensional chiral class, BDI.
However, further studies are required in order to fully understand this non-trivial
phase in this system, which is beyond the standard sigma model analysis [137].
Another important aspect that has been left out in this analysis is the eﬀect
of electron-electron interaction on the resonant character of the impurities. A
detailed ab-initio study will be useful to fully appreciate the experimental ﬁndings
and to understand the resonant character of zero modes in experiments. Moreover,
the eﬀects of edges are partially ignored in this work. For instance, it has been
shown that the zigzag edge terminated graphene nano-ribbons has two ﬂat bands
(localized at two opposite edges) at the Fermi energy. Thus in the presence of
vacancies the interplay between vacancy induced zero modes and edge states is a
relevant direction to pursue in future works. Similarly, a more systematic analysis
is required for the distribution function, when vacancies are distributed in both
the sub-lattices. This is an ongoing work with V. Ha¨fner.
4 CHAPTER 4Integer Quantum HallTransition: Interaction Effect
In the last chapter we noticed that the eﬀect of more than one vacancies on the
physical observables can not be understood by considering a single defect in a
graphene lattice. It is because in the presence of a large concentration of vacan-
cies the zero-modes associated with each of the vacancies start to hybridize; thus
forming a narrow impurity band near the Fermi energy. In this limit wavefunc-
tions are neither localized nor metallic, rather ﬂuctuating strongly in space. This
is known as the multifractality of wavefunctions [66]. Multifractality is a very
generic feature of wavefunctions of strongly disordered metals at a critical point.
For instance, in a two dimensional electron gas this feature appears in the pres-
ence of a magnetic ﬁeld where the wavefunctions not only ﬂuctuate strongly but
also become critical. It implies that the average moments of the wavefunctions,
〈|ψ(r)|2q〉, show a power law behavior, Ld〈|ψ(r)|2q〉 ∼ L−τq , where each moment
scales with its own exponent τq. Multifractality in general is a rich concept; it
turns out that in some situations characterization of new critical points by its
multifractal spectrum has turned out to be very useful – a fact that has been
discussed in detail in ﬁrst chapter.
Although many aspects of the integer quantum Hall transition has been under-
stood in a non-interacting single particle framework, understanding the eﬀect of
electron-electron interaction at the integer quantum Hall transition (IQH) still
poses a considerable amount of challenge. Interaction eﬀects manifest itself in
low energy transport experiments by two distinct features a) renormalization and
b) dephasing. In this section we will conﬁne ourself mainly to dephasing eﬀects,
which is governed by inelastic processes of electron-electron scattering at ﬁnite
temperature, T . It has been understood fairly well that in metallic systems de-
phasing provides a natural cutoﬀ (i.e. an additional scale, T ) for weak-localization
eﬀects [53]. As for quantum Hall type transitions, dephasing leads to smearing
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FIGURE 4.1: (A) Shows the scaling behavior of the plateau width (∆B) and the
critical region (slope of the transition, dRxy/dB) as a function of temperature, T ,
down to 30mK. The experiment is performed in a AlxGa1−xAs-Al0.33Ga0.67As
heterostructure with Al concentration x = 85% for the 4-3 transition. Both
of the curves show a power-law behavior in T indicating the critical exponent
to be, κ = 0.42. (B) Dependence of exponent κ of different Al concentrations.
It indicates that for different concentrations the variation in the exponent κ
can be as large as 30%. In the second region, where scattering is dominated
by alloy disorder, the critical regime of the IQH transition is reached and κ
becomes universal, showing a value close to 0.42. Both the figures are adapted
from Ref. [75].
at ﬁnite temperature, T . In this work we investigate such eﬀects by combining
an analytical treatment (lowest order perturbation theory in the interaction) and
a numerical simulation at the IQH critical point. This part of the work is in
collaboration with I. S. Burmistrov et. al [143], where he provides the analytical
model and its solution as discussed in Appendix D. Our numerical simulation
supports his analytical predictions. The discussion in this chapter largely follows
from Ref. [143], which is our joint work that has been published recently.
The chapter is organized as follows. In the ﬁrst section we will present some of
the experimental results related to dephasing at the IQH transition. In the next
section we will present the model and method that we use to tackle the problem.
At the end along with the results we will provide some outlook based on our work.
4.1 Experimental results
At the IQH transition several experiments have been performed in the last few
years which yield very diﬀerent results for the scaling of the plateau transition with
temperature, T . For instance, an experiment looking at the transport coeﬃcients
(ρxx, ρxy) of two-dimensional electron gas in a InGaAs/InP heterostructure shows
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that the width of the plateau scales with the temperature as a power law, ∆B ∝
T κ, with κ = 0.42 ± 0.04 [76]. Some other experimental works suggest a value
of κ slightly higher, κ = 0.56 ± 0.02 [77, 78], which is thought to be because
of macroscopic inhomogeneities in the sample due to which the true IQH scaling
regime is diﬃcult to reach [144, 145]. A more recent study along this line by
Li et. al. [75] shows that for short range disorder when the true IQH critical regime
is reached, κ = 0.42± 0.01, and again the large deviation of κ (≈ 0.58± 0.02) is
assigned to impurity clustering in the sample (see Fig. 4.1).
The situation is better represented in Fig. 4.1B, where the dependency of the crit-
ical exponent, κ , is plotted over the concentration of Al. It clearly shows that
for diﬀerent impurity concentrations the value of κ diﬀers mainly due to diﬀerent
nature of the impurity potential. In conventional quantum phase transition the
universal scaling regime is deﬁned by a large phase coherence length, which is
usually identiﬁed as the inelastic scattering length (lin), compare to the disorder
correlation length, ξ ≪ lin. In regions I and III of Fig. 4.1B, due to the presence of
ionized impurities (i.e. a slowly varying disorder potential) and the clustering of
Al atoms respectively, the correlation between impurities becomes large compare
to lin(. ξ); thus true scaling behavior is not observed. Whereas in the region
II the disorder is dominated by short range impurities; consequently, the univer-
sality is restored in the plateau-to-plateau transition and the exponent is found
to be κ = 0.42. Even more recent work in by the same group in AlxGa1−xAs-
Al0.33Ga0.67As heterostructure samples down to very low temperature (1 mK) con-
ﬁrms the previous result for the exponent κ ≃ 0.42± 0.01 in a large temperature
range [146, 147].
In this chapter motivated from the aforementioned experimental investigations we
perform a numerical study of the scaling properties of the dephasing rate at the
IQH critical point based on the Chalker-Coddington network model (CCNM). The
CCNM serves as a model of the integer quantum Hall transition, which we discuss
in detail later in the chapter.
4.2 Analytical considerations
In Appendix D we provide a detailed description of the model and the calculation
for the dephasing rate, τφ. Here we only summarize few important results, which
will be relevant for numerical simulation of the exponent κ.
First-order correction: Here we study the correction due to interaction to the
thermodynamic potential, Ω, by doing a perturbation theory in the interaction
near the non-interacting ﬁxed point. The ﬁrst-order interaction correction to the
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thermodynamic potential, Eq. (D.4), includes the following correlation function,
K1(r1, r2, E, ω) = ∆
2
2
∑
α,β
〈|Mα,β(r1, r2)|2δ(E + ω − ǫα)δ(E − ǫβ)〉 (4.1)
where ∆=1/(̺dL
d) is the mean level spacing with ̺d being the density of states
and d is the dimension of the system in consideration. Mα,β(r1, r2) is the matrix
elements of the non-interacting single particle wavefunctions, φα(r), with eigen
energy ǫα as deﬁned in Eq. (D.5). The correlation function has the following
scaling relation,
K1(r1, r2, E, ω) = L−2d
( |r1 − r2|
Lω
)µ2
K˜1
( |r1 − r2|
Lω
)
, (4.2)
where,
K˜1(x) =
{
1, x≪ 1
x−µ2 , x≫ 1, (4.3)
with Lω = L(∆/|ω|)1/d being the length scale due to the frequency and µ2 is the
scaling exponent. Note that due to the anti-symmetrized wavefunction (Hartree-
Fock), Eq. (D.5), the exponent µ2 corresponding to the scaling function K1 is
positive µ2 > 0. At criticality it reﬂects that at shorter distances, |r1 − r2| ≪ Lω,
the correlation function is suppressed compared to the metallic system. Using
CCNM we calculate the exponent µ2 at the IQH critical point.
Second order correction: We consider the second order correction in the in-
teraction, U , to calculate the dephasing rate, τφ, which is determined by the imag-
inary part of the self-energy (see Fig. D.2). Details of the calculation is given in
Appendix D. The imaginary part of the self-energy, ΣRα (ε), contains the following
8 wavefunctions correlation function,
K2({rj}, E, ǫ, ε′,Ω) = ∆
4
8
〈∑
αβγδ
M∗αβ(r1, r2)Mδγ(r1, r2)M∗γδ(r3, r4)Mβα(r3, r4)
× δ(E − ǫα)δ(ε′ + Ω− ǫβ)δ(ε′ − ǫγ)δ(ǫ+ Ω− ǫδ)〉 ,
(4.4)
where 〈〉 denotes disorder averaging andMα,β(r1, r2) is deﬁned in Eq. (D.5). The
above correlation function has the following scaling behavior,
K2({rj}, 0, 0, ε′ ∼ T,Ω) = L−4d
( |r1 − r2|
R
|r3 − r4|
R
)µ2 ( R
LΩ
)α
, (4.5)
where R = (r1+r2−r3−r4)/2. The above scaling form of the correlation function,
K2, is valid in the range |r1−r2|, |r3−r4| ≪ R≪ LΩ with the assumption that ε′ ∼
Ω, as both the energies are of the order of the temperature, T . LΩ is a length scale
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deﬁned by the energy Ω. In the limit of large distance, R ∼ LΩ, the correlation
between wavefunctions at the points r1,2 and at the points r3,4 decouples. In this
limit the correlation function K2 reduces to a product of two independent scaling
functions given by the correlation function K1, i.e. (|r1 − r2|/R)µ2(|r3 − r4|/R)µ2.
One of the main numerical task in this work is to calculate the exponent, α, which
describes the scaling with respect to the variable R/LΩ.
4.2.1 Dephasing length and short range interaction
We will summarize the above results for dephasing rate and will derive an ex-
pression for κ in terms of the exponent µ2 as deﬁned earlier. We will consider a
situation of the “most” short-range interaction (see Appendix D), i.e. λ > d+ µ2
with d = 2 to derive the relevant exponents. In this situation the dephasing rate
is given by, 1/τφ ∝ T p with p = 1 + 2µ2/d (see Eq. (D.20)). The scaling of the
dephasing length, Lφ, is given by,
Lφ ∝ T−1/zT ; zT = d
p
=
d
1 + 2µ2/d
. (4.6)
The exponent, zT is the dynamical exponent governing the scaling of the dephasing
length, Lφ, and have the dimension of energy. It is important to note here that
localization problem in general possesses rich physics and characterized by several
dynamical exponents. Another important exponent z that controls the scaling
with frequency (Lω ∼ ω−1/z) has a trivial non-interacting value z=d=2 for the
short range interaction.
The transition width induced by inelastic scattering at ﬁnite temperature scales
as, T κ, where κ is given by comparing Eq. (4.6) with localization length exponent,
ξloc ∝ |E−Ec|−ν , where E is the parameter that controls the transition. It yields,
κ =
1
zTν
=
1 + 2µ2/d
νd
. (4.7)
Therefore, by evaluating µ2 numerically we will be able to compare the existing
values of κ with our estimates.
4.3 The network model at the IQH critical point
Aiming to address these challenging questions we have implemented the Chalker-
Coddington network model (CCNM) [71], which serves as a paradigm of numerical
simulation at the IQH critical point. In this section, we ﬁrst introduce the model,
our implementation approach, and ﬁnally the pursued parallelization strategies in
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FIGURE 4.2: (A) Shows the equipotential lines of the random potential of cor-
relation length, ξc=2ℓB. White regions denotes high potential (maxima) and
black denotes low potential (minima). (B) Shows the modulus of a wavefunc-
tion corresponding to an energy near the center of the Landau level following
essentially the equipotential lines. The arrows denote the tunneling near the
saddle points. Figures are adapted from Ref. [148].
the Appendix, which become vital within a reasonable amount of time to obtain
the proper scaling behavior of the correlation functions, K1,2.
4.3.1 Percolation picture
One of most fascinating aspect of quantum Hall physics, along with the high
magnetic ﬁeld, is the presence of a random disorder induced by the presence of
impurities in the bulk of the sample; such as a GaAs/AlGaAs heterostructure.
In most of the experimental situations the nature of a sample is such that the
inversion layer is far from the doping layer; consequently, the electrons experience
a potential landscape that is rather smooth on the length scale of the magnetic
ﬁeld ξc ≫ ℓB, where ξc is the disorder correlation length and ℓB =
√
(~/eB)
is the magnetic length. It is particularly important because in this limit the
problem of a two-dimensional electron gas in a high magnetic ﬁeld with spatially
correlated disorder can be solved (eigenstates and eigen-energies) by solving a
semi-classical percolation problem [148]. However, for a complete solution of the
problem one needs to include the quantum interference and the tunneling eﬀects
in the corresponding model – the percolation model serves only as a physical
background of the CCNM.
In suﬃciently large ﬁeld limit, when mixing between diﬀerent Landau levels is
avoided, the dynamics of the electrons are governed by two diﬀerent length scales
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(separation of length scales) in the system. In this limit the eigen energies can be
evaluated by solving the Shcro¨dinger equation,
En =
(
n+
1
2
)
~ω + Vequi(X, Y ) (4.8)
where Vequi(X, Y ) is the potential induced by the impurities and is centered around
the point (X, Y ). Fig. 4.2A illustrates such a potential landscape. The general
form of the wavefunction can be formally derived using the Schro¨dinger equation
in the limit ξc ≫ ℓB [149],
Ψ(u, v) = C(u)Fn(v)eiφ(u,v), (4.9)
where u and v parameterize the distance along and perpendicular to the equipo-
tential lines respectively. The index n denotes the Landau levels and Fn is the
nth harmonic oscillator wavefunction. The function, C−2(u), is given by the gra-
dient of the potential (Vequi) at the point v = 0 and φ(u, v) is a gauge-dependent
phase, which changes sign by integer multiple of 2π; thus giving a condition on
the allowed energy values, Eq. (4.8). The wavefunction amplitude is only nonzero
along the equipotential lines (see Fig. 4.2B). Moreover, when two equipotential
lines come close to each other (saddle point of the potential), the amplitude of
the wavefunction becomes higher than at other places on the potential line, which
indicates quantum tunneling (indicated by arrows in Fig. 4.2B). Additionally, the
average spatial extent of the wavefunctions is given by the mean diameter of the
percolating lines. Below we list few important results that come out from the
percolation model:
• The wavefunctions that have energies far away from the band center, i.e. at
the tail of the bands, follow closed percolating trajectories.
• Upon increasing the energy, the mean diameter of the percolating lines in-
creases; thus at some energy, Ec, it reaches the percolating threshold. At
this energy the wavefunctions are critical at the band center for a symmetric
potential and the localization length, ξloc(E), (or the mean diameter of the
percolating trajectories) becomes of the order of system size.
• In the classical percolating theory the mean diameter near the thresh-
old point diverges, ξloc(E) ∼ |E − Ec|−νp , with an universal exponent,
νp=4/3 [150].
• Including the tunneling near the saddle points of the equipotential lines, it
has been proposed that the exponent is increased exactly by one; ν=1+4/3 =
7/3 [151].
The results discussed in this section will now allow us to construct the network
model for describing the IQH critical point by including two main physical ingre-
dients -quantum interference and tunneling eﬀects- near the band center.
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FIGURE 4.3: Schematic diagram of the Chalker-Coddington network model
that we use in our numerical simulation. Each saddle point is represented by
a scattering matrix Sj (blue) with two incoming (k,l) and two outgoing links
(m,n) with corresponding scattering coefficients. The directed links describe
the direction of the propagation of wavefunction amplitude. The scattering de-
scribed by S′ (red) differs from that of S by rotation of π/2 of the incoming and
outgoing channel. We employ periodic boundary conditions in both directions
of the lattice.
4.3.2 Network model
The network model is constructed from the classical percolation model by replacing
the irregular assembly of the saddle points with a regular network of scattering
centers connected via links along which the probability amplitude propagates. The
general idea behind the model is that every crossing in the lattice is a scattering
node where electrons, coming form a speciﬁc direction, can only move to its left
or right with certain probabilities.
The probability is the same at every node in this model and is 1/2 at critical-
ity. A scattering matrix (Sj) describes each of the node of the lattice where
the unidirectional incoming (k,l) and outgoing (m,n) links represent the wave-
function amplitude (ψm,n,k,l). By solving a scattering problem with the poten-
tial, V (x, y) = E0 − ax2 + by2, exactly, one ﬁnds the transmission probability
as |t|2 = 1 − |r|2 = 1/[1 + exp(πε)], where ε = (E − E0)/ℓ2B(ab)1/2 [152]. The
scattering matrix in terms of the transmission and reﬂection amplitude is deﬁned
as, (
ψm
ψn
)
= Sj
(
ψk
ψl
)
; (4.10)
with
Sj =
(
e−iφm 0
0 eiφn
)( −r t
t r
)(
eiφk 0
0 e−iφl
)
. (4.11)
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The phases φm,n,k,l are random and correspond to the waves in the corresponding
links. Rj = |r|2 and Tj = 1−Rj = |t|2 deﬁnes the reﬂection and transmission am-
plitudes at the link j respectively. The wavefunction (Ψ) on the network consists
of complex amplitudes (ψm,n,k,l,...) that were previously deﬁned on each link of the
lattice. The time evolution of such a state is given by,
|Ψ(t+ 1)〉 = UE|Ψ(t)〉, (4.12)
where UE is the energy dependent unitary “network” operator. The stationary
solution of such a state is,
|Ψ(t)〉 = e−iφ|Ψ(t+ 1)〉, (4.13)
where φ is the phase angle. Combining Eq. (4.12) and (4.13) we get the eigenvalue
equation as [153],
UE|Ψ〉 = eiφ|Ψ〉. (4.14)
The solution of the eigenvalue problem, the quasi-energies (φ) and eigenvectors
(Ψ), constitute the basic quantities that enter the calculation of almost any phys-
ical observable. It has been shown by calculating the transmission through the
network the localization length exponent has been determined and found to be
ν = 2.5 ± 0.5 [71]. However, a recent ﬁnite size scaling analysis shows that the
CCNM suﬀers from large ﬁnite size corrections and the exponent is found to be
ν = 2.593[2.587, 2.598] [72], which is signiﬁcantly larger than earlier analytical es-
timates, ν = 2.33 [151] but close to previous numerical calculation with the same
model.
4.3.3 Method
We numerically simulate the aforementioned CCNM in order to calculate the cor-
responding scaling functions and exponents mentioned earlier. The details of
implementation in our new computer code are given in Appendix E. Speciﬁcally,
the existing code has been completely rewritten by us in order to facilitate par-
allelization. The work was done in close collaboration with I. Kondov from the
SCC, who further optimized our code and in particular employed test-suite for
benchmarking it. The improvement in computational speed that we could achieve
in this way is roughly 2 orders of magnitude. The discussion in the Appendix is
largely based on our joint preprint that has been presented in the KIT SimLab
workshop [154].
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FIGURE 4.4: Hartree-Fock contribution to the wavefunction correlation, K1 for
pair of wavefunctions having neighboring energies. It is seen that the both
the scaling function not only follow the same scaling exponent but also same
amplitude at distances: r1− r2 ≪ N . The corresponding exponent ∆2 ≃ −0.52
is consistent with earlier multifractal analysis [66].
4.4 Results and discussions
We employed the aforementioned CCNM to calculate the eigenvalues near
zero energy (pseudo energy) that constitute the correlation functions K1,2.
In the present context the system size L is parameterized by the number of
links, N , in both direction in the model. We use a square lattice containing
N = {256, 512, 768, 1024, 2048} links in each direction with periodic boundary
conditions. Typically we use 104 − 106 disorder conﬁgurations to average
depending on the system sizes to calculate the correlation function as described
in Eq. (4.2) and Eq. (4.5).
4.4.1 First order correction
In Fig. 4.4 we plot the Hartree and Fock contribution separately, the diﬀerence of
which constitutes the wavefunction correlation function K1, as deﬁned in Eq. (4.2).
It is readily seen that the power law scaling regime for both the contribution
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FIGURE 4.5: Shows the correlation function K1 defined as the difference be-
tween two functions shown in Fig. 4.4. The extracted value of the exponent
is µ2 ≃ 0.62 ± 0.05. Two type of deviations from the perfect scaling behavior
(straight line in a double log scale) is seen in two different regime. At large
distances r1 − r2 ≈ N/2, the scaling is influenced due to system size; whereas
in small distances the scaling behavior is affected due to corrections to scaling
originating from the small scale in the system, i.e, the ultraviolet cutoff, a (the
lattice constant).
(Hartree and Fock) is achieved in a window where the point separation is much
smaller than the system size, r1 − r2 ≪ N . The corresponding scaling exponent,
∆2 ≃ −0.52, is consistent with earlier analysis of moments of wavefunctions [66].
Note that not only the scaling of these contribution is the same but also the ampli-
tude (pre-factor) of these two terms is similar. Thus the scaling of the correlation
function K1, Eq. 4.2, which is a diﬀerence between these two terms, is governed
by the sub-leading exponent rather than the leading multifractal exponent.
In Fig. 4.5 we show the scaling of the correlation function, K1 with |r1 − r2|/N .
As discussed in the previous paragraph the scaling in this situation is governed by
the sub-leading exponent. However, the scaling here is not pure in a sense that it
is not a straight line in a double log scale (see Fig. 4.5), which is mainly due to
presence of diﬀerent length scales in the system and related to higher sub-leading
terms. For instance, in the large distance limit, |r1 − r2|/N & 0.1, the scaling is
aﬀected by system size. At small distances we notice that the data for diﬀerent
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FIGURE 4.6: Shows the correlation function K2 as a function of 1/R2 for fixed
distances |r1−r2| = |r3−r4| = 1 as defined in Eq. (4.4). The function K2 for four
neighboring energies and averaged over 106 disorder realizations. The error bars
indicate the statistical deviations. It can be seen that with increasing system
size, N , the data approach a straight line in a double log scale, which indicates
a power law dependence. A power law fit implies a value of exponent ≃ 1.25,
i.e. equal to 2µ2 and is consistent with previously found value (see Fig. 4.5).
Within given numerical accuracy we conclude that the exponent α ≃ 0.
system sizes do not fall on top of each other. This is because in this regime a new
length scale appears, a/|r1 − r2|, that dominates the correction to scaling. The
numerical analysis for the correlation function, K1, yields the power law exponent
µ2 ≃ 0.62± 0.05.
4.4.2 Second order correction
In Fig. 4.6 we plot the function, K2 at ﬁxed small distances |r1− r2| = |r3− r4| ≡
ρ as a function of 1/R2, where R = (r1 + r2 − r3 − r4)/2. With increasing
system sizes (N = 256, . . . , 1024) the data approach a straight line in a double log
scale. A power law ﬁt reveals the exponent ≃ 1.25, which is consistent with our
previous analysis of Hartree-Fock terms. It implies that within the accuracy of
our numerical analysis the exponent, α, that describes scaling with the variable
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FIGURE 4.7: Main panel: Shows the scaling behavior of the function K2 as
a function of R/N for fixed values of ρ/R={1/2, 1/4, 1/8, 1/16, 1/32}. Three
different colors represent three different system sizes as used in our numerical
simulation, N=512, 768, 1024. According to Eq. (4.4), the scaling of K2 at fixed
small distances, ρ/R, is governed by (R/LΩ)
α, where LΩ = N for R/N ≪ 1. As
seen from the plot the scaling is represented by a plateau at intermediate value
of R/N that indicates a value of α close to zero. At higher value of R/N the
data deviates from pure scaling as the higher order terms become significant.
Similarly, at small distances corrections are dominated by the parameter a/ρ.
Inset: Shows the same data re-plotted as a function of R/a. It confirms that
at small value of R/a there is no correction due to system size, N , and the
correction to pure power law scaling is only due to a/ρ.
R/LΩ is either zero or very small.
In order to investigate the exponent α even more carefully, we plot the function
K2 as a function of R/N for ﬁxed ρ/R in Fig. 4.7. According to Eq. (4.4), this is a
direct way to probe the exponent, α. For small R/N . 0.1 the curves for diﬀerent
system sizes not only fall on top of each other but are almost ﬂat, which indicates
that the exponent is indeed close to zero (α ≃ 0). Again in small R regime the
deviation to scaling is due to the parameter, a/ρ. This is well illustrated in the
inset of Fig. 4.7, where the function K2 is plotted as a function of R/a. It is easily
seen that at small R/a the data deviate from pure power law scaling as it was the
situation previously (see Fig. 4.5).
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FIGURE 4.8: Left panel: Shows the function (ρ/R)−2µ2K2 as function of R/N
with µ2 = 0.625. Similar to Fig. 4.7,different symbols represent different value
of ρ/R and different colors are for different system sizes, N . Again it emphasizes
that at small values of R/N the deviation from the single parameter scaling is
controlled by the parameter, a/ρ. Inset: Same data in a log-log scale. The solid
line (corresponds to α = 0) and the dotted line (α = −0.1) indicate the power
law scaling regime and the deviation from that. Right panel: Single parameter
scaling function plotted as a function of R/N as obtained from the data (solid
symbols) of the left panel.
In the left panel of Fig. 4.8 we re-plot the scaling function multiplying each trace
by (ρ/R)−2µ2 , where µ2 = 0.625 is taken from Fig. 4.5 as a function of R/N . It is
readily seen that the data (solid symbols) collapse on a single parameter scaling
curve showing the dependence of (ρ/R)−2µ2K2 on R/N . Consequently, it signalizes
that the value of µ2 is indeed correct and α ≃ 0. The open symbols deviate from
the single parameter scaling curve due to correction in a/ρ in small R/N range.
The inset of the left panel of Fig. 4.8 shows the single parameter scaling function in
a log-log scale. The plateau of the single parameter scaling curve yields a value of
α ≃ −0.05±0.1. It needs to be emphasized at this point that within the available
system sizes it is indeed very complicated to have a proper error bound on the
possible values of α. It is because the corrections a/ρ and R/N are not negligible
within the available numerical system sizes. Furthermore, the uncertainty in the
numerical determination of µ2 also enters in the scaling analysis of the exponent
α. The right panel of Fig. 4.8 shows the single parameter scaling function on a
double linear scale.
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4.4.3 Discussions
In this subsection we will summarize our numerical ﬁndings. Our numerical simu-
lation of the correlation functions K1,2 yield the corresponding values of the expo-
nents: µ2 ≃ 0.62± 0.05 and α ≃ −0.05 ± 0.1. First of all the values nicely agree
with those previously obtained by Lee and Wang [155]. Here it should be noted
that the system sizes used in our calculations are at least an order of magnitude
larger than in Ref. [155]. In particular, the large system sizes N & 500 played an
important role for the scaling analysis of the correlation function as seen in Fig. 4.7.
Indeed, in order to achieve the scaling regime, i.e. ∝ (R/N)α and α ≃ 0, the value
of the parameter must be small, R/N . 0.05. At the same time the scale ρ can
not be too small as the corrections to scaling due to the parameter a/ρ becomes
substantial unless ρ/a & 4. Consequently, it gives us a condition for a preferable
parameter range where the power law is observable R ≫ ρ, which in practice
requires R/ρ & 2. Our larger system sizes and the chosen parameter range allow
us to explore the true scaling regime in a window of R/N approximately between
0.007 and 0.05 as seen in Fig. 4.7.
Using our estimate for µ2 and α , we calculate the exponent κ as described in
Eq. (4.6) and Eq. (4.7) in the limit of the ‘most’ short-range interaction, λ >
2 + µ2 ≃ 2.62. We get,
p ≃ 1.62; zT ≃ 1.23; κ ≃ 0.346. (4.15)
Here we used the localization length exponent ν ≃ 2.35 as found in Ref. [156],
which is conﬁrmed by several later works as well. Although the most recent work in
this direction suggests that the correction to scaling in determining the localization
length exponent using the CCNM is much larger; consequently, it suggests a larger
localization length exponent ν = 2.59 [72]. Using this value of the exponent ν we
get a smaller value of the exponent κ ≃ 0.314. In the next section we describe our
numerical results in the context of experiments.
4.5 Summary and Outlook
To summarize, we have studied the scaling properties of dephasing rate, τφ, at
the critical point of the IQH transition. We have considered the case of most
short range Coulomb interaction in a system with broken spin-rotation symmetry,
which happens in the presence of a strong magnetic ﬁeld. In this situation the
short-range interaction is RG-irrelevant and the scaling properties are obtained by
performing the scaling analysis near the non-interacting critical point.
At this point few comments are in order: First, strictly speaking, the calculation
of the dephasing rate in this work is done in the lowest order (Golden rule) of
the perturbation theory; thus the most important range of frequencies that we
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consider here for the dephasing rate are Ω ∼ ǫ′ ∼ T . This estimation only allows
us to have an upper bound on Lφ, consequently the lower bound on zT , and the
upper bound on κ. It is not easy to eliminate other possible contributions from a
diﬀerent scaling regime of frequencies and spatial variables to the lowest order of
the dephasing rate. Nevertheless, our preliminary analysis shows that these are
more unlikely, but a more detailed investigation is needed to study such exotic
contribution.
Second, the experimental determination of the exponents ν and zT is highly com-
plicated by the fact that they are aﬀected by the systematic errors (the scatter of
data can be as big as 10%). Speciﬁcally, the works [157–159] that measured the
exponent ν reported a value of κ in a range 0.6 to 0.8, which is much larger than
the true exponent κ ≃ 0.42. Further complications arise in direct determination
of the exponent z, which is based on the analysis of the data for diﬀerent system
sizes [146]. Here problem originates due to the correlation of disorder with the
sample width. The eﬀect is not small as it is seen in Ref. [146], where by changing
the sample width by a factor of ≈ 5 not only changes the saturation temperature
by a factor of ≈ 5 but also changes the characteristic temperature scale by a factor
of ≈ 2.5. Consequently, that aﬀects the determination of the exponent zT . More
experimental works are needed in this direction to overcome these diﬃculties in
determining the exponents ν and zT .
Finally, let us comment on the experimental value of κ and our numerical ﬁnd-
ings. The most updated experimental values of the exponents are ν ≃ 2.3 ± 0.1,
zT ≃ 1.0 ± 0.1 and κ ≃ 0.42 ± 0.01, where we believe that the errors bound
are considerably underestimated due to systematic errors. Now let us compare
these values with the latest theoretical values of the exponents: ν ≃ 2.35 − 2.39,
zT ≃ 1.23 and using Eq. (4.7), we get a value of κ in a range 0.314 to 0.346, which
is much smaller than the true exponent value found in the experiments. The dif-
ference between the theory (short-range interaction) and experiments (long-range
interaction) is not so large considering the systematic errors in the experimental
determination of the exponents (. 10% for ν, . 20% for zT and . 30% for κ).
Nevertheless, it suggests that current experiments at the IQH critical point can not
be explained by the present theory considered at the non-interacting ﬁxed point
in our work. Either a controlled experiment in the case of short-range interaction
is needed or a theory at the IQH critical point for long-range electron-electron
interaction is required for further advancement in this direction.
5 CHAPTER 5Conclusion
The aim of this thesis was threefold. Along with the material properties of
graphene, we have investigated the transport properties of this novel material
in the presence of disorder and a magnetic ﬁeld. It has been observed in several
experiments that graphene shows surface corrugation (“ripples”) even at relatively
low temperatures. Their origin is thought to be due to the residual strain originat-
ing from experimental preparation techniques. For instance, residual strain can be
induced by the presence of a substrate or by a scaﬀold, where graphene sheets are
freely suspended in vacuum or in air. Motivated from these experimental observa-
tions, in the ﬁrst part we have studies the eﬀects of strain, including edge eﬀects,
on the elastic properties of small graphene ﬂakes. Combining a phenomenological
theory and density functional theory calculations we have calculated independently
all the Lame´ parameters. To estimate the ﬁnite size eﬀects on these, we analyze
the total energy of a ﬂake in two diﬀerent ways, i.e. by an atomic energy represen-
tation and by a representation in terms of the bond energies. These two diﬀerent
ways of representing the total energy elucidate one important observation, namely
that edge eﬀects can be signiﬁcant for the elastic properties. For instance, for the
shear strain the dependency of the elastic constant, µ, on the ﬂake size can be as
large as 70%. Additionally, we also investigate the eﬀects of zero point motion
on the elastic parameters. For example, we observe that the zero point motion
renormalizes the transverse stiﬀness (or bending rigidity, κ) signiﬁcantly, by about
26% [104].
Apart from having considerable eﬀects on the elastic properties of small ﬂakes,
strain also has important consequences on the low energy electronic properties of
graphene. For instance, it has been shown that ripples induce an eﬀective magnetic
ﬁeld; although, it does not break the overall time reversal symmetry of the system,
it can lead to a non-trivial quantum Hall physics without an external magnetic ﬁeld.
Thus understanding the transport characteristics of graphene in the presence of
various types of disorder poses a considerable amount of challenge in experiments.
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Here, we analyze the density of states and the transport properties of graphene in
the presence one such disorder, namely vacancies. To analyze the density of states
we develop a numerical method along with V. Ha¨fner, which is particularly suited
to calculate the density of states and other observables (such as conductivity)
for large systems. In clean graphene due to the presence of chiral symmetry, a
vacancy gives rise to a state exactly at the Fermi energy (“zero mode”). For a ﬁnite
concentration of vacancies the density of states is sensitive to the distribution of
vacancies in diﬀerent sub-lattices. For instance, our numerical simulation conﬁrms
that for a ﬁnite concentration of vacancies, which are distributed only in one of
the sub-lattices only, the number of zero modes is given by exactly the number of
vacancies.
In collaboration with P. Ostrovsky, who has developed a general theory to de-
scribe graphene with an arbitrary number of isolated impurities based on the
Dirac equation, we analyze the transport properties of graphene at the charge
neutrality point in the presence of a ﬁnite concentration of vacancies. By analyz-
ing the distribution function for diﬀerent vacancy concentrations we investigate
the ‘self-averaging’ property of the conductivity in such a system. Our numerical
simulation reveals that the conductivity in such a system not only depends on
the impurity concentrations but also on the distribution of vacancies in diﬀerent
sub-lattices. Additionally, with increasing vacancy concentrations we observe a
crossover from the ballistic to the diﬀusive regime. In the diﬀusive regime the
conductivity saturates at two diﬀerent constant values depending on the vacancy
distribution between diﬀerent sub-lattices. This indicate a new ﬁxed point, which
is beyond the standard σ-model RG analysis, and has a non-trivial scaling behav-
ior [137].
In our previous study we noticed that the eﬀect of many impurities can not be
understood by considering only one defect, i.e. a single vacancy. This is because
in the presence of more than one vacancies wave function forms a complicated
interference pattern. Moreover, the wave function amplitudes have large ﬂuctua-
tion in space; this behavior is generic for any strongly disordered metal. In the
presence of a magnetic ﬁeld the situation becomes even more interesting, i.e. a
quantum Hall transition. At the quantum Hall critical point the ﬂuctuations in
the wave-function amplitude are characterized by the multifractality. These mul-
tifractal behavior also manifests itself in other correlation functions calculated at
the critical point. In particular, we encounter such scaling behavior when con-
sidering the matrix elements of the short range Coulomb interaction. Motivated
from the experimental ﬁndings in this part of the thesis we investigate the eﬀect
of dephasing induced by the electron-electron interaction at ﬁnite temperature on
a quantum Hall critical point in collaboration with I. Burmistrov. In our study
we address this question by combining a perturbation theory in the interaction
near the non-interacting ﬁxed point and a numerical simulation based on the
Chalker-Coddington network model. We numerically calculate the scaling of the
correlation functions that appear in the interaction correction to the self-energy
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at the non-interacting integer quantum Hall critical point. It turns out that the
in the ﬁrst order interaction correction the correlators combine in a way such that
the leading multifractal power laws cancel; the subleading terms govern the inter-
action corrections. Here we determine quantitatively the sub-leading multifractal
exponents, µ2, of the salient wave function correlators [143]. In particular our
numerical estimation of the exponent µ2 ≃ 0.62 ± 0.05, which is consistent with
earlier calculation by Lee and Wang [155]. Moreover, with our improved eﬃcient
computer code we have been able to achieve system sizes containing ∼ 5 × 106
nodes, which becomes extremely important to reach the true scaling regime. Using
the estimates for µ2 and α ≃ −0.05± 0.1, we get a value of the critical exponent,
κ ≃ 0.346 ± 0.035. This value, however, diﬀer from some experimental ﬁndings
and we discuss the origin of this discrepancies in Chapter 4.
A APPENDIX ASymmetry classification ofdisordered metals
In general the presence or absence of certain symmetries, such as translational
invariance, time reversal etc., plays a major role in the classiﬁcation of disordered
electron systems in a systematic way. A classiﬁcation scheme of random Hamilto-
nians based only on time reversal and spin rotation symmetries was ﬁrst proposed
by F. Dyson [160] after E. Wigner [161] pointed out that random matrix theory
has a very broad application in physical problems. The “Wigner-Dyson” ensem-
ble comprises the three generic classes, the “unitary”, the “orthogonal”, and the
“symplectic”, combining only two symmetry properties, i.e. time reversal (TR)
and spin rotation (SR). Later in the 1990’s Gade and Wegner emphasized that
TR and SR are not the only two symmetries that can exist in nature. For in-
stance, in bipartite systems the sub-lattice [55, 162] symmetry (SLS) plays an
important role in determining its critical properties and the density of states. In
the continuum limit this symmetry manifest itself as the chiral symmetry in the
Dirac Hamiltonian. The symmetry classiﬁcation was completed by Atland and
Zirnbauer [163] by including the particle-hole symmetry (PHS) that arises most
naturally in superconducting systems and is incorporated in the Bogoliubov-de
Gennes (BdG) Hamiltonian. Below we brieﬂy describe the diﬀerent symmetry
classes arising from the combination of the symmetries mentioned earlier.
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A.1 Symmetry classification scheme
A.1.1 Wigner-Dyson classes
Using TR and SR invariance three symmetry classiﬁcations are possible within the
Wigner-Dyson scheme: unitary, orthogonal and symplectic. When time reversal
invariance is broken, the Hamiltonians become general Hermitian matrices,
H = H†. (A.1)
In this class the presence or absence of SR invariance does not yield any new
symmetry classiﬁcation. This set of matrices is invariant under the unitary trans-
formation; thus the name “unitary” class. In the presence of TR invariance, the
Hamiltonian is invariant under the operation,
H = KHTK−1, (A.2)
where K is the unitary operation represented via the anti-unitary TR operator
as T = KC and C being the complex conjugation operator. Since by deﬁnition
acting of TR operator, T , twice leaves the Hamiltonian invariant, the square of the
unitary operator, K, can have two possible values, K2 = p, where p = 1 represents
the systems with integer angular momentum; similarly p = −1 corresponds to
a system with half-integer angular momentum where TR is preserved but SR
invariance is broken.
A.1.2 Chiral classes
In the chiral classes the Dirac Hamiltonian has the following block structure in
the sub-lattice space,
H =
(
0 h
h† 0
)
(A.3)
and the chiral symmetry is represented by,
σzHσz = −H. (A.4)
where σz is the Pauli matrix in the “iso-spin” space. A popular example of a
material that belongs to this class is graphene. Similar to the Wigner-Dyson
classes, the chiral ensemble can also possess TR and SR invariance, thus it is also
subdivided into three chiral classes- denoted “chiral unitary”, “chiral orthogonal”,
and “chiral symplectic”.
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Symmetry
classes
Cartan-nomenclature
(Hamiltonian)
RMT TR SR PHS SLS
Wigner-Dyson A (unitary) GUE − ± − −
AI (orhtogonal) GOE + + − −
AII (symplectic) GSE + − − −
Chiral AIII (chiral unit.) chGUE − ± − +
BDI (chiral orho. ) chGOE + + + +
CII (chiral sympl.) chGSE + − + +
BdG C − + + −
CI + + + +
D − − + −
DIII + − + +
TABLE A.1: Symmetry classifications of disordered systems. First column:
Name of different symmetry classes. Second column: Cartan nomenclature
of the symmetry classes. Third column: Name of the corresponding Random
matrix theories (RMT). Fourth, fifth , sixth and seven columns describe the
absence (−) or presence (+) of time reversal (TR), spin rotation (SR), particle-
hole (PHS), and sub-lattice symmetries (SLS) in the disordered Hamiltonians,
respectively. Adapted from Ref. [66].
A.1.3 Bogoliubov-de Gennes classes
The other four classes appear naturally in disordered superconducting systems
with particle-hole symmetry. The most general single particle Hamiltonian for
such systems is given by,
H =
N∑
α,β
hα,βc
†
αcβ +
1
2
N∑
α,β
(∆α,βc
†
αc
†
β −∆∗α,βcαcβ) (A.5)
where, cα,β(c
†
α,β) is the fermionic annihilation (creation) operator. hα,β , ∆α,β are
the N×N matrices with h = h† and ∆T = −∆. Now it is straight forward to give
the Hamiltonian, Eq. (A.5), a matrix representation (Hˆ = ψ†Hψ) by considering
the c and c† in spinor notation, ψ†α = (c
†
α, cα), and,
H =
(
h ∆
−∆∗ −hT
)
(A.6)
The minus sign represents the fermionic commutation relations of c and c† op-
erators. This speciﬁc construction of the Hamiltonian respects the particle hole
symmetry (PHS) as,
H = −σxHTσx (A.7)
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where, σx is the Pauli matrix in the particle-hole space. The above condition rep-
resents the class of disordered superconductors in the absence of other symmetries
and is denoted as D in Cartan representation and presented in the second last
row of Tab. A.1. Unlike the Wigner-Dyson and chiral classes, the absence of TR
invariance for the spin full systems is important, since it combines the PHS in a
non-trivial way. The Hamiltonian is represented in the same way as in Eq. (A.6),
where now the spinor wavefunctions have an extra spin index, ψ†α = (c
†
α↑, cα↓). The
Hamiltonian then possesses another symmetry property,
H = −σyHTσy. (A.8)
The ensemble of Hamiltonians with spins that exhibit the above symmetry,
Eq. (A.8), represents the class C in the symmetry classiﬁcation scheme. If TR
invariance is present one obtains two more symmetry classes (CI and DIII) similar
to the chiral classes.
A.2 Importance of the symmetry classifications
Conductance: The most fundamental observable to characterize a metal is its
conductance, g. In a linear response regime it is the proportionality constant in
the current voltage relationship and is deﬁned as,
I =
e2
h
gV (A.9)
where, V is the applied voltage and I is the measured current in the system. In
general, the conductance is a material property that also depends on the system
geometry, e.g. due to Ohm’s law.
β-function: In order to understand the eﬀect of disorder in metals, it is essen-
tial to take the wave nature of the quasi-particles into account. In a disordered
environment the wavefunctions form a complicated interference pattern that leads
to the localization of the wavefunctions in real space, which was discovered by
Anderson [164]. For long (quasi) one-dimensional disordered wire the electronic
wave-functions are localized in real space, which implies that the conductance of
such systems drops in an exponential way, e−L/ξ(EF), - faster than the inverse of
the length of the system, L−1- where ξ is the localization length and EF is the
Fermi energy. The characteristic of this transition can be understood in the frame-
work of the one parameter scaling theory [165], which describes the ﬂow of the
dimensionless conductance with the system size in terms of a β-function,
d lng
d lnL
= β(g) (A.10)
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The scaling theory was given a more solid foundation after the formulation of the
ﬁeld theoretical description of the problem in the context of a nonlinear σ-model1.
The model allows one to calculate systematically the β-function (ﬂow equation)
using the ﬁeld-theoretical renormalization group (RG) approach by doing a resum-
mation of the singularities in the perturbation theory near or at two-dimension
(2+ǫ dimension). For critical properties and exponents in a system with given sym-
metries one needs to calculate the β-function, β(t) = −dt/d lnL, perturbatively in
the coupling constant, t = 1/2πg, using a speciﬁc sigma model that belongs to the
speciﬁc symmetry classes listed in Tab. A.1. The β-function provides information
about the localization of electronic states in a very eﬀective way.
The form of the β-function is mainly determined by the symmetries of the problem
and the physical dimension of the system, which we discuss brieﬂy in the next
paragraph.
Discussion: Here we will discuss some of the aspects of the β-function for the
localization problem in the context of the symmetry classes discussed above. For
instance, in one and two dimensions the β-function in conventional symmetry
classes is always negative (without any topological term in the sigma model), which
signiﬁes that all states are localized in two-dimension; therefore the system is an
insulator. For dimension d > 2 in the orthogonal and the unitary symmetry classes
the situation changes as the β-function changes its sign giving rise to an unstable
ﬁxed point, gc, where β(gc) = 0; thus the system undergoes a metal-to-insulator
transition, i.e. an Anderson transition. This is because Anderson localization
is mainly due to multiple scattering events at the same impurity, which enhances
the interference between wave-functions. In dimension greater than two the return
1In order to fully appreciate the symmetry classification scheme, it is important to have a
basic understanding of the associated field theories in different symmetry classes. Here we
only present the corresponding field theoretical model for pedagogical purpose without any
derivations; for a more detailed discussions readers are encouraged to look at a recent review
on the subject Ref. [66]. The σ-model [166–168] is the effective low-energy long wavelength
microscopic theory of the system that describes the dynamics of the interacting soft modes
(diffusion and cooperons). For unitary symmetry class (A) the σ-model action is given by,
S[Q] =
πρ
4
∫
ddr Str[−D(∇Q)2 − 2iωΛQ] (A.11)
where, ρ is the density of states, D being the diffusion constant. The Q in the super-
symmetric formulation represents a 4 × 4 super matrix that satisfies the condition Q2 = 1
with Λ = diag(1, 1,−1,−1) and Str represents the super-trace. The 4 × 4 structure of the
matrix is because it incorporates two type of Green’s function (advanced and retarded) which
is represented via the bosonic and the fermionic degrees of freedom in terms of a functional
integral. In principle one can also have a n × n super-matrix that represents n advanced
and n retarded Green’s function; consequently, the σ-model is defined on a larger manifold.
For other symmetry classes the general form of the σ-model is same but the underlying
symmetry properties of the σ-model is different along with the dimension of the manifold of
the Q matrices.
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probability to a same point is not suﬃciently large to localize all electronic wave-
functions; thus systems with dimension d > 2 can have metallic phase.
The situation changes in the symplectic class (AII), where the β-function is related
to the orthogonal class via [46],
βsp = −2βortho(−t/2) (A.12)
where t = 1/πg and g is the conductance of the spinful system. It implies that
the β-function is positive for small t < t∗ and a true metallic phase exists with
an Anderson transition at some speciﬁc t∗ ∼ 1. As mentioned earlier that in two-
dimension all states are localized in the conventional symmetry classes (A, AI, C,
CI; without any topological term in the sigma model), the symplectic class is very
special in a sense that it represents a mechanism to have a critical ﬁxed point
even in two-dimension. For the chiral classes, AIII, BDI, and CII the β-function is
exactly zero at all orders of the perturbation series in two-dimension, implying that
these classes support a phase with non-zero conductance, which is either metallic
or critical (or a line of ﬁxed points) [55, 162]. In other symmetry classes, D and
DIII, which corresponds to systems with broken SR invariance, the β-function is
positive at small t, denoting the existence of a metal-insulator transition in two-
dimension in the strong coupling limit. The behavior is similar to the one found in
the class AII (symplectic Wigner-Dyson class); these symmetry classes correspond
to systems with broken spin rotation invariance, where the unconventional sign
of the β-function signiﬁes a weak anti-localization rather than the conventional
localization of the electronic wavefunction [46].
In some situations the σ-model allows for an extra term in the action, which is
invisible to any orders of the perturbation series; thus the resulting β-function is
diﬀerent. For instance, for some physical systems that belongs to class A or C or
D the action includes a topological θ-term that has a value in the interval [0, 2π],
iStopo[Q] = iθN [Q] (A.13)
N [Q] is an integer represents the winding number of the ﬁeld conﬁguration, Q(r).
A classical example of appearance of such a term is ﬁrst identiﬁed by Pruisken [169]
in the context of the integer quantum Hall eﬀect (symmetry class A). But it only
describes the microscopic theory of the quantum Hall critical point in the weak
coupling limit. For the class, AII, the θ-term takes a special value, θ = π in the
model of Dirac fermions with random scalar potential (e.g. graphene with long
range disorder) [50]. This topological term inhibits localization and known as Z2
topological term.
Another possibility for criticality in two-dimension arises in classes AIII, C, and
DIII, where the Wess-Zumino (WZ) term in the σ-model plays the major role.
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The WZ term has the following form,
iSWZ(g) =
ik
24π
∫
d2r
∫ 1
0
dsǫµνλStr(g
−1∂µg)(g
−1∂νg)(g
−1∂λg) (A.14)
where k is the integer denotes the level of the WZW model [68]. For instance,
the model of Dirac fermions in random vector potential (chiral unitary, AIII) is
described by including the WZ term in the action. In this scenario the σ-model
coupling constant is truly marginal yielding a line of ﬁxed points as mentioned
previously. In the next section we will present a similar discussion, where we will
see how diﬀerent terms (θ-term or WZ term) appear in the σ-model action for
diﬀerent types of disorder in graphene.
A.3 Symmetries in clean graphene
Here we analyze the symmetries of clean graphene Hamiltonian given in the AB
and KK ′ space as deﬁned in 1.7, which we use later to classify diﬀerent transport
properties of graphene in the presence of disorder. The discussion presented here
is mostly follows from Ref. [46]. As discussed in introduction 1 that the eﬀective
continuum two-dimensional Hamiltonian of graphene in AB and KK ′ spaces has
the following form,
H = vFτzσ · k (A.15)
where τz is the third Pauli matrix in the KK
′ space. First, the three generators
of the iso-spin, which form the SU(2) group and commute with the Hamiltonian
is given by,
Λx = σzτx, Λy = σzτy, Λz = σzτz. (A.16)
Next there exists two fundamental symmetries of clean Hamiltonian which are
the time inversion, (T0) and the chiral symmetry (C0). Now combining T0, C0
and iso-spins (Λ0,x,y,z) one can in total constructs 12 more symmetry operations.
These 12 symmetries can be classiﬁed in three diﬀerent symmetry groups, namely,
of time-reversal type (Tµ), of chiral type (Cµ) and of Bogoliubov-de Gennes type
(CTµ). These 12 symmetries can be represented by the following notations:
T0 : A 7→ σxτxATσxτx, C0 : A 7→ −σzτ0Aσzτ0, CT0 : A 7→ −σyτxATσyτx,
Tx : A 7→ σyτ0ATσyτ0, Cx : A 7→ −σ0τxAσ0τx, CTx : A 7→ −σxτ0ATσxτ0,
Ty : A 7→ σyτzATσyτz, Cy : A 7→ −σ0τyAσ0τy, CTy : A 7→ −σxτzATσxτz,
Tz : A 7→ σxτyATσxτy, Cz : A 7→ −σzτzAσzτz, CTz : A 7→ −σyτyATσyτy.
In Tab. 1.1 we list few possible disorder types and corresponding symmetries that
are present in the disordered graphene Hamiltonian.
B APPENDIX BDensity Functional Theory
Density functional theory (DFT) is a very eﬃcient method to calculate the ground
state energy of an interacting many-body system in an external potential, which
is usually the potential from ion-cores. In many-body physics the main numerical
diﬃculty comes from the fact that the Hilbert space dimension increases exponen-
tially; thus treating many-body system exactly (e.g exact diagonalization) is only
possible for rather small systems. Because of this, the numerical simulations of
physical system are always based on some drastic approximations. In this respect
DFT is particularly eﬀective when one deals with large systems with 103 − 104
electrons due to its eﬃcient numerical formulation compared to other ab-initio
methods, i.e. eﬃcient scaling with number of electrons (O(N3)). Because, instead
of trying to ﬁnd the solution of the many-body Schro¨dinger equation, in DFT one
only looks at the ground state density, which has much less degrees of freedom
than the wave-functions themselves. That such formulation is possible is not at
all obvious to start with, because of the reason mentioned before. For pedagogical
purpose, here we only give an outline of the basic formulation of the DFT without
any detail derivation and proof. The following discussion is largely based on the
lecture notes of F. Evers [170].
In DFT almost everything (observables) can be obtained, in principle, by solving
an optimization problem for the ground state (GS) density, n(r), alone,
E0[n(r)] = min
n(r)
[
F [n] +
∫
dr vex(r) n(r)
]
, (B.1)
where vex describes the system speciﬁc, external potential (due to the ion cores)
and F describe a functional of the GS density, which is independent of vex and E0
being the GS energy. The functional, F [n] (Eq. (B.1)) can be expressed in terms
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of three energies,
F [n(r)] = T [n(r)] + EH[n(r)] + Exc[n(r)], (B.2)
where EH and Exc are the Hartree and exchange-correlation energies, respectively.
T [n(r)] deﬁnes the single particle kinetic energy. The Hartree term is given by,
EH[n(r)] =
e2
2
∫ ∫
n(r1)n(r2)
|r1 − r2| dr1dr2, (B.3)
where n(r1) is the GS density at the point r1. Except the exchange-correlation,
Exc, the other three parts of the energy functional (Eq. (B.1)) are known exactly.
In practice Exc is given by approximations, some of which we discuss later.
In principle DFT provides a way to calculate the exact physical observables by
minimizing the density functional. However, in practice exact form of the func-
tionals (energy) are not known except for few smaller systems. Approximations
are needed for Exc and we discuss few of those in the following sections.
B.1 Kohn-Sham formalism in a nutshell
The Kohn-Sham formalism [171, 172] is the most useful implementation of DFT
in practice. In this formalism the optimization problem of Eq. B.1) is solved by
introducing a set of ortho-normalized (〈φℓ|φℓ′〉 = δℓ,ℓ′) single particle orbitals that
re-parameterize the density as,
n(r) =
N∑
ℓ=1
|φℓ(r)|2, (B.4)
where φℓ(r) are the single particle Kohn-Sham orbitals. N denotes the number
of particles. With this new parameterization the optimization problem (Eq. B.1)
can be reformulated as single particle problem in an external potential (vs) with
single particle energy levels (ǫℓ) as,[
− 1
2m
∆+ vs(r)
]
φℓ(r) = ǫℓφℓ(r); (B.5)
with a relation to the ground state energy,
1
2
∂
∂φℓ(r)
E0[n(r)] =
[
− 1
2m
∆+ vs(r)
]
φℓ(r), (B.6)
where vs = vex(r)+vH(r)+vxc(r), vH(r) denotes the Hartree interaction. The third
term in the decomposition is the exchange correlation potential that incorporates
complicated many body interaction. We have thus replaced the many-body in-
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teracting problem by an eﬀective single particle (Kohn-Sham particles) problem.
The Hartree and exchange-correlation potentials are given by,
vH(r) = e
2
∫
n(r)
|r− r′|dr
′, vxc(r) =
δExc[n(r)]
δn(r)
. (B.7)
At this point few comments are in order. First it should be noted that the
Hartree (vH) and exchange potential (vxc) are themselves depend on the GS density.
So the above Eq. B.6 has to be solved self-consistently (SC). However, in DFT the
SC problems are much easier to solve than, for instance, the Hartree-Fock (HF)
equations, which are non-local in space. Moreover, in HF the orbital dependency
is tricky in a sense that a real HF orbitals interact with N − 1 real orbitals, while
a virtual orbital interacts with N real orbitals. In DFT all the orbitals feel the
same eﬀective potential, vs(r), as mentioned in Eq. (B.5).
In order to solve the self-consistent equations for the single particle problem, ex-
change correlation function need to be approximated. Here we discuss few of
the approximations that are used in practice to estimate the exchange correlation
function.
B.1.1 Local density approximation
The exact dependence of Exc(r) on the GS density, n(r), is not known. In the
simplest approximation, the Local Density Approximation (LDA) [172], one takes
for vxc the result obtained from the homogenous electron gas but replacing the ho-
mogenous density with n(r). In the LDA approximation, the exchange correlation
function is assumed to be local and has the form,
Exc[n(r)] =
∫
d3r′ǫhomoxc (r, [n(r
′)]) n(r) (B.8)
where ǫhomoxc (r, [n(r
′)]) is the exchange correlation functional in the homogenous
Fermi gas. The exchange correlation function ǫhomoxc (r, [n(r
′)]) depends primarily
on the density near the point r. The Dirac exchange [173] and the correlation in
an uniform Fermi gas is given by [174],
ǫhomoX (n)/V = −n
3kF
4π
= −0.458
rs
ǫhomoC (n)/V = −
0.44
rs + 7.8
(B.9)
where rs is the Wigner-Seitz radius (n=3r
3
s/4π) and kF is the Fermi wave vector.
The correlation part is obtained by interpolating the high and low density (rs ≫ 1)
limit in a homogeneous Fermi gas from the analytical continuation by performing
a 1/rs expansion [175].
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This approximation is formally valid as long as the density of the system varries
slowly on the scale of local Fermi wavelength (λF). It does, however, give excellent
results in a broad regime. Similarly, it is also known that LDA has several other
problems. For instance, it is known that LDA overestimates the binding energy
of covalent bonds of two-atomic molecules by few electron volts. Similar situa-
tion arises for the ionization potential. Nevertheless, it turned out that for many
molecular and chemical systems, where density has strong ﬂuctuations, LDA give
reasonable results for certain properties. For instance, bond length and geome-
tries (structure) of molecular system in LDA is predicted within an error of 1%
only.
B.1.2 Generalized gradient approximation
In the Generalized Gradient Approximation (GGA) [176] the idea is to expand
the eﬀective functional, Fxc[n] in the electron density, n(r), and include ﬁrst order
corrections, ∇n(r), such that the sum rules are satisﬁed [170]. The GGA correction
to the exchange correlation potential is expressed in terms of an analytical function,
called the enhancement factor;
EGGAxc [n(r)] =
∫
d3r n(r) ǫhomoxc Fxc (n(r),∇n(r)) (B.10)
Fxc is the written in terms of Wigner-Sietz radius, rs and reduced density gradient,
s(r),
s(r) =
|∇n(r)|
2kF(r)n(r)
(B.11)
The actual form of Fxc[n] is then determined by ﬁtting experimental data or some
other numerical methods (e.g Monte-Carlo technique). A common problem of both
LDA and GGA functionals is the self-interaction problem. This is because both
the functionals are (semi-) local in space; thus the eﬀective potential generated by
the total electron density will cause an electron to interact with its own density.
Another aspect that has not been taken into account in LDA and GGA functionals
is the van-der-Waal forces.
In spite of all these deﬁciencies, GGA turns out to be very useful method in
improving the early functionals in DFT for many examples; such as, reduction in
over-binding in the molecular systems. For binding energy, GGA seems to have
less error than LDA; for instance, in a small two-atomic molecules the error in
binding energy for GGA functionals compared to LDA is reduced by a factor of 5.
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B.1.3 Hybrid Functionals
Hybrid functionals is another attempt to improve beyond the GGA functionals.
These functionals reduce the self-interaction problem by mixing Hartree-Fock en-
ergy to the exchange part of the functional. The functionals have the following
generic form [111],
EHybridxc = αE
LDA
xc [n(r)] + β(E
HF
x ({φi(r)})− ELDAx [n(r)]) + γEGGAx [n(r)] (B.12)
where the coeﬃcients α, β, γ controls the mixing between LDA, GGA, and HF
functionals. Note that this approximation goes beyond the DFT formalism as the
HF energy does not depend only on the GS density but also on the single particle
orbitals, φi(r) and calculated using other empirical methods.
Hybrid functionals are better in improving the self-interaction problem. However,
from the point of view of correlation eﬀects GGA is still better because HF does
not include dynamic correlations.
C APPENDIX CTheory of transport indisordered graphene
We describe the calculation method for a graphene samples with length, L, and
width W ≫ L (see Fig. 3.8). It is again important to mention the collaboration
with P. Ostrovsky, who contributed with the analytical model that we present in
this section. Here we will present an outline of the transport theory that has been
developed in the Ref. [137] using full counting statistics for arbitrary number of
resonant impurities, N .
C.1 Model and Method
In graphene the low energy physics is described by the Dirac Hamiltonian,
H = −i~vFσ · ~∇ + V (r) (C.1)
where V (r) is the impurity potential and σ={σx, σy} is the vector of Pauli matrices.
In transport calculation we also assume that the chemical potential of a graphene
sample (0 < x < L) is tuned to the Dirac point, while the two attached metallic
leads have chemical potential µ→∞.
The cumulant generating function for charge transport is deﬁned as an operator
trace of the Green’s function in the Keldysh space,
F = Tr ln G −1 (C.2)
where G is the Green’s function in Keldysh space and the trace (Tr) is over
the spatial coordinates as well as the valley and RA indices. Observable, such
as conductance, noise, are easily derived from the generating function, F . For
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instance, the conductance (G) is given by the second derivative of the generating
function with respect to the counting ﬁelds,
G = −4e
2
h
∂2F
∂φ2
∣∣∣∣
φ=0
(C.3)
where φ is the counting ﬁeld. The factor 4 in the above expression accounts for
valley and spin degeneracy. To calculate the Green’s function for F we use the
matrix Green’s function representation in the retarded-advance (RA) space [177–
180]. With the help of the Dyson equation the Green’s function is given in the
standard operator notation as,
(
G
−1
0 − V
)
G = 1. (C.4)
where, G0 is the Green’s function of the clean system, which depends on the count-
ing ﬁeld and satisfy the necessary boundary conditions. Now using the standard
deﬁnition of the Green’s function as described in the Dyson equation, Eq. (C.4),
the full counting generating function, Eq. (C.2), can be written as a sum of two
terms: F = F0 + δF , where F0 = Tr ln G −10 with,
δF = Tr ln(1− V G0) (C.5)
where, δF describes the correction to the cumulant generating function in the
presence of impurities. At this point we assume that impurities do not overlap as
the size of impurities is much smaller than the distance between impurities and
Fermi wavelength and also the operator determinant in the deﬁnition of δF reduces
to usual matrix determinant form. The generating function is then re-written in
the N -dimensional impurity space (unfolded space) as,
δF = Tr ln(1− V G0) ≡ Tr ln(1− Vˆ Gˆ0) (C.6)
where, Vˆ = diag{V1, V2, . . . , VN} and all the elements of G0 is equal to Gˆ0. Now
in this representation Gˆ0 is a N × N matrix in the impurity space. The above
equation can be solved by introducing the usual T -matrix in the Dyson equation,
Eq. (C.4),
Gˆ = Gˆ0 + Gˆ0Tˆ0Gˆ0; with, Tˆ0 = 1
1− Vˆ Gˆ0
Vˆ (C.7)
Now, notice that the diagonal part of the matrix Gˆ0 has diverging contribution
which need to be properly regularized. The matrix, gˆ, which is the diverging part
and is given by the bare Green’s function of an inﬁnite graphene plane, is diagonal
in impurity space and depends neither on the counting ﬁeld nor on the boundary
condition,
Gˆ0 = gˆ + ˆGreg (C.8)
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with,
g(r) = − i
2π
σ · r
r2
(C.9)
Using the above deﬁnition of Green’s function and T -matrix the correction in the
cumulant generating function can be expressed as a sum of two terms in a standard
matrix product form,
δF = Tr ln[1− Tˆ ˆGreg] +Tr ln[1− Vˆ gˆ] (C.10)
where, Tˆ = diag{T1, T2, . . . , TN} with, Tn = (1− Vng)−1Vn. The last term in the
above expression is independent of the counting ﬁeld; consequently, we can safely
ignore the term from the cumulant generating function as it makes no contribution
to the observable, Eq. (C.3). The matrix elements of the regularized Green’s
function is given by,
(Greg)nm =
{
G0(rm, rn) m 6= n
limr→rn [G0(rn, r)− g(rn − r)] m = n (C.11)
where, rn = (xn, yn) deﬁnes the position of an impurity.
At this stage, the problem of impurity induced correction to the conductivity
reduces to a calculation of the matrix determinant of a ﬁnite size matrix of a
dimension given by the number of impurities in the sample. In Eq. (C.10) the
bare Green’s function, G0, is obtained by solving analytically the matrix Green’s
function method in the RA space with V = 0 in Eq. (C.1),(
µ−H + i0 −iσx sinh
(
φ
2
)
δ(x)
−iσx sinh
(
φ
2
)
δ(x− L) µ−H − i0
)
G0(r, r
′) = δ(r− r′) (C.12)
where, in leads µ→∞ and in the sample µ = 0. The only remaining part to solve
of the general result, Eq. (C.10), are the T -matrices of individual impurities (see
Ref. [137] and refs therein). This is, for instance, obtained by solving the single
impurity problem. The resulting generating function then can be recast in the
following concise form,
F(φ) = −Wφ
2
2πL
+ ln detM(φ) + ln detM(−φ) (C.13)
where, M = {Mi,j} is a N ×N matrix with elements,
Mij(φ) =
exp
[
φ
2L
(yi − yj)
]
sin
[
π
2L
(zixi + zjxj + iyi − iyj)
] + zizj exp
[
φ
2L
(yj − yi)
]
sin
[
π
2L
(zixi + zjxj + iyj − iyi)
]
(C.14)
where, N is the number of impurities (vacancies) at positions (xi, yi). The variable
zi = ±1 denotes the position of vacancies in sub-lattice A or B. This general
expression allow us to calculate observable quantities for any given number of
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vacancies with its position. For instance, the conductance is expressed as,
G = −4e
2
h
∂2F
∂φ2
∣∣∣∣
φ=0
=
4e2W
πhL
+
8e2
h
tr
[
(M˙M−1)2 − M¨M−1
]
φ=0
(C.15)
where, M˙, M¨ are ﬁrst and second derivative of M with respect to φ. The main
calculation task is to invert a matrix M(φ = 0), which has a dimension of the
number of impurities in the sample.
D APPENDIX DCalculation of the dephasing
rate
We describe our analytical model with an outline of the calculation for the dephas-
ing rate, τφ, at criticality. In the following analysis we consider a speciﬁc situation
when the time-reversal invariance of the system is fully broken due to presence of a
strong magnetic ﬁeld. This particular problem belongs to the conventional unitary
symmetry class. Along with time-reversal invariance we also assume that due to
strong magnetic ﬁeld the spin-rotational invariance is also broken, such that the
system is fully spin polarized. The situation arises naturally in the experiments
in the presence of magnetic impurities or in the presence of strong spin-orbit cou-
pling. It is again important to emphasize the fact that this part of the discussion
is largely based on Ref. [143] and the analytical model with its solution is provided
by I. Burmistrov.
D.1 Model Hamiltonian
We consider a model Hamiltonian for disordered interacting two-dimensional elec-
tronic system,
H = H0 +Hint, (D.1)
where, H0 is the non-interacting single particle term that contains the disorder
potential, Vdis(r), and is given by,
H0 =
∫
drΨ†(r)
[
1
2m
(−i∇−A(r))2 + Vdis(r)
]
Ψ(r), (D.2)
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FIGURE D.1: (A) Hartree correction to the thermodynamic potential. The
wavy line denotes the interaction and the solid lines represent the single particle
propagator (Green’s function). (B) Feynman diagram for the Fock correction,
where α, β are the energy index.
where A(r) is the vector potential, which is deﬁned as ~B = ∇r × A(r). The
Hamiltonian, Eq. (D.2), describes a system with broken time reversal symmetry
that belongs to the unitary symmetry class, A. Due to broken spin-rotational
invariance, here we consider spinless electrons for the rest of the derivation. The
interaction part of the Hamiltonian is given by,
Hint = 1
2
∫
dr1dr2Ψ
†(r1)Ψ
†(r2)U(r1 − r2)Ψ(r2)Ψ(r2), (D.3)
where U(r1−r2) is the short-range interaction potential with Ψ(r) being the single
particle non-interacting wavefunction.
D.2 First order correction to the thermodynamic
potential
Here we study the correction due to interaction to the thermodynamic potential,
Ω, by doing a perturbation theory in the interaction near the non-interacting ﬁxed
point. The ﬁrst order diagrams that contribute in the correction to the thermo-
dynamic potential are shown in Fig. D.1. By following the same consideration
of Ref. [155], the ﬁrst order (Hartree-Fock) contribution to the thermodynamic
potential has the form,
Ω(1) =
1
2
∑
α,β
nf (ǫα)nf(ǫβ)
∫
dr1dr2U(r1 − r2)|Mα,β(r1, r2)|2, (D.4)
where nf(ǫα,β) is the Fermi-Dirac distribution function. Mα,β(r1, r2) is the matrix
elements of the exact single particle wavefunctions, φα(r) with eigen energy ǫα,
Mα,β(r1, r2) = φα(r1)φβ(r2)− φα(r2)φβ(r1). (D.5)
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After disorder averaging of Eq. (D.4), the average contribution to the thermody-
namic potential is given by,
〈Ω(1)〉 =
∫
dE dω
∆2
nf (E)nf(E + ω)
∫
dr1dr2 K1(r1, r2, E, ω), (D.6)
where ∆ = 1/(̺dL
d) is the mean level spacing, ̺d is the density of states, and
L is the system size in d dimension. The angular brackets 〈〉 denotes the disor-
der averaging. The function K1 can be calculated by comparing Eq. (D.4) and
Eq. (D.6),
K1(r1, r2, E, ω) = ∆
2
2
∑
α,β
〈|Mα,β(r1, r2)|2δ(E + ω − ǫα)δ(E − ǫβ)〉. (D.7)
K1 describes the correlation between two eigenstates (φα(r)) of the non-interacting
Hamiltonian, Eq. (D.2). In the limit, L→∞ the correlation function, K1 exhibits
the following scaling behavior,
K1(r1, r2, E, ω) = L−2d
( |r1 − r2|
Lω
)µ2
K˜1
( |r1 − r2|
Lω
)
, (D.8)
where,
K˜1(x) =
{
1, x≪ 1
x−µ2 , x≫ 1, (D.9)
with Lω = L(∆/|ω|)1/d being the length scale due to frequency and µ2 is the
scaling exponent. We are mostly interested in the energies close to each other
such that, ω ∼ ∆ and Lω ∼ L. It is important to note at this point that due
to anti-symmetrized wavefunction (Hartree-Fock), Eq. (D.5), the exponent µ2 is
positive µ2 > 0. At criticality it reﬂects that at shorter distances, |r1 − r2| ≪ Lω,
the correlation function is suppressed compared to metallic system. One of the
main goal in this work is to calculate the exponent µ2 at the IQH critical point.
To complete the analysis, we assume the electron-electron interaction of the fol-
lowing form,
U(R) = u0
(
1 +
(
R
a
)2)−λ/2
(D.10)
with λ > d, and a being the lattice constant. Using the above deﬁnition of
interaction, U(R), in Eq. (D.6) and performing the spatial integration one ﬁnds,
〈Ω(1)〉 ∝
∫
dE dω
∆
nf(E)nf (E + ω) U(Lω) (D.11)
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FIGURE D.2: (A) Second order Feynman diagrams that contribute in the self-
energy.
where
U(Lω) = ̺du0ad


(a/Lω)
µ2 , d+ µ2 < λ,
(a/Lω)
µ2 lnLω
a
, λ = d+ µ2,
(a/Lω)
λ−d, d < λ < d+ µ2.
(D.12)
where U(Lω) is the renormalized interaction parameter. For short ranged electron-
electron interaction, λ > d, the interaction becomes irrelevant near non-interacting
ﬁxed point, U = 0; thus the sub-leading terms, µ2, govern the interaction correc-
tions and the leading multifractal powerlaws cancel. We will elaborate on this
aspect further in our numerical analysis section.
D.3 Second order correction to the self-energy:
Dephasing rate
We consider the second order correction in the interaction to calculate the dephas-
ing rate, τφ, which is determined by the imaginary part of the self-energy (see
Fig. D.2). We deﬁne the self-energy by following Ref. [181] of a single particle
state with energy, ǫα, as,
ΣRα (ε) =
1
8
∫
dr1 dr2 dr3 dr4U(r1 − r2)U(r3 − r4)M∗αβ(r1, r2)Mδγ(r1, r2)
×M∗γδ(r3, r4)Mβα(r3, r4)
∑
βγδ
nf (ǫβ)[1− nf(ǫγ)] + nf (ǫδ)[nf (ǫγ)− nf (ǫβ)]
ε+ ǫβ − ǫγ − ǫδ + i0 .
(D.13)
where Mαβ(r1, r2) is given by Eq. D.5. Next, we perform the disorder averaging
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of the self-energy,
ΣR(E, ǫ) = ∆
〈∑
α
ΣRα (ε)δ(E − ǫα)
〉
. (D.14)
In order to perform the disorder averaging at the criticality we exploit the fact
that in this situation dephasing rate, τφ, is a self-averaging quantity unlike in
the localized phase, where the level spacing becomes lager than the averaged
dephasing rate. Consequently, in localized phase the Golden rule approximation,
where states are treated essentially as a continuum, breaks down. The result of
the above averaging procedure can be presented in the following form:
ImΣR(E, ǫ) = −π
(
4∏
j=1
∫
drj
)
U(r1 − r2)U(r3 − r4)
∫
dΩdε′
∆3
{nf(ε′ + Ω)
× [1− nf(ε′)] + [nf (ε′)− nf(ε′ + Ω)]nf (ǫ+ Ω)}K2({rj}, E, ǫ, ε′,Ω).
(D.15)
where the correlation function, K2({rj}, E, ǫ, ε′,Ω), is given by,
K2({rj}, E, ǫ, ε′,Ω) = ∆
4
8
〈∑
αβγδ
M∗αβ(r1, r2)Mδγ(r1, r2)M∗γδ(r3, r4)Mβα(r3, r4)
× δ(E − ǫα)δ(ε′ + Ω− ǫβ)δ(ε′ − ǫγ)δ(ǫ+ Ω− ǫδ)〉
(D.16)
To perform the integration we need to set the characteristic energy scales in the
problem. First, we are interested in dephasing rate at the mass shell, E = ǫ, and
at ǫ ∼ T . As we are mostly after the scaling behavior of the dephasing rate and
not attempting to calculate the numerical pre-factor of order unity, we set the
temperature to be zero. Next, all the other integral variables (ε′,Ω) are also set
by the temperature. After the energy integration Eq. D.15 becomes,
ImΣR(0, 0) = − 1
2∆3
(
4∏
j=1
∫
drj
)
U(r1 − r2)U(r3 − r4)
∫
dΩΩ
×
(
coth
Ω
2T
− tanh Ω
2T
)
K2({rj}, 0, 0, ε′ ∼ T,Ω)
(D.17)
The scaling behavior of the correlation function, K2 is given in Ref. [155],
K2({rj}, 0, 0, ε′ ∼ T,Ω) = L−4d
( |r1 − r2|
R
|r3 − r4|
R
)µ2 ( R
LΩ
)α
(D.18)
where R = (r1+r2−r3−r4)/2. The above scaling form of the correlation function,
K2, is valid in the range |r1 − r2|, |r3 − r4| ≪ R ≪ LΩ with the assumption that
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ε′ ∼ Ω, as both the energies are of the order of temperature, T . In the limit
of large distance, R ∼ LΩ, the correlation between wavefunctions at the points
r1,2 and at the points r3,4 decouple. It is now easy to see that in this limit the
function K2 reduces to a product of two independent scaling functions given by
the correlation function K1, i.e. (|r1 − r2|/R)µ2(|r3 − r4|/R)µ2 . One of the main
numerical task in this work is to calculate the exponent, α, which describes the
scaling with respect to the variable R/LΩ.
Combining Eq. (D.17) and Eq. (D.18), we obtain,
|ImΣR(0, 0)| = ̺dT
∫ T
0
dΩ
∫ LΩ
a
dR U2(R)
(
R
LΩ
)α
(D.19)
The above integration over R depends on the relation between α, µ2, λ and d. For
the calculation of the dephasing rate we ﬁrst assume a scenario, where α > −d.
Then, if λ > d+ µ2; the dephasing rate is given by,
−ImΣR(0, 0) ∼ 1
τφ
∝ δU2(a)


(T/δ)1+2µ2/d, d− 2µ2 + α > 0,
(T/δ)1+2µ2/d ln(δ/T ), d− 2µ2 + α = 0,
(T/δ)2+α/d, d− 2µ2 + α < 0.
(D.20)
In the situation λ = d+ µ2, Eq. (D.19) reduces to,
1
τφ
∝ δU2(a)×


(T/δ)1+2µ2/d ln2(δ/T ), d− 2µ2 + α > 0,
(T/δ)1+2µ2/d ln3(δ/T ), d− 2µ2 + α = 0,
(T/δ)2+α/d, d− 2µ2 + α < 0.
(D.21)
Similarly, in the limit λ < d+ µ2 one ﬁnds,
1
τφ
∝ δU2(a)×


(T/δ)−1+2λ/d, 3d− 2λ+ α > 0,
(T/δ)−1+2λ/d ln(δ/T ), 3d− 2λ+ α = 0,
(T/δ)2+α/d, 3d− 2λ+ α < 0.
(D.22)
where δ = 1/̺da
d is the ultraviolet energy cutoﬀ. Now it is readily seen that the
temperature dependence of the dephasing rate, τφ, depends on the exponents µ2,
α, dimensionality d, and the index λ that characterizes the decay of the electron-
electron interaction. Here, the exponents µ2 and α characterize the correlation of
the multifractal wavefunctions at the criticality. In this work we will numerically
calculate those exponents at the IQH critical point in two-dimension.
E APPENDIX ENumerical implementation ofthe network model
In this section we discuss the numerical implementation of the network model that
has been used to calculate the sub-leading multifractal exponent and the exponent
κ as described in Chapter 4. The discussion is largely based on Ref. [154].
We have developed a “highly optimized” numerical implementation of the Chalker-
Coddington network model (CCNM) with intensive use of sparse matrix libraries
ARPACK and MUMPS for diagonalization and solving linear equations. In par-
ticular, we have performed a detailed proﬁling of the serial code and subsequently
employed multilevel hybrid (shared memory and distributed memory) strategies
for parallelization. The dimension of the matrices computed is of the order of 10
million x 10 million and 106 disorder realizations have been done, which is partic-
ularly important to observe the true scaling behavior of the correlation functions,
Eq. (4.2), Eq. (4.5).
E.1 Parallelization procedure
The CCNM described in the Section 4.3.2 has been implemented in Fortran 90. In
order to eﬃciently tackle numerics with sparse matrices the program makes inten-
sive use of high performance libraries ARPACK and MUMPS. In particular, the
Implicitly Restarted Arnoldi Iteration from the ARPACK package [182] was have
employed to compute approximations to eigenvalues from Eq. (4.14). Typically 6
to 8 eigenvalues close to zero energy are computed in order to calculate the corre-
lation functions. In order to diagonalize iteratively in the ARPACK one needs to
provide another routine to solve a system of linear equation. For this purpose we
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use the Multi-frontal Massively Parallel sparse direct Solver (MUMPS) [183–185]
and PORD reordering [186].
At ﬁrst we perform numerous optimizations to improve the serial performance of
the code and to identify and to reduce the number of bottlenecks. Reducing the
number of bottlenecks is important for eﬃcient parallelization of the overall code
with minor programming and tuning eﬀort due to the law of diminishing returns.
It turns out that for all models (ﬁrst-order correction (Eq. (4.2)), second-order
correction (Eq. (4.5))) the call to the linear solver (here MUMPS library) was
the most expensive part. For instance, our time measurements shows that the
linear solver MUMPS take 65-70% of the total runtime of the entire code. The
rest of the time is used by several other parts of the code. For example the driver
subroutine including the calls to MUMPS and the subroutine deﬁning the network
operator (U) take together up to 15%, and in the second-order correction model
the subroutine, that calculates the correlation function as deﬁned in Eq. (4.5),
takes up to 15%of the run time for a speciﬁc choice of the system size L.
In the next subsections we describe our strategies to parallelization.
E.1.1 Parallelization of the disorder averaging
With our naive implementation of the model the calculation time for a reason-
able system size with 104 − 106 disorder realizations takes time of the order of
few months. This is why we ﬁrst considered parallelization of the disorder aver-
aging. We implemented it using reduction global communications of MPI such
as mpi reduce. In this way, for instance, a single job can be ﬁnished within a
week, which is bounded by a speciﬁc cluster runtime. Even if a job is not ﬁnished
within a week time we have implemented an additional means to checkpoint the
calculation and to continue later in a new job restarting from the last checkpoint.
E.1.2 Parallelization of the linear solver
The two major advantages to perform parallelization at this level are memory
reduction per task and the work-load distribution (speedup) over the available
processors. The MUMPS library is parallelized with use of MPI and basing on
asynchronous static and dynamic scheduling algorithms. Moderate speedups of
14 on 32 processors [183] have been reported. Nearly linear scaling for up to 4
tasks and speedup of 6 on 8 tasks have been reported for the most recent version
of MUMPS [187]. Noticeably, the parallel performance reported strongly varies
with the size and type of the left-hand-side matrix [188, 189].
Additionally we have compiled our code using the Intel Fortran compiler version
11. For the parallel version of the code the Intel MPI library was used on the
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FIGURE E.1: Speedup of parallel disorder averaging for the second-order scaling
function with L = 512 links in one direction denoted by circles. Figure courtesy:
I. Kondov.
Opus cluster and HP-MPI library on the XC 3000 (HC3). For LAPACK, BLAS,
BLACS and ScaLAPACK that are needed by MUMPS and ARPACK the Intel
Math Kernel Library version 10 was linked. For proﬁling and debugging purposes
gprof and DDT, respectively, were used.
E.1.3 Simulation protocol and parameters
We started our runs on the systems Opus (IBM x3550 with Intel Xeon E5430
processors and DDR InﬁniBand interconnect) and the HC3 (HP XC3000 with
Intel Xeon E5540 processors and QDR InﬁniBand interconnect) at the Steinbuch
Centre for Computing (SCC). The system size, L, is deﬁned in terms of number
of links in one direction of the square lattice which was varied from 128 up to
2048 links in one direction of the CCNM model. For calculating the second-order
correction (see Eq. (4.5)) we choose the following combination of spatial distances
to calculate the correlation function, K2, r1 − r2 = r3 − r4 = 1 and r1 − r3 = 3.
E.2 Computational performance
Parallelization of the disorder averaging is coarse grained it is widely latency insen-
sitive. In addition, it requires exchange of very small messages and the communi-
cation times do not depend on the interconnects bandwidth. Thus, the paralleliza-
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FIGURE E.2: Speedup (left plot) and memory usage per task (right plot) for the
second-order scaling with parallelized linear solver (MUMPS). Measured data
for L = 128, 256 and 512 links are denoted by black circles, red squares and
blue diamonds, respectively. Figure courtesy: I. Kondov.
tion of the disorder averaging scales very well for very high MPI task number as
shown on Fig. E.1. Due to the widely dominating parallel section for the sampling
tasks (> 99.99% for models with L = 512 links) the speedup is nearly linear for
up to 512 MPI tasks. However, the observed slope is notably smaller than that of
the ideal speedup. As introduced in the methods section, we have implemented
a synchronous algorithm to parallelize disorder averaging. Because each disorder
realization takes slightly diﬀerent time due to iterative solver this leads to load im-
balance which gives rise to overall smaller slope of the speedup. We have analyzed
the measured time proﬁles of all parallel sections and arrived to approx. 13% av-
erage load imbalance as determined as the ratio of the standard deviation and the
mean of parallel section times for second-order correction. Moreover, we identiﬁed
load imbalance peaks (from the ratio of the mean and the maximum of parallel
section times) amounting to approx. 47% for the second-order scaling.
Besides parallelization of disorder averaging we also exploited parallelism available
in the linear solver library MUMPS. As noted previously, parallelization of this
kind is already known to scale only moderately [188, 189], however, the possibility
to distribute data, which scales like L4, enables carrying out computations for
L > 2000 links which is otherwise limited by the memory available on the compute
node for one MPI task. As a benchmark we show on Fig. E.2 the measured
speedup and memory decrease per task. For two and four tasks an initial increase
in the speedup is observed. Then the speedups for L = 128 and L = 256 links
additionally increase while the speedup for the models with L = 512 links drops
somewhat with 8 MPI tasks. The best speedup found for the second-order scaling
model is 1.9. The speedup for both 128-link models is decreasing going past 16
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MPI tasks while the gain for the 512-link models is non-signiﬁcant. Note that the
speedup only due to calls to MUMPS has been discussed. The code parts that do
not belong to the linear solver, amounting to 35%, are not considered.
On the right panel of Figs. E.2 we plot the reduction of memory usage per task
with the degree of parallelization. Largest decrease of a factor of two is found for
the PCC model for all network sizes. For all sizes the memory usage decreases
monotonously with task number. However, no further gain was measured for
number of tasks larger than 16. To summarize, the linear solver as available in
the MUMPS library can perform only moderately in parallel utilizing eﬃciently
up to 2-4 MPI tasks. Additional speedup improvement may be achieved using
threaded BLAS calls as has been reported in Ref. [187] with up to 4 threads
per task. Furthermore, the data distribution can be optimized using another
partitioning algorithm [190]. Also in this case a trade-oﬀ between performance
gain and resource utilization has to be made with up to 16 tasks.
E.3 Summary and Outlook
We have showed an eﬃcient parallel implementation of the Chalker-Coddington
network model. Currently, the code can be eﬃciently used on massively parallel
computers, like the HC3 at SCC, to solve and average solutions over disorder
within a single day. For matrices for network size of L ≈ 1000−2000 an improved
parallelization of the linear solver can yield additional speedup and, at certain
extent, to manage the existing memory bottleneck per task.
In current and future work we consider using ParMETIS [190, 191] or PT-
SCOTCH [192] for factorization/reordering to improve the scaling in terms of
speedup and memory usage per core. In addition, using multi-threaded BLAS
on 2-4 threads can improve the speedup considerably. In order to minimize
and eliminate load imbalance due to parallelization of disorder sampling, an
asynchronous scheduling algorithm is currently being implemented. Another
optimization aspect is the reduction of code parts not belonging to the linear
solver via serial optimization.
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