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Abstract
In this paper an investigation of the validity of Gabor
filter banks for feature extraction in a face recognition con-
text is presented. Using the combined 2D/3D database col-
lected by the Computer Vision Laboratory at the University
of Notre Dame and the Colorado State University’s imple-
mentation of the Eigenfaces method, a comprehensive eval-
uation of the Log-Gabor filter bank representation is per-
formed. Analysis of both the spatial and frequency domains
is conducted to evaluate the distribution of discriminatory
information.
1 Introduction
Given the growing demand for biometric identification and
verification systems that are simple and secure, much re-
search is currently under way in the field of Face Recogni-
tion. Face Recognition Technologies (FRT) have an advan-
tage over many other biometric modalities such as finger
prints, DNA, and iris in that images of the face can be cap-
tured quickly and non-intrusively.
Unfortunately traditional 2D methods for verification
have struggled to cope with variations in lighting and pose.
Consequentially many researchers are turning to Three Di-
mensional (3D) facial data in order to overcome these is-
sues; 3D data is by definition lighting invariant and the task
of pose normalisation becomes more tractable with knowl-
edge of the physical surfaces being considered.
The earliest work in the field of 3D facial recognition
focused on the use of surface curvature information. How-
ever, such approaches [1–4] all utilised high resolution fa-
cial scans obtained from laser range finders. While there
have been great advances in the field of 3D acquisition, the
cost of obtaining such scans in real world scenarios is still
prohibitive.
More recently methods such as [5, 6] have been proposed
for comparing faces using pure 3D data. Pan [5] uses regis-
tration error of low resolution Structured Light Scans (SLS)
while Lee [6] uses contour lines. However the most promis-
ing of recent research has focussed on using a combina-
tion of both intensity and 3D information. In [7], Bron-
stein and Bronstein have patented their approach to 3D face
recognition using bending-invariant canonical forms. This
technique makes use of the empirical observation that while
transformations of the human face are non-rigid in nature,
the set of possible transformations belong to the isometric
(or length preserving) set of transformations. They then
combine the calculated canonical surface with intensity val-
ues and apply dimensionality reduction. A weighted Eu-
clidean distance measure in this space is capable of differ-
entiating between identical twins.
In [8], the authors propose a system using the classi-
cal eigenfaces approach applied to 3 colour channels and 1
range channel tested using the XM2VTS database, where
they report a 98.5% recognition accuracy using only 15
eigenvectors. Chang et. al. give an excellent comparison
of 2D and 3D face information in [9], they also present one
of the largest collections of multi-modal faces to date. A
good review of the current state of the art in combined 2D-
3D face recognition can be found by the same authors in
[10]. The general trend of research in this field shows that
using both 2D and 3D modalities results in a significant im-
provement over using either modality alone.
Gabor filters have been demonstrated to achieve high
recognition rates in traditional 2D face recognition tasks
[11, 12]. They have also found favour in many image pro-
cessing fields due to their desirable characteristics of spatial
locality and orientation selectivity. In this paper an investi-
gation into the use of Gabor filter bank representations for
the task of recognition of both 2D and 3D images is pre-
sented. In Section 2 a brief introduction to Gabor and Log-
Gabor filters is given followed by an overview of the recog-
nition process in 3. Finally the experimentation carried out
is outlined in Section 4
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2 Gabor and Log-Gabor Filters
The Gabor family of wavelets started gaining popularity
in the field of image processing in 1980 when Daugmann
first showed that the kernels exhibit many properties com-
mon to mammalian cortical simple cells [13]. Properties
such as spatial localisation, orientation selectivity and spa-
tial frequency characterisation. They have enjoyed much
attention in the field of 2D face recognition [11, 12, 14–16]
and associated fields [17, 18] as researchers attempt to em-
ulate and surpass the face recognition capabilities of human
beings.
The Gabor filter is composed of two main components,
the complex sinusoidal carrier, , and the gaussian en-
velope, . In general N-dimensional terms these two
components are expressed as,
(1)
where defines the spatial frequency of
the complex valued plane wave and,
(2)
where is a scaling factor, the vari-
ance of the gaussian and is the spatial coordinates of the
peak. The is a rotation of the gaussian about it’s cen-
tre which is used to selectively tune the filter at particular
orientations. In many approaches these two fundamental
aspects are also combined with a DC compensation compo-
nent which prevents the filters from having a DC frequency
response.
When these are combined we have the generic form of
an N-Dimensional gabor filter,
(3)
An illustration of the envelope and planar compenents of the
Gabor filter can be seen in Figure 1. An alternate method
is proposed by Field [19] to perform both the DC compen-
sation and to overcome the bandwidth limitations that are
suffered by traditional Gabor filterbanks. The Log-Gabor
filter has a response that is Gaussian when viewed on a log-
arithmic frequency scale instead of a linear one. This allows
more information to be captured in the high frequency areas
and also has desirable high pass characteristics.
2.1 Log-Gabor Filters
Field [19] defines the frequency response of a Log-Gabor
filter as,
(4)
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Figure 1. The Gabor filter in time domain
where is once again the centre fre-
quency of the sinusoid and is a scaling factor of the
bandwidth. Kovesi [20] suggests that in order to main-
tain constant shape ratio filters, the ratio of should be
maintained constant. As stated previously the frequency
response of the Log-Gabor filter is Gaussian only when
viewed on a logarithm frequency scale, an illustration of
which can be seen in Figure 2. Unlike the traditional Gabor
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Figure 2. A Log-Gabor filter seen in (a) lin-
ear frequency and (b) logarithmic frequency
scales
filters it is impossible to generate an analytic formulation
of the log-gabor filter’s spatial structure due to the singular-
ity which exists for . Instead the filter is formulated
solely in the frequency domain and a spatial representation
can be obtained through the use of a inverse Fourier Trans-
form. From empirical studies it has been seen that Log-
Gabor and Gabor filters have similar spatial characteristics
for filters with low bandwidth ( 1 octave) but appear much
sharper for higher bandwidth filters.
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It is also noted that a Log-Gabor filter with a 3 octave
bandwidth has the same spatial width as a 1 octave Gabor
filter, demonstrating the ability of the filters to capture broad
spectral information with a compact spatial filter. Using
such filters it is now possible to generate a set of functions
which gives a good coverage of the frequency domain.
2.2 Filter Bank Construction
In order to cover the frequency spectrum effectively, a
range of both scales and orientations of the gabor filters
must be considered. The overall aim is to provide an even
coverage of the frequency components of interest while
maintaining a minimum of overlap between filters so as to
achieve a measure of independence between the extracted
co-efficients.
In the experimentation which follows, the Log-Gabor fil-
ter bank was constructed with a total of 6 orientations and
3 scales. The shape parameter, , was chosen such that
each filter had a bandwidth of approximately 2 octaves. The
half magnitude profiles of the filters can be seen in Figure 3.
Using such an array of filters it is possible to extract a set of
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Figure 3. The half-magnitude profiles for vary-
ing (a) Orientations and (b) Scales
co-efficients from an image which contains the significant
portion of the information but transformed into less corre-
lated features. The resulting series of co-efficients is also
significantly larger than that of the original image (there are
6 orientations x 3 scales for each pixel in the original im-
age). Methods for reducing the dimensionality of this fea-
ture vector and other aspects of the recognition process are
described in the following section.
3 Face Verification
There have been many proposed approaches for automat-
ically recognising humans from digital images, however, it
is fair to say that none have enjoyed the popularity [21–
23] of the Eigen-faces approach by Turk and Pentland [24].
Today it is a standard baseline against which prospective
methods are contrasted and has been utilised in a myriad of
systems.
3.1 Eigen-faces
The majority of proposed methods apply a Principal
Component Analysis (PCA) directly to the intensity val-
ues extracted from the face region. This generates a set of
Eigen-faces which can be visually inspected to verify sem-
blances of the human visage, however this approach can be
equally well applied to a transformed version of the face
such as a Log-Gabor filter bank representation.
In the case of Log-Gabor representations this serves two
main purposes;
to reduce the dimensionality of the data generated by
the filtering process to a more compact form which can
be used in standard statistical approaches,
to futher de-correlate the data. This is necessary be-
cause the filters still maintain some overlap in the
frequency domain causing some interdependence be-
tween the co-efficients, as can be seen from Figure 3.
In [25] a standardized implementation of the Eigen-face
approach was developed by researchers at Colorado State
University (CSU). This package has been used to perform
the following experiments and to provide a benchmark al-
lowing them to be easily reproducible. The images from
the database are first cropped and normalised using the in-
cluded eye location metadata. Then one of the feature ex-
traction techniques described in Section 4 is used to convert
the images into a x sized feature vector.
By using the Eigenfaces approach it is possible to cal-
culate a tranformation, , which maps the original data
into a M-dimensional subspace where . Instances
from the training set are transformed into this subspace and
distance metrics calculated between them in the lower di-
mensional space. Turk originally used a Euclidean Based
classifier, however, experimentation with a wide variety of
distance measures has shown the Mahalinobis Cosine dis-
tance measure to provide superior performance. This metric
is defined as;
(5)
where and are two images, and , transformed into
Mahalanobis space by the transformation and . This
is subtley different from the tranform into the Eigen-space
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as it also involves a scaling of each axis by a factor of
such that the variance in each dimension is unity.
4 Experimentation
The experiments detailed in this section were conducted
using data collected by the Computer Vision Research Lab-
oratory at the University of Notre Dame (UND). The par-
ticular collection used was Collection D which contains
2D and 3D range images of 277 subjects totalling 943 in-
dividual captures. The data was collected with a Minolta
Vivid 900 range finder which uses a Structured Light Scan-
ning (SLS) technique to capture shape information. An ex-
ample of the range image along with the intensity image
which is captured near simultaneously is shown in Figure 4.
The 277 subjects in the database were broken up into train-
Figure 4. Example images from the UND
Database: (a) Range (b) Intensity
ing and testing groups. 123 subjects with 183 individual
captures were allocated to the training group which is used
to train the PCA subspace mapping. The remaining subjects
are assigned to the testing group and comparisons, from
which performance rates are calculated, are made amongst
these subjects.
There are many techniques by which data may be fused
in a classification sense (ie. feature fusion, early and late fu-
sion). Within the following experiments references made to
fusing the data is simply a summation of the distance scores
generated by the relevant 2D and 3D classifiers. After cal-
culating Detection Error Tradeoff (DET) curves from these
summations the corresponding Equal Error Rates (EER) are
presented.
4.1 Gabor Representation
The first element which we wished to test was the appro-
priate representation to use for the Log-Gabor co-efficients.
The co-efficients are complex by nature and it is possible to
represent the features using:
real component
imag component
real + imag
mag component
phase component
mag + phase
To determine which representation contained the greatest
discriminatory information each representation was consid-
ered singly. The co-efficients are first windowed using a
polygonal mask (the masking process is detailed further in
Section 4.2). The resulting co-efficients for both the range
and intensity images are then passed through the PCA trans-
form and distance metrics are calculated for the testing set.
The resulting Equal Error Rates (EER), shown in Table 1,
illustrate that the Magnitude representation outperforms all
other single representations.
Given the significant performance margin of the Magni-
tude, the combination of Magnitude and Phase to provide a
complete representation was also investigated. The feature
vectors are concatenated together to create a vector twice
the length of the original, however, this approach fails to
give an improvement of EER and indeed yields a signifi-
cant decrease in EER. Combined with the associated im-
provement in computational complexity this builds a strong
case for using only the Magnitude component of the co-
efficients. For the remainder of the experimentation all co-
efficients are transformed to a purely magnitude based rep-
resentation before further processing.
4.2 Part Face
The second component under consideration was the per-
formance of various representations when masking was ap-
plied to the images. The first section of this experiment
deals with the effects of windowing on the intensity and
range images. To start, three masks are defined, an oval
mask, a square mask and a polygonal mask, these can be
seen in Figure 5 as (a), (b) and (c) respectively. The polyg-
onal mask covers essentially the same area as the square
Proceedings of the Digital Imaging Computing: Techniques and Applications (DICTA 2005) 
0-7695-2467-2/05 $20.00 © 2005 IEEE
Modality Phase Magnitude Real Imaginary Phase+Magnitude
2D 8.16% 2.65% 5.30% 5.10% 3.44%
3D 9.87% 3.80% 4.60% 4.10% 6.97%
2D+3D 3.59% 1.44% 1.56% 1.48% 1.78%
Table 1. Resulting EER from varying Gabor representation
mask with the exception of the cheek and upper-forehead
regions while the oval mask blocks out background behind
the jaw line. As stated in Section 3.1, the Eigenfaces ap-
(a) (b) (c)
(d) (e) (f)
Figure 5. Oval, Square and Polygonal masks
used to select face regions of interest
proach involves a PCA transform applied to the vectorized
form of the intensity images. By using the masks speci-
fied, only the portions of the face of interest are translated
into the vectorized form and the verification process contin-
ues as previously stated. Table 2 summarizes the resulting
Intensity Range Combined
Images Images Scores
Whole Face 3.82% 3.83% 1.17%
Square Mask 6.30% 6.91% 1.60%
Polygonal Mask 8.09% 7.68% 2.15%
Table 2. EER using masks
EER when using the masks illustrated in 5. Immediately it
can be seen that the removal of the bottom section of the
face has a huge impact on the recognition rates. In all cases
it can be seen that the fusion of 2D and 3D scores yields a
marked improvement over the performance of either modal-
ity. Of more interest though is how these recognition rates
change as the mask used changes in shape. To determine
this a morphological dilatation operation is applied to the
the polygonal mask, as the poorest performer, until after 50
dilations it encompasses the entire region. Snap-shots of
the mask at various stages are shown in Figure 6 and the
corresponding recognition rates can be found in Figure 7.
During the initial stages of dilation the range images ex-
(a) Original Polygonal Mask (b) After 10 dilations
(c) After 15 dilations (d) After 30 dilations
Figure 6. Polygonal Masks with various levels
of dilation
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Figure 7. EER as size of mask is increased
hibit a sharp decrease in EER and maintain a strong advan-
tage over the intensity images. However, after 10 dilations
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the performance of the range images starts to level off and
then to rise again. Cross checking with the plots in Figure
6, it appears that this behaviour occurs when the majority
of the content being added to the signal is coming from the
cheek and forehead regions. This behaviour is expected and
is dealt with in more detail in 4.3.1.
This levelling continues until the mask starts encompass-
ing the mouth portion of the face, after this the error rate
continues to decline but at a slower rate than previously ob-
served. Given that the subjects of the database were cap-
tured while maintaining a neutral facial expression [9], this
secondary decline in EER is not likely to manifest in situa-
tions with larger degrees of facial expression.
4.3 Log-Gabor Part Faces
Unlike the intensity representations presented in the pre-
vious section, each Log-Gabor co-efficient contains infor-
mation regarding its’ surrounding pixels. Using a Log-
Gabor representation also increases the amount of data as-
sociated with each particular image, specifically if using
six (6) orientations and three (3) scales there are 18 co-
efficients for each pixel in the original image. While the use
of PCA as a feature reduction technique is widely known,
the amount of training data required to adequately model
such a large dimensionality is well beyond that which is
available in this dataset. Hence before passing the co-
efficients to the PCA stage down-sampling such as that pro-
vided by masking the input images is required.
4.3.1 Feature Selection in the Spatial Domain
Of the three masks considered in the previous section only
the square and polygonal masks sufficiently cut down the di-
mensionality to a level suitable for input for PCA. It should
be noted here that even with such heavy downsampling
the resulting feature vector is still six (6) times larger than
would be obtained by using the pixel intensities of the orig-
inal image. In the previous section the use of a larger mask
directly equated to improved recognition performance as
can be noted in Figure 7. By using the Log-Gabor repre-
sentation this behaviour is reversed, in test cases involving
the full set of filter banks the recognition performance is
higher when using the polygonal mask than when using a
square mask. Given the significant low frequency compo-
nents present in the cheek regions, which are more promi-
nent in the square mask, this behaviour is as expected and
supports the supposition that the cheek regions add little dis-
criminatory information. The polygonal mask also covers
only the lower portion of the forehead, omitting the upper
portions means that less variation due to subjects’ hair is
incorporated into the feature vectors. Given the highly tex-
tured and variable nature of hair in general, this effectively
Scales Mask Intensity Range Combined
Used Type Images Images Scores
All Square 2.64% 3.88% 1.44%Polygonal 2.08% 2.07% 0.65%
LP
Square 2.67% 3.88% 1.61%
Polygonal 2.17% 2.33% 0.77%
Jaw 2.03% 2.22% 1.05%
MP
Square 2.76% 5.32% 1.28%
Polygonal 2.43% 3.38% 0.70%
Jaw 1.88% 3.67% 0.82%
HP Polygonal 5.36% 6.13% 2.00%
LP,MP Polygonal 2.11% 1.81% 0.66%
Table 3. EER of Gabor Features
acts as the removal of a source of high frequency noise from
the signal.
It should also be noted that the range images were more
affected by the incorporation of the cheek and forehead re-
gions that were the intensity images. This can be attributed
to the smoother nature of the range images, the shape infor-
mation is constrained by the physical properties of the sur-
face whereas the intensity is highly dependent upon lighting
position and surface reflectance properties.
4.3.2 Feature Selection in the Frequency Domain
Also of interest in this study are the regions of the frequency
domain where discriminable information is contained. It is
posited that the low frequency components of the image do
not greatly increase the discriminabilty of subjects, this is
intuitively obvious from the fact that a blurry or low-pass
filtered image is much harder to recognize. To test this sub-
sets of the original filters were used to extract features from
the images, the 3 scales originally utilized are now consid-
ered individually. A cross section of the three scales for an
orientation of is shown in Figure 8 and, as labelled,
the scales are refered to as Low-Pass (LP), Mid-Pass (MP)
and High-Pass (HP). After a first round of testing using the
polygonal mask it quickly became apparent that the HP set
of filters was capturing information from too high in the
frequency spectrum as the EER were well above that of the
other filters. Now that only a third of the co-efficients are
being utilized, a second round of testing was attempted us-
ing the two other masks from the Section 4.2.
Of great interest from this experiment was the sudden
drop off in performance of the range images when moving
from the LP to MP filters. For the range images the EER
rose by an average of 50% when using the second scale
whereas the Intensity images had negligible degradation or
improvement when comparing the two filter bands. Given
the near equal performance when using all frequency bands,
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Figure 8. Cross section of Log-Gabor Filters
this gives rise to the hypothesis that the information con-
tent of the range images is skewed more towards the lower
frequency bands while the intensity images contain a more
even distribution.
It should also be noted here that even though results for
intensity and range images were in general higher for the
LP filters, the combination of 2D + 3D gave better results
for the MP set of filters. This indicates that due to the differ-
ing skews of information content in the frequency domain
the MP band contains more complementary information be-
tween the modalities.
The recognition rates of the HP filters are approximately
twice that of the LP and MP set of filters, this leads to the
hypothesis that recognition performance could be improved
by omitting the co-efficients derived from this filter from
the feature vector. This hypothesis proved true for the range
images, with the LP,MP combination delivering an EER
well below all other tested scenarios. It also gave good re-
sults for the intensity images and when combined the 2D +
3D scores yielded an almost identical EER to that obtained
by using the filter bank in its’ entirety. Thus confirming that
negligible performance loss was suffered by omitting the
higher frequency co-efficients.
These experiments have lead to a reexamination of the
original hypothesis, results have shown quite clearly that the
distribution of information in the range images is more con-
centrated in the lower frequency range. The placement of
the lowest filter in the bank shows a null region between DC
and 0.0235 cycles/pixel where the Log-Gabor filter bank
has a negligible response. However the first filter only has a
bandwidth of approximately 0.035 cycles/pixel and we are
forced to assume that the majority of information is placed
very low. This is in keeping with the smoothed nature of the
human face, which is incapable of generating large sudden
jumps in range such as can be encountered when dealing
with intensity images. The use of higher frequency compo-
nents appears to introduce noise just as readily as discrimi-
native information.
5 Conclusion
In this paper an investigation of the use of Gabor fil-
ters as they can be applied to the task of face recognition
in both 2D and 3D has been presented. Utilising a filter
bank of Log-Gabor filters an Equal Error rate of 0.65% was
achieved while operating on a data base of 227 subjects. Ex-
perimentation has been undertaken to determine the effects
of feature selection of intensity and range images from both
the spatial and frequency domains.
Regions of the face which most contribute to recognition
accuracy have been identified and rationale for such have
been suggested. The effects of mask size have been inves-
tigated over a range of sizes and analysis of the resulting
EER profile has led to identification of significant trends in
the data.
The use of Log-Gabor features has been posited as a
method for more accurately representing the shape infor-
mation in range images of the human face. Investigation
of the frequency bands of the range images has yielded an
Equal Error Rate (1.81%) surpassing that achieved for pure
range (3.83%) or intensity (3.82%) information. This inves-
tigation has also given a greater understanding of how the
information is distributed in the frequency domain and has
provided scope for further research in this area.
Further work shall focus on gaining a more detailed un-
derstanding of the frequency bands identified during this re-
search as being more discriminatory. Also a more thorough
investigation of the comparative differences between Gabor
and Log-Gabor filters is required.
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