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Let Γ be a closed non-rectiﬁable Jordan curve on the complex plane C. We consider the so-
called jump problem, i.e. the boundary value problem for determination of a holomorphic
in C \ Γ function with a given jump on Γ . The main result is a condition of solvability of
the problem in terms of a new metric dimension of the curve.
© 2009 Elsevier Inc. All rights reserved.
1. We consider the following boundary value problem for holomorphic functions. Let Γ be a closed Jordan curve on the
complex plane C. It divides the plane into two parts: a ﬁnite domain D+ and a domain D− containing the point ∞. Let
a given function f (t) be deﬁned on Γ . We seek a function Φ(z) holomorphic in C \ Γ such that Φ(∞) = 0, the boundary
values Φ+(t) := limD+z→t Φ(z) and Φ−(t) := limD−z→t Φ(z) exist for any t ∈ Γ , and
Φ+(t)−Φ−(t) = f (t), t ∈ Γ. (1)
This is so-called jump problem. It is well known and has numerous applications in elasticity theory, hydrodynamics and
so on.
The following result on this problem was obtained in nineteenth century by Sokhotskii, Plemelj and others (see, for
instance, [1,2]):
If the curve Γ is piecewise-smooth and the jump f (t) satisﬁes the Hölder condition
sup
{ | f (t′)− f (t′′)|
|t′ − t′′|ν : t
′, t′′ ∈ Γ, t′ = t′′
}
≡ hν( f ,Γ ) < ∞ (2)
with exponent ν ∈ (0,1], then the jump problem has a unique solution
Φ(z) = 1
2π i
∫
Γ
f (ζ )dζ
ζ − z . (3)
In what follows, Hν(Γ ) stands for the set of all functions satisfying (2).
This result shows that the jump problem is closely connected with boundary properties of the Cauchy integral (3).
A number of authors during almost a century studied boundary properties of the Cauchy integral over non-smooth
rectiﬁable curves (see bibliography in [3]). Finally, in 1979 E.M. Dynkin [4] and T. Salimov [5] proved that the Cauchy
integral (3) over rectiﬁable curve Γ has boundary values Φ± if f satisﬁes the Hölder condition with exponent ν > 12 .
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jump exceeds 12 . The bound for the Hölder exponent cannot be improved on the whole class of rectiﬁable curves [4].
2. If curve Γ is not rectiﬁable, then customary deﬁnition of the Cauchy integral falls, but the jump problem keeps the
deﬁniteness and applicability.
The author studies the jump problem for non-rectiﬁable curves beginning from the early eighties. In particular, in 1982
the following result was proved (see [6]):
The jump problem on non-rectiﬁable curve with a jump f ∈ Hν(Γ ) has a solution if
ν >
1
2
DmΓ. (4)
Here DmΓ stands for the upper metric dimension of set Γ (see, for instance, [7,8]), i.e.
DmΓ = limsup
ε→0
logN(ε,Γ )
− logε ,
where N(ε,Γ ) is the least number of disks of diameter ε covering Γ . This result generalizes the Dynkin–Salimov theorem,
because the upper metric dimension of any rectiﬁable curve equals to 1. The bound (4) cannot be improved on the whole
class of curves of ﬁxed upper metric dimension.
In general, the solution of the jump problem on a non-rectiﬁable curve cannot be represented by the Cauchy integral.
3. In the present paper we research the jump problem by means of polygonal approximations. Let Γ1,Γ2, . . . ,Γn, . . . be
a sequence of polygons approximating Γ (see exact deﬁnition of the polygonal approximations below). We extend the jump
f from Γ to the whole complex plane by appropriate extension operator, and consider the following limit
Φ∗(z) = lim
n→∞
1
2π i
∫
Γn
f E (ζ )dζ
ζ − z , (5)
where f E is an extension of the jump f . If the limit exists and has boundary values Φ±∗ satisfying (1), then it is a solution
of the jump problem.
Let us introduce the following notation. If γ is rectiﬁable curve, then |γ | is its length. The width w(δ) of ﬁnite domain
δ is the most diameter of open disk lying in δ. The symbol distH (A, B) stands for the Hausdorff distance between sets A
and B , i.e. distH (A, B) := sup{dist(z, B): z ∈ A} + sup{dist(z, A): z ∈ B}.
Deﬁnition 1. A sequence of polygons Γ1,Γ2, . . . , Γn, . . . is increasing polygonal approximation of Γ if
(i) Γn is the boundary of P+n , where P+n is either a ﬁnite polygonal domain or a union of several ﬁnite polygonal domains,
n = 1,2, . . .;
(ii) P+n ⊂ P+n+1 ⊂ D+ for n = 1,2, . . . and limn→∞ distH (Γn,Γ ) = 0.
Further, a sequence of polygons Γ1,Γ2, . . . ,Γn, . . . is decreasing polygonal approximation of Γ if
(i′) Γn is the boundary of P−n , where P−n is either a polygonal domain or a union of several polygonal domains such that∞ ∈ P−n , n = 1,2, . . .;
(ii′) P−n ⊂ P−n+1 ⊂ D− for n = 1,2, . . . and limn→∞ distH (Γn,Γ ) = 0.
Finally, a sequence Γ1,Γ2, . . . ,Γn, . . . is monotone polygonal approximation of Γ if it is either increasing or decreasing
approximation of this curve.
Obviously, |Γn| → ∞ if the sequence {Γn} approximates a non-rectiﬁable curve.
Let a sequence {Γn} be a monotone polygonal approximation of Γ . We put 
n = P+n+1 \ P+n if this approximation in-
creases, and 
n = P−n+1 \ P−n if it decreases, n = 1,2, . . . . Obviously, 
n is either a polygonal domain (maybe, double
connected) or a union of ﬁnite number of disjoint polygonal domains. We denote by λn the sum of perimeters of all
connected components of 
n , and by ωn the most of widths of these components.
Deﬁnition 2. Let A(Γ ) be the set of all numbers q > 1 such that there exists a monotone polygonal approximation of the
curve Γ with convergent series
∑∞
n=1 λnω
q−1
n < ∞. Then the value DmapΓ := inf A(Γ ) is approximation dimension of this
curve.
The following theorems are the main results of the present notice.
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ν >
1
2
DmapΓ. (6)
Theorem 2. Any plane curve Γ satisﬁes inequality
DmapΓ  DmΓ. (7)
For any value d ∈ (1,2) there exists a curve Γ such that DmΓ = d and DmapΓ < d.
Theorem 2 shows that the solvability condition (6) is sharper than the condition (4).
4. Let us construct the extension f E by terms of the Whitney extension operator (see, for instance, [9]). If a function
f (t) is deﬁned on a compact set K ⊂ C and f ∈ Hν(K ), then its Whitney extension f w(z) is deﬁned on the whole complex
plane C and satisﬁes there the Hölder condition with the same exponent ν , i.e. f w ∈ Hν(C). In addition, f w(x + iy) has
partial derivatives at any point x+ iy = z ∈ C \ K and
∣∣∇ f w(z)∣∣ hν( f , K )distν−1(z,Γ ). (8)
These well-known properties of the Whitney extension imply the following estimate.
Lemma 1. Let δ be ﬁnite domain with Jordan rectiﬁable boundary γ , f ∈ Hν(γ ), and f w is the Whitney extension of f from the
curve γ . If p < 11−ν , then
∫ ∫
δ
∣∣∇ f w ∣∣p dxdy  Chpν ( f , γ )|γ |w1−p(1−ν)(δ),
where C is a constant.
Proof. According the Whitney decomposition theorem (see [9]) the domain δ is representable as union of a family of dyadic
squares Q such that a(Q )  dist(z, γ )  4a(Q ) for any z ∈ Q , where a(Q ) stands for the length of side of square Q . Let
mn be the number of squares Q of this decomposition with side a(Q ) = 2−n . Then the bound (8) yields
∫ ∫
δ
∣∣∇ f w ∣∣p dxdy  hpν ( f , γ )
∞∑
n=−∞
2−n(2−p(1−ν))mn.
All mn squares with side 2−n are situated in 4 · 2−n-neighborhood of the curve γ . The area of this neighborhood does not
exceed 4π |γ |2−n . Hence, mn  4π |γ |2n . But mn = 0 for w(δ) < 2−n . Consequently,
∫ ∫
δ
∣∣∇ f w ∣∣p dxdy  4πhpν ( f , γ )|γ | ∑
2−nw(δ)
2−n(1−p(1−ν)).
The series converges under assumptions of the lemma, and
∑
2−nw(δ)
2−n(1−p(1−ν))  w1−p(1−ν)(δ)
∞∑
n=0
2n(p(1−ν)−1) = w
1−p(1−ν)(δ)
1− 2p(1−ν)−1 ,
what concludes the proof. 
We construct the extension f E as follows. First we apply the Whitney extension operator to the function f ∈ Hν(Γ ) and
obtain an extended function f w(z). Then we put Ω :=⋂n1 Γn , where Γ1,Γ2, . . . ,Γn, . . . is monotone polygonal approxi-
mation of Γ , restrict f w on the compact set Ω and apply the Whitney operator to this restriction again. As a result of this
double Whitney extension, we obtain a function f E . In addition to all mentioned properties of the Whitney extension, it
satisﬁes the following restrictive condition:
Restriction of the function f E on any connected component δ of C \ Ω equals there to the Whitney extension of the
restriction of f w on the boundary ∂δ of this component.
This property follows from the construction of the Whitney extension operator. Any component δ has rectiﬁable bound-
ary, and we can apply Lemma 1 for estimation of the ﬁrst partial derivatives of f E .
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Φn(z) := 1
2π i
∫
Γn
f E (ζ )dζ
ζ − z =
n∑
j=0
1
2π i
∫
∂
 j
f E (ζ )dζ
ζ − z ,
where 
0 ≡ D+1 . The ﬁrst partial derivatives of f E are integrable in any connected component of 
 j, j = 0,1, . . . ,n, by
virtue of the restrictive condition and Lemma 1. Therefore we can apply the Cauchy–Green formula to each term of the last
sum and obtain
Φn(z) =
n∑
j=0
(
χ(
 j, z) f
E (z)+ 1
2π i
∫ ∫

 j
∂ f E (ζ )
∂ζ
dζdζ
ζ − z
)
.
Here χ(A, z) stands for the characteristic function of a set A, i.e. χ(A, z) = 1 for z ∈ A and χ(A, z) = 0 for z ∈ C \ A. Hence,
Φn(z) = χ
(
D+n , z
)
f E (z)+ 1
2π i
∫ ∫
D+n
∂ f E (ζ )
∂ζ
dζdζ
ζ − z .
By virtue of the restrictive condition and Lemma 1 the derivative ∂ f
E (ζ )
∂ζ
is integrable in D+ with degree p if
∞∑
n=1
λnω
1−p(1−ν)
n < ∞. (9)
Consequently, the limit (5) exists and equals to
Φ∗(z) = χ
(
D+, z
)
f E (z)+ 1
2π i
∫ ∫
D+
∂ f E (ζ )
∂ζ
dζdζ
ζ − z (10)
if the relation (9) fulﬁlls for some p  1. The same formula is valid for decreasing polygonal approximation. The term
χ(D+, z) f E (z) has jump f on Γ . The integral term of (10) is continuous in the whole complex plane if the derivative f E
ζ
is
integrable with degree p > 2 (see, for instance, [10]). It remains to show that under assumption (6) the series (9) converges
for some p > 2. Let us ﬁx ε > 0. By the deﬁnition of approximation dimension the curve Γ has a monotone polygonal
approximation such that the series
∑∞
n=1 λnω
q−1
n converges for certain q ∈ [DmapΓ, DmapΓ + ε]. We choose ε such that
ν > q/2, put q − 1 = 1− p(1− ν) and obtain p = 2−q1−ν > 2. Thus, Theorem 1 is proved.
5. Let us prove inequality (7). We ﬁx ε > 0 and consider set Mε of all squares Qm,n := {z = x+ iy: mε  x< (m + 1)ε,
nε  y < (n + 1)ε}, where m and n are integer numbers. We put Mε(Γ ) = {Qm,n ∈ Mε: Qm,n ∩ Γ = ∅} and M(ε,Γ ) =
#Mε(Γ ).
Lemma 2. limsupε→0 logM(ε,Γ )− logε = DmΓ.
In other words, we can replace the number of discs N(ε,Γ ) in the deﬁnition of upper metric dimension by the number
of squares M(ε,Γ ).
Proof of Lemma 2. Any square with side of length ε can be covered by 4 disks of diameter ε. Hence, we can cover Γ
by 4M(ε,Γ ) that disks and N(ε,Γ )  4M(ε,Γ ). Then we consider 9 sets Mr,ρ3ε consisting of squares Sm,n := {z = x + iy:
(3m+ r)ε  x< (3m+ r + 1)ε, (3n+ρ)ε  y < (3n+ρ + 1)ε}. Here (r,ρ) is one of 9 pairs of residues of division by 3. Any
square Sm,n ∈ Mr,ρ3ε consists of 9 smaller squares belonging to the set Mε . We denote by Scm,n the central smaller square
and put Mr,ρ3ε (Γ ) = {Sm,n ∈ Mr,ρ3ε : Scm,n ∩ Γ = ∅} and Mr,ρ(ε,Γ ) = #Mr,ρ3ε (Γ ). If S ∈ Mr,ρ3ε (Γ ), then any covering of Γ by
disks of diameter ε must contain a disk intersecting its central smaller square Sc , and this disk lies inside S . Consequently,
N(ε,Γ )  Mr,ρ(ε,Γ ) for any pair of residues r,ρ . Obviously, M(ε,Γ ) equals to sum of all 9 numbers Mr,ρ(ε,Γ ). Hence,
M(ε,Γ ) 9N(ε,Γ ) and, ﬁnally,
1
4
N(ε,Γ ) M(ε,Γ ) 9N(ε,Γ ).
This estimate implies the desired equality. Lemma 2 is proved. 
We put P+n := D+ \ Qn , where Qn is union of all squares belonging to M2−n (Γ ) and n is a positive integer number.
We assume without loss of generality that P+n is not empty for any n. Then the sets P+n are polygons or unions of ﬁnite
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We have λn  CM(2−n,Γ )2−n and ωn  C2−n (here and in what follows C stands for various constants). Consequently,∑∞
n=1 λnω
q−1
n  C
∑∞
n=1 M(2−n,Γ )2−nq. According to Lemma 2 we have M(2−n,Γ ) < 2n(DmΓ +) for arbitrarily small  and
suﬃciently large n. Hence, the series
∑∞
n=1 λnω
q−1
n converges for q > DmΓ and, consequently, DmapΓ  DmΓ. The ﬁrst
part of Theorem 2 is proved.
6. Now we have to prove the last part of Theorem 2. Let us ﬁx d ∈ (1,2) and ﬁnd β such that 2β
β+1 = d. Obviously, β > 1.
We put Kn = 2[nβ] , where square brackets mean entire part, and divide the segment [2−n,2−n+1] of real axis into Kn equal
parts of length αn = 2−n/Kn each one. We denote the ends of these parts by xn, j , i.e. xn, j = 2−n + jαn, j = 0,1, . . . ,2[nβ] −1.
Then we ﬁx a decreasing sequence of positive numbers εn such that εn < 12αn,n = 1,2, . . . , and consider mutually disjoint
rectangles δn, j = {z = x + iy: xn, j < x < xn, j + εn, 0 < y < 2−n}. Let δ0 be square {z = x + iy: 0 < x < 1, −1 < y < 0} and
D+ ≡ δ0 ∪ (⋃∞n=1⋃2[nβ]−1j=0 δn, j), i.e. D+ is union of the square δ0 and countable set of rectangular “ﬁngers” δn, j condensing
to the origin. Let Γ ∗ be the boundary of domain D+ . It is non-rectiﬁable.
Lemma 3. DmΓ ∗ = d.
Proof. We put V :=⋃∞n=1⋃2[nβ]−1j=0 {z = x + iy: x = xn, j, 0  y  2−n}. In other words, V consists of right vertical sides
of rectangles δn, j . Let us estimate M(2−k, V ), i.e. the number of dyadic squares with side 2−k intersecting V . Immediate
calculation gives
M
(
2−k, V
)= 1+ ∑
nk,αn2−k
(
22k−2n + 2k−n)+ ∑
2−k<αn
2[nβ]+k−n.
The inequality αn  2−k is equivalent to condition k  n + [nβ]. Hence, the ﬁrst sum is taken from n = σk := inf{n:
n + [nβ]  k} to n = k, and the second one from n = 1 to n = σk − 1. But |σk − kβ+1 |  1, and easy calculation gives
estimate M(2−k, V )  2 2βkβ+1 . Consequently, M(ε, V )  ε− 2ββ+1 for ε → 0. The same estimate is valid for set V ′ consisting of
all left vertical sides of rectangles δn, j . Finally, M(ε,Γ ∗ \ (V ∪ V ′))  ε−1. Thus, M(ε,Γ ∗)  ε−
2β
β+1 and by virtue of Lemma 2
we have DmΓ ∗ = 2β
β+1 = d. Lemma 3 is proved. 
Lemma 3 implies that the upper metric dimension DmΓ ∗ does not depend on the widths of rectangular “ﬁngers” εn .
But the approximation dimension of Γ ∗ depends on this sequence. Indeed, the polygons Γ ∗N = ∂D+N , D+N = δ0 ∪
(
⋃N
n=1
⋃2[nβ]−1
j=0 δn, j), N = 1,2, . . . , generate an increasing approximation of Γ ∗. The difference 
N =
⋃2[nβ]−1
j=0 δn, j is a
union of ﬁnite family of rectangles, where the values of perimeters and widths are evident.
Let us put, for example, εn = ακn /2, κ > 1. Then λn  2n(β−1), wn  2−nκ(β+1) , and the series
∑
λnw
p−1
n converges for
p > (κ+1)β+(κ−1)κ(β+1) . Consequently,
DmapΓ
∗  (κ + 1)β + (κ − 1)
κ(β + 1) < d.
Theorem 2 is proved.
7. In general, the limit (5) cannot be represented by the Cauchy integral because the Cauchy integral over a non-
rectiﬁable path Γ is not deﬁned. A consideration of existence of the Cauchy integral over non-rectiﬁable paths can be
found in [11]. Note that this question is also related with certain version of polygonal approximation of non-rectiﬁable
curve, namely, with its approximation by inscribed polygons (see [11]).
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