Abstract: This paper proposes the use of a time-varying sliding surface for robust transient shaping of periodic linear discrete-time plants subject to saturating actuators, in the presence of bounded matched uncertainties. A constructive procedure is presented, ultimate boundedness of state trajectories is proved and a result about the choice of tuning parameters for robust transient shaping is given.
INTRODUCTION
Periodic linear systems are a very simple example of linear systems depending on time-varying parameters. The relevance of this issue as well as the possible applications are more and more attracting the attention of control system researchers. The structural properties of periodic control systems, such as controllability, stabilizability or detectability have been deeply investigated by [Bolzern et al., 1986] , [Bittanti and Colaneri, 1996] , [Bittanti and Colaneri, 2002] and [Farges et al., 2007] . More practical problems, such as pole assignment or fault detection have been studied by [Kono, 1980] , [Varga, 2000] , [Zhang et al., 2005] and several other authors. The work presented in this paper deals with periodic linear systems subject to input saturation. The presence of actuator saturation in control systems, though frequently ignored, is due to inherent (and unavoidable) physical limitations of devices and failure in accounting for it may lead to severe deterioration of closed loop system performance, even to instability. In the vast literature addressing the stabilization problem for discrete-time linear systems subject to actuator saturation, two lines of research have been mostly pursued. The first line focusses on the the estimation, less conservative as possible, of the null controllable region, i.e. the set of state which can be driven towards the origin of the state space using saturating actuators. To reduce this conservatism, estimates are given as solution of suitable LMI optimization problems [Gomez Da Silva and Tarbouriech, 2001] , [Pittet et al., 1997] , [Hindi and Boyd, 1998 ], [Hu et al., 2002] , [Cao and Lin, 2003] . The other line of research focuses on the semi-global stabilization on the null controllable region using saturating actuators. In this latter framework, the problem has been completely studied for plants known as Asymptotically Null Controllable with Bounded Controls (ANCBC), for which the null controllable region is the whole state space [Lin and Saberi, 1993] , [Lin and Saberi, 1995] , [Teel, 1995] . In particular, some results are available for general discrete-time systems about feedback laws achieving semi-global stabilization on the null controllable region [Choi, 1999] , [Hu and Lin, 2000] . However, [Choi, 2001] showed that in general linear feedback can not achieve global stabilization for discretetime unstable systems.
The problem of disturbance rejection for linear systems subject to actuator saturation has been investigated also in the discrete time framework, mostly considering disturbances that are bounded in magnitude. Also, the problem of the robust semi-global [Hu et al., 2001] and global [Fang and Lin, 2006] stabilization has been solved for planar continuous-time systems with two unstable openloop poles, in the case when the constraints are posed on the inputs. A more general setting including input and state constraints has been studied in Saberi et al. [2002] , where solvability conditions have been provided for semiglobal stabilization in the admissible set of systems subject to right-invertible and non-minimum phase constraints. Furthermore, it has been proved [Hou et al., 1997 ] that for a discrete-time linear system with saturating actuators, neither L q semiglobal L p -stabilization nor global or semiglobal external stabilization is possible whenever there is one controllable open-loop pole located strictly outside the unit circle. Estimation methods of the domain of attraction in the uncertain case using a saturationdependent Lyapunov function has been proposed in [Cao and Lin, 2003] [Wang et al., 2006] . Also, the enlargement of the domain of attraction by antiwindup compensation has been proposed [Cao et al., 2002] .
In addition to simple stabilization, the issue of guaranteeing some performance requirements has been also addressed mostly using LMI's for completely known discretetime plants [Gomez Da Silva and Tarbouriech, 2001] , [Hu and Lin, 2000] and for uncertain plants [Zuo et al., 2008] , but with reference to particular classes of disturbances. In view of the widely recognized features of robustness, transient shaping and ease of application offered by sliding modes [W. et al., 1995] [Emelyanov et al., 1995] , one should expect their use to be widespread also for ensuring transient performance requirements and robust stabilization in the case of plants with saturating actuators, too. Nevertheless, very few results are available, at least as far as authors are aware. In the continuous time framework, it is worth mentioning the paper by [Lin, 1997] , where a family of low-gain based variable structure controllers are built using a standard sliding mode design approach, and the recent papers [Corradini and Orlando, 2007] , [Corradini et al., 2008] , [Corradini et al., 2010] which propose a timevarying sliding surface.
In the literature pertaining saturating systems, few results are available on stabilization of periodic systems using bounded controls. In ] a polynomial approach to periodic controllability is proposed, while, very recently, a semi-global stabilization technique based on periodic Lyapunov equations has been proposed in [Zhou et al., 2010] . The present work generalizes our previous contributions on sliding mode control [Corradini and Orlando, 2007] [ Corradini et al., 2008] [Corradini et al., 2010] in the periodic discrete-time framework. The main features of the proposed control law are: i) no restrictions are needed on the open-loop poles position; ii) bounded matched disturbances are considered; iii) robust practical semiglobal stabilization on the null controllability region (as defined in [Lin and Saberi, 1993] [Fang and Lin, 2006] ) can be achieved by means of a time-varying state feedback controller, derived imposing the achievement of a quasisliding motion onto a suitable time-varying sliding surface; iv) performing transient shaping is not subject to any condition and can be achieved simply by manipulating the dynamics imposed onto the quasi-sliding surface. It will be proved here that a constructive systematic procedure exists for designing the surface as to guarantee the ultimately boundedness of plant trajectories in the presence of bounded matched uncertainties.
PROBLEM STATEMENT
Consider the following time invariant, uncertain, periodic, discrete time, controllable multi-input plant given by:
T ∈ IR n is the state vector (assumed available for measurement), u(k) ∈ IR is the control input, A ∈ IR n×n , B ∈ IR n are the state matrix and the input matrix respectively. The uncertain term δ(k) ∈ IR represent matched disturbances affecting the system.
The system is assumed to be T -periodic, i.e.
The function σ(·) : IR → IR is the standard saturation function:
with threshold M > 0 known.
The plant is assumed to be given in reachable canonical form [Bittanti and Colaneri, 2008] :
where the real coefficients a j (k), j = 1, ..., N , are Tperiodic. Remark 1. A well known result of time-invariant system theory claims that a single input system can be transfermed in the reachable canonical form if and only if it is reachable. This statement is not valid for a periodic system, since there are reachable systems which are not algebraically equivalent to the reachable canonical form [Bittanti and Colaneri, 2002] , [Bittanti and Colaneri, 2008] . Indeed, the class of n-dimensional periodic systems which can be put into the reachable canonical form is that of the periodic systems reachable in n steps [Bittanti and Colaneri, 2008] . Remark 2.
Recall that the open-loop periodic system is asymptotically stable if and only if the monodromy matrix A(1)A(2) · · · A(T ) is Schur stable [Evans, 1972] [Bolzern et al., 1986] [Grasselli and Longhi, 1988] . Assumption 1. The uncertain term δ(k) is bounded by a known constant, i.e. ||δ(k)|| ≤ ρ. Definition 1. Denote solutions of a general system x(k + 1) = f (x(k), k) as φ(k, k 0 , x(0)) with initial condition x(0). Following [Michel et al., 2008] , such solutions are defined uniformly ultimately bounded (with bound B) if there exists a B > 0 and if corresponding to any α > 0 and for every k 0 ∈ N, there exists a
1×n , where (k) = 0 and
. Consider the following time-varying sliding surface, with |λ| < 1:
5) It will be proved in the following that, for any choice of d j 0, j = 1, . . . , n − 1, a quasi sliding motion onto the surface s(x(k), x(0), k) = 0 implies ultimate boundedness of state trajectories.
What motivates the introduction of the vanishing term Dλ k x with respect to standard surfaces is the need of modulating the control input in order to cope with the saturation limitation. The matrix C, as usual, is chosen as to assign the eigenvalues of the reduced order system. Recall that the robust stabilization of the reduced order system can be achieved in the presence of matched disturbances [Utkin, 1992] .
Referring to an arbitrary periodic scalar function y(k) = y(k + T ), the quantities y and y are defined as 
THE CONTROL LAW
For the surface (5), the control input ensuring the achievement of a quasi sliding motion is [Emelyanov et al., 1995] :
with
where, with some abuse of notation, the variable s(x(k), x(0), k) has been denoted by s(k). The following Proposition is straightforward, in view of the absence of the reaching phase. Proposition 3. It is given the uncertain system (1) driven by the feedback controller (6) under Assumption 1 and the assumption that M > ρ. For any bounded set S of initial conditions S = {x(0) : ||x(0)|| ≤ ζ; ζ > 0} belonging to the null controllability region, there exists a constant ∆ (max) F ∈ IR + , depending on the chosen set S and on the parameter 0 < |λ| < 1, such that sup
Remark 4. The bound ∆ (max) F
, which always exists for initial conditions belonging to the null controllability region, can be estimated exploiting available boundedness results for closed loop trajectories. It should be noticed that it is not necessary to achieve an accurate estimate of ∆ (max) F , since even a rough overestimated upper bound of trajectories can be enough for the determination of the coefficients of the time varying sliding surface.
The constraint induced by saturation (2) requires: |u(k)| ≤ M ∀k ≥ 0 (8) Taking the worst case and considering (6) it follows that the condition (8) can be rewritten as: 
Theorem provides a robust stabilizing controller designed as to fulfill the constraint |u(k)| ≤ M associated to saturation. It will be given under the standard assumption that the plant A(k) is asymptotically stable, which is necessary for semiglobal stabilization. Without such an assumption only local results are possible. Theorem 1. It is given the periodic system (1), assumed asymptotically stable, preceded by the saturating device (2), under the assumption thatM > 0 and Assumption 1. For any given x(0) belonging to the null controllability region, proper coefficients d j , j = 1, . . . , n − 1 and a suitable 0 < |λ| < 1 can always be found such that the feedback controller (6) guarantees that plant trajectories are semiglobally uniformly ultimately bounded.
Proof The proof is constructive, and consists in n − 1 steps, providing n − 1 chained inequalities. As it will be clear soon, the construction is systematic, since the same development is applied to all the terms with subscript j at the step j-th. Moreover, odd and even steps have to be treated differently. Define m j > 0, j = 1, . . . , n − 1 such that
In the following, the imposition of condition (10) will be performed taking suitable n − 1 "portions" of (10) itself, and designing control coefficients d j , m j , ,λ involved in each derived inequality in order to ensure the simultaneous fulfillment of all of them.
Consider first j = 1. Inequality (10) can be written as:
with G = n j= |a j | + n−1 j=
where µ 1 = 1 m 1 , ν 1 = |a 1 | +λ + 2θ, and a same constant K 1 , to be determined, has been added and subtracted in (12). For the r.h.s. term of condition (13) to be positive, one can require:
Consider j = 2. Replacing (13) in (12) one gets:
being:
Choose d 2 such that:
with α = j=1 (−1)
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provided that K 2 is large enough:
, and provided that M 1 µ 2 − ν 2 < 0. To this purpose, one can impose µ 2 < 0 and ν 2 > 0, i.e.:
Consider j = 3. Replacing (17) in (15), one gets:
with β = j=1 (−1)
Differently from the previous case, where µ 2 < 0 and ν 2 > 0, the condition M 1 µ 3 − ν 3 < 0 has now to be imposed explicitly, i.e.λ(ν 2 − M 1 µ 2 ) < |a 3 | − M1 m3 where, setting m 3 > M 1 |a 3 | and recalling the step 2, both members are positive. Substituting the expressions (16) with j = 2, one gets
and, since
Condition (21) requires:
provided that K 3 is large enough:
. The above procedure can be generalized for any j = r ≤ n − 1. Choose d r such that:
Condition (25) requires:
and: M 1 µ r −ν r < 0, which implies the following conditions:
K r >λ 1 β r−1 − γ i α i,r def = K * r r = 2, . . . , n − 2 (28) To allow the correct ending of the procedure, the constant K n−1 is chosen equal to 0, and for r = n−1 condition (28) becomes: λ 1 β n−2 < γα n−1 . This condition can be easily imposed by using one of the redundant coefficients of the matrix C, i.e.:
Finally, taking into account (25) for r = n − 1 and (28), the last condition to be fulfilled in order to guarantee (10) is the following:
+λγα n−1 +λ 2 λ 1 β n−3 (31) which provides a further constraint on K n−2 . Note that (31) is the second condition imposed on K n−2 , and needs to be satisfied together with (25) for r = n − 2.
♦

A systematic procedure
According to the proof of Theorem 1, the following systematic operative procedure can be given for the determination of the coefficients d j , j = 1, . . . , n − 1, of the matrix D in (5).
(1) Select the matrix C(k) as to assign the eigenvalues of the reduced order system (2) Setλ < min{1, min iλi , i = 2, . . . , n − 1}; (3) Fix m 1 = n − 1, and compute all the further m j , j = 2, . . . , n − 1, according to (27). , based on the set S of initial conditions and the assigned eigenvalues. (6) Compute all K j 's, j = 1, . . . , n − 1, according to the general expression:
(7) Compute all Q j 's, j = 1, . . . , n − 1, and select according to the general expression: 
