A frozen Jacobian iterative method is proposed for solving systems of nonlinear equations. In particular, we are interested in solving the systems of nonlinear equations associated with initial value problems (IVPs) and boundary value problems (BVPs). In a single instance of the proposed iterative method DEDF, we evaluate two Jacobians, one inversion of the Jacobian and four function evaluations. The direct inversion of the Jacobian is computationally expensive, so, for a moderate size, LU factorization is a good direct method to solve the linear system. We employed the LU factorization of the Jacobian to avoid the direct inversion. The convergence order of the proposed iterative method is at least eight, and it is nine for some particular classes of problems. The discretization of IVPs and BVPs is employed by using Jacobi-Gauss-Lobatto collocation (J-GL-C) method. A comparison of J-GL-C methods is presented in order to choose best collocation method. The validity, accuracy and the efficiency of our DEDF are shown by solving eleven IVPs and BVPs problems.
Introduction
The closed form solutions of nonlinear problems are not always available. It means we need an iterative method to solve them. We are interested in iterative numerical methods for solving systems of nonlinear equations associated with nonlinear IVPs and BVPs. At the first place, we find some efficient and accurate discretization method to approximate the nonlinear differential equations. Once, we translated the continuous problem into a discrete nonlinear problem. We proceed by finding some efficient iterative solvers for the associated systems of nonlinear equations.
The pseudospectral collocation methods offer excellent accuracy. Doha et al. [7] employed J-GL-C method for the discretization of nonlinear 1+1 Schrödinger for spatial dimensions and got a system of (x) = 1, J (θ,φ) 1
where a (θ,φ) k = (2k + θ + φ + 1)(2k + θ + φ + 2) 2(k + 1)(k + θ + φ + 1) ,
, c (θ,φ) k = (k + θ)(k + φ)(2k + θ + φ + 2) (k + 1)(k + θ + φ − 1)(2k + θ + φ) .
The p-th derivative of k-degree Jacobi polynomial J φ . The J-GL-C method is attractive because the numerical differentiation matrix is easy to construct for approximating differential operators of different orders. The construction of such differentiation matrices can be found in [14] . Assume Q is the Jacobi-Gauss-Lobatto differentiation matrix of the first order derivative operator over the domain [−1, 1] .Then a derivative of order p can be approximated over the interval [a, b] as follows
The discretization of IVPs and BVPs gives a system of nonlinear algebraic equations F(y) = 0, where y = [y 1 , y 2 , y 3 , · · · , y n ]
T . The classical iterative method for solving system of nonlinear equations is the Newton method [11, 18] , which can be written as NR = y 0 = initial guess , y n+1 = y n − F (y n ) −1 F(y n ) , where det F (y n ) = 0. Many researchers [1-3, 10, 12, 13, 15, 19, 20] have proposed the frozen Jacobian multi-step iterative method for solving the system of nonlinear equations. The frozen Jacobian iterative methods are computationally efficient, because inversion of the Jacobian is too expensive. For moderate size system of nonlinear equations, it is good idea to use the LU factorization for solving the system of linear equations. The benefit of using the LU factorization of frozen Jacobian is apparent because in DEDF method we use eight systems of linear equations with fixed augmented matrix, which is a frozen Jacobian. In fact, we solve eight lower, and eight upper triangular systems and the solution of the triangular system is computationally economical. In the DEDF method, we get an increment in the convergence order of one per solving a system of linear equations. It is a good idea to design higher order frozen Jacobian iterative methods, which provide us rapid convergence in the vicinity of the root.
Frozen Jacobian iterative method
A new iterative method (DEDF) can be described as Vector-vector multiplications = 8
Number of lower and upper triangular systems = 8 
,
The DEDF is an efficient iterative method, since it requires only one inversion of the Jacobian regarding LU factorization. In summary, the DEDF employs four functions, two Jacobian evaluations, and eight matrix-vector multiplications.
Convergence analysis
We used the symbolic algebra of Maple software to deal with symbolic computations. The Fréchet differentiability condition on the system of nonlinear equations is the essential because it ensure the linearization of the nonlinear function.
The existence of the following limits
ensures the Fréchet differentiability. The linear operator A is called the first order Fréchet derivative and we denote it by F (y). The higher order Fréchet derivatives can be computed recursively
where u is a vector independent from y.
Theorem 3.1. Let F : Γ ⊆ R n → R n be a sufficiently Fréchet differentiable function on an open convex neighborhood Γ of y * ∈ R n with F(y * ) = 0 and det(F (y * )) = 0, where F (y) denotes the Fréchet derivative of F(y). Let
Then, with an initial guess in the neighborhood of y * , the sequence {y m } generated by DEDF converges to y * with local order of convergence at least eight and error
where e 0 = y 0 − y * , e 0 p = p times (e 0 , e 0 , . . . , e 0 ), and
Proof. We define the error at the n-th step e n = y n − y * . To complete the convergence proof, we performed the detailed computations by using Maple and details are provided below in sequence. 
Numerical simulations
Numerical simulations are the direct way for checking the validity, accuracy and efficiency of an iterative method. In this section, we solved eleven initial and boundary value problems. The discretizations are performed by using four pseudospectral collocation methods. The details of absolute errors are tabulated for different parameters on different pseudospectral collocation methods. The verification of theoretical convergence order is crucial, and we adopt the following definition of computational convergence order (COC)
Verification of computational convergence order
First we consider the following system of nonlinear equations
(4.1) Table 1 shows that COC is nine which is higher than our claimed convergence order. The verification of theoretical convergence order is hard to verify by solving the system of nonlinear equations associated with IVPs and BVPs.
Solving the initial and boundary value problems
The temporal and spatial discretizations of all IVPs and BVPs are made by employing different J-GL-C methods. The discrete problems are the systems of nonlinear algebraic equations and we used our proposed iterative method DEDF to solve them. In the majority of the solved problems, the vector 0 is the initial guess. The initial and boundary conditions are embedded in the zero vector, and this inclusion makes the initial guess non-smooth. In most of the numerical simulations, the non-smooth initial guess works well. But in some numerical simulations of schrödinger equations, we get divergence and then we make the initial guess smooth to get the convergence.
Lane-Emden equation
The discrete Lane-Emden equation (4.2) is obtained by using J-GL-C method
where diag(·) means a diagonal matrix,
is the domain of the problem. Figure 1 depicts the numerical solutions of different Lane-Emden equations and initial guess. Table 2 shows infinity norm of residue function for different values of index p of Lane-Emden equation. We performed three iterations (Iters) to show the convergence of our proposed iterative method DEDF. 
Bratu-problem
where α is a parameter. The associated system of nonlinear equations in (4.3), by using J-GL-C method, can be written as
where
The Bratu problem has a parameter α and we solved it against the several values of parameter α. Figure 2 shows the solution of the Bratu problem for different values of α and norm of residues of associated system of nonlinear equations are listed in Table 3 . We can see that the DEDF iterative method leads to a rapid convergence. 
Frank-Kamenetzkii problem
Consider the problem
where α is a parameter. Hence, we have
T . The Frank-Kamenetzkii problem also has a parameter α. The simulated results are depicted in Table 4 and Figure 3 . 
1+1 nonlinear Schrödinger equations
with the initial-boundary conditions
The complex function ψ(x, t) can be written as ψ(x, t) = ψ 1 (x, t) + i ψ 2 (x, t). The Schrödinger equation in the real function ψ 1 (x, t) and ψ 2 (x, t) is
with initial-boundary conditions
The discretization of (4.5) by using J-GL-C method leads to
T , ⊗ is the Kronecker product, is the element-wise multiplication between two vectors, O is the zeros matrix, I is the identity matrix,
and Q is J-GL-C operational matrix. Further the system of nonlinear equations (4.6) can be written as follows
and p is the vector to incorporate the initial-boundary conditions. A list of four nonlinear Schrödinger equations is given in Table 5 , with their corresponding analytical solutions. The numerically computed solutions of four nonlinear Schrödinger equations are tabulated in Tables 6, 7 When the initial guess is non-smooth, due to the inclusion of initial and boundary conditions, the DEDF diverges. Consequently we make the initial guess smooth by applying the following iteration
single time for the problem 2 and two times for the problems 1 and 4. Problem Schrödinger equation Analytical solution , n x = 7, n y = 7, n z = 7, n t = 12. 
Consequently we find,
The analytical solution of (4.7) is u(x, t) = δ sech (κ(x − v t)), where κ = k c 2 − v 2 and δ = 2k γ . The parameters with their numerical values are c = 1, γ = 1 , v = 0.5 and k = 0.5. Table 10 shows that the Chebyshev collocation method of first kind exhibits has the best accuracy in the numerical solution for finer grid. The numerical solution with achieved best absolute error is plotted in Figure 8 . 
2-D nonlinear wave equation
We consider the problem
u(x, y, 0) = ζ(x, y).
As a consequence we have
where u = [u (1, 1, 1) , u (1, 1, 2) , · · · , u (1,1,n t ) , · · · , u (n x ,n y ,1) , u (n x ,n y ,2) · · · , u (n x ,n y ,n z ) ] T , S tt = 2 t f Q t 2 ,
3-D nonlinear wave equation
We consider the problem u tt (x, y, z, t)−c 2 u xx (x, y, z, t) + u yy (x, y, z, t) + u zz (x, y, z, t) + f(u) = p(x, y, z) ,
with the initial-boundary conditions u(a x , y, z, t) = ρ 11 (y, z, t) , u(b x , y, z, t) = ρ 12 (y, z, t), u(x, a y , z, t) = ρ 21 (x, z, t) , u(x, b y , z, t) = ρ 22 (x, z, t), u(x, y, a z , t) = ρ 31 (x, y, t) , u(x, y, b z , t) = ρ 32 (x, y, t), u(x, y, z, 0) = ζ(x, y, z) .
Therefor we find , · · · , u (1,1,1,n t ) , · · · , u (n x ,n y ,n z ,1) , u (n x ,n y ,n z ,2) , · · · , u (n x ,n y ,n z ,n t ) ] T ,
We assume e −t sin(x + y + z) as the solution of (4.9) with c = 0.8 and f(u) = u 2 . The Legendre collocation method produces the best numerical results. The absolute error is displayed with respect to different girds in Table  12 . The numerical solution and absolute error can be visualized in Figure 10 .
3-D nonlinear Poisson equation
We consider the problem u xx (x, y, z) + u yy (x, y, z) + u zz (x, y, z) + f(u) = p(x, y, z) , (x, y, z)
with the initial-boundary conditions u(a x , y, z) = ρ 11 (y, z) , u(b x , y, z) = ρ 12 (y, z), u(x, a y , z) = ρ 21 (x, z) , u(x, b y , z) = ρ 22 (x, z), u(x, y, a z ) = ρ 31 (x, y) , u(x, y, b z ) = ρ 32 (x, y).
Consequently we have
F(u) = (S xx ⊗ I y ⊗ I z + I x ⊗ S yy ⊗ I z + I x ⊗ I y ⊗ S zz ) u + f(u) − p = 0, F (u) = (S xx ⊗ I y ⊗ I z + I x ⊗ S yy ⊗ I z + I x ⊗ I y ⊗ S zz ) + diag(f (u)) , (4.11) where u = [u (1, 1, 1) , u (1,1,2) , · · · , u (1,1,n z ) , · · · , u (n x ,n y ,1) , u (n x ,n y ,2) · · · , u (n x ,n y ,n z ) ] T , S xx = 2 b x − a . We assume sin(x + y + z) as the solution of (4.10) with f(u) = u 4 . In the case of 3-D nonlinear Poisson equation, the Legendre collocation method offers best accuracy over different sizes grids. Figure 11 depicts the absolute error in the numerically computed solution. Iters \ Grid size 5 × 5 × 5 × 12 6 × 6 × 6 × 12 7 × 7 × 7 × 12 1 ||u − u analytical || ∞ 5.54e-06 7.52e-08 9.54e-09 systems per iteration. The numerical solution of lower and the upper triangular system is computational economic that makes the entire method computationally efficient. We can see that in most of the simulations, we achieved good accuracy in almost three iterations. Different discretizations collocation methods are used that are derived from J-GL-C method, by changing the parameters. We conclude that in the majority of the cases, the Chebyshev collocation method of first kind gives best accuracy for different sizes grids. Eleven IVPs and BVPs are solved to show the validity, accuracy and efficiency of our higher order iterative method DEDF.
