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ABSTRACT

NASA is developing deployable entry technologies in the form of the Hypersonic In
flatable Aerodynamic Decelerator (HIAD) and the Adaptable Deployable Entry Technology
(ADEPT) vehicles to support human exploration of Mars. To ensure that these technologies
are reliable under uncertain entry conditions and extreme aerothermal environments, uncer
tainty quantification must be integrated into the design process which typically requires large
number of high-fidelity computational fluid dynamics (CFD) simulations with prohibitively
high computational cost. To address this challenge, construction of multi-fidelity aerother
mal response predictions which combine low-fidelity correlations with fewer high-fidelity
CFD models in a way that produces highly accurate surrogates with reduced computational
cost were investigated in this research. The primary objective of this research was to develop
and validate a co-Kriging based multi-fidelity (CKMF) surrogate modeling approach for
the prediction of the aerothermal response of deployable entry technologies in Mars entry.
The CKMF modeling approach developed utilized several refinements that included LowerUpper correlation matrix decomposition for use with parallel processing, distance weighted
root mean square error adaptive sampling, and surface distribution parameterization using
Hicks-Henne bump functions. The multi-fidelity approach was applied to the aerothermal
prediction of axisymmetric HIAD vehicles with surface scalloping and non-axisymmetric
ADEPT vehicles over a range of flight conditions and vehicle nose radii. The developed
CKMF models were shown to produce accurate and computationally efficient surrogate
models of the laminar convective heat flux (3% maximum error), turbulent convective heat
flux (8% maximum error), and radiative heat flux (10% maximum error) throughout the
entire design space. The computational cost of building the CKMF models was shown to
be significantly less than the cost of creating a surrogate of the high-fidelity model only.
Additionally, the cost to evaluate the multi-fidelity model was shown to be four to five orders
of magnitude less than the cost to evaluate the high-fidelity model.
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1. INTRODUCTION

As mankind continues to progress, new technologies continue to emerge that in
crease the human ability to explore and understand the universe. These new technologies
must be able to contend with uncertain conditions due to gaps in human knowledge and the
unpredictability inherent in nature. For aerospace engineers, failure to fully design against
these uncertainties can cause catastrophic failures resulting in loss of life and financial in
vestment. As new technologies continue to push into more extreme operating environments,
traditional extensive laboratory testing may not be able to recreate these extreme conditions.
Thus, engineers must increasingly rely on high-fidelity computer modeling with uncertainty
quantification (UQ) to produce reliable vehicle designs. However, for flow conditions with
complex physics (e.g. chemical non-equilibrium, thermal non-equilibrium, and radiation),
high-fidelity computer simulations may be too computationally expensive to use with UQ.
Therefore, computationally efficient and highly accurate surrogate models are needed for
use with UQ to produce reliable new technologies.
The papers included in this dissertation focus on the development of a co-Kriging
based multi-fidelity (CKMF) methodology for the prediction of the aerothermal response of
Hypersonic Inflatable Aerodynamic Decelerator (HIAD) and Adaptable Deployable Entry
Placement Technology (ADEPT) vehicles, which are currently being developed for future
missions to Mars and other planetary bodies in our solar system. These deployable entry
technologies will allow NASA to increase the maximum deliverable payload to up to 40
metric tons. First, a motivation of this study and the challenges related to the development of
deployable entry technologies are discussed. Next, the objectives of this study are presented,
followed by a description of the contributions of the work to multi-fidelity modeling and
the analysis of the HIAD and ADEPT technologies. A brief summary of the organization
of the dissertation is then given.
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1.1. MOTIVATION
As the prospect of manned exploration of Mars continues to move closer to re
ality, NASA has determined that large payload masses will need to be delivered to the
planet’s surface to support human activity. Unfortunately, rigid heritage aeroshells provide
insufficient drag and thermal protection to deliver these high mass payloads to the martian
surface. Thus NASA is developing new entry technologies in the form of deployable entry
technologies, mid lift-to-drag vehicles, and supersonic retro-propulsion to overcome this
technological gap, as presented in NASA’s entry, descent, and landing studies [1, 2, 3]. Two
of the more promising technologies are the Hypersonic Inflatable Aerodynamic Decelerator
(HIAD) [4] and the Adaptable, Deployable Entry Placement Technology (ADEPT) [5], both
of which are deployable entry technologies that can be stowed at launch and deployed to
their full diameter at atmospheric entry. As previously explained, NASA engineers must
rely heavily on high-fidelity computer simulations with UQ to design reliable HIAD and
ADEPT technologies. In the case of the HIAD and the ADEPT, the required high-fidelity
computational fluid dynamics (CFD) simulations can be too computationally expensive to
use with UQ analyses that require many high-fidelity model evaluations. Co-Kriging based
multi-fidelity modeling has the potential to produce accurate and efficient surrogate models
that can be used in the UQ analyses of HIAD and ADEPT vehicles.
1.1.1. Multi-Fidelity Modeling. The purpose of a multi-fidelity surrogate model is
to combine a large amount of information from a low cost, low accuracy model with a limited
amount of information from a high cost, high accuracy model to produce a surrogate model
that is both low cost and highly accurate. Figure 1.1 presents a visual representation of the
concept behind multi-fidelity modeling. There are several different multi-fidelity modeling
techniques such as space-mapping, multi-fidelity Monte Carlo, multi-fidelity non-intrusive
polynomial chaos (NIPC) expansion, and co-Kriging. The technique focused on by this
study is the co-Kriging technique because it is an interpolative method that has successfully
been used in low-speed aerospace applications. For example, previous studies by Koziel
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Figure 1.1. Visual representation of the multi-fidelity modeling concept.

et. al [6] have shown the co-Kriging technique to be suitable for shape optimization of
transonic airfoils. The use of multi-fidelity modeling in hypersonic applications has been
limited to date, with the most notable effort having been the space mapping techniques
utilized by NASA’s CBAERO software [7, 8].
1.1.2.

HIAD Overview. The HIAD design consists of solid spherical nose cap

directly forward of the payload section which is surrounded by several inflatable toroids.
Stretched over the inflatable toroids, and attached to the nose cap, is a flexible thermal
protection system (TPS). An illustration of a HIAD vehicle is shown in Figure 1.2. Ground
testing by NASA [9] has shown that during atmospheric entry, aerodynamic forces can
deform and push the flexible TPS in the regions between toroids, causing the surface to
scallop. This scalloping effect has been shown by Hollis [10] to significantly increase the
heat flux to the vehicle surface and must be accounted for when modeling the aerothermal
response of the vehicle. Several UQ studies of the HIAD by West et. al [11, 12] and Brune
et. al [13] have been conducted using single fidelity NIPC methods to study the flow field
uncertainties contributing to the surface heat flux. Further single fidelity NIPC studies
by Brune et. al [14, 15] studied the uncertainties in the HIAD fluid-structure interactions.
However, there have been no studies in the application of multi-fidelity techniques to the
analysis of HIAD vehicles

4

Figure 1.2. HIAD vehicle (left) and ADEPT vehicle (right).

1.1.3.

ADEPT Overview. The ADEPT design also consists of solid spherical nose

cap directly forward of the payload section attached to a flexible TPS. However, the ADEPT
deploys the flexible TPS using several mechanical arms, much like an umbrella.

An

illustration of an ADEPT vehicle is shown in Figure 1.2. A structural study by Peacocke et.
al [16] has shown that a structure with twelve ribs is sufficient for Mars atmospheric entry,
with each rib approximately 20 cm in width. Analysis of the ADEPT has been limited to
mostly ground testing and sub-scale arcjet testing [17] which has shown increased heat flux
at the rib locations and a flight test in 2018 [18]. To date there have been no applications of
multi-fidelity modeling to the ADEPT design and uncertainty analyses have been limited
to trajectory analyses only [3].

1.2. OBJECTIVES OF THE CURRENT STUDY
The main objective of this work is to develop and validate a co-Kriging based
multi-fidelity modeling approach for the modeling and simulation of the thermal response
of HIAD and ADEPT deployable technologies in Mars entry. This main objective is broken
down into three smaller objectives, each necessary for the completion of the main objective.
Each objective is addressed by a paper presented in this dissertation. Each paper presents
a detailed literature review which offers the reader more background information. The
objectives of this study are as follows:

5

1. Investigation and evaluation of a multi-fidelity approach to model the aerothermal
response of deployable entry vehicles along with identifying and evaluating appropri
ate computational models and tools that result in efficient and accurate multi-fidelity
surrogate models (Paper I).
2. Investigation, demonstration, and evaluation of a co-Kriging based multi-fidelity
modeling approach for the prediction of the aerothermal response of Hypersonic
Inflatable Aerodynamic Decelerator vehicles (Paper II).
3. Investigation, demonstration, and evaluation of a co-Kriging based multi-fidelity
modeling approach for the prediction of the aerothermal response of Adaptable De
ployable Entry Placement Technology vehicles (Paper III).

1.3. CONTRIBUTIONS OF THE CURRENT STUDY
The CKMF methodology and application to deployable entry technologies described
in this study lays a foundation for other researchers and engineers to follow on how to use
multi-fidelity modeling to accurately and efficiently model the aerothermal response of
deployable entry vehicles or other hypersonic vehicles. This work provides several main
contributions to the areas of multi-fidelity modeling, HIAD aerothermal analysis, and
ADEPT aerothermal analysis, which are addressed in each of the journal papers included
in this dissertation.
1.3.1.

Development of Co-Kriging Based Multi-Fidelity Modeling Methodol

ogy. An investigation was performed of a co-Kriging based multi-fidelity methodology to
be used for obtaining accurate and efficient multi-fidelity surrogate models of the aerothermal response of deployable entry vehicles. The low-fidelity computational models that
result in the most efficient and accurate multi-fidelity surrogate models of the aerothermal
response are identified. Adjustments to the co-Kriging process are made to improve the
process efficiency which include Lower-Upper correlation matrix decomposition and a dis
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tance weighted root-mean-square error (RMSE) based adaptive sampling scheme. Lastly,
the most important contribution is the unique application of the Hicks-Henne parameteri
zation technique to parameterize the surface distributions of the quantities of interest. This
parameterization technique allows the co-Kriging process to model a distribution and not
just a single performance parameter as has been done in previous studies [6].
1.3.2. Application of CKMF Methodology to HIAD Aerothermal Analysis. The
developed CKMF methodology was applied to HIAD vehicles to obtain accurate and effi
cient multi-fidelity surrogate models of the aerothermal response. The process of including
vehicle surface scalloping (specific to the HIAD technology) and it’s effect on convective
heat flux into the developed CKMF methodology was investigated. Key parameters that
affect the accuracy of the CKMF surrogate models were identified and estimates of model
accuracies were obtained. A comparison of the multi-fidelity methodology to a single
fidelity methodology was performed, highlighting the cost-saving benefits of the multi
fidelity approach. This comprehensive overview demonstrates the performance of CKMF
methodology in application to the analysis of HIAD vehicles and how to include vehicle
surface features into the CKMF process.
1.3.3. Application of CKMF Methodology to ADEPT Aerothermal Analysis.
The developed CKMF methodology was applied to ADEPT vehicles to obtain accurate
and efficient multi-fidelity surrogate models of the aerothermal response. The process of
applying the developed CKMF process to non-axisymmetric aerothermal distributions was
investigated. Important ADEPT vehicle geometry features and their effect on the CKMF
model accuracies were obtained. Again a comparison of the multi-fidelity methodology to
a single fidelity methodology was performed, highlighting the cost-saving benefits of the
multi-fidelity approach. This comprehensive overview demonstrates the performance of
CKMF methodology in application to the analysis of ADEPT vehicles and provides an ap
proach for using the CKMF methodology with two-dimensional aerothermal distributions.
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1.4. ORGANIZATION OF THE DISSERTATION
This dissertation is organized in the form of three journal publications. The investi
gation of a CKMF modeling approach and appropriate computational models to predict the
laminar convective heat flux, radiative heat flux, surface pressure, and surface shear stress on
a generic deployable entry technology has been published in the Journal of Spacecraft and
Rockets and is presented in pages 8-47. The investigation of applying the developed CKMF
approach to the prediction of turbulent convective heat flux on axisymmetric HIAD vehicles
with and without surface scalloping, presented in pages 48-85, has been published in the
Journal of Spacecraft and Rockets. Pages 86-124 contain the application of the developed
CKMF approach to the prediction of laminar convective heat flux, turbulent convective heat
flux, and radiative heat flux on ADEPT vehicles which has been presented as paper number
2021-1632 at the 2021 AIAA SciTech conference and will be submitted to the Journal of
Spacecraft and Rockets. A detailed literature review relevant to the scope of this work is
provided in each of the publications. The reader is advised to go through this information
in the introduction section of each paper. In Section 2, general conclusions and possible
future work for this research are presented.
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PAPER

I. MULTIFIDELITY MODELING FOR EFFICIENT AEROTHERMAL
PREDICTION OF DEPLOYABLE ENTRY VEHICLES

Mario J. Santos, Serhat Hosder
Missouri University of Science and Technology, Rolla, MO 65409
Thomas K. West
NASA Langley Research Center, Hampton, VA, 23681

ABSTRACT
The objective of this work was to investigate a multi-fidelity modeling approach
to accurately and efficiently predict the aerothermal response of a large diameter deploy
able hypersonic entry vehicle in Mars entry. A co-Kriging based multi-fidelity modeling
approach was developed that utilized several refinements including LU-decomposition for
parallelization, distance weighted root mean square error adaptive sampling, and surface
distribution parameterization using Hicks-Henne bump functions. Several computational
tools of varying fidelity were investigated to model the surface convective heat flux, shear
stress, pressure, and radiative heat flux in the multi-fidelity modeling process. The multi
fidelity model was found to have a mean convective heat rate error of 4.6%, a mean pressure
force error of 0.81%, a mean shear force error of 2.86%, and a mean radiative heat rate
error of 11.1% when compared to high-fidelity CFD simulations. Compared to a single
fidelity model, the multi-fidelity model required approximately one-half the number of
high-fidelity model evaluations to obtain the same accuracy level. The computational cost
of constructing and evaluating the multi-fidelity model were approximately one and five
orders of magnitude less, respectively, than one high-fidelity model simulation.
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NOMENCLATURE
Symbol

Description
Roman

Cp

Pressure coefficient

t

Running length (m)

L

Likelihood

M

Mach number

P

Pressure (Pa)

4

Heat flux (W/cm2)

Rb

Base radius (m)

Rn

Nose radius (m)

Rs

Shoulder radius (m)

s

Offset running length (m)

V

Velocity (m/s)

X

Data point

y

Model response
Greek

a

Angle of attack (rad)

8

Half cone angle (rad)

7

Specific heat ratio

<
P

Surface inclination angle (rad)

¥

Correlation matrix

P

Density (kg/m3)

w

Surface quantity of interest
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1. INTRODUCTION
Over the past few years, cutting edge deployable entry technologies have been
developed that allow for an increase in mission possibilities and flexibility over that of rigid
aero-shells. Deployable entry technologies allow for an increase in possible landing sites
and increase the maximum deliverable payload mass to the surface of multiple planetary
bodies in our solar system such as Mars, Venus, and Titan. These technologies include
NASA’s Hypersonic Inflatable Aerodynamic Decelerator (HIAD) [1, 2] and the Adaptable
Deployable Entry and Placement Technology (ADEPT) [1, 3, 4] shown in Figure 1 [5, 6].
The entry, descent, and landing (EDL) phase is one of the most dangerous phases of any
space mission because of the significant aeroheating experienced by the vehicle. Accurate
prediction of vehicle surface heat flux is needed to ensure that a thermal protection system
(TPS) is adequately designed. The system also needs to be robust and reliable, which can be
achieved through extensive laboratory testing and through uncertainty quantification (UQ)
integrated into the analysis and design.
The flow conditions experienced by hypersonic vehicles typically cannot be repro
duced in the laboratory and thus researchers must turn to computer modeling for predictions
of aerothermal loads on hypersonic vehicles. Unfortunately, high-fidelity computational
fluid dynamics (CFD) and thermal response simulations can be very computationally expen
sive due to the complex physics seen at these flow regimes, which includes non-equilibrium

Figure 1. HIAD (left) and ADEPT (right) conceptual designs.
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Figure 2. Accuracy vs. computational cost.

thermo-chemistry and radiative heat transfer. Therefore, CFD may not be practical for di
rect use in the analysis, design, and reliability assessment under uncertainty with traditional
UQ approaches such as Monte-Carlo, which generally requires a large number of simu
lations. Multi-fidelity modeling is uniquely suited to solve this problem, however, it has
not been explicitly investigated for use in the study of entry vehicles. Surrogate modeling
of high-fidelity CFD simulations has been previously used to reduce computational costs
of robust aerothermal analyses of deployable hypersonic entry vehicles [7, 8, 9], however,
multi-fidelity modeling offers an alternative method that can possibly achieve the accuracy
of high-fidelity simulations but at a further reduced computational cost. In multi-fidelity
surrogate modeling, low-fidelity and high-fidelity models are combined to obtain a high
accuracy corrected model which is computationally efficient to evaluate. By incorporating
information from the low-fidelity models, multi-fidelity modeling has the potential to reduce
the number of high-fidelity model evaluations required for an accurate surrogate model over
that of single fidelity methods. The multi-fidelity modeling process is illustrated in Figure
2. This figure illustrates that, typically, computational cost increases with model complexity
and accuracy. By combining a low cost, less accurate engineering correlation with a more
accurate high cost CFD model, multi-fidelity modeling can produce a surrogate that has a
computational cost comparable to the engineering correlation but an accuracy comparable
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to the complex CFD model. Thus, multi-fidelity modeling can produce an efficient, yet
accurate, surrogate model that can be utilized in a UQ analysis or other outer-loop process
that requires large numbers of model evaluations.
Multi-fidelity modeling has applicability in many disciplines ranging from electrical
to aerospace engineering where high-fidelity models are either computationally expensive or
unknown. With regards to aerospace engineering, multi-fidelity modeling has been primar
ily used in low-speed applications for interpolation [10], wing and airfoil shape optimization
[11,12,13], and uncertainty propagation [13,14,15]. Adaptive and fusion techniques, such
as space-mapping [11] and co-Kriging [12], are primarily used for interpolation and design
optimization while techniques using polynomial chaos expansion [14] and multi-fidelity
Monte Carlo estimation [15] are used primarily for uncertainty quantification and propa
gation. As the goal of this work is to create and demonstrate a multi-fidelity interpolative
methodology for deployable entry vehicles, a co-Kriging based approach is used for this
study. The co-Kriging methodology was investigated for this study as the multi-fidelity
methodology because it is an interpolative method and has been successfully implemented
in previous low-speed aerospace applications [12]. Previous work with applying multi
fidelity modeling to hypersonic vehicles has been minimal, with the most prominent effort
being that of aerothermal anchoring utilized by the CBAERO software package [10]. A
recent study by [16] has shown that multi-fidelity modeling may not be more accurate or
cost effective than single-fidelity methods or even the high and low-fidelity models them
selves. Furthermore, the study showed that there is currently no quantitative method to
determine whether or not a multi-fidelity approach is appropriate for a given problem prior
to construction of the multi-fidelity model. Therefore, the investigation of multi-fidelity
modeling as a method to reduce the computational cost is important to accelerating of the
design and analysis process of deployable entry vehicles.
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The objective of this work is to implement and demonstrate a co-Kriging based sur
rogate method for the multi-fidelity modeling of the laminar aerothermal loads (convective
heating, pressure, and shear stress distributions) on deployable hypersonic entry technolo
gies in ballistic Mars entry. Besides the verification of the co-Kriging technique as a viable
multi-fidelity surrogate modeling approach, the research also focuses on investigating results
obtained from various tools with different fidelity levels, such as the Sutton-Graves [17] and
Krasnov [18] correlations (low-fidelity), NASA’s LAURA [19] CFD software assuming a
calorically perfect gas (low-fidelity), the West-Brandis Mars radiative heating correlations
[20] (low-fidelity), and NASA’s LAURA CFD software using a 10-species non-equilibrium
gas coupled with the HARA [21, 22] radiation heat transfer code (high-fidelity) that will
provide the necessary data to build multi-fidelity co-Kriging models. Finally, the developed
multi-fidelity approach will be applicable to any hypersonic vehicle, not just large diameter
deployable vehicles.
The following section describes the deployable vehicle used in the demonstration
of the multi-fidelity modeling approach and the determination of the sample space with
a six degree-of-freedom Mars entry model. Section 3 describes the low and high-fidelity
computational models used to construct the multi-fidelity surrogate model. Next, Section 4
describes the co-Kriging approach along with refinements made to the method to increase
computational efficiency and accuracy for this study. Section 5 contains the co-Kriging
based multi-fidelity model results for laminar convective heat flux, radiative heat flux, sur
face pressure, and surface shear stress and compares them to high-fidelity model predictions.
The final section includes key conclusions and future work.

2. VEHICLE GEOMETRY AND SAMPLE SPACE
The vehicle geometries used in the demonstration of the multi-fidelity approach
are 18.8 m large diameter geometries based on the large diameter Mars HIAD geometry
described in NASA’s Mars Entry, Descent, and Landing Architecture studies [23, 24]. The
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Figure 3. Vehicle geometry parameters.

geometric parameters describing the vehicle shape are shown in Figure 3, where Rn is the
nose radius, R^ is the base radius, Rs is the shoulder radius, 6 is the shoulder turn angle
and 5 is the half-cone angle. For this study, all vehicles had the same base radius of 9.4 m,
shoulder radius of 0.47 m, and half-cone angle of 70° while the nose radius was allowed to
vary from 4 to 20 m. The vehicle was also assumed to be in ballistic entry at 0° angle of
attack. These large diameter entry vehicles would be utilized in Mars human exploration
missions to deliver both the human crew and the large mass payloads needed for human
exploration, such as habitats and life support systems, to the surface of Mars.
Using mass and entry velocity ranges outlined in the Mars EDL studies, the six
degree-of freedom (DOF) model utilized by Brune et al. [7] was used to determine the
trajectory range for a human scale deployable entry vehicle in ballistic Martian entry. The
spacecraft was assumed to enter the atmosphere at 0 degrees longitude, 0 degrees latitude
with an easterly heading of 90 degrees. The vehicle was assumed to have a flight path
angle of -15 degrees and an entry interface altitude of 104 km above the surface. The
entry velocities used in the trajectory calculations ranged from 3.35 to 7.3 km/s and the
vehicle mass ranged from 7.2 to 40 MT. The resulting bounding entry trajectories are shown
in Figure 4. At each trajectory point, the cold-wall stagnation point heat flux, q c, was
calculated using the Sutton-Graves correlation [17], shown in Eq. 1. This form of Eq. 1
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Figure 4. Velocity-density trajectory profiles.

assumes a gas mixture of 97% CO2 and 3% N2 by mass in chemical equilibrium flowing
over an axisymmetric blunt body.

qc = 1.83x10-4V W ^ V3

[W /m 2]

(1)

where p is the free stream density, V is the velocity, and Rn is the vehicle nose radius as
shown in Figure 3.
The velocity-density space chosen for this study is illustrated by the dashed line in
Figure 4. This space was chosen because it contains all of the predicted maximum heating
locations while not exceeding the range of applicability of the computational models. A
summary of the chosen three dimensional density, velocity, and nose radius space used for
this study is given in Table 1. Also in Table 1 is the range of nose radii used in this study,
again, determined using NASA’s Mars EDL architecture studies as a guide.

Table 1. The boundaries of the three-dimensional sample space used in analysis.

Minimum
Maximum

Nose Radius [m]
4
20

Flight Velocity [km / s]
2
7

Density k g /m
6.6752x10 5
1x10-3
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3. COMPUTATIONAL MODELS
3.1. LAURA WITH THERMOCHEMICAL NONEQUILIBRIUM ASSUMPTION
The high-fidelity model used in this study was the LAURA CFD software developed
at NASA Langley Research Center. The LAURA software utilizes an upwind relaxation
algorithm and includes grid adaptation to effectively capture and model shockwaves [19].
The shock layer was modeled with a steady laminar flow assumption with a two temperature,
thermochemical nonequilibrium gas model.

Note that a fully laminar boundary layer

assumption may be unrealistic for certain geometries with large diameters and running
lengths, however they are included in this study for the demonstration of the multi-fidelity
aerothermal prediction approach. The Martian atmosphere was assumed to be 96% CO2 and
4% N2 by mole (97.417% CO2 and 2.583% N2 by mass) as used in previous studies [7, 8, 9],
and the flow field was modeled by a 10 species composition model: CO2, CO, N2, O2, NO,
C, N, O, CN, and C2. The finite rate chemistry model used is given by Johnston and Brandis
[25]. This model was tuned to match CO 4th Positive and CN Violet emission measured
in EAST shock-tube experiments. The radiation was modeled by the High-Temperature
Aerothermodynamic Radiation (HARA) code [21, 22] and was loosely coupled to the flow
field solution using a tangent slab approximation to calculate the radiative heat flux and
divergence of the radiative heat flux.
The grids used had cell dimensions of 96x64 determined using a grid convergence
study, given in the Appendix, with 96 cells in the direction normal to the surface and 64
cells in the direction parallel to the surface. The vehicle surface used was non-ablating
and was assumed to be super-catalytic with a cold wall boundary condition. Note that
these wall boundary conditions give a conservative prediction for convective heating and a
hot wall correction can be applied to obtain a corrected convective heating rates for other
wall temperatures. A typical grid geometry used in this study is shown in Figure 5(a). A
typical flow solution for the temperature is shown in Figure 5(b). Both the L2 norm and
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Z

X

T, K

■

—

■
■
(a) 96x64 Grid

T, K

7000
6500
6000
5500
5000
4500
4000
3500
3000
2500
2000
1500
1000
500

(b) High-fidelity flowfield temperature solu
tion

22000
20000
18000
16000
14000
12000
10000
8000
6000
4000
2000

(c) CPG LAURA flowfield tempera
ture solution

Figure 5. Typical LAURA grid and example solutions.

convective stagnation heating history were used to determine if a converged solution was
obtained. A solution was considered converged if the L2 norm was below 10-12 and if
there was minimal change in the convective heating, pressure, and shear stress over the
previous 100,000 iterations. Using a single 2.2 GHz Intel Xeon processor, a fully converged
high-fidelity solution requires approximately 36 hours of computation time.

3.2. LAURA WITH CALORICALLY PERFECT GAS ASSUMPTION
One low-fidelity model used in this study was again the LAURA CFD code, however
a calorically perfect gas (CPG) model was used instead of the 10 species, non-equilibrium
gas model. This model was used for prediction of the laminar convective heat flux, surface
pressure, and shear stress. The CPG model used had a specific heat ratio of 1.3, a molecular
weight of 43.34 kg/kmol, and a Prandtl number of 0.7. A typical temperature flowfield
solution is shown in Figure 5(c). As expected, when compared to the high-fidelity model
the CPG LAURA model results in much larger flow field temperatures behind the shock and
larger shock stand-off distances. However, for most cases considered in the study, the CPG
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LAURA model under predicts the convective heating when compared to the high-fidelity
model. The same convergence criteria for the high-fidelity model was used for the CPG
LAURA model. Utilizing a single 2.2 GHz Intel Xeon processor, a fully converged CPG
LAURA solution requires approximately 1.5 hours of computation time.

3.3. SURFACE CONVECTIVE HEATING PREDICTION WITH
SUTTON-GRAVES-KRASNOV CORRELATION
Another low-fidelity model used in this study is the Sutton-Graves-Krasnov corre
lation. The function of this model is to provide a fast, correlation based prediction of the
centerline laminar convective heat flux on an arbitrary blunt body at given flight conditions.
The surface heat flux prediction starts with the calculation of the stagnation point heat flux
with the Sutton-Graves correlation given by Eq. 1. For heating downstream of the stagna
tion point, correlations for the ratio of heating at an arbitrary point to the stagnation point
from Krasnov [18] are used. The body is separated into its sphere and cone regions, using
different correlations for the heating ratio,

-G

, for each region. For the spherical region, the

following is used in terms of free stream Mach number, Mm,

— _ (1 - £sin20 ) <psin<p
- G _ [fl ( 0 ) - £ /2 (0)] 1/2 ‘
where,
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(5)
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Here, y is the frozen specific heat ratio based on the freestream and p is the angle measured
from the normal direction at the nose to a point on the spherical region, as shown in Figure
3. For this study a frozen specific heat ratio of 1.33 was used. Next, the heating ratio on
the conical surface is modeled by,

q

At

4o

V b + t 3'

(6)

where,

A (d) =

V3
2

n
2

(7)

3
cord,

(8)

' 1 --------—
M sin
• 2cd + 1
2
yM i
yM\oo
J

B (d) =
1

d (p)= i 1- -)

16D (p )/p
1
sin2d
yMlj| sin4d + yMl

(p2 - 2 sin ( 4 p ) + 1 (1 - cos (4 p )^ +
(9)

— | p 2 - psin(2p) + - ( 1 - cos(2p))

t =

t +s
Rn

(10)

Here, t is the running length as shown in Figure 3. To ensure a continuous heat flux
distribution, an offset to the running length is added to the heat flux in the conical region.
This offset, s , is found by equating the heat flux found in both regions and solving for s
using secant method. Then, with the offset found, the final heat flux over the body can
be determined. Utilizing a single 2.2 GHz Intel Xeon processor, a single Sutton-GravesKrasnov solution for convective heating requires approximately 2 seconds of computation
time.
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3.4. SURFACE PRESSURE PREDICTION WITH MODIFIED NEWTONIAN
METHOD
The pressure distribution along the body is found using a modified Newtonian
distribution, where the maximum pressure coefficient is found using the total pressure
behind a normal shock, p 02, with calorically perfect gas assumption. Here, the maximum
pressure coefficient, Cp,max, is found by using,

Cp,max

2

02

1

(11)

yM i

where, again, a frozen specific heat ratio based on the freestream of 1.33 is used. To find
the ratio of the stagnation pressure to the freestream pressure, ppi2, the Rayleigh pitot-tube
formula is used, which is given in Eq. 12.
y
(y + 1)2M i
j y-l
—r
Pi
U yM * - 2 (y - 1) J
p 02

1 - y + 2y M i
y+1

(12)

The pressure coefficient at each station is then given by,

Cp —Cp,maxSlft $.

(13)

To maintain consistency between fidelity levels, the Sutton-Graves-Krasnov and
modified Newtonian models utilize the same surface meshes used in the LAURA CFD
models. The computation time required for the Modified Newtonian is approximately two
seconds using a single 2.2 GHz Intel Xeon processor.

3.5. WEST-BRANDIS MARS RADIATIVE HEATING CORRELATION
The low-fidelity model used for the prediction of radiative heat flux utilizes the
updated Mars heating polynomial correlations by West and Brandis [20] for the stagnation
point radiative heat flux prediction. This correlation is given by Eq. 14. In this correlation,
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f ( V ,p ,R n) is fourth order polynomial and is a function of freestream velocity, freestream
density, and effective nose radius.

qr = e f (V,p,Rn)

(14)

Note that while this correlation is a function of effective nose radius and assumes an
adiabatic wall temperature, this study uses the physical nose radius and assumes a cold wall
temperature. Another important aspect of this correlation to note is that this low-fidelity
model is separated into two regions, with each region having different set of coefficients:
a low velocity region for velocities between 2 and 6 km/s and a high velocity region for
velocities between 6 and 8 km/s. The reason for this separation is because, as shown by
West and Brandis, the radiative heat flux increases dramatically as the velocity increases to
6 km/s and beyond due to activation of the CO 4th Positive and CN Violet band systems.
In the off-stagnation region, no engineering correlations exist for prediction of the
radiative heat flux distribution.

Therefore, the radiative heat flux along the body was

assumed to be linear with a slope equal to the negative inverse of the stagnation point value.
This distribution was chosen because the co-Kriging method requires that the response
variable varies with at least one of the independent variables. Choosing this distribution
as the low-fidelity model ensures that the off-stagnation radiative heat fluxes vary over the
sample space.

4. MULTI-FIDELITY MODEL
For this study, a co-Kriging based multi-fidelity (CKMF) surrogate modeling ap
proach was used. Co-Kriging is an interpolative method that has been widely used in
low-speed aerospace applications [11, 13]. In this study several refinements to co-Kriging
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approach were implemented to increase computational speed and accuracy. These refine
ments include adaptive sampling, LU decomposition, and distribution shape parameteriza
tion.

4.1. C O -K RIG IN G M OD ELIN G
Several refinements were applied to the CKMF modeling approach to improve
model efficiency and accuracy for aerothermal prediction. Co-Kriging modeling is a direct
extension of Kriging modeling and, therefore, a brief overview of the Kriging method is
necessary for the discussion of co-Kriging. The co-Kriging formulation used for this study
is the same as that given by Forrester et al. [26].
Kriging models are surrogate models used to interpolate an unknown function, f ,
given n number of data points. Specifically, in Kriging models the interpolated data points
are modeled by a Gaussian process in the form of y = p + b ¥ , where y is a column vector
of model responses, p is the maximum likelihood estimate (MLE), b is a row vector of
coefficients, and ¥ is a correlation matrix between the sampled data points, x (i), and the
interpolated data points, xn+1, with k dimensions. In the Kriging approach, each element
of ¥ is a radial basis function of a specific form given in Eq. 15.

(15)

where 6 and p are coefficients to be determined. Thus the covariance matrix is given by
Eq. 16.

Cov (y, y) = a 2¥

(16)

(y - 1 ^)r ¥ 1 (y - lp )
n

(17)

where

2
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and

1T¥ -1y
1T¥ -11

(18)

An estimate of the accuracy of the surrogate can be determined from the log-likelihood
given by Eq. 19.

n
1
In (L) = - ^ In ( o 2) - ^ In |¥ |

(19)

To create a Kriging model, the parameters 6, and p in Eq. 15 are solved for by finding
the 6 and p that maximize the log of the likelihood, L. Once the parameters 6 and p are
known, the response at any point can be interpolated. The process of creating a co-Kriging
model is very similar to the process of creating a Kriging model. In the co-Kriging model,
the co-variance matrix is given by Eq. 20. Here, two sets of parameters (6Lf , PLf , p, 6d
and P d) corresponding to ¥ LF and ¥ d will need to be determined to create the co-Kriging
model.

OLF^LF (XLF, XLF)

P OLF^LF (XLF, XHF)

(20)

vpoL F^LF (XHF, X l f ) p 2O2F^LF (XHF, XHF) + O ^ d (XHF, X h f )y
First, a Kriging model of the low-fidelity data is first built to obtain 6LF and P l f .
Then, a difference model, d = _yHF - p y LF (vHF), is constructed where _yLF (vHF) are the
values of yLF at locations common to those of vHF. Applying the Kriging method to this
difference model results in a log of the likelihood of the difference model, Ld, given by:

^n (L d) = ---2 -/n (° 2) - 2 M ^ d (XHF, XHF)|

(21)
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Next, p, Qd, and Pd are then found by maximizing Eq. 21. Once the optimum p, Ql f , P l f ,

Qd, and P d are found the co-Kriging model can be used to interpolate the response at any
point.

4.2. HYPER PARAMETER OPTIMIZATION
To obtain the optimum value of the hyper parameters Qc, P c, Qd, and P d, a global
search of the parameter space needs to be performed. Typically, Cholesky decomposition
is used to obtain inverses of the correlation matrix, ¥ , which allows for a fast computation
time but is undefined for near-singular matrices. Therefore when Cholesky factorization is
used, a non-gradient based optimization technique, such as a genetic search algorithm must
be implemented to optimize the hyper parameters because near singular matrices may be
encountered during the search. Unfortunately, genetic search algorithms are computation
ally expensive. Thus, for this study, a lower-upper (LU) matrix decomposition was used
instead of the Cholesky decomposition. A parallelized, gradient-based search algorithm
with multiple starting points was then used to optimize the hyper parameters resulting in a
much more computationally efficient optimization process. For all cases, the search algo
rithm was bounded from -3 to 3 for the Q parameters, from 1 to 2 for the P parameters, and
from -5 to 5 for the p parameter [26].

4.3. SAMPLING METHOD
In this study, the low-fidelity model was sampled linearly in each dimension. How
ever, co-Kriging models are very sensitive to the number and location of the high-fidelity
data points used to train the model. Choosing appropriate sample locations can minimize
the number of high-fidelity samples needed to achieve a global level of accuracy, which
reduces overall computational cost. Thus, the sampling plan used to build the model is a
very important part of the co-Kriging process. The sampling method used in this study
is a distance weighted root mean square error (RMSE) [26] adaptive sampling scheme.
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Along with the function response, the co-Kriging model can also estimate the RMSE of the
prediction at any point. In this sampling scheme, a minimum number of data points, Nmin,
are chosen and a space filling Latin hypercube is found using Nmin. Next, the high-fidelity
model at the training points are evaluated and the Co-Kriging model is built using these data
points. This co-Kriging model is then used to predict both the high-fidelity model response
and the RMSE over the sample space. The RMSE at every location is then weighted by the
distance to the nearest training point. New training points are then added at the locations
with the largest weighted RMSE values and the process is repeated with the updated training
set.

4.4. SURFACE DISTRIBUTION PARAMETERIZATION
The axisymmetric representations of the geometries used in the computational mod
els have 65 data points on the vehicle surface. The most straight forward way to apply
multi-fidelity modeling to the convective heating, radiative heating, pressure, and shear
surface distributions is to build a CKMF model for each quantity of interest at each surface
point, resulting in 260 separate CKMF models. Not only is this approach computation
ally inefficient, but there is no correlation between adjacent data points resulting in poor
surface distributions that can vary dramatically. By using parameterization of the surface
distributions, both of these issues can be eliminated.
A shape parameterization technique commonly used in aerospace engineering appli
cations is the Hicks-Henne bump function technique [27]. The Hicks-Henne bump function
technique uses a linear combination of sine functions over n control points, shown in Eq. 22,
to perturb a baseline shape, y (x )i, to get the desired “deformed” shape, y (x). Here, a,j are
amplitude coefficients, bj are width coefficients, and Cj are the x-locations of the sine
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Figure 6. Hicks-Henne approximation of a scaled surface convective heat flux distribution.

function maxima. In this study, the baseline shape was assumed to be a straight line at a
constant value.

n
y (x ) = y (x ) + ^ aj sin*' ( nxln(0'5/c' })
i =0

(22)

Hicks-Henne bump functions work well when the original shape is subject to small
deformations of less than one. Thus, for best results, the surface distributions should be
scaled to be approximately between zero and one. For convective heating and pressure
distributions, this scaling was achieved by scaling the distributions by the stagnation value,
while for shear stress, this scaling was achieved by scaling the distributions by the maximum
value occurring in the shoulder region. For this study, every third surface location was used
as a control point, resulting in 22 control points. An example of the Hicks-Henne bump
function being used to approximate a convective heating distribution can be seen in Figure 6.
Applying the CKMF method to the Hicks-Henne shape parameterization technique
now requires only 23 separate CKMF models for each quantity of interest, one for the
stagnation or maximum value and 22 for the control points. This results in a total of
92 separate CKMF models to model all four quantities of interest, an almost two-thirds
reduction in computational cost from modeling each point individually. An example result
from a CKMF model built using the Hicks-Henne parameterization can be seen in Figure 7
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Figure 7. Surface convective heating profile for V=3.30 km/s, p =2.86x10 4 kg/m3,
Rn=17.64 m.

along side a result from a CKMF model built using individual surface points. Both CKMF
models use the same low and high-fidelity points, but the Hicks-Henne parameterization
results in a much smoother distribution at a much reduced computational cost.

5. RESULTS AND DISCUSSION
The CKMF approach was used to model surface convective heat flux, pressure, shear
stress, and radiative heat flux distributions on deployable entry vehicles across the chosen
sample space. To evaluate the performance of the CKMF surrogate models, 36 test cases
across the design space were chosen using a random Latin hypercube sampling scheme and
are given in Table 2. Note that the test cases are used exclusively for model evaluation and
are not used in the construction of the CKMF models. The results for test cases 2, 10, 17,
19, 20, and 30 are presented in this paper. These six test cases were chosen to be presented
because they are high convective and radiative heat flux cases, and therefore represent the
types of cases the would be of significant interest to vehicle designers. For each test case
the error of the CKMF model was determined by Eq. 23.

% Error =

1

Rb

&MF - Mhf
dz x 100
^0,HF

(23)
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Table 2. Test cases used in model performance evaluation.
Test Case
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18

[m\
11.77
20.00
9.48
8.11
16.80
7.20
5.82
16.34
4.45
12.68
4.00
6.28
18.62
14.97
9.94
15.42
12.22
14.51

Rn

V

[k m / s \

3.000
4.428
5.714
3.714
4.000
3.142
5.000
6.000
6.142
6.857
4.142
2.142
5.142
2.714
2.571
5.571
7.000
4.714

P

kg/m 3

9.2558x10-~4
3.3867x10 6.6752x10 - 5
1.2392x10- 4
9.0952x10 - 5
7.3391x10- 4
5.3865x10 - 4
1.1470x10- 4
7.7918x10- 5
8.4182x10- 5
6.7930x10 - 4
2.9014x10- 4
7.2119x10- 5
1.4465x10- 4
1.8242x10- 4
8.5670x10- 4
5.8195x10- 4
3.1347x10- 4

Test Case
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36

R n [m\
18.17
9.02
11.31
10.40
10.85
5.37
8.57
6.74
19.54
7.65
17.25
13.60
19.08
13.14
15.88
17.71
4.91
14.05

V [ k m / s\

6.428
6.285
4.285
2.857
4.857
3.285
2.000
5.857
6.571
5.428
3.857
6.714
3.571
2.428
3.428
2.285
4.571
5.285

P kg/m 3
4.2711x10- 4
3.9532x10- 4
6.2874x10- 4
3.6590x10- 4
1.0616x10- 4
1.6885x10- 4
9.8265x10- 5
1.0000x10- 3
1.3388x10- 4
2.4856x10- 4
7.9294x10- 4
2.3006x10- 4
1.9709x10- 4
4.6146x10- 4
4.9856x10- 4
2.6855x10- 4
2.1294x10- 4
1.5628x10- 4

Here m represents the quantity of interest and mo,HF represents the stagnation point
value, except for shear stress where m0,HF represents the maximum value at the shoulder.
An average % error was found by averaging the % error over all thirty-six test cases. This
was done as a measurement of the global accuracy of the multi-fidelity model.

5.1. SURFACE CONVECTIVE HEATING
Stagnation point convective heat flux was used to determine the optimum number of
low-fidelity samples for the creation of efficient and accurate CKMF models. A convergence
study of the stagnation point convective heat flux CKMF prediction error vs. the number
of low-fidelity samples was performed using 30 high-fidelity samples and using SuttonGraves-Krasnov as the low-fidelity model. The number of low-fidelity samples was varied
from 5 to 10 linearly spaced samples in each sample space direction resulting in 125, 216,
343, 512, 729, and 1000 low-fidelity samples. The mean error in stagnation point heat
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Figure 8. The variation of error for CKMF-based stagnation point heat flux as a function
of low-fidelity training samples.

flux across the 36 test cases vs. the number of low-fidelity sample is plotted in Figure 8.
From this figure it can be seen that the optimum number of low-fidelity samples is 512 (or
8 samples in each sample space direction).
Using Eq. 23, a convergence study of both the mean convective heat rate error
across all 36 test points and the mean stagnation point heat flux error versus the number of
high-fidelity training samples was performed. The distance weighted RMSE sampling plan
based on the stagnation point convective heat flux RMSE was used to determine the highfidelity model sampling locations, with six training samples being added at each iteration.
The convergence study results are shown in Figure 9 for CKMF models constructed using
the Sutton-Graves-Krasnov model and CKMF models constructed using the CPG LAURA
model. Also included in Figure 9 are the results using a Kriging model of only the highfidelity data labeled Kriging with only high-fidelity samples.
For all models, the error in convective heat rate and stagnation point heat flux
clearly converges as the number of high-fidelity samples used to build the model increases
and the CKMF models are sufficiently converged at 24 high-fidelity samples. The error in
convective heating closely follows the error in stagnation point heat flux which means that
the prediction accuracy for the heat flux distribution is highly dependent on the accuracy
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CKMF Stagnation Point Heat Flux (Sutton-Graves-Krasnov)
CKMF Convective Heat Rate (Sutton-Graves-Krasnov)

Figure 9. Convective heating error variation with the number of high-fidelity samples.

of the stagnation point heat flux prediction. Comparing the Sutton-Graves-Krasnov and the
CPG LAURA based models, the Sutton-Graves-Krasnov based model outperforms the CPG
LAURA based model in terms of accuracy. This is likely due to the Sutton-Graves-Krasnov
model having a more accurate prediction of the stagnation point heat flux than that of the
CPG LAURA based model. The reason the Sutton-Graves-Krasnov model is more accurate
is because it takes into account real gas effects such as dissociation and catalytic heating
whereas the CPG LAURA model does not. As expected, both multi-fidelity co-Kriging
models outperform the single fidelity Kriging model which would require at least twice as
many high-fidelity model evaluations to match the accuracy of the multi-fidelity models.
However, as the number of high-fidelity samples increases to 30 and beyond, the CKMF
model offers little improvement over the single-fidelity model.
Plots of surface heat flux distributions for six selected test cases using 512 lowfidelity training points and 24 high-fidelity training points are shown in Figures 10(a)-10(f).
Again, as can be seen in Figures 10(a)-10(f), the Sutton-Graves-Krasnov based CKMF
model outperforms all other models when compared to the high-fidelity model. These
figures also show that when used on it’s own, the low-fidelity Sutton-Graves-Krasnov
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z [m]

(a) Surface convective heating profiles for test
case 2.

z [m]

(b) Surface convective heating profile for test case
10.

z [m]

(d) Surface convective heating profile for test case
19.

17.

z [m]

(e) Surface convective heating profile for test case
20.

z [m]

(f) Surface convective heating profile for test case
30.

Figure 10. Surface convective heating profiles for selected test cases
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model is not very accurate. However, when the Sutton-Graves-Krasnov model is used as
part of the CKMF approach, the resulting Sutton-Graves-Krasnov CKMF model closely
matches the high-fidelity LAURA model.

5.2. SURFACE PRESSURE DISTRIBUTION
The surface pressure distribution parameterization process is the same as the heat
flux distribution process. The distribution is scaled by the stagnation value, a bump width
factor of 100 is used, and the undeformed shape is assumed to be a straight line at y = 1.
Using the 24 high-fidelity training points and 512 low-fidelity training points determined
from the convective heating convergence studies, CKMF models approximating the highfidelity surface pressure distribution were built. Again two different CKMF models were
investigated, one utilizing the modified Newtonian method and the other utilizing the CPG
LAURA computational models. The CKMF pressure distribution results for the selected
six test cases are shown in Figures 11(a)-11(f). Both the modified Newtonian based CKMF
model and the CPG LAURA based CKMF models do very well approximating the highfidelity model and both outperform the low-fidelity computational models.
For surface pressure, the percent error in the CKMF model prediction of the normal
pressure force per unit depth at each test case was calculated using Eq. 23. A conver
gence study of the CKMF normal pressure force error vs. the number of high-fidelity
training points was performed to determine if the CKMF pressure distribution models were
converged at 24 high-fidelity training points with results being shown in Figure 12. The
convergence study shows that CKMF pressure distribution models are converged at 24
high-fidelity training points, and in fact converge almost immediately at 12 high-fidelity
training points. The CKMF pressure distribution models are very accurate with a mean
error of 1% or less using 24 high-fidelity training points. Because of this small difference
in CKMF model accuracies and because the Modified Newtonian model is much cheaper
to evaluate than the CPG LAURA model, Modified Newtonian should be preferred for
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(a) Surface pressure profiles for test case 2.

(b) Surface pressure profile for test case 10.

(c) Surface pressure profile for test case 17.

(d) Surface pressure profile for test case 19.

(e) Surface pressure profile for test case 20.

(f) Surface pressure profile for test case 30.

Figure 11. Surface pressure profiles for selected test cases.
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Figure 12. Pressure force and stagnation point pressure error variation with the number of
high-fidelity samples.

computational efficiency. Note that among all quantities of interest, the surface pressure is
the easiest to accurately predict because it is predominantly governed by the dynamics of
the flow and the local surface inclination at hypersonic speeds. However, compared to the
surface heat flux and shear, the surface pressure has relatively low impact on determining
the thermomechanical properties required by the flexible TPS to survive atmospheric entry.

5.3. SURFACE SHEAR STRESS DISTRIBUTION
The surface shear stress parameterization process is slightly different than that used
for convective heat flux and surface pressure distribution. In this case the shear stress
distribution is scaled by the maximum shear stress, occurring in the shoulder region, and a
bump width factor of 75 is used with the undeformed Hicks-Henne shape being a straight line
at y = 0. Note that the shear stress distribution and peak shear stress are dependent on the
whether the flow is assumed to be laminar or turbulent and if surface roughness is taken into
account. For this study the wall was assumed to be smooth and, as previously mentioned,
the flow is assumed to be fully laminar. Using the 24 high-fidelity training points and 512
low-fidelity training points determined from the convective heating convergence studies,
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z [m]

(a) Surface shear stress profile for test case 2.

z [m]

(b) Surface shear stress profile for test case 10.

4

z [m]

(c) Surface shear stress profile for test case 17.

(d) Surface shear stress profile for test case 19.

(e) Surface shear stress profile for test case 20.

(f) Surface shear stress profile for test case 30.

Figure 13. Surface shear stress profiles for selected test cases.
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Figure 14. Shear force error variation with the number of high-fidelity samples.

a CKMF model approximating the high-fidelity shear stress distribution was created. For
this case only a CPG LAURA based CKMF model was investigated. Surface shear stress
distributions for the selected six test cases are shown in Figures 13(a)-13(f). As can be
seen, the CKMF model is much more accurate than the CPG LAURA model in predicting
shear stress distributions.
The percent error in the CKMF model prediction of the shear force per unit depth
at each test case was calculated using Eq. 23. A convergence study of the CKMF shear
force error vs. the number of high-fidelity training points was performed with results being
shown in Figure 14. The convergence study shows that CKMF pressure distribution models
are converged at 24 high-fidelity training points, with a mean error of 3%. Note that this
result is very similar to that obtained for the convective heat flux. This is expected because
the physical mechanisms that drive convective heating and shear stress are closely related.

5.4. RADIATIVE HEAT FLUX DISTRIBUTION
The surface radiative heat flux distribution parameterization process is the same
as the convective heat flux distribution process with Hicks-Henne bump functions. The
distribution is scaled by the stagnation value, a bump width factor of 100 is used, and
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Figure 15. Radiative heating error variation with the number of high-fidelity samples.

the undeformed shape is assumed to be a straight line at y = 1. The distance weighted
RMSE sampling plan based on the stagnation point radiative heat flux RMSE was used
to determine the high-fidelity model sampling locations, with six training samples being
added at each iteration. Only a single CKMF model based on the West-Brandis radiative
heat flux correlation was investigated.
Again using Eq. 23, a convergence study of the mean radiative heating error as a
function of the number of high-fidelity samples was performed. This convergence study
looked at both the surface integrated radiative heating and the stagnation point radiative
heat flux error. The convergence study results are shown in Figure 15. Also included
in Figure 15 are the results using a Kriging model of only the high-fidelity data (labeled
Kriging with only high-fidelity samples).
The convergence study shows that CKMF radiative heat flux distribution converges
at 48 high-fidelity training points, with a mean error of 10%. Again it can be seen that the
stagnation point error closely follows the integrated radiative heating error, which indicates
that the CKMF prediction error is dominated by the error in the stagnation point prediction.
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Figure 16. Surface radiative heating profiles for selected test cases.
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When compared to the Kriging model built using only the high-fidelity training points, the
accuracy of the CKMF model vastly outperforms that of the Kriging model. This large
difference between the two models is due to the complex behavior of the stagnation point
radiative heat flux and the inability of the single fidelity Kriging model to capture this
complex behavior using limited training points.
Results of the CKMF radiative heat flux model built using 48 high-fidelity training
points are shown in Figures 16(a)-16(f) for the selected six test cases. In these distributions
it can be seen that the CKMF model outperforms both the West-Brandis low-fidelity model
and the single fidelity Kriging model.

5.5. COMPUTATIONAL COST
The objective of implementing multi-fidelity modeling is to not only obtain a sur
rogate model that is accurate but one that is also more computationally efficient than both a
single fidelity surrogate model and the high-fidelity model itself. It is therefore important
that the computational cost of the CKMF modeling technique is investigated. A break
down of the computational cost for the CKMF models is as follows: a single high-fidelity
model evaluation requires 36 computational hours on a single processor, Kriging of the
low-fidelity data requires 0.5 computational hours across 46 processors, and the final Kriging step requires 4 computational minutes across 46 processors. The total time required to
generate CKMF models for all quantities of interest, assuming that all high and low-fidelity
simulations are complete, is approximately 2 hours using 46 processors. With sufficient
computational resources, the computational cost to generate the CKMF model is minimal
compared to the cost of evaluating the high-fidelity CFD model. Note that all computa
tional costs are calculated using 2.2 GHz Intel Xeon processor cores and are approximate.
Table 3 below gives the total computational costs to build a CKMF surrogate model with
approximately 10% error in convective and radiative heating. Also included in Table 3 is the
total computational cost to build a single-fidelity convective heating surrogate of the same

40
Table 3. Computational cost of building surrogate model with approximately 10% convec
tive and radiative heating error.
Convective Heat Rate
Model
Computational Cost
CKMF
458 cpu h r s
Kriging ( Single Fidelity)
1296 cpu h r s

Radiative Heat Rate
Model
Computational Cost
CKMF
1754 cpu hrs
Kriging ( Single Fidelity)
-

Table 4. Computational cost of models used in study.
Model
Sutton-Graves-Krasnov
Modified Newtonian
West-Brandis
LAURA (CPG)
LAURA (High-Fidelity)
CKMF (Evaluate)

Computational Cost
2 s per simulation
2 s per simulation
0.5 ms per simulation
1.5 hrs per simulation
36 hrs per simulation
2.5 s per simulation

accuracy level. As indicated by the convergence study, Table 3 shows that a single-fidelity
modeling approach would require almost three times as many cpu hours as the CKMF
approach. Comparing the convective and radiative CKMF models, the radiative CKMF
model is approximately four times more expensive than the radiative CKMF model. This is
expected as the radiative heat flux behavior is much more complex than the convective heat
flux behavior over the chosen sample space. Note that, in Table 3, no computational cost
for a single fidelity model of radiative heating is reported because a single fidelity model of
this accuracy was not obtained nor could be estimated.
Table 4 gives the evaluation cost of each computational model used in the study.
Here it can be seen that the computational cost of evaluating the CKMF model is on the same
order of magnitude as the low-fidelity engineering correlations. Including the high-fidelity
model evaluation cost, the computational cost of building a CKMF model can be relatively
expensive. However, once the CKMF model is built, it is 5 orders of magnitude cheaper to
evaluate than the high-fidelity model while maintaining high accuracy. Table 4 highlights
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the advantage of the CKMF approach in that, once the CKMF models are generated, accurate
predictions of the convective heating, radiative heating, pressure, and shear stress for any
freestream condition and vehicle nose radius can very quickly be evaluated. Thus, for
computationally demanding studies such as uncertainty quantification and trajectory-based
total heat load calculation of deployable entry technologies, CKMF modeling approach
developed in this study offers the potential to severely reduce computational cost.

6. CONCLUSIONS
This paper investigated a co-Kriging based multi-fidelity approach to model the
aerothermal response of large diameter deployable entry vehicles in Mars entry.

The

CKMF approach was used to model the surface convective heat flux, radiative heat flux,
surface pressure, and shear stress. Several refinements were made to the co-Kriging process
for these cases to reduce computational costs. These refinements include LU-decomposition
for parallelization, distance weighted root-mean-square error adaptive sampling, and sur
face distribution parameterization using Hicks-Henne bump functions. Utilizing the refined
CKMF approach, multi-fidelity surrogate models of the surface convective heat flux, ra
diative heat flux, pressure, and shear were obtained. Several combinations of different
low-fidelity computational tools with the high-fidelity LAURA CFD simulations and their
effect on CKMF model cost and accuracy were investigated.

It was found that using

the Sutton-Graves-Krasnov correlation and modified Newtonian method as the low-fidelity
models produced the most accurate and cost effective CKMF models for convective heat flux
and surface pressure, respectively. Only calorically perfect LAURA CFD simulations and
the West-Brandis correlation were used as low-fidelity tools for shear stress and radiative
heating, respectively, due to lack of other low-fidelity methods to obtain these quantities of
interest.
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It was found that the radiative heat flux CKMF model required approximately twice
as many high-fidelity training samples to converge than the CKMF models for convective
heat flux, surface pressure, and shear stress. Although the cost to build the CKMF models
could be relatively expensive, once built, the evaluation of the CKMF model is orders of
magnitude faster than that of the high-fidelity model. The CKMF model required fewer
high-fidelity model training samples than that of a single fidelity Kriging model to obtain
the same level of accuracy. Therefore co-Kriging based multi-fidelity modeling is well
suited to predict aerothermal loads on large diameter deployable entry vehicles in processes
that require large numbers of model evaluations like uncertainty quantification or trajectory
based total heat load calculations. While this study focuses laminar flow predictions, due
to the large vehicle diameters involved, future work will include application of the CKMF
approach to turbulent flows over deployable entry vehicles. Future work possibilities also
include applying the CKMF approach to the backshell radiative heating prediction as the
region aft of the vehicle shoulder typically experiences high radiative heating. Finally it
is important to note that the outlined co-Kriging based multi-fidelity methodology is not
specific to large diameter entry vehicles and can be applied to any hypersonic vehicle to
obtain accurate and efficient aerothermal models.
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APPENDIX
The case chosen for the grid convergence study was a geometry with a 12 meter
nose radius at a velocity of 4.5 km /s and density of 2.5836x10-4 k g /m 3. These conditions
correspond to the case at the center of the chosen design space given in Table 1. For the
study a 32x48 coarse, 64x96 medium, and 128x192 fine grid were used with total cell counts
of 1.536x 103, 6.114x103, and 2.4576x 104, respectively.
Table A.1 below gives the stagnation point convective and radiative heat flux for
each grid level along with the percent difference between the medium and fine grid level
solutions. From this table it can be seen that the change in the both the convective and
radiative stagnation heat flux from the medium to the fine solutions is on the order of one
percent or less. These heat flux values are also plotted in Figure A.1. From this figure and
Table A.1, the convergence of the stagnation point heat fluxes at the medium grid level can
clearly be seen. Figure A.2 shows the convective and radiative heat flux distributions for
each grid level. From this figure it can be seen that off-stagnation heat flux distributions are

Table A.1. Convective and radiative stagnation point heat flux solution at each grid level.
Q u a n tity o f In te re st

C o a rse

M e d iu m

F in e
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Figure A.1. Grid convergence results for convective and radiative stagnation point heat flux.
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Figure A.2. Grid convergence results for convective and radiative heat flux distributions.

also converged at the medium grid level. Thus a 64x96 grid allows for accurate convective
and radiative heat flux predictions while reducing computational cost. While this study
focuses on laminar flow, future work should turbulent flow predictions are also of interest
because of the large diameter of these vehicles
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ABSTRACT
The objective of this work was to investigate a multi-fidelity modeling approach to
accurately and efficiently predict the turbulent convective heating on hypersonic inflatable
aerodynamic decelerators with both smooth and scalloped walls. A previously developed
co-Kriging based multi-fidelity modeling approach was used to model the turbulent and
laminar convective heat fluxes on smooth wall vehicles. The smooth wall turbulent and
laminar multi-fidelity heating models were then combined to create a multi-fidelity model of
the augmented turbulent heat flux on scalloped vehicles. The smooth wall turbulent heat flux
multi-fidelity model was found to have a mean convective heat rate error of approximately
7% when compared to high-fidelity CFD simulations. The scalloped augmented turbulent
heat flux multi-fidelity model was found to have a mean convective heat rate error of
approximately 10% when compared to high-fidelity CFD simulations. Compared to a single
fidelity model, the multi-fidelity model required approximately one-quarter the number of
high-fidelity model evaluations to obtain the same accuracy level. The computational cost
of evaluating the multi-fidelity model was approximately five orders of magnitude less than
one high-fidelity model simulation.
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NOMENCLATURE
Symbol

Description
Roman

a

Hicks-Henne amplitude coefficient

b

Hicks-Henne width coefficient

c

Hicks-Henne control point location

h

Heat transfer coefficient

kSc

Scallop depth (cm)

t

Running length (m)

L

Likelihood

M

Mach number

4

Convective heat flux (W/cm2)

Rb

Base radius (m)

Rn

Nose radius (m)

Rs

Shoulder radius (m)

Rsc

Scallop radius (m)

Rtr

Toroid radius (m)

Re

Reynolds number

s

Offset running length (m)

V

Velocity (m/s)

w

Kriging weights

x

Sample point

y

Model response
Greek

a

Angle of attack (deg)

fisc

Toroid tangency angle (deg)

7

Specific heat ratio
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5

Half cone angle (deg)

0

Shoulder turn angle (deg)

U

Mean

p

Density (kg/m3)

p

Surface inclination angle (rad)

Y

Correlation matrix

1. INTRODUCTION
Recently, NASA has been developing deployable atmospheric entry technologies
that will allow for an increase in mission design possibilities and flexibility over that
provided by rigid aero-shells. These deployable entry technologies will increase the number
of feasible landing sites and increase the maximum deliverable payload mass to the surface
of multiple planetary bodies in our solar system such as Mars, Venus, and Titan. One of
these technologies is the Hypersonic Inflatable Aerodynamic Decelerator (HIAD) [1, 2]
shown in Figure 1 [3]. As can be seen in Figure 1, HIAD vehicles consist of stacked
inflatable toroids with a flexible thermal protection system (TPS) stretched over the outside
of the forward facing surface. Due to the large aerothermal loads placed on the vehicles,
the entry, descent, and landing (EDL) phase is one of the most dangerous and critical
phases of any interplanetary mission. Therefore, accurate predictions of the aerothermal
loads experienced by vehicle are important to ensure that an adequate TPS is in place
without significantly increasing the vehicle mass. The TPS also needs to be robust and
reliable, which can be achieved through extensive laboratory testing and through uncertainty
quantification (UQ) integrated into the analysis and design.
The use of a flexible TPS system for these deployable entry vehicles introduces
the possibility that the TPS material may deform during atmospheric entry. During entry,
aerodynamic forces on the vehicle may cause the flexible TPS material to deform, pushing
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Figure 1. HIAD conceptual design.

it into the region between toroids, causing a scalloping of the vehicle surface. This surface
scalloping must be taken into account during the design process to ensure that the TPS can
withstand any changes in the aerothermal environment due to possible surface scalloping.
Previous ground testing for the IRVE-3 (Inflatable Re-Entry Vehicle Flight Experiment)
HIAD flight test conducted by NASA [4] demonstrated TPS scalloping under expected
aerodynamic loads. A study using wind tunnel testing and computational fluid dynamics
(CFD) solutions by Hollis has shown that surface scalloping in HIAD type vehicles can
lead to an increase in surface turbulent convective heat flux [5]. In that study, a correlation
to predict this increase in surface heat flux using laminar and turbulent CFD solutions was
also developed.
Due to the velocities, temperatures, and atmospheric compositions, entry conditions
typically cannot be reproduced in the laboratory. Thus, researchers often turn to compu
tational modeling to predict the aerothermal loads on hypersonic entry vehicles in lieu of
laboratory tests. However, due to the complex physics seen at these flow regimes (including
turbulent flow, non-equilibrium thermo-chemistry, and radiation heat transfer) high-fidelity
CFD and thermal response simulations can be very computationally expensive. Therefore,
CFD may not be practical for direct use in the analysis, design, and reliability assessment
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under uncertainty with traditional UQ approaches. This is because these approaches, such
as Monte-Carlo analysis, generally require large numbers of simulations making them un
feasible for use with CFD simulations. This computational limitation can be circumvented
through the use of multi-fidelity modeling, which is the process of creating a surrogate
model using the results from two or more computational models of varying fidelity levels.
Multi-fidelity modeling is uniquely suited to solve this computational limit by creating
low cost, high accuracy multi-fidelity surrogate models using a very limited number of
high-fidelity CFD simulations.
To date, investigation of the use of multi-fidelity surrogate modeling for use in the
study of entry vehicles has been very limited. Single fidelity surrogate modeling (the process
of creating a surrogate model from a single computational model) of high-fidelity CFD
simulations has been previously used to reduce computational costs of robust aerothermal
analyses of HIAD vehicles by Brune et al. [6 , 7, 8 ]. Multi-fidelity modeling offers an
alternative method that has the ability to achieve the accuracy of high-fidelity simulations
but at a further reduced computational cost over single fidelity methods. A recent study
[9] has shown that there is currently no quantitative method to determine whether or
not a multi-fidelity approach is appropriate for a given problem a priori. Therefore, an
investigation of multi-fidelity modeling as a method to reduce the computational cost of the
design and analysis of HIAD vehicles is important. Early work with applying multi-fidelity
modeling to hypersonic vehicles was that of aerothermal anchoring utilized by the CBAERO
software package [10]. A previous study by the authors [11] demonstrated that a multi
fidelity approach can produce low cost, accurate predictions of laminar aerothermal loads on
generic, large diameter deployable Mars entry vehicles. This study also demonstrated that
for prediction of laminar aerothermal loads, the multi-fidelity approach was computationally
less expensive than a single fidelity surrogate approach.
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The main idea behind multi-fidelity surrogate modeling is to combine low-fidelity
(e.g., engineering correlations) and high-fidelity (e.g., CFD simulations) models in a way
that produces high accuracy surrogate models that are computationally efficient to evaluate.
By using information from the low-fidelity models to inform us about the behaviour of
the high-fidelity model, multi-fidelity modeling limits the number of high-fidelity model
evaluations required to produce accurate surrogate models. A graphical representation of
multi-fidelity modeling process is illustrated in Figure 2. This figure shows that as model
complexity increases, the associated computational cost also increases. By combining
a low cost, less accurate engineering correlation with a more accurate high cost CFD
model, multi-fidelity modeling can produce a surrogate that has a computational cost
comparable to the engineering correlation but an accuracy comparable to the complex CFD
model. These low cost multi-fidelity surrogate models can then be utilized in UQ analyses
or design optimization studies that require large numbers of model evaluations. Multi
fidelity modeling has been used in many disciplines ranging from electrical to aerospace
engineering where high-fidelity models are either computationally expensive or unknown.
In the field of aerospace engineering, multi-fidelity modeling has been primarily used in lowspeed applications for interpolation [10], wing and airfoil shape optimization [12, 13, 14],

Figure 2. Accuracy vs. computational cost.
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turbofan nozzle design under uncertainty [15,16], and uncertainty propagation [14,17, 18].
There are currently several different multi-fidelity methods available that are appropriate for
different applications. Adaptive and fusion techniques, such as space-mapping [12] and coKriging [13], are primarily used for interpolation and design optimization, while techniques
using polynomial chaos expansion [17] and multi-fidelity/multilevel Monte Carlo estimation
[15, 16, 18] are used primarily for uncertainty quantification and propagation. This study
will use the co-Kriging based multi-fidelity modeling approach previously developed for
large diameter Mars entry vehicles in fully laminar flow [11].
The objective of this work is to implement and demonstrate a co-Kriging based multi
fidelity (CKMF) modeling methodology for the prediction of turbulent convective heating on
smooth HIAD geometries and augmented turbulent convective heating on HIAD geometries
with surface scalloping in Mars entry. The multi-fidelity surrogate models for turbulent
and augmented turbulent convective heat flux will be constructed as a function of velocity,
density, and nose radii to predict aerothermal loads along various entry trajectories and
HIAD geometries. This research will utilize several computational tools of various fidelity
levels such as the Sutton-Graves [19] with Krasnov [20] heating correlations (low-fidelity),
NASA's Langley Upwind Relaxation Algorithm (LAURA) CFD software using a 10-species
non-equilibrium gas coupled with the High-Temperature Aerothermodynamic Radiation
(HARA) [21, 22] radiation heat transfer code (high-fidelity), and the Hollis [5] scalloped
augmented heating correlation (high-fidelity) that will provide the necessary data to build
the CKMF models. Note that, although it is a correlation, the Hollis scalloped augmented
heating model is described as a high-fidelity model because it is a combination of two highfidelity model responses. This work will also demonstrate the ability of the co-Kriging based
multi-fidelity modeling approach to produce accurate turbulent convective heating surrogate
models using high and low-fidelity models with different governing physics (turbulent and
laminar respectively).
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The following section describes the HIAD geometries used, surface scalloping
parameterization, and the determination of the sample space with a six degree-of-freedom
Mars entry model. Section 3 describes the computational tools used to construct the multi
fidelity surrogate model. Section 4 describes the co-Kriging approach and methodology
used in this research. Section 5 contains the CKMF model results for the turbulent convective
heat flux and the final section includes key conclusions.

2. V EH IC L E G EO M ETRY AND SAM PLE SPACE
The first step of this study was to define and determine the HIAD vehicle geometry
parameters. The HIAD vehicle concept consists of a solid nose cap forward of the payload
section, surrounded by concentric inflatable toroids. A flexible TPS is stretched over the
forward face of the toroids and is attached to the solid nose cap. An illustration of a HIAD
can be seen in Figure 3. The HIAD geometries used for this study are based on the 18.8
m large diameter Mars HIAD geometries described in NASA’s Mars Entry, Descent, and
Landing Architecture studies [23, 24]. The geometric parameters describing the vehicle
shape are shown in Figure 4. For this study, the HIAD vehicles used had a base radius (Rb)
of 9.4 m, shoulder radius (R s) of 0.47 m, and half-cone and shoulder turn angles (8 and 0
respectively) both 70°. A nose radius (Rb) range of 4 to 20 m was chosen as the nose radius
space. These large diameter entry vehicles would be utilized in Mars human exploration
missions to deliver both the human crew and the large mass payloads needed for human
exploration, to the surface of Mars.
The surface scalloping was parameterized using the same technique described by
Hollis [5], which was used as a guide for this study. This scalloping parameterization
technique is illustrated in Figure 5. In this technique, a toroid tangency angle, f5sc, is
defined relative to the normal of the undeformed TPS. A scallop of radius Rsc is then
inscribed that is tangent to the neighboring toroids at these locations.

The maximum

distance between the scallop and the undeformed TPS is defined as the scallop depth, k sc.

55

nf atab e structure
Inflation system

F exib e thermal
Concept 6-meter HIAD.

protection system

Figure 3. HIAD vehicle diagram.

Figure 4. HIAD geometry parameters.

Figure 5. Surface scalloping parameters.

For this study, a toroid radius (Rtr) of 0.35 m was used along with a tangency angle of 10°.
This resulted in a scallop depth of 3.06 cm being used in this study. In actual flight, the
scallop depth may change depending on the flight conditions and surface pressure, however
a maximum expected scallop depth is used in this study as a constant through the trajectory
points to give a conservative prediction of the surface heat flux.
To calculate the entry trajectories, the HIAD vehicles were assumed to be in ballistic
entry with 0° angle of attack. Again using the NASA Mars architecture studies as a guide
for the mass and entry velocity ranges, the six degree-of freedom model utilized by Brune
et al.

[6 ] was used to determine the trajectory range for a HIAD vehicle in Martian

entry. The six degrees of freedom in this model are: altitude, longitude, latitude, velocity,
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Figure 6 . Velocity-density trajectory profiles.

heading angle, and flight path angle. In this model, the spacecraft was assumed to enter
the atmosphere at 0 degrees longitude, 0 degrees latitude with an easterly heading of 90
degrees. The flight path of the vehicle was assumed to be at an angle of -15 degrees with
an entry interface altitude of 104 km above the surface. The minimum and maximum entry
velocities used in the trajectory calculations were 3.35 to 7.3 km/s, respectively, and the
minimum and maximum vehicle masses used were 7.2 to 40 MT, respectively. The resulting
bounding entry trajectories are shown in Figure 6 . For each trajectory point, the SuttonGraves correlation [19], shown in Eq. 1, was used to calculate the cold-wall stagnation
point heat flux (q 0). Eq. 1 assumes a gas mixture of 97% CO 2 and 3% N 2 by mass in
chemical equilibrium flowing over an axisymmetric blunt body in terms of the density (p)
and velocity (V).

q o = 1.83X10- 4 4 p F n V3

[W /m 2]

(1)

The velocity-density space chosen for this study is illustrated by the black dashed
line in Figure 6 . This space was chosen because it contains all of the predicted maximum
heating locations while being low enough in altitude to be in continuum flow and high
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enough in altitude that an aerodynamic decelerator would still be feasible to be in use. The
chosen three dimensional density, velocity, and nose radius space used for this study is
summarized in Table 1.

Table 1. The boundaries of the three-dimensional sample space used in analysis.

Minimum
Maximum

Nose Radius [m]
4

Flight Velocity [ km/s]

20

7

2

Density kg /m 3
6.6752x10-5
1 x 10 -3

3. COM PUTATIONAL M ODELS
3.1. LAURA CFD PR ED IC TIO N S
NASA Langley Research Center’s high-speed thermochemical non-equilibrium
CFD software LAURA was used as the high-fidelity computational model for this study.
The LAURA software was used to obtain both fully laminar and fully turbulent boundary
layer solutions as both solutions are required by the Hollis correlation to obtain scalloped
augmented heat fluxes. The LAURA software utilizes an upwind relaxation algorithm
and includes grid adaptation and interior grid clustering to effectively capture and model
shockwaves in the flow field [26] and to cluster the grid cells near the wall to obtain wall
cell Reynolds numbers of approximately one. The flow field was assumed to be steady state
with a two temperature, thermochemical nonequilibrium gas model. The turbulence model
used was the Cebeci-Smith algebraic model [27], which is the same turbulence model used
by the Hollis study. The Martian atmosphere was assumed to be composed of 96% CO 2
and 4% N 2 by mole (97.417% CO 2 and 2.583% N 2 by mass) with the flow field modeled by
a 10 species composition model: CO2, CO, N2, O2, NO, C, N, O, CN, and C 2 used in the
previous study of laminar aerothermal multi-fidelity study by the authors [11]. The reaction
finite rate chemistry model that was used is given by Johnston and Brandis [28]. This model
was tuned to match CO Fourth-Positive and CN Violet emission measured in the EAST
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Figure 7. Typical LAURA grid and example solutions.

shock-tube experiments. Flow field radiation was modeled by the HARA code [21, 22]
and was loosely coupled to the flow field solution using a tangent slab approximation to
calculate the radiative heat flux and divergence of the radiative heat flux. Although surface
radiative heat flux is not a quantity of interest modeled by the multi-fidelity approach in this
study, radiation calculations are included in the CFD simulations to capture any effects of
the flow field radiation on the surface convective heat flux and to be consistent with previous
HIAD multi-fidelity modeling study [11].
This study assumes that the axisymmetric vehicle geometry is at zero degrees angleof-attack (i.e., ballistic entry), thus the flow field is assumed to be axisymmetric and the
computational grids used in the simulations are created in accordance with this assumption.
The grids used had cell dimensions of 96x64 determined by a grid convergence study,
with 9 6 cells in the direction normal to the surface and 6 4 cells in the direction parallel to
the surface. Adaptation of the grid near the wall to produce wall cell Reynolds numbers,
y+, near one ensures that the first cell height off the wall is at y+ « 1. A cold, smooth,
non-scalloped wall boundary condition was used for the vehicle surface along with a super
catalytic surface chemistry model. These wall boundary conditions were chosen as they
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give a conservative prediction for convective heating. The cold wall boundary condition
also allows for a hot wall correction to be applied to obtain corrected convective heat fluxes
for higher wall temperatures. A typical grid geometry used in this study and corresponding
flow field temperature solution are shown in Figures 7(a) and 7(b), respectively. A solution
was considered converged if the L2 norm was below 10- 1 2 and if there was minimal change
in the convective heating over the previous 100,000 iterations. Note that in this study, the
turbulent solutions were started from fully converged laminar solutions. Using a single
2.2 GHz Intel Xeon processor, a fully converged high-fidelity laminar solution requires
approximately 36 hours of computation time and a fully converged turbulent solution,
starting from a converged laminar solution, requires an additional 6 hours of computation
time.

3.2. SUTTON-GRAVES W IT H KRASNOV HEATING CO RRELA TIO N S
The low-fidelity computational model used in this study is the Sutton-Graves with
Krasnov laminar convective heating correlations. The function of this model is to provide
a fast, correlation based prediction of the centerline laminar convective heat flux on an
arbitrary blunt body at given flight conditions. The surface heat flux prediction starts with
the calculation of the stagnation point heat flux with the Sutton-Graves correlation given by
Eq. 1. For heating downstream of the stagnation point, correlations for the ratio of heating at
an arbitrary point to the stagnation point from Krasnov [20] are used. The body is separated
into its sphere and cone regions, using different correlations for the heating ratio,

, for

each region. For the spherical region, the following is used in terms of freestream Mach
number,

,

J

(1

- £sin 2 p) psinp

J ~ [fl (P ) - C h (P)] 1 / 2 ‘
where,
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1

£ = 1-

fi ( 0 ) =

2 02

h (0 ) =

02

(3)

y M l’

- 0sin20 + sin20 ,

(4)

+ 0sin20 2 + sin 2 0 1 + 2 sin 2 0 + 2 sin 40

(5)

Here, 7 is the frozen specific heat ratio based on the freestream and 0 is the surface
inclination angle measured from the normal direction at the nose to a point on the spherical
region as shown in Figure 4. Next, the heating ratio on the conical surface is modeled by,

q

At

40

V # + t 3'

(6 )

where,

V3

A (S)

1

1

2

yM l

1

n

yM l_

2

15D (0)/0

B (S) =

sin4S + sin2S
yMl
yMl
1

1

2

D (0) =
1

2

sin S +

2

3

- cot S,

(7)

(8 )

sin (4 0 ) + 8 ( 1 - cos (4 0 ) h +

- 7) l0

(9)

— ^0 2 - 0 sin ( 2 0 ) + 2 ( 1 - c o s( 2 0 ))

t +s

(10)
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Here, t is the running length as shown in Figure 4. To ensure a continuous heat flux
distribution, an offset to the running length is added to the heat flux in the conical region.
This offset, 5 , is found by equating the heat flux found in both regions and solving for s
using the secant method. Then, with the offset found, the final heat flux over the body can
be determined. Utilizing a single 2.2 GHz Intel Xeon processor, a single Sutton-GravesKrasnov solution for convective heating requires approximately 2 seconds of computation
time.

3.3. H O LL IS SCA LLO PED AUGM ENTED HEAT FLUX C O RRELA TIO N
In this study, instead of using scalloped geometries directly in the high-fidelity
CFD simulations to model the scalloped augmented heat flux, the correlation developed
by Hollis [5] was used, which was constructed with wind tunnel test data for HIAD type
vehicle test articles. This correlation is a function of scallop depth, ksc, and is based on a
linear combination of the laminar and turbulent solutions. Thus, the use of this technique
requires high-fidelity CFD solutions for both fully laminar and turbulent flows over smooth
surfaces. The correlation is given by the form shown in Eq. 11.

hk,turb = (Ak )( hlam) + (Bk /B 0)( Shturb )

(11)

Here B 0 is a constant, Ak and Bk are constants dependent on the scallop depth,
h k,turb is the scalloped augmented heat transfer coefficient, h/am is the laminar solution heat
transfer coefficient, and Shturb is the difference between the turbulent and laminar solution
heat transfer coefficients. Using the LAURA CFD software, correlation results for a scaled,
ySsc = 10 deg HIAD wind tunnel geometry in air are shown in Figure 8 . These results
assume a geometry at zero angle of attack with a freestream Reynolds number of 6.63 x 106
[ 1/m ]. Also included in this figure is experimental data for this case taken from the study
by Hollis [5]. This figure shows that although the wind tunnel experimental data exhibits
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Figure 8 . Scalloped augmented heating correlation and experimental data for HIAD wind
tunnel model.

peaks and valleys in the heat flux due to the surface scalloping, the correlation creates a
smooth heat flux distribution that puts an upper bound to the experimental data by using the
peak values. Note that in the region from 0.1 to 0.35 z/R , the heating correlation predicts
a much higher heat flux than shown in the experimental data. This difference is due to
the fact that the correlation assumes fully turbulent flow along the entire surface while the
experimental data shows that there may be a transition from laminar to turbulent flow in this
region [5]. Because the correlation assumes fully turbulent flow along the entire vehicle,
including at the nose cap, it gives a conservative estimate of the scalloped augmented heat
flux, particularly in the region near the nose cap.

4. M U LTI-FID ELITY M OD EL
Co-Kriging modeling is an interpolative method that has also been used extensively
in low-speed aerospace applications [12, 14]. For this study, a co-Kriging based multi
fidelity surrogate modeling approach was used that was developed previously by Santos et
al. [ 1 1 ] for the prediction of the laminar aerothermal response of deployable entry vehicles.
In this approach, several refinements to the co-Kriging approach were implemented to
increase computational speed and accuracy. These refinements include adaptive sampling,
LU decomposition, and distribution shape parameterization.
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4.1. SURFACE D ISTRIBUTIO N PA RA M ETERIZA TION
The study by Santos et al. [11] demonstrated that applying the CKMF modeling
technique to Hicks-Henne parameterized [29] output distributions instead of each surface
point individually resulted in predictions that were more computationally efficient and accu
rate. This study also uses the Hicks-Henne parameterization technique to parameterize the
output surface convective heat flux distributions. The Hicks-Henne shape parameterization
technique is commonly used in aerospace engineering applications for parameterization of
airfoil shapes [29]. In this technique, a set of n control points on a baseline shape are
chosen. A linear combination of sine functions over the n control points, shown in Eq. 1 2 ,
are used to perturb the baseline shape, ql (z), to get the desired “deformed” shape, q(z).
Here, a,j are amplitude coefficients, bj are width coefficients, and Cj are the z-locations of
the control points. In this study, the baseline shape was assumed to be a straight line at a
constant value of one.

i( z ) = ql (z) + } ] aj sinbi (nzln(a 5/c■>'))
j =o

(1 2 )

Hicks-Henne bump functions work well when the original shape is subject to small
deformations of less than one. Thus, for best results, the surface distributions should be
scaled to be approximately between zero and one. For both laminar and turbulent convective
heating, this scaling was achieved by scaling the distributions by the stagnation point value.
As in the previous study by Santos et al. [11], every third surface location was used as a
control point, resulting in 22 control points. Through a trade study, using every third surface
point as a control point was determined in the previous study by Santos et al. [11] to give
the best Hicks-Henne fit in terms of computational cost and accuracy. An example of the
Hicks-Henne bump function being used to approximate a convective heating distribution
can be seen in Figure 9.
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Figure 9. Hicks-Henne approximation of a scaled surface convective heat flux distribution.

Applying the CKMF method to the Hicks-Henne shape parameterization technique
requires only 23 separate CKMF models for the convective heat flux, one model for the
stagnation or maximum value, and 22 models for the control points. Compared to modeling
each surface point individually, the Hicks-Henne technique results in an almost two-thirds
reduction in computational cost.

4.2. CO -K RIG IN G M O D ELIN G
Co-Kriging modeling is a direct extension of Kriging modeling and, therefore, a
brief overview of the Kriging method is necessary for the discussion of co-Kriging. The coKriging formulation used for this study is the same auto-regressive form given by Forrester
etal. [30].
Kriging models are surrogate models used to interpolate an unknown function, f (x ),
in k dimensions given n number of sample points. For this study, each sample point x is a
vector in the three-dimensional velocity, density, and nose radius space and the unknown
function f is the heat flux at the stagnation point or the Hicks-Henne amplitude coefficient
at each control point. In Kriging models, the response of the unknown, k -dimensional
function f (x) at any location is assumed to be equal to some global mean plus a random
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variation. By assuming the response of the unknown function and the response of the
Kriging surrogate are the same at the n sampled locations, the Kriging surrogate response at
the sampled locations, ys, can be modeled as a linear system of equations given by Eq. 13.

ys = 1u + f w

(13)

Here u is the global mean value, and f w is the random variation where w is a column
vector of Kriging weights and f is the n x n correlation matrix of the function between the
sampled data point locations, x(1 ),-",(n). The following procedure demonstrates how u, w,
and f are obtained. In the Kriging approach, each element of f is a radial basis function
of a specific form given in Eq. 14.

f ( U ) = y x « , x (l) = exp

(i)

E ^

lp'

i, l = 1, 2 ,

(14)

n

V J=
where A and p are vector hyperparameters, of length k , to be determined.

Thus, the

covariance matrix of the model response at the sampled data points is given by Eq. 15.

Cov (ys, y s) = ^ 2f

(15)

where

i r f - 1 y,
1 1f - 1 i

(16)

and

2 _

(ys - 1u)1 f

1

n

(y* - iu )

(17)
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To fit the Kriging model using the observed data, the hyperparameters A, and p in
Eq. 14 are tuned to give the best fit over the sample space. An estimate of the accuracy of
the Kriging surrogate model can be determined from the concentrated log-likelihood shown
in Eq. 18. Thus, the hyperparameters are optimized to maximize Eq. 18, giving a best fit of
the Kriging model to the unknown function f (x).

n
1
maximize : In ( L ) = - ^ In ( a 2 ) - ^ In |Y|

(18)

Once the optimized hyperparameters A and p are estimated, the Kriging weight vector is
calculated from Eq. 13 as w = Y - 1 (y, - 1/a). The response at any new point, x, can then
be interpolated using Eq. 19.

V (x(1), x ^

V (x(1), x ^
w=a +

y (x) = a +
^ lx (n), x

Y - 1 (y, - 1a)

(19)

^ lx (n), x

Co-Kriging is essentially a weighted combination of a low-fidelity Kriging model
and the difference between low- and high-fidelity models. The process of creating a coKriging model is very similar to the process of creating a Kriging model. First, the Kriging
process is applied to the low-fidelity data (denoted by subscript LF), with nLF sample points,
to obtain a Kriging model of the low-fidelity data, with optimized hyper parameters, ALp
and pLF, and the corresponding to the low-fidelity model correlation matrix, Y LF. Next,
a difference model, d = ys,HF - vys,LF (X hf ), between the high-fidelity model (denoted
by subscript HF) and the low-fidelity Kriging model is constructed, assuming there are

nHF high-fidelity sample points. In the difference model, ys,LF (XHF) is a vector of the
response values of the low-fidelity Kriging model at the locations where the high-fidelity
model was sampled, ys,HF is a vector of the response values of the high-fidelity model at
the high-fidelity model was sample locations, X HF is a vector of the locations where the
high-fidelity model was sampled, and v is a weighting value.
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The co-variance matrix of the difference model, d, is given by Eq. 20.

Here,

XLf is the vector of low-fidelity model sample points, Y Lf (XL f, XL f) is the correlation
matrix of the low-fidelity model from the previous Kriging step, Y Lf (Xl f , X h f ) and
Y Lf (Xh f , X l f ) are the correlation matrices of the low-fidelity model at the high-fidelity
model sampling points and the low-fidelity model sampling points, Y Lf (Xh f , Xh f ) is
the correlation matrix of the low-fidelity model at the high-fidelity model sample points,
Y d (Xh f , X h f ) is the correlation matrix of the difference model at the high-fidelity model
sample points, and <
t lf and a d are the sigma values corresponding to the low-fidelity and
difference models, respectively. Note that each correlation matrix has a radial basis function
of the form given in Eq. 14.

/

0
^L f Y lf (X l f , X l f )

V<t I f Y lf (XHF, X LF) y 2^ L F Y l f

L F Y l f ( X l f , Xh f )
(X H F , X h f ) + ^ Y d (X H F , X h f ) y

v^

(2 0 )

With the hyperparameters, TLf and p LF, corresponding to the low-fidelity Kriging model
already optimized, three more hyperparameters need to be optimized to give the best fit of
the difference model over the sample space. The first two hyperparameters that need to be
tuned are Ad and p d, the hyperparameters associated with the difference model correlation
matrix.

The third hyperparameter that needs to be optimized is the difference model

weighting value, v. These hyperparameters are optimized by maximizing the concentrated
log-likelihood of the difference model, given in Eq. 21.

maximize :

in (Ld) = - ^ p / r c (^ 2 ) - 1 in|Yd (X h f ,X h f )|

(2 1 )

Once all the hyperparameters are optimized, the co-Kriging model can be used to
/
\
yj, lf
interpolate the response at any point. Defining
the mean jj, can be estimated
yj, h f
/
using Eq. 21.
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/
Finally, defining X =

(2 2 )

\

X LF

Eq. 23 is used to interpolate the co-Kriging model at a new

X HFj
location, x. Here, fiLF and fid represent the radial basis funtions built with the low-fidelity
Kriging and the difference model hyperparameters, respectively.

v a l F fiLF ( x (1) ,

v ^L f

y (x) = ^ +

\

T

^ lf ( x (n^ ),
C - 1 (Yj - 1

(23)

2
V22 a L
Z
F fiLF ( X ^ +1), x) + ^2 fid ( x (n^ +1),

2 2

yV2 ^LF fiLF

x + ^ 2 fid

j

4.3. SAM PLING M ETH O D
In this study, the low-fidelity model was sampled linearly in each dimension. How
ever, co-Kriging models are very sensitive to the number and location of the high-fidelity
data points used to train the model. Choosing appropriate sample locations can minimize
the number of high-fidelity samples needed to achieve a global level of accuracy, which
reduces overall computational cost. Thus, the sampling plan used to build the model is a
very important part of the co-Kriging process. The sampling method used in this study
is a distance weighted root mean square error (RMSE) [30] adaptive sampling scheme.
Along with the function response, the co-Kriging model can also estimate the RMSE of
the prediction at any point. In this sampling scheme, a minimum number of data points,
Nmin, are chosen and a space filling Latin hypercube is found using Nmin. Next, the highfidelity model at the training points are evaluated, and the Co-Kriging model is built using
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X1

(a) Generate initial sample locations (white
squares).

(b) Build co-Kriging model and gen
erate distance weighted RMSE data.

(c) Add locations of distance weighted
RMSE maxima (red squares) to sample set.

(d) Build new co-Kriging model
and generate new distance weighted
RMSE data.

Figure 10. Example of distance weighted RMSE sampling technique.

these data points. This co-Kriging model is then used to predict both the high-fidelity
model response and the RMSE over the sample space. The RMSE at every location is then
weighted by the distance to the nearest training point. New training points are then added
at the locations with the largest weighted RMSE values, and the process is repeated with
the updated training set. An example of this sampling scheme is shown in Figure 10.

4.4. CK M F M O D ELIN G APPROACH FO R SCA LLO PED AUGM ENTED CON
V EC TIV E HEATING
As previously stated, instead of using scalloped geometries directly in the highfidelity CFD simulations the Hollis correlation was used for the scalloped augmented
heating prediction.

Because this correlation is a combination of both the laminar and
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Figure 11. Flowchart of CKMF approach for scalloped augmented heating.

turbulent CFD solutions, there are two potential approaches to obtaining CKMF models of
the scalloped augmented heating. One approach is to first apply the Hollis correlation to the
high-fidelity laminar and turbulent solutions to construct high-fidelity scalloped augmented
heating predictions, and then apply the CKMF approach to the high-fidelity scalloped
augmented heating solutions to obtain the multi-fidelity surrogate for scalloped augmented
heating. A second approach, and the one currently used in this study, is to first implement
the CKMF approach for both the high-fidelity laminar and turbulent solutions to obtain
laminar and turbulent CKMF models. Next, the Hollis correlation is applied to the laminar
and turbulent CKMF models to obtain a scalloped augmented heating CKMF model. This
approach allows for the multi-fidelity modeling of all three solution sets (laminar, turbulent,
and scalloped augmented) while only needing to produce two sets of CKMF models (one
for laminar heating and one for turbulent heating). To help illustrate this approach a flow
chart of the process is shown in Figure 11.

5. RESULTS AND DISCUSSION
First, the co-Kriging based multi-fidelity model was validated for a sample space
from the experimental test matrix used by Hollis [5] to develop the correlation. To evaluate
the model performance, the CKMF model was used to predict the heat flux distributions
of the training cases from the Hollis study, and the results were compared to LAURA
CFD results. Next, the CKMF approach was used to model the turbulent and augmented
convective heat flux distributions on HIAD vehicles across the chosen sample space detailed
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Table 2. Three-dimensional sample space boundaries used in CKMF model validation.

Minimum
Maximum

Freestream Density kg / m3
1.0x10-2
2.0x10- 1

Flight Velocity [m/ s\
900
1000

Freestream Temperature [K\
55
65

Table 3. Test cases used in CKMF model validation.
Test Case
1
2

3
4
5

p w k g /m 3
3.25x10-2
4.71x10-2
6.05x10-2
1 .0 2 x 1 0 - 1
1.25x10-1

Vw [m /s\
939.5
948.7
957.2
954.6
918.1

Tw [K\
61.9
62.5
63.3
62.6
58.6

Mw
5.96
5.99
6 .0 1

6.04
6.03

Rew [1/m \
6.89x106
9.94x10 6
12.73x106
21.75x10 6
27.36x106

in Section 2. Two different CKMF models were built: one for the laminar convective heat
flux, and one for the turbulent convective heat flux. The Hollis correlation is then applied
to the two CKMF models to obtain the scalloped augmented heat flux CKMF model. The
results for the laminar heating CKMF model were presented and discussed in the previous
study by Santos et al. [11], and as such they will not be presented or discussed in this study.

5.1. C K M F M OD EL AUGM ENTED HEATING VALIDATION
Before the CKMF approach was applied to the prediction of the scalloped augmented
heating of a HIAD during Mars entry, it was first validated for use with the augmented
heating model developed by Hollis [5]. To develop the augmented heating model, Hollis
used a small scale model of the HIAD in air under a calorically perfect gas assumption
at several flow conditions. Thus, to validate the CKMF model,the heat flux over a three
dimensional sample space covering the training cases used by Hollis was modeled. This
sample space is given in Table 2. The geometry used in this study was the (5sc = 10 deg
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scale model at a = 0. The multi-fidelity model was then evaluated at the five freestream
conditions (Table 3) used in the Hollis study. Results were compared to LAURA CFD
solutions and the results from the Hollis study.
Twenty-four training cases were used to create the CKMF model.

Each were

chosen with a space filling Latin hypercube approach. A previous study by Santos et al.
[11] determined that twenty-four training cases were sufficient to produce accurate CKMF
models of laminar convective heating. Note that none of the Hollis training cases are in the
CKMF model training cases set. To be consistent with the Hollis study, the high-fidelity
LAURA solutions used a calorically perfect, five species air model with a constant wall
temperature of 300 K. The geometries were assumed to be at zero angle-of-attack.
The high-fidelity and CKMF model heating results for the five test cases are shown
in Figures 12(a)-12(e). In these figures, the surface laminar, turbulent, and augmented heat
transfer coefficients (h) are plotted. Note that for each case the heat transfer coefficient
profiles are scaled by the Fay-Riddell value, h ^ , given in the Hollis study [5]. This scaling
factor was included to maintain consistency with the Hollis study and for easy comparison
with the results of that study. Figures 12(a)-12(e) show that CKMF approach does very
well in predicting not only the laminar and turbulent heating profiles, but the augmented
heating predictions as well. These figures show very little error between the CKMF and
high-fidelity LAURA results for each case. Thus, the CKMF approach was determined to
be a feasible approach for creating multi-fidelity surrogate models of the augmented heating
on scalloped HIAD geometries.

5.2. HIAD V EH IC LE DURING MARS ENTRY
To evaluate the performance of the HIAD CKMF surrogates, thirty-six test cases
across the design space were chosen using a Latin hypercube sampling scheme. These
test case locations are given in Table 4. The freestream Reynolds number ranged between
0.2308 x 106 and 5.969 x 106 [1 /m ], and the Mach number ranged between 9.59 and 33.06
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(a) Heating profiles for validation case 1.

(b) Heating profiles for validation case 2.

(c) Heating profiles for validation case 3.

(d) Heating profiles for validation case 4.

(e) Heating profiles for validation case 5.

Figure 12. Turbulent convective heating profiles for selected test cases.
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for these test cases. Note that the test cases are used exclusively to assess the performance
of the CKMF models and are not used in the construction of the CKMF models. The results
for test cases 2, 11, 17, 20, 28, and 30 are presented in this paper. These six test cases
were chosen to be presented because they are high convective heat flux cases, and therefore
represent the types of cases the would be of significant interest to vehicle designers. The
percent error in the CKMF model prediction of convective heat rate per unit depth for each
test case was calculated using Eq. 24. In this equation, qMF is the multi-fidelity surface
heat flux distribution, qHF is the high-fidelity surface heat flux distribution, and q0HF is the
high-fidelity stagnation point heat flux.

l r
% Error = —
Rb J

MF
HF
dz x
i0,HF

(24)

100

Table 4. Test cases used in model performance evaluation.
Test Case
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18

R n [ m\

V [k m / s \

11.77
20.00
9.48
8.11
16.80
7.20
5.82
16.34
4.45
12.68
4.00
6.28
18.62
14.97
9.94
15.42
12.22
14.51

3.000
4.428
5.714
3.714
4.000
3.142
5.000
6.000
6.142
6.857
4.142
2.142
5.142
2.714
2.571
5.571
7.000
4.714

P

kg/m3

9.2558x10-~4
3.3867x10 6.6752x10 - 5
1.2392x109.0952x10 - 5
7.3391x10 5.3865x10 - 4
1.1470x10-~4
7.7918x10- 5
8.4182x10- 5
6.7930x10 - 4
2.9014x10 - 4
7.2119x10- 5
1.4465x10- 4
1.8242x10- 4
8.5670x10- 4
5.8195x10 - 4
3.1347x10- 4

Test Case
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36

R n [ m\

V [ k m / s\

18.17
9.02
11.31
10.40
10.85
5.37
8.57
6.74
19.54
7.65
17.25
13.60
19.08
13.14
15.88
17.71
4.91
14.05

6.428
6.285
4.285
2.857
4.857
3.285
2.000
5.857
6.571
5.428
3.857
6.714
3.571
2.428
3.428
2.285
4.571
5.285

P

kg/m3

4.2711x10- 4
3.9532x10- 4
6.2874x10- 4
3.6590x10- 4
1.0616x10- 4
1.6885x10- 4
9.8265x10- 5
1.0000x10- 3
1.3388x10- 4
2.4856x10- 4
7.9294x10- 4
2.3006x10- 4
1.9709x10- 4
4.6146x10- 4
4.9856x10- 4
2.6855x10- 4
2.1294x10- 4
1.5628x10- 4
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Figure 13. Smooth wall turbulent heat rate error and stagnation point heat flux error
vs. number of high-fidelity training points.

5.2.1.

Smooth Surface T urbulent H eating Prediction. A convergence study of

the mean turbulent convective heat rate error across all thirty-six test points and the mean
stagnation point heat flux error versus the number of high-fidelity samples used to construct
the CKMF model was performed. A model was considered converged if both the mean
stagnation point heat flux and mean convective heat rate error changed by 1 % or less between
consecutive sampling iterations. The distance weighted RMSE sampling plan based on the
stagnation point heat flux RMSE was used to determine the high-fidelity model sampling
locations, with six training samples being added at each iteration. The convergence study
results are shown in Figure 13 for CKMF models of the turbulent convective heating. Also
included in Figure 13 are the results using a single fidelity Kriging model of only the
high-fidelity samples.
For both the multi-fidelity and single fidelity models, the error in convective heat
rate and stagnation point heat flux converges as the number of high-fidelity training samples
increases.

The CKMF model converges at approximately twenty high-fidelity training

samples while the single fidelity model is not yet converged at thirty-six high-fidelity
training samples. Figure 13 also shows that as the number of high-fidelity training samples
increases, the difference in the error level between the single and multi-fidelity models
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(a) Heating profiles for test case 2.

(b) Heating profile for test case 11.
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(c) Heating profile for test case 17.
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(e) Heating profile for test case 28.

Figure 14. Smooth wall turbulent convective heating profiles for selected test cases.
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decreases. Also note that the error in convective heat rate closely follows the error in
stagnation point heat flux. This indicates that the heat rate error is dominated by the error
in the stagnation point prediction. For turbulent heating, the CKMF approach results in an
accurate surrogate model with an error level of approximately 5% for the stagnation point
heat flux and 7% for the heat rate per unit depth.
Plots of turbulent convective heat flux distributions for the selected test cases us
ing 512 low-fidelity training points and thirty high-fidelity training points are shown in
Figures 14(a)-14(f). The percent error along the surface for both the CKMF and Kriging
models is also plotted in Figures 14(a)-14(f). These figures show that the CKMF approach
does well in predicting the turbulent heating distribution and outperforms the single fidelity
model when compared to the high-fidelity model. Another key point illustrated by Fig
ures 14(a)-14(f) is that the CKMF approach is able capture the large changes in the heating
distribution profiles over the sample space.
5.2.2.

Scalloped A ugm ented T urbulent H eating Prediction. A convergence study

of the mean scalloped augmented heat rate and mean stagnation point heat flux across all
test cases versus the number of high-fidelity training points was performed using the same
convergence criteria as the smooth wall turbulent heating study. Because the high-fidelity
sampling plan is based on the stagnation point heat flux, which is approximately the same
for both the turbulent and scalloped augmented models, the same high-fidelity sampling
plan used for the smooth surface turbulent heating CKMF model was used for the scalloped
augmented heating CKMF model. The convergence study results are shown in Figure 15
for CKMF models of the scalloped augmented convective heating. Also included in this
plot are the results for a single fidelity Kriging model of the high-fidelity data only.
Similar to the results for the smooth surface turbulent heating prediction, the scal
loped augmented heating CKMF model converges at approximately 25 high-fidelity training
samples, outperforming the single fidelity model which is again not converged at 36 highfidelity training samples. The performance advantage of the CKMF model over the single
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Figure 15. Scalloped augmented heat rate error and stagnation point heat flux error vs. num
ber of high-fidelity training points.

fidelity Kriging model decreases as the number of high-fidelity samples increases. Again,
as shown in Figure 15, the heat rate error follows the stagnation point error, indicating that
the stagnation point error is an important factor in the heat rate error. In this case the CKMF
approach results in an accurate surrogate model with an error level of approximately 5%
error for the stagnation point heat flux and 1 0 % for the heat rate per unit depth predictions.
Comparing the turbulent heating convergence to the scalloped augmented heating
convergence highlights several key results. First, the error levels for the scalloped augmented
heat rate are larger than the turbulent heat rate by approximately 30%. This is expected
because the scalloped augmented heating is a linear combination of the laminar and turbulent
CKMF models. The errors of both the models will propagate through to the scalloped
augmented CKMF model. Plots of scalloped augmented turbulent convective heat flux
distributions for the selected test cases using 512 low-fidelity training points and 30 highfidelity training points are shown in Figures 16(a)-16(f). The percent error along the surface
for both the CKMF and Kriging models is also plotted in Figures 16(a)-16(f). As indicated
by the convergence study, the CKMF model does very well approximating the high-fidelity
model and outperforms the single fidelity Kriging model.

% Error

qConv [W/cnrT]
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(b) Heating profiles for test case 11.

% Error

qConv Iw/cm 1

(a) Heating profiles for test case 2.

% Error

qConv [W/cit/ ]

(c) Heating profiles for test case 17.

(e) Heating profiles for test case 28.

(f) Heating profiles for test case 30.

Figure 16. Scalloped augmented turbulent convective heating profiles selected test cases.
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5.3. COM PUTATIONAL COST
When assessing the performance of multi-fidelity models the computational cost
must be investigated alongside accuracy because the goal of multi-fidelity modeling is to
maintain accuracy of the high-fidelity model while reducing computational cost. For this
study, all computations were performed on 2.2 GHz Intel Xeon processor cores. To build
the CKMF models, including the high-fidelity model evaluation cost, using 512 low-fidelity
and 30 high-fidelity training samples required 1,283 core hours and 1,306 core hours for the
turbulent and scalloped augmented CKMF models respectively. As mentioned previously
in Section 3.1, the turbulent flow CFD solutions are started from the converged laminar
flow CFD solutions. The reported computational cost for the turbulent CKMF includes both
the cost to obtain the high-fidelity laminar CFD solutions and the cost to obtain the highfidelity turbulent CFD solutions. Thus, the reported scalloped augmented CKMF model
computational cost is only slightly larger due to the added cost of constructing the laminar
heating CKMF model. A breakdown of the approximate computational cost for the CKMF
models is as follows: a single low-fidelity model evaluation requires two seconds of wall
clock time on a single processor, a single high-fidelity laminar model evaluation requires
36 hours of wall clock time using a single processor, a single high-fidelity turbulent model
evaluation (starting from a converged laminar solution) requires 6 hours of wall clock time
using a single processor, construction of the turbulent heating CKMF model requires one
hour of wall clock time using 23 processors, and construction of the laminar heating CKMF
model requires one hour of wall clock time using 23 processors. In this cost breakdown,
both the cost to parameterize the surface heat flux distributions and the cost to optimize the
co-Kriging model hyperparameters are included in CKMF model construction costs. With
sufficient computational resources, the computational cost to generate the CKMF model is
minimal compared to the cost of evaluating the high-fidelity CFD model. Also, note that
with 512 evaluations, the total computational cost for the low-fidelity model is 0.284 core
hours which is negligible compared to the total computational cost for both the turbulent
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Table 5. Computational cost of model evaluation using a single processor core.
Model
Sutton-Graves with Krasnov
Laminar LAURA CFD
Turbulent LAURA CFD (starting from converged laminar solution)
Turbulent CKMF
Scalloped Augmented CKMF

Computational Cost
2 s per simulation
36 hrs per simulation
6 hrs per simulation
2 . 5 s per simulation
6 s per simulation

and scalloped augmented CKMF models. Table 5 gives the computational cost using a
single processor core to evaluate each model, including the CKMF models. Here, the
scalloped augmented CKMF evaluation cost includes the time to evaluate both the laminar
and turbulent heating CKMF models. Including the high-fidelity model evaluation costs,
the computational cost of building a CKMF model can be relatively expensive. However the
CKMF model is five orders of magnitude cheaper to evaluate than the high-fidelity model
while maintaining high accuracy, offering the potential to greatly reduce computational cost
in processes that require a large number of model evaluations.

6.

CONCLUSIONS

The objective of this work was to implement and demonstrate a co-Kriging based
multi-fidelity (CKMF) modeling methodology for the prediction of turbulent convective
heating on HIAD geometries during Mars entry with both a smooth and scalloped TPS
surface. Using the CKMF approach, accurate multi-fidelity surrogate models of the smooth
wall turbulent and scalloped augmented turbulent heat flux on HIAD vehicles in Mars entry
were obtained. The CKMF approach was also demonstrated to produce accurate multi
fidelity surrogate models of the heat flux for fully turbulent flow even when the low-fidelity
model was developed for a different set of governing physics, in this case fully laminar
flow. A smooth wall turbulent heating multi-fidelity model was obtained that had a mean
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convective heat rate error of approximately 7% compared to high-fidelity CFD solutions. A
scalloped augmented turbulent heating multi-fidelity model was obtained that had a mean
convective heat rate error of approximately 10% compared to high-fidelity CFD solutions.
When compared to a single fidelity Kriging modeling approach, the CKMF approach
required one-quarter the number of high-fidelity model evaluations to obtain the same
accuracy level. Although expensive to build, the CKMF model was found to be five orders
of magnitude faster than that of the high-fidelity model.

Therefore, co-Kriging based

multi-fidelity models would be well suited for use in the analysis and design of HIAD
vehicles. Finally, although this methodology was demonstrated for a HIAD in this study, its
applications are not exclusive only to HIAD vehicles. The methodology shows promise in
terms of application to the design and analysis of other hypersonic vehicle configurations
as well.
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ABSTRACT
The objective of this work was to investigate a multi-fidelity modeling approach to
accurately and efficiently predict the laminar convective, turbulent convective, and radiative
heating on adaptable, deployable entry placement technology vehicles in Mars entry. A
previously developed co-Kriging based multi-fidelity modeling approach was used to model
the heat fluxes at several surface locations along the vehicle, including the rib sections. The
laminar convective heat flux multi-fidelity model was found to have a mean convective
heat rate error of approximately 3% when compared to high-fidelity CFD simulations. The
turbulent convective heat flux multi-fidelity model was found to have a mean convective
heat rate error of approximately 8 % when compared to high-fidelity CFD simulations. The
radiative heat flux multi-fidelity model was found to have a mean convective heat rate error
of approximately 10% when compared to high-fidelity CFD simulations. Compared to a
single fidelity model, the multi-fidelity model required, at most, one-third the number of
high-fidelity model evaluations to obtain the same accuracy level. The computational cost
of evaluating the multi-fidelity model was approximately six orders of magnitude less than
one high-fidelity model simulation.
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NOM ENCLATURE

Symbol

Description
Rom an

h

Heat transfer coefficient

t

Running length (m)

L

Likelihood

M

Mach number

4

Convective heat flux (W/cm2)

Rb

Base radius (m)

Rn

Nose radius (m)

Rs

Shoulder radius (m)

Re

Reynolds number

s

Offset running length (m)

V

Velocity (km/s)

X

Data point

y

Model response
G reek

a

Angle of attack (deg)

P

Vehicle azimuthal angle

8

Half cone angle (deg)

7

Specific heat ratio

<P

Surface inclination angle (rad)

¥

Correlation matrix

P

Density (kg/m3)

e

Shoulder turn angle (deg)
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1. IN TRO D U CTIO N
Further human and robotic exploration of the solar system presents unique challenges
to scientists and engineers in terms of mission and vehicle design. To address some of
these challenges, NASA has recently been developing deployable atmospheric decelerator
technologies that will allow for an increase in mission design possibilities and flexibility
over that provided by rigid aero-shells. These deployable entry technologies will allow
for an increase in the number of feasible landing sites and an increase in the maximum
deliverable payload mass to the surface of multiple planetary bodies in our solar system
such as Mars, Venus, and Titan. One of these technologies is the Adaptable, Deployable
Entry Placement Technology (ADEPT) [1, 2, 3] shown in Figure 1 [4]. As can be seen
in Figure 1, ADEPT vehicles consist of a solid spherical nose cap and a flexible thermal
protection system material which remains stowed until atmospheric entry and is deployed
mechanically using several ribs, much like an umbrella. Due to the large aerothermal
loads placed on the vehicles, the entry, descent, and landing (EDL) phase is one of the
most dangerous and critical phases of any interplanetary mission. Therefore, accurate
predictions of the aerothermal loads experienced by vehicle are essential in developing
a thermal protection system (TPS) with minimal mass that can survive the EDL mission

Figure 1. ADEPT conceptual design.
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phase. The TPS also needs to be robust and reliable, which is achieved through extensive
laboratory testing and through uncertainty quantification (UQ) integrated into the analysis
and design.
Unlike most legacy entry vehicle designs, ADEPT vehicles are not axisymmetric
due to the TPS deployment system. ADEPT vehicles contain sudden surface changes at the
rib locations, which can potentially lead to larger heat fluxes than axisymmetric vehicles
with the same nose radius and cone angle. Thus, accurate prediction of these heat fluxes is
paramount to the success of the ADEPT development. The completion of the nano-ADEPT
SR-1 test flight in 2018 demonstrated the viability of the ADEPT design [5], however much
more analysis and investigation is needed to scale up the design to large diameters needed
for human exploration.
Due to the velocities, temperatures, and atmospheric compositions, entry conditions
are often difficult or impossible to recreate in a laboratory setting. Thus, researchers often
turn to computational modeling to predict the aerothermal loads on hypersonic entry vehicles
in lieu of laboratory tests. However, due to the complex physics seen at these flow regimes
(including turbulent flow, non-equilibrium thermo-chemistry, and radiation heat transfer),
high-fidelity computational fluid dynamics (CFD) and thermal response simulations can
be computationally very expensive. Therefore, CFD may not be practical for direct use
in the analysis, design, and reliability assessment under uncertainty with traditional UQ
approaches. This is because these approaches, such as Monte-Carlo analysis, generally
require a large number of simulations making them unfeasible for use with CFD simulations.
Multi-fidelity modeling is uniquely suited to solve this problem by creating low cost, high
accuracy multi-fidelity surrogate models using a very limited number of high-fidelity CFD
simulations.
To date, investigation of the use of multi-fidelity surrogate modeling for use in
the study of entry vehicles has been very limited. Single fidelity surrogate modeling of
high-fidelity CFD simulations has been previously used to reduce computational costs of
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Figure 2. Accuracy vs. computational cost.

robust aerothermal analyses of Hypersonic Inflatable Aerodynamic Decelerator (HIAD)
vehicles by Brune et al. [6 , 7, 8 ]. Multi-fidelity modeling offers an alternative method
that has the ability to achieve the accuracy of high-fidelity simulations but at a further
reduced computational cost over single fidelity methods. A recent study [9] has shown
that there is currently no quantitative method to determine whether or not a multi-fidelity
approach is appropriate for a given problem a priori. Therefore, an investigation of multi
fidelity modeling as a method to reduce the computational cost of the design and analysis
of ADEPT vehicles is important. Early work with applying multi-fidelity modeling to
hypersonic vehicles was that of aerothermal anchoring utilized by the CBAERO software
package [10]. Previous studies by the authors [11, 12] demonstrated that a multi-fidelity
approach can produce low cost, accurate predictions of laminar, turbulent, and radiative
aerothermal loads on axisymmetric, large diameter deployable entry vehicles such as the
HIAD. These studies also demonstrated that the multi-fidelity approach was computationally
less expensive than a single fidelity surrogate approach.
The main idea behind multi-fidelity surrogate modeling is to combine low-fidelity
and high-fidelity models in a way that produces high accuracy surrogate models that are
computationally efficient to evaluate. By using information from the low-fidelity models to
inform us about the behaviour of the high-fidelity model, multi-fidelity modeling limits the
number of high-fidelity model evaluations required to produce accurate surrogate models.
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A graphical representation of multi-fidelity modeling process is illustrated in Figure 2.
This figure illustrates that by combining a low cost, less accurate engineering correlation
with a more accurate high cost CFD model, multi-fidelity modeling can produce a model
that has a computational cost comparable to the engineering correlation but an accuracy
comparable to the complex CFD model. These low cost multi-fidelity surrogate models can
then be utilized in UQ analyses or design optimization studies that require large numbers of
model evaluations. Multi-fidelity modeling has been used in many disciplines ranging from
electrical to aerospace engineering where high-fidelity models are either computationally
expensive or unknown. In the field of aerospace engineering, multi-fidelity modeling has
been primarily used in low-speed applications for interpolation [ 1 0 ], wing and airfoil shape
optimization [13,14,15], turbofan nozzle design under uncertainty [16,17], and uncertainty
propagation [15, 18, 19]. There are currently several different multi-fidelity methods avail
able that are appropriate for different applications. Adaptive and fusion techniques, such
as space-mapping [13] and co-Kriging [14], are primarily used for interpolation and design
optimization, while techniques using polynomial chaos expansion [18] and multi-fidelity
Monte Carlo estimation [16, 17, 19] are used primarily for uncertainty quantification and
propagation. This study will use the co-Kriging based multi-fidelity modeling approach pre
viously developed for large diameter inflatable entry vehicles in both laminar and turbulent
flow [ 1 1 , 1 2 ].
The objective of this work is to implement and demonstrate a co-Kriging based
multi-fidelity (CKMF) modeling methodology for the prediction of laminar convective,
turbulent convective, and radiative heating on large diameter ADEPT vehicles in Mars
entry. The multi-fidelity surrogate models for laminar convective, turbulent convective,
and radiative heat flux will be constructed as a function of velocity, density, and nose
radii to predict aerothermal loads along various entry trajectories and ADEPT geometries.
This research will utilize several computational tools of various fidelity levels such as the
Sutton-Graves [20] with Krasnov [21] correlations (low-fidelity), the West-Brandis Mars
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radiative heating correlations [22] (low-fidelity), and NASA’s Langley Aerothermodynamic
Upwind Relaxation Algorithm (LAURA) CFD software using a 10-species non-equilibrium
gas loosely coupled with the High-Temperature Aerothermodynamic Radiation (HARA)
[23, 24] radiation heat transfer code (high-fidelity) that will provide the necessary data to
build the CKMF models. Due to the vehicle axial asymmetry, CKMF models will be built
for the heat flux distributions at several circumferential locations on the vehicle.
The following section describes the ADEPT geometries used and the determination
of the sample space with a six degree-of-freedom Mars entry model. Section 3 describes the
computational tools used to construct the multi-fidelity surrogate model. Section 4 describes
the co-Kriging approach and methodology used in this research. Section 5 contains the
CKMF model results for the laminar convective, turbulent convective, and radiative heat
flux and the final section includes key conclusions from this work.

2. V EH IC L E G EO M ETRY AND SAM PLE SPACE
The first step of this study was to define and determine the ADEPT vehicle geometry
parameters. The ADEPT vehicle concept consists of a solid nose cap forward of the payload
section, surrounded by a flexible TPS that is deployed mechanically using several ribs and
is attached to the solid nose cap. An illustration of the ADEPT can be seen in Figure 3 [25].
The ADEPT geometries used for this study are based on the 18.8 m large diameter Mars
ADEPT geometries described in NASA’s Mars entry, descent, and landing architecture study
[26, 27]. The geometric parameters describing the vehicle shape are shown in Figure 4.
For this study, the ADEPT vehicles had a base radius, R^, of 9.4 m, a shoulder radius, R s,
of 0.47 m, a half-cone, 5, of 70°, and a shoulder turn angle, 0, of 70°. A nose radius, R n,
range of 4 to 20 m was chosen as the nose radius space.
For this study, the ADEPT vehicles have twelve ribs to deploy the flexible TPS with
each rib having a width of 2 0 cm and are distributed at every thirty degrees about the center
axis. These parameters were chosen using a baseline case from a structural study of large
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Figure 3. ADEPT vehicle diagram.

Figure 4. ADEPT geometry parameters.

diameter ADEPT vehicles by Peacocke et al. [28], and an example ADEPT geometry used
in this study is illustrated in Figure 5. Notice that for this geometry, there is a plane of
symmetry at every 15° in the azimuthal,

, direction starting at a rib center line. For this

study, it is assumed that the transition from the solid spherical nose cap to the flexible TPS
occurs at the spherical to conical geometry transition location. Thus, the diameter of the
solid nose cap changes proportionally with the nose radius. For this study, it is also assumed
that there is a smooth transition from the solid nose cap to the flexible TPS region.
To calculate the entry trajectories, the ADEPT vehicles were assumed to be in
ballistic entry with 0° angle of attack. Again using the Mars entry, descent, and landing
architecture study as a guide for the mass and entry velocity ranges, the six degree-of
freedom model utilized by Brune et al. [6 ] was used to determine the trajectory range for
a ADEPT vehicle in Martian entry. In this model, the spacecraft was assumed to enter
the atmosphere at 0 degrees longitude, 0 degrees latitude with an easterly heading of 90
degrees. The flight path of the vehicle was assumed to be at an angle of -15 degrees with
an entry interface altitude of 104 km above the surface. The minimum and maximum
entry velocities used in the trajectory calculations were 3.35 to 7.3 km/s, respectively, and
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Figure 5. Example ADEPT vehicle used in this study.

Figure 6 . Velocity-density trajectory profiles.

the minimum and maximum vehicle masses used were 7,200 to 40,000 kg, respectively.
The resulting bounding entry trajectories are shown in Figure 6 . For each trajectory point,
the Sutton-Graves correlation [20], shown in Eq. 1 , was used to calculate the cold-wall
stagnation point heat flux, q . Eq. 1 assumes a gas mixture of 97% CO 2 and 3% N 2 by mass
in chemical equilibrium flowing over an axisymmetric blunt body in terms of the density,
p , and velocity, V:

q = 1.83 x 10-4Vp /

TE
n 3 [W /m 2 ]

(1 )
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Table 1. The boundaries of the three-dimensional sample space used in analysis.

Minimum
Maximum

Nose Radius [m]
4

Flight Velocity [ km/s]

20

7

2

Density kg /m 3
6.6752x10-5
1 x 1 0 -3

The velocity-density space chosen for this study is illustrated by the black dashed
line in Figure 6 . This space was chosen because it contains all of the predicted maximum
heating locations while being low enough in altitude to be in continuum flow and high
enough in altitude that an aerodynamic decelerator would still be feasible to be in use. The
chosen three dimensional density, velocity, and nose radius space used for this study is
summarized in Table 1.

3. COM PUTATIONAL M ODELS
3.1. LAURA CFD PR ED IC TIO N S
NASA Langley Research Center’s high-speed thermochemical non-equilibrium
CFD software LAURA is used as the high-fidelity computational model for this study
to obtain both fully laminar and fully turbulent boundary layer solutions. The LAURA
software utilizes an upwind relaxation algorithm and includes grid adaptation and interior
grid clustering to effectively capture and model shock waves in the flow field [29] and to
cluster the grid cells near the wall to obtain wall cell Reynolds numbers of approximately
one. The flow field was assumed to be steady state with a two temperature, thermochemical
nonequilibrium gas model. The turbulence model used was the Cebeci-Smith algebraic
model [30]. The Martian atmosphere was assumed to be composed of 97.417% CO 2 and
2.583% N 2 by mass with the flow field modeled by a 10 species composition model: CO2,
CO, N2, O2, NO, C, N, O, CN, and C2. The reaction finite rate chemistry model that was
used is given by Johnston and Brandis [31]. This model was tuned to match CO 4th Positive
and CN Violet emission measured in the NASA Ames Research Center Electric Arc Shock
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Tube experiments. Flow field radiation was modeled by the HARA code [23, 24] and was
loosely coupled to the laminar flow field solution using a tangent slab approximation to
calculate the radiative heat flux and divergence of the radiative heat flux. Previous studies
by Johnston et al. [32] and Brune et al. [6 ] have shown that turbulence does not have a
significant effect on the radiative heat flux of non-ablating vehicles. Therefore, only the
radiative heat flux results coupled to the laminar flow solutions were used in this study,
as the effect of the fully turbulent boundary layer on the radiative heat flux solutions was
expected to be significant.
The grids used for this study are half-geometry structured grids with an O-H grid
topology for the vehicle surface to allow for accurate flow modeling at the stagnation point.
Each grid has approximately 1.84 x 106 cells determined using a grid convergence study
given in Section 5.1. The grid is divided into two blocks: a rectangular grid block at
the stagnation region and a polar grid block outside of the stagnation region. Both grid
blocks have 96 cells normal to the vehicle surface with the rectangular grid region having
dimensions of 48 x 96 x 96 cells, and the polar grid region having dimensions of 76 x 192 x 96
cells. Adaptation of the grid near the wall to produce cell wall Reynolds numbers near one
ensures that the first cell height off the wall is at y+ « 1. A cold wall boundary condition was
used for the vehicle surface along with a super-catalytic surface chemistry model. These
wall boundary conditions were chosen as they give a conservative prediction for convective
heating. The cold wall boundary condition also allows for a hot wall correction to be applied
to obtain corrected convective heat fluxes for higher wall temperatures. An example surface
grid used in this study and corresponding laminar and turbulent heat flux distributions
are shown in Figure 7. A solution was considered converged if the L2 norm was below
1 0 -1 0

and if there was minimal change in the convective heating over the previous 10 0 ,0 0 0

iterations. Using 108 AMD EPYC Rome 7452 2.35 GHz processors, a fully converged
high-fidelity solution requires approximately 48 hours of computation time.
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(a) Surface mesh.

(c) Turbulent heat flux.

(b) Laminar heat flux.

Figure 7. Example ADEPT surface mesh and corresponding convective heat flux solutions.

3.2. SUTTON-GRAVES W IT H KRASNOV CORRELA TIO N S
The low-fidelity computational model used in this study is the Sutton-Graves with
Krasnov laminar convective heating correlations. The function of this model is to provide
a fast, correlation based prediction of the centerline laminar convective heat flux on an
arbitrary axisymmetric blunt body at given flight conditions. The surface heat flux prediction
starts with the calculation of the stagnation point heat flux with the Sutton-Graves correlation
given by Eq. 1. For heating downstream of the stagnation point, correlations for the ratio of
heating at an arbitrary point to the stagnation point from Krasnov [21] are used. The body is
separated into its sphere and cone regions, using different correlations for the heating ratio,
4^ , for each region. For the spherical region, the following is used in terms of freestream
Mach number, M ,

q
q0

(1

- £sin2

[f i ( 0 ) - £ / 2 ( 0 )] 1 /2

where,

1

£= 1 -

tM

’

(3)
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/ i ( 0 ) = 0 2 - 0sin20 + sin 20 ,

/2 (0 ) =

3 02

(4)

+ 0sin20 - + sin 2 0 + - sin 2 0 + - s in 0
2
/ 2
2

(5)

Here, a frozen freestream specific heat ratio, y, is assumed and the surface inclination angle,
0,

is measured from the normal direction at the nose to a point on the spherical region, as

shown in Figure 4. Next, the heating ratio on the conical surface is modeled by,

q

At

qo

sJb

(6 )

+13 ‘

where,

A (8 )
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I sin28 + 1 2
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2

B (8 )
i -

D (0 ) = 1 1 -

y

16D( 0 ) /0
1 | sin 48 + sin28

n
2

8

- cot 38 ,

(7)

(8 )

yMl

yMlj

f 0 2 - 2 sin (4 0 ) + 1 ( i - cos (4 0 )) | +
8

(9)

— ^0 2 - 0 sin ( 2 0 ) + ^ ( 1 - c o s( 2 0 ))

t =

t +s
Rn

(10 )

To ensure a continuous heat flux distribution, an offset to the running length, t, is added to
the heat flux in the conical region. This offset, s, is found by equating the heat flux found in
both regions and solving for the offset using the secant method. Then, with the offset found,
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the final heat flux over the body can be determined. Utilizing a single AMD EPYC Rome
7452 2.35 GHz processor, a single Sutton-Graves-Krasnov solution for convective heating
requires approximately 2 seconds of computation time.

3.3. W EST-BRANDIS M ARS RADIATIVE HEATING C O RRELA TIO N
The low-fidelity model used for the prediction of radiative heat flux utilizes the
updated Mars heating polynomial correlations by West and Brandis [22] for the stagnation
point radiative heat flux prediction. This correlation is given by Eq. 11. In this correlation,

f (V ,P,R n) is fourth order polynomial and is a function of freestream velocity, freestream
density, and effective nose radius.

qr = e f (V ,p ,R n )

(1 1 )

This correlation is separated into two regions, with each region having a different set
of coefficients: a low velocity region for velocities between 2 and 6 km/s and a high velocity
region for velocities between 6 and 8 km/s. The reason for this separation is because, as
shown by West and Brandis, there is a sudden and sharp increase in the radiative heat flux
as the velocity increases to 6 km/s and higher due to activation of the CO 4th Positive and
CN Violet band systems. Also note that while this correlation is a function of effective nose
radius and assumes an adiabatic wall temperature, this study uses the physical nose radius
and assumes a cold wall temperature.
In the off-stagnation region, no engineering correlations exist for prediction of the
radiative heat flux distribution.

Therefore, the radiative heat flux along the body was

assumed to be linear with a slope equal to the negative inverse of the stagnation point value.
This distribution was chosen because the co-Kriging method requires that the response
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variable varies with at least one of the independent variables. Choosing this distribution
as the low-fidelity model ensures that the off-stagnation radiative heat fluxes vary over the
sample space.

4. M U LTI-FID ELITY M ODEL
Co-Kriging is an interpolative method that has also been used extensively in lowspeed aerospace applications [13, 15]. For this study, a co-Kriging based multi-fidelity
surrogate modeling approach was used that was developed previously by Santos et al.
[ 1 1 , 1 2 ] for the prediction of the laminar and turbulent aerothermal response of hyper
sonic inflatable aerodynamic decelerators. In this approach, several refinements to the
co-Kriging approach were implemented to increase computational speed and accuracy.
These refinements include adaptive sampling, LU decomposition, and distribution shape
parameterization.

4.1. C O -K RIG IN G M OD ELIN G
Co-Kriging modeling is a direct extension of Kriging modeling and, therefore, a
brief overview of the Kriging method is necessary for the discussion of co-Kriging. The coKriging formulation used for this study is the same auto-regressive form given by Forrester
et al. [33].
Kriging models are surrogate models used to interpolate an unknown function, f (x),
in k dimensions given n number of sample points. For this study, each sample point x is a
vector in the three-dimensional velocity, density, and nose radius space, and the unknown
function f is the heat flux at the stagnation point or the Hicks-Henne amplitude coefficient
at each control point. In Kriging models, the response of the unknown, k -dimensional
function f (x) at any location, is assumed to be equal to some global mean, u, plus a random
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variation, Yw. By assuming the response of the unknown function and the response of the
Kriging surrogate are the same at the n sampled locations, the Kriging surrogate response at
the sampled locations, ys, can be modeled as a linear system of equations given by Eq. 12.

ys = 1u + Yw

(12)

Here w is a column vector of Kriging weights, and Y is the n x n correlation matrix of
the function between the sampled data point locations, x (1 ),- ,(n). The following procedure
demonstrates how u , w, and Y are obtained. In the Kriging approach, each element of Y is
a radial basis function of a specific form given in Eq. 13.

Y w ) = ^ x (i), x (l) = exp

V

E - t |x f

r(i) lpp

i, l = 1, 2 ,

(13)

n

J=

where A and p are vector hyperparameters, of length k , to be determined.

Thus, the

covariance matrix of the model response at the sampled data points is given by Eq. 14.

Cov (ys, y s) = ^ 2Y

(14)

= 1 r Y - 1 y,
U 1 r Y -11

(15)

where

and

2 _ (ys - 1u )T Y 1 (ys - 1u)
n

(16)
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To fit the Kriging model using the observed data, the hyperparameters A and p in
Eq. 13 are tuned to give the best fit over the sample space. An estimate of the accuracy of
the Kriging surrogate model can be determined from the concentrated log-likelihood shown
in Eq. 17. Thus, the hyperparameters are optimized to maximize Eq. 17, giving a best fit of
the Kriging model to the unknown function f (x).

maximize :

n
1
In ( L ) = - - In ( a 1) - - In |Y|

(17)

Once the optimized hyperparameters A and p are estimated, the Kriging weight vector is
calculated from Eq. 12 as w = Y - 1 (y, - 1/a). The response at any new point, x, can then
be interpolated using Eq. 18.

V (x(1), x ^

V (x(1), x ^

Y -1 ( y , -

w=a +

y (x) = a +
^ lx (n), x

1a)

(18)

^ lx (n), x

Co-Kriging is essentially a weighted combination of a low-fidelity Kriging model
and the difference between low- and high-fidelity models. The process of creating a coKriging model is very similar to the process of creating a Kriging model. First, the Kriging
process is applied to the low-fidelity data (denoted by subscript LF), with nLF sample points,
to obtain a Kriging model of the low-fidelity data, with optimized hyperparameters, ALp
and pLF, and the corresponding to the low-fidelity model correlation matrix, Y LF. Next,
a difference model, d = ys,HF - vys,LF (X hf ), between the high-fidelity model (denoted
by subscript HF) and the low-fidelity Kriging model is constructed, assuming there are

nHF high-fidelity sample points. In the difference model, ys,LF (XHF) is a vector of the
response values of the low-fidelity Kriging model at the locations where the high-fidelity
model was sampled, ys,HF is a vector of the response values of the high-fidelity model at
the high-fidelity model was sample locations, X HF is a vector of the locations where the
high-fidelity model was sampled, and v is a weighting value.
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The co-variance matrix of the difference model, d, is given by Eq. 19.

Here,

X lf is the vector of low-fidelity model sample points, Y LF ( Xl f , Xl f ) is the correlation
matrix of the low-fidelity model from the previous Kriging step, Y LF (Xl f , X h f ) and
Y LF (Xh f , X l f ) are the correlation matrices of the low-fidelity model at the high-fidelity
model sampling points and the low-fidelity model sampling points, Y LF (Xh f , Xh f ) is
the correlation matrix of the low-fidelity model at the high-fidelity model sample points,
Y d ( Xh f , X h f ) is the correlation matrix of the difference model at the high-fidelity model
sample points, and <rLF and a d are the sigma values corresponding to the low-fidelity and
difference models, respectively. Note that each correlation matrix has a radial basis function
of the form given in Eq. 13.

C =

fy lf (Xlf ,Xlf )

v<TrF'Ylf ( X l f ,Xhf )

v<TrFY lf ( X hf ,X lf) v2<rjfY lf ( X hf ,X hf ) + ^ 3 Y d( X hf ,X hf )

(19)

I

With the hyperparameters, Alf and p LF, corresponding to the low-fidelity Kriging model
already optimized, three more hyperparameters need to be optimized to give the best fit of
the difference model over the sample space. The first two hyperparameters that need to be
tuned are Ad and p d, the hyperparameters associated with the difference model correlation
matrix.

The third hyperparameter that needs to be optimized is the difference model

weighting value, v. These hyperparameters are optimized by maximizing the concentrated
log-likelihood of the difference model, given in Eq. 20.

maximize :

In (L d ) = - - ^Hp / n (^ 2 ) - ^ ln\Y d ( X hf , X hf )|

(2 0 )

Once all the hyperparameters are optimized, the co-Kriging model can be used to
/
\
ys,LF
interpolate the response at any point. Defining
the mean jj, can be estimated
\y s,HFI
using Eq. 21.
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/
Finally, defining X =

(2 1 )

\

X LF

, Eq. 22 is used to interpolate the co-Kriging model at a new

X HFj
location, x. Here, $ LF and $ d represent the radial basis funtions built with the low-fidelity
Kriging and the difference model hyperparameters, respectively.

\

v a l F $ lf ( x (1 ) ,

v ^L f

y (x) = ^ +

T

^ lf (X (« ^ ),
C - 1 (Yj - 1

2 $ lf ( x (« ^ +1), x) + ^ 2
V22 a Z
L
F

2
y V22 ^LF
$LF

x + ^2 $d

(22)

( x (« ^ +1),

j

4.2. SAM PLING M ETH O D
In this study, the low-fidelity model was sampled linearly in each dimension. How
ever, co-Kriging models are very sensitive to the number and location of the high-fidelity
data points used to train the model. Choosing appropriate sample locations can minimize
the number of high-fidelity samples needed to achieve a global level of accuracy, which
reduces overall computational cost. Thus, the sampling plan used to build the model is a
very important part of the co-Kriging process. The sampling method used in this study
is a distance weighted root mean square error (RMSE) [33] adaptive sampling scheme.
Along with the function response, the co-Kriging model can also estimate the RMSE of the
prediction at any point. In this sampling scheme, a minimum number of data points, Nmi„,
are chosen and a space filling Latin hypercube is found using Nmiw. Next, the high-fidelity
model is evaluated at the training points, and the co-Kriging model is built using these data
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(a) Generate initial sample locations
(white squares).

(b) Build co-Kriging model and gen
erate distance weighted RMSE data.

(c) Add locations of distance weighted
RMSE maxima (red squares) to sam
ple set.

(d) Build new co-Kriging model
and generate new distance weighted
RMSE data.

Figure 8 . Example of distance weighted RMSE sampling technique.

points. This co-Kriging model is then used to predict both the high-fidelity model response
and the RMSE over the sample space. The RMSE at every location is then weighted by
the distance to the nearest training point. New training points are then added at the loca
tions with the largest weighted RMSE values, and the process is repeated with the updated
training set. An example of this sampling scheme is shown in Figure 8 .

4.3. SURFACE D ISTRIBUTIO N PA RA M ETERIZA TION
A study by Santos et al. [11] demonstrated that applying the CKMF modeling tech
nique to Hicks-Henne parameterized [34] output distributions instead of each surface point
individually resulted in predictions that were more computationally efficient and accurate.
This study also uses the Hicks-Henne parameterization technique to parameterize the out
put surface convective heat flux distributions. The Hicks-Henne shape parameterization
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Figure 9. Hicks-Henne approximation of a scaled surface convective heat flux distribution
at surface slice location.

technique is commonly used in aerospace engineering applications for parameterization of
airfoil shapes [34]. In this technique, a set of n control points on a baseline shape are
chosen. A linear combination of sine functions over the n control points, shown in Eq. 23,
are used to perturb the baseline shape, y (*)l, to get the desired “deformed" shape, y (x ).
Here, aj are amplitude coefficients, bj are width coefficients, and Cy are the x-locations of
the control points. In this study, the baseline shape was assumed to be a straight line at a
constant value of one.

y (x ) = yl (x ) + ^

aj sin bJ' ( nx ln(°'5/cJ'))

(23)

i= o
Hicks-Henne bump functions work well when the original shape is subject to small
deformations of less than one. Thus, for best results, the surface distributions should be
scaled to be approximately between zero and one. For convective heating, this scaling
was achieved by scaling the distributions by the stagnation value. The 22 control point
locations used in the previous study by Santos et al. [11] were also used in this study. An
example of the Hicks-Henne bump function being used to approximate a convective heating
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15°
10°
5°
0°

Figure 10. Solution slice locations for CKMF process.

distribution can be seen in Figure 9. Applying the CKMF method to the Hicks-Henne shape
parameterization technique requires only 23 separate CKMF models for the convective heat
flux, one model for the stagnation value, and 2 2 models for the control points.

4.4. A PPLICA TIO N O F C K M F PRO CESS TO A DEPT
As previously stated, the ADEPT vehicle is non-axisymmetric which leads to a
surface heat flux distribution that is also non-axisymmetric.

Therefore, the described

CKMF process needs to be applied to a two-dimensional heat flux distribution. For this
study, the ADEPT geometries and heat flux distributions have a plane of symmetry every
15 degrees in the azimuthal direction, starting at a rib center line. Therefore, only a 15
degree section of the vehicle need actually be modeled. Thus, to apply the described
CKMF approach to the ADEPT, each geometry is evaluated along four lines across the
surface: 0 deg, 5 deg, 10 deg, and 15 deg, as shown in Figure 10. The low-fidelity model
is evaluated along these lines using the surface inclination, and the high-fidelity LAURA
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CFD results are sliced along these lines. The described CKMF approach with Hicks-Henne
parameterization is then applied to each line separately, resulting in four different CKMF
models. Interpolation is then used to obtain the heat flux between slices.

5. RESULTS
First, the appropriate grid resolution for the high-fidelity LAURA CFD model had to
be determined by performing a grid convergence study. Next, the performance of the CKMF
approach in predicting the convective heating on ADEPT vehicles in Martian entry needed
to be evaluated. To evaluate the model performance, the CKMF model will be evaluated
at select test points and compared to the high-fidelity LAURA CFD results at these points.
The CKMF approach will be used to model the laminar and turbulent convective heat flux
distributions on ADEPT vehicles across the chosen sample space detailed in Section 2.

5.1. CFD G RID CO NVERGENCE STUDY
To determine an appropriate grid resolution for the high-fidelity CFD model that
resulted in accurate convective heat flux predictions while minimizing computational cost,
a grid convergence study was performed. For this grid convergence study, two different
cases were used: a low heat flux case and a high heat flux case. The high heat flux case
used was a 4 m nose radius geometry at a velocity of 6.0 km/s and an atmospheric density
of 1.9710 x 10-4 kg/m3. The low heat flux case used was a 20 m nose radius geometry at
a velocity of 3.0 km/s and atmospheric density of 3.3868 x 10-4 kg/m3. The quantities of
interest analyzed in this grid convergence study were stagnation point heat flux and the total
surface heating (defined as the integral of the heat flux over the entire surface) given in Eq.
24.
[W]

(24)

109
Table 2. Grid convergence study results.

Quantity of Interest
Stagnation Heat Flux
Total Heating

Coarse
1.0616
1.0838

Quantity of Interest
Stagnation Heat Flux
Total Heating

Coarse
1.2364
1.1390

1. 351-□ —
-A - 1.25

-

5 1.05

-

0.95

-

Low Heating Case
Medium-Coarse Medium
1.0308
1.0
1.0464
1.0
High Heating Case
Medium-Coarse Medium
1.0442
1.0
1.0570
1.0

Medium-Fine
0.99176
0.99200

Fine
0.98670
0.98020

Medium-Fine
0.98582
0.97504

Fine
0.97930
0.96418

Stagnation Point Heat Flux (20 m, Low-Heating)
Total Heating (20 m, Low-Heating)
Stagnation Point Heat Flux (4 m, High-Heating)
Total Heating (4 m, High-Heating)

Number Of Cells

Figure 11. Plot of grid convergence study results.

Five grid sizes were used in this convergence study. These grid sizes are coarse,
medium-coarse, medium, medium-fine, and fine with total cell sizes of 1.5360x105,
2.3040x10s, 1.2288x106, 1.8432x106, and 9.8304x106 cells, respectively. The results
of the convergence study are given in Table 2 and are plotted in Figure 11. In both Table 2
and Figure 11, the quantities of interest are normalized by the medium grid value for ease
of interpretation. These results show that there is a maximum error of 1.2% between the
medium-fine and fine grid levels while the computational cost increases by a factor of four.
Thus, the medium-fine grid level was chosen as the grid size to be used in this study.
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5.2. A D EPT V EH IC L E IN M ARS ENTRY
To evaluate the performance of the ADEPT CKMF surrogates, 36 random test cases
across the design space have been chosen using a Latin hypercube sampling scheme. These
test case locations are given in Table 3. The freestream Reynolds number ranged between
0.2308 x 106 and 5.969 x 106 [1 /m ], and the Mach number ranged between 9.59 and
33.06 for these test cases. Note that the test cases will be used exclusively to assess the
performance of the CKMF models and will not be used in the construction of the CKMF
models. The results for test cases 2 ,1 0 ,1 7 ,1 9 , 20, and 30 are presented in this paper. These
six test cases were chosen to be presented because they have high convective and radiative
heat flux cases. Therefore, these test cases represent the types of cases the would be of most
interest to vehicle design engineers. For all CKMF models in this study, 512 low-fidelity
training points (8 points in each design space dimension) will be used to construct the

Table 3. Test cases used in model performance evaluation.
Test Case
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18

Rn

[m]
11.77
20.00
9.48
8.11
16.80
7.20
5.82
16.34
4.45
12.68
4.00
6.28
18.62
14.97
9.94
15.42
12.22
14.51

V

[k m / s ]

3.000
4.428
5.714
3.714
4.000
3.142
5.000
6.000
6.142
6.857
4.142
2.142
5.142
2.714
2.571
5.571
7.000
4.714

P

kg/m 3

9.2558x10-~4
3.3867x10- 4
6.6752x10- 5
1.2392x10- 4
9.0952x10- 5
7.3391x10- 4
5.3865x10- 4
1.1470x10- 4
7.7918x10- 5
8.4182x10- 5
6.7930x10- 4
2.9014x10- 4
7.2119x10- 5
1.4465x10- 4
1.8242x10- 4
8.5670x10- 4
5.8195x10- 4
3.1347x10- 4

Test Case
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36

R n [m ]

18.17
9.02
11.31
10.40
10.85
5.37
8.57
6.74
19.54
7.65
17.25
13.60
19.08
13.14
15.88
17.71
4.91
14.05

V

[k m / s ]
6.428
6.285
4.285
2.857
4.857
3.285
2.000
5.857
6.571
5.428
3.857
6.714
3.571
2.428
3.428
2.285
4.571
5.285

P k g /m 3
4.2711x10- 4
3.9532x10- 4
6.2874x10- 4
3.6590x10- 4
1.0616x10- 4
1.6885x10- 4
9.8265x10- 5
1.0000x10-~r
1.3388x10- 4
2.4856x10- 4
7.9294x10- 4
2.3006x10- 4
1.9709x10- 4
4.6146x10- 4
4.9856x10- 4
2.6855x10- 4
2.1294x10- 4
1.5628x10- 4

~
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CKMF models. This number of low-fidelity training points was determined to be optimal
in a previous study by the authors [11]. Note that the low-fidelity model is the same for
both the laminar and turbulent heating predictions.
The percent error in the CKMF model prediction of convective and radiative heat
rate per unit depth for each test case is calculated using Eq. 25. In this equation, qMF is
the multi-fidelity surface heat flux distribution, qHF is the high-fidelity surface heat flux
distribution, and q0HF is the high-fidelity stagnation point heat flux. The mean percent error
across all 36 test cases will be used as a performance metric in a CKMF model convergence
study as the number of high-fidelity training cases is increased.

l r
% Error = —
Rb J

MF
HF
dz x
i0,HF

10 0

(25)

5.2.1. L am in ar H eating Prediction. A convergence study of the mean laminar
convective heat rate error across all 36 test cases and the mean stagnation point heat flux
error versus the number of high-fidelity samples used to construct the CKMF model was
performed. A model was considered converged if both the mean stagnation point heat flux
and mean convective heat rate error changed by 1 % or less between consecutive sampling
iterations. The distance weighted RMSE sampling plan based on the stagnation point heat
flux RMSE was used to determine the high-fidelity model sampling locations, with six
training samples being added at each iteration. The convergence study results are shown in
Figure 12 for CKMF models of the laminar convective heating. Also included in Figure 12
are the results using a single fidelity Kriging model of only the high-fidelity samples.
For both the multi-fidelity and single fidelity models, the error in convective heat
rate and stagnation point heat flux converges as the number of high-fidelity training samples
increases. The CKMF model converges at approximately 24 high-fidelity training samples
while the single fidelity model converges at 36 high-fidelity training samples. Figure 12
also shows that as the number of high-fidelity training samples increases, the difference in
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Figure 12. Laminar convective heat rate error and stagnation point heat flux error vs. number
of high-fidelity training points.

the error level between the single and multi-fidelity models decreases. However, the CKMF
approach converges to a lower error level than the single fidelity Kriging approach. Also
note that the error in convective heat rate closely follows the error in stagnation point heat
flux. This indicates that the heat rate error is dominated by the error in the stagnation point
prediction. For laminar heating, the CKMF approach results in an accurate surrogate model
with an error level of approximately 3% for both the stagnation point heat flux and the heat
rate per unit depth.
Plots of CKMF laminar convective heat flux distributions at each slice location for
the selected test cases using 512 low-fidelity training points and 30 high-fidelity training
points are shown and compared with the high-fidelity distributions in Figures 13(a)-13(f).
These figures show that the CKMF approach does well in predicting the laminar heating
distribution. Another key point illustrated by Figures 13(a)-13(f) is that the CKMF approach
is able to capture the large changes in the heating distribution profiles over the sample space.
Note that the heat flux distribution along the rib locations exhibits a higher heat flux in the

qc0nv [W/cm2]
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(b) Heating profile for test case 10.

(c) Heating profile for test case 17.

(d) Heating profiles for test case 19.

(e) Heating profile for test case 20.

(f) Heating profile for test case 30.

[W/cm2]

qconv [W/cm2]

(a) Heating profiles for test case 2.

Figure 13. Laminar convective heating profiles for selected test cases.
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Figure 14. Turbulent convective heat rate error and stagnation point heat flux error vs. num
ber of high-fidelity training points.

skirt regions of the ADEPT compared to the other regions due to the local increase of the
flow velocity gradients caused by the sudden change in surface topology (slope) caused by
the rib extrusions. Despite this complexity in the surface flow along the ribs, the CKMF
model still does a good job in predicting the heat flux in this region.
5.2.2. T urbulent H eating Prediction. A convergence study of the mean turbulent
convective heat rate error and the mean stagnation point heat flux error versus the number
of high-fidelity samples used to construct the CKMF model was performed using the same
convergence criteria as the laminar heating study. The same distance weighted RMSE
sampling plan used in the laminar heating study was implemented again for the turbulent
heating study due to both predictions having approximately the same stagnation point heat
flux. The convergence study results are shown in Figure 14 for CKMF models of the laminar
convective heating. Also included in Figure 14 are the results using a single fidelity Kriging
model of only the high-fidelity samples.
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Similar to the results for the laminar heating prediction, the CKMF model stagnation
point heat flux prediction converges at approximately 24 high-fidelity training samples.
However, unlike the laminar heating prediction, the CKMF heat rate prediction does not
converge until 36 high-fidelity training samples. The single fidelity Kriging model does
not yet converge at 42 high-fidelity training cases. For the turbulent heating prediction,
the CKMF model again converges sooner and to a lower error level than the single fidelity
Kriging model. However, the difference in accuracy between the CKMF model and the
single fidelity Kriging model decreases as the number of high-fidelity samples increases.
Again, as shown in Figure 14, the heat rate error follows the stagnation point error, indicating
that the stagnation point error is an important factor in the heat rate error. In this case, the
CKMF approach results in an accurate surrogate model with an error level of approximately
3% for the stagnation point heat flux and 8 % for the heat rate predictions.
Comparing the turbulent heating convergence to the laminar heating convergence
highlights several key results. First, the error levels for the turbulent heat rate are larger
than the laminar heat rate by approximately 5%. The higher heat rate error in the turbulent
prediction compared to the laminar prediction is expected because the turbulent prediction
exhibits more variation in the design space compared to its laminar counterpart due to the
increase in the level of flow complexity. This increase in the high-fidelity model complexity
is also the reason why the turbulent single fidelity Kriging model requires more training
cases to converge when compared to the laminar single fidelity Kriging model. Plots of
the CKMF turbulent convective heat flux distributions along each slice location for the
selected test cases using 512 low-fidelity training points and 36 high-fidelity training points
are shown and compared with the high-fidelity distributions in Figures 15(a)-15(f). As
indicated by the convergence study, the CKMF model does very well approximating the
high-fidelity model. Similar to the laminar case, the surface heat flux in the rib regions (0
degrees cut) exhibit higher heat flux values with a slight decrease in the accuracy of CKMF
predictions.
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CKMF 0 Degrees
CKMF 5 Degrees
CKMF 10 Degrees
CKMF 15 Degrees
High Fidelity 0 Degrees
High Fidelity 5 Degrees
High Fidelity 10 Degrees
High Fidelity 15 Degrees

d/R

CKMF 0 Degrees
CKMF 5 Degrees
CKMF 10 Degrees
CKMF 15 Degrees
High Fidelity 0 Degrees
High Fidelity 5 Degrees
High Fidelity 10 Degrees
High Fidelity 15 Degrees

d/R

(a) Heating profiles for test case 2.

(b) Heating profile for test case 10.

(c) Heating profile for test case 17.

(d) Heating profiles for test case 19.

CKMF 0 Degrees
CKMF 5 Degrees
CKMF 10 Degrees
CKMF 15 Degrees
High Fidelity 0 Degrees
High Fidelity 5 Degrees
High Fidelity 10 Degrees
High Fidelity 15 Degrees

(e) Heating profile for test case 20.

(f) Heating profile for test case 30.

Figure 15. Turbulent convective heating profiles for selected test cases.
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Figure 16. Radiative heat rate error and stagnation point heat flux error vs. number of
high-fidelity training points.

5 .2 .3 . R a d ia tiv e H e a t i n g P r e d i c t i o n .

As with the convective heating CKMF mod

els, a convergence study of the mean radiative heat rate error and the mean radiative stag
nation point heat flux error versus the number of high-fidelity samples was performed.
Note that a different distance weighted RMSE sampling plan from the convective heating
CKMF models was used for the radiative heating CKMF model because the sampling plan
is based on the stagnation point heat flux values. The convergence study results are shown
in Figure 16. Also included in Figure 16 are the results using a single fidelity Kriging model
of only the high-fidelity samples.
The convergence study shows that the radiative heating CKMF model stagnation
point heat flux and heat rates for all slices converge at approximately 48 high-fidelity training
points. The stagnation point heat flux converges at a mean error level of approximately 8 %,
and the heat rate converges at an error level of approximately 10%. Again, the stagnation
point error closely follows the integrated radiative heating error, which indicates that the
CKMF prediction error is dominated by the error in the stagnation point prediction. When
compared to the single fidelity Kriging model of the high-fidelity training points only, the
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accuracy of the CKMF model vastly outperforms that of the Kriging model which shows
no sign of converging at 60 high fidelity training samples. This large difference between
the two models is due to the complex behavior of the stagnation point radiative heat flux
and the inability of the single fidelity Kriging model to capture this complex behavior using
limited training points.
Unlike the convective heating results, the accuracy of the CKMF radiative heat
flux distributions is approximately the same for all slices. This similar error level exists
because the radiative heat flux distributions are less dependent on surface geometry than the
convective heat flux, and the radiative heat flux distributions for all slices are similar. Plots
of the CKMF radiative heat flux distributions at each slice location for the six selected test
cases using 512 low fidelity training points and 48 high-fidelity training points are shown
and compared with the high-fidelity distributions in Figures 17(a)-17(f). These figures
show that, again, the CKMF model approximates the high-fidelity distributions very well
especially for cases with high radiative heating levels that are important for vehicle thermal
protection system design.

5 .3 . C O M P U T A T I O N A L C O S T
The goal of multi-fidelity modeling is to maintain accuracy of the high-fidelity
model while reducing computational cost. Therefore, when assessing the performance
of multi-fidelity models, the computational cost must be investigated alongside accuracy.
For this study, all computations were performed on AMD EPYC Rome 7452 2.35 GHz
processor cores.

To build the convective heating CKMF models, including the high-

fidelity model evaluation cost, using 512 low-fidelity and 36 high-fidelity training samples
required 186,663 core hours for both the laminar and turbulent CKMF models. To build
the radiative heating CKMF model, including the high-fidelity model evaluation cost, using
512 low-fidelity and 48 high-fidelity training samples required 248,841 core hours. A
breakdown of the approximate computational cost for the CKMF models is as follows: a

qconv [W/cm2]
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(b) Heating profile for test case 10.

(c) Heating profile for test case 17.

(d) Heating profile for test case 19.

(e) Heating profile for test case 20.

(f) Heating profile for test case 30.

qCOnv [W/cm2]

qconv [W/cm2
J

^

^

(a) Heating profiles for test case 2.

Figure 17. Surface radiative heating profiles for selected test cases,
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Table 4. Computational cost of model evaluation.
Model
Sutton-Graves with Krasnov
West-Brandis
LAURA (High-Fidelity)
Laminar Heating CKMF
Turbulent Heating CKMF
Radiative Heating CKMF

Computational Cost per Simulation [Core Hours]
5.56 x 10-4
1.39 x 10-7
5.184 x 103
2.78 x 10-3
2.78 x 10-3
2.78 x 10-3

single high-fidelity model evaluation requires 48 computational hours on 108 processors,
Kriging of the low-fidelity data requires 0.5 computational hours across 12 processors,
and the final co-Kriging step requires 0.25 computational hours across 12 processors. The
total time required to generate CKMF models for laminar convective, turbulent convective,
and radiative heating, assuming that all high and low-fidelity simulations are complete,
is approximately 1.5 hours using 12 processors. With sufficient computational resources,
the computational cost to generate the CKMF model is minimal compared to the cost of
evaluating the high-fidelity CFD model.
The computation times to evaluate each model, including the CKMF models, are
listed in Table 4. Including the high-fidelity model evaluation cost, the computational cost
of building a CKMF model can be relatively expensive. However, the CKMF model is
six orders of magnitude cheaper to evaluate than the high-fidelity model while maintaining
high accuracy, offering the potential to greatly reduce computational cost in processes that
require a large number of model evaluations such as uncertainty quantification.

6. C O N C L U S IO N S
The objective of this work is to implement and demonstrate a co-Kriging based
multi-fidelity modeling methodology for the prediction of laminar convective, turbulent
convective, and radiative heating on ADEPT geometries during Mars entry. Using the
CKMF approach, accurate multi-fidelity surrogate models of the laminar convective, tur
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bulent convective, and radiative heat flux on ADEPT vehicles in Mars entry were obtained.
The CKMF approach was also shown to produce accurate multi-fidelity surrogate mod
els of the heat flux for a non-axisymmetric heat flux distribution. A laminar convective
heating multi-fidelity model was obtained that had a mean convective heat rate error of ap
proximately 3% compared to high-fidelity CFD solutions. A turbulent convective heating
multi-fidelity model was obtained that had a mean convective heat rate error of approx
imately 8 % compared to high-fidelity CFD solutions. A radiative heating multi-fidelity
model was obtained that had a mean heat rate error of approximately 1 0 % compared to
high-fidelity CFD solutions.
When compared to a single fidelity Kriging modeling approach, the CKMF approach
required at most one-third the number of high-fidelity model evaluations to obtain the same
accuracy level. Although expensive to build, the computational cost to evaluate the CKMF
model was found to be six orders of magnitude less than the cost of evaluating the highfidelity model. A co-Kriging based multi-fidelity approach was found to be well suited for
use in the analysis and design of ADEPT vehicles which could potentially require many
model evaluations. Finally, the results of the current study indicate that, although the
CKMF methodology was demonstrated for ADEPT vehicles at zero angle-of-attack in this
study, the same multi-fidelity modeling approach can be applied to the efficient aerothermal
prediction of other hypersonic vehicles and flight conditions.
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S E C T IO N

2. C O N C L U S IO N S A N D F U T U R E W O R K

2 .1 . C O N C L U S I O N S
A co-Kriging based multi-fidelity approach for the prediction of the aerothermal
response of deployable technologies in Mars atmospheric entry was investigated. A CKMF
approach was developed and computational models for use with the CKMF approach were
identified and evaluated. The CKMF approach was then applied to a generic, smooth wall
axisymmetric deployable entry vehicle for the prediction of laminar convective heating,
radiative heating, surface pressure, and shear stress across the design space. The developed
CKMF approach was then investigated for the prediction of the turbulent heat flux on a
Hypersonic Inflatable Aerodynamic Decelerator with both a smooth and scalloped vehicle
surface across the design space. Next, the developed CKMF approach was investigated for
the prediction of the two-dimensional laminar convective heat flux, turbulent convective
heat flux, and radiative heat flux distributions on the non-axisymmetric Adaptable Deploy
able Entry Placement Technology vehicles across the design space. For all vehicles, the
performance of the CKMF was evaluated by a comparison with the high-fidelity model
prediction in terms of accuracy and computational cost.
First, a CKMF approach to model the aerothermal response of large diameter de
ployable entry vehicles in Mars entry was investigated and identified. The CKMF approach
was used to model the surface convective heat flux, radiative heat flux, surface pressure,
and shear stress on a generic smooth wall, axisymmetric vehicle across the design space.
The CKMF approach was refined for use with the prediction of the aerothermal response
on deployable entry by implementing a LU-decomposition on the correlation matrix for
parallelized computations, a distance weighted root-mean-square error adaptive sampling
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scheme, and a surface distribution parameterization using Hicks-Henne bump functions.
Several combinations of different low-fidelity computational tools with high-fidelity CFD
simulations and their effect on CKMF model cost and accuracy were investigated. It was
found that using the Sutton-Graves-Krasnov correlation and modified Newtonian method
as the low-fidelity models produced the most accurate and cost effective CKMF models for
convective heat flux and surface pressure, respectively. Only CFD simulations with a calorically perfect gas assumption and the West-Brandis correlation were used as low-fidelity
tools for shear stress and radiative heating, respectively, due to lack of other low-fidelity
methods to obtain these quantities of interest. The CKMF approach was found to produce
predictions that were close to the high-fidelity model in terms of accuracy for all quantities
of interest. The radiative heat flux CKMF model required approximately twice as many
high-fidelity training samples to converge than the CKMF models for convective heat flux,
surface pressure, and shear stress. Although the cost to build the CKMF models (including
the cost to evaluate the training cases) can be expensive compared to a single high-fidelity
model evaluation, once built the evaluation of the CKMF model is five orders of magnitude
faster than that of the high-fidelity model. It was also found that the CKMF model required
fewer high-fidelity model training samples than that of a single fidelity Kriging model to
obtain the same level of accuracy.
Next, the CKMF modeling methodology was investigated for the prediction of
turbulent convective heating on HIAD geometries during Mars entry with both a smooth
and scalloped vehicle surface across the design space. To obtain the scalloped augmented
turbulent heat flux, the Hollis correlation was applied to the laminar heating CKMF model
and the turbulent heating CKMF model. This approach to the prediction of the scalloped
augmented heating prediction has the advantage of producing three CKMF models (laminar,
turbulent, and scalloped augmented) for the computational cost of only two (laminar and
turbulent). Using the CKMF approach, accurate multi-fidelity surrogate models of the
smooth wall turbulent and scalloped augmented turbulent heat flux on HIAD vehicles in
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Mars entry were obtained. It was also shown that the accuracy of the turbulent heating
CKMF model was not significantly affected by a low-fidelity model that utilizes a different
set of physics (in this case fully laminar flow). Compared to the laminar heating CKMF
model, the turbulent and augmented heating models converged to slightly lower accuracy
levels and required more high-fidelity training cases to converge. When compared to a
single fidelity Kriging modeling approach, the CKMF approach required one-quarter the
number of high-fidelity model evaluations to obtain the same accuracy level. Again it was
found that although expensive to build, the CKMF model was found to be five orders of
magnitude faster than that of the high-fidelity model to evaluate.
Lastly, the CKMF modeling methodology was investigated for the prediction of two
dimensional laminar convective heat flux, turbulent convective heat flux, and radiative heat
flux distributions on ADEPT geometries during Mars entry. To model the two-dimensional
heat fluxes with the one-dimensional CKMF model, the CKMF approach was applied
to the heat flux distributions at several azimuthal locations. Using the CKMF approach,
accurate multi-fidelity surrogate models of the laminar convective, turbulent convective, and
radiative heat flux distributions on ADEPT vehicles across the design space were obtained.
The CKMF approach was shown to produce accurate multi-fidelity surrogate models of
the heat flux for a non-axisymmetric heat flux distribution. Compared to the axisymmetric
HIAD CKMF heating models, the ADEPT CKMF heating models at all locations required
approximately the same number of training cases to converge. The CKMF heating models
at all azimuthal locations found to converge to approximately the same error levels as the
HIAD CKMF heating models. At the rib locations, the CKMF heating models converged
to a slightly lower level of accuracy compared to the other azimuthal locations. When
compared to a single fidelity Kriging modeling approach, the CKMF approach required at
most one-third the number of high-fidelity model evaluations to obtain the same accuracy
level. The computational cost to evaluate the CKMF model was found to be six orders of
magnitude less than the cost of evaluating the high-fidelity model.
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2 .2 . F U T U R E W O R K
Through this work, significant progress has been achieved in the application of an
accurate and efficient multi-fidelity modeling methodology for prediction of the aerothermal
response on HIAD and ADEPT vehicles. However, there remains some areas of future work
that have not been covered in the current study.
First, the integration of the CKMF modeling approach into an uncertainty analysis
of the HIAD and ADEPT vehicles needs to be investigated. The motivation for developing
the CKMF approach in this work is to obtain accurate low cost surrogate models for use
with uncertainty analyses that require a many high-accuracy model evaluations. Thus the
performance of the CKMF approach in conjunction with uncertainty quantification for
heating uncertainty analyses on ADEPT and HIAD vehicles needs to be investigated. These
uncertainty analyses can be used to evaluate and compare the performance of the HIAD
and ADEPT technologies. Furthermore, this will demonstrate the use of CKMF models for
uncertainty quantification that researchers can implement in further development of these
technologies.
Next, after the performance of an uncertainty analysis utilizing the CKMF approach
is evaluated, the use of the CKMF approach in robust design optimization of deployable
vehicles should be investigated. Researchers have shown that co-Kriging based multi
fidelity surrogates can be used to reduce overall computational cost of design optimization
in low speed applications. However, design optimization of deployable entry technologies
has been limited, in part due to the high computational cost of high-fidelity CFD evaluations.
Implementing and demonstrating the developed CKMF approach for the robust design
optimization of HIAD and ADEPT vehicles could aid vehicle designers and improve the
reliability of these technologies.
Lastly, an investigation into different techniques for the parameterization of quan
tity of interest distributions should be investigated. This work focused on the use of the
Hicks-Henne parameterization technique to parameterize the output distributions. However,
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several other parameterization techniques exists that could potentially further reduce compu
tational cost, especially for two-dimensional distributions. Potential distribution techniques
for investigation include cubic splines, b-splines, non-uniform radial basis splines, and free
form deformation.
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