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Abstract: Random discrete distributions, say F, known as species sam-
pling models, represent a rich class of models for classification and cluster-
ing, in Bayesian statistics and machine learning. They also arise in various
areas of probability and its applications. Pitman[30], within the species
sampling context, shows that mixed Poisson processes may be interpreted
as the sample size up till a given time or in terms of waiting times of ap-
pearance of individuals to be classified. He notes connections to some recent
work in the Bayesian statistic/machine learning literature, with some more
classical results, and their interpretation within a species sampling context.
Armed with the interpretations and results in [30], we let F := Fα,θ, be
a Pitman-Yor process for α ∈ (0, 1), and θ > −α, with α-diversity equiv-
alent in distribution to S−α
α,θ
, where Sα,0 := Sα is a stable random vari-
able, with density fα(t) and E[e−λSα ] = e−λ
α
, and let (NSα,θ (λ), λ ≥ 0)
denote a mixed Poisson process with rate Sα,θ. In this paper we derive
explicit stick-breaking representations of Fα,θ given NSα,θ (λ) = m, for
each fixed m = 0, 1, 2, 3, . . . . More precisely, if (Pℓ) ∼ PD(α, θ), denotes
a ranked sequence following the two parameter Poisson-Dirichlet distribu-
tion, we obtain explicit representations of the sized biased permutation of
(Pℓ)|NSα,θ (λ) = m. Due to distributional results we shall develop in a more
general context, it suffices to consider the stable case Fα,0|NSα(λ) = m.
Notably, since Sα|NSα(λ) = 0, has density e
λαe−λtfα(t), it follows that
Fα,0|NSα(λ) = 0, is equivalent in distribution to the popular normalized
generalized gamma process. Hence, we obtain explicit stick-breaking rep-
resentations for the generalized gamma class recovering a not well known
result in the unpublished manuscript of James [18].
AMS 2000 subject classifications: Primary 60C05, 60G09; secondary
60G57,60E99.
Keywords and phrases: Conditioning on mixed Poisson processes, Two
parameter Poisson Dirichlet processes, Pitman-Yor process, Species Sam-
pling, Stick-Breaking.
1. Introduction
Consider random discrete distribution functions F (y) =
∑∞
k=1 PkI{Uk≤y}, where
we can assume the (Pℓ) := (Pℓ, ℓ ≥ 1) are placed in ranked order, and (Uℓ), inde-
pendent of (Pℓ), are a collection of iid Uniform[0, 1] random variables. Formally
∗Supported in part by the grants rgc-grf 16300217 of the HKSAR and RGC-HKUST
601712 of the HKSAR.
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we can say (Pℓ) ∈ P∞ = {s = (s1, s2, . . .) : s1 ≥ s2 ≥ · · · ≥ 0 and
∑∞
i=1 si = 1},
where P∞ denotes the space of ranked mass partitions summing to 1. As dis-
cussed in [3, 20, 29, 32], there has been considerable interest in the laws and
interpretation of objects in P∞, within probability, statistics and related areas.
The two most notable laws are the Poisson-Dirichlet law, say PD(θ) := PD(0, θ)
with parameter θ > 0, see [20, 7, 26],and its two-parameter extension,PD(α, θ)
with parameters 0 ≤ α < 1 and θ > −α. The latter, for 0 < α < 1, was de-
veloped, see [2, 31, 24, 26, 32, 29], where (Pℓ) ∼ PD(α, θ) may be interpreted
within the context of ranked lengths of excursions of Brownian motion and more
general Bessel processes of dimension 2− 2α.
Since the early work of Ferguson [12] on the Dirichlet process,F (y), and by-
products arising from sampling from such distributions, have served as major
components in Bayesian nonparametric statisics and machine learning applica-
tions. When (Pℓ) ∼ PD(0, θ) F (y) := F0,θ(y) is a Dirichlet process. F (y) :=
Fα,θ(y), with (Pℓ) ∼ PD(α, θ), is often referred to as a Pitman-Yor process.
However, due to the generality intractability of (Pℓ) ∼ PD(α, θ), the (Pℓ) are
rarely used directly in statistical applications. Instead, other remarkable prop-
erties of F0,θ and Fα,θ, including generalized Chinese restaurant processes and
tractable stick-breaking representations (arising from the size biased sampling
re-arrangement of (Pℓ)), are employed,(see [4, 14, 15, 26, 33]). These can be
described within the context of species sampling (sequential capturing and tag-
ging animals appearing in an eco-system) or in effect sampling (Y1, . . . , Yn)
conditionally iid from Fα,θ. Our goal in this paper is to provide interpretation
and derive explicit stick-breaking representations for Fα,θ conditioned on the
number of animals that have appeared up to a time λ, where this number is
modeled by a mixed Poisson process. These interpretations are obtained from
an unpublished mansucript of Pitman [30]. Details will be explained below. As
a by-product we obtain an explicit stick-breaking representation, in terms of
tractable random variables, for the popular F (y) following a normalized gen-
eralized gamma process, see [22], which equates to the case of Fα,0 given that
m = 0 animals have been trapped up till some time λ. This representaton in
the normalized generalized gamma case, without the conditional interpretation
with respect to Fα,0 was first given in the unpublished work of [18]. Subsequent
stick-breaking representations for the normalized generalized gamma process,
that is m = 0, for general α, appear in [10, 9, 21]. See also [11] for a description
of α = 1/2,m = 0 corresponding to the Normalized Inverse Gaussian process.
In Section 4.5 of this paper we shall present results for α = 1/2 and general
m = 0, 1, 2, . . . , based on the results of [1, 24] as discussed in [28, 29].
Remark 1.1. See [28, Section 5,2] for the work of McCloskey [23] on the
(normalized) generalized gamma process within a species sampling context.
We first recount some aspects of species sampling models, and random dis-
tribution functions based on [26], (see also [3, 14, 15, 24, 28, 29, 31, 32]). Let
F0,θ, for θ > 0, denote a random discrete distribution following a Dirichlet pro-
cess law as in Ferguson [12]. Pitman [26], starting from a Bayesian viewpoint
of the Blackwell-MacQueen Polya urn and its relation to conditionally iid sam-
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pling (Y1, . . . , Yn) from F0,θ, presents a broad view of Fisher’s model for species
sampling, whereby within an eco-system animals/individuals are trapped and
tagged/classified, one by one in a sequential fashion over time. The first n indi-
viduals are classified into Kn ≤ n species with iid unique tags (Y ∗1 , . . . , Y ∗Kn) and
membership, in order of appearance, denoted by the set {C1, . . . , CKn}, with
Cj := {i : Yi = Y ∗j } having random multiplicities |Cj | := Nj,n, constituting a
random partition of the integers [n] := {1, . . . , n}. In the case of F0,θ, the law
of {C1, . . . , CKn}, corresponds to the one parameter Chinese restaurant process
with law denoted as CRP(θ) := CRP(0, θ). Furthermore the relative frequencies
(Nj,n/n) placed in ranked order converge to (Pℓ) ∈ P∞ = {s = (s1, s2, . . .) :
s1 ≥ s2 ≥ · · · ≥ 0 and
∑∞
i=1 si = 1} having a Poisson-Dirichlet law, denoted as
(Pℓ) ∼ PD(θ). While (Pℓ) has a fairly intractable distributional form, the limit
of the relative frequencies (Nj,n/n) converge to the size biased re-arrangement of
(Pℓ), described as (P˜ℓ = (1−Wℓ)
∏ℓ−1
j=1Wi, ℓ ≥ 1) where (Wi) are iid Beta(θ, 1),
and P˜1 = 1 −W1 is the first size biased pick from (Pℓ). (P˜ℓ) is said to have a
GEM(θ) := GEM(0, θ) distribution [7], and leads to the tractable stick-breaking
representation of F0,θ, in particular, for (Uℓ), (U˜ℓ) iid Uniform[0, 1] independent
of (Pℓ), (P˜ℓ),
F0,θ(y) =
∞∑
k=1
PkI{Uk≤y} =
∞∑
k=1
P˜kI{U˜k≤y} (1.1)
[26] shows that one may extend the framework above by replacing F0,θ with
general F defined as in (1.1) by placing more general distributions on (Pℓ) ∈
P∞ and hence (P˜ℓ). Of particular interest to us, as highlighted in [26], is the
case where (Pℓ) ∼ PD(α, θ), where PD(α, θ) denotes a two parameter Pois-
son Dirichlet distribution, for 0 ≤ α < 1, θ > −α, with PD(0, θ) = PD(θ),
with origins and applications to for instance excursion thoeory, random tree
and graph models as described in [3, 24, 32, 29]. Its size-biased permutation
(P˜ℓ) := (P˜ℓ = (1 −Wℓ)
∏ℓ−1
j=1Wi, ℓ ≥ 1) is such that the Wi are now indepen-
dent Beta(θ + iα, 1− α), for i = 1, 2, . . . . One may express this distribution as
(P˜ℓ) ∼ GEM(α, θ). Conversely Rank((P˜ℓ)) ∼ PD(α, θ), where Rank(·) denotes
the ranked rearrangement of the sequence into P∞.
Remarkably, the two-parameter family PD(α, θ) is the only case where its
size-biased permutation consists of independent (Wi), [25, 26]. The correspond-
ing F := Fα,θ, is now commonly referred to as the Pitman-Yor process, as
named in [14], and is regularly employed in complex applications in Bayesian
statistics and machine learning with particular utility in cases involving power
law behavior.
Remark 1.2. In relation to the above statements, one can construct many F,
such that its mass probabilities are of the form (1−Wk)
∏k−1
i=1 Wi, for (Wi) in-
dependent or iid random variables. However, they do not have the interpretation
as the size biased permutation of their ranked counterpart. See [6, 8, 16] for the
case of F (y) =
∫∞
0
S(t−)Λ(dt, y) derived from the masses of a Neutral to the
Right (S(t) : t > 0) process under a homogeneous subordinator.
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1.1. Species sampling waiting times and counts
Hidden from the species sampling schemes above, are random mechanisms de-
scribing the time of appearance of individuals, or the sample size up till a given
time. Pitman[30] points out that the early work of Fisher[13], McCloskey [23]
and other authors, already provide a rich mixed Poisson process framework to
describe such mechanisms in a species sampling context. [30], offers a fresh ex-
position on mixed Poisson models within this context which points out links to
this older work and more recent works in the literature, in particular the recent
appearance of mixed Poisson models in Bayesian non-parametric statistics and
machine learning. This, for instance connects to recent work on frequency of fre-
quency (FoF) distributions [34], where the population size is modelled by mixed
Poisson random variables, as well as gives an interpretation of conditioning on
latent mixed gamma variables, (Tr) described below, as employed in [19] and
elsewhere, in terms of waiting/arrival times.
The following descriptions, including section 1.2, can be read from [30]. The
distributional expressions below are based on elementary conditioning argu-
ments. Let A :=
∑∞
k=1 Ak, denote a non-negative almost surely finite (ran-
dom)sum, such that one may set (Pk := Ak/A) ∈ P∞. For r = 1, 2 . . . , let
Gr :=
∑r
j=1 ej := Gr−1 + er denote increasing sums of independent standard
exponential variables. For A independent of the sequence (Gr), define, for each
r, Tr = Gr/A, whence (Tr) may be interpreted as the sequence of waiting times
of a mixed Poisson process (NA(t); t ≥ 0) defined as
NA(t) =
∞∑
r=1
I{Tr≤t}.
That is, Tr = inf {t : NA(t) = r}, for r = 1, 2, . . .. Within the species sampling
context, A has the interpretation as the total species abundance, with (Ak)
corresponding to abundance of type. NA(t) is number of animals/individuals
appearing up till time t, and for each n = 1, 2, 3, . . . Tn represents the time of
appearance/trapping of the n-th individual. There is the following description
of the conditional distribution of A given NA(λ) = 0, that is to say given that
no individuals have been observed up till time λ ≥ 0,
P(A ∈ da|NA(λ) = 0) = P(A ∈ da|T1 > λ) = e
−λa
P(A ∈ da)
E[e−λA]
. (1.2)
where (1.2) corresponds to that of a random variable A0(λ) formed by expo-
nential tilting the distribution of A and for m = 1, 2, . . . , and λ > 0
P(A ∈ da|NA(λ) = m) = P(A ∈ da|Tm = λ) = a
me−λaP(A ∈ da)
E[Ame−λA]
. (1.3)
Denote a random variable specified by (1.2) and (1.3) as Am(λ). Furthermore,
for brevity set γ
[m]
λ (da) := P(A ∈ da|NA(λ) = m), for m = 0, 1, 2, . . .
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1.2. Poisson Kingman distributions given NA(λ) = m
If we assume that (Ak) are the ranked jumps of a subordinator say (A(y) :
y ≥ 0), then one may set A := A(1), satisfying E[e−λA] = e−ψ(λ), where ψ(λ) =∫∞
0
(1−e−λs)ρ(s)ds, and ρ(s) is a Le´vy density which we further assume satisfies∫∞
0
ρ(s)ds = ∞. Then, as defined in [28, Definition 3](see also [20]), (Pℓ) has
the law of a Poisson-Kingman distribution with Levy density ρ, denoted PK(ρ).
Furthermore, the law of (Pℓ)|A = t, is denoted a PK(ρ|t), and for a probability
distribution γ(dt) on (0,∞),
(Pℓ) ∼ PK(ρ, γ) =
∫ ∞
0
PK(ρ|t)γ(dt).
where PK(ρ, γ) is a said to be a Poisson-Kingman distribution with Le´vy density
ρ and mixing distribution γ. Although one may create an infinite number of
distributions over P∞, it is not obvious how to interpret the meaning of (Pℓ)
with respect to γ. However, in the present setting, since the law of NA depends
on (Pℓ) only through A, the law of (Pℓ)|A = t, NA = m is equivalent to that of
(Pℓ)|A = t ∼ PK(ρ|t). It is evident that (Pℓ)|NA(λ) = m, for eachm = 0, 1, 2, . . .
have Poisson-Kingman distributions with mixing distributions γ
[m]
λ . That is the
distributions PK(ρ, γ
[m]
λ ). The above species sampling framework then allows
one to interpret these laws.
Remark 1.3. (1.3) indicates that (Pℓ)|Tm = λ, has the same law as (Pℓ)|NA(λ) =
m, for m = 1, 2, . . . . Furthermore PK(ρ, γ
[0]
λ ) = PK(ρλ), for ρλ(s) = e
−λsρ(s).
Remark 1.4. General descriptions of the sized biased permutations of (Pℓ) ∼
PK(ρ, γ
[m]
λ ), can be obtained by employing the results of [24].
1.3. Distributional results for −∞ < ̺1 < ̺2 <∞
We now describe a randomization relationship between general ̺ biased random
variables, and hence corresponding (Pℓ). The results shows that one needs to
only consider the cases m = 0, 1, 2, . . . , and a suitable randomization to recover
all possible laws.
Proposition 1.1. Suppose that for a real number ̺, A̺(λ) is a positive random
variable with density
P(A̺(λ) ∈ da) = a
̺e−λaP(A ∈ da)
E[A̺e−λA]
.
and consider for −∞ < ̺1 < ̺2 < ∞, the random variable Y̺2,̺1(λ) d=
G̺2−̺1/A̺1(λ). Then for −∞ < ̺1 < ̺2 <∞,
A̺2(λ + Y̺2,̺1(λ))
d
= A̺1 (λ)
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Proof. The density of Y̺2,̺1(λ) can be expressed as
P(Y̺2,̺1(λ) ∈ dy)/dy =
y̺2−̺1−1E[A̺2e−(λ+y)A]
Γ(̺2 − ̺1)E[A̺1e−λA]
It follows that P(A̺1(λ) ∈ da) =
∫∞
0
P(A̺2(λ+ y) ∈ da)P(Y̺2,̺1(λ) ∈ dy)
2. The PD(α, θ) case given NSα,θ(λ)
If (A(y) : y ≥ 0) is a stable subordinator, such that Sα := A(1) := A is a
stable random variable with Laplace transform E[e−λSα ] = e−λ
α
, with density
denoted as fα(t), then (Pℓ := Aℓ/Sα, ℓ ≥ 1) ∼ PD(α, 0). The corresponding
Le´vy density is given by ρα(s) = αs
−α−1/Γ(1 − α), see [28, eq. (54)]. Hence
PD(α, 0) := PK(ρα). The law of (Pℓ)|Sα = t is denoted as PD(α|t) := PK(ρα|t),
and (Pℓ) ∼ PD(α, θ) =
∫∞
0 PD(α|t)fα,θ(t)dt, where fα,θ(t) = t−θfα(t)/E[S−θα ]
corresponds to the density of the random variable Sα,θ. It follows that for (Pℓ) ∼
PD(α, θ), the law of (Pℓ)|NSα,θ(λ) = m, can be expressed as
P
[m−θ]
α (λ) =
∫ ∞
0
PD(α|t)P(Sα,θ ∈ dt|NSα,θ(λ) = m), (2.1)
where P(Sα,θ ∈ dt|NSα,θ(λ) = 0) = P(Sα,θ ∈ dt| G1Sα,θ > λ), and ,for m = 1, 2, . . .
there is the equivalence,
P(Sα,θ ∈ dt|NSα,θ(λ) = m) = P(Sα,θ ∈ dt|
Gm
Sα,θ
= λ),
and otherwise for each m = 0, 1, 2, . . . , has the density
f [m−θ]α (t|λ) =
e−λttm−θfα(t)
E[Sm−θα e−λSα ]
, (2.2)
for θ > −α. Set, ̺ := m − θ which can be any real number, and let Sα,̺(λ)
denote a random variable with density (2.2). Sα,̺(λ) is well defined for all λ ≥ 0
and ̺ = −θ < α, with Sα,−θ(0) = Sα,θ, and otherwise defined for any ̺ and
λ > 0. A special case of Proposition 1.1 leads to the next result.
Corollary 2.1. Let for ̺2 > ̺1, Y̺2,̺1(λ)
d
= G̺2−̺1/Sα,̺1(λ) then
E[P[̺2]α (λ+ Y̺2,̺1(λ))] = P
[̺1]
α (λ).
As special cases, set ̺1 = −θ, for θ > −α, then Y̺2,−θ(0) d= G̺2+θ/Sα,θ and
E[P[̺2]α (Y̺2,−θ(0))] = PD(α, θ).
Conversely if (Pℓ) ∼ PD(α, θ) then (Pℓ)|G̺2+θ/Sα,θ = λ ∼ P[̺2]α (λ).
imsart-generic ver. 2007/12/10 file: Arxivstickbreaking2019.tex date: August 21, 2019
Lancelot F. James/conditional GEM(α, θ) 7
2.1. The normalized generalized gamma case, and size biased
mixing distributions
Throughout, let (τα(y) : y ≥ 0) denote a generalized gamma subordinator, such
that the density of Sα,0(λ)
d
= τα(λ
α)/λ is equivalent to f
[0]
α (t|λ) = eλαe−λtfα(t),
and a normalized generalized gamma process can be expressed as
τα(yλ
α)
τα(λα)
d
=
∞∑
k=1
P
[0]
ℓ (λ)I{Uk≤y} (2.3)
where (P
[0]
ℓ (λ)) ∼ P[0]α (λ). Furthermore setting ρα,λ(s) = e−λsρα(s), there is the
dual representation
P
[0]
α (λ) =
∫ ∞
0
PD(α|t)f [0]α (t|λ)dt := PK(ρα,λ).
The generalized gamma process and its normalized version appear in many
applications. While (τα(y) : y ≥ 0) is known to arise from the operation of ex-
ponentially tilting a stable subordinator, we see that within the species sampling
context it arises from conditioning a (Pℓ) ∼ PD(α, n) on the eventNSα,n(λ) = n,
for each n = 0, 1, 2, . . .
Remark 2.1. Random variables having the distribution of Sα,0(λ)
d
= τα(λ
α)/λ
can be generated by the methods in [5].
2.2. Special properties of the P[m]α (λ) distribution
As in, [29, pages 64-66], see also[27], let Km form = 1, 2, . . . , denote the number
of blocks in a random partition of [m] = {1, 2, . . . ,m} under a PD(α, 0) Chinese
restaurant process scheme. Its probability mass function can be expressed as,
P(m)α (k) := Pα,0(Km = k) =
αk−1Γ(k)
Γ(m)
Sα(m, k),
with Sα(m, k) =
1
αkk!
∑k
j=1(−1)j
(
k
j
)
(−jα)m denoting the generalized Stirling
number of the second kind. Hereafter set Ω0(λ
α) = λ−α/α, Ω1(λα) = 1 and
generally for m = 1, 2, . . .
Ωm(λ
α) = Γ(m)×
m∑
ℓ=1
P
(m)
α,0 (ℓ)
(λα)ℓ−1
Γ(ℓ)
.
It is known through the relation between cumulants and moments of a gen-
eralized gamma variable that
E[Smα e
−λSα ] = αe−λ
α
λα−m × Ωm(λα). (2.4)
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with E[Sαe
−λSα ] = αλα−1e−λ
α
. Then for m = 1, 2, . . . , there are the represen-
tations for the density of Sα|NSα(λ) = m,
f [m]α (t|λ) =
λm−αeλ
α
e−λttmfα(t)
αΩm(λα)
=
tm × (eλαe−λtfα(t))
E
[(
τα(λα)
λ
)m] , (2.5)
which is the m-th size biased density of τα(λ
α)/λ. Furthermore there is the
representation of the corresponding random variable
Sα,m(λ)
d
=
τα
(
λα +Gm
α
−Km(λ)
)
λ
d
=
τα(λ
α) +Gm−Km(λ)α
λ
. (2.6)
where Km(λ) is the discrete random variable corresponding to the conditional
distribution of Km|NSα(λ) = m, which has probability mass function
Pα,0(Km(λ) = k) =
P
(m)
α,0 (k)
λkα
Γ(k)∑m
ℓ=1 P
(m)
α,0 (ℓ)
λℓα
Γ(ℓ)
(2.7)
We close with an expression for the density of Ym,m−k(λ)/λ which will play a
role in the description of the size biased ordering of (Pℓ) ∼ P[m]α (λ).
Lemma 2.1. Consider Ym,m−k(λ)
d
= Gk/Sα,m−k(λ), satisfying E[P
[m]
α (λ +
Ym,m−k(λ))] = P
[m−k]
α (λ) for each k = 1, . . . ,m. Then Ym,m−k(λ)/λ has density
Ωm(λ
α(1 + y)
α
)
Γ(k)Ωm−k(λα)
yk−1(1 + y)α−me−[λ
α(1+y)α−λα]. (2.8)
Remark 2.2. Except for parametrization, the law of Km(λ), (2.7), appears
in [34, eq. (15), p. 1629], although λ’s relation to time is not considered in that
context. This is also a special case of the distribution P(n(π) = k|Um = λ) as
described in [19, p. 85], where Um
d
= Tm in the general PK(ρ) setting.
In the next sections we will describe results for the size biased re-arrangement
of (Pℓ)|NSα = m, where (Pℓ) ∼ PD(α, 0). Applications of Corollary 2.1 will
allow for representations in the general cases. We focus on the case of m = 0,
corresponding to a normalized generalized gamma process, in Section 3.3. The
case of m = 1 in Section 3.4 and general m in Section 4.
3. Stick-breaking representations for (Pℓ) ∼ PD(α, θ) given
NSα,θ(λ) = m
Suppose that (P˜ℓ) ∼ GEM(α, θ), then Fα,θ(y) :=
∑∞
k=1 P˜ℓI{U˜ℓ≤y} is a Pitman-
Yor process with parameters (α, θ). The result in [24, 26, 32] lead to the following
exact decomposition
Fα,θ(y) =W1Fα,θ+α(y) + (1 −W1)I{U˜1≤y} (3.1)
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where Fα,θ+α(y) =
∑∞
k=2(P˜ℓ/W1)I{U˜ℓ≤y}, and (P˜ℓ/W1, ℓ ≥ 2) ∼ GEM(α, θ+α),
independent of the first size biased pick (1 −W1) ∼ Beta(1 − α, θ + α). Fur-
thermore Rank((P˜ℓ/W1, ℓ ≥ 2)) ∼ PD(α, θ + α). This operation of size biased
deletion and ranking the normalized components is described in [32, Chap 6].
Repeated application of this procedure leads to a collection of mass partitions
with laws (PD(α, θ+(k− 1)α)), k ≥ 1). It suffices to focus on the PD(α, 0) case
where θ = 0. These facts, as established in [24], may be derived from the cor-
responding sequence of random variables (Sα,(k−1)α, k ≥ 1), forming a Markov
Chain satisfying Wk = Sα,kα/Sα,(k−1)α and where for any n, (W1, . . . ,Wn) is
independent of Sα,nα, with Sα := Sα,0 = Sα,nα/
∏n
j=1Wi. In other words the
joint law of (W1, . . . ,Wn, Sα,nα) is given by,[
n∏
k=1
fBk(wk)
]
fα,nα(s)ds (3.2)
where fBk denotes the density of a Beta(kα, 1 − α) variable, and fα,nα(s) =
s−nαfα(s)/E[S−nαα ] is the density of Sα,nα. Precisely (3.2) can be written as
αn−1Γ(n)
[Γ(1− α)]nΓ(nα)
n∏
k=1
wkα−1k (1− wk)−α ×
αΓ(nα)
Γ(n)
s−nαfα(s).
Remark 3.1. See [17, Section 5] for interpretations of (3.1) in connection with
the results in [31, Theorem 1.3.1] and [24, Theorem 3.8, Lemma 3.11].
3.1. An expression for the density of
(W1, . . . ,Wn), Sα,nα|NSα(λ) = m
Lemma 3.1. Suppose that (Pℓ) ∼ PD(α, 0) with corresponding (W1, . . . ,Wn, Sα,nα)
having joint density in (3.2). Then for each m = 0, 1, 2, . . . ,
(i) (Pℓ)|NSα(λ) = m has law P[m]α (λ) =
∫∞
0
PD(α|t)f [m]α (t|λ)dt.
(ii) The (conditional) joint density of (W1, . . . ,Wn, Sα,nα)|NSα(λ) = m, can
be expressed as, for each n ≥ 1,
qm(s/
n∏
i=1
wi|λ)
[
n∏
k=1
fBk(wk)
]
fα,nα(s) (3.3)
where qm(t|λ)fα(t) = f [m]α (t|λ). That is,
qm(t|λ) = λ
m−αtme−[λt−λ
α]
αΩm(λα)
. (3.4)
Proof. This is a consequence of the results in [24], and the extension of those
results to the Poisson Kingman distributions with mixing, in the α-stable case,
as described in [28]. Where the mixing distribution is qm(t|λ)fα(t) = f [m]α (t|λ).
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Otherwise, the inhomogeneous Markovian structure of Sα,kα|Sα,(k−1)α = s for
k = 1, 2, . . . , as established in [24], leads to a description of (W1, . . . ,Wn, Sα,nα)|Sα =
s,NSα(λ) = m, which just depends on Sα = s. The result is realized by then
mixing over f
[m]
α (s|λ), which is the density of Sα|NSα(λ) = m.
3.2. The variables (R1(λ), . . . , Rn(λ), n ≥ 2)
Throughout, let (ei) denote a sequence of independent exponential (1) variables.
Define partial sums G˜k =
∑k
i=1 ei, with G˜0 = 0. Define for k = 1, 2, . . . ,
Rk(λ) :=
(
G˜k−1 + λα
G˜k + λα
) 1
α
(3.5)
The next result provides an important component to the stick-breaking represen-
tation and analysis. The proof follows from elementary conditioning arguments
and is omitted.
Lemma 3.2. Let for k ≥ 1, Rk := Rk(λ) be random variables described in (3.5),
then given any λ > 0
(i) R1 has density
fR1(r1|λ) = αλαeλ
α
e−λ
α/rα1 r−α−11 .
(ii) Rj |R1 = r1, . . . , Rj−1 = rj−1 has density fR1(rj |λ/
∏j−1
i=1 ri)
(iii) Hence (R1, . . . , Rn) has joint density,
fR1,...,Rn(rn) = α
nλnαeλ
α
e−λ
α/(
∏
n
l=1 rl)
α
n∏
l=1
r
−(n−l+1)α−1
l
Furthermore, λα/
∏k
l=1 R
α
l = G˜k + λ
α.
3.3. Case m = 0, P[0]α (λ),the normalized generalized gamma case
In the case where (Pℓ)|NSα(λ) = 0 ∼ P[0]α (λ), having the law of the normalized
jumps of a generalized gamma process, the joint density of (W1, . . . ,Wn, Sα,nα)|NSα(λ) =
0, can be expressed as,
e
− λs∏n
i=1
wi eλ
α
αn
[Γ(1− α)]n
n∏
k=1
wkα−1k (1 − wk)−α × s−nαfα(s). (3.6)
The key to obtaining a simple description of the (Wi) in terms of random vari-
ables is facilitated by the following identity.
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Proposition 3.1. The integral
∫ w1
0
· · ·
∫ wn
0
λnαe
− λs
(
∏n
l=1
rl)
n∏
l=1
(wl − rl)α−1r−(n−l+1)α−1l drn . . . dr1
is equal to
[Γ(α)]
n
s−nαe
− λs
(
∏n
l=1
wl)
n∏
l=1
wlα−1l .
Proof. For positive quantities (v, t, λ, w) there is the integral identity,
Γ(α)vαt−αwα−1e−
λt
vw = λα
∫ w
0
(w − r)α−1e− λtvr r−α−1dr,
which can be obtained by the change of variables r = 1/y and then s = rx − 1
leading to a gamma integral. The result follows by repeated usage of this identity
starting with rn and initially setting v =
∏n−1
i=1 ri. Then integrate with respect
to rn−1, setting v = wn
∏n−2
i=1 ri and so on.
3.3.1. Descriptions of (W1, . . . ,Wn)|NSα(λ) = 0
Lemma 3.3. The joint density of (W1, . . . ,Wn)|NSα(λ) = 0, can be expressed
as [
n∏
k=1
(1− wk)α−1
Γ(1− α)Γ(α)
]∫ w1
0
· · ·
∫ wn
0
n∏
l=1
(wl − rl)α−1fR1,...,Rn(rn)drn . . . dr1
Proof. Replace s−nαe
− λs
(
∏n
l=1
wl)
∏n
l=1 w
lα−1
l in (3.6) with the integral in Propo-
sition 3.1. Integrate with respect to fα(s) and rearrange terms.
Theorem 3.1. Let (P
[0]
ℓ (λ)) ∼ P[0]α (λ), corresponding in distribution to the
ranked masses in P∞ of the normalized jumps of a generalized gamma subordi-
nator . Then the joint distribution of (P˜ℓ(λ)), the size biased rearrangement of
(P
[0]
ℓ (λ)), can be expressed as
(P˜1(λ), P˜2(λ), . . .) = (1−W1, (1−W2)W1, . . .)
that is P˜ℓ(λ) = (1 −Wℓ)
∏ℓ−1
i=1 Wi, where the (Wk) are dependent random vari-
ables represented as
Wk = 1− β(k)(1−α,α)[1−Rk(λ)] (3.7)
for (β
(k)
(1−α,α)) iid Beta(1 − α, α) variables independent of the Rk(λ) defined in
(3.5) and Lemma 3.2.
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Proof. Augmenting the integral expression in Lemma 3.3 shows that theW1, . . . ,Wn|R1(λ) =
r1, . . . , Rn(λ) = rn, NSα(λ) = 0 has joint density[
n∏
k=1
(1− wk)α−1
Γ(1− α)Γ(α)
]
n∏
l=1
(wl − rl)α−1
for ri < wi < 1, i = 1, . . . , n. Which leads to the description in (3.7).
Corollary 3.1. For each fixed k, 1 −Wk has the distribution of the first size-
biased pick from a E[P
[0]
α ((G˜k−1 + λα)
1/α
)] mass partition
(Pl,k−1(λ), ℓ ≥ 1) := Rank((P˜ℓ+k−1(λ)/
k−1∏
i=1
Wi, ℓ ≥ 1)),
with W0 := 1, and (Pℓ,0(λ), ℓ ≥ 1) d= (P [0]ℓ (λ)) ∼ P[0]α (λ).
Proof. This follows from the description of the (Wk, Rk(λ)) in Theorem 3.1,
which leads to (Pℓ,1(λ), ℓ ≥ 1) ∼ E[P[0]α (λ/R1(λ))] and more generally (Pℓ,k−1(λ), ℓ ≥
1) ∼ E[P[0]α (λ/
∏k−1
i=1 Ri(λ))].
3.3.2. Recovering the Pitman-Yor- PD(α, θ) case for θ ≥ 0
We now show how to recover the stick-breaking result in the (Pitman-Yor)
PD(α, θ) case for θ ≥ 0, in terms of (Rk).
Corollary 3.2. When λα = Gθ/α for θ ≥ 0,
E[P[0]α (G
1/α
θ/α)] = PD(α, θ)
The corresponding,
Rk(G
1/α
θ/α) :=
(
G˜k−1 +Gθ/α
G˜k +Gθ/α
) 1
α
.
are now collections of independent beta distributed variables where one can set,
Rk(G
1/α
θ/α) := βθ+(k−1)α,1 ∼ Beta(θ + (k − 1)α, 1). Hence
1−Wk := β(k)1−α,α[1− βθ+(k−1)α,1] = β1−α,θ+kα
and are independent. Recall that PD(α, 0) = P
[0]
α (0), in this case R1(0) = 0, and
Rk(0) = β(k−1)α,1, for k ≥ 2.
Proof. Since P
[0]
α (λ) corresponds to the generalized gamma case this can be
seen as an immediate consequence of [32, Proposition 21]. However from Corol-
lary 2.1, we can also use the fact that Y0,−θ(0) := Gθ/Sα,θ
d
= G
1/α
θ/α.
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3.4. Case m = 1, (P
[1]
ℓ (λ)) ∼ P
[1]
α (λ)
For (Pℓ) ∼ PD(α, 0) recall that (Pℓ)|NSα(λ) = 1 or equivalently (Pℓ)|G1/Sα =
λ, has the law of a mass partition (P
[1]
ℓ (λ)) ∼ P[1]α (λ), where
P
[1]
α (λ) =
λ1−α
α
eλ
α
∫ ∞
0
PD(α|t)te−λtfα(t)dt
Since it is known that Y1,0(0) := G1/Sα
d
= e
1/α
1 , it follows that (P
[1]
ℓ (e
1/α
1 )) ∼
PD(α, 0). The next result shows how P
[0]
α (λ) can be expressed in terms of P
[1]
α ,
in general
Proposition 3.2. Let Y1,0(λ) = λG1/τα(λ
α), then
(i) Y1,0(λ)
d
= (λα + e1)
1/α − λ.
(ii) E[P
[1]
α ((λα + e1)
1/α
)] = P
[0]
α (λ).
(iii) (P
[1]
ℓ ((λ
α + e1)
1/α)) ∼ P[0]α (λ).
(iv) Furthermore λ/R1(λ)
d
= (λα + e1)
1/α
Proof. Using Laplace transforms, P(Y1,0(λ) > y) = e
−[(λ+y)α−λα], yielding [(i)].
Statements [(ii)] and [(iii)] are equivalent and follow from Corollary 2.1 since
λ+ Y1,0(λ)
d
= (λα + e1)
1/α.
Theorem 3.2. If (P
[1]
ℓ (λ)) ∼ P[1]α (λ), then the sequence (P˜ℓ(λ)), obtained by
size-biased sampling from (P
[1]
ℓ (λ)), can be represented as P˜k(λ) = (1−Wk)
∏k−1
l=1 Wl,
with the following properties;
(i) The (Wk) are generally dependent random variables represented as
Wk := [β
(k)
1−α,α[(1−Rk(λ))/Rk(λ)] + 1]
−1
(3.8)
for (β
(k)
(1−α,α)) iid Beta(1−α, α) variables independent of the Rk(λ) defined
in (3.5).
(ii) Hence given (R1 = r1, R2 = r2, . . .), the (Wk) are conditionally indepen-
dent. In particular Wk|R1 = r1, . . . , Rk = r equates in distribution to
1/(β
(k)
1−α,α[(1− r)/r] + 1) with density,
Γ(1)
Γ(1− α)Γ(α)w
−1(1− w)−α(w − r)α−1r1−α, (3.9)
0 < r < w < 1.
Proof. The result follows as an immediate consequence of the forthcoming Lemma 4.1
in the case of m = 1.
Corollary 3.3. For each fixed k, 1 −Wk has the distribution of the first size-
biased pick from a E[P
[1]
α ((G˜k−1 + λα)
1/α
)] mass partition
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(Pℓ,k−1(λ), ℓ ≥ 1) := Rank(P˜ℓ+k−1(λ)/
k−1∏
i=1
Wi),
with W0 := 1. Furthermore,
E[P[1]α ((G˜k−1 + λ
α)
1/α
)] := E[P[0]α ((G˜k−2 + λ
α)
1/α
)],
for k = 2, 3, . . . . In particular (Pℓ,0, ℓ ≥ 1) ∼ P[1]α (λ) and (Pℓ,1, ℓ ≥ 1) ∼ P[0]α (λ).
Proof. Proof follows from the structure of (Wk, Rk(λ)) in Theorem 3.2. The
relation to P[0](λ) follows from Porposition 3.2.
We now show how to recover the stick-breaking result in the PD(α, θ) case
for θ > −α, in terms of (Rk). The next result follows from Corollary 2.1 using
Y1,−θ(0) = G1+θ/Sα,θ
d
= G
1/α
θ+α
α
Corollary 3.4. There are the following results for θ > −α.
(i) (P
[1]
ℓ (G
1/α
θ+α
α
)) ∼ PD(α, θ)
(ii) The (Rk(G
1/α
θ+α
α
)) are independent Beta(θ + kα, 1) variables.
(iii) Hence,
β
(k−1)
1−α,α
1−Rk(G1/αθ+α
α
))
Rk(G
1/α
θ+α
α
))
d
=
γ1−α
γθ+kα
,
a ratio of independent Gamma(1−α, 1) and Gamma(θ+ kα, 1) variables.
Hence the variables Wk in (3.8) are independent with distribution,
1−Wk = β1−α,θ+kα.
Remark 3.2. One may compare the Rk(G
1/α
θ+α
α
)), with variables denoted R1, R2, . . .
in [32]. See in particular [32, Theorem 15].
Remark 3.3. (Pℓ,k−1(G
1/α
θ+α
α
), ℓ ≥ 1) ∼ PD(α, θ + (k − 1)α) for k = 1, 2, . . . .
This equates to the PD(α, θ) Markov Chain on the space of mass partitions by
the action of size biased deletion as described in [32, Chap 6].
4. Stick-breaking for (P
[m]
ℓ (λ)) ∼ P
[m]
α (λ)
We now discuss the case where m = 1, 2, 3, . . . is a general positive integer,
corresponding to (Pℓ)|NSα(λ) = m, when (Pℓ) ∼ PD(α, 0).
The joint density of (W1, . . . ,Wn, Sα,nα)|NSα(λ) = m, as described in Lemma 3.1,
can be expressed as
λm−αe
− λs∏n
i=1
wi eλ
α
αn
[Γ(1− α)]nαΩm(λα)
n∏
k=1
w−mk w
kα−1
k (1− wk)−α × sms−nαfα(s). (4.1)
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4.1. Description of joint density of (W1, . . . ,Wn)|NSα(λ) = m
Lemma 4.1. The joint density of (W1, . . . ,Wn)|NSα(λ) = m can be expressed
in terms of the following conditional joint density of variables (W1, . . . ,Wn, R1,m, . . . , Rn,m)
Ωm(λ
α/
∏n
l=1 r
α
l )
Ωm(λα)
[
n∏
i=1
w−mi (1− wi)−α(wi − ri)α−1rm−αi
Γ(1− α)Γ(α)
]
fR1,...,Rn(rn)
for 0 < ri < wi < 1, i = 1, . . . , n. Specifically a description of the density of
(W1, . . . ,Wn)|NSα(λ) = m is obtained by integrating over (r1, . . . , rn).
Proof. Replace s−nαe
− λs
(
∏n
l=1
wl)
∏n
l=1 w
lα−1
l in (4.1) with the integral in Propo-
sition 3.1. Integrate with respect to smfα(s) leading to the evaluation of
E[Smα e
− λ∏n
i=1
ri
Sα
] = αe
− λα
(
∏n
l=1
rα
l
) λα−m
n∏
i=1
rm−αi × Ωm(λα/
n∏
l=1
rαl ).
An augmentation and arrangement of terms leads to the indicated joint density.
Setting m = 1, in Lemma 4.1 verifies the results in Theorem 3.2. Furthermore
if X
d
= 1/(β
(k)
1−α,α[(1 − r)/r] + 1)
E[X−(m−1)] = r−(m−1)E[(β1−α,α(1 − r) + r)m−1] (4.2)
which is the same as∫ 1
r
w−m(1− w)−α(w − r)α−1r1−α
Γ(1− α)Γ(α) dw.
This identifies the normalizing constants in Lemma 4.1 leading to further de-
scriptions of the (W1, . . . ,Wn) and (R1,m, . . . , Rn,m).
4.2. Description of the random vector (R1,m(λ), . . . , Rn,m(λ))
Let (R1,m(λ), . . . , Rn,m(λ)) := (R1,m, . . . , Rn,m) denote the joint vector of ran-
dom variables appearing in Lemma 4.1. It then follows from (4.2), that the joint
density can be expressed as
fR1,...,Rn(rn)
Ωm(λ
α/
∏n
l=1 r
α
l )
Ωm(λα)
n∏
i=1
E[(β1−α,α(1 − ri) + ri)m−1] (4.3)
where, fR1,...,Rn(rn) is as in Lemma 3.2
fR1,...,Rn(rn) = α
nλnαeλ
α
e−λ
α/(
∏
n
l=1 rl)
α
n∏
l=1
r
−(n−l+1)α−1
l .
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Furthermore, from (4.3), it follows that R1,m(λ) has marginal density
fm(r1|λ) = Ωm(λ
α/rα1 )
Ωm(λα)
E[(β1−α,α(1 − r1) + r1)m−1]fR1(r1|λ)
and for each ℓ ≥ 1, Rℓ,m|R1,m = r1, . . . , Rℓ−1,m = rℓ−1, λ has density fm(rℓ|λ/
∏ℓ−1
i=1 ri).
Proposition 4.1. Let R1,m(λ), denote a random variable taking values in [0, 1],
with density,
fm(r|λ) = Ωm(λ
α/rα)
Ωm(λα)
E[(β1−α,α(1− r) + r)m−1]fR1(r|λ).
(i) Then by augmentation there exists a discrete random variable N
(1)
m (λ),
such that given R1,m(λ) = r its conditional probability mass function
P(N
(1)
m (λ) = k|R1,m(λ) = r) := qm(k|r), can be expressed as
qm(k|r) =
Γ(k−α)
Γ(k)Γ(1−α)
(
m−1
k−1
)
(1− r)k−1rm−k
E[(β1−α,α(1− r) + r)m−1]
(4.4)
for k = 1, . . . ,m, not depending on λ.
(ii) For each λ > 0, the marginal distribution of N
(1)
m (λ) can be expressed as
qk,m(λ) := P(N
(1)
m (λ) = k) =
Γ(k−α)
Γ(1−α)
(
m−1
k−1
)
Ωm−k(λα)αλα
Ωm(λα)
for k = 1, . . . ,m
(iii) R1,m(λ)|N (1)m (λ) = k has the density of λ/(λ+ Ym,m−k(λ)), given by
fm,k(r|λ) := Ωm(λ
α/rα)
Γ(k)Ωm−k(λα)αλα
(1 − r)k−1rm−kfR1(r|λ). (4.5)
(iv) That is, λ/R1,m(λ)
d
= λ+ Y
m,m−N(1)m (λ)(λ).
Proof. The description is a consequence of Lemma 4.1,Lemma 2.1 and the den-
sity of Ym,m−k(λ)/λ in (2.8). These can be used to verify calculations of integrals
and normalizing constants above. The results then follow from standard aug-
mentation arguments.
Let (N
(j)
m (xj), xj > 0, j = 1, 2, . . .), denote for fixed (xj) a collection of inde-
pendent random variables having the same marginal distribution as N
(j)
m (xj)
d
=
N
(1)
m (xj) as described in Proposition 4.1. In addition let (Y
(j)
m,ℓ(xj), ℓ = 0, . . . ,m−
1, j = 1, 2, . . .) denote a collection of independent random variables such that
Y
(j)
m,ℓ(xj)
d
= Ym,ℓ(xj)
d
=
xjGm−ℓ
τα
(
xαj +G ℓ
α
−Kℓ(xj)
)
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Corollary 4.1. Let (R1,m(λ), . . . , Rn,m(λ)) denote the joint vector with distri-
bution described by (4.3) or equivalently by
∏n
ℓ=1 fm(rℓ|λ/
∏ℓ−1
i=1 ri). Set λ0 = λ,
and λj−1 = λ/
∏j−1
i=1 Ri,m(λ) for j = 2, 3, . . . , then one may set
λj−1/Rj(λ) = λj−1 + Y
(j)
m,m−N(j)m (λj−1)
(λj−1)
for j = 1, . . . , n.
4.3. Description of (W1, . . . ,Wn)|NSα(λ) = m
Hereafter, for j = 1, 2, . . . , set
N (j)m (λj−1) = Nj,m(λ).
Theorem 4.1. If (P
[m]
ℓ (λ)) ∼ P[m]α (λ), then the sequence (P˜k(λ)), obtained
by size-biased sampling from (P
[m]
ℓ (λ)), can be represented as P˜k(λ) = (1 −
Wk)
∏k−1
l=1 Wl, with the following properties;
(i) Given (R1,m(λ) = r1, R2,m(λ) = r2, . . .), the (Wℓ) are conditionally in-
dependent, with respective densities Bm,α(wℓ|rℓ), for ℓ = 1, . . . expressible
as
Bm,α(wℓ|rℓ) = 1
Γ(1 − α)Γ(α)
w−mℓ (1− wℓ)−α(wℓ − rℓ)α−1rm−αℓ
E[(β1−α,α(1− rℓ) + rℓ)m−1]
for rℓ < wℓ < 1, not depending on λ.
(ii) The density Bm,α(w|r) can be expressed in terms of an m-component mix-
ture and it follows that, given (R1,m(λ) = r,N1,m = k) for k = 1, . . . ,m.
W1
d
= [β
(1)
(k−α,α)(1 − r)/r + 1]
−1
(4.6)
with density, for r < w < 1,
Γ(k)
Γ(k − α)Γ(α)w
−k(1 − w)k−α−1(w − r)α−1rk−α(1− r)1−k.
(iii) Hence, the (Wℓ) are generally dependent random variables represented as
Wℓ := [β
(ℓ)
Nℓ,m(λ)−α,α[(1 −Rℓ,m(λ))/Rℓ,m(λ)] + 1]
−1
(4.7)
Proof. These results follow from Lemma 4.1 and the descriptions in Proposi-
tion 4.1.
Corollary 4.2. Consider (Nℓ,m(λ), ℓ ≥ 1), as described in Theorem 4.1 and
(4.7). Then (Nℓ,m(λ), ℓ ≥ 1)|((Wℓ, Rℓ,m(λ)), ℓ ≥ 1) are conditionally indepen-
dent such that each Nℓ,m(λ)− 1 has a Binomial(m− 1, (1−Wℓ)) distribution.
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4.4. Recovering GEM(α, θ)
The GEM(α, θ) distribution is recovered by mixing with respect to the distri-
bution of Ym,−θ(0)
d
= Gm+θ/Sα,θ
d
= G
1/α
θ/α+Km
, which has density, for y > 0,
αΩm(y
α)
Γ(m+ θ)E[S−θα ]
yα+θ−1e−y
α
. (4.8)
It follows from Corollary 4.2 that (Nℓ,m(Gm+θ/Sα,θ), ℓ ≥ 1), are independent
with respective probability mass functions for each ℓ ≥ 1,(
m− 1
k − 1
)
E[(1−Wℓ)k−1Wm−kℓ ]
whereWℓ ∼ Beta(θ+ℓα, 1−α), see also [25]. (Wℓ, ℓ ≥ 1)|(Nℓ,m(Gm+θ/Sα,θ), ℓ ≥
1), are independent such that Wℓ|Nℓ,m(Gm+θ/Sα,θ) = k, has a Beta(θ + ℓα +
m − k, k − α) distribution. (Rℓ,m(Gm+θ/Sα,θ), ℓ ≥ 1)|(Nℓ,m(Gm+θ/Sα,θ), ℓ ≥
1) are independent such that Rℓ,m(Gm+θ/Sα,θ)|Nℓ,m(Gm+θ/Sα,θ) = k, has a
Beta(θ + ℓα+m− k, k) distribution.
4.4.1. Distribution of (Rℓ,m, ℓ ≥ 1) in the GEM(α, θ) case
It is interesting to highlight the distribution of (Rℓ,m(Gm+θ/Sα,θ), ℓ ≥ 1), which
we don’t believe is well known even in this ideal setting.
Corollary 4.3. Let (R1,m(λ), . . . , Rn,m(λ)), for each n, be the variables with
joint density in (4.3). Then in the GEM(α, θ) where the (Wℓ) are independent
Beta(θ+ℓα, 1−α), One has that the collection of variables (Rℓ,m(Gm+θ/Sα,θ), ℓ ≥
1), are independent with respective distributions on [0, 1],
αΓ(m+ θ + ℓα)E[S
−(θ+ℓα)
α ]
Γ(m+ θ + (ℓ− 1)α)E[S−(θ+(ℓ−1)α)α ]
rθ+ℓα−1ℓ E[(β1−α,α(1− rℓ) + rℓ)m−1]
where E[S−θα ] = Γ(θ/α+ 1)/Γ(θ + 1).
Proof. The is obtained by integrating (4.3) with respect to (4.8) and deducing
the right normalization which is obscured by telescoping.
4.5. Results for α = 1/2,P
[m]
1/2(λ)
When α = 1/2, (Pℓ) ∼ PD(1/2, 0), corresponds to the laws of the ranked
lengths of Brownian motion. S1/2(1) = S1/2
d
= 1/(4G1/2) and hence S1/2,0(λ)
d
=
τ1/2(
√
λ)/λ has an Inverse Gaussian distribution, denoted IG( 12λ ,
1
2 ) with ex-
plicit density e
√
λe−λt−1/(4t)t−3/2/(2
√
π). Furthermore S1/2,m(λ), in addition
to its representation in (2.6), which allows it to be easily sampled, has, as can
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be read from [27, Section 4], a Generalized Inverse Gaussian distribution with
density, satisfying for all θ > −1/2, where S1/2,θ d= 1/(4Gθ+1/2),
f
[m]
1/2(t|λ) = P(
1
4Gθ+1/2
∈ dt|4Gθ+1/2Gm+θ = λ)/dt. (4.9)
where
Ym,−θ(0)
d
= 4Gθ+1/2Gm+θ
d
= G22θ+Km , (4.10)
and Km is the number of blocks in a partition of [m] under a PD(1/2, θ) distri-
bution.
Following [28, Section 8] and [29, Section 4.5], let
√
2L1
d
= S
−1/2
1/2 , where L1
denotes the local time of Brownian motion starting at 0 up till time 1, and let B1
denote Brownian motion at time 1, which has a standard Normal distribution.
Then (Pℓ)|L1 = s has the same distribution as (Pℓ)|S1/2 = s−2/2 which is
PD(1/2|s−2/2). Although perhaps not well known in the statistical literature,
the result of Aldous and Pitman [1, Corollary 5] leads to an explicit description
of the sequence which we denote as (Pˆℓ(s), ℓ ≥ 1), which is the size biased
ordering of a mass partition with distribution PD(1/2|s−2/2). In particular the
first size biased pick Pˆ1(s), satisfies
Pˆ1(s)
d
=
B21
B21 + s
2
and, for each ℓ ≥ 1,
Pˆℓ(s) =
s2
Qℓ−1 + s2
− s
2
Qℓ + s2
, (4.11)
where Q0 = 0, and Qℓ =
∑ℓ
i=1Xi forXi independent with common distribution
equivalent to B21 . The representations in (4.11) lead easily to representations
of the size biased ordering of any Poisson Kingman distribution with mixing
derived from the case of a 1/2-stable subordinator, see [28]. Our relevant result
takes the form described below.
Corollary 4.4. Let (Pℓ(λ)) ∼ P[m]1/2(λ), with corresponding 1/2-diversity
√
2L1,m(λ)
d
=
S
−1/2
1/2,m(λ). Then for m = 0, 1, 2, . . . its size-biased re-arrangement (P˜ℓ(λ)) is
equivalent in (joint) distribution to
(Pˆℓ(L1,m(λ)); ℓ ≥ 1),
which is specified by (4.11). Furthermore, as indicated by (4.9) and (4.10),
(Pˆℓ(L1,m(G
2
2θ+Km
))) ∼ GEM(1/2, θ).
Remark 4.1. The case of m = 0, in Corollary 4.4, as well as our results in
Theorem 3.1 with α = 1/2 and m = 0, corresponds to the Normalized Inverse
Gaussian(NIG) case. One may compare these with the representations first ob-
tained in [11].
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