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Abstract — The advent of machines power-driven by Artificial 
Intelligence (AI) have strongly influenced the world in the 21st 
century. The future of AI is promising and is offering a wide range 
of opportunities for scholars and academics. Although the theme 
has received a considerable attention over the last years, much has 
been speculated and little is known about its impacts on the Public 
Administration. Thus, the purpose of this article is to make the 
result of those impacts less ambiguous. To this end, we have 
conducted a systematic review to provide a comprehensive 
analysis on the latest impacts of AI on the Public Administration. 
Our intent is to narrow the field of study, while AI is being 
continuously strengthened with new empirical evidences. 
Keywords – artificial intelligence; systematic literature review; 
impacts; public administration. 
I.  INTRODUCTION 
Most people would agree that comparing humans and 
machines is not so simple and straightforward – although a 
computer may not excel in abstract reasoning, it has the ability 
to handle a large amount of data much faster than a human brain 
can do [1]. In recent years, researchers and practitioners are 
investing on the technological potentialities of AI to handle large 
amounts of public administration data. Artificial intelligence is 
generally identified as an interdisciplinary research field that 
gains special attention in society, economics and the public 
sector, opening up a variety of new opportunities [2, 3, 4]. The 
global tendency to use AI technologies in many areas of our life, 
including complex systems in the field of transportation, space, 
medicine, research, emergency, etc., evokes debates about its 
use for public administration [5].  
The McKinsey Global Institute advances the United States 
(US) and China as dominant countries in the AI landscape, with 
Europe falling behind [6]. Accordingly, the White House, the 
European Parliament and the UK House of Commons, each 
issued a report outlining their vision on how to prepare the 
society for the widespread use of AI [7], predicting wide-
reaching changes ahead. In addition, China and the US have 
recognized the value of AI for the public sector and their 
competitiveness in the global economy [3]. Likewise, the State 
Council of the People´s Republic of China has issued a guideline 
on developing AI, setting a goal of becoming a global innovator 
in the field, with a total investment of 1 trillion yuan ($147.8 
billion) by 2030 [8]. If such measures are not already in use, at 
least some of the elements of AI technologies are already being 
implemented.  
Despite the efforts made and the increased investment in AI 
research over the last three years [4], there still does not appear 
to be a broad discussion over the topic on the public sector.  
Thus, when compared to business areas, the AI in the public 
sphere is still in its infancy. However, we do acknowledge 
enough advancements in the area [9, 10, 3] that allows a reliable 
evaluation of its impacts. Towards this end, we will not attempt 
to find new avenues for AI, but we rather discuss its impacts.  
This article is organized as follows. In section 2, we present 
several introductory concepts. In section 3, we describe the 
methodological approach, the selection and analysis of 
manuscripts. Section 4 discusses the most relevant categories 
and subcategories that emerged from the literature. We conclude 
this article by discussing the implications for the theory and 
practice and future research.  
II. TERMINOLOGY 
Artificial Intelligence and Machine Learning, for instance, are 
two buzzwords which are often used interchangeably. However, 
these two terms do not really have the same meaning. In short, 
AI can be defined as intelligent systems with the ability to think 
and learn [11]. Today, several techniques fall under the umbrella 
of AI. Examples of these are: neural networks – the process 
through which machines learn from observational data, figuring 
out its own solutions [12]; deep learning – a technique that 
allows computational models of multiple processing layers to 
learn and represent data with multiple levels of abstraction 
mimicking how the brain perceives and understands multimodal 
information [13]. In light with the above, machine learning is 
best considered as a subset of AI – the machine can adjust its 
own algorithm to the situation and “learn”, hence the system 
literally re-codes itself [14]. The aforementioned techniques 
have achieved outstanding performance on many important 
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problems in applications [12], such as: computer vision – which 
is an algorithmic inspection and analysis of images [15]; natural 
language processing – an area of research and application that 
explores how machines can be used to understand and analyse 
language text or speech used by humans [16]; and speech 
recognition – that enables devices to recognize, adapt and 
translate voice information in understandable forms, including 
e.g. voice user interfaces such as voice dialling [17]. Therefore, 
AI is the space inhabited by technologies, such as machine 
learning and language processing – the combination and 
application of these technologies, such that they attempt to 
replicate or outperform our own cognition, could be seen as AI 
[9]. Heinonen et al. [18] shares the same view, and argue that AI 
has to do with the theory and development of computer systems 
able to perform tasks normally requiring human intelligence 
and, machine learning, in turn, is a subset of AI that often uses 
statistical techniques to give computers the ability to “learn” 
with data, without being explicitly programmed to do so. 
Although many of the aforementioned technologies are being 
used and developed in the business landscape, their applicability 
to public administration is believed to be viable in short term. 
But, how do machines learn? In the human educational 
sphere, computer simulation, an active learning technique, is 
now one of the advanced pedagogical technologies used in 
public administration, public policy and political sciences 
courses [19]. This technique enables active learning, which 
means that students actively participate in the learning process. 
Students play simulation games apart from traditional lectures to 
gain first-hand understanding of the process of real life. In this 
respect, Russia has brought some developments to the 
international scene, in particular as regards with the 
development of advanced pedagogical techniques in the sphere 
of public education.  
Machines also use similar techniques, as the long-standing 
goal of AI is an algorithm that learns, tabula rasa, superhuman 
proficiency in challenging domains [20]. Silver et al. [20] 
explains that AlphaGo became the first program to defeat a 
world champion in the game of Go by evaluating positions and 
selected moves using deep neural networks. In other words, 
these neural networks are trained by human-supervised learning 
and self-learning, the latter learning is without data or human 
guidance and goes beyond game rules – i.e. AlphaGo learns 
from self-playing. 
In turn, we also present a definition of public administration, 
alongside with other similar terms, such as public management. 
Generally, considering the occidental democratic countries, 
public administration is the term traditionally used to define the 
formal arrangements under which public organizations serve a 
government, ostensibly in the public interest [21]. The political 
nature of public administration has taken on sharper focus, 
especially with the emergence in the last quarter of the twentieth 
century of the sub-discipline of public management [22]. In the 
1980/90s, the reform of the public sector organizations had 
gained a significant international attention, often referred to as 
the New Public Management (NPM) [23]. The NPM generally 
describes how management techniques from the private sector 
are being applied to public services [24]. 
Still, a question remains, how does the AI fits into the public 
administration? There are several examples where it is 
evidenced that AI is improving public organizations. For 
instance, Kouziokas [25] has applied artificial intelligence 
techniques for predicting crime spatially in public management 
in order to promote safety management in public transportation. 
According to Kouziokas [26], the results have shown a very 
good prediction accuracy regarding the region with increased 
density of crime rates.  
There are several other AI-technologies, besides the ones that 
are presented in this paper. The selection of the aforementioned 
technologies was not made randomly, as we did a preliminary 
search on Scopus with the keyword “artificial intelligence” in 
title, abstract, keywords (311,391 hits): the most used keywords 
were – (artificial) neural networks (29,531), deep learning 
(including techniques and methods) (26,050), machine learning 
(18,543), computer vision (6,458), natural language processing 
(including systems) (8,441), speech recognition (including 
semantics and linguistic) (13,476), and for that reason this 
terminology were chosen for our introductory review. 
III. METHODOLOGY 
A. Search strategy 
We have conducted an analysis of a systematically retrieved 
sample of empirical literature from two different academic 
databases (namely: ISI Web of Science and Scopus), which are 
commonly accepted among researchers as leading scientific 
bibliographic databases. The ISI Web of Science (WoS) 
database was selected since it provides a detailed set of meta-
data, which is essential for the analysis (e.g. countries, 
institutions, dates, citations), while is not readily available in 
other databases [27]. The multidisciplinary nature of Scopus 
database had the ability to provide a wider coverage of data, 
when compared with ISI WoS. Indeed, Scopus indexes a wide 
range of AI journals (as of March 24th, 2019, we found 127 
journals currently publishing in the fields of AI in Scimago). 
This number is surprisingly high, when compared with 
“business, management and accounting (miscellaneous)” areas 
that more generalists and includes similar numbers, namely 164 
journals.  
It would also be worthwhile to source other databases such 
as IEEE or ACM in similar depth. However, we deliberately 
decided to reduce the number of database to emphasise 
transparency and easy reproduction of results, as by Buchanan 
and Bryman [28], and commonly followed by academics and 
researchers [29]. 
We have chosen a systematic literature review because it is 
“systematic, explicit, and reproducible method for identifying, 
evaluating, and synthesizing the existing body of completed and 
recorded work produced by researchers, scholars and 
practitioners” [30, p.3]. In order to keep ensuring a transparent 
and replicable process, the authors have conducted a systematic 
literature following the method of “Preferred Reporting Items 
for Systematic Reviews and Meta-Analyses” (PRISMA) [31]. 
According to PRISMA statement, the method helps researchers 
summarize existing evidence according to an explicit, rigorous, 
and transparent step-wise process [32]. 
B. Identification of sources 
The broad search query was constructed as follows: 
“Artificial Intelligence” AND “Public Administration”. The 
database search was conducted on January 2nd, 2019, and yielded 
over 6,000 hits. We reduced the number of articles for the review 
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by limiting the search to the document title, abstract and 
keywords. We have also included international literature that 
was published in English, as these publications have avoided 
wrong interpretations and contributed to international scholarly 
debate. We did not select a specific time-frame, as it emerged 
from the search itself. To ensure scientific rigor, the inclusion 
criteria focused on document type, i.e. peer-reviewed articles, 
conference papers and their availability in full-text format. After 
removing duplicates this search led to an initial number of 82 
references. In a second phase, we have excluded 1 article that 
was not available in full-text format and another two that were 
focused on technical aspects. The remaining 79 references 
included 18 scientific journals and 61 conference papers. Table 
1 shows the methodological approach. 
Table 1. PRISMA Flow Chart 
As a next step, the authors read the articles full text and 
coded the selected research contributions, by clustering the text 
into categories, to systematize the field of research. To that 
purpose, we have used a computer-assisted qualitative data 
analysis software NVivo – QSR International. The result of the 
content analysis is listed in table 2. 











The methodological approach presents some limitations, as 
the literature review is confined to its keywords. Therefore, we 
admit the possibility of some relevant articles may be missing. 
To mitigate this limitation, we added some relevant literature in 
the discussion section of this article to corroborate the arguments 
of the scholars identified in table 2, but it also seems relevant to 
reinforce the need for a more critical analysis of the literature in 
a forthcoming paper. Due to space limitations, it was not 
possible to list all the references, which may be provided on 
request by contacting the first author. 
IV. FINDINGS 
By analysing the selected manuscripts, we have categorized 
three core areas that, in our opinion, deserve to be studied. They 
are jobs, political leaders/public administrators and, finally, the 
citizens´ quality of life. Following, we present a detailed 
overview of the impacts that AI has on each of those areas. 
A. Impacts on jobs 
AI will have a significant impact on jobs and work in ways 
that were unimaginable a few years ago. The most prolific 
product of these technologies will be on the transport sector, 
with the commercialization and proliferation of autonomous 
vehicles [9]. The general trend to replace public employees by 
robots is becoming obvious and it could happen soon enough 
[33]. One of most recent and well-known cases is the use of 
different expert systems or AI assistants that can, based on the 
analysis of big data, offer a solution to a practical case [34].  
In order to cope up with the problems due to the loss of jobs, 
the workforce will have to be retained to take up new types of 
jobs which may emerge with the automation of processes – as 
people lose their jobs, they will have to be retrained and re-
employed [35].  
In light with the above, McKinsey Global Institute has 
published a discussion paper assessing the specific priorities for 
the Chinese government to strengthen the pipeline of 
specialized AI talent and to ensure the education system to 
develop technological skills to large segments of the workforce. 
We quote [6, p. 36]:  
1) “to address the China´s AI talent gap, the government needs to 
invest in AI-related education and research programs, reorient the 
education system for a greater focus on innovation and digital skills, 
and devise an immigration policy to attract the best global talent” and,  
2) “to be proactive identifying the jobs that are most likely to be 
automated and ensure that retraining programs are made available”. 
McKinsey Global Institute is therefore advising China to 
avoid scholars’ predictions [36, 37], who are arguing that 
advanced economies may face high unemployment rates due to 
technological advancements and human replacement, while 
poor countries may not afford AI technology or may have 
limited network access and low educational background to 
respond to changes through AI technology. 
Although public administrators are quite cautious about 
innovation [34], AI-based public services are emerging, 
promising great value with regard to workforce and 
productivity [3]. On the other hand, due to AI rapid 
advancements, it is difficult for any business or government to 
keep up with the pace, which is bringing significant challenges 
to political leaders and public administrators, especially in the 
education field. As AI can help achieve one of the most 
prominent dreams of public administration, which is to improve 
the service quality and simple procedures [38], a 
comprehensive curricular approach in public universities is 
needed [35] to prepare private and public sector workers for the 
future. 
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B. Impacts on political leadership and public administrators 
The second research stream focuses on five fields of 
political leadership and public administrations. 
As previously mentioned, the education itself is crucial for 
growth in several domains, and the net impact of AI in 
education would be quite high [35]. For instance, Sara et al. 
[39] have conducted a research to predict high-school dropout 
with machine learning, since pupils not finishing secondary 
education are a big societal problem in Denmark. 
Another domain is the energy sector. Making energy clean, 
affordable and reliable has been recognized essential for 
fighting against several problems including poverty [35]. On 
that basis, there are several studies that offer valuable insights 
to public administrations on how AI can be used to address 
pressing societal challenges such as efficient energy (e.g. 
renewable energy) use and facilitate better policy making [40, 
41]. An example is the development of an Urban Control Centre 
(UCC), a control room of a smart city that allows public 
administrators to analyse the city dynamics and citizens to 
receive information on the performance of urban infrastructure 
and services, with a specific focus on energy efficiency and 
environmental sustainability [42]. 
A third identified domain is the defence and security sector. 
AI can be leveraged to protect economic sectors and 
infrastructure, such as airports and power plants that are 
vulnerable to attacks; along with AI, robots can be used to 
perform several jobs which are unsafe for humans, such as 
recovering explosives, detecting mines, to name a few [35]. We 
are also witnessing the advent of a new era of robots – drones – 
that can autonomously fly in natural and man-made 
environments; these robots and are often associated with 
defence applications [43]. However, autonomous weapons 
systems, controlled by AI and robots, e.g. lethal autonomous 
weapons systems (hereafter – LAWS) can be debatable from 
the ethical point of view. If the decision-making algorithm is 
comparably simple, and ethical issues are not involved, the task 
to control the machine is simple for a human operator and 
reasonably she is responsible for the decision [5]. Nevertheless, 
Mikhail et al. [5] argues that newly developed AI technologies 
destined for control over complex systems as smart weapons 
are hardly being fully controlled by a human operator. LAWS 
can violate fundamental principles of human dignity by 
allowing machines to choose whom to kill – for example, they 
might be tasked to eliminate anyone exhibiting “threatening 
behaviour” [44]. LAWS are stimulating academic debate [45, 
46, 47, 48] and will probably raise discussion among policy 
makers, especially in the legislative sphere [49, 50, 51]. From 
the practical perspective, the robotics industry, supported by 
states such as the US, the UK, China, South Korea, and Russia, 
is currently being developed by dual-use technology and more 
autonomous weapons systems, meaning that their deployment 
could become a practical fait accompli in the near future [52]. 
The fourth field has a connection to public opinion. An 
example is sentiment analysis, which allows to describe 
quantitatively the users’ opinion of a social network in topics 
related to public administration. For instance, Corallo et al. [53] 
aimed to provide reliable estimates and analysis of what citizens 
thought about institutions, the efficiency of services and 
infrastructures, the degree of satisfaction about a special event 
in the context of public administration. These machine learning 
subsets are based on techniques, such as e.g., natural language 
processing tools, that enable to establish relationships between 
the political leaders and its citizens. 
The fifth field focuses on decision support systems (DSS). 
Public administrators have begun to explore DSS very recently 
[54] and are becoming increasingly competitive in the current 
scenario in order to be able to analyse large amounts of data 
from their citizens, i.e. to effectively operate the decision 
support systems [55, 56]. Public administrators are highly 
sensitive to these aspects and are looking forward to the 
availability of DSS allowing for the planning and the definition 
of areas at risk as well as for the forecasting of possible 
catastrophic events in order to define the most appropriate 
intervention and remedial strategies [57]. With the frequent 
occurrence of emerging incidents in recent years, developing 
intelligent and effective DSS for emergency response and 
management is getting crucial to the government and public 
administration [58, 59]. 
C. Impacts on the citizens´ quality of life 
The aforementioned field brings us up to health and safety 
domains. Examples of the DSS practice in the field of safety are 
referred by Stanek and Drosio [60, 61], as computer support for 
crisis management is today mostly focused on immediate 
emergency and rescue operations, while there are few all-in-one 
systems capable of developing support to decision making 
processes in state administration and at international level. 
Nevertheless, there may be problems in the decision support. 
AI machines reflect the bias of their creators or societal biases 
embedded in the data used to train the machines, as AI learns 
from data – since our data carry current biases, these machines 
will only institutionalize such tendencies [9]. Bias or opacity 
have been exacerbated by the rapidly expanding numbers of 
data-driven information systems entering the decision-making 
process [62]. 
It is the norm that any electronic provider collects data 
resulting from its interaction or transactions with users and 
subsequently uses such data to extract value [9]. Processing of 
information about individuals by AI systems is now not a 
question – it is a fact [63]. The issues of responsibility and 
interconnection between the AI machine and its creator could 
have another implication, as it could be easily presumed that the 
decision-making algorithms used in AI systems for public 
administration will be considered as open data [5]. Therefore, 
in private sector, it is up for an individual to give her consent 
on data processing or to object it, whereas in the public sector, 
the use of information technologies is usually prescribed by law 
and an individual does not have a right to object it as well as the 
use of AI technologies to process data [34]. 
Mikhail et al. [5] argues that questions of trust may be raised 
with AI in decision-making on vital social problems and 
potentially even the consideration of such decisions on the level 
of electoral procedures [64]. As AI applications touch several 
aspects of human life, regulations are needed to ensure safety 
of the people, protection of privacy, etc. 
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V. CONCLUDING REMARKS 
This article enabled an exploratory categorization of the AI 
impacts on public administration, which are – impact on jobs, on 
political leadership and on citizens  ´quality of life.  
It is expected that AI will continue to have a significant 
impact on public employment. The general trend is to replace 
public jobs by machines; therefore, the workforce will have to 
be re-trained and re-employed. Moreover, AI technology itself 
is taking charge of improving the quality of public education. 
While we anticipate that AI will bring evident benefits, i.e. 
cleaner, affordable and reliable energy, there are other 
controversial issues that are being brought to the academic 
landscape. The defence area is one example, in particular, the 
use of drones, as autonomous weapons systems controlled by 
AI. While these lethal autonomous weapons systems are 
expected to be able to take a life without a human decision, it 
raises several ethical and legal issues. In order to assist the 
political decisions to meet the citizens’ expectations, AI may 
also have a relevant role. In that extent, we have provided some 
insights concerning the sentiment analysis, which enables 
measurements techniques on the citizens’ opinions, such as the 
quantification of the citizens’ opinion through social networks. 
In light with the above, DSS are improving decision-making 
activities and aid public administrators to optimize public 
services. AI is making a great impact on the citizens  ´quality of 
life, namely: on the health and security domains, and on privacy 
and trust. We have identified AI as supporting crisis 
management technology, since there are few all-in-one systems 
capable of developing support to decision making process in 
state administration. Despite the multiplicity of technological 
novelties and recipes for their implementation, AI is facing 
associated challenges regarding the citizens  ´privacy and trust. 
AI is shaping our social life in virtually every country and 
core areas, such as healthcare, transport or crisis situations. 
While workers will continue to experience a shift in their roles, 
focus on the reshape of the public workforce can yield valuable 
results and provide new avenues for scientific discovery. We 
also suggest future research to advance the theoretical 
understanding about the impacts of AI on public administration 
and to reinforce the arguments of Barth and Arnold [65, p. 349], 
who have stated “the real danger of AI in government is 
represented by researchers who are divorced from the world of 
public administration scholars and practitioners and are engaged 
in discussions of making technological decisions without 
understanding the implications for governance of the 
administrative state”. Lastly, it will be eventually relevant to 
study public administration in the light of political science. Thus, 
trying to understand the political perspective of the application 
of AI in public services and the areas of interest from the 
political point of view. 
Although AI in public administration is still giving the first 
steps when compared with business administration, we suggest 
a game-changing situation. With the prevalence of empirical 
studies and a lack of theoretical maturity on AI in the public 
administration, future research should focus on strengthening 
the existing theories or developing new ones. 
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