Abstract To provide a solid analytic foundation for the module approach to conditional risk measures, our purpose is to establish a complete random convex analysis over random locally convex modules by simultaneously considering the two kinds of topologies (namely the (ε, λ)-topology and the locally L 0 -convex topology). This paper is focused on the part of separation and Fenchel-Moreau duality in random locally convex modules. The key point of this paper is to give the precise relation between random conjugate spaces of a random locally convex module under the two kinds of topologies, which enables us to not only give a thorough treatment of separation between a point and a closed L 0 -convex subset but also establish the complete Fenchel-Moreau duality theorems in random locally convex modules under the two kinds of topologies.
Introduction
Random metric theory (or, also aptly called random functional analysis) is based on the idea of randomizing the classical space theory of functional analysis. Random normed modules (briefly, RN modules) and random locally convex modules (briefly, RLC modules) together with their random conjugate spaces were naturally formed and have been the central theme in the course of the development of random metric theory, cf. [10-18, 20, 22] . Classical convex analysis (e.g, see [4] ) is the analytic foundation for convex risk measures, cf. [1, 2, [7] [8] [9] . However, it is no longer universally applicable to L 0 -convex (or conditional convex) conditional risk measures (in particular, those defined on the model spaces of unbounded financial positions). Just to overcome the obstacle, D. Filipović, et.al presented the module approach to conditional risk, cf, [5, 6] . Let (Ω, E, P ) be a probability space, F a sub-σ-algebra of E, L 0 (F ) (L 0 (F )) the set of real (extended real)-valued F -measurable random variables on Ω, L p (E) (1 p +∞) the classical function space and L p F (E) the L 0 (F )-module generated by L p (E), which can be made into a random normed module in a natural way, see Example 2.3 of this paper for the construction of the random normed module L Since classical convex analysis is of wide use in various disciplines of mathematics, the study of random convex analysis may be also applied in many other aspects.
Classical convex analysis is based on the framework of a locally convex space, so establishing random convex analysis requires a proper random generalization of the notion of a locally convex space. It is well known that a locally convex space may be defined in the two equivalent ways: (1) a locally convex space is an ordered pair (E, P) such that E is a linear space and P a family of seminorms on E; (2) a locally convex space is an ordered pair (E, T ) such that (E, T ) is a linear topological space and T has a local base of convex neighborhoods of the zero element. Guo gave the notion of a random locally convex module in [15, 16] , which is a proper random generalization of the above first definition. Whereas, as a proper random generalization of the above second definition, D. Filipović, M. Kupper and N. Vogelpoth gave the notion of a locally L 0 -convex module in [5] , in company of which the important notion of a locally L 0 -convex topology is introduced. The two kinds of random generalizations are no longer equivalent and their relations are rather complicated, which makes the study of random convex analysis more involved than that of classical convex analysis.
Random convex analysis was first studied under the framework of a locally L 0 -convex module in [5] . Obviously, the work in [5] heavily depends on the premise that the locally L 0 -convex topology for every locally L 0 -convex module can be induced by a family of L 0 -seminorms, namely Theorem 2.4 of [5] . Unfortunately, Wu and Guo [32] recently gave a counterexample showing Theorem 2.4 of [5] is false, so a locally L 0 -convex module is not a proper space framework for random convex analysis. In this paper we present a new approach to random convex analysis in order to overcome this obstacle by choosing a random locally convex module as the framework on which random convex analysis is based. Since the notion of a random locally convex module itself assumes the existence of a family of L 0 -seminorms, furthermore, the notion of a random locally convex module has the advantage that it may be simultaneously endowed with the two kinds of topologies (namely the (ε, λ)-topology and the locally L 0 -convex topology) and the relations between some basic results derived from the two kinds of topologies have been given in [18] , we can now present a complete random convex analysis.
According to our plan in [27] , our work on random convex analysis can be divided into the three parts: (1) separation and Fenchel-Moreau duality in random locally convex modules; (2) continuity and subdifferentiability theorems in L 0 -pre-barreled random locally convex modules;
(3) the relations among the three kinds of L 0 -convex conditional risk measures, cf. [28] . In order for this paper to be not too long, this paper is only focused on the above first part, in particular we establish the precise relation between random conjugate spaces of a random locally convex module under the two kinds of topologies and find the nice property of a local function on a countable concatenation hull of a set, which plays a crucial role in the establishing process of random convex analysis as well as in this paper. Besides, this paper also provides an important example (Example 4.11) exhibiting some pitfalls in the study of separation between a point and a closed L 0 -convex subset in a random locally convex module. In fact, the results of this paper have been used in [28] .
The remainder of this paper is organized as follows. Section 2 recalls some necessary basic concepts; Section 3 establishes the precise relations between the two kinds of random conjugate spaces of a random locally convex module under the (ε, λ)-topology and locally L 0 -convex topology; Section 4 gives a thorough treatment of separation between a point and a closed L 0 -convex subset in a random locally convex module; Section 5 proves the complete FenchelMoreau duality theorems in random locally convex modules under the two kinds of topologies.
Throughout this paper, we always use the following notation and terminology:
K : the scalar field R of real numbers or C of complex numbers.
(Ω, F , P ) : a probability space.
L 0 (F ) = the set of equivalence classes of extended real-valued F -measurable random variables on (Ω, F , P ).
As usual,L 0 (F ) is partially ordered by ξ η iff ξ 0 (ω) η 0 (ω) for P -almost all ω ∈ Ω (briefly, a.s.), where ξ 0 and η 0 are arbitrarily chosen representatives of ξ and η, respectively.
Then (L 0 (F ), ) is a complete lattice, H and H denote the supremum and infimum of a subset H, respectively. (L 0 (F ), ) is a conditionally complete lattice. Please refer to [3] or [18, p. 3026] for the rich properties of the supremum and infimum of a set inL 0 (F ).
Let ξ and η be inL 0 (F ). ξ < η is understood as usual, namely ξ η and ξ = η. In this paper we also use "ξ < η (or ξ η) on A" for "ξ 0 (ω) < η 0 (ω) (resp., ξ 0 (ω) η 0 (ω)) for P -almost all ω ∈ A", where A ∈ F , ξ 0 and η 0 are a representative of ξ and η, respectively.
Besides,Ĩ A always denotes the equivalence class of I A , where A ∈ F and I A is the characteristic function of A. WhenÃ denotes the equivalence class of A(∈ F ), namelyÃ = {B ∈ F | P (A△B) = 0} (here, A△B = (A \ B) (B \ A)), we also use IÃ forĨ A .
Specially, [ξ < η] denotes the equivalence class of {ω ∈ Ω | ξ 0 (ω) < η 0 (ω)}, where ξ 0 and η 0 are arbitrarily chosen representatives of ξ and η inL 0 (F ), respectively, some more notations such as [ξ = η] and [ξ = η] can be similarly understood.
Some basic concepts
Let us first recall the notion of a random normed module since its study motivates the notions of a random locally convex module and a locally L 0 -convex module.
Definition 2.1 (See [10, 11, 15] ). An ordered pair (E, · ) is called a random normed space (briefly, an RN space) over K with base (Ω, F , P ) if E is a linear space over K and · is a mapping from E to L 0 + (F ) such that the following are satisfied: (RN -1). αx = |α| x , ∀α ∈ K and x ∈ E; (RN -2). x = 0 implies x = θ (the null element of E); (RN -3). x + y x + y , ∀x, y ∈ E. Here · is called the random norm on E and x the random norm of x ∈ E (If · only satisfies (RN -1) and (RN -3) above, it is called a random seminorm on E). Furthermore, if, in addition, E is a left module over the algebra
Then (E, · ) is called a random normed module (briefly, an RN module) over K with base (Ω, F , P ), the random norm · with the property (RN M -1) is also called an L 0 -norm on E (a mapping only satisfying (RN -3) and (RN M -1) above is called an L 0 -seminorm on E).
Remark 2.2
According to the original notion of an RN space in [31] , x is a nonnegative random variable for all x ∈ E. An RN space in the sense of Definition 2.1 is almost equivalent to (in fact, slightly more general than) the original one in the sense of [31] . Definition 2.1 is not only very natural from traditional functional analysis but also easily avoids any possible ambiguities between random variables and their equivalence classes, and hence also more convenient for applications to Lebesgue-Bochner function spaces since the latter exactly consists of equivalence classes. RN spaces in the sense of Definition 2.1 was essentially earlier employed in [10] . The study of random conjugate spaces (see Definition 2.3 below) of RN spaces and applications of RN spaces to best approximations in Lebesgue-Bochner function spaces lead Guo to the notion of an RN module in [11] . Subsequently, RN modules and their random conjugate spaces were deeply developed by Guo in [11] [12] [13] [14] so that Guo further presented the refined notions of RN modules and compared the original notion of RN spaces with the currently used one of RN spaces in [15] . At almost the same time, as a tool for the study of ultrapowers of Lebesgue-Bochner function spaces, RN spaces and RN modules were independently introduced by R. Haydon, M. Levy and Y. Raynaud in [30] , where their notion of randomly normed L 0 (F )-modules is exactly that of RN modules over R with base (Ω, F , P ), in particular, they deeply studied the two classes of RN modules-direct integrals and random Banach lattices (namely, random normed module equivalent of Banach lattices). Motivated by financial applications, D. Filipović, M. Kupper and N. Vogelpoth also independently came to the notion of RN modules in [5] , where the notion of L 0 -normed modules amounts to that of RN modules over R with base (Ω, F , P ). Example 2.3 Let (Ω, E, P ) be a probability space and F a sub-σ-algebra of E.
To put some important classes of stochastic processes into the framework of RN modules, Guo constructed a more general RN module L p F (S) in [18] for each p ∈ [1, +∞], one can imagine that S is an RN module generated by a class of stochastic processes, L p F (S) can be constructed as follows.
Example 2.4 Let (S, · ) be an RN module over K with base (Ω, E, P ) and F a sub-σ-algebra.
Definition 2.5 (See [11, 13, 16] ). An ordered pair (E, P) is called a random locally convex space (briefly, an RLC space) over K with base (Ω, F , P ) if E is a linear space over K and P a family of mappings from E to L 0 + (F ) such that the following are satisfied: (RLC-1). Every · ∈ P is a random seminorm on E;
is called a random locally convex module (briefly, an RLC module) over K with base (Ω, F , P ).
In the sequel of this paper, given a random locally convex space (E, P), P f always denotes the family of finite subsets of P, for each Q ∈ P f · Q denotes the random seminorm defined by x Q = { x : · ∈ Q} for all x ∈ E and P cc = { ∞ n=1Ĩ An · Qn | {A n , n ∈ N } is a countable partition of Ω to F and {Q n , n ∈ N } a sequence of finite subsets of P}, called the countable concatenation hull of P. Definition 2.6 (See [11, 13, 16, 23] ). Let (E, P) be an RLC space over K with base (Ω, F , P ). For any positive numbers ε and λ with 0 < λ < 1 and Q ∈ P f , let N θ (Q, ε, λ) = {x ∈ E | P {ω ∈ Ω | x Q (ω) < ε} > 1 − λ}, then {N θ (Q, ε, λ) | Q ∈ P f , ε > 0, 0 < λ < 1} forms a local base at θ of some Hausdorff linear topology on E, called the (ε, λ)-topology induced by P.
From now on, we always denote by T ε,λ the (ε, λ)-topology for every RLC space if there is no possible confusion. Clearly, the (ε, λ)-topology for the special class of RN modules L 0 (F , K) is exactly the ordinary topology of convergence in measure, and (L 0 (F , K), T ε,λ ) is a topological algebra over K. It is also easy to check that (E, T ε,λ ) is a topological module over (L 0 (F , K), T ε,λ ) when (E, P) is an RLC module over K with base (Ω, F , P ), namely the module multiplication operation is jointly continuous.
is a topological ring, namely the addition and multiplication operations are jointly continuous. D. Filipović, M. Kupper and N. Vogelpoth first observed this kind of topology and further pointed out that T c is not necessarily a linear topology since the mapping α → αx (x is fixed) is no longer continuous in general. These observations led them to the study of a class of topological modules over the topological ring (L 0 (F , K), T c ) in [5] , where they only considered the case when K = R, in fact the complex case can also similarly introduced as follows.
Definition 2.7 (See [5] ). An ordered pair
, namely the addition and module multiplication operations are jointly continuous.
Definition 2.8 (See [5, 16, 21] ). Let E be an L 0 (F , K)-module and A and B two subsets
But " being L 0 -absorbent " and " being absorbent " may not imply each other.
For any ε ∈ L 0 ++ (F ) and any Q ∈ P f (namely Q is a finite subset of
Corollary 2.12 Let (E, P) be an RLC module over K with base (Ω, F , P ) and T c the locally
From now on, we always denote by T c the locally L 0 -convex topology induced by P for every RLC module (E, P) if there is no risk of confusion.
In the final part of this section, let us return to the basic problem: whether can a locally
If the answer is yes, then the theory of Hausdorff locally L 0 -convex modules is equivalent to that of random locally convex modules endowed with the locally L 0 -convex topology, which will be a perfect counterpart of the classical result that a Hausdorff locally convex topology can be induced by a separating family of seminorms. It is well known that classical gauge functionals play a crucial role in the proof of the classical result. Let U be a balanced, absorbent and convex subset of a locally convex space (E, T ) and p U the gauge functional of U , then the following relation is easily verified:
It is the relation (2.1) that is key in the proof of the above classical result.
Random gauge functional was first introduced in [5] . 
Then the following statements hold:
The most interesting part in Proposition 2.13 is (ii). In fact, (i) is clear and (iii) can be proved as follows: Given an
Then, can (ii) of Proposition 2.13 imply that {x ∈ E | p U (x) < 1 on Ω} ⊂ U ? Or, we can ask: does it hold that {x ∈ E | p U (x) < 1 on Ω} ⊂ U ? Proposition 2.15 below shows that it is not a simple problem whether {x ∈ E | p U (x) < 1 on Ω} is contained in U .
Let us first recall the notion of countable concatenation property of a set or an L 0 (F , K)-module. The introducing of the notion utterly results from the study of the locally L 0 -convex topology, the reader will see that this notion is ubiquitous in the theory of the locally L 0 -convex topology.
From now on, we always suppose that all the L 0 (F , K)-modules E involved in this paper have the property that for any x, y ∈ E, if there is a countable partition {A n , n ∈ N } of Ω to F such thatĨ An x =Ĩ An y for each n ∈ N then x = y. Guo already pointed out in [18] that all random locally convex modules possess this property, so the assumption is not too restrictive.
is countably concatenated in E with respect to a countable partition {A n , n ∈ N } of Ω to F if there is x ∈ E such thatĨ An x =Ĩ An x n for each n ∈ N , in which case we define ∞ n=1Ĩ An x n as x. A subset G of E is said to have the countable concatenation property if each sequence {x n , n ∈ N } in G is countably concatenated in E with respect to an arbitrary countable partition {A n , n ∈ N } of Ω to F and ∞ n=1Ĩ An x n ∈ G.
From now on, let E be an L 0 (F , K)-module with the countable concatenation property and
An g n : {A n , n ∈ N } is a countable partition of Ω to F and {g n , n ∈ N } is a sequence in G}. Furthermore, if x = ∞ n=1Ĩ An x n for some countable partition {A n , n ∈ N } of Ω to F and some sequence {x n , n ∈ N } in E, then
Proof By Proposition 2.13, we only need to show that
++ (F ) such that it converges to p U (x 0 ) in a nonincreasing way and x 0 ∈ ξ n U for each n ∈ N . By the Egoroff theorem there are a countable partition {A n , n ∈ N } of Ω to F and a subsequence {ξ n k , k ∈ N } of {ξ n , n ∈ N } such that the subsequence converges to p U (x 0 ) uniformly on each A n . So, we can suppose that the subsequence is just {ξ n , n ∈ N } itself and each ξ n < 1 on A n since p U (x 0 ) < 1 on Ω. Clearly,Ĩ An x 0 ∈Ĩ An ξ n U for each n ∈ N , let u n ∈ U be such thatĨ An x 0 =Ĩ An ξ n u n for each n ∈ N . Let u ′ n =Ĩ An ξ n u n , then u ′ n ∈ U , it is obvious that the sequence {u ′ n , n ∈ N } is countably concatenated with respect to {A n , n ∈ N }, so that x 0 ∈ U since U has the countable concatenation property. Proposition 2.15 tells us that for a locally 3 The precise relation between the random conjugate spaces of a random locally convex module under the two kinds of topologies
The main result of this section is Theorem 3.7. Let us first recall the notion of the random conjugate space of an RN space.
Definition 3.1 (See [10, 11, 13, 15] ). Let (E, · ) be an RN space over K with base (Ω, F , P ).
Denote by E * the linear space of a.s. bounded random linear functionals on E, define · :
ξ x for all x ∈ E} for all f ∈ E * , then it is easy to check that (E * , · ) is also an RN module over K with base (Ω, F , P ), called the random conjugate space of E.
It is easy to see that Definition 3.1 coincides with the notion of a random dual introduced in [30] of an RN space. It is not very difficult to introduce the random conjugate space for an RN space, whereas it is completely another thing to do for an RLC space, at the earlier time Guo ever gave two definitions, which turns out to be equivalent to the two kinds of random conjugate spaces for a random locally convex module under the two kinds of topologies, see Propositions 3.3 and 3.4 below. [11, 13, 16] ). Let (E, P) be an RLC space over K with base (Ω, F , P ). A linear operator f from E to L 0 (F , K) (such an operator is also called a random linear functional on E) is called an a.s. bounded random linear functional of type I if there are ξ ∈ L 0 + (F ) and some finite subset Q of P such that |f (x)| ξ x Q for all x ∈ E. Denote by E * I the L 0 (F , K)-module of a.s. bounded random linear functionals on E of type I, called the first kind of random conjugate space of (E, P), cf. [11, 13] . A random linear functional f on E is called an a.s.
Definition 3.2 (See
bounded random linear functional of type II if there are ξ ∈ L 0 + (F ) and · ∈ P cc such that
linear functionals on E of type II, called the second kind of random conjugate space of (E, P), cf. [16] .
For an RLC module (E, P) over K with base (Ω, F , P ), we always denote by (E, P) * ε,λ ( or, briefly, E * ε,λ , whenever there is no confusion ) the L 0 (F , K)-module of continuous module
, called the random conjugate space of (E, P)
under the (ε, λ)-topology. Guo proved that a linear operator f from an RN module (E, · ) over K with base (Ω, F , P ) to L 0 (F , K) is a.s. bounded if and only if f is a continuous module homomorphism from
, namely E * = E * ε,λ for every RN module E, cf. [11, 12] . This can be extended to the following more general case when E is an RLC module. Proposition 3.3 (See [16, 29] ). Let (E, P) be an RLC module (E, P) over K with base (Ω, F , P ) and f a random linear functional on
module (E, T ), which was first introduced in [5] .
there is no risk of confusion), called the random conjugate space of a random locally convex module (E, P) under the locally L 0 -convex topology T c induced by P.
Proposition 3.4 (See [18] ). Let (E, P) be a random locally convex module over K with base (Ω, F , P ) and f : E → L 0 (F , K) a random linear functional. Then f ∈ E * I iff f ∈ E * c , namely
Remark 3.5 In [18] , it is proved that E * c ⊂ E * I ( see [18, p.3032] ). Conversely, if f ∈ E * I , namely f is a random linear functional and there are some ξ ∈ L 0 + (F ) and Q ∈ P f such that |f (x)| ξ x Q for all x ∈ E. Lemma 2.12 of [18] shows that f must be
It is also clear that f is continuous from (E, T c ) to (L 0 (F , K), T c ), and hence f ∈ E * c . Thus Proposition 3.4 was already proved in [18] .
A family P of random seminorms on a linear space E is said to have the countable concatenation property if P cc = P, this definition appears stronger than that given in [5] for a family of L 0 -seminorms on an L 0 (F , K)-module since P must be invariant under the operation of finitely many suprema once P cc = P. But P and { · Q : Q ∈ P f } always induces the same locally L 0 -convex topology for any family P of L 0 -seminorms on an L 0 (F , K)-module E, thus the definition is essentially equivalent to that introduced in [5] . It is also obvious that E * I = E * II if P cc = P, and hence we have the following:
Corollary 3.6 (See [18] ). Let (E, P) be an RLC module over K with base (Ω, F , P ). Then E * c = E * ε,λ if P has the countable concatenation property. Specially,
For an RLC module (E, P), by definition we have that E * I ⊂ E * II , so E * c ⊂ E * ε,λ by Propositions 3.3 and 3.4. Guo pointed out in [18] that E * ε,λ has the countable concatenation property, if we denote by H cc (E * c ) the countable concatenation hull of E * c in E * ε,λ , then we have the main result of this section, namely Theorem 3.7 below, which gives the precise relation between E * c and E * ε,λ for any RLC module E.
Theorem 3.7 Let (E, P) be an RLC module over K with base (Ω, F , P ). Then E * ε,λ = H cc (E * c ), where E * ε,λ = (E, P) * ε,λ and E * c = (E, P) * c .
To prove Theorem 3.7, we first recall Lemma 3.8 below from [21] .
We can now prove Theorem 3.7.
Proof of Theorem 3.7. Since P and P cc induces the same (ε, λ)-topology on E, E * ε,λ := (E, P) * ε,λ = (E, P cc ) * ε,λ = (E, P cc ) * c , where the last equality comes from the countable concatenation property of P cc by Corollary 3.6. It remains to prove that (E, P cc ) * c = H cc (E * c ) and we only needs to check that (E, P cc ) * c ⊂ H cc (E * c ). Let f be any element of (E, P cc ) * c . Since P cc is invariant under the operation of finitely many suprema, then there are · ∈ P cc and ξ ∈ L 0 ++ (F ) such that |f (x)| ξ x for all x ∈ E. Let · = Σ ∞ n=1Ĩ An · Qn , where {A n , n ∈ N } is some countable partition of Ω to F and each Q n ∈ P f , then by Lemma 3.8 there is a sequence {f n , n ∈ N } of L 0 (F , K)-linear functions such that (1). |f n (x)| ξ x Qn for all x ∈ E and n ∈ N ; (2).
For the further study of random conjugate spaces, please refer to [26] .
4 Separation between a point and a closed L 0 -convex subset in a random locally convex module
As the classical hyperplane separation theorem between a point and a closed convex set in a locally convex space plays an essential role in the proof of the classical Fenchel-Moreau duality theorem, the hyperplane separation theorem between a point and a closed L 0 -convex subset in a random locally convex module was also studied in [5, 18, 24] . Since there are the two kinds of topologies and correspondingly the two kinds of random conjugate spaces for a random locally convex module, the hyperplane separation theorem between a point and a closed L 0 -convex subset in a random locally convex module also has the two forms, which corresponds to the two kinds of topologies, respectively. The aim of this section is to give some variants and improved versions of the corresponding results of [18] and [5] for the further study of random convex analysis as well as the proof of the main results of Section 5.
Separation under the (ε, λ)-topology
Let (E, P) be an random locally convex module over K with base (Ω, F , P ), x ∈ E and M a subset of E. (3) of Lemma 3.8 of [18] shows that x ∈ M iff d(x, M ) > 0 (namely (d(x, M ) > 0) has positive probability). Proposition 4.1 below is due to [24] , the current form has been implied in the process of the proof of Theorem 3.7 of [18] . Proposition 4.1 (See [18] ). Let (E, P) be an random locally convex module over K with base (Ω, F , P ),
is just the random distance from x to M . Thus Proposition 4.1 is best possible from the degree that f separates x from M .
In Proposition 4.1, if the condition thatĨ A {x} ∩Ĩ A M = ∅ for all A ∈ F with P (A) > 0 is also satisfied, then again by (3) of Lemma 3.8 of [18] we have that (d(x, M ) > 0) has probability 1, which guarantees the separation of x from M by f with probability 1, so we have Corollary 4.3 below. Corollary 4.3 Let (E, P) be an random locally convex module over K with base (Ω, F , P ),
In Proposition 4.1, f is asked to belong to E * ε,λ , but the future study of random convex analysis requires an f ∈ E * c to separate a point from a T ε,λ -closed L 0 -convex subset, so here we make use of the relation that E * ε,λ = H cc (E * c ) to obtain the following generalization of Proposition 4.1: Theorem 4.4 Let (E, P) be an RLC module over K with base (Ω, F , P ), x ∈ E and M ⊂ E a nonempty T ε,λ -closed L 0 -convex subset. If x / ∈ M , then there are f ∈ E * c and some B ∈ F with P (B) > 0 such that:
Proof By Proposition 4.1, there exists g ∈ E * ε,λ such that, by letting
An g n for some countable partition {A n , n ∈ N } of Ω to F and some sequence {g n , n ∈ N } in E * c . Let n 0 ∈ N be such that P (A ∩ A n0 ) > 0 and further let B = A ∩ A n0 and f =Ĩ A∩An 0 g n0 , then f and B meet the needs of (1) and (2).
Separation under the locally L 0 -convex topology
For the proof of Proposition 4.6 below, let us first recall the following:
Proposition 4.5 (See [18] ). Let (E, P) be an RLC module and G a subset of E such that G has the countable concatenation property. ThenḠ ε,λ =Ḡ c , whereḠ ε,λ andḠ c denotes the T ε,λ -and T c -closures of G, respectively.
By Proposition 4.5 M in Proposition 4.6 below is T ε,λ -closed, further by Corollary 3.6 we have that E * c = E * ε,λ for (E, P) in Proposition 4.6 below. So we can directly obtain Proposition 4.6 and Corollary 4.7 below from Proposition 4.1 and Corollary 4.3, respectively. Proposition 4.6 Let (E, P) be an RLC module over K with base (Ω, F , P ) such that P has the countable concatenation property, x ∈ E and M ⊂ E a nonempty T c -closed L 0 -convex set with the countable concatenation property. If x / ∈ M , then there is f ∈ E * c such that:
Corollary 4.7 Let (E, P) be an RLC module over K with base (Ω, F , P ) such that P has the countable concatenation property, x ∈ E and M a nonempty T c -closed L 0 -convex subset with the countable concatenation property. IfĨ A {x} ∩Ĩ A M = ∅ for all A ∈ F with P (A) > 0, then there is f ∈ E * c such that
Example 4.11 below shows that Corollary 4.7 may be not valid if M lacks the countable concatenation property, so we also correct Theorem 2.8 of [5] .
The further study of random convex analysis will need another generalization of Proposition 4.6, namely Corollary 4.8 below, in which the condition that P has the countable concatenation property will be removed but (1) of Proposition 4.6 will only hold on a subset B of (d(x, M ) > 0) with P (B) > 0.
Corollary 4.8 Let (E, P) be an RLC module over K with base (Ω, F , P ), x ∈ E and M ⊂ E a nonempty T c -closed L 0 -convex set with the countable concatenation property. If x / ∈ M , then there exist f ∈ E * c and B ∈ F with P (B) > 0 such that:
Proof We consider the separation problem in (E, P cc ). Since P cc has the countable concatenation property and the locally L 0 -convex topology induced by P cc is stronger than that induced by P. We can apply Proposition 4.6 to (E, P cc ), x and M , then there is g ∈ (E, P cc ) * c such that, by letting
Here, please note that P and P cc induce the same d(x, M ), so A is still a representative of
An g n for some countable partition {A n , n ∈ N } of Ω to F and some sequence {g n , n ∈ N } in E * c . Let n 0 ∈ N be such that P (A ∩ A n0 ) > 0 and further let B = A ∩ A n0 and f =Ĩ A∩An 0 g n0 , then f and B meet the needs of (1) and (2). (4) will be used in the proof of random bipolar theorem in our forthcoming paper.
To study the properties of proper L 0 -convex lower semicontinuous functions on an RLC module under the locally L 0 -convex topology, we need the following separation proposition by neighborhoods between a point and a T c -closed set, namely Theorem 4.10 below.
Theorem 4.10 Let (E, P) be an RLC module over K with base (Ω, F , P ) such that P has the countable concatenation property, M a T c -closed subset with the countable concatenation property and x ∈ E such thatĨ A {x}
for all A ∈ F with P (A) > 0.
Example 4.11 below shows that Theorem 4.10 may be not valid if M is only required to satisfy the condition thatĨ A M +Ĩ A c M ⊂ M for all A ∈ F , so we also correct Lemma 2.28 of [5] .
To prove Theorem 4.10, let us first recall Lemma 3.10 of [18] : let (E, P) be an RLC module over K with base (Ω, F , P ), for each Q ∈ P f and ε ∈ L 0 
++ by Lemma 3.10 of [18] . We will show that ε * satisfies:
where
To prove (i), for all finite Q ∈ P,
Thus, the collection {ε Q | Q ⊂ P finite } is directed upwards and hence there is an increasing sequence (ε Qn ) with 1 ∧ ε Qn ր ε * . Let B n be a representative of [ε Qn > ε * 2 ] for any n ∈ N , A 1 = B 1 and A n = B n \ B n−1 for any n 2. Then we can, without loss of generality, assume
An · Qn is an element of P since P has the countable concatenation property.
Finally, to prove (ii), assume there is A ∈ F , P (A) > 0 and y ∈ M such thatĨ A y ∈
2 in contradiction to the statement in (i).
To sum up, from the above proofs we have · ∈ P and ε ∈ L Further, Claim 4.13 below shows thatĨ ε} is a T c -neighborhood of 0, it is also easy to check that y + B(ε) ⊂ M .
Finally, M is also T c -closed, namely E \ M is T c -open, which will be proved in the following three cases.
Obviously, it is impossible that there is some k ∈ N such that P (D n ) = 0 for all n k. So, we can suppose, without loss of generality,
++ (F )) and B(ε) = {x ∈ E| |x| ε}, then for any z ∈ y + B(ε), z 2 n on D n , which means that P {ω ∈ Ω|z(ω) 2 n } P (D n ) > 0 for each n ∈ N , and hence z ∈ E \ M . Claim 4.13 Let (E, P) and M be the same as in Example 4.11.
2, then it is clear that ∞ n=1 P (A n ) = 1, and hence there is some n 0 ∈ N such that
this is also true for n 0 = 1 ) and y 0
Example 4.11 also shows that Corollary 4.7 may be not valid if M lacks the countable concatenation property. Since (E, P) = (L 0 (F , R), | · |) is an RN module, | · | has the countable concatenation property and E * c = E * ε,λ . It is obvious that 0 ∈ M ε,λ ( namely, the T ε,λ -closure of M ), and hence for each f ∈ E * c = E * ε,λ there exists a sequence {y n , n ∈ N } in M such that {f (y n ) : n ∈ N } converges in probability P to 0, which means that it is impossible that there exists f ∈ E 5 The Fenchel-Moreau dual representation theorems in random locally convex modules under the two kinds of topologies Let E be an L 0 (F )-module and f a function from E toL 0 (F ). The effective domain of f is denoted by dom(f ) := {x ∈ E | |f (x)| < +∞ on Ω} and the epigraph of f by epi(f ) :
for all x, y ∈ E and ξ ∈ L 0 + (F ) with 0 ξ 1, where the following convention is adopted: 0 · (±∞) = 0 and +∞ ± (±∞) = +∞. f :
is said to be local ( or, to have the local property ) ifĨ A f (x) =Ĩ A f (Ĩ A x) for all x ∈ E and A ∈ F . In [6] , it is proved that an L 0 -convex function is local.
The main results of this section are Theorems 5.3 and 5.5 below, which are the FenchelMoreau dual representation theorems in random locally convex modules under the two kinds topologies, respectively.
5.1
The Fenchel-Moreau dual representation theorem in random locally convex modules under the (ε, λ)-topology
Definition 5.2 Let (E, P) be an RLC module over R with base (Ω, F , P ) and f :
As usual, let (E, P) be an RLC module over R with base (Ω, F , P ) and
As to why we adopt Definition 5.2 for the T ε,λ -lower semicontinuity of an L 0 -convex function, we interpret this as follows. If we define the T ε,λ -lower semicontinuity of a proper function
notion is too weak to meet some natural needs of other topics as in [25] . If we define f to be lower semicontinuous via "lim α f (x α ) := β∈Γ ( α β f (x α )) f (x) for all nets {x α , α ∈ Λ} in E such that it converges in the (ε, λ)-topology to some x ∈ E", the notion is, however, meaningless in the random setting, since we can construct a real RLC module (E, P) and a
whereas f is not a lower semicontinuous function under this notion. In fact, Definition 5.2 has been proved natural and fruitful, see [25] or this subsection. The proof of Theorem 5.3 below, namely the random version under the (ε, λ)-topology of the classical Fenchel-Moreau duality theorem, is more complicated since the complicated stratification structure in the random setting needs to be considered. As compared with Theorem 5.5 below, namely the random version under the locally L 0 -topology of the classical FenchelMoreau duality theorem, Theorem 5.3 is more natural since it has the same shape as the classical Fenchel-Moreau duality theorem.
Let (E, P) be an RLC module over R with base (Ω, F , P ) and f :
ε,λ , called the T ε,λ -conjugate function of f , and f * * ε,λ : E →L 0 (F ) by
ε,λ } for all x ∈ E, called the T ε,λ -bi-conjugate function of f .
Theorem 5.3 Let (E, P) be an RLC module over R with base (Ω, F , P ) and f :
Proof We fix x 0 ∈ E and proceed in two steps below.
Step 1: Let β ∈ L 0 (F ) with β < f (x 0 ) on Ω. In this step, we show there is a continuous
where g ∈ E * ε,λ and z ∈ L 0 (F ), such that h(x 0 ) = β and h(x) f (x) for all x ∈ E. To this end, we separate (x 0 , β) from epi(f ) by means of Corollary 4.3. It applies since β < f (x 0 ) on Ω and the local property of f implyĨ
on Ω. This has two consequences: 
Local property of f and the definition of δ imply on [f (x 0 ) < +∞]
We distinguish the cases x 0 ∈ dom(f ) and x 0 ∈ dom(f ). Case 1. Assume x 0 ∈ dom(f ). By (ii), g 2 (1) < 0 on Ω. Thus, define h by
for all x ∈ E, which is as required. Indeed, h(x) f (x) for all x ∈ dom(f ) by the definition of δ. If x ∈ dom(f ) we have
where 
with the convention
Note that on [g 2 (1) = 0],h(x 0 ) < 0 andh(x) 0 for all x ∈ dom(f ). It follows that
is as required.
Step 2: It is clear that f f * * ε,λ by the definition of f * * ε,λ . By way of contradiction, assume f (x 0 ) > f * * ε,λ (x 0 ) on a set of positive measure. Then there is β ∈ L 0 (F ) with β > f * * ε,λ (x 0 ) on a set of positive measure and β < f (x 0 ) on Ω. The first step of this proof yields h :
for all x ∈ E, for g ∈ E * ε,λ and z ∈ L 0 (F ), such that h(x 0 ) = β and h(x) f (x) for all x ∈ E.
We derive a contradiction as
Remark 5.4 Historically, the random generalization of the classical Fenchel-Moreau duality theorem is first studied under the framework of a locally L 0 -convex module in [5] , where Theorem 3.8 of [5] was given and some good contributions were made, for example, the construction of h in the proof of Theorem 5.3 is just taken from the process of the proof of Theorem 3.8 in [5] . But, Theorem 2.4 and Lemma 2.28 of [5] is not true which makes Theorem 3.8 in [5] also wrong. Theorem 5.5 below of this paper is given in order to correct Theorem 3.8 of [5] .
5.2 The Fenchel-Moreau dual representation theorem in random locally convex modules under the locally L 0 -convex topology
semicontinuous (or T -lower semicontinuous if there is a possible confusion) if {x ∈ E | f (x) r} is closed for all r ∈ L 0 (F ).
We can now state the main result of this subsection as Theorem 5.5 below, which is a modification and improvement of Theorem 3.8 of [5] . Let (E, P) be an RLC module over R with base (Ω, F , P ) such that E has the countable concatenation property. If f is a proper,
c , called the T c -conjugate ( or penalty ) function of f , and f * *
c } for all x ∈ E, called the T c -bi-conjugate function of f . Theorem 5.5 Let (E, P) be an RLC module over R with base (Ω, F , P ) such that E has the countable concatenation property. If f is a proper, T c -lower semicontinuous
As compared with Theorem 3.8 of [5] , besides, a locally L 0 -convex module is replaced by a random locally convex module, Theorem 5.5 also requires the additional condition that E has the countable concatenation property and removes the condition that P has the countable concatenation property. Since the original proof of Theorem 3.8 of [5] essentially depends on Corollary 4.7, one can immediately see that the additional condition is essential, whereas Theorem 3.7 can be used to remove the condition on P. Besides, we remind the reader of the essential distinction between " the hypothesis that E has the countable concatenation property in our Theorem 5.5 " and " the hypothesis that E has the countable concatenation property in Theorem 3.8 of [5] ". According to our Definition 2.14, the hypothesis in our Theorem 5.5 is purely algebraic, whereas, according to Definition 2.7 of [5] , the hypothesis in Theorem 3.8 of [5] is relative to topology. In fact, Definition 2.7 of [5] is not well defined since [5] did not give a reasonable interpretation of " n∈N I A U n " in Definition 2.7 of [5] .
To prove Theorem 5.5, let us first study the properties of an L 0 -convex function.
According to Theorem 4.10, we can give Lemma 5.6 below, which is a modification and improvement of Proposition 3.4 and Lemma 3.10 of [5] .
Lemma 5.6 Let (E, P) be an RLC module over R with base (Ω, F , P ) such that both E and P have the countable concatenation property. If f : E →L 0 (F ) is a proper and local function, then the following are equivalent:
for all the nets {x α , α ∈ Γ} ⊂ E with x α → x with respect to T c for some x ∈ E, where lim α f (x α ) = β∈Γ ( α β f (x α )).
Proof It is clear that (5)⇒(2)⇒(1). We will prove (1)⇒(5) as follows. Assume that f has the local property, is T c -lower semicontinuous and let (x α ) ⊂ E be a net such that x α → x with respect to T c for some x ∈ E. Let y ∈ L 0 (F ) be such that y < f (x) on Ω which is possible since f is proper. By T c -lower semicontinuity of f , the set V = {z ∈ E | f (z) y} is T c -closed and by the local property of f and the countable concatenation property of E we have that V has the countable concatenation property. Further,
for all A ∈ F with P (A) > 0. By Theorem 4.10 there is a T c -neighborhood U of θ ∈ E such thatĨ A (x + U ) Ĩ A V = ∅ for all A ∈ F with P (A) > 0. Since x α → x there is α 0 such that x β ∈ x + U for all β α 0 . Due to the local property,Ĩ A x β ∈Ĩ A V for all β α 0 and A ∈ F with P (A) > 0. Hence, f (x β ) > y on Ω for all β α 0 and in turn
Since y is arbitrary. Since f is local and further since E and L 0 (F ) have the countable concatenation property, E × L 0 (F ) and epi(f ) also both have the countable concatenation property. Besides, letP =
is also obvious thatP has the countable concatenation property, so that (2)⇔(3) follows from Proposition 4.5. (3)⇔ (4) is by definition. To prove Theorem 5.5, we still need Lemma 5.7 below, which is almost obvious but frequently used in the proofs of the forthcoming study of the relations among conditional risk measures, and thus we summarize and prove it as follows: Lemma 5.7 Let E be an L 0 (F )-module with the countable concatenation property. Then we have the following statements:
(1). Let f : E →L 0 (F ) have the local property and x = Σ ∞ n=1ĨAn x n for some countable partition {A n , n ∈ N } of Ω to F and some sequence {x n , n ∈ N } in E, then f (x) = Σ ∞ n=1Ĩ An f (x n ). (2). Let f : E →L 0 (F ) have the local property and G ⊂ E be a nonempty subset, then
. Let f and g be any two functions from E toL 0 (F ) such that they both have the local
. Let {f α , α ∈ Γ} be a family of functions from E toL 0 (F ) such that each f α has the locally property, then f : E →L 0 (F ) defined by f (x) = {f α (x) | α ∈ Γ} for all x ∈ E, also has the local property.
(2). Let ξ = {f (x) | x ∈ G} and η = {f (x) | x ∈ H cc (G)}, then ξ η is clear, it remains to prove η ξ. For any x ∈ H cc (G), let Σ ∞ n=1ĨAn g n be a canonical representation of x, then f (x) = Σ ∞ n=1Ĩ An f (g n ) ξ, so η ξ.
It is obvious thatĨ P I(f ) f =Ĩ P I(f ) (+∞) and f (x) > −∞ on BP (f ) for all x ∈ E. Since A and D are upward directed, one can use the essential supremum theorem to prove Proposition 5.8 below.
Proposition 5.8 We have the following statements: (1) . There are a countable partition {A n , n ∈ N } of M I(f ) to F and a sequence {y n , n ∈ N } in E such thatĨ An f (y n ) =Ĩ An (−∞) for each n ∈ N . (2). There are a countable partition {D n , n ∈ N } of BP (f ) to F and a sequence {x n , n ∈ N } in E such that f (x n ) < +∞ on D n for each n ∈ N (namely, eachĨ Dn f is proper). Further, if, in addition, P (BP (f )) > 0, then each D n can be chosen such that P (D n ) > 0.
Let us observe that if E has the countable concatenation property then the local property of f can be used to prove: there are y ∈ E such thatĨ MI(f ) f (y) =Ĩ MI(f ) (−∞), and x ∈ E such that f (x) < +∞ on BP (f ), namelyĨ BP (f ) f is proper. 
We can now introduce the notion of a closed function. We can assume, without loss of generality, that P (BP (f )) > 0 for the function f in discussion.
Definition 5.9 Let (E, P) be an RLC module over R with base (Ω, F , P ), f : E →L 0 (F ) a local function. Then f is T ε,λ (resp., T c )-closed ifĨ MI(f ) f =Ĩ MI(f ) (−∞) and if f A is L 0 (A ∩ F )−convex and T ε,λ (resp., T c )-lower semicontinuous for each A ∈ F with A ⊂ BP (f ) and P (A) > 0 such that f A is proper.
Remark 5.10 First, A in Definition 5.9 universally exists, for example, let {D n , n ∈ N } be the same as in (2) of Proposition 5.8, then each f Dn is proper. Furthermore, if f is a closed function then f =Ĩ P I(f ) (+∞) +Ĩ MI(f ) (−∞) + ∞ n=1Ĩ Dn f with eachĨ Dn f (namely f Dn ) is proper L 0 −convex lower semicontinuous, so our definition of a closed function is not only very similar to the classical definition of a closed function but also more complicated than the latter. By the way, it is easy to see that a closed function must be L 0 −convex. Secondly, the notion of a T c −closed function in the sense of Definition 5.9 is more general than that introduced in [6] : [6] only considered the special case when E = L p F (E), in which caseĨ BP (f ) f is proper, whereas I BP (f ) f is not necessarily proper in our general case and the study of our general case needs a decomposition of BP (f ) as in (2) of Proposition 5.8. Besides, [6] employed the strongest notion of a T c −lower semicontinuous function, whereas we employ the weakest one.
Proposition 5.11 Let (E, P) be the same as in Definition 5.9, {f α , α ∈ Γ} a family of T ε,λ (resp., T c )-closed functions from (E, P) toL 0 (F ) and define f = {f α : α ∈ Γ} by f (x) = {f α (x) : α ∈ Γ} for all x ∈ E. Then f is still T ε,λ (resp., T c )-closed.
Proof It is easy to see that M I(f ) = essinf {M I(f α ), α ∈ Γ}, P I(f ) = esssup{P I(f α ), α ∈ Γ} andĨ MI(f ) f =Ĩ MI(f ) (−∞). It remains to show that f A is L 0 (A ∩ F )−convex and T ε,λ (resp. T c )−lower semicontinuous for each A ∈ F with A ⊂ BP (f ) and P (A) > 0 such that f A is proper. We only gives the proof for the (ε, λ)−topology since the case for the locally L 0 −convex topology is similar.
Since each f α is T ε,λ −closed, each f α is L 0 −convex, then f is L 0 −convex, so f A is L 0 (A ∩ F )−convex. Further, since epi(f A ) = ∩ α∈Γ epi((f α ) A ), we only need to check that each epi((f α ) A ) is T ε,λ −closed inĨ A (E × L 0 (F )). In fact, for any fixed α ∈ Γ, A must be a subset of (P I(f α )) c since A ⊂ BP (f ), so A = (A ∩ BP (f α )) ∪ (A ∩ M I(f α )). According to the fact that
is proper, it is obvious that (f α ) A∩BP (fα) is also proper, which shows that epi((f α ) A∩BP (fα) ) is T ε,λ −closed inĨ A∩BP (fα) (E × L 0 (F )) since f α is a T ε,λ −closed function. Again by noting the fact that A ∩ BP (f α ) and A ∩ M I(f α ) are disjoint we have that epi((f α ) A ) is T ε,λ −closed.
Definition 5.12 Let (E, P) and f be the same as in Definition 5.9. The greatest T ε,λ (resp., T c )-closed function majorized by f , denoted by Cl ε,λ (f ) (resp., Cl c (f )), is the T ε,λ (resp., T c )-closure of f .
Lemma 5.13 Let (E, P) and f be the same as in Definition 5.9. If f is T ε,λ -closed, then f * * ε,λ = f .
Proof Since f is T ε,λ -closed, it is obvious thatĨ MI(f ) f * * ε,λ =Ĩ MI(f ) f =Ĩ MI(f ) (−∞) and I P I(f ) f * * ε,λ =Ĩ P I(f ) f =Ĩ P I(f ) (+∞). Let {D n , n ∈ N } be the same as in (2) of Proposition 5.8 with P (D n ) > 0 for all n ∈ N ,then each f Dn is a proper L 0 (D n F )-convex T ε,λ -lower semicontinuous on E Dn . It is also obvious thatĨ Dn f * * ε,λ = f * * Dn = f Dn =Ĩ Dn f for each n ∈ N by Theorem 5.3, so f * * ε,λ = f . Theorem 5.14 Let (E, P) and f be the same as in Definition 5.9. Then f * * ε,λ = Cl ε,λ (f ).
Proof It is obvious that f * * ε,λ f and f * * ε,λ is T ε,λ -closed, so f * * ε,λ
Cl ε,λ (f ). On the other hand, Cl ε,λ (f ) f , then Cl ε,λ (f ) = (Cl ε,λ (f ))
