Monotonicity of generalized frequencies and the strong unique
  continuation property for fractional parabolic equations by Banerjee, Agnid & Garofalo, Nicola
ar
X
iv
:1
70
9.
07
24
3v
3 
 [m
ath
.A
P]
  5
 Ju
l 2
01
8
MONOTONICITY OF GENERALIZED FREQUENCIES AND THE STRONG
UNIQUE CONTINUATION PROPERTY FOR FRACTIONAL PARABOLIC
EQUATIONS
AGNID BANERJEE AND NICOLA GAROFALO
Contents
1. Introduction 1
2. The fractional powers of H = ∂t −∆ 5
3. The extension problem 7
4. From nonlocal to local 11
5. De Giorgi-Nash-Moser theory for the extension problem 15
6. Monotonicity of the frequency 23
7. Blow-up analysis and the Proof of Theorem 1.2 41
8. Appendix 54
References 63
Abstract. We study the strong unique continuation property backwards in time for the non-
local equation in Rn+1
(0.1) (∂t −∆)
s
u = V (x, t)u, s ∈ (0, 1).
Our main result Theorem 1.2 can be thought of as the nonlocal counterpart of the result obtained
in [Po] for the case when s = 1. In order to prove Theorem 1.2 we develop the regularity theory
of the extension problem for the equation (0.1). With such theory in hands we establish:
(i) a basic monotonicity result for an adjusted frequency function which plays a central role
in this paper, see Theorem 1.3 below;
(ii) an extensive blowup analysis of the so-called Almgren rescalings associated with the ex-
tension problem.
We feel that our work will also be of interest e.g. in the study of certain basic open questions
in free boundary problems, as well as in nonlocal segregation problems.
1. Introduction
In his visionary papers [R1] and [R2] Marcel Riesz introduced the fractional powers of the
Laplacian in Euclidean and Lorentzian space, developed the calculus of these nonlocal operators
and studied the Dirichlet and Cauchy problems for respectively (−∆)s and (∂tt − ∆)s. These
pseudo-differential operators play an important role in many branches of the applied sciences
ranging from elasticity, to geophysical fluid dynamics and to quantum mechanics. But they also
appear prominently in other branches of mathematics, such as e.g. geometry, probability and
financial mathematics.
Although the introduction of [R1] reads:...“On peut en particulier conside´rer certains proce´de´s
d’inte´gration de characte`r elliptique, hyperbolique et parabolique respectivement”, M. Riesz’
works do not directly encompass the fractional powers Hs = (∂t−∆)s of the third fundamental
operator of mathematical physics, the heat operator H = ∂t −∆. Yet, such pseudo-differential
operator plays an important role in many contexts. For instance, when studying the phenomenon
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of osmosis one is led to consider an obstacle type problem for H1/2, see [DL] and the recent
monograph [DGPT].
In this paper, given a number 0 < s < 1, we are concerned with the basic question of the
space-time strong unique continuation (backward in time) for the following nonlocal equation
(1.1) Hsu(x, t) = V (x, t)u(x, t),
where x ∈ Rn, t ∈ R, and we have indicated by (x, t) the generic point in Rn+1. As it is
well-known, the problem of uniqueness is central to the analysis of pde’s, and in the context of
parabolic equations the subject has been extensively developed in the local case s = 1 in (1.1).
The nonlocal case 0 < s < 1 instead is completely open, and our paper constitutes a first basic
contribution in this direction.
To state our main result we introduce the relevant notion of vanishing to infinite order of
a function at a point. Such notion is by now quite standard in the literature for parabolic
differential equations. For x0 ∈ Rn and r > 0 we indicate with Br(x0) the Euclidean ball in Rn
centered at x0 with radius r. Given (x0, t0) ∈ Rn+1 we denote byQr(x0, t0) = Br(x0)×(t0−r2, t0]
the lower half of the parabolic cylinder in Rn+1 with radius r centered at (x0, t0).
Definition 1.1. We say that a function u ∈ L∞loc(Rn+1) vanishes to infinite order backward in
time at a point (x0, t0) ∈ Rn+1 if as r → 0+ one has
essup
Qr(x0,t0)
|u| = O(rN ),
for all N > 0.
We note that if u is smooth, Definition 1.1 is equivalent to saying that all the derivatives of
u vanish at (x0, t0). This latter fact follows from Taylor’s theorem.
Henceforth, given 0 < s < 1 we will denote by Dom(Hs) ⊂ L2(Rn+1) the domain of the
nonlocal operator Hs, see (2.8) below. Next, we describe our assumptions on the potential V
in (1.1). We indicate with Ck(Rn+1) the Banach space of Ck functions f : Rn+1 → R for which
the norm
||f ||Ck(Rn+1) =
∑
|α|+j≤k
sup
(x,t)∈Rn+1
|DαDjt f(x, t)| <∞.
Notice that the finiteness of ||f ||Ck(Rn+1) imposes, in particular, that DαDjt f ∈ L∞(Rn+1) for
|α|+ j ≤ k. We assume that V : Rn+1 → R is such that for some K > 0
(1.2)

||V ||C1(Rn+1) ≤ K, if 1/2 ≤ s < 1,
||V ||C2(Rn+1), || < ∇xV, x > ||L∞(Rn+1) ≤ K, if 0 < s < 1/2.
Our main result can now be stated as follows.
Theorem 1.2 (Space-time strong unique continuation property). Let u ∈ Dom(Hs) be a solu-
tion to (1.1) with V satisfying (1.2). If u vanishes to infinite order backward in time at some
point (x0, t0) in R
n+1 in the sense of Definition 1.1, then u(·, t) ≡ 0 for all t ≤ t0.
We mention that in the local case, i.e., when s = 1, a related backward uniqueness result
was established by Poon in [Po] by adapting to the parabolic setting the approach of the second
named author and F. H. Lin in [GL1], [GL2], based on the almost monotonicity of a generalized
frequency function. In the present paper, we show that such method can be suitably extended
to the nonlocal parabolic setting of (1.1). We consider a solution u ∈ Dom(Hs) to the equation
(1.1), and denote by U the corresponding solution of the extension problem (4.1) below. Given
such U , we introduce the height H(U, r) of U , its energy I(U, r) and the frequency of U ,
N(U, r) =
I(U, r)
H(U, r)
,
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see Definition 6.2 below. A second central result in this paper is the following.
Theorem 1.3 (Monotonicity of the adjusted frequency). Let u ∈ Dom(Hs) be a solution to
(1.1) with V satisfying (1.2). There exist universal constants C, t0 > 0, depending only on n, s
and the number K in (1.2), such that with r0 =
√
t0 and a = 1− 2s, under the assumption that
H(U, r) 6= 0 for all 0 < r ≤ r0, then
(1.3) r→ exp
{
C
∫ r
0
t−adt
}(
N(r) +C
∫ r
0
t−adt
)
is monotone increasing on (0, r0). Furthermore, when the potential V ≡ 0, then the constant C
in (1.3) can be taken equal to zero and we have pure monotonicity of the function r → N(r).
In such case, N(r) ≡ κ for 0 < r < R if and only if U is homogeneous of degree 2κ in S+R with
respect to the parabolic dilations (4.2).
Theorem 1.3 can be thought of as the nonlocal counterpart of the monotonicity formula first
proved by Poon in [Po] for the local case s = 1. In connection with the local case we also refer
to the interesting works [EF], [EFV], where a space-like unique continuation property for local
solutions has been established for parabolic equations with sufficiently regular coefficients.
For nonlocal elliptic equations with principal part (−∆)s a strong unique continuation theorem
was obtained by Fall and Felli, see Theorem 1.3 in [FF]. Their analysis combines the approach
in [GL1], [GL2] with the Caffarelli-Silvestre extension method in [CSi]. We also mention the
interesting work of Ruland [Ru1], [Ru2], where the Carleman method has been used, together
with [CSi], to obtain results similar to those in [FF] but with weaker assumptions on the potential
V . Finally, we mention the recent paper [Yu] where the case of nonlocal variable coefficient
elliptic equations has been studied.
In our work, similarly to the elliptic case in [FF], we combine the approach of Poon with the
generalization for the heat equation of the Caffarelli-Silvestre extension method that has been
developed independently by Nystro¨m and Sande in [NS] and by Stinga and Torrea in [ST]. We
emphasize that the problem of space-time unique continuation backward in time is a global one,
and of a somewhat different nature compared to the unique continuation problem studied in [FF]
and [Ru1], [Ru2]. We emphasize that the problem of space-time unique continuation backward
in time is a global one, and of a somewhat different nature compared to the unique continuation
problem studied in [FF] and [Ru1], [Ru2]. For parabolic equations even in the case s = 1 the
space-time unique continuation is not true without certain global assumptions on the solution
as well as certain decay assumptions on the derivatives of the principal part. This follows from
an example of F. Jones in [Jo], where a caloric function is constructed which is supported in a
space-time strip. We also refer to the interesting paper [WZ], where it is shown that the decay
assumption on the derivatives of the principal part is somewhat optimal.
The present paper is organized as follows:
• In Section 2 we include a brief discussion on the fractional heat operator Hs and describe
the pointwise formula (2.12) for Hs first found in [SKM]. Here, Bochner’s subordination
principle plays a key role. Such principle was first used in a general framework by
Balakrishnan in [B], where he defined the fractional powers (−L)s of a closed operator
L between Banach spaces, and it is also central to the works [NS] and [ST]. The reader
should note that it follows from the pointwise formula (2.12) that the pseudo-differential
operator (∂t−∆)s is a special case of the master equation introduced by Kenkre, Montroll
and Shlesinger in [KMS]. Such equations are presently receiving increasing attention by
mathematicians also thanks to the work of Caffarelli and Silvestre in [CSi2] in which the
authors proved Ho¨lder continuity of viscosity solutions of generalized masters equations.
We also mention the paper [ACM], where the obstacle problem for Hs has been studied.
• In Section 3 we provide for completeness a detailed discussion of the extension problem
for (∂t − ∆)s in [NS] and [ST], see Theorem 3.1 and Corollary 3.2 below. The reason
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for doing this is that the main representation formulas in those papers are given by fiat,
and do not explicitly mention the analysis on the Fourier transform side (in terms of
Macdonald’s functions) of the relevant Bessel process. On the other hand, such explicit
tools are the main starting point of our analysis.
• Starting from the representation formulas in these results, in Section 4 we prove Lemma
4.5 and Corollary 4.6 which allow us to convert the study of the strong unique continua-
tion for the nonlocal equation (3.1) in Rn+1 into a related problem for the local extension
operator in Rn+1+ × R.
• Section 5 plays a key role in our work. It is devoted to develop the basic regularity
theory for the extension problem (4.1) which is essential to the proof of Theorems 1.2
and 1.3. Most part of the section is devoted to proving Theorem 5.1 below, a result of
De Giorgi-Nash-Moser type for the extension problem. Theorem 5.1, and the ensuing
Lemmas 5.5 and 5.6 are essential to our work in the remainder of the paper, but they
are also interesting in their own right. For instance, we obtain a new scale invariant
Harnack inequality for the nonlocal equation Hsu = V u+ ψ, see Theorem 5.2 below.
• Section 6 is central to the whole paper. In it we establish the basic monotonicity property
of the generalized frequency for the extension problem corresponding to (1.1) in Theorem
1.3 above. This result is the keystone to our analysis. As the reader will see, its proof is
quite delicate and involved.
• In Section 7 we introduce the parabolic Almgren rescalings (see Definition 7.1) and,
similarly to [FF], [Ru1] and [DGPT], we perform a blow-up analysis of such rescalings
which crucially rests on Theorem 1.3. The essential point is that these rescalings converge
to a globally defined function U0, that we call an Almgren blow-up, which is homogeneous
with respect to the non-isotropic parabolic scalings, see Proposition 7.5 below. At the
end of the section from the homogeneity of U0, and the equation satisfied by it, we finally
prove our main result Theorem 1.2.
• The paper ends with an Appendix, Section 8, in which we develop the regularity theory
of the Almgren blowups which allows us to rigorously justify the results in Section 7.
Some final remarks are in order:
1) The reader should be aware that in the present work we have not tried to push for
maximal generality. Instead, we have chosen to keep a framework where the key ideas are
properly highlighted. For instance, we are not concerned with whether the assumption
on V in (1.2) can be further weakened. In this work we need (1.2) for the regularity result
in Lemma 5.5 which is essential for justifying the computations in Section 6. Having
said this, it however remains an interesting open problem whether in the supercritical
case 0 < s < 12 one can dispense with the assumption that | < ∇xV, x > | be bounded.
2) We mention that in the case V ≡ 0 a Poon type monotonicity formula different from our
Theorem 1.3 has been formally derived in Theorem 1.15 in [ST]. Our proof of Theorem
1.3 however involves a substantial new delicate analysis of the regularity properties of
the solution of the extension problem which is further complicated by the presence of
the potential V . In addition, similarly to what was done in [DGPT] in the analysis of
the parabolic Signorini problem in the case s = 1/2, several technical obstructions force
us to work with certain averaged versions H(U, r) and I(U, r) of the functionals h(U, t)
and i(U, t) in (6.3) and (6.4) below. This allows for instance to get appropriate apriori
estimates for the rescalings Ur’s as in Lemma 7.2. We then study monotonicity properties
of such averaged functionals as this is essential in Section 7, where we adapt some ideas
from [DGPT] to establish uniform estimates in Gaussian space for the Almgren blow-up’s
U0.
3) We finally recover our unique continuation property from these uniform estimates of U0.
It turns out that, unlike the elliptic case in [FF], [Ru1] and [Yu], in our parabolic setting
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the strong unique continuation property does not follow directly from the homogeneity
of the Almgren blow-up U0 (see Proposition 7.7 below) and from the information on
its vanishing order at certain points (see Remark 7.8 for a detailed discussion on this
aspect). This is caused by the fact that, due to the nature of the frequency, the ensuing
estimates are only in Gaussian space. In order to overcome this aspect, in addition to
the homogeneity of U0 we need to further utilize the equation (7.7) satisfied by it. It
turns out that this aspect is somewhat subtle and makes our proof quite different from
the elliptic case, where Gaussian spaces are not involved.
In closing, we mention that the work in this paper will also prove of interest e.g. in the
study of certain basic open questions in free boundary problems, as well as in nonlocal parabolic
segregation problems. We plan to come back to these aspects in future works.
Acknowledgment: We would like to thank the anonymous referee for suggestions and com-
ments which helped improving the presentation of the paper.
2. The fractional powers of H = ∂t −∆
As already mentioned in Section 1, we will denote a typical point in Rn × R by (x, t). Given
a function f ∈ L1(Rn), we denote by fˆ its Fourier transform defined by
fˆ(ξ) = Fx→ξ(f) =
∫
Rn
e−2πi<ξ,x>f(x)dx.
We recall that if h ∈ Rn, then Fx→ξ(f(· + h)) = e2πi<h,ξ>fˆ(ξ). We will indicate with Γ(z) =∫∞
0 t
z−1e−tdt, Euler’s gamma function, and recall that for every z ∈ C such that ℜz > 0 we
have
(2.1) Γ(z + 1) = zΓ(z).
Let Hu = (∂t − ∆)u = 0 be the heat equation in Rn+1. Its fundamental solution will be
denoted by
G(x, t) =
{
(4πt)−
n
2 e−
|x|2
4t , t > 0,
0, t ≤ 0.
We recall that Fx→ξ(G(·, t)) = e−t(2π|ξ|)2 for every t > 0. The heat semigroup on Rn with
generator −∆ will be denoted by
Ptf(x) = e
−t∆f(x) = G(·, t) ⋆ f(x) =
∫
Rn
G(x− y, t)f(y)dy.
Obviously, on the Fourier transform side we have
P̂tf(ξ) = e
−t(2π|ξ|)2 fˆ(ξ).
We next define the semigroup PHτ = {e−τH}τ>0 on Rn+1 with generator H by the formula
(2.2) P̂Hτ u(ξ, σ) = ê
−τHu(ξ, σ) = e−τ(2πiσ+(2π|ξ|)
2)uˆ(ξ, σ).
We notice that by Plancherel’s theorem we have for f ∈ L2(Rn+1) and any τ > 0
(2.3) ||e−τHf ||L2(Rn+1) ≤ ||f ||L2(Rn+1).
Furthermore, one has the following representation formula
(2.4) PHτ u(x, t) = (G(·, τ) ⋆ Λ−τu) (x, t) =
∫
Rn
G(x− z, τ)u(t − τ, z)dz,
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where we have let Λhu(x, t) = u(x, t + h). One can easily check the identity between (2.2) and
(2.4) on the Fourier transform side. From (2.4) it is immediate to verify that for f ∈ L∞(Rn+1)
one has
(2.5) ||e−τHf ||L∞(Rn+1) ≤ ||f ||L∞(Rn+1).
With these preliminaries in place, we next introduce the definition of the fractional powers of
the heat operator H.
Definition 2.1 (Fractional heat operator). Let 0 < s < 1, then the nonlocal operator Hs is
defined on functions u ∈ S(Rn+1) by the formula
(2.6) Ĥsu(ξ, σ) = ((2π|ξ|)2 + 2πiσ)s uˆ(ξ, σ).
Henceforth, given ξ ∈ Rn, and σ ∈ R, we denote by L(ξ, σ) the complex number defined by
the equation
(2.7) L(ξ, σ)2
def
= (2π|ξ|)2 + 2πiσ,
with the understanding that we have chosen the principal branch of the complex square root.
With this notation, we define
Dom(Hs) = {u ∈ L2(Rn+1) | (ξ, σ)→ ((2π|ξ|)2 + 2πiσ)s uˆ(ξ, σ) ∈ L2(Rn+1)}(2.8)
= {u ∈ L2(Rn+1) | (ξ, σ)→ L(ξ, σ)2suˆ(ξ, σ) ∈ L2(Rn+1)}.
We will denote by H2sP (Rn+1) the subspace Dom(Hs) ⊂ L2(Rn+1) endowed with the norm
(2.9) ||u||H2sP (Rn+1) =
(∫
Rn+1
(1 + |L(ξ, σ)|2)2s)|uˆ(ξ, σ)|2dξdσ
)1/2
<∞.
The next formula provides a motivation for the approach in the paper by Stinga and Torrea
[ST] that is the basis for the present work. It is a classical fact that, if L > 0, then for any
0 < s < 1 one has
(2.10) − s
Γ(1− s)
∫ ∞
0
τ−s−1(e−τL − 1)dτ = Ls.
The proof of (2.10) follows easily by a change of variable and integration by parts. Formula
(2.10) is the keystone to Bochner’s subordination principle used by A. V. Balakrishnan in a
general framework, see formula (2.1) in [B]. When applied to a closed operator L on a Banach
space of functions, Balakrishnan’s result gives a way to define the fractional powers of L as
(2.11) (L)sf(x) = − s
Γ(1− s)
∫ ∞
0
τ−s−1 [Pτf(x)− f(x)] dτ,
where Pτ = e
−τL. For instance, one might take L = −∆ in Rn, but one can allow for more
general elliptic operators L. The idea in [ST] is to use a suitable adaptation of Balakrishnan’s
formula (2.11) to capture the fractional powers of H.
The implementation of this idea is based on the observation that the formula (2.10) can be
continued into C by substituting L > 0 with L ∈ C, as long as ℜL > 0. Starting from this
observation the following pointwise formula is proved in [ST].
Theorem 2.2. For any 0 < s < 1, one has for u ∈ S(Rn+1)
(2.12) Hsu(x, t) = − s
Γ(1− s)
∫ ∞
0
τ−s−1 [Pτ (Λ−τu)(x, t) − u(x, t)] dτ,
where we have now denoted Λhu(x, t) = u(x, t+ h).
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Proof. To verify (2.12) let us observe that, if u ∈ S(Rn+1), then
F(x,t)→(ξ,σ)(Pτ (Λ−τu)) = Fx→ξ(Pτ (Ft→σ(Λ−τu)))(2.13)
= Fx→ξ(Pτ (e−2πiστFt→σ(u))) = e−τ(2π|ξ|)2e−2πiστF(x,t)→(ξ,σ)(u)
= e−τ(2πiσ+(2π|ξ|)
2)F(x,t)→(ξ,σ)(u).
Therefore, the Fourier transform of the right-hand side of (2.12) is given by
− s
Γ(1− s)
∫ ∞
0
τ−s−1F(x,t)→(ξ,σ) [Pτ (Λ−τu)(x, t) − u(x, t)] dτ
= − s
Γ(1− s)
∫ ∞
0
τ−s−1
[
e−τ(2πiσ+(2π|ξ|)
2) − 1
]
dτ uˆ(ξ, σ).
If we now use (2.10) with L = L(ξ, σ) given by (2.7) (assuming that ξ 6= 0), we finally obtain
F(x,t)→(ξ,σ)
(
− s
Γ(1− s)
∫ ∞
0
τ−s−1 [Pτ (Λ−τu)(x, t)− u(x, t)] dτ
)
= ((2π|ξ|)2 + 2πiσ)s uˆ(ξ, σ).
Keeping in mind (2.6), we have established (2.12).

Remark 2.3. Although the right-hand side of (2.6) seems different from that of formula (1.2)
in [ST], they are in fact identical. This is easily seen by observing that∫ ∞
0
τ−s−1 [Pτ (Λ−τu)(x, t) − u(x, t)] dτ =
∫ ∞
0
τ−s−1
∫
Rn
G(x− y, τ)[u(y, t − τ)− u(x, t)]dydτ
=
∫ ∞
0
∫
Rn
τ−s−1G(z, τ)[u(x − z, t− τ)− u(x, t)]dzdτ,
which gives exactly the right-hand side of (1.2) in [ST] if one uses (2.1) above that gives Γ(1−s) =
−sΓ(−s) for 0 < s < 1.
Remark 2.4. Theorem 1.1 in [ST] is stated not just for u ∈ S(Rn+1), but for functions in
the parabolic Ho¨lder space C2s+ε,s+εx,t (R
n+1), for some ε > 0. This is completely analogous to
what happens in the time-independent case for (−∆)s. It is easily checked that the right-hand
side of (2.12) continues to be finite not only on rapidly decreasing functions, but also when
u ∈ C2s+ε,s+εx,t (Rn+1) for some ε > 0.
3. The extension problem
We recall that our main objective is establishing Theorem 1.2, i.e., the space-time strong
unique continuation property for solutions of the nonlocal equation in Rn+1
(3.1) Hsu(x, t) = (∂t −∆)su(x, t) = Γ(1− s)
22s−1Γ(s)
V (x, t)u(x, t),
where u ∈ Dom(Hs). The reader will have noticed that we have written (3.1) differently from
(1.1) in the introduction. We stress that the constant Γ(1−s)
22s−1Γ(s) > 0 in the right-hand side of (3.1)
serves a purely normalization purpose motivated by (3.8) below, its presence being otherwise
immaterial.
Due to the nonlocal nature of the operator Hs in (3.1) proving directly Theorem 1.2 is
a difficult task. On the other hand, in Theorem 1.3 in [NS] and Theorem 1.7 in [ST] the
authors have generalized to the heat equation the well-known extension procedure of Caffarelli
and Silvestre for the fractional powers of the Laplacian. Given this fact, like most works on
nonlocal operators, and similarly to what was done in [FF] and [Ru1] in the stationary case,
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our approach consists in using the extension procedure in [NS], [ST] and thus work with a local
operator. However, as we have already mentioned in Section 1, things are not so straightforward
and we need to develop several auxiliary tools which also have an independent interest. This
will be done in the subsequent sections.
The approach to the extension problem for the nonlocal operator (∂t−∆)s in [ST] is based on
Bochner’s subordination. As a help to the reader in this section we provide a complete account
of the construction in Theorem 1.3 in [NS] and Theorem 1.7 in [ST] since this tool will be the
starting point of our analysis.
For x ∈ Rn and y > 0, we will indicate with X = (x, y) the corresponding point in Rn+1+ .
Whenever convenient, points in Rn+1+ ×R will be indicated with (X, t), instead of (x, y, t). Given
a solution u of (3.1), we introduce the constant a = 1−2s and we consider the following extension
problem for the function U = U(X, t), where (X, t) = (x, y, t) ∈ Rn+1+ × R:
(3.2)
{
ya ∂U∂t = divX(y
a∇XU),
U(x, 0, t) = u(x, t).
The equation in (3.2) is a special case of the following class of degenerate parabolic equations
∂(ω(X)f)
∂t
= divX(A(X)∇Xf)
first studied by Chiarenza and Serapioni in [CSe]. In that paper the authors assumed that
ω ∈ L1loc(Rn+1) is a Muckenhoupt A2-weight, and that the symmetric matrix-valued function
X → A(X) verifies the following degenerate ellipticity assumption for a.e. X ∈ Ω ⊂ Rn+1, and
for every ξ ∈ Rn+1:
λω(X)|ξ|2 ≤< A(X)ξ, ξ >≤ λ−1ω(X)|ξ|2,
for some λ > 0. Under such hypothesis they established a parabolic strong Harnack inequality,
and therefore the local Ho¨lder continuity of the weak solutions. The extension equation in (3.2)
is a special case of those treated in [CSe] since, given that a = 1 − 2s ∈ (−1, 1), the function
ω(X) = ω(x, y) = ya is an A2-weight in Ω = R
n+1
+ .
The second order degenerate parabolic equation in (3.2) can also be written in nondivergence
form in the following way
(3.3)

∂U
∂t −∆xU = BaU, (x, y, t) ∈ Rn+1+ × R,
U(x, 0, t) = u(x, t), (x, t) ∈ Rn+1,
U(x, y, t)→ 0, as y →∞, (x, t) ∈ Rn+1,
where we have denoted by Ba = ∂2∂y2 + ay ∂∂y the generator of the Bessel semigroup on (R+, yady).
In order to solve the problem (3.3) we assume momentarily that u ∈ S(Rn+1). We take the
Fourier transform of (3.3) with respect to the variable (x, t) and denote for a fixed (ξ, σ) ∈ Rn+1
Y (y)
def
= Uˆ(ξ, y, σ) =
∫
R
∫
Rn
e−2πi(σt+<ξ,x>)U(x, y, t)dxdt.
In so doing, for every fixed (ξ, σ) ∈ Rn+1, ξ 6= 0, problem (3.3) is converted into the following
one on R+
(3.4)

y2Y ′′(y) + ayY ′(y)− L(ξ, σ)2y2Y (y) = 0, y ∈ R+,
Y (0) = uˆ(ξ, σ),
Y (y)→ 0, as y →∞,
where we have defined the complex number L(ξ, σ)2 by the equation (2.7) above. Comparing
(3.4) with the generalized modified Bessel equation
(3.5) y2u′′(y) + (1− 2α)yu′(y) + [(α2 − ν2γ2)− β2γ2y2γ]u(y) = 0,
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we see that we must have
1− 2α = a = 1− 2s, γ = 1, β = L(ξ, σ), ν = ±α.
This gives
α = s, γ = 1, β = L(ξ, σ), ν = ±s.
Therefore, the general solution of (3.4) is
Y (y) = AysIs(L(ξ, σ)y) +By
sKs(L(ξ, σ)y),
where Iν(z) and Kν(z) respectively denote the modified Bessel function of the first kind and
the Macdonald’s function. The condition Y (y) → 0 as y → ∞ forces A = 0 (see e.g. formulas
(5.11.9) and (5.11.10) on p. 123 of [L] for the asymptotic behavior at∞ of Iν and Kν), and thus
(3.6) Y (y) = BysKs(L(ξ, σ)y).
Next, we use the condition Y (0) = uˆ(ξ, σ) to determine the constant B. Recalling that
Kν(z) =
π
2
I−ν(z)− Iν(z)
sinπν
,
see (5.7.2) on p. 108 in [L], and the asymptotics
zνI−ν(z) ∼= 2
ν
Γ(1− ν) , z
νIν(z) ∼= 0, as z → 0,
we see that as y → 0+ we have
Y (y) = BysKs(L(ξ, σ)y) = B
π
2
ysI−s(L(ξ, σ)y) − ysIs(L(ξ, σ)y)
sinπs
−→ B2
s−1π
Γ(1− s) sinπsL(ξ, σ)
−s.
Using this asymptotic, along with the formula
Γ(s)Γ(1− s) = π
sinπs
,
we find that as y → 0+,
Y (y) −→ B2s−1Γ(s)L(ξ, σ)−s,
and the right-hand side equals uˆ(ξ, σ) provided that
B =
L(ξ, σ)suˆ(ξ, σ)
2s−1Γ(s)
.
Returning to (3.6) we conclude that the solution of (3.4) is given by
(3.7) Uˆ(ξ, y, σ) =
ys
2s−1Γ(s)
L(ξ, σ)sKs(L(ξ, σ)y) uˆ(ξ, σ).
Before proceeding we pause to note a fundamental fact about the solution U(x, y, t) of (3.3)
identified by (3.7): it satisfies the weighted Neumann condition
(3.8) Hsu(x, t) = −2
2s−1Γ(s)
Γ(1− s) limy→0+y
a∂U
∂y
(x, y, t).
To see this notice that, in view of (2.6), proving (3.8) is equivalent to showing
(3.9) − 2
2s−1Γ(s)
Γ(1− s) limy→0+y
a ∂Uˆ
∂y
(ξ, y, σ) = L(ξ, σ)2s uˆ(ξ, σ).
In the following computation we will write for brevity L = L(ξ, σ). Keeping in mind that
a = 1− 2s, and using the formula
K ′s(z) =
s
z
Ks(z)−Ks+1(z),
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see (5.7.9) on p. 110 of [L], we obtain from (3.7)
ya
∂Uˆ
∂y
(ξ, y, σ) =
Ls+1uˆ(ξ, σ)
2s−1Γ(s)
y1−s
{
2s
Ly
Ks(Ly)−Ks+1(Ly)
}
.
Since
2s
z
Ks(z)−Ks+1(z) = −Ks−1(z) = −K1−s(z),
(again, by (5.7.9) on p. 110 of [L]) we finally have
ya
∂Uˆ
∂y
(ξ, y, σ) = −L
s+1uˆ(ξ, σ)
2s−1Γ(s)
y1−sK1−s(Ly).
Now, as before, we have as y → 0+,
y1−sK1−s(Ly) −→ 2−sΓ(1− s)Ls−1.
We finally reach the conclusion that as y → 0+,
ya
∂Uˆ
∂y
(ξ, y, σ) −→ − Γ(1− s)
22s−1Γ(s)
L2suˆ(ξ, σ).
This proves (3.9), and therefore (3.8), when u ∈ S(Rn+1). However, the above considerations
extend to functions u ∈ Dom(Hs) if interpreted in the sense of L2(Rn+1).
Returning to (3.7), we finally see that the solution U(x, y, t) of (4.7) is given by
U(x, y, t) =
ys
2s−1Γ(s)
F−1(ξ,σ)→(x,t) [L(ξ, σ)sKs(L(ξ, σ)y) uˆ(ξ, σ)](3.10)
=
ys
2s−1Γ(s)
∫
Rn+1
e2πi(<x,ξ>+tσ)L(ξ, σ)sKs(yL(ξ, σ))uˆ(ξ, σ)dξdσ.
The key to computing the Fourier transform in the right-hand side of (3.10) is the following
important formula that can be found e.g. in 9. on p. 340 of [GR]
(3.11)
∫ ∞
0
τν−1e−(
β
τ
+γτ)dτ = 2
(
β
γ
) ν
2
Kν(2
√
βγ),
provided ℜβ,ℜγ > 0. Applying (3.11) with
ν = −s, β = y
2
4
, γ = L(ξ, σ)2,
and keeping in mind that Kν = K−ν (see (5.7.10) in [L]), we find
(3.12) L(ξ, σ)sKs(yL(ξ, σ)) =
ys
2s+1
∫ ∞
0
τ−(1+s)e−
y2
4τ e−L(ξ,σ)
2τdτ.
Substituting (3.12) into (3.10), and exchanging the order of integration, we finally obtain
U(x, y, t) =
ys
2s−1Γ(s)
F−1(ξ,σ)→(x,t) [L(ξ, σ)sKs(L(ξ, σ)y) uˆ(ξ, σ)](3.13)
=
y2s
22sΓ(s)
∫
Rn+1
e2πi(<x,ξ>+tσ)
(∫ ∞
0
τ−(1+s)e−
y2
4τ e−L(ξ,σ)
2τdτ
)
uˆ(ξ, σ)dξdσ
=
y2s
22sΓ(s)
∫ ∞
0
τ−(1+s)e−
y2
4τ
(∫
Rn+1
e2πi(<x,ξ>+tσ)e−L(ξ,σ)
2τ uˆ(ξ, σ)dξdσ
)
dτ
=
y2s
22sΓ(s)
∫ ∞
0
τ−(1+s)e−
y2
4τ e−τHu(x, t)dτ,
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where in the last equality we have used the definition (2.2) of the semigroup e−τH . The above
calculations are performed under the assumption that u ∈ S(Rn+1). They can be extended in a
standard fashion to functions u ∈ Dom(Hs).
We have thus proved the following result which represents the first part of formula (1.5) plus
formula (1.6) in Theorem 1.7 in [ST], see also Theorem 1 in [NS].
Theorem 3.1. Let 0 < s < 1 and assume that u ∈ Dom(Hs). For any (x, t) ∈ Rn+1 and y > 0
the function
(3.14) U(x, y, t) =
y2s
22sΓ(s)
∫ ∞
0
τ−(1+s)e−
y2
4τ e−τHu(x, t)dτ
solves the extension problem (3.3) above, with the boundary condition U(x, 0, t) = u(x, t) under-
stood in the sense of L2(Rn+1). Furthermore, one has in L2(Rn+1)
(3.15) − 2
2s−1Γ(s)
Γ(1− s) limy→0+y
a∂U
∂y
(x, y, t) = Hsu(x, t).
Once Theorem 3.1 is established it is easy to prove the following corollary that represents the
remaining part of (1.5) in Theorem 1.7 in [ST].
Corollary 3.2. Let u and U be as in Theorem 3.1. Then, one has
(3.16) U(x, y, t) =
1
Γ(s)
∫ ∞
0
τ−(1−s)e−
y2
4τ e−τH(Hsu)(x, t)dτ.
Moreover, one has the following Poisson representation formula
(3.17) U(x, y, t) =
∫ ∞
0
∫
Rn
P sy (z, τ)u(x − z, t− τ)dzdτ,
where
(3.18) P sy (z, τ) =
1
4
n
2
+sπ
n
2 Γ(s)
y2s
τn/2+1+s
e−
|z|2+y2
4τ .
4. From nonlocal to local
In this section we use Theorem 3.1 and Corollary 3.2 to convert the study of the strong unique
continuation property for the nonlocal equation (3.1) in Rn+1 into a related problem for the local
extension operator in Rn+1+ ×R. Precisely, for a given 0 < s < 1, and with a = 1−2s, we assume
that u ∈ Dom(Hs), and consider the following extension problem:
(4.1)

ya∂tU(X, t) = divX(y
a∇XU)(X, t),
U(x, 0, t) = u(x, t),
lim
y→0+
ya ∂U∂y (x, y, t) = −V (x, t)u(x, t),
for (X, t) ∈ Rn+1+ × R. We note that according to (3.15) in Theorem 3.1, the third equation in
(4.1) must be interpreted in the sense of L2(Rn+1). We also note that the fact that the constant
in front of V is −1 is the reason for which we introduced the normalization constant Γ(1−s)
22s−1Γ(s)
in (3.1).
In order to work with the problem (4.1) we need to specify the notion of weak solution. For
a given r > 0, and X0 = (x0, y0) ∈ Rn+1 we indicate with Br(X0) = {X = (x, y) ∈ Rn+1 |
|X −X0|2 = |x−x0|2+ (y− y0)2 < r2} the ball centered at X0 with radius r in the thick space,
and use the notation Br(x0) = {x ∈ Rn | |x − x0| < r}. When X0 = (0, 0) ∈ Rn+1 we simply
write Br and Br, instead of Br(0), Br(0). We also set B
+
r = Br ∩ {y > 0}. Furthermore, for a
given function f = f(X), we will denote fi the partial derivative
∂f
∂xi
for i = 1, ...n, and use the
standard notation fy for
∂f
∂y . Henceforth, unless we specify otherwise, when we write ∇ and div
12 MONOTONICITY OF GENERALIZED FREQUENCIES, ETC.
we intend that these operators act with respect to the variable X = (x, y) ∈ Rn+1. For instance,
following this agreement, for λ > 0 we denote by
(4.2) δλ(X, t) = (λX, λ
2t)
the parabolic dilations in Rn+1 ×R, and by
(4.3) Zf =< X,∇f > +2tft =< x,∇xf > +yfy + 2tft
the generator of the group {δλ}λ>0. For later use we notice that for every (X, t) such that t 6= 0,
(4.3) can be rewritten
(4.4)
Zf
2t
= ft+ < ∇f, X
2t
> .
One easily recognizes that a C1 function f : Rn+1 × R → R is homogeneous of degree κ ∈ R
with respect to (4.2), i.e., f ◦ δλ = λκf , if and only if one has
(4.5) Zf(X, t) = κf(X, t).
Definition 4.1. For given numbers a ∈ (−1, 1), r > 0 and 0 < T1 < T2 we define the space
V a,r,T1,T2 = L2((T1, T2);W
1,2(B+r , y
adX)),
endowed with the norm
(4.6) ||w||2
V a,r,T1,T2
=
∫ T2
T1
(∫
B
+
r
(|w|2 + |∇w|2)yadX
)
dt <∞.
Remark 4.2. When the context is clear, we will simply write V a instead of V a,r,T1,T2 .
We now introduce the relevant notion of weak solution to (4.1), but will allow a slightly more
general right-hand side in the Neumann condition.
Definition 4.3. Given W,ψ ∈ L∞(Br × (T1, T2)), a function v ∈ V a,r,T1,T2 is said to be a weak
solution in B+r × (T1, T2) to
(4.7)
{
div(ya∇v) = yavt,
lim
y→0
yavy =Wv + ψ,
if for every φ ∈ W 1,2(B+r × (T1, T2), yadXdt) with compact support in (B+r ∪ Br) × [T1, T2], we
have ∫ t2
t1
(∫
B
+
r
< ∇v,∇φ > yadX
)
dt =
∫ t2
t1
(∫
B
+
r
yaφtvdX
)
dt−
∫
B
+
r
φ(·, t2)v(·, t2)yadX(4.8)
+
∫
B
+
r
φ(·, t1)v(·, t1)yadX −
∫ t2
t1
∫
Br
(Wv + ψ)φdxdt
for almost every t1, t2 such that T1 < t1 < t2 < T2.
Remark 4.4. We note that in (4.8) the boundary integral at y = 0,
∫ t2
t1
∫
Br
(Wv + ψ)φdxdt, is
to be interpreted in the sense of traces. We refer to [Ne] for traces of weighted Sobolev spaces.
We now return to the extension problem (4.1) and establish two basic regularity estimates for
its solution U .
Lemma 4.5. Let u ∈ Dom(Hs) and U be as in (3.14). Then, for any M > 0 one has
(4.9)
∫ M
0
(∫
Rn+1
ya|U |2dxdt
)
dy ≤ M
a+1
a+ 1
<∞.
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We also have for some universal constant Cs > 0
(4.10)
∫ ∞
−∞
(∫
R
n+1
+
ya|∇U |2dX
)
dt ≤ Cs
(||u||L2(Rn+1) + ||Hsu||L2(Rn+1)) <∞,
the right-hand side being finite by the hypothesis u ∈ Dom(Hs), see (2.9) above.
Proof. We note that from the representation (3.14) of U , and from (2.3), we have
||U(·, y, ·)||L2(Rn+1) ≤
y2s
22sΓ(s)
∫ ∞
0
τ−(1+s)e−
y2
4τ ||e−τHu||L2(Rn+1)dτ
≤ ||u||L2(Rn+1)
y2s
22sΓ(s)
∫ ∞
0
τ−(1+s)e−
y2
4τ dτ.
A simple computation now gives∫ ∞
0
τ−(1+s)e−
y2
4τ dτ =
22sΓ(s)
y2s
.
Using this information in the previous inequality, we conclude
(4.11) ||U(·, y, ·)||L2(Rn+1) ≤ ||u||L2(Rn+1).
The inequality (4.9) follows from (4.11) in a standard way keeping in mind that a > −1.
As for (4.10), we have from (3.7)
Uˆ(ξ, y, σ) =
1
2s−1Γ(s)
Φs(L(ξ, σ)y)uˆ(ξ, σ) = C(s)Φs(L(ξ, σ)y)uˆ(ξ, σ),
where we have let
Φν(z) = z
νKν(z).
Recall that (5.7.9) in [L] gives
(4.12) Φ′ν(z) = −zνKν−1(z) = −zνK1−ν(z).
Therefore, Plancherel’s theorem implies∫ ∞
−∞
∫
R
n+1
+
ya|∇U |2dXdt ≤ C(s)2
∫ ∞
0
ya
(∫
Rn+1
(2π|ξ|)2|Φs(L(ξ, σ)y)|2|uˆ(ξ, σ)|2dξdσ
)
dy
+ C(s)2
∫ ∞
0
ya
(∫
Rn+1
|L(ξ, σ)|2|Φ′s(L(ξ, σ)y)|2|uˆ(ξ, σ)|2dξdσ
)
dy
= C(s)2
∫
Rn+1
|L(ξ, σ)|2s|uˆ(ξ, σ)|2
(∫ ∞
0
ya|L(ξ, σ)|−2s
[
(2π|ξ|)2|L(ξ, σ)|2sy2s|Ks(L(ξ, σ)y)|2
+ |L(ξ, σ)|2|L(ξ, σ)|2sy2s|K1−s(L(ξ, σ)y)|2
]
dy
)
dξdσ,
where in the last equality we have used (4.12). Keeping in mind that a = 1 − 2s, and that
(2π|ξ|)2 ≤ |L(ξ, σ)|2, we conclude that∫ ∞
−∞
∫
R
n+1
+
ya|∇U |2dXdt ≤ C(s)2
∫
Rn+1
|L(ξ, σ)|2s|uˆ(ξ, σ)|2
(∫ ∞
0
y
[
(2π|ξ|)2|Ks(L(ξ, σ)y)|2
+ |L(ξ, σ)|2|K1−s(L(ξ, σ)y)|2
]
dy
)
dξdσ
≤ C(s)2
∫
Rn+1
|L(ξ, σ)|2s|uˆ(ξ, σ)|2
(∫ ∞
0
|L(ξ, σ)|2y
[
|Ks(L(ξ, σ)y)|2
+ |K1−s(L(ξ, σ)y)|2
]
dy
)
dξdσ.
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Next, for every ξ ∈ Rn \ {0}, we write∫ ∞
0
|L(ξ, σ)|2y
[
|Ks(L(ξ, σ)y)|2 + |K1−s(L(ξ, σ)y)|2
]
dy
=
∫ |L(ξ,σ)|−1
0
|L(ξ, σ)|2y
[
|Ks(L(ξ, σ)y)|2 + |K1−s(L(ξ, σ)y)|2
]
dy
+
∫ ∞
|L(ξ,σ)|−1
|L(ξ, σ)|2y
[
|Ks(L(ξ, σ)y)|2 + |K1−s(L(ξ, σ)y)|2
]
dy
Now, on the interval 0 ≤ y ≤ |L(ξ, σ)|−1 we use the asymptotics
(4.13) |Ks(L(ξ, σ)y)|2 = O(|L(ξ, σ)y)|−2s), |K1−s(L(ξ, σ)y)|2 = O(|L(ξ, σ)y)|2s−2),
to infer that for some universal C ′s > 0∫ |L(ξ,σ)|−1
0
|L(ξ, σ)|2y
[
|Ks(L(ξ, σ)y)|2 + |K1−s(L(ξ, σ)y)|2
]
dy ≤ C ′s.
Since the argument of the complex number yL(ξ, σ) ranges between −π4 and π4 , on the interval
|L(ξ, σ)|−1 ≤ y <∞ we can use the asymptotic in (5.11.9) in [L] that gives
(4.14)
{
|Ks(L(ξ, σ)y)|2 = O(|L(ξ, σ)y)|−1)e−y|L(ξ,σ)|,
|K1−s(L(ξ, σ)y)|2 = O(|L(ξ, σ)y)|−1)e−y|L(ξ,σ)|,
This allows to infer that for some universal C ′′s > 0∫ ∞
|L(ξ,σ)|−1
|L(ξ, σ)|2y
[
|Ks(L(ξ, σ)y)|2 + |K1−s(L(ξ, σ)y)|2
]
dy ≤ C ′′s .
In conclusion, we have proved that there exists a universal constant Cs > 0 such that
(4.15)
∫ ∞
−∞
∫
R
n+1
+
ya|∇U |2dXdt ≤ Cs
∫
Rn+1
|L(ξ, σ)|2s|uˆ(ξ, σ)|2dξdσ.
Once (4.15) is established, we have∫
Rn+1
|L(ξ, σ)|2s|uˆ(ξ, σ)|2dξdσ ≤
∫
|L(ξ,σ)|≤1
|L(ξ, σ)|2s|uˆ(ξ, σ)|2dξdσ
+
∫
|L(ξ,σ)|≥1
|L(ξ, σ)|2s|uˆ(ξ, σ)|2dξdσ
≤
∫
Rn+1
|uˆ(ξ, σ)|2dξdσ +
∫
|L(ξ,σ)|≥1
|L(ξ, σ)|4s|uˆ(ξ, σ)|2dξdσ
≤ ||u||L2(Rn+1) +
∫
Rn+1
|L(ξ, σ)|4s|uˆ(ξ, σ)|2dξdσ
= ||u||L2(Rn+1) + ||Hsu||L2(Rn+1) <∞,
where in the last inequality we have used the fact that u ∈ Dom(Hs). We conclude that∫ ∞
−∞
∫
R
n+1
+
ya|∇U |2dXdt ≤ Cs
(||u||L2(Rn+1) + ||Hsu||L2(Rn+1)) <∞,
which proves (4.10).

Lemma 4.5 establishes the following important fact.
Corollary 4.6. Given arbitrary r > 0 and T1 < T2, the function U in (3.14) is a weak solution
to (4.1) in B+r × (T1, T2).
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Before proceeding further we make the following remark.
Remark 4.7. Corollary 4.6 will be used in Theorem 5.1 and Lemma 5.6 below to establish the
higher regularity of U . The latter, in turn, will be crucially used to justify the computations in
Section 6.
We close this section by recalling a trace inequality that will be used repeatedly in this paper.
Its proof can be found on p. 65 in [Ru1]. We emphasize that in the present work we will apply
such inequality at every time level t in the relevant domain of integration. In the next statement,
given a function f = f(X), where X = (x, y) ∈ Rn+1+ , by abuse of notation we will denote the
trace f(x, 0) of f on Rn × {0} by f itself.
Lemma 4.8 (Trace inequality). Let f ∈ C∞0 (Rn+1+ ). There exists a constant C0 = C0(n, s) > 0
such that for every µ > 0 one has
||f ||L2(Rn×{0}) ≤ C0
(
µ1−s||y 1−2s2 f ||L2(Rn+1+ ) + µ
−s||y 1−2s2 ∇f ||L2(Rn+1+ )
)
.
We also need a “surface” version of Lemma 4.8 that can be found in Lemma 3.1 in [Ru2].
Before stating it we fix some intermediate notations. We will indicate with Sn the n-dimensional
sphere in Rn+1 and by Sn−1 that in Rn. Also, we set Sn+ = Sn ∩ {y > 0}. We also denote an
arbitrary point in Sn by ω = (ω1, ..., ωn, ωn+1) and one in S
n−1 by ω′ = (ω1, ..., ωn). The surface
measure on Sn will be denoted by dω and that on Sn−1 by dω′.
Lemma 4.9 (Surface trace inequality). Let g : Sn+1+ → R be a measurable function such that
g,∇Sng ∈ L2(Sn+, ωan+1dω), where ∇Sng denotes the Riemannian gradient of the function g with
respect to the induced metric on Sn. Then, there exists C = C(n, s) > 0 such that for all τ > 1
||g||L2(Sn−1) ≤ C
(
τ1−s||ω
1−2s
2
n+1 g||L2(Sn+) + τ
−s||ω
1−2s
2
n+1 ∇Sng||L2(Sn+)
)
.
5. De Giorgi-Nash-Moser theory for the extension problem
This section is devoted to developing the regularity theory for the extension problem (4.1)
which is essential to the proof of Theorems 1.2 and 1.3. The central result is Theorem 5.1 below.
The latter is a basic Ho¨lder continuity theorem of De Giorgi-Nash-Moser type for the extension
problem. For the elliptic counterpart of such result one should see [CS], but also [JLX], [TX].
Henceforth, for a given domain Ω ⊂ Rn+1, and 0 < α ≤ 1, we denote by Hα(Ω) the non-isotropic
parabolic Ho¨lder space with exponent α defined on p. 46 in Chapter 4 in [Li] (these spaces are
denoted by Hα,α/2(Ω) in [LSU]).
Note: Henceforth in this section, as well as in the rest of the paper, unless there is risk of
confusion, we will routinely avoid writing explicitly dX, dx, dt, dr, etc., in the integrals involved.
Theorem 5.1 (of De Giorgi-Nash-Moser type). Let W,ψ ∈ L∞(B1 × (−1, 0)), and v ∈ V a =
V a,1,−1,0 be a weak solution in B+1 × (−1, 0] to the problem (4.7). Then, for any r < 1 one has
v ∈ Hα(B+r × (−r2, 0]) for some α ∈ (0, 1) depending only on a, n.
Proof. Before starting, we make an important remark. In the course of the proof we will be
using in a substantial way ideas and/or results from the following papers: [M1], [M2], [FKS] and
[CSe]. For obvious considerations of space, we will not be able to provide detailed accounts of
these works.
It suffices to show that v ∈ Hα(B+r × (−r2, 0]) for 0 < r < 12 . The conclusion then follows for
any r < 1 by a standard covering argument. For a given function f and h > 0 we introduce the
Steklov averages of f defined by
fh(X, t) =
1
h
∫ t+h
t
f(X, s)ds,
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and
f−h(X, t) =
1
h
∫ t
t−h
f(X, s)ds,
see (4.4) on p. 85 in [LSU], or also p. 100 in [Li]. Then, for every δ > 0 we have that f−h −→ f ,
∇f−h −→ ∇f in L2(B+1 × (−1 + δ, 0), |y|adXdt) provided f belongs to V a (see Lemmas 4.7 and
4.8 in [LSU]).
Let τ be a cut-off function which is compactly supported in B2r × (−4r2, 4r2), with τ ≡ 1 in
Br × [−r2, r2], τ ≡ 0 outside B2r × (−32r2, 32r2), and such that
|∇τ(X, t)| ≤ C
r
, |τt(X, t)| ≤ C
r2
for some absolute constant C > 0. Fix 0 < ρ < r2 and define ξ(t) by{
ξ(t) = 0, t > −ρ
ξ(t) = 1, t ≤ −ρ.
Finally, we let η(X, t) = τ2(X, t)v−h(X, t)ξ(t) for |h| < ρ/2, and take ηh as a test function in
the weak formulation (4.8) above. The fact that ηh is an admissible test function follows by
approximation of ξ by piecewise linear functions and is quite standard in the parabolic theory.
For instance, we refer to p. 103 in [Li] for relevant details. Using this test function in (4.8) we
obtain ∫
B
+
2r×(−4r2,−ρ)
ya|∇v−h|2τ2 +
∫
B
+
2r×(−4r2,−ρ)
ya < ∇v−h,∇τ > 2τv−h
= −
∫
B
+
2r×(−4r2,−ρ)
yaτ2v−h(v−h)t +
∫
B2r×(−4r2,−ρ)
(Wv)−hv−hτ2 + (ψ)−hv−hτ2.
Keeping in mind that τ ≡ 0 at t = −2r2, an integration by parts with respect to t gives∫
B
+
2r×(−4r2,−ρ)
yaτ2v−h(v−h)t =
1
2
∫
B
+
2r
yaτ2v−h(X, ρ)2dX(5.1)
− 1
2
∫
B
+
2r×(−4r2,−ρ)
ya(τ2)t(v−h)2.
Applying Lemma 4.8 at every fixed time level t ∈ (−4r2,−ρ) to the integral∫
B2r×(−4r2,−ρ)
(Wv)−hv−hτ2 + (ψ)−hv−hτ2,
with µ > 0 such that
µ−s(||W ||L∞(B1×(−1,0) + ||ψ||L∞(B1×(−1,0)) < 1/2,
then letting h→ 0 and finally choosing ρ in (5.1) such that∫
B
+
r
yav(X, ρ)2dX ≥ 1
2
essup
t∈(−r2,0]
∫
B
+
r
yav(X, t)2dX,
we conclude in a standard way that the following Caccioppoli type inequality holds for some
universal C > 0 which depends on the L∞ norm of W,ψ in B+2r × (−4r2, 0],∫
B
+
r ×(−r2,0]
|∇v|2yadXdt+ essup
t∈(−r2,0]
∫
B
+
r
v2yadX
≤ C
r2
∫
B
+
2r×(−4r2,0]
|v|2yadXdt+ Crn+2.
We note that in the latter inequality we have also used that τ ≡ 1 in Br × (−r2, r2].
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We now let v+ = max{v, 0}, and then set v = v++k, where k = ||ψ||L∞(B1×(−1,0)). For a given
function f andm > 0, we denote fm = min{f,m}. Let t1, t2 be such that −r2 < t1 < t2 < 0. We
indicate with χ(t) the indicator function of the interval (t1, t2). Let τ be a compactly supported
function in Br × (−r2, 0]. For a given p > 1 we let η = τ2((v−h)m)p(v)−hχ(t), and take ηh as a
test function in the weak formulation (4.8). Again, the fact that ηh is an admissible test function
follows from approximating χ by piecewise linear functions, and we refer to p. 103 in Chapter 6
in [Li] for details. We note here that we take h small enough such that −r2 < t1−h < t2+h < 0.
Furthermore, We now use the following truncations from [AS]
Hm(s) =

1
p+2s
p+2 for s ≤ m,
1
2m
ps2 +
(
1
p+2 − 12
)
mp+2 for s ≥ m.
Then, arguing as in the proof of Theorem 6.15 and/or Theorem 6.17 in [Li], after letting h→ 0
we obtain for almost every t1, t2 ∈ (−r2, 0]∫
B
+
r ×(t1,t2)
vpm(p|∇vm|2 + |∇v|2)τ2yadXdt +
∫
B
+
r
yaHm(v)(·, t2)τ2(·, t2)(5.2)
−
∫
B
+
r
yaHm(v)(·, t1)τ2(·, t1) ≤ C
∫
Br×(t1,t2)
vpmv
2τ2
+ C
∫
B
+
r ×(t1,t2)
ya(|∇τ |2 + (∂tτ)2 + τ2)vpmv2.
We note that in arriving to (5.2) we have crucially used that Hm(v) is comparable to 1p+2v
p
mv2,
which is in turn comparable to 1pv
p
mv2 for large enough p. Also note that we only care about
large values of p since eventually we let p→∞ in Moser’s iteration procedure.
At every time level t ∈ (t1, t2) we now apply Lemma 4.8 to the function f = vp/2m vτ . In doing
so, with C as in (5.2), we have chosen µ > 0 such that
Cµ−2svpm(p
2|∇vm|2 + |∇v|2) ≤ 1
2
vpm
(
p|∇vm|2 + |∇v|2
)
.
For instance, we could take µ = (2C(1 + p))1/s. We thus have
C
∫
B
+
r ×(t1,t2)∩{y=0}
vpmv
2τ2 ≤ 1
2
∫
B
+
r ×(t1,t2)
yavpm(p|∇vm|2 + |∇v|2)τ2(5.3)
+ C2(1 + p)
2−2s
s
∫
B
+
r ×(t1,t2)
yavpmv
2(|∇τ |2 + |τ |2),
where C2 = CC0, with C0 as in Lemma 4.8. Substituting (5.3) in (5.2) we find for some
C = C(n, s) > 0,∫
B
+
r ×(t1,t2)
yavpm(p|∇vm|2 + |∇v|2)τ2dXdt+
∫
B
+
r
yaHm(v)(·, t2)τ2(·, t2)(5.4)
−
∫
B
+
r
yaHm(v)(·, t1)τ2(·, t1) ≤ C(1 + p)
2−2s
s
∫
B
+
r ×(t1,t2)
ya(|∇τ |2 + |τt|2 + τ2)vpmv2.
We next select t1 < t2 such that τ ≡ 0 at t = t1, and t2 such that∫
B
+
r
yaHm(v)(·, t2)τ2(·, t2) ≥ 1
2
essup
t∈(−r2,0]
∫
B
+
r
yaHm(v)(·, t)τ2(·, t).
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With these choices we obtain from (5.4), and the fact that Hm(v) is comparable to 1pv
p
mv2,
essup
t∈(−r2,0]
∫
B
+
r
yavpmv
2τ2dX(5.5)
≤ C(1 + p) 2−2ss
∫
B
+
r ×(−r2,0]
ya(|∇τ |2 + |τt|2 + τ2)vpmv2.
Next, we make a different selection of t1 and t2 in (5.4). More precisely, we let t1 = −r2 and
t2 = 0. Since τ(X, t1) ≡ 0, we obtain from (5.4)∫
B
+
r ×(−r2,0]
vpm(p|∇vm|2 + |∇v|2)τ2yadXdt(5.6)
≤ C(1 + p) 2−2ss
∫
B
+
r ×(−r2,0]
ya(|∇τ |2 + |τt|2 + τ2)vpmv2.
Combining (5.5) and (5.6) we find∫
B
+
r ×(−r2,0]
vpm(p|∇vm|2 + |∇v|2)τ2yadXdt + essup
t∈(−r2,0]
∫
B
+
r
yavpmv
2τ2dX
≤ C(1 + p) 2−2ss
∫
B
+
r ×(−r2,0]
ya(|∇τ |2 + |τt|2 + τ2)vpmv2dXdt.
At this point, we use the Sobolev inequality for A2 weights in [FKS] with the Moser iteration
in [M1] to conclude that v is bounded. This implies, in particular, that v be bounded from
above. More precisely, we obtain the following estimate for v:
(5.7) ||v||L∞(B+
1/2
×(−1/4,0]) ≤ C
(∫
B
+
1 ×(−1,0])
yav2
)1/2
.
In reaching the conclusion (5.7) we have crucially used that the Sobolev inequality for A2 weights
also holds for functions compactly supported in B+r ∪Br, instead of Br, see for instance Lemma
2.1 in [TX]. Then, the corresponding parabolic version of Sobolev inequality in Lemma 1.2 in
[CSe] follows similarly for any r > 0. We note that, by a standard rescaling argument, in the
left-hand side of the estimate (5.7) we can take the L∞ norm over B+ρ × (−ρ2, 0] for any ρ < 1.
The constant C in the right-hand side will change accordingly depending on ρ.
The boundedness of v from below now follows by noting that −v also solves the equation
(4.7), but with ψ replaced by −ψ. Therefore, from (5.7) we obtain the following Moser type
estimate for some universal C,
||v||L∞(B+
1/2
×(−1/4,0]) ≤ C
(∫
B
+
1 ×(−1,0]
yav2
)1/2
+ ||ψ||L∞(B1×(−1,0))
 .
Applying this estimate to vr(x, t) = v(rx, r
2t), we find
||v||L∞(B+
r/2
×(−r2/4,0]) ≤ C
r−(n+3+a)/2(∫
B
+
r ×(−r2,0]
yav2
)1/2
+ r2s||ψ||L∞(Br×(−r2,0))
 .
Since we now know that v is locally bounded, by adding a suitable constant we may assume
without restriction that v > 0 in B+3/4 × (−9/16, 0]. At this point, similarly to the proof of
Lemma 1 in [M2], for any given −1 < t1 < t2 < 0 we let χ(t) be the characteristic function of
(t1, t2). If ψ is a smooth function having compact support in X for each t, and
η = vp−1−h ψ
2χ(t),
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we then take φ = ηh as test function in the weak formulation (4.8). Following the computations
in the proof of Lemma 1 in [M2], we obtain
± 1
4
∫
B
+
r ×(t1,t2)
ya∂t(ψ
2w2) + ε
∫
B
+
r ×(t1,t2)
yaψ2|∇w|2 ≤
1
4
∫
B
+
r ×(t1,t2)
ε−1ya(|∇ψ|2 + 2|ψψt|)w2 + C1|p|
∫
Br×(t1,t2)
w2ψ2,
with
w = v
p/2
−h , and ε =
1
2
|1− p−1|.
Here, C1 depends on L
∞ norm of W over B1 × (−1, 0) and the + sign in front of the first
integral on the left-hand side of the above inequality corresponds to 1/p < 1, whereas the − sign
corresponds to 1/p > 1. We now apply Lemma 4.8 to the term
∫
Br×(t1,t2) w
2ψ2, with µ such
that
C1|p|µ−2s ≤ ε
4
.
More precisely, we choose
µ =
(
ε
4|p|C1
)−1/2s
.
After an application of Lemma 4.8 at every time level with such a choice of µ, we find
± 1
4
∫
B
+
r ×(t1,t2)
ya∂t(ψ
2w2) +
ε
2
∫
B
+
r ×(t1,t2)
yaψ2|∇w|2
≤ 1
2
∫
B
+
r ×(t1,t2)
ε−1ya(|∇ψ|2 + 2|ψψt|)w2 +
(
ε
4|p|C1
)− 1−s
s
∫
B
+
r ×(t1,t2)
yaw2ψ2.
At this point we argue as in page 738-739 in [M2] and by finally letting h → 0 (the reader
should keep in mind that w = v
p/2
−h ), we conclude that the weighted analogue of the L
∞ estimate
(6) in [M2] holds for v. This means that for 0 < p < 1/2, t0 ∈ (−1, 0] such that −1 < t0 − r2 <
t0 + r
2 < 0, and ρ < r < 1/2, we obtain for some constant c1 independent of p,
(5.8) ||v||L∞(B+ρ ×(t0−ρ2,t0+ρ2]) ≤ c1(r − ρ)
−(n+3+a)/p
(∫
B
+
r ×(t0−r2,t0+r2])
yavp
)1/p
.
Similarly, the weighted analogue of (6−) in [M2] holds for v. I.e., for any t0 ∈ (−1, 0] such
that t0 − r2 > −1, we have for 0 < −p < 1/2,
(5.9) ||v−1||L∞(B+ρ ×(t0−ρ2,t0]) ≤ c2(r − ρ)
−(n+3+a)/|p|
(∫
B
+
r ×(t0−r2,t0])
yavp
)1/|p|
,
where c2 is also independent of p. See also the analogous estimates (2.5) and (2.5’) in [CSe]. We
emphasize that in the estimates (5.8) and (5.9) we crucially need the constants c1 and c2 to be
independent of p for |p| < 1/2. This is needed to apply the analogue of Bombieri’s Lemma 2.3
in [CSe] to v, which then leads to the Harnack estimate in (5.12) below.
Now for a given 0 < ρ < 1 and −1 < t1 < t2 < 0, we take η(X, t) = (v−h)−1τ(X)2ξ(t), where
ξ(t) is the indicator function of the interval (t1, t2), and τ(X) is compactly supported in Bρ.
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Using this test function in the weak formulation (4.8), and applying Young’s inequality we find∫ t2
t1
∫
B
+
ρ
yaτ2|∇q|2 +
∫
B
+
ρ
yaqτ2(·, t2)−
∫
B
+
ρ
yaqτ2(·, t1)
≤ C
(∫ t2
t1
∫
B
+
ρ
ya|∇τ |2 +
∣∣∣∣∣
∫ t2
t1
∫
Bρ
(Wv + ψ)−h
v−h
τ2
∣∣∣∣∣
)
,
where we have let q = − ln v−h. We now note that∣∣∣∣(Wv + ψ)−hv−h
∣∣∣∣ ≤ ||W ||L∞(B1×(−1,0)) + 2.
Therefore, using Lemma 4.8 with µ = 1 at each time level t, we obtain∣∣∣∣∣
∫ t2
t1
∫
Bρ
(Wv + ψ)−h
v−h
τ2
∣∣∣∣∣ ≤ C
∫ t2
t1
∫
B
+
ρ
ya(τ2 + |∇τ |2),(5.10)
where C depends on ||W ||L∞(B1×(−1,0)). Since τ is compactly supported in B+ρ ∪ Bρ, by the
Poincare´ inequality for A2 weights, we have for some constant C5∫ t2
t1
∫
B
+
ρ
yaτ2 ≤ C5
∫ t2
t1
∫
B
+
ρ
ya|∇τ |2.
We infer ∣∣∣∣∣
∫ t2
t1
∫
Bρ
(Wv + ψ)−h
v−h
τ2
∣∣∣∣∣ ≤ C6
∫ t2
t1
∫
B
+
ρ
ya|∇τ |2(5.11)
for some C6. Finally, from (5.10) and (5.11) we obtain,∫ t2
t1
∫
B
+
ρ
yaτ2|∇q|2 +
∫
B
+
ρ
yaqτ2(·, t2)−
∫
B
+
ρ
yaqτ2(·, t1)
≤ C
∫ t2
t1
∫
B
+
ρ
ya|∇τ |2.
We next observe that the modified Poincare´ inequality for A2 weights, similar to the one that in
Lemma 1.3 in [CSe] is stated on the whole ball Br, continues to be valid for B
+
r . One can thus
argue as on p. 188-189 in [CSe] and conclude that the analogue of Lemma 2.2 in [CSe] holds
for v in B+1 × (−1, 0]. Combining such result with (5.8) and (5.9) above, we now use Bombieri’s
Lemma 2.3 in [CSe], and argue as in p. 734 in [M2], to finally conclude by rescaling that the
following Harnack estimate holds for r < 1/2,
(5.12) sup
B
+
r ×(−r2,− r22 ]
v ≤ C
(
inf
B
+
r ×(− r24 ,0]
v + r2s||ψ||L∞(B2r×(−2r2,0))
)
.
Finally, the local Ho¨lder continuity of v follows from (5.12) in a standard way and we refer the
reader to Chapter 6 in [Li] for details.

Before we proceed further, we note that in the course of the proof of Theorem 5.1 we have
established the following basic result.
Theorem 5.2 (Scale invariant Harnack inequality). Let V, ψ ∈ L∞(B2r × (−2r2, 0]) and let
u ∈ Dom(Hs), u ≥ 0, be a solution to
Hsu = V u+ ψ
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in B2r × (−2r2, 0]). Then, the following Harnack inequality holds for any r > 0
sup
Br×(−r2,− r22 )
u ≤ C( inf
Br×(− r24 ,0)
u+ r2s||ψ||L∞(B2r×(−2r2,0])),
where C = C(n, s, r2s||V ||L∞(B2r×(−2r2,0])) > 0.
Proof. This is a direct consequence of the estimate (5.12) above. 
Theorem 5.1 has the following basic consequence.
Corollary 5.3. With u as in Theorem 1.2, we have that u ∈ Hα(Rn+1) for some α > 0. In
particular, u ∈ L∞(Rn+1).
Proof. Given an arbitrary point (x0, t0) ∈ Rn+1, the corollary follows from a direct application
of Theorem 5.1 above to the extension function U in B1(x0) × {y < 1} × (t0 − 1, t0] combined
with the estimates in Lemma 4.5.

Remark 5.4. We note that using the representation (3.16), the equation (3.1) satisfied by u,
Corollary 5.3 and the estimates (1.2) and (2.5), we obtain the following estimate:
(5.13) ||Uy(·, y, ·)||L∞(Rn+1) ≤ C(s)||V ||L∞(Rn+1)||u||L∞(Rn+1)
1
y1−2s
,
where C(s) > 0 depends on s only.
We will also need the following regularity result.
Lemma 5.5. Let v ∈ V a,r,−4r2,0 be a weak solution in B+2r ∩ (−4r2, 0] to
(5.14)
{
div(ya∇v) = yavt
− limy→0 yavy = φ,
where φ is assumed to be C2 for 0 < s < 1/2, and C1 for s ≥ 1/2. Then, there exists α′ >
0 depending on a, n such that for i = 1, ...n, we have Div, vt, y
avy ∈ Hα′ up to y = 0 in
B+r × (−r2, 0].
Proof. The proof follows from ideas similar to that of Lemma 4.5 in [CS] for the elliptic case. We
first note that, with α as in Theorem 5.1, we have that v is in Hα up to y = 0 in B+r × (−r2, 0].
Given such α, starting with k = 1, 2, ..., ⌊1/α⌋ + 1, we take iterated difference quotients of v of
the type
vhei =
v(x+ hei, t)− v(x, t)
hkα
, vht =
v(x, h + t)− v(x, t)
hkα/2
,(5.15)
i = 1, ..., n. Note that vhei , v
h
t solve a problem similar to (5.14), with φ replaced by its corre-
sponding difference quotient. Therefore by making use of the fact that φ is Lipschitz, we can
conclude by applying Theorem 5.1 to these difference quotients that Div, vt ∈ Hα, i = 1, ..., n.
Applying Nirenberg’s method of difference quotients in the directions x1, ..., xn (see e.g. the
proof of Theorem 6.6 in [Li]), and also using the trace inequality as in the proof of Theorem 5.1
above, we conclude that ya(vij)
2, ya(vi)
2
y ∈ L1(Br× (−r2, 0]) for i = 1, .., n and j = 1, ...n. From
the equation (5.14), and the fact that vt ∈ Hα(B+r × (−r2, 0]), and therefore it is bounded, we
conclude that y−a((yavy)y)2 ∈ L1(Br × (−r2, 0]). This implies that yavy ∈ V −a,r,−r2,0.
At this point we note that h = yavy is a weak solution to the following conjugate equation:
(5.16)
{
div(y−a∇h) = y−aht,
h(x, 0, t) = −φ.
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Here, the boundary condition is interpreted in the trace sense. Now, similarly to the proof of
Lemma 4.5 in [CS], we first extend φ in a C2 manner to the whole of Rn+1 for s < 1/2, and
in a C1 manner for s ≥ 1/2, and then we multiply φ by a cut off η ≡ 1 in Br × (−r2, 0] and
call this new function φ. Let h be the solution of (5.16) with φ replaced by φ. It follows from
(3.17) in Theorem 3.2 that h has a Poisson representation formula given by (1.7) in [ST]. More
specifically, from the representation (3.17) with s replaced by 1− s, we have
h(X, t) = C(n, s)
∫ ∞
0
∫
Rn
y2(1−s)e−
y2+|z|2
4τ
τn/2+2−s
φ(t− τ, x− z)dzdτ.
The change of variable z√
τ
= ξ gives
h(X, t) = C(n, s)y2(1−s)
∫ ∞
0
e−
y2
4τ
∫
Rn
e−ξ2/4
τ2−s
φ(t− τ, x−√τξ)dξdτ.
Next, we let τ
y2
= r to find
h(X, t) = C(n, s)
∫ ∞
0
e−
1
4r
∫
Rn
e−ξ2/4
r2−s
φ(t− y2r, x− y√rξ)dξdr.
This implies h is in Hα
′
up to y = 0 for all α′ < 2(1 − s). We also note that Dih ∈ L∞ for
i = 1, ..., n. This follows from the representation (3.17) with u replaced by φ and s replaced by
1 − s. The alternate representation of h in (3.16), with s replaced by 1 − s, and the fact that
||e−tHf ||L2(Rn+1) ≤ ||f ||L2(Rn+1), allow to infer
(5.17) ||hy||L2(Rn+1) ≤ C||H1−sφ||L2(Rn+1)
1
y2s−1
.
From (5.17) we conclude in a standard way that h ∈ V −a. We note that the regularity assump-
tion on φ in the hypothesis of the lemma is needed in (5.17) to ensure that φ is in the domain
of H1−s. Therefore, h− h is a weak solution to (5.16) with φ = 0 in the set where η ≡ 1, i.e., in
B+r × (−r2, 0]. At this point, by taking the odd reflection of the function h− h in the variable y
across y = 0, we obtain that f
def
= h− h is a weak solution to
(5.18) div(|y|−a∇f) = |y|−aft.
Now we can use results from [CSe] and [Is] to conclude that h − h is Ho¨lder continuous up to
y = 0 in B+r × (−r2, 0]. This finally implies the Ho¨lder continuity of h = yavy.

We now have the following result concerning the Ho¨lder continuity of yaUy.
Lemma 5.6. With U as in (4.1), we have that yaUy is Ho¨lder continuous up to y = 0 with
exponent α′ > 0 depending only on a and n.
Proof. From Theorem 5.1, we have that U ∈ Hα upto y = 0 for some α depending on a, n. Now
with this choice of α, by taking repeated difference quotients of the type (5.15) with v replaced
by U similarly to that in the proof of Lemma 5.5, we note that such difference quotients satisfy
in the weak sense
(5.19)
{
div(ya∇w) = yawt,
lim
y→0
yawy = −f + gw.
Now because of the regularity assumptions on V in (1.2) and the regularity of U gained by
applying Theorem 5.1 in the previous step k − 1, we have that f, g ∈ L∞. Therefore, by
repeated use of Theorem 5.1, we conclude that for i, j = 1, ..., n, DiU,Ut ∈ Hα up to y = 0 in
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the set B+M × (−M2,M2) for any M > 0. For s ≥ 1/2, we have now that φ = V u is in C1 and
at this point we can use Lemma 5.5 to conclude the Ho¨lder continuity of yaUy upto y = 0.
We next consider the case 0 < s < 1/2. We first note that from the above arguments, we
have that for i = 1, ..., n, DiU satisfies in the weak sense
(5.20)
{
div(ya∇DiU) = ya(DiU)t,
lim
y→0
ya(DiU)y = −DiV u− V Diu.
Similarly, Ut satisfies
(5.21)
{
div(ya∇Ut) = ya(Ut)t,
lim
y→0
ya(Ut)y = −Vtu− V ut.
Since V is in C2 in this case, and it satisfies the bound (1.2), therefore for i = 1, ..., n, by again
taking repeated difference quotients in the xi and t directions, we conclude that for i, j = 1, ..., n,
DijU,Utt,DtDiU ∈ Hα up to y = 0 in B+M×(−M2,M2) for anyM > 0 where α is as in Theorem
5.1. Therefore, we now have φ = V u is in C2 and at this point we can again use Lemma 5.5 to
conclude the Ho¨lder continuity of yaUy up to y = 0.

Before we proceed further, we have the following remark. We would like to mention that
the notation Ck(x,t)(Ω) indicates the standard isotropic C
k spaces with respect to the variable
(x, t) ∈ Rn+1. Such spaces are endowed with the corresponding Ck norm.
Remark 5.7. It follows from the proof of Lemma 5.6 that u ∈ C1(x,t)(Rn+1).
We finally conclude this section with the following C1(x,t)(R
n+1) estimate for U(·, y, ·).
Lemma 5.8. Let U be the solution to (4.1). Then, for every y > 0 we have
||U(·, y, ·)||C1
(x,t)
(Rn+1) ≤ C(n, s)||u||C1
(x,t)
(Rn+1).
Proof. This follows from the representation (3.17) of U , and the proof is similar to the time-
independent case of Proposition 2.8 in [Yu].

6. Monotonicity of the frequency
In this section we consider a solution u ∈ Dom(Hs) to the equation (3.1), and denote by U
the corresponding solution of the extension problem (4.1), where as before a = 1 − 2s. Given
such U , we introduce the height H(U, r) of U , its energy I(U, r) and the frequency N(U, r) of
U , see Definition 6.2 below. We intend to study the monotonicity properties of N(U, r) as a
function of r > 0. Our main objective is proving Theorem 1.3.
Henceforth, for X ∈ Rn+1+ and t < 0 we let
G = G(X, t) = G(0, 0, 0, x, y, t) = (−4πt)−n+12 e |X|
2
4t = (4π|t|)−n+12 e−
|X|2
4|t|
denote the backward heat kernel in Rn+1 × R centered at (0, 0, 0). We thus have for X ∈ Rn+1+
and t < 0
(6.1) ∇G = X
2t
G,
and
(6.2) ∆G+Gt = 0.
24 MONOTONICITY OF GENERALIZED FREQUENCIES, ETC.
Following [DGPT], for t < 0 we introduce the quantity
(6.3) h(U, t) =
∫
R
n+1
+
ya U(X, t)2 G(X, t) dX,
where Rn+1+ = {X = (x, y) ∈ Rn+1 | y > 0}. We also define the quantity for t < 0
(6.4) i(U, t) = −t
∫
R
n+1
+
ya|∇U(X, t)|2G(X, t) dX + t
∫
Rn×{0}
V (x, t)u(x, t)2G(x, 0, t) dx.
Before proceeding, it is important to note that (5.13) above and Lemma 5.8 imply that i(U, t)
is finite. We have in fact |∇U(X, t)|2 = |∇xU(X, t)|2 + Uy(X, t)2. Now, (5.13) gives for every
X ∈ Rn+1+ and t < 0
Uy(X, t)
2 ≤
(
21−2sΓ(1− s)
Γ(s)
||V ||L∞(Rn+1)||u||L∞(Rn+1)
)2
y−2a.
Therefore,∫
R
n+1
+
yaUy(X, t)
2G(X, t) dX ≤ C(4π|t|)−n+12
∫
R
n+1
+
y−ae−
|X|2
4|t| dX(6.5)
= C(4π|t|)−n+12
∫
Rn
e
− |x|2
4|t| dx
∫ ∞
0
y−ae−
y2
4|t|dy <∞,
since a < 1. On the other hand, Lemma 5.8 gives
|∇xU(X, t)| ≤ C(n, s)||u||C1
(x,t)
(Rn+1),
and therefore∫
R
n+1
+
ya|∇xU(X, t)|2G(X, t) dX ≤ C(4π|t|)−
n+1
2
∫
R
n+1
+
yae
− |X|2
4|t| dX <∞,(6.6)
since a > −1. Finally, we have∫
Rn
|V (x, t)u(x, t)2G(x, 0, t)| dx ≤ ||V ||L∞(Rn+1)||u||2L∞(Rn+1)(4π|t|)−
n+1
2
∫
Rn
e
− |x|2
4|t| dx <∞.
Our first result is the following alternate expression of the energy i(t).
Lemma 6.1. For every t > 0 one has
(6.7) i(t) = t
∫
R
n+1
+
ya
(
UUt + U < ∇U, X
2t
>
)
G =
1
2
∫
R
n+1
+
yaUZUG,
where Z is the vector field in (4.3), (4.4) above.
Proof. To verify (6.7) we first observe that, thanks to (6.5), (6.6) and dominated convergence,
we can write
(6.8)
∫
R
n+1
+
ya|∇U |2G = lim
ε→0+
∫
Rn×{y>ε}
ya|∇U |2G.
From the equation yaUt = div(y
a∇U) satisfied by U , see (4.1), we see that on the set Rn×{y > ε}
we have
ya|∇U |2 = 1
2
div(ya∇U2)− 1
2
ya(U2)t
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Therefore, the divergence theorem and (6.1) give∫
Rn×{y>ε}
ya|∇U |2G = −
∫
Rn×{y>ε}
yaUtUG−
∫
Rn×{y>ε}
ya < ∇U, X
2t
> UG(6.9)
−
∫
Rn×{y=ε}
yaUyUG.
Using the Ho¨lder continuity of yaUy which follows from Lemma 5.6, (4.1) that gives
lim
y→0+
ya
∂U
∂y
(x, y, t) = −V (x, t)u(x, t),
the estimate (5.13) and dominated convergence, passing to the limit as ε→ 0 in (6.9) we reach
the desired conclusion (6.7).

We next introduce averaged versions of the quantities h(U, t) and i(U, t). Similarly to the case
s = 1/2 in [DGPT], it is crucial to work with these new quantities since, unlike (6.3) and (6.4),
they lead to a priori estimates which are essential for the compactness arguments in Section 7.
Before proceeding further, for every r > 0 we introduce the notation:
(6.10)

Sr = {(X, t)|X ∈ Rn+1, −r2 < t < 0},
S+r = {(X, t) | X ∈ Rn+1+ , −r2 < t < 0},
Sr = {(x, t) | x ∈ Rn, −r2 < t < 0}.
Definition 6.2. We define the height function of U as
(6.11) H(U, r) =
1
r2
∫ 0
−r2
h(U, t)dt =
1
r2
∫
S
+
r
yaU(X, t)2G(X, t)dXdt,
and the energy of U as
I(U, r) =
1
r2
∫ 0
−r2
i(U, t)dt =
1
r2
∫
S
+
r
|t|ya|∇U(X, t)|2G(X, t)dXdt(6.12)
− 1
r2
∫
Sr
|t|V (x, t)u(x, t)2G(x, 0, t)dxdt.
For those values of r > 0 for which H(U, r) 6= 0 the frequency of U is defined as
(6.13) N(U, r) =
I(U, r)
H(U, r)
.
Remark 6.3. We note that, unless U(X, t) ≡ 0 in S+r , we must have H(U, r) 6= 0. Otherwise,
we would have a contradiction from (6.11).
We record for later use the following consequence of Lemma 6.1 and of definition (6.12).
Lemma 6.4. For every r > 0 one has
(6.14) 2I(U, r) =
1
r2
∫
S
+
r
yaUZUGdXdt.
Henceforth, to simplify the notation, whenever convenient we will simply write h(t) and H(r)
instead of h(U, t) and H(U, r) respectively. Similarly, we will denote i(U, t) by i(t), I(U, r) by
I(r) and N(U, r) by N(r). Also, unless there is risk of confusion, as in Section 4 we will routinely
avoid writing explicitly dX, dx, dt, dr, etc., in the integrals involved. Thus, for instance, (6.3)
will be written as
h(t) =
∫
R
n+1
+
yaU2G.
The next result plays a basic role in what follows.
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Lemma 6.5 (First variation of the height). For every r > 0 one has
(6.15) H ′(r) =
4
r
I(r) +
a
r
H(r).
Proof. As a first step we calculate h′. We write
h(t) =
∫
R
n+1
+
F (X, t)dX,
where F (X, t) = yaU(X, t)2G(X, t). If we know that for a.e. X ∈ Rn+1+ there exists ∂F∂t (X, t)
and that
∂F
∂t
(X, t) = 2yaU(X, t)Ut(X, t)G(X, t) + y
aU(X, t)2Gt(X, t)
has a dominant in X ∈ Rn+1+ which is in L1(Rn+1+ ) and which is uniform in t, then differentiating
under the integral sign we can conclude that
(6.16) h′(t) =
∫
R
n+1
+
∂F
∂t
(X, t)dX =
∫
R
n+1
+
ya(2UUtG+ U
2Gt).
Of course, for any given t < 0 it suffices to verify such uniform integrability in a small interval
(t − δ, t + δ). Now the desired conclusion follows immediately since from Lemma 5.8 we know
that U,Ut ∈ L∞(Rn+1). Therefore, (6.16) holds true. Using (6.2), we now obtain
(6.17) h′(t) =
∫
R
n+1
+
ya
(
2UUtG− U2∆G
)
.
We next integrate by parts the second term in the right-hand side of (6.17). This can be justified
by first performing the integration by parts over the interior regions Rn × {y > ε}, using (6.1),
and then pass to the limit ε → 0 using the estimates in (5.13) and Lemma 5.8. We note that
for a given ε such integration by parts would produce the boundary term∫
Rn×{y=ε}
ε1+a
2t
U2G
which, thanks to the boundedness of U and the fact that a > −1, converges to 0 as ε→ 0. We
thus find
(6.18) h′(t) =
∫
R
n+1
+
ya
(
2UUtG+ 2U < ∇U, X
2t
> G
)
+
∫
R
n+1
+
aya−1
y
2t
U2G.
From (6.18), Lemma 6.1 and (6.3) it is now obvious that we have proved
(6.19) h′(t) =
2
t
i(t) +
a
2t
h(t).
We next use (6.19) to compute H ′(r). The first step is to observe that (6.11) and (6.12) give
(6.20) H(r) =
∫ 0
−1
h(r2t)dt, I(r) =
∫ 0
−1
i(r2t)dt.
We next want to differentiate under the integral sign to obtain
(6.21) H ′(r) = 2r
∫ 0
−1
th′(r2t)dt.
Suppose for a moment we have proved (6.21). Then, from (6.21) and (6.19) we obtain
H ′(r) = 2r
∫ 0
−1
(
2
r2
i(r2t) +
a
2r2
h(r2t)
)
dt
=
4
r
I(r) +
a
r
H(r),
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which gives the desired conclusion (6.15).
We are thus left with proving (6.21). One obstruction to directly differentiating under the in-
tegral sign is represented by the fact that the integrals involved in (6.18) may become unbounded
near the endpoint t = 0, where G becomes singular. To remedy this problem we introduce the
following truncated versions of H and I. For a given ε > 0 we consider
Hε(r) =
1
r2
∫ −εr2
−r2
h(t)dt =
∫ −ε
−1
h(r2t)dt.
We note that from the expression of h′ in (6.18), using (5.13), the estimate in Lemma 5.8 and
dominated convergence, we deduce that
H ′ε(r) = 2r
∫ −ε
−1
th′(r2t)dt.
Here, we have crucially used the fact that h′(t) is evaluated at points t such that t < −ε, and
therefore uniform bounds are available.
Now fix δ > 0 arbitrarily. We claim that as ε→ 0+:
(i) sup
r∈[δ,1]
|Hε(r)−H(r)| −→ 0;
(ii) sup
r∈[δ,1]
∣∣∣H ′ε(r)− 2r ∫ 0−1 th′(r2t)dt∣∣∣ −→ 0.
Taking the claim for granted, from it we infer that for r ∈ [δ, 1]
H ′(r) = 2r
∫ 0
−1
th′(r2t)dt,
which is (6.21). The arbitrariness of δ implies that (6.21) holds for r ∈ (0, 1], thus completing
the proof. We are thus left with proving the claim. We first prove (i). To see this, observe that
Lemma 5.8 gives
|Hε(r)−H(r)| ≤
∫ 0
−ε
|h(r2t)|dt =
∫ 0
−ε
∫
R
n+1
+
yaU(X, r2t)2G(X, r2t)dXdt
≤ C
∫ 0
−ε
∫
R
n+1
+
yaG(X, r2t)dXdt ≤ Cra
∫ 0
−ε
|t|a/2dt
≤ Cδ−|a|
∫ 0
−ε
|t|a/2dt→ 0
as ε → 0+, uniformly in r ∈ [δ, 1]. This proves (i). Next, we establish (ii). Using (6.18) and
(5.13), which gives
(6.22) < ∇U(X, t),X > ≤ C(|x|+ y1−a),
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we obtain∣∣∣∣H ′ε(r)− 2r ∫ 0−1 th′(r2t)dt
∣∣∣∣ ≤ 2r ∫ 0−ε |t||h′(r2t)|dt
≤ r
∫ 0
−ε
|t|
∫
R
n+1
+
ya
∣∣∣∣4U(X, r2t)Ut(X, r2t) + U(X, r2t) < ∇U(X, r2t), Xr2|t| >
+
a
r2|t|U(X, r
2t)2
∣∣∣∣ G(X, r2t)dXdt
≤ Cr
∫ 0
−ε
|t|
∫
R
n+1
+
yaG(X, r2t)dXdt+
C
r
∫ 0
−ε
∫
R
n+1
+
ya(|x|+ y1−a)G(X, r2t)dXdt
+
C
r
∫ 0
−ε
∫
R
n+1
+
yaG(X, r2t)dXdt
≤ C
∫ 0
−ε
|t|1+ a2 dt+ Cδ−|a|
∫ 0
−ε
|t| 1+a2 dt+ C
∫ 0
−ε
|t| 12 dt −→ 0
as ε→ 0+, uniformly in r ∈ [δ, 1]. This completes the proof of the lemma.

The following result concerning the first variation of the energy i(t) plays a central role in the
proof of Theorem 1.3.
Lemma 6.6 (First variation of the energy i(t)). For every t ∈ (−1, 0) one has
i′(t) =
a
2t
i(t) + 2t
∫
R
n+1
+
ya
(
Ut+ < ∇U, X
2t
>
)2
G(6.23)
+
1− a
2
∫
Rn×{0}
V u2G+ t
∫
Rn×{0}
Vtu
2G+
1
2
∫
Rn×{0}
< ∇V, x > u2G.
Proof. The proof of (6.23) is rather technical and to simplify its presentation we divide it into
three steps.
Step 1: We work first under the following qualitative assumption:
(6.24) ||u||C3(Rn+1) ≤ K ′, ||V ||C3(Rn+1) ≤ K ′,
for some constant K ′ > 0. Subsequently, in the Step 3 using an approximation argument we
remove (6.24).
First of all, we note that from the representation formula (3.17) the hypothesis (6.24) implies
that U(·, y, ·) ∈ C2,αx,t (Rn+1) for any α ∈ (0, 1). Therefore, we can differentiate in t and y, to
assert the following estimate
(6.25) ||(Ut)y(·, y, ·)||∞ ≤ C
y
, y > 1.
Furthermore, using the equation (4.1) and taking difference quotients in time, we see that
Ut is a weak solution to (5.14) in Lemma 5.5 above with φ = V ut + Vtu. We note here that
the application of Lemma 5.5 requires φ = V ut + Vtu to be C
2 for 0 < s < 1/2, a fact that is
guaranteed by (6.24). Then, from Lemma 5.5 we obtain the following estimate which follows
from the Ho¨lder continuity of ya(Ut)y,
(6.26) ||(Ut)y(·, y, ·)||∞ ≤ C
y1−2s
, 0 < y ≤ 1.
The estimates (6.25), (6.26) will play a key role in guaranteeing that some of the forthcoming
integrals involving ∇Ut in (6.27), (6.28), (6.29), (6.30), (6.31), (6.32) and (6.33) are finite.
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In order to compute i′(r) we argue similarly to the calculation of h′(r), using (5.13), Lemma
5.8, Lemma 5.6, (6.25) and (6.26) to justify differentiating under the integral sign. We thus
obtain from (6.4)
i′(t) = −
∫
R
n+1
+
ya|∇U |2G+
∫
Rn×{0}
V u2G+ 2t
∫
Rn×{0}
V uutG+ t
∫
Rn×{0}
Vtu
2G(6.27)
+ t
∫
Rn×{0}
V u2Gt − t
∫
R
n+1
+
ya
(
2 < ∇U,∇Ut > G+ |∇U |2Gt
)
.
Using (6.2) in the second to the last and in the last integral in the right-end side of (6.27) we
find
i′(t) = −
∫
R
n+1
+
ya|∇U |2G+
∫
Rn×{0}
V u2G+ 2t
∫
Rn×{0}
V uutG+ t
∫
Rn×{0}
Vtu
2G(6.28)
− t
∫
Rn×{0}
V u2∆G− t
∫
R
n+1
+
ya
(
2 < ∇U,∇Ut > G− |∇U |2∆G
)
.
We want to evaluate the second to the last integral in the right-hand side of (6.28). We have
− t
∫
Rn×{0}
V u2∆G = −t
∫
Rn×{0}
V u2(∆xG+Gyy)
where ∆x denotes the Laplace operator in the x variable. Since
Gyy =
(
y2
4t2
+
1
2t
)
G,
we conclude that
Gyy(x, 0, t) =
1
2t
G(x, 0, t).
Furthermore, an integration by parts in the x variable, and (6.1), give
− t
∫
Rn×{0}
V u2∆xG =
∫
Rn×{0}
V u < ∇u, x > G+ 1
2
∫
Rn×{0}
u2 < ∇V, x > G.
In conclusion, we find
− t
∫
Rn×{0}
V u2∆G = −1
2
∫
Rn×{0}
V u2G
+
∫
Rn×{0}
V u < ∇u, x > G+ 1
2
∫
Rn×{0}
u2 < ∇V, x > G.
Substituting this equation in (6.28) we finally obtain
i′(t) =
1
2
∫
Rn×{0}
V u2G+ 2t
∫
Rn×{0}
V uutG+ t
∫
Rn×{0}
Vtu
2G(6.29)
+
∫
Rn×{0}
V u < ∇u, x > G+ 1
2
∫
Rn×{0}
u2 < ∇V, x > G
−
∫
R
n+1
+
ya|∇U |2G− t
∫
R
n+1
+
ya
(
2 < ∇U,∇Ut > G− |∇U |2∆G
)
.
Before we proceed further we warn the reader that the computations in (6.30)-(6.35) below
are purely formal. Such computations will be rigorously justified in the subsequent Step 2.
We have chosen to keep such formal intermediate step to better demonstrate the main ideas.
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Keeping this proviso in mind, a formal integration by parts in the last term in the right-hand
side of (6.29) gives
− t
∫
R
n+1
+
ya
(
2 < ∇U,∇Ut > G− |∇U |2∆G
)
= −a
2
∫
R
n+1
+
ya|∇U |2G(6.30)
− 2t
∫
R
n+1
+
ya < ∇U,∇Ut > G−
∫
R
n+1
+
ya < ∇2U(∇U),X > G
− 1
2
∫
Rn×{0}
ya|∇U |2 < X, en+1 > G,
where ∇2U is the Hessian of U , and we have denoted by en+1 = (0, 1) the unit vector of the
standard basis in Rnx × Ry. One should keep in mind that −en+1 is the outer unit normal to
∂Rn+1+ . Since y
a < X, en+1 >= y
a+1 and a + 1 > 0, and since respectively from Lemma 5.8
and (5.13) in Remark 5.4 we have ∇xU, yaUy ∈ L∞(Rn+1+ ), we see that the boundary integral∫
Rn×{0} y
a|∇U |2 < X, en+1 > G vanishes, and we obtain
− t
∫
R
n+1
+
ya
(
2 < ∇U,∇Ut > G− |∇U |2∆G
)
=
a
2t
i(t)− a
2
∫
Rn
V u2G(6.31)
− 2t
∫
R
n+1
+
ya < ∇U,∇Ut > G−
∫
R
n+1
+
ya < ∇2U(∇U),X > G,
where we have used (6.4) that gives
a
2
∫
R
n+1
+
ya|∇U |2G = a
2t
i(t)− a
2
∫
Rn
V u2G.
Using (6.31) in (6.29) we find
i′(t) =
a
2t
i(t)−
∫
R
n+1
+
ya|∇U |2G(6.32)
− 2t
∫
R
n+1
+
ya < ∇U,∇Ut > G−
∫
R
n+1
+
ya < ∇2U(∇U),X > G
+
1− a
2
∫
Rn×{0}
V u2G+ 2t
∫
Rn×{0}
V uutG+ t
∫
Rn×{0}
Vtu
2G
+
∫
Rn×{0}
V < ∇u, x > uG+ 1
2
∫
Rn×{0}
< ∇V, x > u2G.
In order to evaluate the third integral in the right-hand side of (6.32) we now note the identity
< ∇2U(∇U),X >=< ∇U,∇ (< ∇U,X >) > −|∇U |2.
Using it we obtain
− 2t
∫
R
n+1
+
ya < ∇U,∇Ut > G−
∫
R
n+1
+
ya < ∇2U(∇U),X > G(6.33)
= −2t
(∫
R
n+1
+
ya < ∇U,∇Ut > G+ ya < ∇2U(∇U), X
2t
> G
)
= −2t
∫
R
n+1
+
ya < ∇U,∇
(
Ut+ < ∇U, X
2t
>
)
> G+
∫
R
n+1
+
ya|∇U |2G.
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Formally integrating by parts, and using (4.1) and (6.1), we find
− 2t
∫
R
n+1
+
ya < ∇U,∇
(
Ut+ < ∇U, X
2t
>
)
> G =(6.34)
= 2t
∫
R
n+1
+
div(ya∇U)
(
Ut+ < ∇U, X
2t
>
)
G
+ 2t
∫
R
n+1
+
ya < ∇U, X
2t
>
(
Ut+ < ∇U, X
2t
>
)
G
− 2t
∫
Rn×{0}
lim
y→0
(ya < ∇U,−en+1 >)
(
ut+ < ∇u, x
2t
>
)
G.
= 2t
∫
R
n+1
+
ya
(
Ut+ < ∇U, X
2t
>
)2
G− 2t
∫
Rn×{0}
V u
(
ut+ < ∇u, x
2t
>
)
G.
where again we have used that ν = −en+1 is the outward unit normal to ∂Rn+1+ = Rn × {0}.
Note that in (6.34) we have also used (4.1), which gives
lim
y→0
(ya < ∇U,−en+1 >) = − lim
y→0
yaUy = V u,
and the fact that Ut+ < ∇U, X2t > restricted to Rn × {0} equals ut+ < ∇u, x2t >. These
computations will be rigorously justified in Step 2 below.
From (6.33) and (6.34) we have
− 2t
∫
R
n+1
+
ya < ∇U,∇Ut > G−
∫
R
n+1
+
ya < ∇2U(∇U),X > G(6.35)
= 2t
∫
R
n+1
+
ya
(
Ut+ < ∇U, X
2t
>
)2
G− 2t
∫
Rn×{0}
V u
(
ut+ < ∇u, x
2t
>
)
G
+
∫
R
n+1
+
ya|∇U |2G.
Substituting (6.35) into (6.32) we finally obtain (6.23).
Step 2: We now show how to justify the above formal computations (6.30)-(6.35) leading to
(6.23). With this objective in mind, similarly to the proof of Lemma 6.1 we perform the said
computations over the interior regions Rn × {y > ε}, instead of Rn+1+ , and then pass to the
limit as ε → 0. In this process, the finiteness of the integrals on Rn × {y > ε} involving ∇2U
can be established using the Poisson representation (3.17). From the latter we have in fact the
following estimate
||Uyy(·, y, ·)||∞ ≤ C
y2
,
which implies that Uyy is bounded in R
n × {y > ε}. Similarly, we have for i = 1, ...n,
||(Ui)y(·, y, ·)||∞ ≤ C
y
.
Finally, from (3.17) and from our qualitative assumption (6.24), we obtain that Uij ∈ L∞ for
i, j = 1, ..., n. Proceeding from (6.30) to (6.35), when passing to the limit as ε→ 0+ we need to
worry about two terms. The former is the following boundary integral in (6.30),
−1
2
∫
Rn×{y=ε}
ε1+a|∇U |2G,
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which in view of (5.13) goes to zero as ε→ 0+. In (6.35) an analogous integration by parts on
the region Rn × {y > ε} will produce the boundary integral∫
Rn×{y=ε}
yaUy (Ut+ < ∇U,X >)G.
Using the Ho¨lder continuity of yaUy and the estimate (5.13), we see that this integral converges
to
∫
Rn×{y=0} V u (ut+ < ∇u, x >)G as ε→ 0+. After passing to the limit as ε→ 0+ we end up
with (6.23), which is now rigorously justified under the hypothesis (6.24).
Step 3: In this last part of the proof we remove the hypothesis (6.24) and show how to establish
(6.23) under the sole assumption that u ∈ Dom(Hs) be a solution to (3.1) with V satisfying (1.2).
In order to do so, we first note that from Lemma 5.6 we have that yaUy is Ho¨lder continuous
up to y = 0. Moreover, from the hypoellipticity of the extension operator in (4.1), we know
that U is smooth for {y > 0}. Having said this, given ε > 0 we let τε be a C∞0 function of the
X = (x, y) variable such that τε ≡ 1 in B1/ε, and τε ≡ 0 outside B2/ε. We then define
iε(t) = −t
∫
Rn×{y>ε}
ya|∇U |2Gτε + t
∫
Rn×{0}
V u2G,
and note that
|iε(t)− i(t)| ≤ |t|
∫
Rn×{0<y<ε}
ya|∇U |2G+ |t|
∫
R
n+1
+ ∩{|X|>1/ε}
ya|∇U |2G.
Now for a given δ > 0 and t ∈ [−1,−δ], from (5.13) and Lemma 5.8 we have
|t|
∫
Rn×{0<y<ε}
ya|∇U |2G ≤ C|t|
∫
Rn×{0<y<ε}
(ya + y−a)G,
and
|t|
∫
R
n+1
+ ∩{|X|>1/ε}
ya|∇U |2G ≤ C|t|
∫
R
n+1
+ ∩{|X|>1/ε}
(ya + y−a)G.
The change of variable
X ′ =
X√|t|
gives for t ∈ [−1,−δ],
|t|
∫
Rn×{0<y<ε}
(ya + y−a)G ≤ C
|t|1+ a2 ∫ ε24δ
0
τ−
1−a
2 + |t|1− a2
∫ ε2
4δ
0
τ−
1+a
2
 −→ 0,(6.36)
uniformly as ε→ 0+. Similarly, we see that for t ∈ [−1,−δ]
|t|
∫
R
n+1
+ ∩{|X|>1/ε}
(ya + y−a)G −→ 0,(6.37)
uniformly as ε→ 0+. It follows that iε → i, uniformly in [−1,−δ]. At this point we perform on
iε(t) computations similar to those that in Step 1 have led to (6.23), and conclude that
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i′ε(t) =
a
2t
iε(t) + 2t
∫
Rn×{y>ε}
ya
(
Ut+ < ∇U, X
2t
>
)2
Gτε(6.38)
+
1− a
2
∫
Rn×{0}
V u2G+ t
∫
Rn×{0}
Vtu
2G+
1
2
∫
Rn×{0}
< ∇V, x > u2G
+
∫
Rn×{0}
V u < ∇u, x > G+ 2t
∫
Rn×{y=ε}
yaUy
(
Ut+ < ∇U, X
2t
>
)
Gτε
− 1
2
∫
Rn×{y>ε}
ya|∇U |2 < ∇τε,X > G− 1
2
∫
Rn×{y=ε}
ya+1|∇U |2Gτε
+ 2t
∫
Rn×{y>ε}
ya
(
Ut+ < ∇U, X
2t
>
)
< ∇τε,∇U > G
+ 2t
∫
Rn×{0}
V uutG.
In deriving (6.38) we have crucially used the fact that, in view of the hypoellipticity of the exten-
sion operator in (4.1), the functions ∇Ut,∇2U are bounded in the region B+2/ε ∩ (Rn × {y > ε}).
As a consequence, the counterparts of some of the intermediate calculations in (6.30)-(6.23)
above are justified. From (6.22) above and Lemma 5.8, similarly to (6.36) we obtain as ε→ 0
2t
∫
Rn×{y>ε}
ya
(
Ut+ < ∇U, X
2t
>
)2
Gτε −→ 2t
∫
R
n+1
+
ya
(
Ut+ < ∇U, X
2t
>
)2
G,
uniformly in t ∈ [−1,−δ]. Similarly, the term
−1
2
∫
Rn×{y=ε}
ya+1|∇U |2Gτε
goes to zero uniformly in ε for t ∈ [−1,−δ]. Now from the assumptions on V, u and Lemma 5.5
we infer the existence of α′, C > 0 such that for Rn × {y = ε} the following holds
| − yaUy − V u| ≤ Cεα′ , |Ui − ui| < Cεα′ , |Ut − ut| ≤ Cεα′ , i = 1, ...n.
These estimates, coupled with (5.13), Lemma 5.8 and the change of variable X ′ = X√|t| , imply
the following uniform convergence as ε→ 0, for t ∈ [−1,−δ],
2t
∫
Rn×{y=ε}
yaUy
(
Ut+ < ∇U, X
2t
>
)
Gτε −→ −2t
∫
Rn×{0}
V u(ut+ < ∇u, x/2t >)G.
Similarly, since |∇τε| ≤ Cε for some universal C, and ∇τε is supported in 1ε ≤ |X| ≤ 2ε , we have
| < ∇τε,X > | ≤ C.
This implies that the integrals
−t
∫
Rn×{y>ε}
ya|∇U |2 < ∇τε, X
2t
> G,
and
(6.39) 2t
∫
Rn×{y>ε}
ya
(
Ut+ < ∇U, X
2t
>
)
< ∇τε,∇U > G
converge to 0 uniformly in t ∈ [−1,−δ] as ε→ 0. Finally, given the uniform convergence of iε, i′ε
in [−1,−δ] and the arbitrariness of δ, we conclude that under the more general assumptions on
u, V as in Theorem 1.2, i′(t) is given by the right-hand side in (6.23).

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Lemma 6.7. There exists 0 < t0 < 1, depending only on n, s and K in (1.2), such that for
−t0 ≤ t < 0 one has
(6.40)
∫
Rn×{0}
u2G =
∫
Rn
u(x, t)2G(x, 0, t)dx ≤ C|t|s−1 (i(t) + h(t)) .
When 12 ≤ s < 1 one also has
(6.41)
∣∣∣∣∣
∫
Rn×{0}
< ∇V (x, t), x > u(x, t)2G(x, 0, t)
∣∣∣∣∣ ≤ C|t|s−1 (i(t) + h(t)) .
Proof. We first establish (6.40). At each time level t we apply the trace inequality in Lemma 4.8
to the function f = UG
1/2
with µ = |t|−1/2. Of course, such f is not compactly supported. Nev-
ertheless, the application of the trace inequality can be justified by an approximation argument
using cut-off functions which we omit. Since by (6.1) one has
∇(UG1/2) = G1/2∇U +G1/2UX
4t
,
we obtain ∫
Rn×{0}
u2G ≤ C
(
|t|s−1
∫
R
n+1
+
yaU2G+ |t|s
∫
R
n+1
+
yaU2
|X|2
16t2
G(6.42)
+ |t|s
∫
R
n+1
+
ya|∇U |2G
)
.
We now claim that
(6.43)
∫
R
n+1
+
yaU2
|X|2
16t2
G ≤ C
(
1
|t|
∫
R
n+1
+
yaU2G+
∫
R
n+1
+
ya|∇U |2G
)
.
To prove (6.43) we first observe that∫
R
n+1
+
yaU2
|X|2
16t2
G =
1
8t
∫
R
n+1
+
yaU2 < X,∇G > .
Integrating by parts we find
1
8t
∫
R
n+1
+
yaU2 < X,∇G >= − 1
8t
∫
R
n+1
+
(
ya(divX)U2G+ ayaU2G+ 2U < ∇U,X > G)(6.44)
= −n+ 1 + a
8t
∫
R
n+1
+
yaU2G− 1
8t
∫
R
n+1
+
ya2U < ∇U,X > G.
We note that (6.44) can be justified by first integrating by parts on the region Rn×{y > ε}, and
then passing to the limit as ε→ 0. In this process, one obtains the following boundary integral
− 1
8t
∫
Rn×{y=ε}
ya+1U2G,
which is easily seen to tend to 0 as ε→ 0. Next, we apply the numerical inequality ab ≤ δa2+ 1δ b2,
with a = 2|∇U |, b = |U ||X| and δ = 4|t|, obtaining∣∣∣∣∣ 18t
∫
R
n+1
+
ya2U < ∇U,X > G
∣∣∣∣∣ ≤
∫
R
n+1
+
yaU2
|X|2
32t2
G+ C
∫
R
n+1
+
ya|∇U |2G.(6.45)
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Combining (6.44) with (6.45) we easily conclude that (6.43) holds. Using now the inequality
(6.43) in (6.42), we conclude for some C > 0, depending on n, s and K in (1.2),∫
Rn×{0}
u2G ≤ C
(
|t|s−1
∫
R
n+1
+
yaU2G+ |t|s
∫
R
n+1
+
ya|∇U |2G
)
.(6.46)
Recalling (6.3), (6.4), we finally have from (6.46)∫
Rn×{0}
u2G ≤ C|t|s−1
(
i(t) + h(t) + |t|
∫
Rn×{0}
V u2G
)
(6.47)
≤ C|t|s−1
(
i(t) + h(t) +K|t|
∫
Rn×{0}
u2G
)
,
where in the last inequality we have used (1.2). We now choose t0 > 0 such that
CKts0 ≤ 1/2.
For −t0 ≤ t < 0 we thus obtain the desired conclusion (6.40) from (6.47).
We next establish (6.41) for 12 ≤ s < 1. We first split the integral in the left-hand side of
(6.41) as follows:∫
Rn
< ∇V (x, t), x > u(x, t)2G(x, 0, t) =
∫
Rn∩{|x|≤1}
< ∇V (x, t), x > u(x, t)2G(x, 0, t)
+
∫
Rn∩{|x|>1}
< ∇V (x, t), x > u(x, t)2G(x, 0, t).
Since |∇xV | ≤ K by (1.2), for |x| < 1 obtain |< ∇xV, x >| ≤ K. It follows that the first integral
in the right-hand side of the latter inequality can be bounded from above byK
∫
Rn
u(x, t)2G(x, 0, t),
which in turn can be estimated by (6.40). Consequently, we have∫
Rn∩{|x|≤1}
< ∇xV (x, t), x > u(x, t)2G(x, 0, t) ≤ C|t|s−1 (i(t) + h(t)) .
To complete the proof of the lemma we are thus left with estimating the second integral in the
right-hand side. Because of (1.2) again, we have∫
(Rn×{0})∩{|x|>1}
< ∇V, x > u2G ≤ K
∫
Rn∩{|x|>1}
|x|u(x, t)2G(x, 0, t)
(passing to spherical coordinates, and letting f(X) = U(X, t)G
1/2
(X, t))
= K
∫ ∞
1
rn
∫
Sn−1
u(rω′, t)2G(rω′, 0, t)dω′dr = K
∫ ∞
1
∫
Sn−1
rnf(rω′, 0)2dω′dr.
For any fixed r > 1, we next apply the trace inequality in Lemma 4.9 to g(ω) = f(rω) with
τ = |t|− 12 r 2−a2s . Keeping in mind that a = 1− 2s, we find∫
Sn−1
rnf(rω′, 0)2dω′ ≤ C
(
|t|s−1rn+(2−a) 1−ss
∫
Sn+
ωan+1f(rω)
2dω
+ |t|srn+a−2
∫
Sn+
ωan+1|∇Snf(rω)|2dω
)
.
Keeping in mind that |∇f |2 = f2r + 1r2 |∇Snf |2, which gives in particular 1r2 |∇Snf |2 ≤ |∇f |2, we
see that the latter inequality trivially implies∫
Sn−1
rnf(rω′, 0)2dω′ ≤ C
(
|t|s−1rn+(2−a) 1−ss
∫
Sn+
ωan+1f(rω)
2dω + |t|srn+a
∫
Sn+
ωan+1|∇f(rω)|2dω
)
.
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We now make the simple, yet crucial observation that 1 > s ≥ 12 implies
n+ (2− a)1− s
s
= n+ a+
1
s
≤ n+ a+ 2.
Since r > 1, this gives rn+(2−a)
1−s
s ≤ rn+a+2. We thus find from the above inequality∫ ∞
1
∫
Sn−1
rnf(rω′, 0)2dω′dr ≤ C
(
|t|s−1
∫ ∞
1
rn+a+2
∫
Sn+
ωan+1f(rω)
2dωdr
+ |t|s
∫ ∞
1
rn+a
∫
Sn+
ωan+1|∇f(rω)|2dωdr
)
.
Returning to Euclidean coordinates, and keeping in mind that X = rω = (rω′, rωn+1), we finally
have recalling the definition of f∫
(Rn×{0})∩{|x|>1}
< ∇V, x > u2G ≤ C
(
|t|s
∫
R
n+1
+
yaU2
|X|2
|t|2 G+ |t|
s
∫
R
n+1
+
ya|∇U |2G
)
.(6.48)
Using (6.43) in (6.48), and recalling (6.3), (6.4), we conclude∫
Rn×{0}∩{|x|>1}
< ∇V, x > u2G ≤ C|t|s−1
(
i(t) + h(t) + |t|
∫
Rn×{0}
V u2G
)
.
In view of (1.2) and (6.40), the last term in the right-hand side of the latter ienquality is
estimated as follows
|t|
∫
Rn×{0}
V u2G ≤ K|t|
∫
Rn×{0}
V u2G ≤ C|t|s(h(t) + i(t)).
To finish, with C > 0 as in the right-hand side of the latter inequality, we choose t0 such that
C|t0|s ≤ 1.
Then, for −t0 < t < 0 we reach the desired conclusion∫
(Rn×{0})∩{|x|>1}
< ∇V, x > u2G ≤ C|t|s−1 (i(t) + h(t)) .

Remark 6.8. For later use we note explicitly that Lemma 6.7 implies in particular that i(t) +
h(t) ≥ 0 for −t0 ≤ t ≤ 0. Integrating such inequality we obtain I(r) + H(r) ≥ 0 for 0 ≤ r ≤
r0 =
√
t0. This guarantees, in turn, that N(r) + 1 ≥ 0, and therefore that the frequency is
bounded from below for 0 ≤ r ≤ r0. In Remark 6.11 below we will show that, as a consequence
of Theorem 1.3, the frequency is also bounded from above.
Remark 6.9. If h(t) = 0 for some −t0 ≤ t < 0, then we must have u(x, t) = 0 for every x ∈ Rn.
In fact, from h(t) = 0 and (6.3) we infer U(X, t) ≡ 0 for X ∈ Rn+1+ . It then follows from the
continuity of U upto {y = 0} that u(x, t) = 0 for every x ∈ Rn.
Using Lemmas 6.6 and 6.7 we can now establish the following fundamental result.
Lemma 6.10. There exists t0 = t0(n, s,K) > 0, where K is as in (1.2), such that for r ≤ r0 =√
t0 and Z as in (4.3), one has
I ′(r) ≥ a
r
I(r) +
1
r3
∫
S
+
r
ya(ZU)2GdXdt− Cr−aI(r)− Cr−aH(r).(6.49)
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Proof. We start from the expression I(r) =
∫ 0
−1 i(r
2t)dt in (6.20). Our first objective is proving
the following identity
(6.50) I ′(r) = 2r
∫ 0
−1
ti′(r2t)dt.
To this end we note that, similarly to what was done in the computation of H ′ in Lemma 6.5,
the formal differentiation in (6.50) can be justified in the following way from the expression of
i′ in (6.23). For a given ε > 0, we let
Iε(r) =
1
r2
∫ −εr2
−r2
i(t)dt.
Now fix δ > 0 arbitrarily. We claim that as ε→ 0+:
(i) sup
r∈[δ,1]
|Iε(r)− I(r)| −→ 0;
(ii) sup
r∈[δ,1]
∣∣∣I ′ε(r)− 2r ∫ 0−1 ti′(r2t)dt∣∣∣ −→ 0.
Taking the claim for granted, from it we infer that (6.50) does hold for r ∈ [δ, 1]. The arbitrariness
of δ implies that (6.50) holds for r ∈ (0, 1]. We are thus left with proving the claim.
With this objective in mind, a change of variable gives
Iε(r) =
∫ −ε
−1
i(r2t)dt.
Similarly to the computation of H ′ε, for a given δ > 0 and for r ∈ [δ, 1], using the expression of
i′ in (6.23), Lemma 5.8, (5.13), we can differentiate under the integral sign and deduce that
I ′ε(r) = 2r
∫ −ε
−1
ti′(r2t)dt.
Now, from (5.13) and the estimate in Lemma 5.8, we have
|∇xU | ≤ C, |Uy| ≤ C
ya
.
Using such bounds, the boundedness of u, (1.2) and the change of variable X ′ = X√|t| , we obtain
as ε→ 0
|Iε(r)− I(r)| =
∫ 0
−ε
i(r2t)dt =
∫ 0
−ε
∫
R
n+1
+
−r2tya|∇U(X, r2t)|2G(X, r2t)
+
∫ 0
−ε
∫
Rn
−r2tV u(x, r2t)G(x, 0, r2t)
≤ C
∫ 0
−ε
[
(r2|t|)1+a/2 + (r2|t|)1−a/2 + (r2|t|)1/2
]
dt −→ 0,
uniformly for r ∈ [δ, 1]. This establishes (i).
Similarly, using the expression of i′ in (6.23), (5.13), Lemma 5.8, (6.22) and the change of
variable X ′ = X√|t| , we find as ε→ 0
|I ′ε(r)− 2r
∫ 0
−1
ti′(r2t)dt| ≤ C
r
∫ 0
−ε
[
(r2|t|)1+a/2 + (r2|t|)1−a/2 + (r2|t|)1/2 + (r2|t|)a/2
]
−→ 0,
uniformly for r ∈ [δ, 1]. This proves (ii), and therefore the claim. We have thus established
(6.50).
With (6.50) in hand we note that, in order to establish (6.49), we will need to obtain an
estimate from above for i′(t) in (6.23). We consider two cases:
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(i) When 0 < s < 12 we know from (1.2) that V, Vt, < ∇V, x >∈ L∞. Therefore, for−1 < t < 0 we have from (6.23)
i′(t) ≤ a
2t
i(t) + 2t
∫
R
n+1
+
ya
(
Ut+ < ∇U, X
2t
>
)2
G+ K˜
∫
Rn×{0}
u2G,(6.51)
where K˜ depends on the constant K in (1.2), as well as on n and s.
(ii) If instead 12 ≤ s < 1, then (6.23) and (1.2) imply
i′(t) ≤ a
2t
i(t) + 2t
∫
R
n+1
+
ya
(
Ut+ < ∇U, X
2t
>
)2
G+ K˜
∫
Rn×{0}
u2G(6.52)
+
1
2
∣∣∣∣∣
∫
Rn×{0}
< ∇V, x > u2G
∣∣∣∣∣
Finally, we show that (6.51) in case (i), and (6.52) in case (ii) imply the sought for conclusion
(6.49). To see this, in case (i) we use (6.40) in Lemma 6.7 to estimate the boundary integral∫
Rn×{0} u
2G in (6.51), obtaining for −t0 ≤ t < 0
i′(t) ≤ a
2t
i(t) +C|t|s−1i(t) + 2t
∫
R
n+1
+
ya
(
Ut+ < ∇U, X
2t
>
)2
G+ C|t|s−1h(t).(6.53)
In case (ii) instead, we use (6.40), (6.41) from Lemma 6.7 in (6.52). Again, we conclude that
(6.53) holds. The inequality (6.49) now follows in a standard way from (6.53) if we use (6.50),
and keep in mind that a = 1− 2s and that ∫ 0−1 |t|sh(r2t)dt ≤ ∫ 0−1 h(r2t)dt = H(r).

With Lemma 6.10 in hand, we can now establish our main result of this section, Theorem 1.3.
Proof of Theorem 1.3. From the definition (6.13) of N(r) we obtain for H(r) 6= 0
N ′(r) =
I ′(r)
H(r)
− H
′(r)
H(r)
N(r).
Using (6.15) in Lemma 6.5, (6.49) in Lemma 6.10 and (6.41), we obtain for some universal
C = C(n, s,K) > 0, and for 0 < r ≤ r0
N ′(r) ≥ 1
r
∫
S
+
r
ya(ZU)2G∫
S
+
r
yaU2G
− 4
r
N(r)2 − Cr−aN(r)− Cr−a.
By (6.41) in Lemma 6.4 we have
4
r
N(r)2 =
4
r
I(r)2
H(r)2
=
1
r
(∫
S
+
r
yaUZUG
)2
(∫
S
+
r
yaU2G
)2 .
Substituting this identity in the previous inequality, we find
N ′(r) ≥ 1
r
∫
S
+
r
ya(ZU)2G∫
S
+
r
yaU2G
− 1
r
(∫
S
+
r
yaUZUG
)2
(∫
S
+
r
yaU2G
)2 − Cr−aN(r)− Cr−a.
An application of Cauchy-Schwarz inequality gives for 0 < r < r0∫
S
+
r
ya(ZU)2G∫
S
+
r
yaU2G
−
(∫
S
+
r
yaUZUG
)2
(∫
S
+
r
yaU2G
)2 ≥ 0.
MONOTONICITY OF GENERALIZED FREQUENCIES, ETC. 39
We thus finally obtain
N ′(r) ≥ −Cr−a − Cr−aN(r).
If we set ψ(r) =
∫ r
0 t
−adt, the latter inequality can be written
N ′(r) ≥ −Cψ′(r)−Cψ′(r)N(r), 0 < r < r0.
This implies for 0 < r < r0
d
dr
eCψ(r) (N(r) + Cψ(r)) = eCψ(r)
(
N ′(r) + Cψ′(r) + Cψ′(r)N(r) + C2ψ(r)ψ′(r)
)
≥ C2eCψ(r)ψ(r)ψ′(r) ≥ 0,
from which the desired conclusion readily follows.
To prove the second part of the theorem, assume now that V ≡ 0. In such case, from (6.12)
we have
(6.54) I(r) =
1
r2
∫
S
+
r
|t|ya|∇U |2G = 1
2r2
∫
S
+
r
yaUZUG,
where in the second equality we have used (6.41) in Lemma 6.4. Furthermore, (6.49) in Lemma
6.5 gives
I ′(r) ≥ a
r
I(r) +
1
r3
∫
S
+
r
ya(ZU)2G.
We conclude that
N ′(r) ≥ 1
r
∫
S
+
r
ya(ZU)2G∫
S
+
r
yaU2G
− 1
r
(∫
S
+
r
yaUZUG
)2
(∫
S
+
r
yaU2G
)2 ≥ 0,(6.55)
by Cauchy-Schwarz inequality. This proves the monotonicity of r → N(r). Suppose now that
U be homogeneous of degree 2κ in S+R with respect to the parabolic dilations (4.2). Then, (4.5)
gives ZU = 2κU . We thus find from (6.54)
I(r) =
2κ
2r2
∫
S
+
r
yaU2G = κH(r).
This gives for 0 < r < R
N(r) =
I(r)
H(r)
≡ κ.
Vice-versa, if this equation holds for 0 < r < R, then N ′ ≡ 0 in (0, R). Combining this with
(6.55), we obtain
0 ≡ N ′(r) ≥ 1
r
∫
S
+
r
ya(ZU)2G∫
S
+
r
yaU2G
− 1
r
(∫
S
+
r
yaUZUG
)2
(∫
S
+
r
yaU2G
)2 ≥ 0.
This means that there must be equality in the Cauchy-Schwarz’s inequality, and therefore for
every r ∈ (0, R) there exists α(r) such that ZU = α(r)U in S+r . Using this information in (6.54),
we find
I(r) =
α(r)
2r2
∫
S
+
r
yaU2G =
α(r)
2
H(r),
or, equivalently, N(r) = α(r)2 . This implies α(r) ≡ 2κ in (0, R), and thus ZU = 2κU in S+R.

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Remark 6.11. It is important to observe that Theorem 1.3 implies, in particular, the bounded-
ness from above of the frequency N(r) for r ≤ r0. This follows from the fact that, since |a| < 1,
we have ψ(r) =
∫ r
0 t
−a <∞ for every r > 0, and moreover
N(r) ≤ eCψ(r) (N(r) + Cψ(r)) ≤ eCψ(r0) (N(r0) +Cψ(r0)) ,
by the monotonicity of r → eCψ(r) (N(r) + Cψ(r)). On the other hand, we have observed in
Remark 6.8 that N(r) is bounded from below on (0, r0). Thus, N ∈ L∞(0, r0).
Keeping in mind (6.11) and (6.12), which give∫
S
+
r
yaU2GdXdt = r2H(r),∫
S
+
r
ya|t||∇U |2GdXdt = r2I(r) +
∫
Sr
|t|V u2G(x, 0, t)dxdt,
we next introduce the quantity
(6.56) N1(r)
def
=
∫
S
+
r
ya|t||∇U |2G∫
S
+
r
yaU2G
= N(r) +
∫
Sr
|t|V u2G(x, 0, t)dxdt
r2H(r)
,
and notice that we trivially have N1(r) ≥ 0. Since (1.2) and (6.40) give∣∣∣∣∫
Sr
|t|V u2G(x, 0, t)dxdt
∣∣∣∣ ≤ K ∫ 0−r2 |t|
∫
Rn×{0}
u2G ≤ CK
∫ 0
−r2
|t|s (i(t) + h(t))
≤ CKr2s
∫ 0
−r2
(i(t) + h(t)) = CKr2s+2 (I(r) +H(r)) ,
where in the second to the last inequality we have used that i(t) + h(t) ≥ 0 for −t0 ≤ t ≤ 0, see
(6.40) in Lemma 6.7. We infer that∣∣∣∣∣
∫
Sr
|t|V u2G(x, 0, t)dxdt
r2H(r)
∣∣∣∣∣ ≤ K1r2s (N(r) + 1) ,
where K1 = K1(n, s,K) > 0. From this estimate and (6.56) we obtain that, under the assump-
tions of Theorem 1.3, the following inequality holds for 0 ≤ r ≤ r0
(6.57) N1(r)−K1r2sN1(r)−K1r2s ≤ N(r) ≤ N1(r) +K1r2sN1(r) +K1r2s.
From (6.57) we conclude, in particular, that the boundedness of N on (0, r0) (see Remark 6.11)
implies that of N1. We also have the following consequence of Theorem 1.3.
Corollary 6.12. Under the assumptions of Theorem 1.3 the limits
lim
r→0
N(r) = lim
r→0
N1(r)
exist finite and they coincide.
Proof. Consider the function in (1.3)
N(r)
def
= eCψ(r) (N(r) + Cψ(r)) ,
where ψ(r) =
∫ r
0 t
−adt. By Theorem 1.3 and Remark 6.11 we know that there exists finite
N(0+) = lim
r→0
N(r).
Since
N(r) = e−Cψ(r)N(r)−Cψ(r),
we infer that also
N(0+) = lim
r→0
N(r)
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exists finite. By the boundedness of N1 on (0, r0) and (6.57) we conclude that also
N1(0+) = lim
r→0
N1(r)
exists finite and furthermore N1(0+) = N(0+).

The following result about the growth of the function H(r) will be important in the sequel.
Corollary 6.13 (Non-degeneracy). Under the assumptions in Theorem 1.3 one has for every
0 < r < r0
(6.58) H(r) ≥ H(r0)
(
r
r0
)4||N ||∞+a
where we have let
||N ||∞ = ||N ||L∞(0,r0).
Proof. From (6.15) in Lemma 6.5 we have for 0 < σ < r0
d
dσ
logH(σ) =
4
σ
N(σ) +
a
σ
.
Integrating this identity on the interval (r, r0), we find
log
(
H(r0)
H(r)
(
r
r0
)a)
= 4
∫ r0
r
N(σ)
σ
dσ ≤ 4||N ||∞ log r0
r
,
where in the last inequality we have used Remark 6.11. Exponentiating we obtain the desired
conclusion.

Corollary 6.14. If with r0 as in Theorem 1.3 we have H(r0) 6= 0, then we must have H(r) 6= 0
for all 0 < r < r0.
Proof. We argue by contradiction and assume that there exist 0 < r < r0 such that H(r) = 0.
Define
ρ = sup{r ≤ r0 | H(r) = 0}.
Since H(r0) 6= 0, we must have 0 < ρ < r0. Since by the hypothesis in Theorem 1.3 we have
H(r) 6= 0 for r ∈ (ρ, r0], applying (6.58) above we obtain
H(r) ≥ H(r0)
(
r
r0
)4||N ||∞+a
for every r ∈ (ρ, r0]. Letting r→ ρ+ this leads to a contradiction since H(ρ) = 0.

7. Blow-up analysis and the Proof of Theorem 1.2
In this section we develop a blow-up analysis for solutions of the extension problem (4.1)
above with the objective of proving Theorem 1.2. Our arguments are similar in spirit to those
in [FF] (strong unique continuation for (−∆)s) and [DGPT] (parabolic Signorini problem). As
mentioned in the introduction, we will show that certain rescaled versions {Ur} of U converge to a
globally defined function U0 as the rescaling parameter r goes to 0 and the proof of which crucially
uses the monotonicity result Theorem 1.3 (see Lemma 7.2 below.) We then show that this U0 is
homogeneous with respect to the non-isotropic parabolic scalings (see Proposition 7.5). Finally,
from the homogeneity of U0 and the equation satisfied by it, we prove our main result Theorem
1.2. Roughly speaking, this blow-up analysis allows us to derive ”quantitative” information
about vanishing order in the thick space (i.e., gives us information about the vanishing order
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for U at (0, 0, 0) ∈ Rn+1+ × R) given the knowledge about vanishing order at the boundary (i.e.,
once we know about vanishing order for u at (0, 0) ∈ Rn × R).
Now as in Section 5, with u as in the statement of Theorem 1.2, we denote by U the solution
to the extension problem (4.1) above. Without loss of generality we assume hereafter that the
point (x0, t0) in that statement be the origin (0, 0). Throughout this section the number r0 > 0
will always indicate that specified in Theorem 1.3. To prove Theorem 1.2 we need to be able
to conclude that, under the hypothesis that u vanishes to infinite order at (0, 0), we must have
u ≡ 0 in Rn × [−r20, 0). This will of course be the case if we can show that H(U, r0) = 0.
We thus suppose that
(7.1) H(r0) = H(U, r0) > 0,
and our objective is to show that (7.1) leads to a contradiction. Note that (7.1) combined with
Corollary 6.14 implies that H(r) > 0 for all 0 < r < r0. We recall the definition (4.2) of the
parabolic dilations in Rn+1 × R.
Definition 7.1. We define the Almgren rescalings of U as
(7.2) Ur(X, t) =
ra/2U(δr(X, t))√
H(U, r)
=
ra/2U(rX, r2t)√
H(U, r)
.
An elementary, yet crucial property, of the Almgren rescalings which follows from (6.11), the
fact that G(r−1X, r−2t) = rn+1G(X, t), and a change of variable is that
(7.3) H(Ur, 1) =
∫
S
+
1
yaU2rGdXdt = 1.
From (7.3) and analogous considerations we see that, with N1 defined as in (6.56), we have
(7.4) N1(U, r) = N1(Ur, 1) =
∫
S
+
1
ya|t||∇Ur|2G ≤ ||N1||∞ = ||N1||L∞(0,r0) <∞,
since, as we have noted after (6.57), N1(r) is bounded for r ∈ (0, r0) as a consequence of Theorem
1.3. In fact, (7.4) is a special case of the following more general property
(7.5) N1(Ur, ρ) = N1(U, rρ), r, ρ > 0.
We remark that Ur solves the following problem
(7.6)
{
div(ya∇Ur) = ya∂tUr,
lim
y→0
− ya∂yUr = r2sV (rx, r2t)Ur(x, 0, t).
The next result shows that, on a subsequence rj → 0, the Almgren rescalings Urj converge in
some appropriate topology. Note that when in the next statement we say ∇Uj → ∇U0 weakly
on compact subsets of Rn+1+ × (−1, 0), we mean there is weak convergence in L2(yadXdt) on
sets of the type B+A × (−T,−δ), for all A > 0 and all 0 < δ < T < 1.
Lemma 7.2. With Ur as in (7.2), there exists a subsequence rj → 0, and a function U0 :
Rn × R → R, such that Urj = Uj converges uniformly to U0 and ∇Uj → ∇U0 weakly in
L2(|y|adX) on compact subsets of Rn+1+ × (−1, 0). Moreover, U0 is a weak solution to
(7.7)
div(|y|
a∇U0) = 0
lim
y→0+
ya∂yU0 = 0,
on every compact subset of Rn+1+ × (−1, 0).
MONOTONICITY OF GENERALIZED FREQUENCIES, ETC. 43
Proof. We first note that for any given A > 0 and 0 < δ < T < 1, the function G is bounded
from below in the sets B+A × (−T,−δ]. As a consequence, we see from (7.3), (7.4) that
(7.8)
∫ −δ
−T
∫
B
+
A
yaU2r ≤ C0(A, δ, T ),
∫ −δ
−T
∫
B
+
A
ya|∇Ur|2 ≤ C0(A, δ, T ).
The bounds (7.8) imply the existence of U0 : B
+
A × (−T,−δ] → R such that for a subsequence
rj → 0, Urj → U0 and ∇Urj → ∇U0 weakly in L2(B+A × (−T,−δ], yadXdt). Moreover, from the
regularity estimates in Theorem 5.1 and the Theorem of Ascoli-Arzela`, after possibly passing
to another subsequence, we can guarantee that Urj → U0 uniformly in B+A′ × (−T ′,−δ] for any
A′ < A and T ′ < T . By a countable exhaustion of S+1 with domains of the type B
+
A × (−T,−δ],
with A > 0 and 0 < δ < T < 1, and a Cantor diagonalization argument, we conclude that for a
subsequence rj → 0, Uj = Urj converges uniformly to U0, and ∇Uj → ∇U0 weakly on compact
subsets of Rn+1+ × (−1, 0).
Next, we show that U0 solves (7.7). To prove this fact, given A > 0 and 0 < δ < T < 1, we
pick a test function φ ∈W 1,2(B+A × (−T,−δ], yadXdt) with compact support in B+A × (−T,−δ].
Since Ur = Urj = Uj solves (7.6), for every t1, t2 ∈ (−T,−δ) we see that the following holds∫ t2
t1
∫
B
+
A
ya < ∇Ur,∇φ > =
∫ t2
t1
∫
B
+
A
yaUrφt +
∫
Rn×{0}
r2sV (rx, r2t)φUr(7.9)
−
∫
B
+
A
yaUr(·, t2)φ(·, t2) +
∫
B
+
A
yaUr(·, t1)φ(·, t1).
By the weak convergence of ∇Uj → ∇U0, and the uniform convergence of Uj → U0, we infer
that 
∫ t2
t1
∫
B
+
A
ya < ∇Uj,∇φ > −→
∫ t2
t1
∫
B
+
A
ya < ∇U0,∇φ >,∫ t2
t1
∫
B
+
A
yaUjφt −→
∫ t2
t1
∫
B
+
A
yaU0φt,∫
B
+
A
yaUj(·, ti)φ(·, ti) −→
∫
B
+
A
yaU0(·, ti)φ(·, ti), i = 1, 2.
Moreover, since by (1.2) we have r2s|V (rx, r2t)| ≤ Kr2s, using the trace inequality in Lemma
4.8 with µ = 1, and the bounds in (7.8), we find
(7.10)
∫
BA×(t1,t2)
r2sV (rx, r2t)φUr −→ 0 as r → 0.
We conclude that U0 ∈ V a,A,−T,−δ for all A, δ > 0 and T < 1, and that it is a weak solution to
(7.7).

Definition 7.3. A function U0 as in Lemma 7.2 will be called an Almgren blowup of U .
Before proceeding further, we observe that if U0 is any Almgren blowup of U , then by taking
difference quotients in the x1, ..., xn, t directions, and by repeatedly applying Lemma 5.5, we see
that U0 is infinitely differentiable in (x, t) ∈ Rn × (−1, 0).
A fundamental property of the Almgren blowups is that they are homogeneous with respect
to the parabolic dilations, with a degree of homogeneity which is decided by the value at zero
N(U,+0) of the frequency of U . This is the content of Proposition 7.5 below. Before we
can prove such result, however, we need to establish the following basic convergence result in
Gaussian spaces for which we closely follow some ideas in the proof of Theorem 7.3 in [DGPT].
Lemma 7.4. For any subsequence rj → 0 as in Lemma 7.2, we have for Uj = Urj and any
R < 1,
(7.11)
∫
S
+
R
ya
(|Uj − U0|2 + |t||∇Uj −∇U0|2)G −→ 0.
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Proof. In what follows we write H(r), I(r), N(r), N1(r), instead of H(U, r), etc. We first show
that as j →∞
(7.12)
∫
S
+
R
ya|Uj − U0|2G −→ 0.
In order to establish (7.12) we note that since N1(r) ≥ 0, possibly restricting r0, (6.57) implies
in particular that for 0 < r ≤ r0 the following holds,
(7.13) N(r) ≥ −K1r2s.
Restricting r0 even further, in such a way that
4K1r
2s
0 < 1,
we have for 0 < r ≤ r0
N(r) ≥ −1
4
.
Since (6.15) in Lemma 6.5 gives
H ′(r)
H(r)
=
4N(r)
r
+
a
r
,
we conclude for 0 < r ≤ r0
H ′(r)
H(r)
≥ a− 1
r
.
Let 0 < δ < 1 be arbitrarily chosen. Given any 0 < r ≤ r0, integrating the latter inequality
from δr to r we find
H(rδ) ≤ H(r)δa−1.
Using this inequality and a simple calculation we conclude for 0 < r ≤ r0
(7.14)
∫
S
+
δ
yaU2rG =
δ2H(δr)
H(r)
≤ δa+1.
At this point, we need the following inequalities from [DGPT] which are corollaries of L. Gross’
log-Sobolev inequality (see Lemma 7.7 in [DGPT]). We first write
(7.15) G(X, t) = G(x, t)K(y, t),
where G(x, t) = (4π|t|)−n/2e |x|
2
4t and K(y, t) = (4π|t|)−n/2e y
2
4t respectively indicate the backward
heat kernels in Rn and in R. The following inequalities hold:
(7.16) log(
1∫
|f |>0G(·, s)
)
∫
Rn+1
f2G(·, s) ≤ 2|s|
∫
Rn+1
|∇f |2G(·, s), f ∈W 1,2(Rn+1, G(·, s)),
and
(7.17) log(
1∫
|f |>0G(·, s)
)
∫
Rn
f2G(·, s) ≤ 2|s|
∫
Rn
|∇f |2G(·, s), f ∈W 1,2(Rn, G(·, s)).
We now choose A > 2 large enough such that for all −1 < t < 0,
(7.18)
∫
Rn+1\BA/2
G(X, t)dX ≤ e−1/δ ,
∫
Rn\BA/2
G(x, t)dx ≤ e−1/δ .
Using (7.16) and (7.17), we will appropriately estimate the integral
(7.19)
∫
R
n+1
+ \BA
yaU2r (X, t)G(X, t).
We note however that, unlike the situation in Sec. 7 in [DGPT], where the log-Sobolev inequal-
ity(7.17) is employed to obtain smallness estimates for a certain integral of the type (7.19), in the
present case, in view of the fact that a < 1, a direct application of (7.16) to the natural choice
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f = ya/2Ur is not possible because ∇f behaves badly at points where y is small. Therefore, we
split (7.19) into two regions as follows∫
R
n+1
+ \BA
yaU2r (X, t)G(X, t) =
∫
(Rn+1+ \BA)∩(Rn×{0<y≤A/2})
yaU2r (X, t)G(X, t)(7.20)
+
∫
(Rn+1+ \BA)∩(Rn×{y>A/2})
yaU2r (X, t)G(X, t).
Now, in the region where |X| ≥ A and 0 < y ≤ A/2, we must have |x| ≥ A/2. Therefore,∫
(Rn+1+ \BA)∩(Rn×{0<y≤A/2})
yaU2r (X, t)G(X, t)(7.21)
≤
∫ A/2
0
yaK(y, t)
(∫
|x|≥A/2
U2r (X, t)G(x, t)dx
)
dy.
We now pick cut-off functions:
• η¯ ∈ C∞0 (Rn+1) such that η¯ ≡ 1 in BA/2, and η¯ ≡ 0 outside BA;
• η ∈ C∞0 (Rn) such that η ≡ 1 in BA/2, and η ≡ 0 outside BA;
• η2 ∈ C∞(R) such that η2(y) ≡ 1 for y ≤ A4 , and η2(y) ≡ 0 for y ≥ A2 .
Applying (7.17) to f = Ur(1− η), and noting that by the support property of η and the second
inequality in (7.18) we have
∫
|f |>0G ≤
∫
Rn\BA/2 G ≤ e
−1/δ, we find∫
|x|≥A/2
U2r (x, t)G(x, t) ≤
∫
Rn
U2r (x, t)(1 − η(x))2G(x, t)
≤ Cδ|t|
∫
Rn
(U2r (x, t) + |∇xUr(x, t)|2)G(x, t).
Using this inequality in (7.21), and keeping (7.15) in mind, we obtain∫
(Rn+1+ \BA)∩(Rn×{y≤A/2})
yaU2r (X, t)G(X, t)(7.22)
≤ Cδ|t|
∫
R
n+1
+
ya(U2r (X, t) + |∇Ur(X, t)|2)G(X, t).
Next, we estimate the second integral in the right-hand side of (7.20). From the support
properties of η¯ and η2, we find∫
(Rn+1+ \BA)∩(Rn×{y>A/2})
yaUr(X, t)
2G(X, t)(7.23)
≤
∫
Rn+1
yaU2r (X, t)(1 − η¯(X))2(1− η2(y))2G(X, t).
We now apply (7.16) with f = ya/2Ur(1 − η¯(X))(1 − η2(y)). Note that, although Ur is not
defined for y < 0, given the fact that 1 − η2(y) vanishes for y ≤ A4 , the function f is smoothly
extendable to the whole of Rn+1. For such f we have the following estimate
|∇f |2 ≤ C(ya|∇Ur|2 + yaU2r + ya−2U2r (1− η¯(X))2(1− η2(y))2)(7.24)
≤ Cya(U2r + |∇Ur|2),
where in the last inequality we have used the fact that, since ya−2U2r (1− η(X))2(1− η2(y))2 is
non-zero only for y > A4 and A > 2, we have
ya−2U2r (1− η¯(X))2(1− η2(y))2 ≤ ya−2U2r ≤ 4yaU2r .
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Therefore, applying (7.16) to f = ya/2Ur(1− η(X))(1− η2(y)) we obtain from (7.23) and (7.24)∫
(Rn+1+ \BA)∩(Rn×{y>A/2})
yaU2r (X, t)G(X, t)dx(7.25)
≤ Cδ|t|
∫
R
n+1
+
ya(U2r (X, t) + |∇Ur(X, t)|2)G(X, t).
Integrating (7.25) in t on (−R2, 0) we find∫
(Rn+1+ \BA)×(−R2,0)
yaU2r (X, t)G(X, t)(7.26)
≤ Cδ
∫
R
n+1
+ ×(−R2,0)
|t|ya(U2r (X, t) + |∇Ur(X, t)|2)G(X, t) ≤ Cδ,
where in the last inequality we have used the uniform bounds (7.3) and (7.4). Combining(7.26)
with (7.14) we conclude for 0 < r ≤ r0
(7.27)
∫
[(Rn+1+ \BA)×(−R2,0)]∪S+δ
yaU2r (X, t)G(X, t) ≤ Cδa0 ,
where a0 = min{1, 1+a}. In the set B+A× [−R2,−δ2], which is the complement of [(Rn+1+ \BA)×
(−R2, 0)] ∪ S+δ , we apply Lemma 7.2 which guarantees that, for a suitable sequence rj ց 0, we
have Urj → U0 uniformly in B+A × [−R2,−δ2]. Therefore, from (7.27) and the arbitrariness of δ,
we conclude that (7.12) holds.
Now we establish the second part of (7.11), i.e.,∫
S
+
R
ya|t||∇Uj −∇U0|2G −→ 0.
This conclusion will be directly derived from the following estimate∫
S
+
R
ya|∇Ur −∇U0|2|t|G ≤ C2
∫
S
+
ρ1
ya(Ur − U0)2G+ C2r2s,(7.28)
where ρ1 < 1 is arbitrarily chosen. It is clear that letting r = rj ց 0 in (7.28), and using (7.12),
we reach the desired conclusion.
To proof of (7.28) is somewhat involved and will be accomplished in several steps. First, we
note that Ur − U0 satisfies the following equation in S+1
(7.29)
{
div(ya∇(Ur − U0)) = ya(Ur − U0)t
− limy→0 ya(Ur − U0)y = r2sV (rx, r2t)Ur.
For notational convenience we will denote Ur−U0 by v in the computations from (7.30) to (7.34)
below. For the same reason, we will write Vr(x, t) instead of V (rx, r
2t).
Let ρ ∈ [R, ρ1] be arbitrary, where ρ1 < 1 and let 0 < δ < ρ be a number that will eventually
tend to 0. We now use the weak formulation (4.8) in Definition 4.3 applied to Ur − U0, with
t1 = −ρ2 and t2 = −δ2. Since from Lemmas 5.5 and 5.8 we know differentiability in time of
Ur − U0, in the weak formulation (4.8) we can put the time-derivative on v, and furthermore
the boundary terms disappear. In (4.8) we now choose a test function η such that η(·, t) is
compactly supported in the X variable for every t ∈ [−ρ2,−δ2]. Then, corresponding to such a
η, from (7.29) we have the following weak formulation for v
(7.30)
∫
S
+
ρ \S+δ
ya (< ∇v,∇η > +vtη) =
∫
Sρ\Sδ
r2sVrUrη.
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We are going to eventually derive (7.28) from (7.30) by an appropriate choice of the cutoff
function η, and by several estimates. With this objective in mind, we let
(7.31) τ1(X, t) = |t|1/2τ0
(
X√
|t|
)
,
where τ0 ∈ C∞0 (Rn+1), τ20 ≤ 1, and whose support will at the end of the process exhaust the
whole Rn+1. Corresponding to such a τ0 we choose
(7.32) η = τ21 vG.
By substituting this choice of η in (7.30), we find∫
S
+
ρ \S+δ
ya
(
|∇v|2τ21G+ v < ∇v,
X
2t
> Gτ21 + vvtGτ
2
1 + 2vτ1 < ∇v,∇τ1 > G
)
=
∫
Sρ\Sδ
r2sVrUrvτ
2
1G.
Using (4.4) in the latter equation we can rewrite it as follows∫
S
+
ρ \S+δ
ya|∇v|2τ21G = −
∫
S
+
ρ \S+δ
ya
1
4t
Z(v2)τ21G(7.33)
−
∫
S
+
ρ \S+δ
ya2vτ1 < ∇v,∇τ1 > G+ r2s
∫
Sρ\Sδ
VrUrvτ
2
1G.
We intend to show that (7.33) leads to the following inequality∫
S
+
R\S+δ
ya|∇Ur −∇U0|2τ21G ≤ C2
∫
S
+
ρ1
\S+δ
ya(Ur − U0)2G+ C2r2s,(7.34)
where C2 = C2(n, s,K) > 0. At this point, if we let the support of τ0 exhaust R
n+1 in (7.34),
and note that from (7.31) we obtain that τ21 (X, t) −→ |t|, applying the monotone convergence
theorem in (7.34), and then letting δ → 0, we conclude that (7.28) holds.
In order to complete the proof of the lemma we are thus left with proving that (7.33) =⇒
(7.34). With this objective in mind we now estimate each of the terms in the right-hand side of
(7.33), beginning with the last integral which is the most delicate one. With K as in (1.2), and
C0 as in Lemma 4.8, we choose µ as follows
C0Kµ
−2s =
1
2
,
and apply the trace inequality in Lemma 4.8 at every time level t ∈ (−ρ2, δ2) to both functions
f1 = K
1/2Urτ1G
1/2
and f2 = K
1/2vτ1G1/2. Summing the resulting inequalities, we find
r2s
∫
Sρ\Sδ
VrUrvτ
2
1G ≤ r2sK
∫
Sρ\Sδ
(U2r + v
2)τ21G(7.35)
≤ r2s
[
C
∫
S
+
ρ \S+δ
ya(U2r + v
2)τ21G+
1
2
(∫
S
+
ρ \S+δ
ya(|∇v|2 + |∇Ur|2)τ21G
+
∫
S
+
ρ \S+δ
ya(v2 + U2r )|∇τ1|2G+
∫
S
+
ρ \S+δ
ya(v2 + U2r )τ
2
1
|X|2
16t2
G
)]
,
where in the first inequality in (7.35) we have used (1.2) that gives |Vr| ≤ K. We now bound
from above the integral∫
S
+
ρ \S+δ
ya(v2 + U2r )τ
2
1
|X|2
16t2
G =
∫
S
+
ρ \S+δ
yav2τ21
|X|2
16t2
G+
∫
S
+
ρ \S+δ
yaU2r τ
2
1
|X|2
16t2
G
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in (7.35) by separately applying the inequality (8.17) in the Appendix to the two integrals in
the right-hand side of the latter equation. Adding the resulting inequalities we obtain∫
S
+
ρ \S+δ
ya(v2 + U2r )τ
2
1
|X|2
16t2
G ≤ C
(∫
S
+
ρ \S+δ
ya(v2 + U2r )
τ21
|t|G(7.36)
+
∫
S
+
ρ \S+δ
ya(|∇v|2 + |∇Ur|2)τ21G+
∫
S
+
ρ \S+δ
ya(v2 + U2r )|∇τ1|2G
)
.
We now substitute (7.36) into (7.35). If we keep in mind that τ21 (X, t) ≤ |t| and |∇τ1|2 ≤ C,
where C is a universal constant, we find
r2s
∫
Sρ\Sδ
VrUrvτ
2
1G(7.37)
≤ r2s
{
C
∫
S
+
ρ \S+δ
ya|t|(v2 + U2r )G+
1
2
[ ∫
S
+
ρ \S+δ
ya(|∇v|2 + |∇Ur|2)τ21G
+C
∫
S
+
ρ \S+δ
ya(v2 + U2r )G+ C
(∫
S
+
ρ \S+δ
ya(U2r + v
2)G
+
∫
S
+
ρ \S+δ
ya(|∇v|2 + |∇Ur|2)τ21G+ C
∫
S
+
ρ \S+δ
ya(v2 + U2r )G
)]}
.
If we further restrict r0 so that
(1 + C) r2s0 ≤ 1,
then for 0 < r ≤ r0 we obtain from (7.33) and (7.37)
1
2
∫
S
+
ρ \S+δ
ya|∇v|2τ21G ≤ −
∫
S
+
ρ \S+δ
ya
1
4t
Z(v2)τ21G−
∫
S
+
ρ \S+δ
ya2vτ1 < ∇v,∇τ1 > G(7.38)
+ r2s
{
C
∫
S
+
ρ \S+δ
ya|t|(v2 + U2r )G+
1
2
[
(C + 1)
∫
S
+
ρ \S+δ
ya|t||∇Ur|2G
+C
∫
S
+
ρ \S+δ
ya(v2 + U2r )G
)]}
.
Next, we bound from above the first two integrals in the right-hand side of (7.38). First,
recalling that Z is the infinitesimal generator of the parabolic dilations (4.2), by a standard
argument which can be found on p. 94 of the Appendix A in [DGPT], we find
(7.39) −
∫
S
+
ρ \S+δ
ya
1
2t
Z(v2)τ21G ≤ ρ2+a
∫
R
n+1
+
yav2(·,−ρ2)τ20G(·,−ρ2).
Secondly, applying Young’s inequality to 2vτ1 < ∇v,∇τ1 > G, we have∣∣∣∣∣2
∫
S
+
ρ \S+δ
yavτ1 < ∇v,∇τ1 > G
∣∣∣∣∣ ≤ 14
∫
S
+
ρ \S+δ
ya|∇v|2τ21G+ 4
∫
S
+
ρ \S+δ
yav2|∇τ1|2G.(7.40)
Using the estimates (7.39), (7.40) in (7.38), and keeping in mind that 0 < ρ < 1 and −1 < t < 0,
we obtain ∫
S
+
ρ \S+δ
ya|∇v|2τ21G ≤ C
∫
R
n+1
+
yav2(·,−ρ2)τ20G(·,−ρ2) + C
∫
S
+
ρ \S+δ
yav2G(7.41)
+ Cr2s
(∫
S
+
ρ \S+δ
ya|t||∇Ur|2G+
∫
S
+
ρ \S+δ
ya(v2 + U2r )G
)
.
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Recalling that v = Ur − U0, using (7.3), (7.4) and (7.12) in (7.41), we conclude for some
C1 = C1(n, s,K) > 0, and r = rj ց 0,∫
S
+
ρ \S+δ
ya|t||∇Ur|2G+
∫
S
+
ρ \S+δ
ya(U2r + (Ur − U0)2)G ≤ C1.
Using the latter inequality in (7.41), and the fact that τ20 ≤ 1, we have for some C2 =
C2(n, s,K) > 0 ∫
S
+
ρ \S+δ
ya|∇(Ur − U0)|2τ21G ≤ C2
∫
R
n+1
+
yav2(·,−ρ2)G(·,−ρ2)(7.42)
+ C2
∫
S
+
ρ \S+δ
ya(Ur − U0)2G+ C2r2s.
Integrating (7.42) with respect to ρ ∈ [R, ρ1], we finally obtain (7.34).

Before proceeding further it is important to remark that, since U0 solves (7.7), then thanks
to the vanishing Neumann condition lim
y→0
ya∂yU0 = 0, if we even reflect U0 in the variable y, we
can conclude that U0 solves the following equation in S1 − Sδ, for any δ > 0,
(7.43) div(|y|a∇U0) = |y|a(U0)t.
This implies that the function g
def
= |y|a(U0)y solves the following adjoint equation classically for
all (X, t) ∈ S1 such that y 6= 0
(7.44) div(|y|−a∇g) = |y|−agt.
We now want to show that, in fact, g is a weak solution to (7.44) in S1, i.e., also across y = 0.
For this we observe that, because of the weak convergence of Urj to U0 in Lemma 7.2, it follows
that the estimate (7.8) holds for U0. Therefore, from (7.8) and the arguments in the proof of
Lemma 5.5, we conclude that
(7.45) ∇(U0)i, (U0)t ∈ L2loc(|y|adXdt)
in S1. Then, as in the proof of Lemma 5.5, from (7.45) and the equation (7.43) we can now infer
that
(7.46) gy = (|y|a(U0)y)y ∈ L2loc(|y|−adXdt)
in S1. From (7.44), (7.45) and (7.46) we conclude that g is a weak solution to (7.44). This
implies the Ho¨lder continuity of ya(U0)y(·, t) on compact subsets of Rn+1+ × (−1, 0).
We are now in a position to prove the following fundamental property of the Almgren blowups.
Proposition 7.5 (Homogeneity of the Almgren blowups). Under the assumptions of Theorem
1.3, let
κ = N(U, 0+) = N1(U, 0+)
be as in Corollary 6.12. If U0 is any Almgren blowup of U , then U0 is homogeneous of degree
2κ.
Proof. We begin by noting that thanks to (7.11) in Lemma 7.4, for any ρ < 1 we have with
Uj = Urj
(7.47)
{
H(Uj , ρ) −→ H(U0, ρ),
1
ρ2
∫
S
+
ρ
ya|t||∇Uj |2G −→ 1ρ2
∫
S
+
ρ
ya|t||∇U0|2G.
Corollary 6.12 and (7.5) above give
(7.48) N1(Ur, ρ) = N1(U, rρ) −→ N1(U, 0+) = N(U, 0+) = κ as r → 0.
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By arguing as for (6.58) in Corollary 6.13, we obtain
H(U, rρ) ≥ ρβH(U, r),
where β = 4||N ||∞ + a. This estimate implies
(7.49) H(Ur, ρ) =
H(U, rρ)
H(U, r)
≥ ρβ.
From (7.47) and (7.49) we obtain
(7.50) H(U0, ρ) > ρ
β > 0.
From the definition (6.56) of N1, the non-degeneracy of H(U0, ρ) established in (7.50) and from
(7.47) we infer that for any 0 < ρ < 1
(7.51) N1(Uj , ρ) −→ N1(U0, ρ).
From (7.51) and (7.48) we obtain that N1(U0, ρ) ≡ κ for every 0 < ρ < 1. Moreover since U0
solves (7.7), we conclude
N(U0, ρ) = N1(U0, ρ) ≡ κ, 0 < ρ < 1.
Once we know that the frequency N(U0, ·) ≡ κ, we invoke Theorem 8.2 in the Appendix (which
extends to U0 the second half of Theorem 1.3), to conclude that U0 has homogeneity 2κ with
respect to parabolic dilations (4.2).

We note that the estimate (7.50) has the following direct consequence.
Corollary 7.6. The Almgren blowup U0 in Lemma 7.5 cannot be identically zero in S
+
1 (the
reader should keep in mind that we are assuming (7.1)!).
Our next key result is the following.
Lemma 7.7. We have U0(·, 0, ·) 6≡ 0.
Proof. We argue by contradiction, and suppose that U0(·, 0, ·) ≡ 0. We now adapt to the
parabolic setting the arguments in Step 1 and 2 in the proof of Proposition 2.2 in [Ru2]. Such
arguments involve making use of repeated differentiation in the y variable of the equation satisfied
by U0 in (7.7) and a bootstrap type argument. We finally reach the conclusion that U0 must
vanish to infinite order in the y direction at (x, 0, t) for all x ∈ Rn and all −1 < t < 0 (we note
explicitly that the final part of Step 3 in [Ru2] is based on a Carleman estimate, but we do
not use that part!). Moreover, by adapting the arguments in [Ru2] we also obtain that for any
m ∈ N the function defined by
gm(X, t) =
{
y−mU0(X, t) for y 6= 0,
gm(x, 0, t) = 0,
is uniformly continuous and hence bounded on compact subsets of Rn+1+ × (−1, 0). It is easy to
recognize that such boundedness of gm for any m ∈ N implies the following claim:
Claim: U0 vanishes to infinite order at (0, 0, t) for any −1 < t < 0.
Using the claim and the equation (7.7) satisfied by U0, we will next show that U0 ≡ 0 in S+1 .
This will contradict Corollary 7.6, thus proving the lemma. Since to show that U0 ≡ 0 in S+1
it suffices to establish that for any t ∈ (−1, 0) we have U0(·, t) ≡ 0, we turn our attention to
proving this.
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Again, we argue by contradiction and suppose that there exists t0 ∈ (−1, 0) such that
U0(·, t0) 6≡ 0. Then, by the continuity of U0 there exists r0 > 0 such that U0(·, t) 6≡ 0 for
t0 ≥ t ≥ t0− r20. Thus, by possibly restricting r0, we may assume without loss of generality that
min
{ |t0|+ 1
2
, 2|t0|
}
> |t0 − r20|.
We observe that the reason for choosing r0 in this range is that in later considerations we crucially
need the ratio
t0−r20
t0
to be bounded from above by an absolute quantity. For this aspect we refer
the reader to (7.68) and (7.70) below. From the latter inequality we obtain for 0 < r ≤ r0
(7.52) min
{ |t0|+ 1
2
, 2|t0|
}
> |t0 − r2| > |t0|.
In order to reach a contradiction, we begin by observing that (7.11) gives for all ρ < 1∫
S
+
ρ
yaU20G <∞.
This implies for a.e. t ∈ (−1, 0)
(7.53)
∫
R
n+1
+
yaU20 (·, t)G(·, t) <∞.
Since by Proposition 7.5 we know that U0 is homogeneous of parabolic degree 2κ, by the change
of variable X =
√
t1
t2
X ′, we obtain
(7.54)
∫
R
n+1
+
yaU20 (·, t1)G(·, t1) =
(
t1
t2
)(2κ+a)/2 ∫
R
n+1
+
yaU20 (·, t2)G(·, t2).
This implies that (7.53) holds for every −1 < t < 0. In a similar way, since the space derivatives
of U0 are homogeneous of degree 2κ− 1, we conclude that for every −1 < t < 0
(7.55)
∫
R
n+1
+
ya|∇U0|2(·, t)G(·, t) <∞.
Let now −1 < t0 < 0 be the above number such that U0(·, t0) 6≡ 0. We first note that for
−1 < t < t0 we have
(7.56) e
− |X|2
4|t−t0| ≤ e−
|X|2
4|t| .
Therefore,
(7.57)
∫
R
n+1
+
yaU20 (X, t)e
− |X|2
4|t−t0|dX ≤
∫
R
n+1
+
yaU20 (X, t)e
− |X|2
4|t| dX <∞,
where in the last inequality we have used (7.53). Similarly from (7.55) we have,∫
R
n+1
+
ya|∇U0(X, t)|2e
−|X|2
4|t−t0| <∞.(7.58)
To proceed, let G(X, t− t0) be the backward heat kernel in Rn+1 × R centered at (0, t0), i.e.,
G(X, t− t0) = (4π(t0 − t))−
n+1
2 e
− |X|2
4(t0−t) .
When t = t0 − r2 we have
G(X, t− t0) = G(X,−r2) = (4πr2)−
n+1
2 e−
|X|2
4r2 .
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We next introduce the following quantities centered at (0, t0) ∈ Rn+1 ×R:
(7.59) h˜(r) = h˜(U0, r) =
∫
R
n+1
+
yaU20 (X, t0 − r2)G(X,−r2)dX,
and
(7.60) i˜(r) = i˜(U0, r) = r
2
∫
R
n+1
+
ya|∇U0|2(X, t0 − r2)G(X,−r2)dX.
We note that (7.57) and (7.58) ensure that h˜(r), i˜(r) are finite for 0 < r < r0. With these
definitions in place we consider the following frequency centered at (0, t0),
(7.61) n˜(r) =
i˜(r)
h˜(r)
.
Now, in Theorem 8.3 in the Appendix we have established the following two properties of U0:
(7.62) h˜′(r) =
4
r
i˜(r) +
a
r
h˜(r),
and
(7.63) n˜′(r) ≥ 0, 0 < r < r0.
We intend to use (7.62), (7.63) to reach the final contradiction that we must have U0(·, t0) ≡ 0.
For this, if we integrate (7.62) from r to r0, and use the monotonicity in (7.63), we obtain in
particular
(7.64) h˜(r) ≥ h˜(r0)
(
r
r0
)4n˜(r0)+|a|
, 0 < r < r0.
On the other hand, from the Claim above we know that U0 vanishes to infinite order at (0, 0, t0).
Therefore, for any ℓ > 1 there exists Cℓ > 0 depending on U0, n, a, t0 and ℓ, such that whenever
|X|+ |t− t0|1/2 ≤ 4r we have
(7.65) |U0(X, t)| ≤ Cℓ r4ℓ.
Now
h˜(r) =
∫
R
n+1
+ ∩{|X|≤r1/2}
yaU20 (X, t0 − r2)G(X,−r2)(7.66)
+
∫
R
n+1
+ ∩{|X|≥r1/2}
yaU20 (X, t0 − r2)G(X,−r2).
Because of (7.65), we have
(7.67)
∫
R
n+1
+ ∩{|X|≤r1/2}
yaU20 (X, t0 − r2)G(X,−r2) ≤ C2ℓ r4ℓ+a ≤ C2ℓ r3ℓ,
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where in the last inequality we have used the fact that |a| < 1. For the second integral in (7.66)
we obtain with Cn = (4π)
−n+1
2∫
R
n+1
+ ∩{|X|≥r1/2}
yaU20 (X, t0 − r2)G(X,−r2) ≤
Cn
rn+1
∫
|X|≥r1/2
yaU20 (X, t0 − r2)e−
|X|2
4r2(7.68)
=
Cn
rn+1
∫
|X|≥r1/2
yaU20 (X, t0 − r2)e
|X|2
4(t0−r2) e
− |X|
2t0
4r2(t0−r2)
(by (7.52), which gives
t0
t0 − r2 >
1
2
, and |X| ≥ r1/2 we have e−
|X|2t0
4r2(t0−r2) ≤ e− 18r )
≤ Cn
rn+1
e−
1
8r
∫
|X|≥r1/2
yaU20 (X, t0 − r2)e
|X|2
4(t0−r2)
(using the change of variable X =
√
t0 − r2
t0
X ′ and the 2κ-homogeneity
of U0 in Proposition 7.5)
≤ Cn
rn+1
e−
1
8r
(
t0 − r2
t0
) 4κ+a+n+1
2
∫
R
n+1
+
yaU20 (X, t0)e
− |X|2
4|t0|
=
1
rn+1
e−
1
8r
(
t0 − r2
t0
) 4κ+a+n+1
2
|t0|
n+1
2
∫
R
n+1
+
yaU20 (X, t0)G(X, t0).
From (7.53) above (which remember, we have shown it holds for every −1 < t < 0) we know
that the number
M(U0, n, a, t0)
def
= |t0|
n+1
2
∫
R
n+1
+
yaU20 (X, t0)G(X, t0) <∞.
We also know by (7.52) that, in particular,
(7.69) 1 <
t0 − r2
t0
< 2.
On the other hand, given any ℓ > 1, there exists C˜ = C˜(n, ℓ) > 0 such that
1
rn+1
e−
1
8r ≤ C˜rℓ.
We thus conclude from (7.68) that
(7.70)
∫
R
n+1
+ ∩{|X|≥r1/2}
yaU20 (X, t0 − r2)G(X,−r2) ≤M(U0, n, a, t0)2
4κ+a+n+1
2 C˜rℓ.
Combining (7.66), (7.67) and (7.70), we finally infer that the Claim leads to the conclusion
that for every ℓ > 1
h˜(r) = O(rℓ).
This clearly contradicts (7.64), and thus the Claim cannot possibly be true and we must have
U0(·, t) ≡ 0 for every −1 < t < 0. This completes the proof.

The reader should note that, unlike what has been done in Section 6, where we have introduced
the averaged quantities H(U, r), I(U, r) and N(U, r), in the proof of Lemma 7.7 we do not take
averages of h˜(r), i˜(r), and it suffices to study the frequency n˜(r) in (7.61). This difference is
justified by the fact that presently we are only interested in the unique continuation property of
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U0, not in any further blow-up analysis of U0 itself. Therefore, we do not need for U0 uniform
estimates such as (7.3), (7.4).
With Lemma 7.7 in hand, we can now prove our main result, Theorem 1.2.
Proof of Theorem 1.2. From Lemma 7.7 we know that U0(·, 0, ·) 6≡ 0. Therefore, there exist
constants L, c > 0, and 0 < ρ < ρ1 < 1, such that
||U0||L∞(BL×{0}×[−ρ1,−ρ]) = c > 0.
We note in passing that from the homogeneity of U0, we can take L = 1. Since Lemma 7.2 asserts
that for a certain sequence rj ց the Almgren rescalings Uj = Urj converge to U0 uniformly on
compact subsets of Rn+1+ × (−1, 0), we infer that for all sufficiently large j ∈ N one has
||Uj ||L∞(BL×{0}×[−ρ1,0]) ≥ ||Uj ||L∞(BL×{0}×[−ρ1,−ρ]) ≥
c
2
> 0.
From the latter inequality, the definition of Uj in (7.2), and the fact that U(x, 0, t) = u(x, t), we
obtain
||u||L∞(BLrj×[−ρ1r2j ,0]) ≥
c
2
r
− a
2
j
√
H(U, rj).
We now use (6.58) in Corollary 6.13 to infer from the latter inequality
||u||L∞(BLrj×[−ρ1r2j ,0]) ≥
c
2
√
H(U, r0)
(
rj
r0
)2||N ||∞+ a2
r
− a
2
j .
This contradicts that u vanishes to infinite order at (0, 0) according to Definition 1.1. Therefore,
keeping Corollary 6.14 in mind, we reach the conclusion that u(·, t) ≡ 0 for all −r20 < t ≤ 0. At
this point, we argue in a standard way to conclude that u ≡ 0 in Rn × (−∞, 0].

We close this section with an important comment concerning the proof of Lemma 7.7.
Remark 7.8. If we knew that U0 were well defined at t = 0 and vanished to infinite order
at (0, 0, 0), then we would immediately reach a contradiction from the 2κ-homogeneity of U0 in
Proposition 7.5. This is precisely what happens in the elliptic case, see for instance [FF]. The
difficulty in our proof is caused by the fact that from the hypothesis U0(·, 0, ·) ≡ 0 we can only
infer that U0 vanishes to infinite order at points (x, 0, t) for all x ∈ Rn and −1 < t < 0. However,
we cannot assert that U0 vanishes to infinite order at (x, 0, 0). Now, given that U0 vanishes to
infinite order at (x, 0, t), we cannot use the homogeneity of U0 to conclude that U0 ≡ 0 in S+1 .
Consider for instance the following function defined by
(7.71)
f(x, y, t) = ye−
|x|2+|t|
y2 , x ∈ Rn, y 6= 0, −∞ < t < 0,
f(x, 0, t) = 0, x ∈ Rn, −∞ < t < 0.
It is clear that such f is homogeneous of degree 1 and vanishes to infinite order at points (x, 0, t)
for all x ∈ Rn and all t < 0, and yet f 6≡ 0! Of course, the function f does not vanish to
infinite order at (0, 0, 0). Therefore, in order to establish the Claim in the proof of Lemma 7.7
it is essential to further utilize the equation satisfied by U0, which is what we have done.
8. Appendix
In this section we complete the proofs of Lemma 7.4, Proposition 7.5 and Lemma 7.7 by
establishing for U0 results analogous to those that in Section 6 were obtained for the solution U
to the extension problem 4.1. We emphasize that such work is not redundant since an Almgren
blowup U0 does not a priori possess the same regularity properties that in Section 4 have been
proved to hold for U .
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We begin by obtaining second derivative estimates for U0 in the Gaussian space. In this, we
again borrow some ideas from the case s = 1/2 in [DGPT].
Lemma 8.1. With U0 as in Lemma 7.2, for i = 1, ..., n, we have for any ρ < 1
(8.1)
∫
S
+
ρ
yat2
(
(U0)
2
tG+ |∇(U0)i|2
)
G <∞.
Proof. We first show that one has∫
S
+
ρ
yat2|∇(U0)i|2G ≤ C, i = 1, ....n.(8.2)
The argument for this is similar to that used in the proof of Lemma 7.4, based on differenti-
ating the equation (7.7) with respect to xi, i = 1, ..., n. We let
τ2 = |t|τ0
(
X√
|t|
)
where, as in Lemma 7.4, τ0 ∈ C∞0 (Rn+1) is a cut-off function, such that τ20 ≤ 1, whose support
at the end of the process will exhaust the whole Rn+1. For a fixed i = 1, ..., n, we define
(8.3) η = (U0)iτ
2
2G.
Let now r ∈ [ρ, ρ1] for some ρ1 such that ρ < ρ1 < 1. In the weak formulation of the equation
(7.7) we choose as test function φ = ηi. Using the infinite differentiability of U0 with respect to
x, t, similarly to (7.30) we find∫
S
+
r \S+δ
ya (< ∇(U0),∇ηi > +(U0)tηi) = 0.
Integrating by parts with respect to xi, we have∫
S
+
r \S+δ
ya (< ∇(U0)i,∇η > +∂t(U0)iη) = 0.
Using (8.3) and (4.4), we obtain∫
S
+
r \S+δ
ya
[
|∇(U0)i|2τ22G+
1
4t
Z((U0)
2
i )τ
2
2G+ 2(U0)iτ2 < ∇(U0)i,∇τ2 > G
]
= 0.(8.4)
Now we estimate the second and third term in (8.4) separately. Similarly to (7.39), by a standard
argument which can be found on p. 95 of the Appendix A in [DGPT] we obtain
(8.5)
∫
S
+
r \S+δ
ya
1
4t
Z((U0)
2
i )τ
2
2G ≥ −
r2+a
2
∫
R
n+1
+
ya(U0)
2
i (·,−r2)τ21G(·,−r2).
where τ1 is as in (7.31).
Concerning the third term in (8.4), applying Young’s inequality we find∣∣∣∣∣2
∫
S
+
r \S+δ
ya(U0)iτ2 < ∇(U0)i,∇τ2 > G
∣∣∣∣∣ ≤ 12
∫
S
+
r \S+δ
ya|∇(U0)i|2τ22G(8.6)
+ 2
∫
S
+
r \S+δ
ya(U0)
2
i |∇τ2|2G.
Using (8.5), (8.6) in (8.4), and keeping in mind that 0 < r < 1 and a+ 1 > 1, we obtain∫
S
+
r \S+δ
ya|∇(U0)i|2τ22G ≤
∫
R
n+1
+
ya(U0)
2
i (·,−r2)τ21G(·,−r2) + 4
∫
S
+
r \S+δ
ya(U0)
2
i |∇τ2|2G.
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Integrating the latter inequality in r ∈ [ρ, ρ1], we find for some universal C > 0∫
S
+
ρ \S+δ
ya|∇(U0)i|2τ22G ≤ C
∫
S
+
ρ1
\S+δ
ya
(
(U0)
2
i |∇τ2|2G+ (U0)2i τ21G
)
.(8.7)
Keeping in mind that τ21 ≤ |t|, |∇τ2|2 ≤ C|t|, we obtain from (8.7)∫
S
+
ρ \S+δ
ya|∇(U0)i|2τ22G ≤ C
∫
S
+
ρ1
\S+δ
ya|t|(U0)2iG.(8.8)
We now recall that (7.11) implies that, for any ρ1 < 1, we have
(8.9)
∫
S
+
ρ1
ya|t||∇U0|2G < C1,
where C1 depends on ρ1. We use (8.9) to bound the integral in the right-hand side of (8.8), and
consequently obtain ∫
S
+
ρ \S+δ
ya|∇(U0)i|2τ22G ≤ C2.
Finally, if we let supp(τ0) ր Rn+1 in the latter inequality, and noting that τ22 (X, t) ր t2, by
the monotone convergence theorem, and subsequently letting δ → 0, we thus conclude that for
i = 1, ..., n and any ρ < 1, ∫
S
+
ρ
yat2|∇(U0)i|2G ≤ C,(8.10)
with C = C(ρ) > 0.
In order to complete the proof of the lemma we next show that for any ρ < 1
(8.11)
∫
S
+
ρ
yat2(U0)
2
tG <∞.
With this objective in mind, we first establish Gaussian estimates for second derivatives of
U0 in the y direction in order to prove that (y
a(U0)y)y in L
2(S+ρ , y
−a|t|GdXdt) for all ρ < 1.
Subsequently, we use the equation (7.7) satisfied by U0 in combination with (8.10) to deduce
(8.11). To implement these steps, we consider the conjugate equation satisfied by v = |y|a(U0)y.
More precisely, from our discussion in (7.44)-(7.46), after an even reflection of U0 across {y = 0},
we know that, for any δ > 0, v satisfies the following equation in the weak sense in S1 \ Sδ
div(|y|−a∇v) = |y|−avt.(8.12)
Taking η = vτ22G as a test function in the weak formulation of (8.12), we can now argue as in
(8.3)-(8.8) above, with a replaced by −a, and finally obtain by a limiting type argument that
for any ρ < 1,
(8.13)
∫
Sρ
|y|−at2|∇v|2G ≤ C
∫
Sρ˜
|y|−a|t|v2G = C
∫
Sρ˜
|y|a|t|(U0)2yG <∞,
where ρ˜ is any arbitrary number such that ρ < ρ˜ < 1. Note that in the last inequality in (8.13),
we have used (8.9) above. Since v = |y|a(U0)y, we trivially have for y > 0
|(ya(U0)y)y| ≤ |∇v|.
Using this observation in the left-hand side of (8.13), we find
(8.14)
∫
S
+
ρ
y−a|t|2(ya(U0)y)2yG ≤ C,
for some C universal depending on U0 and ρ. Using the equation (7.7) satisfied by U0, in
combination with (8.10) and (8.14), we finally obtain the estimate (8.11).
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
We combine the conclusions of Lemmas 7.4 and 8.1 in the following estimate, which is valid
for any ρ < 1 and i = 1, ..., n:
(8.15)
∫
S
+
ρ
ya
(
U20 + |t||∇U0|2 + t2|∇(U0)i|2 + t2(U0)2t
)
G <∞.
We also claim that the following inequality holds for 0 < ρ < 1,
(8.16)
∫
S
+
ρ
ya(ZU0)
2G <∞.
To establish (8.16), we multiply by |t| both sides of (6.43), obtaining the following inequality
for any v ∈W 1,2(Rn+1, yaGdX)
(8.17)
∫
R
n+1
+
yav2
|X|2
|t| G ≤ C
∫
R
n+1
+
ya(v2 + |t||∇v|2)G
Here, it is important to observe that in establishing (6.43) we have never used the equation
satisfied by U , thus the inequality actually holds for every v ∈ W 1,2(Rn+1+ , yaGdX). Since we
trivially have x2i ≤ |X|2, by applying (8.17) to v = U0 at every time level we obtain for i = 1, ..., n
and all ρ < 1,
(8.18)
∫
S
+
ρ
ya(U0)
2
i x
2
iG ≤
∫
S
+
ρ
ya(U0)
2
i |X|2G ≤ C
∫
S
+
ρ
ya(|t|(U0)2i + |t|2|∇(U0)i|2)G <∞,
where in the last inequality we used (8.10). If we now apply (8.17) with v = ya(U0)y, but with
a replaced by −a, we obtain for ρ < ρ1 < 1,∫
S
+
ρ
ya(U0)
2
yy
2G =
∫
S
+
ρ
y−av2y2G ≤
∫
S
+
ρ
ya(U0)
2
y|X|2G(8.19)
≤ C
∫
S
+
ρ1
y−a(|t|v2 + |t|2|∇v|2)G <∞,
where in the last inequality in (8.19) above, we used (8.13). We note that the use of the inequality
(8.17) in (8.18) and (8.19) can be justified by an approximation argument using cut-offs. The
Cauchy-Schwarz inequality and the definition of Z give
(ZU0)
2 ≤ C (Σni=1x2i (U0)2i + y2(U0)2y + t2(U0)2t )
From this observation, (8.15), (8.18) and (8.19) it is easy to conclude that (8.16) holds.
We are now ready to establish the counterpart of Theorem 1.3 for any Almgren blowup U0.
We mention explicitly that the next result rigorously completes the proof of Proposition 7.5.
Theorem 8.2. With U0 as in Lemma 7.2, the following formula hold for any 0 < r < 1:
(8.20) H ′(U0, r) =
4
r
I(U0, r) +
a
r
H(U0, r),
(8.21) I ′(U0, r) =
a
r
I(U0, r) +
1
r3
∫
S
+
r
ya(ZU0)
2G,
and
rN ′(U0, r) =
∫
S
+
r
ya(ZU0)
2G∫
S
+
r
yaU20G
−
(
∫
S
+
r
yaU0ZU0G)
2
(
∫
S
+
r
yaU20G)
2
.(8.22)
In particular, by an application of Cauchy-Schwarz inequality we conclude from (8.22) that
N ′(U0, r) ≥ 0, and therefore r → N(U0, r) is non-decreasing in (0, 1).
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Proof. With (8.15) and (8.16) in hands, the arguments are similar to those in Section 6. Let
τN ∈ C∞0 (Rn+1) be such that τN ≡ 1 for |X| ≤ N , and is identically zero outside B2N . For a
given δ > 0 we let
(8.23) HδN (r) = H
δ
N(U0, r)
def
=
1
r2
∫ −δr2
−r2
∫
R
n+1
+
yaU20 τNG.
By a change of variable we have
(8.24) HδN (r) =
∫ −δ
−1
hN (r
2t)dt,
where
(8.25) hN (t) = hN (U0, t)
def
=
∫
R
n+1
+
yaτN (·, t)U20 (·, t)G(·, t)dX.
Since τN is compactly supported and δ > 0, using the regularity properties of U0 and Lebesgue
dominated convergence, the formal computations for h′N can be justified similarly to those for
h′(U, ·) in Section 6. More precisely, we know that U0 is infinitely differentiable in the variables
(x, t) up to {y = 0}, and also that given any multi-index α of length n+1, ya(Dαx,tU0)y is Ho¨lder
continuous on compact subsets of Rn+1+ × (−1, 0). As previously mentioned after Definition
7.3 above, such regularity properties of U0 follow from Theorem 5.1 and Lemma 5.5 by taking
repeated difference quotients of U0 in the x, t variable as in (5.15). Consequently, with
iN (t) = iN (U0, t)
ded
= −t
∫
R
n+1
+
yaτN (·, t)|∇U0(·, t)|2G(·, t)dX,
we have
h′N (t) =
2
t
iN (t) +
a
2t
hN (t) +
∫
R
n+1
+
yaU20 < ∇τN ,
X
2t
> G(8.26)
− 2
∫
R
n+1
+
yaU0 < ∇U0,∇τN > G.
Corresponding to iN above, we now let
IδN (r) = I
δ
N (U0, r)
def
=
1
r2
∫ −δr2
−r2
iN (t)dt.
Again by a change of variable, we have
(8.27) IδN (r) =
∫ −δ
−1
iN (r
2t)dt.
At this point differentiating under the integral sign HδN in (8.24) can be justified from the expres-
sion of h′N in (8.26), by using the local regularity estimates for U0 and dominated convergence
theorem. We thus deduce from (8.26) that
dHδN
dr
(r) =
4
r
IδN (r) +
a
r
HδN (r) +
1
r3
∫
S
+
r \S+δr
yaU20 < ∇τN ,X > G(8.28)
− 4
r3
∫
S
+
r \S+δr
yatU0 < ∇U0,∇τN > G.
Now, because of (8.15), (8.16), given ε, ρ such that 0 < ε < ρ < 1, we note that for r ∈ [ε, ρ]
the following terms in (8.28)
1
r3
∫
S
+
r \S+δr
yaU20 < ∇τN ,X > G, and
4
r3
∫
S
+
r \S+δr
yatU0 < ∇U0,∇τN > G,
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can be made uniformly small in N , as N →∞. Here, we also use that ∣∣< ∇τN ,X >∣∣ is bounded
from above by a universal constant. This follows from the fact that |∇τN | ≤ CN for some universal
C > 0, and that ∇τN is supported in N ≤ |X| ≤ 2N . Moreover, again because of (8.15) and
(8.16), we can assert that the following term in (8.28)
4
r
IδN (r) +
a
r
HδN (r)
converges to 4r I
δ + arH
δ uniformly as N →∞, where
Hδ(r) =
1
r2
∫ −δr2
−r2
∫
R
n+1
+
yaU20GdXdt and I
δ(r) =
1
r2
∫ −δr2
−r2
|t|
∫
R
n+1
+
ya|∇U0|2GdXdt.
We thus see that the sequences {HδN (U0, r)} and {
dHδN (U0,r)
dr } are uniformly convergent in [ε, ρ]
as N →∞. Therefore, letting N →∞ we finally obtain
dHδ(U0, r)
dr
=
4
r
Iδ(U0, r) +
a
r
Hδ(U0, r).
Let now δk ց 0. Because of (8.15) and (8.16) again, the functions {Hδk(U0, r)} and {dH
δk (U0,r)
dr }
are uniformly convergent in [ε, ρ] as k → ∞. Letting k → ∞ we thus conclude that for all
r ∈ [ε, ρ]
H ′(U0, r) =
4
r
I(U0, r) +
a
r
H(U0, r).
The arbitrariness of ε, ρ implies that the latter equality does in fact hold for all 0 < r < 1. This
establishes (8.20).
We next turn to the proof of (8.21). Our first step is establishing the counterpart for U0 of
Lemma 6.4, see (8.32) below. We first note that an integration by parts based on the regularity
properties of U0, and similar to the one used in deriving (8.26) above, gives
IδN (r) =
1
2r2
∫
S
+
r \S+δr
yaU0(ZU0)τNG+
1
r2
∫
S
+
r \S+δr
yatU0 < ∇U0,∇τN > G.(8.29)
Using (8.15), (8.16), one recognizes that as N →∞
(8.30)
1
r2
∫
S
+
r \S+δr
yatU0 < ∇U0, τN > G −→ 0.
Moreover, again by (8.16), by first letting N →∞ and then δ → 0, one finds
(8.31)
1
2r2
∫
S
+
r \S+δr
yaU0(ZU0)τNG −→ 1
2r2
∫
S
+
r
yaU0(ZU0)G.
From (8.29), (8.30) and (8.31) we conclude that the following alternate expression for I(U0, r)
holds
(8.32) I(U0, r) =
1
2r2
∫
S
+
r
yaU0(ZU0)G.
We next turn to the computation of i′N (r) since such quantity is needed in the proof of (8.21).
We claim that
i′N (t) =
a
2t
iN (t) +
1
2t
∫
R
n+1
+
ya(ZU0)
2τNG(8.33)
+
∫
R
n+1
+
yaZU0 < ∇τN ,∇U0 > G− t
∫
R
n+1
+
ya|∇U0|2 < ∇τN , X
2t
> G.
The proof of (8.33) is based on arguments similar to those used in the computation of i′ε(U, r)
in (6.38), by first considering integrals over the region Rn × {y > ε} as in Step 2 in the proof of
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Lemma 6.6. By the regularity estimates for U0 and arguing as in Step 2, after letting ε→ 0 one
obtains (8.33). From such formula one proceeds to differentiate under the integral sign in (8.27)
by using local regularity estimates for U0 and dominated convergence theorem, finally arriving
to the following expression
dIδN
dr
(r) =
a
r
IδN (r) +
1
r3
∫
S
+
r −S+δr
ya(ZU0)
2τNG(8.34)
+
2
r3
∫
S
+
r −S+δr
yatZU0 < ∇τN ,∇U0 > G− 1
r3
∫
S
+
r −S+δr
yat|∇U0|2 < ∇τN ,X > G.
Using again (8.15), (8.16), by a limiting type argument similar to that for H ′(U0, r) above, first
letting N →∞ and then δ → 0, we conclude that for 0 < r < 1
(8.35) I ′(U0, r) =
a
r
I(U0, r) +
1
r3
∫
S
+
r
ya(ZU0)
2G,
which establishes (8.21).
Finally, (8.22) follows from (8.20), (8.21) and the alternate expression of I(U0, r) in (8.32)
above.

We close this Appendix by justifying formula (7.62) and the monotonicity (7.63) of the fre-
quency n˜(r) defined in (7.61). This is needed to complete the proof of Lemma 7.7 above. The
reader should keep in mind that, since we have already proved Theorem 8.2, Proposition 7.5
is now available to us. Therefore, in the proof of the next Theorem 8.3 we can use that U0 is
parabolically homogeneous of degree 2κ.
Theorem 8.3. Let n˜(r) be as in (7.61), and let r0 > 0 be such that for all 0 < r ≤ r0 the
condition (7.52) hold. Then, for all r ∈ (0, r0] the following is true:
(8.36) h˜′(r) =
4
r
i˜(r) +
a
r
h˜(r),
(8.37) i˜′(r) =
a
r
i˜(r) +
1
r
∫
R
n+1
+
ya(Zt0U0(X, t0 − r2))2G(X,−r2),
where
(8.38) Zt0U0(X, t0 − r2) = < ∇U0(X, t0 − r2),X > −2r2∂tU0(X, t0 − r2).
Finally, for 0 < r < r0 we have
(8.39) n˜′(r) ≥ 0.
Proof. With τN as in the proof of Theorem 8.2, we let
(8.40) h˜N (r) =
∫
R
n+1
+
yaU20 (X, t0 − r2)τN (X)G(X,−r2)dX
and
(8.41) i˜N (r) = r
2
∫
R
n+1
+
ya|∇U0|2(X, t0 − r2)τN (X)G(X,−r2)dX.
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Then, by computations similar to those in Section 6, that are justified using the local regularity
properties of U0 and Lebesgue dominated convergence, we find
h˜′N (r) =
4
r
i˜N (r) +
a
r
h˜N +
1
r
∫
R
n+1
+
yaU20 (X, t0 − r2) < ∇τN ,X > G(X, t0 − r2)(8.42)
+ 4r
∫
R
n+1
+
yaU0(X, t0 − r2) < ∇U0(X, t0 − r2),∇τN > G(X,−r2).
For any δ > 0 such that δ < r0, we let r ∈ [δ, r0]. The first integral in the right-hand side of
(8.42) can be estimated as follows. Note that (7.56) gives for r ∈ [δ, r0],
G(X,−r2) ≤ |t|
(n+1)/2
δn+1
G(X, t0 − r2) ≤ 1
δn+1
G(X, t0 − r2),
where in the last inequality we have used |t| < 1. Since r ≥ δ, the above inequality gives
1
r
∫
R
n+1
+
yaU20 (X, t0 − r2) < ∇τN ,X > G(X,−r2)(8.43)
≤ Cn
δn+2
∫
R
n+1
+ ∩{|X|>N}
yaU20 (X, t0 − r2)G(X, t0 − r2).
In obtaining (8.43) we have also used that | < ∇τN ,X > | is supported in {|X| > N} and is
bounded from above by a universal Cn > 0. The change of variable
(8.44) X = X ′
√
t0 − r2
t0
and the 2κ-homogeneity of U0 allow to infer that the right-hand side of (8.43) be estimated as
follows
Cn
δn+2
∫
R
n+1
+ ∩{|X|>N}
yaU20 (X, t0 − r2)G(X, t0 − r2)(8.45)
≤ Cn
δn+2
(
t0 − r2
t0
)(4κ+a)/2 ∫
R
n+1
+ ∩{|X′|> N√2}
yaU20 (X
′, t0)G(X ′, t0).
Note that in (8.45) we have also used the fact that, thanks to (7.69) above, |X| > N implies
|X ′| > N√
2
. Using again (7.69), we infer from (8.43), (8.45)
1
r
∫
R
n+1
+
yaU20 (X, t0 − r2) < ∇τN ,X > G(X,−r2)dX(8.46)
≤ Cn
δn+2
2(4κ+a)/2
∫
R
n+1
+ ∩{|X′|> N√2}
yaU20 (X
′, t0)G(X ′, t0)dX ′.
Because (7.53) holds for t = t0, we see that by choosing N large enough the integral in the
right hand side of (8.46) can be made arbitrarily small independently of r ∈ [δ, r0]. We can
consequently assert from (8.46) that, by choosing N large enough, the term
1
r
∫
R
n+1
+
yaU20 (X, t0 − r2) < ∇τN ,X > G(X,−r2)dX
in the right-hand side of (8.42) can be made arbitrarily small, uniformly in r ∈ [δ, r0].
Arguing similarly to (8.43)-(8.46), using the homogeneity of U0 and ∇U0, for large enough N
the second integral in the right-hand side of (8.42)
4r
∫
R
n+1
+
yaU0(X, t0 − r2) < ∇U0(X, t0 − r2),∇τN > G(X,−r2)
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can be made uniformly small for r ∈ [δ, r0].
The arguments (8.43)-(8.46) also show that
(8.47) lim
N→∞
sup
r∈[δ,r0]
|h˜(r)− h˜N (r)| ≤
∫
R
n+1
+ ∩{|X|>N}
yaU20 (X, t0 − r2)G(X,−r2)dX −→ 0.
Therefore, letting N →∞ in (8.42) we finally obtain for all r ≥ δ
h˜
′
(r) =
4
r
i˜(r) +
a
r
h˜(r).
From the arbitrariness of δ we have thus proved (8.36).
Before turning to the proof of (8.37) we next establish the following alternate expression for
i˜(r):
(8.48) i˜(r) =
1
2
∫
R
n+1
+
ya(Zt0U0(X, t0 − r2))U0(X, t0 − r2)G(x,−r2),
where Zt0U0(X, t0 − r2) is given by (8.38) above. To prove (8.48) we integrate by parts using
the equation satisfied by U0, as in the derivation of Lemma 6.1. We find
i˜N (r) =
1
2
∫
R
n+1
+
ya(Zt0U0(X, t0 − r2))U0(X, t0 − r2)τNG(x,−r2)(8.49)
− r2
∫
R
n+1
+
yaU0(X, t0 − r2) < ∇U0(X, t0 − r2),∇τN > G(X,−r2).
Using the homogeneity of U0,∇U0, and arguing as in (8.43)-(8.46) above, we prove that as
N →∞
(8.50) − r2
∫
R
n+1
+
yaU0(X, t0 − r2) < ∇U0(X, t0 − r2),∇τN > G(X,−r2) −→ 0.
We also note that from the estimates (8.15), (8.18), (8.19) and the homogeneity of ∇U0 and
< X,∇U0 >, the following holds for all t ∈ (−1, 0)
(8.51)
∫
R
n+1
+
ya(|∇U0|2(X, t)+ < X,∇U0(X, t) >2)G(X, t)dX <∞.
From Lemma 8.1 and the homogeneity of (U0)t we find for all t ∈ (−1, 0)
(8.52)
∫
R
n+1
+
ya(U0)
2
t (X, t)G(X, t) <∞.
The equations (8.51), (8.52) coupled with (7.56) imply for r ∈ (0, r0]
(8.53)
∫
R
n+1
+
ya(Zt0U0)
2(X, t0 − r2)G(X,−r2)dX <∞.
The finiteness of h˜(r) (which follows from (7.53) and (7.56)), that of the integral in (8.53), and
the Cauchy-Schwarz inequality imply∫
R
n+1
+
ya
∣∣Zt0U0(X, t0 − r2)∣∣ ∣∣U0(X, t0 − r2)∣∣G(x,−r2) <∞.
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Since τN (X) → 1 as N → ∞ for all X ∈ Rn+1+ , by Lebesgue dominated convergence we obtain
as N →∞
1
2
∫
R
n+1
+
ya(Zt0U0(X, t0 − r2))U0(X, t0 − r2)τNG(x,−r2)(8.54)
−→ 1
2
∫
R
n+1
+
ya(Zt0U0(X, t0 − r2))U0(X, t0 − r2)G(x,−r2).
Since i˜N → i˜ as N → ∞, from (8.49), (8.50) and (8.54) we finally conclude that (8.48) does
hold.
We finally turn to the proof of (8.37) and (8.39). Similarly to the computation of i′ε(U, t)
in (6.38), the computation of i˜′N is justified as in Step 2 in the proof of Lemma 6.6 using the
regularity properties of U0, instead of those of U . Consequently, we obtain
i˜′N (r) =
a
r
i˜N (r) +
1
r
∫
R
n+1
+
ya(Zt0U0(X, t0 − r2)2τNG(X,−r2)(8.55)
+ r
∫
R
n+1
+
ya|∇U0|2(X, t0 − r2) < ∇τN ,X > G(X,−r2)
− 2r
∫
R
n+1
+
yaZt0U0(X, t0 − r2) < ∇τN ,∇U0(X, t0 − r2) > G(X,−r2).
Using (8.51), (8.52) and the homogeneity of U0 and of its derivatives, by an argument similar
to that for h˜′ in (8.43)-(8.46), for any δ > 0 we have
r
∫
R
n+1
+
ya|∇U0|2(X, t0 − r2) < ∇τN ,X > G(X,−r2) −→ 0,
and
−2r
∫
R
n+1
+
yaZt0U0(X, t0 − r2) < ∇τN ,∇U0(X, t0 − r2) > G(X,−r2) −→ 0,
uniformly in r ∈ [δ, r0]. Similarly, as N →∞ we obtain∣∣∣∣∣1r
∫
R
n+1
+
ya(Zt0U0(X, t0 − r2))2τNG(X,−r2)−
1
r
∫
R
n+1
+
ya(Zt0U0(X, t0 − r2))2G(X,−r2)
∣∣∣∣∣ −→ 0,
uniformly in r ∈ [δ, r0]. This proves that as as N →∞ the following convergences
i˜N (r) −→ i˜(r), i˜′N (r) −→
a
r
i˜(r) +
1
r
∫
R
n+1
+
ya(Zt0U0(X, t0 − r2))2G(X,−r2),
are uniform in [δ, r0]. It ensues that for any r ∈ [δ, r0] we have
i˜′(r) =
a
r
i˜(r) +
1
r
∫
R
n+1
+
ya(Zt0U0(X, t0 − r2))2G(X,−r2).
From the arbitrariness of δ > 0 we conclude that (8.37) holds for all r ∈ (0, r0].
Finally, from (8.36), (8.37), (8.48) and the Cauchy-Schwarz inequality, we conclude that (8.39)
holds.

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