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Introduction.
The study of hyperplane arrangements has origins in some combinatorics
problems as counting the number of regions formed by n lines. There is an
extensive literature on partition problems in Euclidean spaces and projective
spaces and hyperplane arrangements are an important tool in the study of
these problems. Another important example that motivated this topic is the
study of braids, that were first introduced as mathematical objects by Artin
in [Art25]. In [Arn69], Arnol’d introduced the braid arrangement and gave
a presentation of the cohomology ring of its complement.
The study of hyperplane arrangements involves different areas of mathe-
matics as combinatorics, topology, group theory and representation theory.
In the first part of this work we give a general introduction to the classi-
cal theory on hyperplane arrangements following the approach of Orlik and
Solomon as described by Orlik and Terao in [OT92]. We will present the
construction of the Orlik-Solomon algebra of an arrangement and we will
be particularly interested in the study of the complement M(A) of a com-
plex arrangement. In this case the Orlik-Solomon algebra is isomorphic to
H∗(M(A);C).
An important example is the essential braid arrangement in V = Cn/N
where N = 〈1, . . . , 1〉, defined by
An−1 = {Hi,j = Ker(xi − xj) | 1 ≤ i < j ≤ n}
We will study the Orlik-Solomon algebra of this arrangement and M(An−1)
(that is isomorphic to H∗(M(An−1);C)).
This is a very important object in representation theory, since it carries a
natural action of the symmetric group Sn induced by the action on M(An−1).
This action was studied by Lehrer and Solomon in [LS86] and by Lehrer in
[Leh87]. An important tool in the study of H∗(M(An−1);C) as Sn-module is
the so called extended action which was studied by Gaiffi in [Gai96] and by
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Mathieu in [Mat96]. They presented a formula that expresses the character
of the Sn-module H
k(M(An−1);C) in terms of the characters of the extended
Sn-action on H
k(M(An−2);C) and Hk−1(M(An−2);C).
We will describe some results on the study of the Sn-moduleH
∗(M(An−1);C)
which refer to [Gai96], [LS86], [Mat96] and [dG10] and we will present some
new remarks on the location of some irreducible Sn-representations in the
decomposition of H∗(M(An−1);C).
The complement of the braid arrangement is a particular case of a general
construction that is the configuration space of n points in Rd namely
Cn(d) = {(p1, . . . , pn) ∈ (Rd)n | pi 6= pj ∀i 6= j}.
We will also deal with the action of the symmetric group on the cohomology
algebra of these configuration spaces: we will distinguish the case when d is
even and the case when d is odd as studied by Cohen and Taylor in [CT93]
and by Lehrer in [Leh00]. We present some results due to Gaiffi in [Gai96],
Mathieu in [Mat96], Lehrer in [Leh00], and d’Antonio and Gaiffi in [dG10]
and some new remarks on the location of some irreducible Sn-representations
in the decomposition of H∗(Cn(d);C) for d ≥ 3 with d odd.
We also give an introduction to representation stability, presenting a re-
sult due to Church and Farb in [CF13]. They proved that the sequence of
Sn-representations {H i(M(An−1);C)} is uniformly representation stable and
it stabilizes for n ≥ 4i.
The problem of finding a closed formula for the decomposition ofH i(M(An−1);C)
into irreducible Sn-representations is in general still open. We will give ref-
erences to some recent works on this subject.
Let us now describe more in detail the content of this thesis.
In Chapter 1 we present some basic notions of the general theory of hy-
perplane arrangements, introducing some combinatorial tools as the Mo¨bius
function, the Poincare´ polynomial and the coning and deconing construc-
tions. We give a description of the Orlik-Solomon algebra of a complex ar-
rangement and of the algebra R(A) generated by 1 and by some differential
forms ωH with H an hyperplane in A. An important result of this chapter
is the isomorphism between A(A) and R(A).
In Chapter 2 we focus on the study of the cohomology algebra of the com-
plement of a complex hyperplane arrangement and we prove the isomorphism
between the cohomology algebra of such arrangement and its Orlik-Solomon
algebra.
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In Chapter 3 we specialize to the case of the braid arrangement, studying
its intersection lattice and its Orlik-Solomon algebra and providing an explicit
basis for it (this algebra coincides with the algebra introduced by Arnol’d in
[Arn69]).
In Chapter 4 we study the action of the symmetric group on the coho-
mology algebra H∗(M(An−1);C) and the extended Sn+1-action, giving some
results on the location of some irreducible Sn-representations in the decom-
position of H∗(M(An−1);C).
In Chapter 5 we introduce the configuration space of n points in Rd, pre-
senting its cohomology algebra and providing an explicit basis for it. More-
over, we generalize the results of the previous chapter to the cohomology
algebra H∗(Cn(d);C).
In Chapter 6 we introduce some basic notions of representation stability
and we prove, following Church and Farb, the uniform representation stabil-
ity of the sequence of Sn-representations {H i(M(An−1);C)} proving that it
stabilizes once n ≥ 4i.
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Chapter 1
Basic notions on hyperplane
arrangements.
1.1 Basic tools.
In this section we present some basic notions on the theory of hyperplane
arrangements. We remind that given a field K and a vector space V on K of
dimension l, a hyperplane H in V is an affine subspace of codimension 1.
Definition 1.1. A hyperplane arrangement A = (A, V ) is a finite set of
hyperplanes in V .
If V has dimension l we call A an l -arrangement if we want to emphasise
the dimension of V . Let Φl denote the empty l -arrangement.
Let V ∗ be the dual space of V and S = S(V ∗) be the symmetric alge-
bra of V ∗. Given {e1, . . . , el} a basis of V and {x1, . . . , xl} its dual basis,
so that xi(ej) = δij, we can identify S(V
∗) with the polynomial algebra
S = K [x1, . . . , xl]. Let H ∈ A be a hyperplane, thus H is the kernel of a
polynomial αh of degree 1 up to a costant. We can consider the polynomial
with leading term 1.
Definition 1.2. The product
Q(A) =
∏
H∈A
αH
is the defining polynomial of A. Q(Φl) = 1 is the defining polynomial of the
empty l -arrangement.
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If
⋂
H∈AH = ∅ we call the arrangement A centerless, otherwise, if T =⋂
H∈AH 6= ∅, we call A centered with center T . If A is centered we may
choose coordinates so that each hyperplane contains the origin, in this case
we call A central. An arrangement that can be either centered or centerless
is called affine.
By studying the intersection pattern of hyperplanes of A we can capture
many properties of the arrangement. Therefore, we introduce the set of all
nonempty intersections of elements of A, denoted by L(A). L(A) includes
V as the intersection of the empty collection of hyperplanes.
Definition 1.3. Let A be an arrangement. If B ⊆ A is a subset, it is called
a subarrangement. Given X ∈ L(A), we may define a subarrangement AX
of A by
AX = {H ∈ A | X ⊆ H}.
Clearly AV = Φl and if X 6= V , then AX has center X. We can also define
an arrangement in X by
AX = {X ∩H | H ∈ A\AX and X ∩H 6= ∅}.
We call AX the restriction of A to X. Note that AV = A.
Definition 1.4. Let A be a nonempty arrangement and let H0 ∈ A. Let
A′ = A\{H0} be the deleted arrangement and let A′′ = AH0 be the re-
stricted arrangement. We call (A,A′ ,A′′) a triple of arrangements and H0
the distinguished hyperplane.
The triple defined above is used in the method of deletion and restriction
which is an important tool that allows induction on the number of hyper-
planes in the arrangement and that we will use to prove some important
results.
The set L(A) is an important combinatorial invariant of the arrangement
A. Therefore, we present some of its properties. First of all, we define a
partial order on L(A).
Definition 1.5. LetA be an arrangement and let L(A) be the set of nonempty
intersections of elements of A. We define a partial order on L(A) by
X ≤ Y ⇐⇒ Y ⊆ X.
It is obvious that V is the unique minimal element.
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Definition 1.6. We define a rank function on L(A) by
r(X) = codimX
Thus, r(V ) = 0 and r(H) = 1 for H ∈ A. We call H an atom of L(A). Let
X, Y ∈ L(A), we define their meet by
X ∧ Y = ∩{Z ∈ L(A) | X ∪ Y ⊆ Z}.
If X ∩ Y 6= ∅ we define their join by
X ∨ Y = X ∩ Y.
Lemma 1.7. Let A be an arrangement and let L = L(A). Thus
i) Every element of L \ V is a join of atoms.
ii) For every X ∈ L all maximal linearly ordered subsets
V = X0 < X1 < · · · < Xp = X
have the same cardinality. Thus, L(A) is a geometric poset.
iii) If A is central, then all joins exist, so L is a lattice. For all X, Y ∈ L
the rank function satisfies
r(X ∧ Y ) + r(X ∨ Y ) ≤ r(X) + r(Y ).
Thus for a central arrangement, L(A) is a geometric lattice.
Proof. i) It follows from the definition of L(A).
ii) It follows from the fact that the maximal number of linearly indipendent
hyperplanes which can contain a subspace is its codimension.
iii) Let X, Y ∈ L thus
dim(X + Y ) + dim(X ∩ Y ) = dim(X) + dim(Y )
and dim(X + Y ) ≤ dim(X ∧ Y ). Hence the assertion follows.
Lemma 1.8. The maximal elements of L(A) have the same rank.
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Proof. If A is central, L(A) has a unique maximal element that is V , thus
the assertion is obvious. Hence, assume that A is centerless, so it may have
several maximal elements. We notice that X ∈ L(A) is a maximal element if
and only if for every H ∈ A either X ⊂ H or X ∩H = ∅ and this condition
is invariant under affine linear transformations. Thus maximal elements are
affine linear images of each other. Hence they have the same dimension.
Definition 1.9. We define the rank of A, and we write it r(A), as the
rank of a maximal element of L(A). We call an l -arrangement A essential
if r(A) = l. If A is central we denote with T (A) = ⋂H∈AH the unique
maximal element of L(A).
Definition 1.10. Given a poset L and X, Y ∈ L with X < Y , we define
LX = {Z ∈ L | Z ≤ X}, LX = {Z ∈ L | Z ≥ X},
[X, Y ] = {Z ∈ L | X ≤ Z ≤ Y }, [X, Y ) = {Z ∈ L | X ≤ Z < Y }.
Lemma 1.11. Let A be an arrangement and let X ∈ L(A). Thus
i) L(A)X = L(AX).
ii) L(A)X = L(AX).
iii) If Y ∈ L(A) and X ≤ Y , thus L((AY )X) = L(AY )X = [X, Y ].
Proof. It follows from definitions.
1.1.1 The Mo¨bius Function
Definition 1.12. Let A be an arrangement and let L = L(A). We define
the Mo¨bius Function µA = µ : L× L→ Z as follows:
µ(X,X) = 1 if X ∈ L,∑
X≤Z≤Y
µ(X,Z) = 0 if X, Y, Z ∈ L and X < Y ,
µ(X, Y ) = 0 otherwise.
We observe that for fixed X the values of µ(X, Y ) may be computed
recursively. Hence, if ν is another function satisfying the defining properties
of µ, then ν = µ.
9
Lemma 1.13. Let A be an arrangement. For X, Y ∈ L(A) with X ≤ Y , let
S(X, Y ) be the set of central subarrangements B ⊆ A such that AX ⊆ B and
T (B) = Y . Thus
µ(X, Y ) =
∑
B∈S(X,Y )
(−1)|B\AX |.
Proof. Let ν(X, Y ) =
∑
B∈S(X,Y )(−1)|B\AX |. We observe that⋃
X≤Z≤Y
S(X,Z) = {B ⊆ A | AX ⊆ B ⊆ AY }
where the union is disjoint. Thus∑
X≤Z≤Y
ν(X,Z) =
∑
AX⊆B⊆AY
(−1)|B\AX | =
∑
C⊆AY \AX
(−1)|C|.
If X = Y , the sum is 1. If X < Y , AX is a proper subset of AY , hence the
sum is zero. This argument shows that ν satisfies the defining properties of
µ, thus ν = µ.
We now present another formula for µ(X, Y ).
Definition 1.14. Let A be an arrangement and let L = L(A). Let ch(L)
be the set of all chains in L:
ch(L) = {(X1, . . . , Xp) | X1 < · · · < Xp}.
Denote the first element of c ∈ ch(L) by c, the last element of c by c and
the cardinality of c by |c|. Let ch [X, Y ] = {c ∈ ch(L) | c = X, c = Y } and
ch [X, Y ) = {c ∈ ch(L) | c = X, c < Y }.
Proposition 1.15. For all X, Y ∈ L
µ(X, Y ) =
∑
c∈ch[X,Y ]
(−1)|c|−1.
Proof. We prove that the right side satisfies the defining properties of µ. This
is clear for X = Y and when X, Y are incomparable. Suppose X < Y .∑
Z∈[X,Y ]
∑
c∈ch[X,Z]
(−1)|c|−1 =
∑
Z∈[X,Y )
∑
c∈ch[X,Z]
(−1)|c|−1 +
∑
c∈ch[X,Y ]
(−1)|c|−1 =
=
∑
c∈ch[X,Y )
(−1)|c|−1 +
∑
c∈ch[X,Y ]
(−1)|c|−1 =
=
∑
c∈ch[X,Y ]
(−1)|c|−2 +
∑
c∈ch[X,Y ]
(−1)|c|−1 =
= 0,
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since the map (X,X2, . . . , Xp)→ (X,X2, . . . , Xp, Y ) from ch [X, Y ) to ch [X, Y ]
is a bijection.
Lemma 1.16. Let A be an arrangement and let L = L(A). Thus
µ(X,X) = 1 if X ∈ L,∑
X≤Z≤Y
µ(Z, Y ) = 0 if X, Y ∈ L and X < Y .
Proof. We can write L = {X1, . . . , Xr} and up to rename them, we can
suppose that Xi ≤ Xj implies i ≤ j. Let A be the r × r matrix with (i, j)
entry µ(Xi, Xj) and B be the r × r matrix with (i, j) entry 1 if Xi ≤ Xj
and 0 otherwise. Both A and B are upper unitriangular. We observe that
AB = Ir. Indeed, (AB)ii = µ(Xi, Xi) = 1, ∀i = 1, . . . , r and for i < j
(AB)ij =
r∑
k=1
AikBkj =
j∑
k=1
µ(Xi, Xk) =
∑
Xi≤Xk≤Xj
µ(Xi, Xj) = 0
Thus BA = Ir and the assertion follows.
We can now present the Mo¨bius invertion formula.
Proposition 1.17. Let f, g be functions on L(A) with values in an abelian
group. Thus
g(Y ) =
∑
X∈LY
f(X) ⇐⇒ f(Y ) =
∑
X∈LY
µ(X, Y )g(X)
g(X) =
∑
Y ∈LX
f(Y ) ⇐⇒ f(X) =
∑
Y ∈LX
µ(X, Y )g(Y ).
Proof. First of all we prove the first formula.
⇒) ∑
Z∈LY
µ(Z, Y )g(Z) =
∑
Z∈LY
µ(Z, Y )
∑
X∈LZ
f(X) =
=
∑
X∈LY
( ∑
X≤Z≤Y
µ(Z, Y )
)
f(X) =
= f(Y ).
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⇐) ∑
Z∈LY
f(Z) =
∑
Z∈LY
∑
X∈LZ
µ(X,Z)g(X) =
=
∑
X∈LY
( ∑
X≤Z≤Y
µ(X,Z)
)
g(X) =
= g(Y ).
The proof of the second assertion is analogous:
⇒) ∑
Z∈LX
µ(X,Z)g(Z) =
∑
Z∈LX
µ(X,Z)
∑
Y ∈LZ
f(Y ) =
=
∑
Y ∈LX
( ∑
X≤Z≤Y
µ(X,Z)
)
f(Y ) =
= f(X).
⇐) ∑
Z∈LX
f(Z) =
∑
Z∈LX
∑
Y ∈LZ
µ(Z, Y )g(Y ) =
=
∑
Y ∈LX
( ∑
X≤Z≤Y
µ(Z, Y )
)
g(Y ) =
= g(X).
Lemma 1.18. Let A be an arrangement and let L = L(A).
i) Suppose Y ∈ L and Y 6= V . Thus for all Z ∈ L∑
X∨Y=Z
µ(V,X) = 0.
ii) Suppose Y ∈ L and T ∈ L is a maximal element such that Y < T .
Hence for all Z ∈ L ∑
X∧Y=Z
µ(X,T ) = 0.
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Proof. i) We observe that X ∨ Y = Z implies X ≤ Z, Y ≤ Z, and
r(Z) ≥ r(Y ). We prove the assertion by induction on r(Z). If Z = Y
the sum to be computed is ∑
X≤Y
µ(V,X) = 0
since Y 6= V . If Z > Y then∑
X∨Y=Z
µ(V,X) =
∑
X∨Y≤Z
µ(V,X)−
∑
X∨Y <Z
µ(V,X) =
=
∑
X≤Z
µ(V,X)︸ ︷︷ ︸
0
−
∑
W<Z
 ∑
X∨Y=W
µ(V,X)︸ ︷︷ ︸
0
 =
= 0.
The first sum being zero by definition and the second sum being zero by
induction.
ii) We observe that X ∧ Y = Z implies X ∪ Y ⊆ Z hence Z ≤ X, Z ≤ Y
and dim(Z) ≥ dim(Y ). We prove the assertion by induction on dim(Z).
If Z = Y then T > Y ≥ X and the sum to be computed is∑
X≤Y≤T
µ(X,T ) = 0
since X 6= T . If Z < Y∑
X∧Y=Z
µ(X,T ) =
∑
X∧Y≤Z
µ(X,T )−
∑
X∧Y <Z
µ(X,T ) =
=
∑
Y≤Z≤T
µ(X,T )︸ ︷︷ ︸
0
−
∑
W<Z
 ∑
X∧Y=W
µ(X,T )︸ ︷︷ ︸
0
 =
= 0.
The first sum being zero by definition and the second sum being zero by
induction.
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Definition 1.19. Let A be an arrangement and let L = L(A). For X ∈ L
we define µ(X) = µ(V,X).
We observe that µ(V ) = 1 and µ(H) = −1 for each hyperplane H, since
0 =
∑
V≤X≤H µ(V,X) = µ(V, V ) + µ(V,H). Moreover, if r(X) = 2 then
µ(X) = |AX | − 1 since
0 =
∑
V≤Y≤X
µ(V, Y ) = µ(V, V )︸ ︷︷ ︸
1
+
∑
H≤X
µ(V,H)︸ ︷︷ ︸
−|AX |
+µ(V,X)︸ ︷︷ ︸
µ(X)
.
In general, it is not possible to give a formula for µ(X), but we can present
some interesting properties of this function.
Definition 1.20. LetA be a central arrangement, we define µ(A) = µ(T (A)).
Theorem 1.21. If X ≤ Y , then µ(X, Y ) 6= 0 and
sgn µ(X, Y ) = (−1)r(X)−r(Y ).
Proof. The Mo¨bius function of the segment [X, Y ] is the restriction of the
Mo¨bius function µA. Thus µ(X, Y ) = µ((AY )X) by point iii) of Lemma 1.11.
Hence, it suffices to show the assertion for a central arrangement and thus,
it suffices to prove that µ(A) 6= 0 and sgn µ(A) = (−1)r(A). We argue by
induction on r(A). If r(A) = 0 the assertion is clear. Suppose r(A) ≥ 1. We
choose H ∈ A and we apply Lemma 1.16 with Y = H and Z = T (A). Let
M be the set of all X ∈ L such that X 6= T (A) and X ∨H = T (A). Thus
0 = µ(A) +
∑
X∈M
µ(X) = µ(A) +
∑
X∈M
µ(AX).
If X ∈M hence
r(A) = r(X ∨H) ≤ r(X ∨H) + r(X ∧H) ≤ r(X) + r(H) = r(H) + 1.
Thus r(X) = r(A)−1 and hence, r(AX) = r(A)−1. By induction µ(AX) 6= 0
and sgn µ(AX) = (−1)r(AX) = (−1)r(A)−1. The claim follows from the
equation
µ(A) = −
∑
X∈M
µ(AX).
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1.1.2 The Poincare´ polynomial.
We can now define the Poincare´ polynomial, which is one of the most impor-
tant combinatorial invariants of an arrangement.
Definition 1.22.
pi(A, t) =
∑
X∈L
µ(X)(−t)r(X).
It follows from Theorem 1.21 that pi(A, t) has nonnegative coefficients.
Definition 1.23. We define the characteristic polynomial of an l-arrangement
A by
χ(A, t) = tlpi(A,−t−1) =
∑
X∈L(A)
µ(X)tdimX .
The formula of the Mo¨bius function presented in Lemma 1.13 provides
an useful expression for the Poincare´ polynomial of A.
Lemma 1.24. Let A be an arrangement. Thus
pi(A, t) =
∑
B⊆A
(−1)|B|(−t)r(B).
where the sum is over all central subarrangements B of A.
Proof. As in Lemma 1.13, for X, Y ∈ L let S(X, Y ) be the set of all central
subarrangements B ⊆ A such that AX ⊆ B and T (B) = Y and let S(X) =
S(V,X). By Lemma 1.13 we get
µ(X) =
∑
B∈S(X)
(−1)|B|.
since AV = ∅. Hence
pi(A, t) =
∑
X∈L
∑
B∈S(X)
(−1)|B|(−t)r(X).
If B ∈ S(X), then T (B) = X, thus r(B) = r(X). Moreover, every central
subarrangement B ⊆ A occurs in a unique S(X). Hence, the claim follows.
We can now present the deletion-restriction theorem. It was first proved
by Brylawski ( [Bry72]) for central arrangements and by Zaslavsky in general
([Zas75]).
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Theorem 1.25. Let (A,A′,A′′) be a triple of arrangements, hence
pi(A, t) = pi(A′, t) + tpi(A′′, t).
Proof. Let H = H0 be the distinguished hyperplane and we separate the sum
in Lemma 1.24 into two sums R′ and R′′ where R′ is the sum over all central
subarrangements B ⊆ A which do not contain H and R′′ is the sum over all
central subarrangements B ⊆ A which contain H. Applying Lemma 1.24 to
A′ we obtain
pi(A′, t) = R′.
Consider S(X, Y ) as defined in Lemma 1.13. Since H ∈ B, AH ⊆ B. Thus,
if T (B) = Y , we have that B ∈ S(H,Y ) and r(B) = r(Y ). Let L′′ = L(A′′).
R′′ =
∑
H∈B⊆A
(−1)|B|(−t)r(B) =
∑
Y ∈L′′
∑
B∈S(H,Y )
(−1)|B|(−t)r(Y ) =
= −
∑
Y ∈L′′
∑
B∈S(H,Y )
(−1)|B\AX |(−t)r(Y ).
Thus, by Lemma 1.13, we obtain
R′′ = −
∑
Y ∈L′′
µ(H, Y )(−t)r(Y ).
We observe that the Mo¨bius function µ′′ of A′′ is the restriction of µ to
L′′, thus µ′′(Y ) = µ(H,Y ). Moreover, the rank function r′′ of A′′ satisfies
r′′(Y ) = r(Y ) + 1. Hence
R′′ = t
∑
Y ∈L′′
µ′′(Y )(−t)r′′(Y ) = tpi(A′′, t).
Corollary 1.26. Let (A,A′,A′′) be a triple of arrangements, thus
χ(A, t) = χ(A′, t)− tχ(A′′, t).
Proof. It follows immediatly from the definition of the characteristic polyno-
mial and from Theorem 1.25.
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1.1.3 The complement of an arrangement.
A very interesting object related to the study of arrangements is the comple-
ment of an arrangement A. In Chapter 2, we will study its cohomology ring
in the complex case.
Definition 1.27. Let A be an arrangement. We define the variety of A by
N(A) =
⋃
H∈A
H = {v ∈ V | Q(A)(v) = 0}
where Q(A) is the defining polynomial of the arrangement.
Definition 1.28. Let A be an arrangement. We define the complement of
A by
M(A) = V \ N(A)
The parts of the complement of a hyperplane arrangement are called
chambers. The set of chambers of A is denoted by C(A).
We consider now a real arrangement A.
Proposition 1.29. Let (A,A′,A′′) be a triple of arrangements with distin-
guished hyperplane H and let C(A), C(A′) and C(A′′) be the sets of chambers
of A, A′ and A′′ respectively. Thus
|C(A)| = |C(A′)|+ |C(A′′)|.
Proof. Let P be the set of chambers in C(A′) which intersect H and let
Q be the set of chambers of C(A′) which do not intersect H. Obviously,
|C(A′)| = |P | + |Q|. The hyperplane H divides each chamber of P into
two chambers of C(A) and leaves the chambers of Q unchanged. Hence
|C(A)| = 2|P |+ |Q|. Moreover, the function
ϕ :P −→ C(A′′)
C −→ C ∩H
is a bijection. Thus |C(A′′)| = |P | and the claim follows.
It follows from the definitions that in the real case the complement of an
arrangement is a disjoint union of chambers
M(A) =
⋃
C∈C(A)
C.
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We now present an interesting result, due to Zaslavsky [Zas75], which shows
that the number of chambers of a real arrangement is determined by the
Poincare´ polynomial.
Theorem 1.30. Let A be a real arrangement. Hence
|C(A)| = pi(A, 1)
Proof. We prove the assertion by induction on |A|. If A is empty, then
|C(A)| = 1 = pi(A, 1). Let A be a nonempty arrangement, let H ∈ A and
let (A,A′,A′′) be a triple of arrangements with distinguished hyperplane H.
Hence
|C(A)| = |C(A′)|+ |C(A′′)| = pi(A′, 1) + pi(A′′, 1) = pi(A, 1)
where the first equality follows from Proposition 1.29, the second equality
follows from induction and the last equality follows from Theorem 1.25.
These arguments may be applied in graph theory for problems of chamber
counting.
1.1.4 Coning and deconing constructions.
The methods of coning and deconing are two important constructions that
will be very useful further on.
Definition 1.31. Let A be an affine l-arrangement with defining polynomial
Q(A) ∈ K [x1, . . . , xl]. We define the cone overA as the arrangement cA with
defining polynomial Q(cA) ∈ K [x0, x1, . . . , xl] where Q(cA) = x0Q′ and Q′
is the polynomial Q(A) homogenized. We call K0 = Ker(x0) the additional
hyperplane.
We note that |cA| = |A|+1. In the coning construction, the arrangement
A is embedded in cA by identifying its total space with the affine space
Ker(x0 − 1) in the total space of cA.
There is an inverse operation, that is the deconing construction. Given a
nonempty central (l+ 1)-arrangement A we construct the l-arrangement dA
as follows; we choose a hyperplane K0 ∈ A and we choose coordinates such
that K0 = Ker(x0). So, if Q(A) ∈ K [x0, . . . , xl] is the defining polynomial
of A, we obtain the defining polynomial Q(dA) ∈ K [x1, . . . , xl] of dA by
substituting x0 within 1 in Q(A).
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1.2 The Orlik-Solomon algebra of a central
arrangement.
We now construct a graded anticommutative algebra A(A) associated to a
hyperplane arrangement, called the Orlik-Solomon algebra. We will show in
Chapter 2 that in the complex case the algebra A(A) is isomorphic to the
cohomology algebra of the complement M(A).
In this section, we will assume that A is a central arrangement.
Definition 1.32. Let A be an arrangement over a field K and let K be a
commutative ring. We define
E1 =
⊕
H∈A
KeH
where the elements eH correspond to the hyperplanes of A. Let
E = E(A) = Λ(E1)
be the exterior algebra of E1.
The set {eH | H ∈ A} is a K-basis for E1. Moreover, if we write uv = u∧v
for every u, v ∈ E, we observe that e2H = 0 and eHeK = −eKeH for H,K ∈ A.
The algebra E is graded in a standard way. We put E0 = K and we denote
by Ep the space spanned over K by all the elements of the form eH1 · · · eHp
such that Hi ∈ A. If |A| = n then Ep = 0 for all p > n, hence
E =
n⊕
p=0
Ep.
Definition 1.33. We define a K-linear map ∂E = ∂ : E → E by ∂1 = 0,
∂eH = 1 and for p ≥ 2
∂(eH1 · · · eHp) =
p∑
k=1
(−1)k−1eH1 · · · êHk · · · eHp
with H1, . . . , Hp ∈ A.
Given a p-tuple of hyperplanes, S = (H1, . . . , Hp) we denote |S| = p and
eS = eH1 · · · eHp ∈ E, ∩S = H1 ∩ · · · ∩Hp.
Observe that, since A is central, ∩S ∈ L(A) for all S. If p = 0, then S = () is
the empty tuple with eS = 1 and ∩S = V . Moreover, according to Definition
1.6, r(∩S) ≤ |S|.
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Definition 1.34. We call S independent if r(∩S) = |S| and dependent if
r(∩S) < |S|.
We observe that a tuple S is independent if the corresponding linear forms
α1, . . . , αp are linearly independent.
Let Sp denote the set of all p-tuples (H1, . . . , Hp) and let S =
⋃
p≥0 Sp.
Definition 1.35. Let A be an arrangement. Let I = I(A) be the ideal of E
generated by the ∂eS for all dependent S ∈ S.
I is generated by homogeneous elements, hence it is a graded ideal. Let
Ip = I ∩ Ep, thus
I =
n⊕
p=0
Ip.
In [OS80] Orlik and Solomon introduced the following algebra, called the
Orlik-Solomon algebra:
Definition 1.36. Let A be an arrangement. Let A := A(A) := E/I. Let
ϕ : E → A be the natural homomorphism and let Ap = ϕ(Ep). If H ∈ A,
let aH = ϕ(eH) and given S ∈ S, let aS = ϕ(eS).
Lemma 1.37. The map ∂ : E → E satisfies:
i) ∂2 = 0;
ii) if u ∈ Ep and v ∈ E, then ∂(uv) = (∂u)v + (−1)pu(∂v).
Proof. Part i) follows from a simple direct computation. To prove ii) it
suffices to consider u = eS and v = eT with S, T ∈ S. Let S = (H1, . . . , Hp)
and T = (K1, . . . , Kq), we have
∂(eSeT ) = ∂(e(S,T )) =
p∑
i=1
(−1)i−1eH1,...,Hˆk,...,Hp,K1,...,Kq+
+
q∑
j=1
(−1)p+j−1eH1,...,Hp,K1,...,Kˆj ,...,Kq =
(
p∑
i=1
(−1)i−1eH1,...,Hˆi,...,Hp
)
eT+
+ (−1)peS
(
q∑
j=1
(−1)j−1eK1,...,Kˆj ,...,Kq
)
= (∂eS)eT + (−1)peS(∂eT ).
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Lemma 1.38. If S ∈ S and H ∈ S, we have eS = eH∂eS.
Proof. If H ∈ S, then eHeS = 0. Hence, 0 = ∂(eHeS) = eS − eH∂eS.
A is a graded anticommutative algebra, since E and I are graded. The
elements of S1 are independent, thus I0 = 0 and A0 = K. Moreover, the
only dependent elements of S2 are those of the form S = (H,H) for H ∈ A
and, since eS = e
2
H = 0, we have I1 = 0. Thus, the elements aH are linearly
independent over K and A1 =
⊕
H∈AKaH . Finally, if p > l, then every
element of Sp is dependent, since A is an arrangement over a vector space of
dimension l, and from Lemma 1.38 follows that Ap = 0. Hence,
A =
l⊕
p=0
Ap.
We will show that A(A) has a structure of acyclic complex. In order to
prove this, it is convenient to introduce some notations:
Notation 1.39. If S = (H1, . . . , Hp) we say that Hi ∈ S. If T is a subse-
quence of S we write T ⊆ S. If T = (K1, . . . , Kq) and S = (H1, . . . , Hp) we
write (S, T ) = (H1, . . . , Hp, K1, . . . , Kq). Thus, e(S,T ) = eSeT and in particu-
lar for H ∈ A we have e(H,S) = eHeS.
Thanks to Lemma 1.37 we have that, since the map ∂ is homogeneous
of degree -1, (E, ∂) is a chain complex and ∂ is a derivation of the exterior
algebra which may be characterized as the unique derivation such that ∂eH =
1. Observe that I is a K-linear combination of elements of the form eT∂eS
where S, T ∈ S and S is dependent. Hence, we have that ∂(eT∂eS) =
(∂eT )(∂eS) ± eT (∂2eS) = (∂eT )(∂eS) ∈ I. It follows that ∂EI ⊆ I. Thus
the map ∂A : A→ A given by
∂Aϕ(u) = ϕ(∂Eu)
is well defined for all u ∈ E and with this map, (A, ∂A) is an acyclic complex.
Lemma 1.40. (A, ∂A) is an acyclic complex.
Proof. By point i) of Lemma 1.37 follows that ∂2A = 0, which implies that
Im(∂A) ⊆ Ker(∂A). We want to prove now the reverse inclusion. Let a ∈
Ker(∂A) and let u ∈ E such that ϕu = a. Choose H ∈ A, which exists since
A is non empty, and let v = eH , hence ∂Ev = 1. Let b = ϕv. Thus, we have
∂E(vu) = (∂Ev)u − v(∂Eu) = u − v(∂Eu). Applying ϕ to the first and last
terms, since ∂Aϕ = ϕ∂E, we obtain a = ∂A(ab) ∈ Im(∂A).
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Now we return to the notation ∂ = ∂E. Let us show a decomposition of
the ideal I.
Definition 1.41. Let J = J(A) be the submodule of E spanned over K by
all eS such that S ∈ S is dependent.
Lemma 1.42. J is an ideal of E and I = J + ∂J .
Proof. We observe that if T ∈ S is dependent, then (S, T ) is dependent for all
S ∈ S. Hence, eSeT = e(S,T ) ∈ J and J is an ideal. Let S ∈ S be dependent
and let H ∈ S. Thus, by Lemma 1.38 we have that eS = eH∂eS ∈ I and
this implies J ⊆ I. Furthermore, by the definitions of J and I, we have that
∂J ⊆ I. Hence, J + ∂J ⊆ I. Observe that J + ∂J contains the generators of
I, hence the reverse inclusion holds. Thus, it suffices to show that J + ∂J is
an ideal. Since J is an ideal, it suffices to show that eH∂eS ∈ J + ∂J when
H ∈ A and S ∈ S is dependent. Since S is dependent, (H,S) is dependent
and we have
eH∂eS = eS − ∂(eHeS) = eS − ∂e(H,S) ∈ J + ∂J
which completes the proof.
1.2.1 The structure of A(A) for central arrangements.
In this section we will study the structure of the algebra A(A) for a central
arrangement A. We decompose the algebra E into a direct sum indexed by
the elements of L = L(A).
For X ∈ L let SX = {S ∈ S | ∩ S = X} and let
EX =
∑
S∈SX
KeS.
We observe that, since S =
⋃
X∈L SX is a disjoint union, E =
⊕
X∈LEX is a
direct sum.
Our aim is to show that the algebra A has an analogous direct sum
decomposition.
Let piX : E → EX be the projection. Thus,
piXeS =
{
eS if ∩ S = X
0 otherwise
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If F is a submodule of E, let FX = F ∩EX . If piX(F ) ⊆ F for all X ∈ L, we
have piX(F ) = FX and F =
⊕
X∈L FX .
We remember that J , by definition, is spanned by the elements eS where
S ∈ S is dependent, hence piX(J) ⊆ J and we have the following decomposi-
tion:
J =
⊕
X∈L
JX .
Let now J ′ be the submodule of E spanned by the elements eS where S ∈ S
is independent. Obviously, E = J ⊕ J ′. Moreover, Let K = pi(∂J) where
pi : E → J ′ is the projection which annihilates J .
We observe that (1−pi) : E → J is the map that annihilates J ′ and since
J ⊆ I we have (1−pi)I = J ⊆ I. Furthermore, pi(I) = pi(J⊕∂J) = pi(∂J) =
K, hence I = (1− pi)I ⊕ piI = J ⊕K.
We note that K =
⊕
X∈LKX . Indeed, K = pi(∂J) =
∑
Y ∈L pi(∂JY )
where ∂JY is spanned by elements ∂eS where S ∈ S is dependent and ∩S =
Y . Suppose S = (H1, . . . , Hp) and let Sk = (H1, . . . , Hˆk, . . . , Hp), hence
∂eS =
∑p
k=1(−1)k−1eSk . If Sk is dependent, then pieSk = 0. Instead, if Sk is
independent, ∩Sk = ∩S = Y since S is dependent. Hence, pi(∂eS) ∈ EY and
pi(∂JY ) ⊆ EY and if Y 6= X we have that piXEY = 0. From this arguments
follows that piX(K) = pi(∂JX) ⊆ pi(∂J) = K. Thus, since I = J⊕K we have
piX(I) ⊆ I.
As a consequence, we have the following decomposition for I:
I =
⊕
X∈L
IX
and we have the following decomposition for the algebra A:
Theorem 1.43. Let A be a central arrangement and let A = A(A). Thus,
A =
⊕
X∈L
AX .
where AX = ϕ(EX) for all X ∈ L.
Theorem 1.44. Let A be a central arrangement. Hence,
Ap =
⊕
X∈Lp
AX .
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Proof. Suppose a ∈ AX where X ∈ Lp. Let a = ϕ(u) with u ∈ EX . We can
write u =
∑
S∈SX cSeS where cS ∈ K. If S ∈ SX is dependent, then eS ∈ I
and ϕ(eS) = 0. If S is independent, then r(∩S) = r(X) = p implies that
eS ∈ Ep and ϕ(eS) ∈ Ap. Hence, a = ϕ(u) ∈ Ap and∑
X∈Lp
AX ⊆ Ap.
Conversely, suppose a ∈ Ap and let a = ϕ(u) with u ∈ Ep. We can write
u =
∑
S∈Sp cSeS where cS ∈ K. If S ∈ Sp is dependent, then ϕ(eS) = 0. If
S ∈ Sp is independent, let X = ∩S. Thus, r(X) = p and eS ∈ EX implies
ϕ(eS) ∈ AX . Hence,
Ap ⊆
∑
X∈Lp
AX .
The sum is direct thanks to Theorem 1.43.
We now present an injective map A(AX)→ A(A).
If B is a subarrangement of A, then we view E(B) as a subalgebra of
A(A) and L(B) as a sublattice of L(A). Observe that S(B) ⊆ S(A) and
an element S ∈ S(B) is dependent as an element of S(B) if and only if it
is dependent viewed as an alement of S(A). Let ∂E(B) be the restriction
of ∂E(A) to E(B) and let piB be the restriction of piA to E(B), which is the
projection of E(B) to J ′(B) and it is well defined since J(B) ⊆ J(A). We
observe that K(B) = pi(∂J(B)) ⊆ pi(∂J(A)) = K(A). We agree that the
undefined modules are zero, thus if X /∈ L(B), KX(B) = 0. Therefore,
KX(B) ⊆ KX(A) for all X ∈ L(A).
For any subarrangement B holds that I(B) ⊆ I(A)∩E(B). We show the
reverse inclusion in the case B = AX with X ∈ L(A):
Lemma 1.45. Let X ∈ L(A), thus
I(AX) = I(A) ∩ E(AX).
Proof. It suffices to prove the inclusion ⊇. Let Y ∈ L(AX). If S ∈ SY (A),
then S = (H1, . . . , Hp) and ∩S = Y . We have
∂eS =
p∑
k=1
(−1)k−1eSk ∈ E(AX)
thus, for every 1 ≤ k ≤ p we have Y ∈ Hk and X ⊆ Y . Hence, S ∈ SY (AX).
But S is dependent, thus there exists 1 ≤ k ≤ p such that ∩S = ∩Sk. It
follows that S ∈ S(AX) and ∂eS ∈ I(AX).
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This statement is also true for a general subarrangement B of A and we
will prove it in Proposition 1.68
Since I(B) ⊆ I(A) ∩ E(B) for every subarrangement B of A, we can
define a K-algebra homomorphism induced by the inclusion E(B) ⊆ E(A)
i : A(B)→ A(A) which satisfies
i(eH + I(B)) = eH + I(A).
for all H ∈ A. We observe that in the case B = AX we have the monomor-
phism
iX : A(AX)→ A(A).
Proposition 1.46. Let X ∈ L, thus for every Y ∈ L(AX) the monomor-
phism iX : I(AX)→ A(A) induces an isomorphism
i : AY (AX)→ AY (A).
Proof. The module AY (A) = ϕ(EY (A)) is spanned over K by the elements
eS + I(A) with S ∈ SY (A) and AY (AX) is spanned over K by the elements
eS + I(AX) with S ∈ SY (AX). Since SY (A) = SY (AX), i(eS + I(AX)) =
eS + I(A) and this completes the proof since i is a monomorphism.
1.2.2 The Broken Circuit Basis.
In this section we will show that A(A) is a free K-module. In order to prove
this, we will present a K-basis for A(A).
Consider on A an arbitrary linear order ≺. A p-tuple (H1, . . . , Hp) is
called standard if H1 ≺ · · · ≺ Hp and we have that the elements eS with S
standard form a basis of E(A).
Definition 1.47. A p-tuple (H1, . . . , Hp) is a circuit if it is minimally depen-
dent, namely (H1, . . . , Hp) is dependent, but for 1 ≤ k ≤ p, (H1, . . . , Hˆk, . . . , , Hp)
is independent.
Given S = (H1, . . . , Hp) we denote with maxS the maximal element of S
in the linear order ≺ of A.
Definition 1.48. A standard p-tuple S ∈ S is a broken circuit if there exists
H ∈ A such that maxS ≺ H and (S,H) is a circuit.
25
Definition 1.49. A standard p-tuple S is called χ-independent if it does not
contain any broken circuit. Let
Cp = {S ∈ Sp | S is standard and χ-independent}
we denote C = ⋃p≥0 Cp.
Obviously, if S is χ-independent, S is independent.
Definition 1.50. We define the broken circuit module C = C(A): Let C0 =
K, and for p ≥ 1 let Cp be the free K-module with basis {eS ∈ E | S ∈ Cp}.
Thus,
C = C(A) =
⊕
p≥0
Cp.
Clearly C(A) is a free graded K-module.
We observe that every broken circuit can be obtained by deleting the
maximal element of a standard circuit. By definition, we have that C(A) is
a submodule of E(A), but since in general it is not closed under multiplication
in E(A), it is not a subalgebra.
We will show that C(A) and A(A) are isomorphic and as a consequence,
that A(A) is a free graded K-module.
Consider the projection ϕ : E(A) → A(A) and let ψ : C(A) → A(A) be
the restriction of ϕ to C(A). This will turn out to be an isomorphism.
There is for C(A) an analogous of the decomposition of A(A) indexed
with the elements X ∈ L that we presented in Section 1.2.1. Given CX =
CX(A) = C ∩ EX we have C =
⊕
X∈LCX and for p ≥ 0 Cp =
⊕
X∈Lp CX .
Moreover, we have the following
Lemma 1.51. Let X, Y ∈ L such that Y ≤ X. Hence,
CY (AX) = CY (A).
Proof. Let S ∈ S(AX) ⊆ S(A). It suffices to prove that S is a broken circuit
of AX if and only if it is a broken circuit of A.
Let S be a broken circuit of AX . Thus, it is obtained by removing the
maximal element of a standard circuit T of AX which is also a standard
circuit of A. Hence, S is a broken circuit of A.
Conversely, suppose that S is a broken circuit of A. Hence, it is obtained
by removing the maximal elementH from a circuit T ofA, which is minimally
dependent. Hence, ∩T = ∩S ∩ H = ∩S = Y ≤ X. Thus, T is a circuit of
AX and S is a broken circuit of AX .
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Remember the map ∂ : E → E and consider its restriction ∂C : C → C.
We observe that if we remove an element of a χ-independent p-tuple, we
obtain a χ-independent (p−1)-tuple, hence ∂CC ⊆ C. Moreover, ∂C inherits
all the properties of ∂E.
Lemma 1.52. (C, ∂C) is an acyclic complex.
Proof. Since ∂2C = 0, it suffices to show that Ker(∂C) ⊆ Im(∂C). Let c ∈ C
such that ∂Cc = 0. Let Hn be the maximal element of A, thus eHnC ⊆ C
since there aren’t any broken circuit of the form (S,Hn). In particular,
eHnc ∈ C and we have
c = c− eHn(∂Cc) = ∂C(eHnc) ∈ Im(∂C).
We can now prove the following theorem, which provides an homogeo-
neous basis for the algebra A(A):
Theorem 1.53. For all X ∈ L, the restriction ψX : CX(A)→ AX(A) is an
isomorphism. As a consequence, ψ : C(A) → A(A) is an isomorphism of
graded K-modules and the set
{eS + I ∈ A(A) | S is standard and χ-independent}
is a basis for A(A) as a graded K-module.
Proof. Obviously ψ(CX) ⊆ AX , hence it suffices to show that ψX is an iso-
morphism for all X ∈ L and we prove it by induction on r = r(A). If
r = 0 we have A(A) = K = C(A) and the assertion follows. Let r > 0
and let X ∈ L with r(X) < r. Since r(AX) < r, by inductive hypothesis
ψX : CX(AX)→ AX(AX) is an isomorphism. Furthermore, from Proposition
1.46 and Lemma 1.51 we have that the following diagram commutes:
CX(A)
CX(AX)
AX(A)
AX(AX)
ψX(AX)
ψX(A)
where the vertical arrows and ψX(AX) are isomorphisms. Hence, ψX(A) is
an isomorphism. If r(X) = r, there is a unique maximal element T = T (A),
since A is central, and r(T ) = r. We have LT = L(A), CT = Cr and
AT = Ar. Furthermore, we have the following commutative diagram:
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00
Ar
Cr
Ar−1
Cr−1
. . .
. . .
A0
C0
0
0
ψr
∂C
∂A
ψr−1 ψ0
This diagram has exact rows since (A, ∂A) and (C, ∂C) are acyclic complexes
and the maps ψi for 0 ≤ i ≤ r− 1 are isomorphisms. Hence, by Five Lemma
ψr is an isomorphism.
As a consequence, we have that AX(A) ∼= CX(A), which is a free graded
K-module by definition. Hence, AX(A) is a free graded K-module and since
Ap =
⊕
X∈Lp AX , we have that Ap is also free.
1.3 The Orlik-Solomon algebra of an affine
arrangement.
In this section we generalize the construction of the Orlik-Solomon algebra to
affine arrangements. In particular, we are interested in the relation between
the affine l-arrangement A and the central (l+ 1)-arrangement cA where cA
is the cone over A. By Definition 1.31 we have that if Q(A) ∈ K [x1, . . . , xl] is
the defining polynomial of A and Q′ ∈ K [x0, . . . , xl] is the polynomial Q(A)
homogenized, the defining polynomial of cA isQ(cA) = x0Q′ and the cone cA
consists of the hyperplane K0 = Ker(x0) and of the hyperplanes {cH | H ∈
A} where cH is the cone over the affine hyperplane H. Furthermore, if
H ∈ A is the kernel of αH ∈ K [x1, . . . , xl], then cH is the kernel of the
polynomial αcH ∈ K [x0, . . . , xl] obtained homogenizing αH .
Let K be a commutative ring. As in the case of central arrangements, we
define E1(A) as the K-module with basis {eH | H ∈ A} and we define E(A)
as the exterior algebra of E1(A):
E(A) = Λ(E1(A)).
Definition 1.54. Let Sp(A) be the set of all p-tuples (H1, . . . , Hp) with
Hi ∈ A and let S =
⋃
p≥0 Sp(A). Given S = (H1, . . . , Hp) ∈ S(A), let
eS = eH1 · · · eHp and let cS ∈ S(cA) be the tuple (cH1, . . . , cHp).
We observe that, given e0 = eK0 ∈ E(cA), we have that a K-basis of
E(cA) is
{e0ecS | S ∈ S(A)} ∪ {ecS | S ∈ S(A)}.
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While in the case of central arrangements we have ∩S 6= ∅, in the case of
affine arrangements it may be empty. Furthermore, we observe that since K0
is sent to infinity in the deconing, ∩S = ∅ if and only if ∩cS ⊆ K0. Using
the same definitions of dependent and independent p-tuples, we have:
Definition 1.55. We denote with I(A) the ideal of E(A) generated by
{eS | ∩ S = ∅} ∪ {∂eS | S is dependent}
and we define the algebra A(A) by
A(A) = E(A)/I(A).
Let S ∈ S(A) such that ∩S = ∅. We observe that r(∩S) = r(∩(cS)),
thus S is dependent if and only if cS is dependent. Moreover, we have that
the (p + 1)-tuple (K0, cS) is dependent if and only if either ∩S = ∅ or S
is dependent. Indeed, if ∩S = ∅, as we observed above, ∩cS ⊆ K0 hence
(K0, cS) is dependent. Instead, if S is dependent then cS is dependent and
obviously (K0, cS) is dependent. Let now (K0, cS) be dependent. Suppose
that ∩S 6= ∅ and that S is independent. Hence, cS is independent and since
(K0, cS) is dependent we must have ∩(cS) ⊆ K0, thus ∩S = ∅ which is a
contradiction. As a consequence we have that, given S = (H1, . . . , Hp) ∈
S(A), the dependent p-tuples of cA are of the form (K0, cS), with ∩S = ∅
or S dependent, or of the form cS with S dependent. Hence, by Definition
1.35 we have that I(cA) is generated by
{∂e0ecS | (K0, cS) is dependent} ∪ {∂ecS | cS is dependent}.
We want now to define a short exact sequence that involves the algebras
A(A) and A(cA). We define two K-linear homomorphisms between E(A)
and E(cA) as follows:
s :E(cA)→ E(A) by s(e0ecS) = 0, s(ecS) = eS;
t :E(A)→ E(cA) by t(eS) = e0ecS
where S ∈ S(A).
Lemma 1.56. We have s(I(cA)) ⊆ I(A). It follows that s induces a K-
algebra homomorphism s : A(cA)→ A(A).
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Proof. Let S = (H1, . . . , Hp) ∈ S(A). We have the following cases:
• if (K0, cS) is dependent and ∩S = ∅, then s(∂e0ecS) = s(ecS) −
s(e0∂ecS) = s(ecS) = eS ∈ I(A);
• if (K0, cS) is dependent and S is dependent, then s(∂e0ecS) = s(ecS) =
eS ∈ I(A);
• if cS is dependent and ∩S 6= ∅, then S is dependent. Let Sk =
(H1, . . . , Hˆk, . . . , Hp) for 1 ≤ k ≤ p, we have
s(∂ecS) = s(
p∑
k=1
(−1)k−1ecSk) =
p∑
k=1
(−1)k−1s(ecSk) =
=
p∑
k=1
(−1)k−1eSk = ∂eS ∈ I(A);
• let cS be dependent and ∩S = ∅. Let Sk = (H1, . . . , Hˆk, . . . , Hp) for
1 ≤ k ≤ p. If ∩Sk = ∅, then eSk ∈ I(A) by definition of I(A). If
∩Sk 6= ∅, then ∩cSk * K0 and ∩cS ⊆ K0. Hence ∩cS ( ∩cSk. Thus,
cSk is dependent and eSk ∈ I(A). Hence, we have s(∂ecS) = ∂s(ecS) =
∂eS =
∑p
k=1 eSk ∈ I(A).
We have an analogous result for the map t:
Lemma 1.57. It holds t(I(A)) ⊆ I(cA). It follows that t induces a K-linear
homomorphism t : A(A)→ A(cA).
Proof. Let S = (H1, . . . , Hp) ∈ S(A). We have the following cases:
• if ∩S = ∅, then (K0, cS) is dependent and we have t(eS) = e0ecS ∈
I(cA).
• if S is dependent, then cS is dependent. Let Sk = (H1, . . . , Hˆk, . . . , Hp),
we have t(∂eS) =
∑p
k=1(−1)k−1t(eSk) =
∑p
k=1(−1)k−1e0ecSk = e0∂ecS ∈
I(cA).
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We observe that st = 0. Indeed, let S ∈ S(A) we have
st(eS) = s(e0ecS) = 0.
Thus, we have the following complex:
0→ A(A) t−→ A(cA) s−→ A(A)→ 0
and using the broken circuit basis we will prove that this is a short exact
sequence.
1.3.1 The Broken Circuit Basis.
As in the case of a central arrangement, we introduce an arbitrary linear order
≺ on the affine arrangementA and we call a p-tuple S = (H1, . . . , Hp) ∈ S(A)
standard if H1 ≺ · · · ≺ Hp. Furthermore, a p-tuple S is a circuit if it is
minimally dependent and a standard p-tuple S is a broken circuit if there
exists a hyperplane H ∈ A such that maxS ≺ H and (S,H) is a circuit.
Finally, a standard p-tuple S is χ-independent if ∩S 6= ∅ and it doesn’t
contain any broken circuit.
On the central arrangement cA we define a linear order ≺ by:
• given H1, H2 ∈ A, cH1 ≺ cH2 if and only if H1 ≺ H2;
• K0 is the maximal element in cA.
Lemma 1.58. Let S ∈ S(A), the following conditions are equivalent:
i) S is χ-independent;
ii) cS is χ-independent;
iii) (cS,K0) is χ-independent.
Proof. i)⇒ ii) Let S be χ-independent, thus ∩S 6= ∅ and S doesn’t contain
any broken circuit. Suppose that cS contains a broken circuit cT with T ⊆
S. Hence, there exists K ∈ cA such that max cT ≺ K and (cT,K) is a
circuit. If K = K0 we have that (cT,K0) is dependent and this implies that
T is dependent, which is absurd. If K = cH with H ∈ A we have that
(cT, cH) = c(T,H) is dependent and hence, (T,H) is dependent and T is a
broken circuit that lies in S, which is absurd.
31
ii) ⇒ iii) Let cS be χ-independent and suppose that (cS,K0) is not χ-
independent. A (p + 1)-tuple of the form (cT,K0) can’t be a broken circuit
since K0 is the maximal element of cA. Thus, a broken circuit in (cS,K0)
must lie in cS, which is absurd.
iii) ⇒ i) Let (cS,K0) be χ-independent and suppose that S is not χ-
independent. If ∩S = ∅ then ∩cS ⊆ K0 and (cS,K0) is dependent which
is absurd. Suppose that ∩S 6= ∅ and that S contains a broken circuit T .
Thus, there exists a hyperplane H ∈ A such that (T,H) is a circuit. Hence,
(cT, cH) is dependent and cT is a broken circuit, which is absurd.
Definition 1.59. We define the broken circuit module C(A) as the free
gradedK-module with basis {1}∪{eS ∈ E(A) | S is standard and χ-independent}.
Using the maps s and t defined above we have the following exact sequence:
Proposition 1.60. The sequence
0→ C(A) t−→ C(cA) s−→ C(A)→ 0.
is exact.
Proof. First of all we verify that the maps involved are well defined. The im-
plication i)⇒ iii) of Lemma 1.58 shows that, given S ∈ S(A) χ-independent,
we have t(eS) = e0ecS ∈ C(cA), since (cS,K0) is χ-independent. Hence,
t(C(A)) ⊆ C(cA). Furthermore, given cS ∈ S(cA) χ-independent, the im-
plication ii)⇒ i) of Lemma 1.58 shows that s(ecS) = eS ∈ C(A). Indeed, S
is χ-independent and given (cS,K0) ∈ S(cA) we have s(e0ecS) = 0. Hence,
s(C(cA)) ⊆ C(A).
The map t is obviously injective and we verify that s is surjective. Indeed,
given S ∈ S(A) χ-independent, the implication i) ⇒ ii) of Lemma 1.58
shows that cS is χ-independent, thus s(ecS) = eS. As we checked previously,
st = 0, hence it remains to check that Ker(s) ⊆ Im(t). The kernel of s is
generated by the elements of the form e0ecS, with S ∈ S(A) and (cS,K0)
χ-independent, and we have e0ecS = t(eS) ∈ Im(t), since by the implication
iii)⇒ i) of Lemma 1.58 we have that S is χ-independent.
Theorem 1.61. Let ϕ : E(A) → A(A) be the natural homomorphism and
let ψ : C(A) → A(A) be its restriction. The map ψ : C(A) → A(A) is an
isomorphism of graded K-modules and the set
{eS + I ∈ A(A) | S is standard and χ-independent}
is a basis for A(A) as a graded K-module.
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Proof. Consider the following commutative diagram:
0
0
A(A)
C(A)
A(cA)
C(cA)
A(A)
C(A)
0
0
ψ
t
t
ψ
s
s
ψ
The map s : A(cA) → A(A) is surjective and by Theorem 1.53 we have
that ψ : C(cA) → A(cA) is an isomorphism. The map ψ on the right is
surjective, since ψ ◦ s = s ◦ ψ, where the central ψ is an isomorphism and
the two maps s are surjective. Moreover, the map ψ on the left is injective,
since t ◦ ψ = ψ ◦ t, where the central ψ is an isomorphism and the two maps
t are injective. Thus, since the two maps ψ on the left side and on the right
side coincide, we have that ψ : C(A)→ A(A) is an isomorphism.
As a consequence of this theorem we have that the algebra A(A) is a free
graded K-module and the sequence
0→ A(A) t−→ A(cA) s−→ A(A)→ 0
is exact.
1.3.2 Deletion and Restriction.
We now consider a non empty affine hyperplane arrangement A and the
triple (A,A′,A′′) with distinguished hyperplane H0 ∈ A. We denote L =
L(A), L′ = L(A′) and L′′ = L(A′′) the corresponding posets and analogously
E, E ′, E ′′, A, A′, A′′ and I, I ′, I ′′.
Clearly, if S ∈ S(A′) is dependent, then it is dependent also as an element
of S(A). Hence, I ′ ⊆ I. We can consider the K-algebra homomorphism i :
A′ → A induced by the inclusion E ′ ⊆ E, but at the moment we don’t know
if it is a monomorphism. As a consequence, if H ∈ A we must distinguish
between aH = eH + I and eH + I
′. Let S = (H1, . . . , Hp) ∈ S(A) and write
aS = aH1 · · · aHp , if S ∈ S(A′) we have aS ∈ iA′.
We remember that the hyperplanes in A′′ are of the form H0 ∩ H with
H ∈ A′, hence the generators of E ′′ and A′′ are eH0∩H and aH0∩H respectively.
Given S = (H1, . . . , Hp) ∈ S(A) and σ an element of the symmetric group
Sp that permutes 1, . . . , p, we can write σS = (Hσ(1), . . . , Hσ(p)). We want
to define a K-linear map θ : E → E ′′ such that θ(eσS) = σθ(eS) for all
S ∈ S(A).
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We agree that if H0 ∈ S, then H0 is the first element of the tuple. Hence,
we write S = (H0, H1, . . . , Hp) with H1, . . . , Hp ∈ A′.
Lemma 1.62. There exists a surjective K-linear map θ : E → E ′′ such that
θ(eH1 · · · eHp) = 0
θ(eH0eH1 · · · eHp) = eH0∩H1 · · · eH0∩Hp
(1.1)
for all (H1, . . . , Hp) ∈ S(A′). Furthermore, we have θ(I) ⊆ I ′′, hence θ
induces a K-linear map j : A→ A′′ such that the diagram
A
E
A′′
E ′′
θ
ϕ
j
ϕ′′
commutes. In particular, for (H1, . . . , Hp) ∈ S(A′) we have
j(aH1 · · · aHp) = 0
j(aH0aH1 · · · aHp) = aH0∩H1 · · · aH0∩Hp .
Proof. We observe that E = E ′ ⊕ eH0E ′. Hence, we can define θ with the
formulas (1.1) and obviously this map is surjective. Moreover, it holds that
θ(1) = 0 and θ(eH0) = 1. We now want to show that θ(I) ⊆ I ′′. In order to
prove this, it suffices to show that θ(∂eT ) ∈ I ′′ for all T ∈ S(A), since θ is
surjective. If T ∈ S(A′), then θ(eT ) = 0. Let now T = (H0, S) be dependent
with S = (H1, . . . , Hp) ∈ S(A′). We have ∩(H0 ∩H1, . . . , H0 ∩Hp) = H0 ∩
(∩S) 6= ∅. Thus, (H0 ∩H1, . . . , H0 ∩Hp) is dependent and
θ(∂(e0eS)) = θ(eS − e0∂eS) = −
p∑
k=1
(−1)k−1θ(e0eH1 · · · êHk · · · eHp) =
= −
p∑
k1
(−1)k−1eH0∩H1 · · · êH0∩Hk · · · eH0∩Hp =
= −∂(eH0∩H1 · · · eH0∩Hp) ∈ I ′′.
The last assertions of the theorem are a direct consequence of these ar-
guments.
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We want to define an exact sequence, the deletion and restriction se-
quence,
0→ A′ i−→ A j−→ A′′ → 0.
In order to prove that this sequence is exact we will use broken circuits.
We fix a linear order on A, A′ and A′′ as follows:
• H0 is the maximal element of A;
• on A′ we fix the linear order induced by the order on A;
• given H,K ∈ A′ we have that H0 ∩H ≺ H0 ∩K implies H ≺ K.
We write C = C(A), C ′ = C(A′) and C ′′ = C(A′′).
Lemma 1.63. C ′ ⊆ C.
Proof. Let S ′ ∈ S(A′) be χ-independent (note that ∩S ′ 6= ∅) and suppose
that eS′ /∈ C. Hence, S ′ contains a broken circuit of A. Thus, there exists a
hyperplane H ∈ A such that max S ≺ H and (S,H) contains a circuit. We
observe that H ∈ A′, since H0 is the only hyperplane of A which is not in
A′ and it is the maximal element of A. Hence, S ′ contains a broken circuit
of A′ which is absurd.
Lemma 1.64. Consider θ : E → E ′′ as defined above, thus θ(C) = C ′′.
Proof. ⊆) Suppose θ(C) * C ′′. Thus, there exists S = (H1, . . . , Hp) ∈ S(A′)
such that (H0, S) is χ-independent but S
′′ = (H0 ∩H1, . . . , H0 ∩Hp) is not.
We observe that ∩S ′′ = H0 ∩ (∩S) 6= ∅, hence S ′′ contains a broken circuit.
Thus, there exists a hyperplane K ∈ A′ such that max S ′′ ≺ K and (S ′′, K)
contains a circuit. From our choice of linear order on A, A′ and A′′ it follows
that (H0, S,K) contains a circuit, which is absurd. Hence, θ(C) ⊆ C ′′.
⊇) Let S ′′ = (H0 ∩ H1, . . . , H0 ∩ Hp) ∈ S(A′′) be χ-independent. Let
S = (H1, . . . , Hp) ∈ S(A′), write S ′′ = H0 ∩ S, and suppose that (H0, S)
contains a broken circuit. Thus, there exist T ⊆ S and K ∈ A′ such
that max(H0, T ) = max T ≺ K and (H0, T,K) is a circuit. In par-
ticular, (H0, T,K) is dependent. Hence, H0 ∩ (T,K) is dependent and
max H0 ∩ T ≺ H0 ∩K. It follows that S ′′ contains a broken circuit, which
is absurd.
Lemma 1.65. Given S1, S2 ∈ S(A′) such that (H0, S1) and (H0, S2) are
χ-independent and H0 ∩ (∩S1) = H0 ∩ (∩S2), we have S1 = S2.
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Proof. Suppose that S1 6= S2. Thus, there exist two hyperplanes H1 ∈
S1 and H2 ∈ S2 such that H1 6= H2 and H0 ∩ H1 = H0 ∩ H2. Without
loss of generality, we can suppose that H1 ≺ H2. Hence, (H0, H1, H2) ∈
S(A) is dependent and (H0, S1) contains the broken circuit (H0, H1), which
contradicts the χ-independence of (H0, S1).
Proposition 1.66. Let ĵ : C → C ′′ be the restriction of θ to C. Hence, we
have the following exact sequence:
0→ C ′ i−→ C ĵ−→ C ′′ → 0
Proof. By Lemma 1.63 we have that i is injective and by Lemma 1.64 we
have that ĵ is surjective. Moreover, given S ′ ∈ S(A′), by the definition of
θ, we have ĵ(e′S) = 0. Hence, Im(i) ⊆ Ker(ĵ). It remains to show that
Ker(ĵ) ⊆ Im(i). Clearly, all the elements of the form eS′ with S ′ ∈ S(A′)
lie in Im(i). Consider
∑
cSe0eS ∈ Ker(ĵ), where the sum is over all the
χ-independent tuples (H0, S) with S ∈ S(A′) and cS ∈ K. We have
ĵ(
∑
cSe0eS) = eH0∩S = 0
Hence, by Lemma 1.65 we have that cS = 0 for all S, since {eH0∩S | S ∈
S(A′) and (H0, S) is χ-independent} is a basis for A(A′′) as showed in the
previous section.
We can now present the deletion and restriction sequence and prove that
it is an exact sequence.
Theorem 1.67. Let A be an affine arrangement and let (A,A′,A′′) be the
triple with distinguished hyperplane H0 ∈ A. Let i : A(A′) → A(A) be
the natural homomorphism induced by the inclusion E(A′) ⊆ E(A) and let
j : A(A)→ A(A′′) be the K-linear map defined by
j(aH1 · · · aHp) = 0
j(aH0aH1 · · · aHp) = aH0∩H1 · · · aH0∩aHp
with (H1, . . . , Hp) ∈ S(A′). Thus, we have the following exact sequence:
0→ A(A′) i−→ A(A) j−→ A(A′′)→ 0.
Proof. We have the following commutative diagram:
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00
A′
C ′
A
C
A′′
C ′′
0
0
ψ′
i
i
ψ
ĵ
j
ψ′′
We proved in Theorem 1.61 that the vertical maps are isomorphisms. Fur-
thermore, the top row is exact by Proposition 1.66, thus the bottom row is
exact.
As a consequence we have the following proposition:
Proposition 1.68. Let B be a subarrangement of A. Hence, the natural
homomorphism i˜ : A(B)→ A(A) is a monomorphism.
Proof. We prove the assertion by induction. If |A| − |B| = 1 we are in the
case of Theorem 1.67. Let |A| − |B| > 1 and let H ∈ A\B. We have that
B ⊆ A and |A′|−|B| < |A|−|B|. Thus, by inductive hypothesis we have that
i˜′ : A(B)→ A(A′) is injective. We have the following commutative diagram:
0
0
A(A′)
A(B)
A(A)
A(B)
A(A′′)
0
0
0
i˜′
Id
i
i˜
j
where the top row is obviously exact and the bottom row is exact by Theorem
1.67. Since i˜′ and i are injective, we have that i˜ is injective.
Definition 1.69. We define the Poincare´ polynomial of the algebra A(A) as
Poin(A, t) =
∑
p≥0
rk(Ap)t
p
We have an analogous of Theorem 1.25 for the Poincare´ polynomial, since
the map i has degree 0 and the map j has degree -1.
Corollary 1.70. Let (A,A′,A′′) be a triple and let A, A′, A′′ be the corre-
sponding algebras. Thus, we have
i) Point(A, t) = Poin(A′, t) + tPoin(A′′, t);
ii) rk(A) = rk(A′) + rk(A′′).
Proposition 1.71. Poin(A, t) = pi(A, t).
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Proof. We proceed by induction on |A|. If A is the empty arrangement, we
have A(A) = K and hence Poin(A, t) = 1 = pi(A, t). By Theorem 1.25 and
Corollary 1.70 we have that pi(A, t) and Poin(A, t) satisfy the same recursive
formula, thus they must coincide.
1.3.3 The structure of A(A) for an affine arrangement.
As in the central case, we can define
SX = SX(A) = {S ∈ S(A) | ∩ S = X}, EX = EX(A) =
∑
S∈SX
KeS,
AX = ϕ(EX), CX = CX(A) = C(A) ∩ EX(A)
with X ∈ L.
With the same arguments as in the case of a central arrangement, we have
that for p ≥ 0, Cp =
⊕
X∈Lp CX and hence C =
⊕
X∈LCX . Furthermore,
given Y ≤ X we have CY (AX) = CY (A).
We showed in Proposition 1.68 that if B is a subarrangement ofA, the nat-
ural homomorphism i : A(B)→ A(A) is injective. Hence, i : A(AX)→ A(A)
is injective and, as a consequence, we have that if Y ≤ X, then AY (AX) ∼=
AY (A).
We can now present a decomposition for the algebra A(A) of an affine
arrangement A:
Theorem 1.72. Let A be an affine arrangement and let A = A(A) be its
associated algebra. Thus,
A =
⊕
X∈L
AX .
Proof. Given X ∈ L we have that AX is a central arrangement. Hence,
applying Theorem 1.53 and the observations above we have
CX(A) ∼= CX(AX) ∼= AX(AX) ∼= AX(A).
In Theorem 1.61 we proved that C(A) ∼= A(A) hence, since C(A) = ⊕X∈LCX(A),
we have that
A(A) ∼= C(A) =
⊕
X∈L
CX(A) ∼=
⊕
X∈L
AX(A).
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Corollary 1.73. Let A be an affine arrangement. We have
Ap =
⊕
X∈Lp
AX .
As a consequence, we have that the algebra A(A), the modules AX(A)
for X ∈ L and Ap(A) for p ≥ 0 are free K-modules.
1.4 The algebra R(A).
In this section we present an algebra R(A) generated by 1 and some differ-
ential forms ωH for H ∈ A and we show that this algebra is isomorphic to
the Orlik and Solomon algebra A(A). The algebra R(A) was first studied
by Arnol’d for the braid arrangement in [Arn69]. The isomorphism between
R(A) and A(A) was first established for a central arrangement on the field
C in [OS80]. We refer to Chapter 3.5 of [OT92], where Orlik and Terao
extended these results to affine arrangements on a generic field K.
Let (A, V ) be an affine arrangement. Let S = K [x1, . . . , xl] be the sym-
metric algebra of V ∗, where {x1, . . . , xl} is a basis of V ∗, and let Q(S) =
K(x1, . . . , xl) be its quotient field. We can view Q(S) ⊗K V ∗ as a vec-
tor space over Q(S) defining f(g ⊗ α) = fg ⊗ α with f, g ∈ Q(S) and
α ∈ V ∗. Let us consider the K-linear map d : Q(S)→ Q(S)⊗K V ∗ such that
d(fg) = f(dg) + g(df) for all f, g ∈ Q(S) and dα ∈ K for all α ∈ V ∗. In
terms of the basis of V ∗, df is given by:
df =
l∑
i=1
∂f
∂xi
⊗ xi =
l∑
i=1
∂f
∂xi
dxi.
with f ∈ Q(S), since dxi =
∑l
j=1
∂xi
∂xj
⊗ xi = 1⊗ xi.
Definition 1.74. We define the exterior algebra Ω(V ) of the Q(S)-vector
space Q(S)⊗ V ∗ as the graded algebra Ω(V ) = ⊕lp=0 Ωp(V ) where
Ωp(V ) =
⊕
1≤i1<···<ip≤l
Q(S)dxi1 ∧ · · · ∧ dxip .
We agree that Ω0 = Q(S). For simplicity we will write dx1 ∧ · · · ∧ dxp =
dx1 · · · dxp and ωη = ω∧η for ω, η ∈ Ω(V ). We have the following properties
of the map d:
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Proposition 1.75. There exists a unique K-linear map d : Ω(V ) → Ω(V )
which extends the map d : Q(S) → Q(S) ⊗ V ∗ and we have the following
properties:
i) d2 = 0;
ii) if ω ∈ Ωp(V ) and η ∈ Ω(V ), then d(ωη) = (dω)η + (−1)pω(dη);
iii) if ω =
∑
fi1...ipdxi1 · · · dxip where 1 ≤ i1 < · · · < ip ≤ l and fi1...ip ∈
Q(S), then
dω =
l∑
j=1
∑
(∂fi1...ip/∂xj)dxjdxi1 · · · dxip .
Proof. If we define the map d : Ω(V ) → Ω(V ) as in point iii), it easily
follows from a direct computation that i) and ii) hold. Conversely, if d˜ is
a map which extends d : Q(S) → Q(S) ⊗ V ∗ , satisfying i) and ii), it is
easy to see that it satisfies iii). Hence, d and d˜ must coincide and we have
uniqueness.
Let K be a subring of K.
Definition 1.76. Let A be an affine arrangement and for H ∈ A let αH
be a linear polynomial such that H = Ker(αH). Let the differential form
ωH = dαH/αH ∈ Ω1(V ). We define the K-algebra R(A) as the algebra
generated by 1 and ωH for H ∈ A.
Let Rp = R ∩ Ωp(V ), hence R(A) is graded R =
⊕l
p=0Rp.
Lemma 1.77. There exists a surjective homomorphism γ : A(A) → R(A)
of graded K-algebras such that γ(aH) = ωH for all H ∈ A.
Proof. We define a map η : E(A) → R(A) by η(eS) = ωS and we want to
show that η(I) = 0 so that η induces the homomorphism γ : A(A)→ R(A).
Let S = (H1, . . . , Hp) ∈ S(A) such that ∩S = ∅. Hence, there exist
c1, . . . , cp ∈ K not all zero such that
∑p
i=1 ciαi = 1. Thus, 0 = d(
∑p
i=1 ciαi) =∑p
i=1 cidαi and we have
η(eS) =
p∑
i=1
cidαi/αi = 0
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Let now S = (H1, . . . , Hp) ∈ S(A) be dependent. Hence, there exist
c1, . . . , cp ∈ K not all zero such that
∑p
i=1 ciαi = 0. Without loss of generality,
we may assume cp = −1, hence we have αp =
∑p−1
i=1 ciαi. It follows that
dαp =
∑p−1
i=1 cidαi and ωp =
∑p−1
i=1
ciαi
αp
ωi. We have:
η(∂eS) =
p∑
k=1
(−1)k−1ω1 · · · ω̂k · · ·ωp =
=
p−1∑
k=1
(−1)k−1ω1 · · · ω̂k · · ·ωp + (−1)p−1ω1 · · ·ωp−1 =
=
p−1∑
k=1
p−1∑
i=1
(−1)k−1 ciαi
αp
ω1 · · · ω̂k · · ·ωp−1ωi + (−1)p−1ω1 · · ·ωp−1 =
=
p−1∑
k=1
(−1)k−1(−1)p−(k−1) ckαk
αp
ω1 · · ·ωp−1 + (−1)p−1ω1 · · ·ωp−1 =
= (−1)p
∑p−1
k=1 ckαk
αp
ω1 · · ·ωp−1 + (−1)p−1ω1 · · ·ωp−1 =
= (−1)p−1ω1 · · ·ωp−1 + (−1)pω1 · · ·ωp−1 = 0.
Thus, since I is generated by eS such that ∩S = ∅ and by ∂eS such that
S is dependent, we have η(I) = 0 and η induces a map γ : A(A) → R(A)
such that γ(aH) = ωH . Furthermore, γ is surjective since it is defined on the
generators.
To prove the isomorphism between A(A) and R(A) we use the technique
of deletion and restriction and we prove that there exists an exact sequence
0→ R(A′) i−→ R(A) j−→ R(A′′)→ 0
where (A,A′,A′′) is a triple with distinguished hyperplane H0 ∈ A.
First of all, we observe that R(A′) is a subalgebra of Ω(V ) and we have
R(A′) ⊆ R(A).
We now define the map j. Let α0 = αH0 and let S0 be the localization
of S at α0, i.e. the subring of Q(S) consisting of all elements of the form
f/g such that f, g ∈ Q(S) and g is prime to α0. Consider the restriction
ρ∗ : V ∗ → H∗0 and let yi = ρ(xi). We can extend this map uniquely to a
K-algebra homomorphism ρ : S0 → K(H0) writing
ρ(f/g) = f(y1, . . . , yl)/g(y1, . . . , yl)
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and g(y1, . . . , yl) 6= 0 since g is prime to α0.
We consider the subalgebra Ω0 of Ω(V ) defined by:
Ω0 =
l⊕
p=0
⊕
i1<···<ip
S0dxi1 · · · dxip
which does not depend on the choice of the basis for V ∗.
The map ρ can be extended in a unique way to a K-linear map ρ : Ω0 →
Ω(H0) such that for ω, η ∈ Ω0, f ∈ S0 and β ∈ V ∗ we have
i) ρ(ωη) = ρ(ω)ρ(η);
ii) ρ(fω) = ρ(f)ρ(ω);
iii) ρ(dβ) = dρ(β);
iv) if ω =
∑
fi1...ipdxi1 · · · dxip , then
ρ(ω) =
∑
fi1...ip(y1, . . . , yl)dyi1 · · · dyip .
Indeed, if a map satisfying i)− iii) exists it is easy to see that iv) is satisfied
too, hence ρ is defined by iv) and the uniqueness is proved. Conversely, if we
define ρ as in iv), i)− iii) are satisfied and existence is proved.
Lemma 1.78. Let β ∈ V ∗ such that β 6= 0. If ω ∈ Ω0 and (dβ)ω = 0, then
there exists ψ ∈ Ω0 such that ω = (dβ)ψ.
Proof. Without loss of generality, we may assume that β = x1, where {x1, . . . , xl}
is a basis for V ∗, and ω is a p-form. We write ω =
∑
fi1···pdxi1 · · · dxip where
fi1...ip ∈ S0 and 1 ≤ i1 < · · · < ip ≤ l. Hence, we have
0 = (dx1)ω =
∑
fi1...ipdx1dxi1 · · · dxip .
where the sum is over all 2 ≤ i1 < · · · < ip ≤ l. Hence, since {dxi1 · · · dxip | 1 ≤
i1 < · · · < ip ≤ l} form a basis for Ωp, fi1...ip = 0 if i1 ≥ 2. It follows that
ω = (dx1)(
∑
fi2...ipdxi2 · · · dxip) = (dβ)ψ
where the sum is over all 2 ≤ i2 < · · · < ip ≤ l.
Definition 1.79. We say that φ ∈ Ω(V ) has at most a simple pole along H0
if α0φ ∈ Ω0.
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Lemma 1.80. Suppose that φ ∈ Ω(V ) has at most a simple pole along H0
and that dφ = 0. Thus, there exist ψ, θ ∈ Ω0 such that
φ = (dα0/α0)ψ + θ
and the form ρ(ψ) is uniquely determined by φ.
Proof. Let β ∈ V ∗ be the degree 1 homogeneous part of α0, hence dα0 = dβ.
Since dφ = 0 by hypothesis, we have d(α0φ) = (dα0)φ− α0(dφ) = (dα0)φ =
(dβ)φ. By hypothesis φ has at most a simple pole along H0, hence α0φ ∈ Ω0
and dΩ0 ⊆ Ω0. Thus, by Lemma 1.78, we have that there exists θ ∈ Ω0
such that d(α0φ) = (dβ)φ = (dβ)θ. It follows that (dβ)α0(φ − θ) = 0. We
have α0(φ− θ) ∈ Ω0, hence from Lemma 1.78, there exists ψ ∈ Ω0 such that
α0(φ− θ) = (dβ)ψ = (dα0)ψ. Thus, φ = (dα0/α0)ψ + θ.
We now prove the uniqueness of ρ(ψ). It suffices to show that if ψ, θ ∈ Ω0
are such that (dα0/α0)ψ + θ = 0, then ρ(ψ) = 0. In this case, we have
(dβ)θ = (dα0)θ = 0, hence from Lemma 1.78 there exists θ
′ ∈ Ω0 such that
θ = (dβ)θ′. It follows that (dβ)(ψ+α0θ′) = (dβ)ψ+α0θ = (dα0)ψ+α0θ = 0.
We observe that ψ + α0θ
′ ∈ Ω0, hence we may apply Lemma 1.78 and we
have that there exists θ′′ ∈ Ω0 such that ψ + α0θ′ = (dβ)θ′′ = (dα0)θ′′. Since
ρ(α0) = 0 it holds that ρ(ψ) = ρ(ψ + α0θ
′) = ρ((dα0)θ′′) = dρ(α0)ρ(θ′′) =
0.
Definition 1.81. We call the uniquely determined form ρ(ψ) the residue of
φ along H0 and we denote it with res(φ).
We observe that res(φ) is defined for all φ ∈ R(A). Indeed, given H ∈ A
we have that dωH = 0 and for H1, . . . , Hp ∈ A′ we have d(ωH1 · · ·ωHp) = 0.
Hence, dφ = 0 and φ has at most a simple pole along H0 for all φ ∈ R(A).
Lemma 1.82. Let H1, . . . , Hp ∈ A′, thus the following assertions hold:
i) res(ωH1 · · ·ωHp) = 0;
ii) res(ωH0ωH1 · · ·ωHp) = ωH0∩H1 · · ·ωH0∩Hp;
iii) res R(A) ⊆ R(A′′).
If p = 0, i) and ii) are interpreted as res(1) = 0 and res(ωH0) = 1.
Proof. i) Let φ = ωH1 · · ·ωHp , since dφ = 0 we can choose ψ = 0 and θ = φ
in Lemma 1.80. Thus, res(φ) = ρ(ψ) = 0.
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ii) Let φ = ωH0ωH1 · · ·ωHp . Since dφ = 0, we can choose in Lemma
1.80 ψ = ωH1 · · ·ωHp and θ = 0. Hence, res(φ) = ρ(ωH1 · · ·ωHp) =
ρ(ωH1) · · · ρ(ωHp). It remains to show that ρ(ωHi) = ωH0∩Hi . Since
Hi ∈ A′, we have ρ(ωHi) = ρ(dαHi/αHi) = d(ρ(αHi))/ρ(αHi). We
observe that ρ(ωHi) is a polynomial function on H0 which defines the
hyperplane Hi ∩ H0. Thus, ρ(ωHi) = ωH0∩Hi and ρ(ωH0ωH1 · · ·ωHp) =
ωH0∩H1 · · ·ωH0∩Hp .
iii) We have that ω2H0 = 0. Hence, R(A) = R(A′) + ωH0R(A′). It follows
that res(R(A)) = res(R(A′)) + res(ωH0R(A′)) ⊆ R(A′′).
We can now define the map j : R(A) → R(A′′) by j(φ) = res(φ) for
φ ∈ R(A) which is well defined since res(R(A)) ⊆ R(A′′). Moreover, let
i : R(A′)→ R(A) be the natural inclusion.
Theorem 1.83. Let (A,A′,A′′) be a triple with distinguished hyperplane H0.
The map γ : A(A)→ R(A) induces an isomorphism of graded algebras such
that γ(aH) = ωH . Furthermore, the following sequence is exact:
0→ R(A′) i−→ R(A) j−→ R(A′′)→ 0.
Proof. If A is the empty arrangement, we have that R(A) = A(A) = K.
Let A be a non empty arrangement. We argue by induction on |A|.
If |A| = 1 with A = {H}, then A′ and A′′ are empty arrangements, hence
R(A) = K+KωH andR(A′) = K = R(A′′) and the assertions hold. Let |A| >
1. Since R(A′′) is generated by the elements of the form ωH0∩H1 · · ·ωH0∩Hp
with H1, . . . , Hp ∈ A′, by point ii) of Lemma 1.82 it follows that j is surjec-
tive. Let H1, . . . , Hp ∈ A′, hence by Lemma 1.82 we have ji(ωH1 · · ·ωHp) = 0.
It remains to prove that Ker(j) ⊆ Im(i). Consider the commutative diagram
0
0
R(A′)
A(A′)
R(A)
A(A)
R(A′′)
A(A′′)
0
0
γ′
iA
i
γ
jA
j
γ′′
The commutativity of the left square follows from the definitions of iA and i,
while the commutativity of the right square follows by Lemma 1.82. Indeed,
given H1, . . . , Hp ∈ A′ we have
γ′′jA(aH1 · · · aHp) = 0 and jγ(aH1 · · · aHp) = j(ωH1 · · ·ωHp) = 0,
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γ′′jA(aH0aH1 · · · aHp) = γ′′(aH0∩H1 · · · aH0∩Hp) = ωH0∩H1 · · ·ωH0∩Hp
and jγ(aH0aH1 · · · aHp) = j(ωH0ωH1 · · ·ωHp) = ωH0∩H1 · · ·ωH0∩Hp .
The top row is exact by Theorem 1.67 and by inductive hypothesis we have
that γ′ and γ′′ are isomorphisms of graded alegbras. Let φ ∈ Ker(j) hence,
since γ is surjective, there exists η ∈ A(A) such that γ(η) = φ. Hence,
0 = jγ(η) = γ′′jA(η). Thus, since γ′′ is an isomorphism, we have that
η ∈ Ker(jA) = Im(iA) and η = iA(η′). Thus, φ = γiA(η′) = iγ′(η′) and
Ker(j) ⊆ Im(i). It follows that the bottom row is exact, hence by the Five
Lemma we have that γ is an isomorphism.
As a consequence of Theorem 1.83 we have that R(A) and Rp(A) for
p ≥ 0 are free graded K-modules. Moreover, we have
Corollary 1.84. Let A be an arrangement with associated algebra A(A) and
R(A) be the algebra generated by 1 and the differential forms ωH = dαH/αH .
The Poincare´ polynomial of R(A) is
Poin(R(A), t) = pi(A, t).
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Chapter 2
The cohomology ring
H∗(M(A);Z).
In this chapter we are going to study the cohomology groups Hk(M(A);Z)
and the ring structure of H∗(M(A);Z) for a complex arrangement A. In
particular, the aim of this chapter is to prove the ismorphism between the
Orlik-Solomon algebra A(A) and the cohomology ring H∗(M(A);Z).
Arnol’d in his paper [Arn69] studied the cohomology ring of the comple-
ment of the pure braid arrangement and conjectured two statements for an
arbitrary arrangement A. The first was that Hk(M(A);Z) is torsion free.
The second, was that the algebra R(A) generated by 1 and by the differential
forms ωH = dαH/αH , studied in Section 1.4, and H
∗(M(A);Z) are isomor-
phic. This was proved by Brieskorn in [Bri72]. Using this results, Orlik and
Solomon in [OS80] proved the isomorphism A(A) ∼= H∗(M(A);C) for the
case with complex coefficients. In [OT92] and [Yuz01] there is a proof for the
case with integer coefficients which uses the Thom isomorphism. Another
proof of this statement, which avoids the use of the Thom isomorphism, can
be found in [BZ92].
2.1 The Thom isomorphism.
In this section we deal with the Thom isomorphism that is an important tool
in algebraic topology which we will use to prove the isomorphism A(A) ∼=
H∗(M(A);Z) described above. We refer to [Spa81] (one can find another
description of this argument for instance in [Hat02]).
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Definition 2.1. A fiber-bundle pair with base space B consists of a total
pair (E, E˙), a fiber pair (F, F˙ ) and a projection p : E → B such that there
exists an open covering U = {U} of B and for each U ∈ U a homeomorphism
ϕU : U × (F, F˙ )→ (p−1(U), p−1(U) ∩ E˙) such that
U × F ϕU−→ p−1(U) p−→ U
is the projection to the first factor. If A ⊆ B, let EA = p−1(A) and E˙A =
p−1(A) ∩ E˙, and if b ∈ B, then (Eb, E˙b) is called the fiber pair over b.
Observe that the homeomorphism ϕU is such that the following diagram
commutes:
U × F
p−1(U)
U
ϕU
piU
p
where piU is the projection on the first component.
Example 2.2. Given a space B and a pair (F, F˙ ), the product-bundle pair
of the total pair B × (F, F˙ ) is the projection to the first component.
Let R be a commutative ring with a unit.
Definition 2.3. Given a fiber-bundle pair with total pair (E, E˙) and fiber
pair (F, F˙ ), a cohomology extension of the fiber is a homomorphism θ :
H∗(F, F˙ ;R) → H∗(E, E˙;R) of graded modules of degree 0 such that for
each b ∈ B the composition
H∗(F, F˙ ;R) θ−→ H∗(E, E˙;R)→ H∗(Eb, E˙b;R)
is an isomorphism.
Remark 2.4. Consider p˜ : B× (F, F˙ )→ (F, F˙ ) the projection to the second
component. Thus
θ = p˜∗ : H∗(F, F˙ ;R)→ H∗(B × (F, F˙ );R)
is a cohomology extension of the fiber of the product-bundle pair
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Let (E, E˙) be the total pair of a fiber-bundle pair with base B and fiber
pair (F, F˙ ). Suppose that H∗(F, F˙ ;R) is free and finitely generated over the
ring R with basis {mi} and that θ is a cohomology extension of the fiber.
We consider the homomorphisms
φ :H∗(E, E˙;R)→ H∗(B;R)⊗H∗(F, F˙ ;R) φ(z) =
∑
i
p∗(θ(m∗i ) _ z)⊗mi
φ∗ :H∗(B;R)⊗ F ∗(F, F˙ ;R)→ H∗(E, E˙;R) φ∗(u⊗ v) = p∗(u) ^ θ(v).
where {m∗i } is the dual basis of {mi} on H∗(F, F˙ ;R) and _ and ^ are
the cap and cup product in singular cohomology.
Lemma 2.5. If φ is an isomorphism then also φ∗ is an isomorphism.
Proof. For each i let θ(m∗i ) = [c
∗
i ] ∈ H∗(E, E˙;R). Let (C∗(E, E˙;R); ∂),
(C∗(F, F˙ ;R); ∂) and (C∗(B;R); ∂) the singular chain complexes and (C∗(E, E˙;R); δ),
(C∗(F, F˙ ;R); δ) and (C∗(B;R); δ) the singular cochain complexes. Consider
the homorphism τ : C∗(E, E˙;R)→ C∗(B;R)⊗H∗(F, F˙ ;R) defined by
τ(c) =
∑
i
p∗(c∗i _ c)⊗mi
Passing to homology we have τ∗ : H∗(E, E˙;R)→ H∗(C∗(B;R)⊗H∗(F, F˙ ;R))
and by the universal coefficient theorem for homology (see [Hat02], Theorem
3A.3) we have that H∗(C∗(B;R)⊗H∗(F, F˙ ;R)) ∼= H∗(B;R)⊗H∗(F, F˙ ;R).
Hence, we have
τ∗([c]) = [τ(c)] =
∑
i
[p∗(c∗i _ c)⊗mi] =
∑
i
p∗([c∗i _ c])⊗mi =
=
∑
i
p∗([c∗i ] _ [c])⊗mi =
∑
i
p∗(θ(m∗i ) _ [c])⊗mi = φ([c])
Instead, passing to cohomology we have τ ∗ : H∗(C∗(B;R)⊗H∗(F, F˙ ;R))→
H∗(E, E˙;R) and given σ : ∆n → E a singular n-simplex and ϕ ∈ C∗(E;R)
we have that
τ ∗(ϕ⊗m∗j)(σ) = (ϕ⊗m∗j)(τ(σ)) =
∑
i
ϕ(p∗(c∗i _ σ)m
∗
j(mi) =
= ϕ(p∗(c∗j _ σ).
Suppose c∗j ∈ Hq(E, E˙;R) hence by the properties of the cap product we
have
ϕ(p∗(c∗j _ σ) = p
∗(ϕ)(c∗j(σ
(q))σ(n−q)) = c∗j(σ
(q))p∗(ϕ)(σ(n−q)).
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Conversely, by the properties of the cup product, we have
(p∗(ϕ) ^ c∗j)(σ) = p
∗(ϕ)(σ(n−q))c∗j(σ
(q)).
Hence,
τ ∗(ϕ⊗m∗j)(σ) = (p∗(ϕ) ^ c∗j)(σ) = φ∗(ϕ⊗m∗j)(σ).
Thus, φ = τ∗ and φ∗ = τ ∗ and by the universal coefficient theorem in coho-
mology (see [Hat02], Theorem 3.2) the claim follows.
We now prove the Leray-Hirsch theorem in the case of the trivial bundle.
Theorem 2.6. Let (F, F˙ ) be a pair such that H∗(F, F˙ ;R) is free and finitely
generated over R with basis {mi} and let θ : H∗(F, F˙ ;R)→ H∗(B×(F, F˙ );R)
be a cohomology extension of the fiber of the product-bundle pair. Thus the
homomorphisms
φ : H∗(B × (F, F˙ );R)→ H∗(B;R)⊗H∗(F, F˙ ;R)
φ∗ : H∗(B;R)⊗H∗(F, F˙ ;R)→ H∗(B × (F, F˙ );R)
are isomorphisms.
Proof. Let {Bi} be the set of all path components of B, thus
H∗(B × (F, F˙ );R) ∼=
⊕
i
H∗(Bi × (F, F˙ );R)
and
H∗(B;R)⊗H∗(F, F˙ ;R) ∼=
⊕
i
H∗(Bi;R)⊗H∗(F, F˙ ;R)
Hence, it suffices to prove the assertion for a path connected space B. Hence,
we haveH0(B;R) ∼= R. By the Ku¨nneth formula we haveH∗(B×(F, F˙ );R) ∼=
H∗(B;R) ⊗ H∗(F, F˙ ;R). Let Ns be the graded submodules of H∗(B;R) ⊗
H∗(F, F˙ ;R) defined by
(Ns)q =
⊕
i+j=q, j≥s
Hi(B;R)⊗Hj(F, F˙ ;R)
Thus
H∗(B;R)⊗H∗(F, F˙ ;R) = N0 ⊇ N1 ⊇ · · · ⊇ Ns ⊇ Ns+1
Since H∗(F, F˙ ;R) is a free finitely generated graded R-module, we have
that Ns = 0 for large enough s. Let u ∈ Hs(F, F˙ ;R), hence θ(u) ∈
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Hs(B× (F, F˙ );R) ∼= (H∗(B;R)⊗H∗(F, F˙ ;R))s, where the last isomorphism
follows from the Ku¨nneth formula. Thus, θ(u) = 1⊗λ(u)+u¯ where 1⊗λ(u) ∈
H0(B;R) ⊗ Hs(F, F˙ ;R) ∼= Hs(F, F˙ ;R) and u¯ ∈ ⊕i+j=s,j<sH i(B;R) ⊗
Hj(F, F˙ ;R). Since θ is a cohomology extension of the fiber, λ is an au-
tomorphism of H∗(F, F˙ ;R). Let z′ ∈ Hs(F, F˙ ;R) and consider z × z′ ∈ Ns.
We observe that φ maps Ns to itself. Indeed, we have
φ(z × z′) =
∑
i
p∗(θ(m∗i ) _ (z × z′))⊗mi
If deg mi < s, then θ(m
∗
i ) _ (z × z′) ∈ N1 and p∗(N1) = 0 since p∗(u× v) =
ε(v)u where ε is the augmentation map. Hence, φ(z × z′) ∈ Ns. Consider
the short exact sequence
0→ Ns+1 → Ns → Ns/Ns+1 → 0
Using downward induction on s and the five lemma, we have that φ is an
isomorphism if and only if it induces an isomorphism of Ns/Ns+1 onto itself
for all s. Let z′ ∈ Hs(F, F˙ ;R), in Ns/Ns+1 we have
φ(z × z′) =
∑
deg mi≥s
p∗((1⊗ λ(m∗i ) +m∗i ) _ (x× z′))⊗mi
As we observed above
∑
deg mi>s
p∗((1⊗ λ(m∗i ) + m∗i ) _ (x× z′))⊗mi = 0
hence we have
φ(z × z′) =
∑
deg mi=s
p∗((1⊗ λ(m∗i ) +m∗i ) _ (x× z′))⊗mi
Consider λ∗ the map dual to λ with respect to the pairing
〈., .〉 : H∗(F, F˙ ;R)⊗H∗(F, F˙ ;R)→ R
Hence, using the properties of cap product we have
φ(z × z′) =
∑
degmi=s
p∗((1⊗ λ(m∗i ) +m∗i ) _ (x× z′))⊗mi =
=
∑
deg mi=s
z ⊗ 〈λ(m∗i ), z′〉mi = z ⊗ λ∗(z′) ∈ Ns/Ns+1
Moreover, we have that λ is an isomorphism. Indeed, consider the following
commutative diagram:
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H∗(F, F˙ ;R) H∗(B × (F, F˙ );R)
H∗(B;R)⊗H∗(F, F˙ ;R)
H∗({0} × (F, F˙ );R)
H∗({0};R)⊗H∗(F, F˙ ;R)
H∗(F, F˙ ;R)
θ
×
i∗
×
i∗ ⊗ Id
where the maps × are isomorphisms by the Ku¨nneth formula. Thus the
composition
H∗(F, F˙ ;R) θ−→ H∗(B × (F, F˙ );R)→ H∗(B;R)⊗H∗(F, F˙ ;R) i∗⊗Id−−−→
i∗⊗Id−−−→ H∗({0};R)⊗H∗(F, F˙ ;R)→ H∗(F, F˙ ;R)
is an isomorphism and we have
u→ θ(u)→ 1⊗ λ(u) + u¯→ 1⊗ λ(u)→ λ(u)
Hence, λ is an isomorphism. It follows that φ : Ns/Ns+1 → Ns/Ns+1 is an
isomorphism for all s and the theorem is proved.
We can now prove the Leray-Hirsch theorem which shows that the fiber-
bundle pairs with cohomology extensions of the fiber have homology and
cohomology modules isomorphic to those of the product of the fiber pair and
the base space:
Theorem 2.7. Let (E, E˙) be the total pair of a fiber-bundle pair with base B
and fiber pair (F, F˙ ). Suppose that H∗(F, F˙ ;R) is free and finitely generated
over R with basis {mi} and that θ is a cohomology extension of the fiber.
Thus the homomorphisms
φ :H∗(E, E˙;R)→ H∗(B;R)⊗H∗(F, F˙ ;R) φ(z) =
∑
i
p∗(θ(m∗i ) _ z)⊗mi
φ∗ :H∗(B;R)⊗ F ∗(F, F˙ ;R)→ H∗(E, E˙;R) φ∗(u⊗ v) = p∗(u) ^ θ(v).
are isomorphisms of graded modules.
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Proof. By Lemma 2.5, it suffices to prove that φ is an isomorphism. Let
A ⊆ B be a subset of B and let θA be the composition
θA : H
∗(F, F˙ ;R) θ−→ H∗(E, E˙;R)→ H∗(EA, E˙A;R)
We observe that θA is a cohomology extension of the fiber in the induced
bundle over A. By Theorem 2.6 we have that if the induced bundle over A
is homeomorphic to the product-bundle pair A× (F, F˙ ), then
θA : H∗(EA, E˙A;R)→ H∗(A;R)⊗H∗(F, F˙ ;R)
is an isomorphism. Thus if V is a sufficiently small open set in B, φV is an iso-
morphism. Let V and V ′ be open subsets of B, thus {(EV , E˙V ), (EV ′ , E˙V ′)}
is an excisive couple of pairs in E and we have the following commutative
diagram of Mayer-Vietoris sequences
H∗(EV ∪V ′ , E˙V ∪V ′ ;R)
H∗(EV , E˙V ;R)⊕H∗(EV ′ , E˙V ′ ;R)
H∗(EV ∩V ′ , E˙V ∩V ′ ;R)
H∗(BV ∪V ′ ;R)⊗H∗(F, F˙ ;R)
H∗(BV ;R)⊗H∗(F, F˙ ;R)⊕
H∗(BV ′ ;R)⊗H∗(F, F˙ ;R)
H∗(BV ∩V ′ ;R)⊗H∗(F, F˙ ;R)
φV ∩V ′
φV ⊕ φV ′
φV ∪V ′
Since H∗(F, F˙ ;R) is free we have that the right sequence of the diagram is
exact and by the arguments above we have that φV ∩V ′ , φV and φV ′ are iso-
morphisms. Hence, by the five lemma we have that φV ∪V ′ is an isomorphism.
By induction we can prove that φU is an isomorphism for any U which is a
finite union of sufficiently small open sets. Let U be the collection of these
sets. We have that any compact subset of B lies in some element of U , hence
we have
H∗(B;R) ∼= lim→ {H∗(U ;R)}U∈U .
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Furthermore, we have that any compact subset of E lies in EU for some
U ∈ U hence
H∗(E, E˙;R) ∼= lim→ {H∗(EU , E˙U ;R)}U∈U .
Since the tensor product commutes with direct limits and φ = lim→{φU}U∈U
where φU are isomorphisms, we have that φ is an isomorphism.
We now study the case of n-sphere bundles in order to introduce the
Thom isomorphism.
Definition 2.8. An n-sphere bundle is a fiber bundle pair ξ with base B,
total pair (E, E˙) and fiber pair (Dn+1, Sn).
By the fact that Dn+1 is contractible, using the long exact sequence in
cohomology of the pair, we have that
Hk(Dn+1, Sn;R) =
{
R if k = n+ 1
0 otherwise
and by the long exact sequence in homology we have that
Hk(D
n+1, Sn;R) =
{
R if k = n+ 1
0 otherwise
Given ξ a n-sphere bundle, a cohomology extension of the fiber in ξ is
an element u ∈ Hn+1(E, E˙;R) such that for any b ∈ B, the restriction of u
to (p−1(b), p−1(b)∩ E˙) is a generator of Hn+1(p−1(b), p−1(b)∩ E˙;R). We call
such a cohomology class an orientation class or a Thom class over R of the
bundle. If orientations of the bundle exist, the bundle is called orientable.
From the Leray-Hirsch theorem we can obtain the Thom isomorphism
theorem:
Theorem 2.9. Let ξ be an oriented n-sphere bundle over the base B with
total space (E, E˙) and let u ∈ Hn+1(E, E˙;R) be an orientation class for ξ.
Thus, we have the following isomorphisms:
φξ : Hk(E, E˙;R)→ Hk−n−1(B;R) φ(z) = p∗(u _ z)
φ∗ξ : H
k(B;R)→ Hk+n+1(E, E˙;R) φ∗(z) = p∗(z) ^ u.
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Proof. Let m be a generator of Hn+1(D
n+1, Sn;R) and m∗ its dual genera-
tor of Hn+1(Dn+1, Sn;R). Define a cohomology extension θ by θ(m∗) = u.
Hence, we can write φξ as the following composition
Hk(E, E˙;R)
φ−→ Hk−n−1(B;R)⊗Hn+1(Dn+1, Sn;R) ∼= Hk−n−1(B;R)
where φ is the isomorphism defined in the Leray-Hirsch theorem (Theorem
2.7) and the last isomorphism follows from the fact that Hn+1(D
n+1;Sn;R) ∼=
R. Thus, φξ is an isomorphism. With an analogous argument we can prove
that φ∗ξ is also an isomorphism.
2.2 The cohomology of M(A).
Let A be a complex l-arrangement (not necessarily a central arrangement)
on the vector space V . Let (A,A′,A′′) be a triple of arrangements with
distinguished hyperplane H0 ∈ A. We denote by M = M(A), M ′ = M(A′)
and M ′′ = M(A′′) their complements. We observe that M and M ′ are
complex manifolds of complex dimension l, since they are open subsets of V .
Moreover, the following assertions hold:
i) M = M ′ \ M ′′;
ii) M ′′ = M ′ ∩H0;
iii) M ′′ is a submanifold of M ′ of complex codimension 1.
i) and ii) follow directly from the definitions. Remember that H0 has codi-
mension 1, hence iii) follows from the fact that M ′′ is an open subset of H0
and that M ′ is an open subset of V .
From a standard fact of differential topology we have the following result:
Lemma 2.10. The submanifold M ′′ ⊂ M ′ has a tubular neighborhood E ⊆
M ′ which has the structure of a trivial C-bundle over M ′′.
Proof. The existence of a tubular neighborhood is a general fact (see [Hir94],
Theorem 5.2). M ′ is a smooth manifold of complex dimension l and M ′′ is a
submanifold of M ′ of codimension 1. We have that the projection p : E →
M ′′ is the restriction of a trivial bundle Cl → H0 and from the fact that H0
is contractible it follows that p is trivial.
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We consider the complex bundle ξ = (E,M ′′, p) and we view E as a
subset of M ′ via the inclusion map q : E →M ′. We define E0 = E\M ′′ and
we have
E ∩M = E ∩M ′\E ∩M ′′ = E\M ′′ = E0.
Lemma 2.11. Let ξ = (E,M ′′, p) the fiber-bundle defined above. Thus, there
exist isomorphisms
τ : Hk+1(M ′,M ;Z)→ Hk−1(M ′′;Z)
for all k ≥ 1.
Proof. Since E0 = E ∩ M , the map q : E → M ′ is an inclusion of pairs
q : (E,E0)→ (M ′,M). Hence, by excision of the close subset M ′\E ⊆M , q
induces an isomorphism in cohomology:
q∗ : Hk+1(M ′,M ;Z)→ Hk+1(E,E0;Z).
Thus, using the Thom isomorphism of Theorem 2.9 we have the following
isomorphism:
Hk+1(M ′,M ;Z) q
∗−→ Hk+1(E,E0;Z)
(φ∗ξ)
−1
−−−−→ Hk−1(M ′′;Z).
Thus, τ = (φ∗ξ)
−1 ◦ p∗.
As a consequence of this lemma we have a long exact sequence in coho-
mology as described in the following corollary.
Corollary 2.12. For k ≥ 0 there is a cohomology long exact sequence
· · · → Hk(M ′;Z) i∗−→ Hk(M ;Z) ϕ−→ Hk−1(M ′′;Z) ψ−→ Hk+1(M ′;Z)→ . . .
where ϕ = τ ◦ δ and ψ = j∗ ◦ τ−1.
Proof. We have the following long exact sequence in cohomology for the pair
(M ′,M):
. . . Hk(M ′;Z) i
∗−→ Hk(M ;Z) δ−→ Hk+1(M ′,M ;Z) j∗−→ Hk+1(M ′,Z)→ . . .
Thanks to the isomorphism τ introduced in Lemma 2.11 we have the following
exact sequence:
· · · →Hk(M ′;Z) i∗−→ Hk(M ;Z) δ−→ Hk+1(M ′,M ;Z) τ−→ Hk−1(M ′′;Z) τ−1−−→
τ−1−−→ Hk+1(M ′,M ;Z) j∗−→ Hk+1(M ′;Z)→ . . .
Thus, calling ϕ = τ ◦ δ and ψ = j∗ ◦ τ−1 the claim follows.
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Definition 2.13. Let A be a complex arrangement and for every H ∈ A
consider the linear form αH : V → C such that H = Ker(αH). Let MH =
V \H. We have that the map αH restricts to αH : MH → C∗. We consider
the canonical generator
[
1
2pii
dz
z
]
of H1(C∗;Z) and we define the 1-form
ηH =
1
2pii
dαH
αH
on V . Let 〈ηH〉 be the cohomology class of ηH in H1(MH ;Z). Thus,
〈ηH〉 = α∗H
([
1
2pii
dz
z
])
∈ H1(MH ;Z).
Denote the cohomology class of ηH in H
1(M ;Z) as [ηH ] and let iH : M →MH
be the inclusion map. Thus, [ηH ] = i
∗
H〈ηH〉.
Lemma 2.14. Let (A,A′,A′′) be a triple with distinguished hyperplane H0 ∈
A and consider the fiber-bundle ξ = (E,M ′′, p) defined above. Hence, u =
q∗δ [ηH0 ] is a Thom class for ξ.
Proof. Write M0 = MH0 , α0 = αH0 , i0 = iH0 and η0 = ηH0 . We have the
following cohomology exact sequence for the pair (V,M0):
0 = H1(V ;Z)→ H1(M0;Z) δ−→ H2(V,M0;Z)→ H2(V ;Z) = 0.
Hence, δ : H1(M0;Z) → H2(V,M0;Z) is an isomorphism and since 〈η0〉
generates H1(M0;Z) we have that δ〈η0〉 generates H2(V,M0;Z). Consider a
point x ∈ M ′′ and let F = p−1(x). Let F0 = F ∩ E0 and let k : (F, F0) →
(V,M0) be the inclusion of the fiber. Since α0 : (F, F0) → (C,C∗) is a
homotopy equivalence of pairs, we have that k induces an isomorphism in
cohomology:
k∗ : H∗(V,M0;Z)→ H∗(F, F0;Z).
Hence we have the following diagram:
H1(M0;Z)
H2(V,M0;Z)
H1(M ;Z)
H2(M ′,M ;Z) H2(E,E0;Z) H2(F, F0;Z)
δ
i∗0
j∗
δ
q∗ i∗
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We have that i∗q∗j∗ = k∗ is an isomorphism and δ〈η0〉 generatesH2(V,M0;Z).
Thus, i∗q∗j∗δ〈η0〉 = i∗q∗δ [η0] = i∗(u) generates H2(F, F0;Z) for every fiber
and u is a Thom class for the bundle ξ.
Let H ∈ A′. The form ηH gives a cohomology class [ηH ]′ ∈ H1(M ′;Z)
where [ηH ]
′ = j∗ [ηH ]. Let αH∩H0 be the restriction of αH : MH → C∗ to the
distinguished hyperplane H0 and let [ηH∩H0 ] ∈ H1(M ′′;Z) be the cohomology
class of the 1-form
ηH∩H0 =
1
2pii
dαH∩H0
αH∩H0
.
Lemma 2.15. Let H ∈ A′. Let E be the tubular neighborhood of Lemma
2.10 with the inclusion map q : E → M ′ and z : M ′′ → E its zero section.
Hence, z∗q∗ [ηH ]
′ = [ηH∩H0 ].
Proof. Observe that q ◦ z = i : M ′′ → M ′ is the inclusion map. Hence we
have z∗q∗ [ηH ]
′ = i∗ [ηH ]
′ = [ηH∩H0 ].
Lemma 2.16. Let H ∈ A′. Thus for any [a] ∈ Hk(M ;Z) we have
δ([a] ^ [ηH ]) = δ [a] ^ [ηH ]
′ .
Proof. The following diagram is commutative:
Hk+1(M ′,M ;Z)⊗H1(M ′;Z)
Hk(M ;Z)⊗H1(M ′;Z) Hk(M ;Z)⊗H1(M ;Z)
Hk+2(M ′,M ;Z)
Hk+1(M ;Z)
δ ⊗ Id
^
Id⊗ i∗ ^
δ
Since [ηH ]
′ generates H1(M ′;Z) we can consider the element [a] ⊗ [ηH ]′ ∈
Hk(M ;Z)⊗H1(M ′;Z). We consider the diagram of cochains, where (C∗(M); ∂),
(C∗(M ′); ∂′) and (C∗(M ′′); ∂′′) are the cochain complexes on M , M ′ and M ′′:
0
0
Ck+1(M ′,M ;Z)
Ck(M ′,M ;Z)
Ck+1(M ′;Z)
Ck(M ′;Z)
Ck+1(M ;Z)
Ck(M ;Z)
0
0
∂′k
j∗
j∗
∂′k
i∗
i∗
∂k
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This diagram is commutative with exact rows. Hence, there exists a˜ ∈
Ck(M ′;Z) such that a = i∗(a˜) and we have [a] ^ i∗([ηH ]′) = [i∗(a˜) ^ ηH ] =
i∗([a˜ ^ ηH ]), where i∗([ηH ]
′) = [ηH ] by naturality. From the definition of
δ it follows that δ([a] ^ i∗([ηH ]
′)) =
[
∂k+1(a˜ ^ ηH)
]
where a˜ ^ ηH ∈
Ck+1(M ′,M ;Z). By the properties of the cup product we have that
∂k+1(a˜ ^ ηH) = (δ
ka˜) ^ ηH + (−1)ka˜ ^ (∂1ηH) = (∂ka˜) ^ ηH .
where ∂1ηH = 0 since ηH is a cocycle. Thus we have
δ([a] ^ [ηH ]) = δ([a] ^ i
∗([ηH ]
′) =
[
∂ka˜
]
^ [ηH ]
′ = δ([a]) ^ [ηH ]
′
Our aim is to prove the existence of an isomorphism between the Orlik-
Solomon algebra A(A) of a complex arrangement A and the cohomology ring
of its complement. In order to determine this isomorphism we will use the
algebra R(A) defined in Section 1.4 where we proved that A(A) ∼= R(A).
Recall the exact sequence of Theorem 1.83 and let K = Z.
Lemma 2.17. For all k ≥ 0 consider the maps µ : Rk(A) → Hk(M ;Z)
given by µ(ωH) = [ηH ]. There is a commutative diagram of exact sequences:
. . .
0
Hk+1(M ′;Z)
Rk+1(A)
Hk+1(M ;Z)
Rk+1(A′)
Hk(M ′′;Z)
Rk(A′′)
. . .
0
µ′
i
i∗
µ
j
ϕ
µ′′
where ϕ = τ ◦ δ with τ the isomorphism of Lemma 2.11.
Proof. The commutativity of the left square can be easily checked. We prove
commutativity of the right square. Let γ = ωH0ωH1 . . . ωHk ∈ Rk+1(A). We
want to check that ϕµ(γ) = µ′′j(γ). Remember that ϕ = z∗φ−1q∗δ where φ
is the Thom isomorphism. Thus we have
ϕµ(γ) = ϕ([ηH0 ] ^ [ηH1 . . . ηHk ]) = z
∗φ−1q∗(δ([ηH0 ] ^ [ηH1 . . . ηHk ])).
By Lemma 2.16 we have
ϕµ(γ) = z∗φ−1q∗(δ([ηH0 ] ^ [ηH1 . . . ηHk ]
′) =
= z∗φ−1(q∗δ([ηH0 ]) ^ q
∗([ηH1 . . . ηHk ])) =
= z∗φ−1(u ^ q∗([ηH1 . . . ηHk ]
′)) =
= z∗q∗([ηH1 . . . ηHk ]
′)
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and by Lemma 2.15 we have
ϕµ(γ) = [ηH1∩H0 . . . ηHk∩H0 ] = µ
′′j(γ).
Theorem 2.18. Let A be a non empty complex arrangement. Thus we have
i) The map µ : Rk(A)→ Hk(M ;Z) is an isomorphism for all k ≥ 0.
ii) Hk(M ;Z) are free abelian groups.
iii) For k ≥ 0 there exist split short exact sequences
0→ Hk+1(M ′;Z) i∗−→ Hk+1(M ;Z) ϕ−→ Hk(M ′′;Z)→ 0.
Proof. i) We proceed by induction on l = dim V and on n = |A|. For
l = 1 and n = 1 the assertion trivially holds. Let l, n > 1. Consider the
following diagram:
0
0
Hk+1(M ′;Z)
Rk+1(A)
Hk+1(M ;Z)
Rk+1(A′)
Hk(M ′′;Z)
Rk(A′′)
0
0
µ′
i
i∗
µ
j
ϕ
µ′′
which is commutative by Lemma 2.17. We now prove the exactness of
the bottom row. By inductive hypothesis we have that µ′ and µ′′ are
isomorphisms, hence i∗ is injective and ϕ is surjective and the bottom
row is exact. Thus, by Five lemma we have that µ is an ismorphism.
ii) We proved in Section 1.4 (page 44) that Rk(A) is a free module for all
k ≥ 0, hence by point i) the assertion holds.
iii) By point i) we have that Rk(A′′) ∼= Hk(M ′′;Z), thus Hk(M ′′;Z) is free
and the sequence splits.
Corollary 2.19. The cohomology ring H∗(M ;Z) is generated by 1 and the
classes [ηH ] for H ∈ A.
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We now use the de Rham cohomology to give an isomorphism between
the Orlik-Solomon algebra A(A) and the cohomology algebra H∗(M(A);C).
We consider K = C.
Theorem 2.20. Let A = (H1, . . . , Hn) be a complex arrangement. There
exists an isomorphism of graded algebras
ψ : A(A)→ H∗(M(A);C)
aHk → [ηHk ]
Proof. We consider the cohomology class
[
1
2pii
dz
z
]
as a generator forH1(C∗;C).
Let H ∈ A, we consider
[ηH ] = α
∗
H
([
1
2pii
dz
z
])
=
1
2pii
[
dαH
αH
]
∈ H1(M(A);C).
Recall the isomorphism γ : A(A)→ R(A) with γ(aH) = ωH of Theorem 1.83
and consider the homomorphism
γ̂ : E(A)→ H∗(M(A);C)
eHj →
[
ηHj
]
Let µ : R(A) → H∗(M(A);C) be the isomorphism defined by µ(ωHj) =[
ηHj
]
. Consider the homomorphism of graded algebras
ψ̂ : E(A) γ̂−→ H∗(M(A);C) µ−1−−→ R(A).
We have that ψ̂ satisfies the following relations:
∩S = ∅ ⇒ ψ̂(eS) = 0
S dependent ⇒ ψ̂(∂eS) = 0.
Indeed, in the proof of Lemma 1.77 we showed that γ̂ satisfies these relations.
It follows that if ∩S = ∅, then ψ̂(eS) = µ−1(γ̂(eS)) = µ−1(0) = 0 and if S is
dependent, then ψ̂(∂eS) = µ
−1(γ̂(∂eS)) = µ−1(0) = 0. Hence, we can restrict
ψ̂ to a homomorphism of graded algebras ψ : A(A)→ H∗(M(A);C).
We want to prove that ψ is an isomorphism. Surjectivity follows from the
fact that H∗(M(A);C) is generated by {[ηh] | H ∈ A}. Injectivity follows
from the fact that for each k = 0, . . . , n dimHk(M(A);C) = dimRk(A) =
dimAk(A).
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As a consequence of the isomorphism A(A) ∼= H∗(M(A);Z) we have the
following interesting result on the Poincare´ polynomial of the complement of
a complex arrangement A.
Definition 2.21. Let bp(M) = rank H
p(M(A;Z) be the Betti numbers of
M(A). The Poincare´ polynomial of the complement is
Poin(M(A), t) =
∑
p≥0
bp(M)t
p.
Theorem 2.22. Let A be a complex arrangement. Thus,
Poin(M(A), t) = pi(A, t).
Proof. If A is empty, then M(A) = V and Poin(M(A), t) = 1 = pi(A, t). Let
A be a non empty arrangement. By Theorem 2.18 we have that Poin(M(A), t)
satisfies the same recursive formula of pi(A, t) under deletion and restriction,
hence they must coincide.
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Chapter 3
The braid arrangement.
In this chapter we will study in detail the case of the braid arrangement.
Braids has been studied for a long time and they were introduced as math-
ematical objects by Artin in [Art25]. They connect two disciplines of pure
mathematics, namely topology and group theory.
In Chapter 4 we will focus our attention on the cohomology ring of the
complement of the braid arrangement and we will study the action of the
symmetric group on the groups Hk(M(An−1);C) where An−1 is the braid
arrangement in Cn.
Moreover, the braid arrangement is a particular case of a general con-
struction, the so-called Configuration spaces of n points in Rd that we will
study in detail in Chapter 5.
The aim of this chapter is to specialize the results presented in the previ-
ous chapter to this particular case, to give a description of the Orlik-Solomon
algebra of the braid arrangement and to present a basis for this algebra.
An example of braid on 4 strands is given by the following picture:
1 2 3 4
1 2 3 4
Figure 3.1: A braid on 4 strands.
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Composition of braids with l strands is given by juxtaposition. There
exists a suitable notion of isotopy of braids that makes this composition an
associative multiplication. Isotopy classes of braids form the braid group
B(l). There is a natural surjection B(l) → Sl which sends a braid into the
permutation of its ends. For example, the image of the braid of Figure 3.1
is (2, 3, 4) ∈ S4. The Kernel of this map is called the pure braid group and
it is denoted with PB(l). Its elements are the pure braids that are braids
such that the ends of each strand are labelled by the same number as in the
following picture:
1 2 3 4
1 2 3 4
Figure 3.2: A pure braid on 4 strands.
The braid group is generated by the braids ai for 1 ≤ i ≤ l − 1 where ai
is the following braid:
i− 1 i i+ 1 i+ 2
i− 1 i i+ 1 i+ 2
Figure 3.3: The braid ai.
Birman in [Bir74] shows that the following relations are sufficient to give
a presentation of the braid group:
aiaj = ajai if |i− j| ≥ 2;
aiai+1ai = ai+1aiai+1 for 1 ≤ i ≤ l − 2.
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3.1 Combinatorics of the braid arrangement.
Consider Cn and let {x1, . . . , xn} be a basis for (Cn)∗.
Definition 3.1. We define the braid arrangement as the hyperplane arrange-
ment in Cn given by
Bn−1 = {Hi,j = Ker(xi − xj) | 1 ≤ i < j ≤ n}.
By the definition we have that its defining polynomial is given by
Q(Bn−1) =
∏
1≤i<j≤n
(xi − xj).
Fox and Neuwirth in [FN62] showed that the pure braid group is the funda-
mental group of the pure braid space M(Bn−1).
Observe that the intersection of all the hyperplanes of the braid arrange-
ment is given by N = 〈1, . . . , 1〉C. Hence, we can consider the quotient
V = Cn/N and let pi : Cn → V be the quotient map. Thus we can consider
the arrangement on the vector space V
An−1 = {Hi,j = Ker(xi − xj) | 1 ≤ i < j ≤ n}
which is the image of Bn−1 via the quotient map pi and where the functionals
xi − xj are well defined on V since N ⊆ Ker(xi − xj) for all 1 ≤ i < j ≤ n.
Next we will study the arrangement An−1 since there is no loss of either
combinatorial or topological informations. Indeed, we have the following
lemmas:
Lemma 3.2. L(Bn−1) ∼= L(An−1).
Proof. We consider the map
ψ : Bn−1 → An−1
Hi,j → Hi,j
We want to show that this map induces an isomorphism between the inter-
section posets. It suffices to prove that S = (Hi1,j1 , . . . , Hip,jp) ∈ L(Bn−1) is
dependent if and only if it is dependent in L(An−1).
We have that S is dependent if and only if there exist c1, . . . , cp ∈ C not
all zero such that
c1(xi1 − xj1) + · · ·+ cp(xip − xjp) = 0.
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This induces in V = Cn/N an analogous relation, hence S is dependent in
(Cn)∗ if and only if it is dependent in V ∗.
Lemma 3.3. The projection pi : Cn → V induces an homotopy equivalence
pi : M(Bn−1)→M(An−1).
Proof. We will prove that pi is a trivial fibre bundle with fibre C. Let
ϕ : Cn → V × C
(x1, . . . , xn)→ (pi(x1, . . . , xn), x1)
ϕ is bijective. Indeed, we have the inverse
ψ : V × C→ Cn
([x1, . . . , xn] , t)→ (t, x2 − x1 + t, . . . , xn − x1 + t)
which is well defined since N ⊆ Ker(x1 − xj) for all j = 1, . . . , n.
Moreover, ϕ is continuous since its inverse is continuous. Indeed, we
observe that {x2 − x1, . . . , xn − x1} is a basis for V ∗ and let {v2, . . . , vn}
be its dual basis in V . We write v = (γ2, . . . , γn) ∈ V in the corresponding
coordinates. Thus we have ψ(v, t) = (t, γ2 +t, . . . , γn+t) which is continuous.
Hence pi : Cn → V × C and its restriction pi : M(Bn−1) → M(An−1) are
trivial fibre bundles with fibre C which is contractible. Hence, these maps
are homotopy equivalences.
Definition 3.4. We define the partition lattice as follows: let [1, n] = {1, . . . , n}
and let P(n) be the set of all partitions of [1, n]. Thus, an element of P(n)
is a collection Λ = {Λ1, . . . ,Λr} of pairwise disjoint subsets of [1, n], called
the blocks of Λ, such that
⋃r
i=1 Λi = [1, n]. We have a partial order on P(l)
given by Λ ≤ Γ if and only if Γ is finer than Λ, namely every block of Γ is
the union of some blocks of Λ.
Proposition 3.5. The lattice L(An−1) is isomorphic to the partition lattice.
Proof. We agree that Hi,i = V for all i = 1, . . . , n. Let X ∈ L(An−1), we
define a relation ∼X on [1, n] given by i ∼X j if and only if X ⊆ Hi,j for all
1 ≤ i ≤ j ≤ n. Since Hi,i = V , Hi,j = Hj,i and Hi,j ∩ Hj,k ⊆ Hi,k, this is
an equivalence relation. Let ΛX be the partition of X defined by ∼X . We
define the map
ϕ : L(An−1)→ P(n)
X → ΛX
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which is a lattice isomorphism. Injectivity follows from the fact that
X =
r⋂
k=1
( ⋂
i,j∈Λk
Hi,j
)
while surjectivity follows from the fact that given a partition Λ = (Λ1, . . . ,Λr)
of P(n), we may define X as the intersection above and we have ΛX = Λ.
Moreover, we have that X ≤ Y if and only if every block of ΛY is a union of
blocks of ΛX .
The following proposition gives the Poincare´ polynomial of the braid ar-
rangement:
Proposition 3.6. Let An−1 be the braid arrangement. Then
pi(An−1, t) = (1 + t)(1 + 2t) . . . (1 + (n− 1)t).
Proof. We prove the equivalent formula
χ(A, t) = t(t− 1)(t− 2) . . . (t− (n− 1)).
Consider I = {1, . . . , n} and let W be a set with cardinality |W | = w.
Consider M = W I = {φ : I → W}. Thus, |M | = wn. Each φ ∈ M
determines an equivalence relation ∼φ on I by i ∼φ j if and only if φ(i) =
φ(j). Let Λφ be the corresponding partition. Let X ∈ L(An−1), we define
PX = {φ ∈M | Λφ = ΛX}, QX = {φ ∈M | Λφ ≥ ΛX}.
If Λφ ≥ ΛX , then Λφ = ΛY for some Y ≥ X because of the isomorphism of
Proposition 3.5. Thus, we have the following disjoint union:
QX =
⋃
Y≥X
PY .
Hence |QX | =
∑
Y ∈LX |PY | and by Mo¨bius inversion (Proposition 1.17) we
have
|PY | =
∑
X≥Y
µ(Y,X)|QX |.
Denote with B(X) the set of blocks of ΛX and let b(X) = |B(X)|. If φ ∈ QX ,
then φ is constant on the blocks of ΛX . Hence there is a bijection between
QX and W
B(X) = {B(X)→ W} and |QX | = wb(X).
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We have a basis for X consisting of vectors vki defined by
vki =
{
1 if i ∈ Λk
0 otherwise
and it follows that b(X) = dim X. As a consequence we have that if Y = V ,
then
|PV | =
∑
X∈L
µ(X)wdim X = χ(An−1, w).
We observe that ΛV is the partition where each block is a singleton, hence
PV is the set of the one-to-one maps from I to W . Thus we have
|PV | = w(w − 1) · · · (w − (n− 1)).
Since these formulas hold for every positive integer w, the assertion is proved.
3.2 The Orlik-Solomon algebra of the braid
arrangement.
In [Arn69] Arnol’d gave a presentation of the cohomology ring of the com-
plement of the braid arrangement H∗(M(An−1);Z), proving that it is the
skew-commutative ring generated by {ei,j | 1 ≤ i < j ≤ n} and relations:
ei,jei,k − ei,jej,k + ei,kej,k = 0 for 1 ≤ i < j < k ≤ n. (3.1)
In this section we will give a presentation of the Orlik-Solomon algebra of
An−1 which is isomorphic to H∗(M(An−1);Z) as we proved in Section 2.2
(page 59). We will conclude that this presentation is analogous to the one
gived by Arnol’d.
From now on we will consider Hi,j = Hj,i.
Lemma 3.7. Let S = (H1, . . . , Hp) be a p-tuple. Thus, S is dependent if and
only if it contains a subsequence of the form (Hi1,j1 , . . . , Hip,jp) with jh = ih+1
for all h ∈ {1, . . . , p−1} and jp = i1. We will call such a subsequence a cycle.
Proof. ⇐) Let S be a cycle, then
p⋂
h=1
Hih,jh =
p⋂
h=1
Ker(xih − xjh).
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Thus x ∈ ∩S if and only if xi1 = · · · = xip . Hence, r(∩S) < |S| and
S is dependent. We conclude that if a p-tuple contains a cycle, then it is
dependent.
⇒) Let S = (Hi1,j1 , . . . , Hip,jp) be minimally dependent. Without loss of
generality we can suppose that j1 ≤ · · · ≤ jp. Since S is dependent there
exists a non trivial relation
p∑
h=1
ch(xih − xjh) = 0.
By minimality we have that ch 6= 0 for all h ∈ {1, . . . , p}. Choose j ∈
{i1, . . . , ip, j1, . . . , jp}; evaluating the relation above in ej = (0, . . . , 1, . . . , 0)
we obtain ∑
Hj,jh∈S
ch −
∑
Hih,j∈S
ch = 0
On the left side there must be at least one term in each summand otherwise
there exists h such that ch = 0. Hence, by minimality we have that S is a
cycle.
Let S ∈ S3 be minimally dependent. By the previous lemma we have
that S = (Hi,j, Hi,k, Hj,k), thus we have
∂eS = ei,kej,k − ei,jej,k + ei,jei,k.
Hence, Arnol’d relations (3.1) can be written as
∂eS = 0 for all S ∈ S3 minimally dependent.
Let S = (H1, H2, H3) ∈ S3 be dependent. We observe that if it is not
minimally dependent then by Lemma 3.7, up to reorder, we can suppose
H1 = Hi,j = Hj,i = H2. Hence, we have 0 = ∂eS = e
2
i,j which is true for all
i, j = 1, . . . , n.
Lemma 3.8.
I(An−1) = 〈∂eS | S ∈ S3 is dependent〉.
Proof. Let I ′ = 〈∂eS | S ∈ S3 is dependent〉, obviously I ′ ⊆ I. Let S ∈ Sp be
a dependent p-tuple, we want to prove that ∂eS ∈ I ′. We argue by induction
on p, the case p = 3 being obvious. Let p > 3. If S is not minimally
dependent, there exists H ∈ S such that T = S\H is dependent. Up to
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reorder we can write S = (H,T ). By inductive hypothesis ∂eT ∈ I ′ and by
Lemma 1.38 we have eT ∈ I ′ since eT = eH∂eT . Hence, by Lemma 1.37 we
have
∂eS = (∂eH)eT − eH(∂eT ) ∈ I ′.
Thus, let S be minimally dependent. Hence S is a cycle, namely S =
(Hi1,j1 , . . . , Hip,jp) with jh = ih+1 for all h = 1, . . . , p − 1 and jp = i1. Let
Sk = (Hi1,j1 , . . . , Ĥik,jk , . . . , Hip,jp). In E(An−1)/I ′ we have
eS = ei1,i2ei2,i3 · · · eip−1,i1 = (ei1,i3ei2,i3 + ei1,i2ei1,i3)ei4,i5 · · · eip−1,i1 =
= (ei1,i2 + ei2,i3)eT
where T = (Hi1,i3 , Hi3,i4 , . . . , Hip−1,i1). Since T is a cycle, it is dependent.
Hence by inductive hypothesis ∂eT ∈ I ′ and by Lemma 1.38 eT ∈ I ′. Thus,
we have
∂eS = 2eT − (ei1,i2 + ei1,i3)∂eT ∈ I ′.
As a consequence we have the following proposition:
Proposition 3.9. The Orlik-Solomon algebra A(An−1) of the braid arrange-
ment is isomorphic to the Arnol’d algebra defined by relations (3.1).
We want now to present a basis for the algebra A(An−1). The Orlik-
Solomon algebra of a braid arrangement has a basis consisting of monomials
with exactly one factor chosen in each row of the following array
1
a1,2 1
a1,3 a2,3
. . .
...
...
. . . 1
a1,n a2,n . . . an−1,n 1
Theorem 3.10. A K-basis for the algebra A(An−1) is given by
{ai1,j1 · · · aip,jp | 0 ≤ p ≤ n−1, 2 ≤ j1 < · · · < jp ≤ n and ih < jh for h = 1, . . . , p}.
Proof. First of all we prove that these elements generate A(An−1). Let M =
〈ai1,j1 · · · aip,jp | p ≥ 0, 2 ≤ j1 < · · · < jp ≤ n and ih < jh for h = 1, . . . , p〉
and let 0 6= x = ai1,j1 · · · aik,jk ∈ A(An−1). Up to reorder we can suppose
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j1 ≤ · · · ≤ jk. Consider m = |{r : jr = jr+1}|. We argue by induction
on m, the case m = 0 being trivial. Let m > 0 and let s be the minimum
integer such that js−1 < js and js = js+1. Up to the sign we can suppose
is < is+1 < js. Thus, by Proposition 3.9, in A(An−1) we have
ais,jsais+1js = ais,is+1ais+1,js − ais,is+1ais,js .
Thus,
x = ai1,j1 · · · ais,is+1ais+1,js · · · aik,jk − ai1,j1 · · · ais,is+1ais,js · · · aik,jk .
and by inductive hypothesis x ∈ M . In order to prove that this is a basis,
we show that the number of k-monomials ai1,j1 · · · aik,jk such that 2 ≤ j1 <
· · · < jk ≤ n is equal to the coefficient of tk in Poin(An−1, t) for all k. By
Proposition 1.71 and Proposition 3.6 we have
Poin(An−1, t) = pi(An−1, t) = (1 + t)(1 + 2t) · · · (1 + (n− 1)t).
Hence, the coefficient of tk is given by∑
2≤j1<···<jk≤n
(j1 − 1) · · · (jk − 1). (3.2)
We now prove that this is the number of the k-monomials of M . For each
index jh we have that the number of possible choices for ih is jh − 1 since
ih < jh. Hence, the number of k-monomials of M is (3.2) as required.
Thanks to the isomorphism between A(An−1) and H∗(M(An−1);C) given
in Theorem 2.20 we have that a basis for H∗(M(An−1);C) is given by
{ωi1,j1 · · ·ωik,jk | 2 ≤ j1 < · · · < jk ≤ n and ih < jh ∀ h = 1, . . . , k}
with ωi,j =
1
2pii
d(xi−xj)
xi−xj .
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Chapter 4
The action of the symmetric
group on the cohomology
algebra H∗(M(An−1);C).
There is a natural action of the symmetric group Sn on H
∗(M(An−1);C),
induced by the action of Sn on the complement M(An−1). Thanks to the
isomorphism of graded algebras between A(An−1) and H∗(M(An−1);C) we
can describe the action Sn y A(An−1) as follows
σei,j = eσ(i),σ(j), ∀ σ ∈ Sn.
This action was first studied by Lehrer and Solomon in [LS86] and by Lehrer
in [Leh87].
Furthermore, there is an extended Sn+1-action on H
∗(M(An−1);C) whose
restriction is the natural Sn-action, that we are going to study in this chapter
and that has been studied by Gaiffi in [Gai96] and by Mathieu in [Mat96].
Thanks to this action we are able to describe some properties of the natural
Sn-action on H
∗(M(An−1);C) and of the Sn-modules Hk(M(An−1);C).
We will present a formula that expresses the character of the Sn-module
Hk(M(An−1);C) in terms of the characters of the extended Sn-action on
Hk(M(An−2);C) and Hk−1(M(An−2);C). Using this formula we will give a
quick proof of the following important result which describes the Sn-action
on H∗(M(An−1);C):
H∗(M(An−1);C) = 2 IndSnS2 .
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This result first appeared in [LS86]. In [Gai96], Gaiffi gave a quick proof of
this formula using the extended Sn+1-action on H
∗(M(An−1);C). Mathieu
in [Mat96] and Robinson and Whitehouse in [RW96] gave a proof of this
formula with a similar approach.
We also present in detail some properties of the Sn-modulesH
k(M(An−1);C).
The arguments in this chapter partially refer to [Gai96], [LS86], [Mat96]
and [dG10] and partially are new.
4.1 The Sn+1-action on the cohomology alge-
bra H∗(M(An−1);C).
Consider Cn and the braid arrangement An−1 = {Hij | Hij = Ker(αij)}
where αij = xi−xj and xi ∈ (Cn)∗, i = 1, . . . , n, are the coordinate functions.
The intersection of all hyperplanes is the subspace N = 〈(1, . . . , 1)〉C. Thus,
we can consider the vector space V = Cn/N and the quotient map pi : Cn →
V . Let αij (i, j = 1, . . . , n) be the functional of V
∗ that vanishes on the image
pi(Hij), where Hij ∈ An−1. We observe that we can take the set {α2, . . . , αn}
as a basis for V ∗, where αj = xj − x1, and let {v2, . . . , vn} be its dual basis
in V . We can choose vj = pi(0, . . . , 0, 1, 0, . . . , 0) where the only nonzero
component is the j-th.
Let now consider the Hopf bundle projection pi
pi : V \{0} → Pn−2C
with fiber C∗ which identifies v ∈ V with λv for λ ∈ C∗.
Definition 4.1. Let pi′ : M(An−1)→M(dAn−1) be the canonical projection.
We consider the map
γ : M(An−1)→M(dAn−1)× C∗
defined by
γ(p) = (pi′(p), Q2(p)) p ∈M(An−1)
where Q is the defining polynomial of An−1.
Hence Q =
∏
i<j(xj−xi) is an homogeneous polynomial of degree 2
(
n
2
)
=
n(n− 1).
We observe that if γ(p) = γ(q) with p, q ∈ M(An−1), then pi′(p) = pi′(q)
i.e. p = λq. Moreover, Q2(q) = Q2(p) = λn(n−1)Q2(q) hence λ ∈ Γ where Γ
is the cyclic group of n(n− 1)-roots of 1.
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Proposition 4.2. γ is a covering map.
Proof. From the previous arguments we deduce that γ has finite fibre with
fixed cardinality. Hence, it suffices to show that γ is a local homeomorphism.
Let (q, z) ∈ M(dAn−1) × C∗ and let p ∈ M(An−1) such that q = pi(p). For
each λ ∈ C∗ it holds pi(λp) = q. γ(p) = (q, z) if and only if Q2(p) = z hence
Q2(λp) = λn(n−1)Q2(p) = Q2(p) if and only if λ ∈ Γ. Since Γ is discrete, we
can consider a compact neighborhood U of p such that γ|U is injective. Thus,
since U is compact and M(dAn−1)×C∗ is an Hausdorf space, from a general
topological result it follows that γ is a local homeomorphism.
Therefore, γ induces an Sn-equivariant homomorphism
M(An−1)/Γ ∼= M(dAn−1)× C∗. (4.1)
Indeed, we have
M(An−1)/Γ
M(An−1)
M(dAn−1)× C∗
γ
∼=
We observe that γ is equivariant. In fact, given w ∈ Sn and p ∈ M(An−1),
wpi′(p) = pi′(wp) by definition of the Sn-actions on M(An−1) and M(dAn−1)
and Q2(wp) =
∏
i<j(pw(j)− pw(i)) = Q2(p) since w permutes the hyperplanes
of An−1. Hence, since the projection M(An−1) → M(An−1)/Γ is obviously
Sn-equivariant, the isomorphism between M(An−1)/Γ and M(dAn−1) × C∗
is equivariant.
We recall an important fact of algebraic topology regarding singular co-
homology (see [Hat02], Proposition 3G.1):
Lemma 4.3. Let pi : X˜ → X be an n-sheeted covering space defined by an
action of a group Γ on X˜. Let K be a field whose characteristic is 0 or a
prime not dividing n. Hence the map pi∗ : Hk(X;K)→ Hk(X˜;K) is injective
with image the subgroup (Hk(X˜;K))Γ consisting of all classes α such that
γ∗(α) = α for all γ ∈ Γ.
Proof. The map pi induces a map on singular chains pi# : Ck(X˜) → Ck(X).
Furthermore, we can construct a homomorphism in the opposite direction
τ# : Ck(X) → Ck(X˜) which assigns to a singular symplex σ : ∆k → X all
73
the n lifts σ˜ : ∆k → X˜ (i.e. σ = pi ◦ σ˜). This is a chain map that induces
a transfer homomorphism τ ∗ : Hk(X˜;K) → Hk(X;K). The composition
pi# ◦ τ# is the multiplication by n, hence τ ∗pi∗ = ·n. The kernel of pi∗ :
Hk(X;K) → Hk(X˜;K) is the set of all torsion elements of order dividing n
since pi∗(α) = 0 implies τ ∗pi∗(α) = nα = 0. By the hypothesis on K we have
that pi∗ is injective.
We now describe the image of pi∗. Given α : ∆k → X˜, pi# ◦ τ# sends α to
the sum of all its images under the action of Γ. Thus pi∗τ ∗(α) =
∑
γ∈Γ γ
∗(α)
for α ∈ Hk(X˜;K). If α is fixed under the action of Γ on Hk(X˜;K), then∑
γ∈Γ γ
∗(α) = nα. Hence (since the characteristic of K is zero or a prime
not dividing n) we can write α = pi∗τ ∗(α/n) and α lies in the image of pi∗.
Conversely, since piγ = pi for all γ ∈ Γ, we have γ∗pi∗(α) = pi∗(α) for all α. It
follows that the image of pi∗ is contained in (Hk(X˜;K))Γ.
Corollary 4.4. Let X be a manifold and Γ be a finite group acting on X.
Hence
H∗(X/Γ;C) ∼= (H∗(X;C))Γ.
In our case the action of Γ in cohomology is trivial since Γ ≤ S1 and
the action of S1 in cohomology is trivial since the action of every element is
homotopic to the action of the identity.
Proposition 4.5.
H∗(M(An−1);C) ∼= H∗(M(dAn−1);C)⊗
(
C [ε]
ε2
)
as Sn-modules, where the action of Sn on H
∗(M(An−1);C) is the natural
one and the action of Sn on H
∗(M(dAn−1);C) is the one obtained from the
Sn-action induced on M(dAn−1) from M(An−1). Moreover, ε is such that
deg ε = 1 and wε = ε for every w ∈ Sn.
Proof. From (4.1), Corollary 4.4, Ku¨nneth’s formula, and the observation
above, we have
H∗(M(An−1);C) ∼= (H∗(M(An−1);C))Γ ∼= H∗(M(dAn−1)× C∗;C) ∼=
∼= H∗(M(dAn−1);C)⊗H∗(C∗;C) ∼=
∼= H∗(M(dAn−1;C)⊗ C [ε]
ε2
.
This gives us an isomorphism as vector spaces, hence it remains to prove that
it is Sn-equivariant. Since γ is equivariant, the following diagram commutes
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M(An−1)
M(An−1)
M(dAn−1)× C∗
M(dAn−1)× C∗
γ
γ
w × idw
Let ψ : H∗(M(dAn−1);C)⊗
(
C[ε]
ε2
)
→ H∗(M(dAn−1)×C∗;C) be the isomor-
phism given by Ku¨nneth’s formula. The isomorphism described above can
be written as
H∗(M(dAn−1);C)⊗
(
C [ε]
ε2
)
ψ−→ H∗(M(dAn−1)×C∗;C) γ
∗−→ H∗(M(An−1);C).
It follows that the following diagram is commutative
H∗(M(dAn−1);C)⊗ C[ε]ε2
H∗(M(dAn−1);C)⊗ C[ε]ε2
H∗(M(An−1);C)
H∗(M(An−1);C)
γ∗ψ∗
γ∗ψ∗
w ⊗ id w
and the claim follows.
We introduce now an Sn+1-action on H
∗(M(dAn−1);C) in order to extend
the Sn-action on H
∗(M(An−1);C) to an Sn+1 one.
We define the moduli space M0,n+1 of n+ 1 pointed curves of genus 1.
Definition 4.6.
M0.n+1 = {(p0, . . . , pn) ∈ P1 × · · · × P1 | pi 6= pj ∀i, j ∈ {0, . . . , n}}/SL(2)
Where SL(2) acts componentwise.
Given p ∈M0,n+1, after making SL(2) to act, we can write
p = [(0, 1), (1, 0), (1, 1), (x1, y1), . . . , (xn−2, yn−2)] .
Remark 4.7. There is a bijection between M0,n+1 and M̂0,n+1 where
M̂0,n+1 = {(p1, . . . , pn−2) ∈ P1×· · ·×P1 | ∀i, j = 1, . . . , n−2, pi 6= pj and pi 6= 0, 1,∞}.
Theorem 4.8. There is a bijective map between M(dAn−1) and M̂0,n+1 that
gives rise to an isomorphism between M(dAn−1) and M0,n+1.
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Proof. In the coordinate system {v2, . . . , vn} chosen on the vector space V ,
we consider the map
φ : M(dAn−1)→ M̂0,n+1
defined by φ(γ1, . . . , γn−1) = ((γ1, γ2), . . . , (γ1, γn−1)). We observe that if
γj = 0, then p ∈ H1(j+1) and p /∈ M(An−1). Similarly, if γi = γj for i < j
then p ∈ H(i+1)(j+1) and p /∈ M(An−1). It follows that φ is well defined. To
prove bijectivity, we observe that the map
θ : M̂0,n+1 →M(dAn−1)
defined by θ([(0, 1), (1, 0), (1, 1), (1, x1), . . . , (1, xn−2)]) = (1, x1, . . . , xn−2) is
an inverse for φ.
OnM0,n+1 Sn+1 acts by permuting the coordinates. This action commutes
with the SL(2)-action, hence we can view this action as an Sn+1-action on
M̂0,n+1. This induces an action on M(dAn−1) thanks to the isomorphism φ.
This action is compatible with the Sn-action induced on M(dAn−1) via the
projection pi′ as we show in the following theorem:
Theorem 4.9. Identify Sn ⊆ Sn+1 = 〈s0, . . . , sn−1〉 with the subgroup gener-
ated by 〈s1, . . . , sn−1〉, where sj = (j, j + 1) for all 0 ≤ j ≤ n − 1. Thus the
Sn+1-action on M(dAn−1) via φ−1 and the Sn-action induced on M(dAn−1)
via the projection pi′ are compatible.
Proof. Since Sn is generated by the simple reflections s1, . . . , sn−1, it suffices
to check the statement for the simple reflections. We start from the reflection
s1. Let p = (1, γ2, . . . , γn−1) ∈M(dAn−1). In the coordinate system that we
choose at the beginning of this section, it holds that s1p = (1, 1− γ2, . . . , 1−
γn−1) where s1 is acting via pi′. On the other hand, we can consider s1 as an
element of Sn+1 acting on M0,n+1 and we have
s1 [(0, 1), (1, 0), (1, 1), (1, γ2), . . . , (1, γn−1)] =
= [(0, 1), (1, 1), (1, 0), (1, γ2), . . . , (1, γn−1)]
Acting by the element
(
1 0
1 −1
)
∈ SL(2) we obtain:
(
1 0
1 −1
)
[(0, 1), (1, 1), (1, 0), (1, γ2), . . . , (1, γn−1)] =
= [(0, 1), (1, 0), (1, 1), (1, 1− γ2), . . . , (1, 1− γn−1)] .
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Thus
φ−1(s1 [(0, 1), (1, 0), (1, 1), (1, γ2), . . . , (1.γn−1)]) = (1, 1− γ2, . . . , 1− γn−1) =
= s1(1, γ2, . . . , γn−1).
Which is the desired result. For s2, on one hand, acting via pi
′ we have
s2(1, γ2, . . . , γn−1) = (γ2, 1, γ3, . . . , γn−1)
and on the other hand, considering s2 as an element of Sn+1 acting on M0,n+1
we have
s2 [(0, 1), (1, 0), (1, 1), (1, γ2), . . . , (1, γn−1)] =
= [(0, 1), (1, 0), (1, γ2), (1, 1), (1, γ3), . . . , (1, γn−1)]
Acting by
(
α 0
0 α
γ2
)
∈ SL(2) with α2 = γ2, we obtain:
(
α 0
0 α
γ2
)
[(0, 1), (1, 0), (1, γ2), (1, 1), (1, γ3) . . . , (1, γn−1)] =
=
[
(0, 1), (1, 0), (1, 1), (1,
1
γ2
), (1,
γ3
γ2
) . . . , (1,
γn−1
γ2
)
]
.
Hence
φ−1(s2 [(0, 1), (1, 0), (1, 1), (1, γ2), . . . , (1, γn−1)]) = (1,
1
γ2
,
γ3
γ2
, . . . ,
γn−1
γ2
) =
= (γ2, 1, γ3, . . . , γn−1)
as required.
Consider now j ≥ 3. It holds
sj(1, γ2, . . . , γn−1) = (1, γ2, . . . , γj, γj−1, . . . , γn−1).
On the other hand
sj [(0, 1), (1, 0), (1, 1), (1, γ2), . . . , (1, γn−1)] =
= [(0, 1), (1, 0), (1, 1), (1, γ2), . . . , (1, γj), (1, γj−1), . . . , (1, γn−1)] .
Hence
φ−1sj [(0, 1), (1, 0), (1, 1), (1, γ2), . . . , (1, γn−1)] = (1, γ2, . . . , γj, γj−1, . . . , γn−1)
and the claim follows.
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In Section 2.2 (page 59) we showed that the cohomology ringH∗(M(An−1);C)
is isomorphic to the algebra R(An−1) generated by 1 and by the forms
ωij =
1
2pii
d(xj−xi)
xj−xi with 1 ≤ i < j ≤ n, satisfying the following relations:
ωijωkl = −ωklωij with i < j and k < l
ωijωjk = ωijωik − ωjkωik with 1 ≤ i < j < k ≤ n.
On H∗(M(dAn−1);C) there is an Sn+1-action induced by the one defined
on M(dAn−1).
Proposition 4.10. The Sn+1-action on M(dAn−1) induces an action of Sn+1
on H∗(M(dAn−1);C).
Proof. To prove the assertion, it suffices to check the action of s0. On the
moduli space M0,n+1 we have
s0 [(0, 1), (1, 0), (1, 1), (1, γ2), . . . , (1, γn−1)] =
= [(1, 0), (0, 1), (1, 1), (1, γ2), . . . , (1, γn−1)]
Acting via
(
0 1
1 0
)
∈ SL(2) we obtain:
(
0 1
1 0
)
[(1, 0), (0, 1), (1, 1), (1, γ2), . . . , (1, γn−1)] =
= [(0, 1), (1, 0), (1, 1), (γ2, 1), . . . , (γn−1, 1)] =
=
[
(0, 1), (1, 0), (1, 1), (1, γ−12 ), . . . , (1, γ
−1
n−1)
]
and
φ−1
[
(0, 1), (1, 0), (1, 1), (1, γ−12 ), . . . , (1, γ
−1
n−1)
]
= (1, γ−12 , . . . , γ
−1
n−1).
And it is well defined since if (1, γ2, . . . , γn−1) ∈ M(dAn−1) then γj 6= 0 for
all j ∈ {2, . . . , n− 1}.
We are now ready to extend this action to an action on H∗(M(An−1);C).
Theorem 4.11. The action of Sn+1 on H
∗(M(dAn−1);C) can be extended,
via the isomorphism of Proposition 4.5, to an Sn+1-action on H
∗(M(An−1);C).
This action is compatible with the natural action of Sn on H
∗(M(An−1);C)
if we identify Sn ⊆ Sn+1 = 〈s0, . . . , sn−1〉 with the subgroup 〈s1, . . . , sn−1〉.
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Proof. Let
ϕ : H∗(M(dAn−1);C)⊗
(
C [ε]
ε2
)
→ H∗(M(An−1);C)
be the inverse of the isomorphism defined in the proof of Proposition 4.5. We
have already defined the s0 action on H
∗(M(dAn−1);C). Hence, we can let s0
act trivially on C[ε]
ε2
and we can extend the action of Sn+1 to H
∗(M(An−1);C)
via ϕ.
4.2 Representations of H∗(M(An−1);C) as Sn-
module.
In this section, we present a recursive formula for the character of the Sn-
action on H∗(M(An−1);C). A central role will be played by the Sn+1-action
introduced in the previous section.
We introduce some notations. Let χ(k, n) be the character of the natu-
ral action on Hk(M(An−1);C), let χ˜(k, n) be the character of the extended
action on Hk(M(An−1);C) and let pn be the character of the standard rep-
resentation of Sn, S
(n−1,1).
Theorem 4.12. For n ≥ 2 it holds
χ(k, n) = χ˜(k, n− 1) + pnχ˜(k − 1, n− 1). (4.2)
Hence, there is an isomorphism of Sn-modules
Hk(M(An−1);C) ∼=Sn Hk(M(An−2);C)⊕ (S(n−1,1) ⊗Hk−1(M(An−2);C)).
Proof. Let η : Cn → Cn−1 be the projection on the first n − 1 coordinates
which induces a map η : Cn/〈(1, . . . , 1)〉 → Cn−1/〈(1, . . . , 1)〉 and conse-
quently a map η : M(An−1)→ M(An−2) which is surjective. Thus, we have
the corresponding injective map in cohomology
η∗ : Hk(M(An−2);C)→ Hk(M(An−1);C).
If we consider on Hk(M(An−2);C) the extended Sn = 〈s0, s1, . . . , sn−2〉-
action and on Hk(M(An−1);C) the extended Sn+1 = 〈s0, s1, . . . , sn−1〉-action,
the map η∗ is 〈s0, s1, . . . , sn−2〉-equivariant. In fact, the map η : M(An−1)→
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M(An−2) is 〈s0, s1, . . . , sn−2〉-equivariant since given (1, γ2, . . . , γn−1) ∈M(An−1),
η(1, γ2, . . . , γn−1) = (1, γ2, . . . , γn−2).
Let Ωkn ⊆ Hk(M(An−1);C) be the image of η∗ which is generated by the
forms ωi1j1 · · ·ωikjk with 2 ≤ j1 < · · · < jk ≤ n − 1 and is < js for all
s = 1, . . . , k. Hence, we can distinguish between the vectors in which occurs
ωin for some 1 ≤ i ≤ n − 1 and those in which such 1-form doesn’t occur.
Hence, we have
Hk(M(An−1);C) = Ωkn−1 ⊕ (N · Ωk−1n−1) (4.3)
as C-vector spaces, where N =
⊕n−1
i=1 Cωin. We consider Ω−1n = {0} and
Ω0n = C.
Our aim is to show that (4.3) is an isomorphism of Sn-modules. For
k = 1, we have
H1(M(An−1);C) = Ω1n−1 ⊕N
as C-vector spaces. On Ω1n−1 there is a natural action of Sn−1 = 〈s1, . . . , sn−2〉
and an extended action of Sn = 〈s0, s1, . . . , sn−2〉. Let T be a complement of
Ω1n−1 invariant under the action of Sn = 〈s0, . . . , sn−2〉. Hence, we have the
following equivalence as Sn = 〈s0, s1, . . . , sn−2〉-modules
Ω1n = Ω
1
n−1 ⊕ T ∼=Sn Ω1n−1 ⊕N. (4.4)
Since (4.3) is an equivalence between Sn−1 = 〈s1, . . . , sn−2〉-modules, N ∼=
T as Sn−1 = 〈s1, . . . , sn−2〉-modules. Observe that N ∼=Sn−1 Cn−1 ∼=Sn−1
S(n−1)⊕S(n−2,1). Thus, using the branching rule we obtain that T ∼= S(n−1,1)
as Sn = 〈s0, s1, . . . , sn−2〉-modules.
We are now ready to prove the following Lemma
Lemma 4.13.
Hk(M(An−1);C) ∼= Ωkn−1 ⊕ (T · Ωk−1n−1)
as Sn = 〈s0, s1, . . . , sn−2〉-modules.
Proof. First of all we show that
Hk(M(An−1);C) = Ωkn−1 + (T · Ωk−1n−1). (4.5)
Thanks to (4.3), given z ∈ Hk(M(An−1);C), we can write
z = µk0 +
n−1∑
j=1
ωjnµ
k−1
j
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where µk0 ∈ Ωkn−1 and µk−1j ∈ Ωk−1n−1 for all j = 1, . . . , n − 1. Thanks to (4.4)
we can write ωjn = γ
(1)
j + γ
(2)
j where γ
(1)
j ∈ Ω1n−1 and γ(2)j ∈ T . Thus
z = µk0 +
(
n−1∑
j=1
γ
(1)
j µ
k−1
j
)
︸ ︷︷ ︸
∈Ωkn−1
+
(
n−1∑
j=1
γ
(2)
j µ
k−1
j
)
︸ ︷︷ ︸
∈N ·Ωk−1n−1
and (4.5) follows.
The sum is direct because of a dimensional argument, since dim(T ·
Ωk−1n−1) ≤ dim(N · Ωk−1n−1). We observe now that all the spaces involved are
Sn = 〈s0, s1, . . . , sn−2〉-invariant hence the claim follows.
We observe that
dim(T · Ωk−1n−1) = dim(N · Ωk−1n−1) = dim(N)dim(Ωk−1n−1) = dim(T )dim(Ωk−1n−1).
Thus, we have an Sn = 〈s0, s1, . . . , sn−2〉-isomorphism T · Ωk−1n−1 ∼= T ⊗ Ωk−1n−1.
It follows that (4.3) is an isomorphism of Sn = 〈s0, s1, . . . , sn−2〉-modules.
Consider on Hk(M(An−1);C) the natural Sn = 〈s1, . . . , sn−1〉-action. In
Sn+1 the subgroup K = 〈s0, s1, . . . , sn−2〉 is conjugate to H = 〈s1, . . . , sn−1〉.
Let H = gKg−1 with g ∈ Sn+1 and consider
ϕ : K y Hk(M(An−1);C) ·g−→ H y Hk(M(An−1);C)
which is an isomorphism of Sn-modules. Indeed, given µ ∈ Hk(M(An−1);C)
and σ ∈ K we have
ϕ(σµ) = g · σµ
and
σϕ(µ) = σ · gµ = gσg−1gµ = g · σµ.
It follows that, considering on Ωkn−1 and on Ω
k−1
n−1 the extended action, (4.3)
is an isomorphism of Sn-modules and (4.2) holds.
Corollary 4.14. For n ≥ 2 the following relations holds:
χ(n, n)− pn+1χ(n− 1, n) + p2n+1χ(n− 2, n) + · · ·+ (−1)npnn+1χ(0, n) = 0.
Proof. By Theorem 4.12 we have
χ(n, n) = χ˜(n, n− 1) + pn+1χ˜(n− 1, n− 1).
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We observe that the top degree of the graded ring H∗(M(An−1);C) is n− 1.
Hence χ˜(n, n− 1) = 0 and we have
χ(n, n) = pn+1χ˜(n− 1, n− 1). (4.6)
Applying Theorem 4.12 again we get
χ(n− 1, n) = χ˜(n− 1, n− 1) + pn+1χ˜(n− 2, n− 1).
Hence, substituting in (4.6) we obtain
χ(n, n) = pn+1χ(n− 1, n)− p2n+1χ˜(n− 2, n− 1).
The claim follows inductively since both χ(0, n) and χ˜(0, n−1) are the trivial
character.
We want now to present a formula for the character of the action of Sn
on H∗(M(An−1);C) due to Lehrer and Solomon (see [LS86]). For the proof
of this formula we will need the following lemma:
Lemma 4.15. Let G be a group acting on the C-vector space M and let
H ≤ G be a subgroup. We have the G-modules isomorphism
IndGH(Res
G
HM)
∼= M ⊗C IndGH1
where 1 is the trivial representation of H.
Proof. Let CG and CH be the group algebras of G and H respectively. We
remember a basic fact of representation theory:
IndGH(W )
∼= CG⊗CH W
which is a consequence of the fact that the elements gσ, for a right coset σ
of H, form a basis of CG viewed as a right CH-module. (see [Ser77] and
[FH91]). Thus
IndGH(Res
G
HM)
∼= CG⊗CH ResGHM ∼= CG⊗CH (1⊗C ResGHM) ∼=
∼= (CG⊗CH 1)⊗C ResGHM = IndGH1⊗CM
We are now ready to prove the following theorem:
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Theorem 4.16. Let χn be the character of the action Sn y H∗(M(An−1);C).
Thus, for n ≥ 2, it holds
χn = 2Ind
Sn
S2
Proof. We prove the assertion by induction on n. For n = 2 we have
H0(M(A1);C) = H1(M(A1);C) = C and H i(M(A1);C) = 0 for all i ≥ 2.
Hence, using notation of Theorem 4.12, we have
χ2 = χ(0, 2) + χ(1, 2) = 2
Let n ≥ 3. Applying Theorem 4.12, since χ˜(−1, n) = χ˜(n − 1, n) = 0, we
have
χn =
n−1∑
k=0
(χ(k, n)) =
n−1∑
k=0
(χ˜(k, n− 1) + pnχ˜(k − 1, n− 1)) =
= (1 + pn)
n−2∑
k=0
χ˜(k, n− 1) = (1 + pn)χ˜n−1
where χ˜n is the character of the extended action Sn y H∗(M(An−2);C) and
1 is the character of the trivial representation of Sn. Applying Lemma 4.15
to the Sn-module H
∗(M(An−2);C) and the fact that (1 + pn) = IndSnSn−1(1)
we have
IndSnSn−1(χn−1) = Ind
Sn
Sn−1(1)χ˜n.
Comparing this relation with (4.2) we obtain
IndSnSn−1(χn−1) = χn
and from the inductive hypothesis it follows
χn = Ind
Sn
Sn−1(2Ind
Sn−1
S2
) = 2IndSnS2
Corollary 4.17. For n ≥ 2 we have the following equality of Sn-modules:
H∗(M(An−1);C) = IndSnSn−1H∗(M(An−2);C)
From now on we will identify the irreducible representations of Sn with
their Specht module.
As a consequence of Theorem 4.16 we have that the multiplicity of each
irreducible Sn-module which lies in H
∗(M(An−1);C) is even. In particular,
we have the following result:
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Lemma 4.18. For n ≥ 2, there are exactly two copies of the trivial repre-
sentation in the Sn-module H
∗(M(An−1);C) and they occur at degrees 0 and
1.
Proof. By Theorem 4.16 we have H∗(M(An−1);C) = 2IndSnS2 and since
IndSnS2 contains only one copy of the trivial representation, it follows that
H∗(M(An−1);C) must contain exactly two copies of the trivial representa-
tion.
It’s obvious that H0(M(An−1);C) = S(n) for all n ≥ 2, hence we have to
show that the second copy of the trivial representation lies inH1(M(An−1);C).
We argue by induction on n. For n = 2, H0(M(A1);C) = H1(M(A1);C) =
. Let n ≥ 3. By Theorem 4.12, we have
χ(1, n) = χ˜(1, n− 1) + pnχ˜(0, n− 1) = χ˜(1, n− 1) + pn.
By induction, Sn−1 y H∗(M(An−2);C) contains exactly tow copies of the
trivial representation at degrees 0 and 1. Suppose that Sn y H1(M(An−2);C)
doesn’t contain any copy of the trivial representation. As a consequence
Sn y H1(M(An−1);C) doesn’t contain any copy of the trivial representa-
tion. Applying again Theorem 4.12, at degree k with k ≥ 2, we have
χ(k, n) = χ˜(k, n− 1) + pnχ˜(k − 1, n− 1).
The decomposition of Sn y Hk(M(An−2);C) doesn’t contain any copy of the
trivial representation, otherwise a copy of the trivial representation would ap-
pear in Sn−1 y Hk(M(An−2);C) which contradicts the inductive hypothesis.
Obviously, neither in the decomposition of pnχ˜(k− 1, n− 1) occurs the char-
acter of the trivial representation. Thus, Hk(M(An−1);C) doesn’t contain
any copy of the trivial representation for all k ≥ 1 and H∗(M(An−1);C)
contains only one copy of the trivial representation which is absurd.
We observe that the Sn-module H
∗(M(An−1);C) doesn’t contain any
copies of the sign representation.
Other interesting properties of the Sn-module H
∗(M(An−1);C) are given
by the following lemmas:
Lemma 4.19. For all n ≥ 2 in H∗(M(An−1);C) there are 2n − 4 copies
of the standard representation. In particular, for k = 1 and k = n − 1
in Hk(M(An−1);C) there is exactly one copy of the standard representation
while for 2 ≤ k ≤ n − 2 in Hk(M(An−1);C) there are exactly two copies of
the standard representation.
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Proof. We proceed by induction on n. For n = 3 we have
Hk(M(A2);C) k=0 k=1 k=2
⊕
Let now n ≥ 4. For k = 1 we have from Theorem 4.12
χ(1, n) = χ˜(1, n− 1) + pnχ˜(0, n− 1) = χ˜(1, n− 1) + pnχS(n−1) =
= χ˜(1, n− 1) + pn.
In Sn y H1(M(An−2);C) there aren’t any copies of the standard represen-
tation, otherwise in Sn−1 y H∗(M(An−2);C) there would be two copies of
the trivial representation.
For k = n− 1 we have
χ(n− 1, n) = pnχ˜(n− 2, n− 1).
By induction Sn−1 y Hn−2(M(An−2);C) contains exactly one copy of the
standard representation hence in Sn y Hn−2(M(An−2);C) there must be
one representation between S(n−2,2) and S(n−2,1,1) and we have
S(n−2,2) ⊗ S(n−1,1) = S(n−2,1,1) ⊕ S(n−2,2) ⊕ S(n−1,1) ⊕ S(n−3,2,1) ⊕ S(n−3,3)
S(n−2,1,1) ⊗ S(n−1,1) = S(n−2,1,1) ⊕ S(n−2,2) ⊕ S(n−1,1) ⊕ S(n−3,1,1,1) ⊕ S(n−3,2,1).
Hence the standard representation occurs exactly once inHn−1(M(An−1);C).
We prove now by induction on k that for every 1 ≤ k ≤ n − 1 in
Hk(M(An−1);C) there is at least one copy of the standard representation.
We have already discussed the case k = 1, thus let k > 1. By Theorem 4.12
we have
χ(k, n) = χ˜(k, n− 1) + pnχ˜(k − 1, n− 1) (4.7)
from inductive hypothesis it follows that Sn−1 y Hk−1(M(An−2);C) contains
a copy of the standard representation. The only irreducible representations
whose restriction contains the standard representation are S(n−1,1), S(n−2,2)
and S(n−2,1,1) hence Sn y Hk−1(M(An−2);C) must contain one of these.
Using Pieri’s rule and Frobenius reciprocity, we obtain
S(n−1,1) ⊗ S(n−1,1) = S(n) ⊕ S(n−1,1) ⊕ S(n−2,2) ⊕ S(n−2,1,1)
S(n−2,2) ⊗ S(n−1,1) = S(n−1,1) ⊕ S(n−2,2) ⊕ S(n−2,1,1) ⊕ S(n−3,3) ⊕ S(n−3,2,1)
S(n−2,1,1) ⊗ S(n−1,1) = S(n−1,1) ⊕ S(n−2,2) ⊕ S(n−2,1,1) ⊕ S(n−3,2,1) ⊕ Sn−3,1,1,1).
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Since from (4.7) the Sn-module H
k(M(An−1);C) must contain one of these
tensor product the claim follows.
We prove now by induction on 2 ≤ k ≤ n− 2 that the standard represen-
tation occurs twice in Hk(M(An−1);C).
For k = 2 we have
χ(2, n) = χ˜(2, n− 1) + pnχ˜(1, n− 1).
Sn y H2(M(An−2);C) doesn’t contain any copies of the standard represen-
tation, otherwise Sn−1 y H2(M(An−2);C) would contain a copy of the trivial
representation which is absurd. We showed that in Sn−1 y H1(M(An−2);C)
there is exactly one copy of the trivial representation and one copy of the stan-
dard representation. In Sn y H2(M(An−2);C) can’t occur any copy of the
standard representation otherwise in Sn y H3(M(An−1);C) there would be a
copy of the trivial representation. Hence in Sn y H2(M(An−2);C) there are
one copy of the trivial representation and one representation between S(n−2,2)
or S(n−2,1,1). We have that S(n) ⊗ S(n−1,1) = S(n−1,1) and we have already
observed that both S(n−2,2)⊗S(n−1,1) and S(n−2,1,1)⊗S(n−1,1) contain exactly
one copy of the standard representation. Hence, Sn y H2(M(An−1);C) con-
tains exactly two copies of the standard representation. Let now k > 2. We
have
χ(k, n) = χ˜(k, n− 1) + pnχ˜(k − 1, n− 1).
With the same arguments as above we have that Sn y Hk(M(An−2);C) can’t
contain any copies of the standard representation. Moreover, from inductive
hypothesis it follows that in Sn−1 y Hk−1(M(An−2);C) there are exactly
two copies of the standard representation, thus Sn y Hk−1(M(An−2);C)
must contain two representations of type S(n−2,2) or S(n−2,1,1) and we showed
that each of these representations once tensored with the standard one, gives
exactly one copy of the standard representation.
Lemma 4.20. For n ≥ 3, the Sn-module Hk(M(An−1);C) contains exactly
one copy of the standard tensor sign representation for k = n − 2 and k =
n− 1.
Proof. We first prove that the Sn-module H
k(M(An−1);C) contains at least
one copy of the standard tensor sign representation for k ≥ n− 2.
We proceed by induction on n. For n = 3 we have
Hk(M(A2);C) k=0 k=1 k=2
⊕
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Let n ≥ 4 and let k ≥ n− 2. By Theorem 4.12 we have
χ(k, n) = χ˜(k, n− 1) + pnχ˜(k − 1, n− 1).
By inductive hypothesis we have that the Sn−1-module Hk−1(M(An−2);C)
must contain a copy of the standard tensor sign representation since k− 1 ≥
n − 3. The only irreducible representations whose restriction contain the
standard tensor sign representation are S(3,1,...,1), S(2,2,1,...,1) and S(2,1,...,1).
Observe that S(2,2,1,...,1)⊗S(n−1,1) doesn’t occur in Hk(M(An−1);C) otherwise
the sign representation would occur in H∗(M(An−1);C). We have
S(3,1,...,1) ⊗ S(n−1,1) = S(4,1,...,1) ⊕ S(3,2,1,...,1) ⊕ S(3,1,...,1) ⊕ S(2,2,1,...,1) ⊕ S(2,1,...,1)
S(2,2,1,...,1) ⊗ S(n−1,1) = S(3,2,1,...,1) ⊕ S(3,1,...,1) ⊕ S(2,2,1,...,1) ⊕ S(2,1,...,1)
Thus the Sn-module H
k(M(An−1);C) contains at least one copy of the stan-
dard tensor sign representation for k ≥ n− 2.
Observe that IndSnS2 contains exactly one copy of the standard tensor
sign representation, hence from Theorem 4.16 it follows thatH∗(M(An−1);C)
contains exactly two copies of the standard tensor sign representation which
are at degrees n− 2 and n− 1.
From now on we will study the Sn-module H
∗(M(dAn−1);C). Thanks to
Proposition 4.5 we can obtain the location of an irreducible representation in
H∗(M(dAn−1);C) once we know its location in H∗(M(An−1);C). Moreover,
as we can easily verify by induction using Proposition 4.5 and Theorem 4.11,
Theorem 4.12 still holds for H∗(M(dAn−1);C) and we have an analogous of
Theorem 4.16 and Corollary 4.17 :
H∗(M(dAn−1);C) = IndSnS2 .
H∗(M(dAn−1);C) = IndSnSn−1H∗(M(dAn−2);C).
Furthermore, as in H∗(M(An−1);C), in H∗(M(dAn−1);C) doesn’t occur any
copy of the sign representation and we have the following distribution for the
trivial representation, the standard representation and the standard tensor
sign representation:
• there is only one copy of the trivial representation and it must be at
degree 0;
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• there are n− 2 copies of the standard representation. In particular, in
Hk(M(dAn−1);C) for 1 ≤ k ≤ n − 2 there is exactly one copy of the
standard representation;
• there is exactly one copy of the standard tensor sign representation for
n ≥ 3 and it occurs at degree n− 2.
In [dG10] d’Antonio and Gaiffi computed an explicit decomposition in irre-
ducible representations of H∗(M(dAn−1);C) for n ≤ 5, that is summarized
in the following table:
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⊕
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⊕
Table 4.1: Decomposition of H∗(M(dAn−1);C) for n ≤ 5.
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They use the extended action to rephrase some formulas for the decom-
position of H1(M(dAn−1);C) and H2(M(dAn−1);C) (We remember that
Proposition 4.5 allows us to obtain formulas for Hk(M(An−1);C), for small k,
from the analogous formulas forHk−1(M(dAn−1);C) andHk(M(dAn−1);C)).
Proposition 4.21. For every n ≥ 4 we have the following isomorphism of
Sn+1-modules:
H1(M(dAn−1);C) ∼= S(n−1,2).
In particular, we have the following decomposition of Sn-modules:
H1(M(dAn−1);C) ∼= S(n−1,1) ⊕ S(n−2,2).
Proof. We proceed by induction on n. For the case n=4 see Table 4.1. Let
n > 4. By Theorem 4.12 and the inductive hypothesis we have
H1(M(dAn−1);C) ∼= S(n−2,2) ⊕ S(n−1,1) ⊗ S(n) ∼= S(n−2,2) ⊕ S(n−1,1).
Using Pieri’s rule we see that the only representaton of Sn+1 which restricts
to S(n−1,2) ⊕ S(n−1,1) is S(n−1,2).
Using Table 4.1, we can compute
S6 y H2(M(dA5);C) = 2 ⊕2 ⊕ ⊕ ⊕ (4.8)
and
S7 y H2(M(dA5);C) = ⊕ ⊕ . (4.9)
Theorem 4.22. For n ≥ 6 we have the following isomorphism of Sn+1-
modules:
H2(M(dAn−1);C) ∼= S(n−1,1,1) ⊕ S(n−3,3,1) ⊕ S(n−2,2,1).
Proof. We argue by induction on n. The case n = 6 follows from a direct
computation (see 4.9). Let n > 6. By Theorem 4.12, Proposition 4.21 and
the inductive hypothesis we have
H2(M(dAn−1);C) ∼= S(n−2,1,1) ⊕ S(n−4,3,1) ⊕ Sn−3,2,1) ⊕ (S(n−2,2) ⊗ S(n−1,1)).
It holds
S(n−2,2) ⊗ S(n−1,1) = S(n−1,1) ⊕ S(n−2,2) ⊕ S(n−2,1,1) ⊕ S(n−3,3) ⊕ S(n−3,2,1)
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Hence
H2(M(dAn−1);C) ∼= S(n−1,1) ⊕ S(n−2,2) ⊕ 2S(n−2,1,1) ⊕ S(n−3,3)⊕
⊕ 2S(n−3,2,1) ⊕ S(n−4,3,1).
Using Pieri’s rule we see that the only irreducible representations of Sn+1
whose restriction contains S(n−3,2,1) that can appear in the decomposition of
Sn+1 y H2(M(dAn−1);C) are S(n−2,2,1) and S(n−3,3,1) and they are forced
to both appear with multiplicity 1. Hence, the extended action of Sn+1 on
H2(M(dAn−1);C) must be
H2(M(dAn−1);C) ∼=Sn+1 S(n−2,2,1) ⊕ S(n−3,3,1) ⊕ S(n−2,2,1).
Corollary 4.23. For n ≥ 7 we have the following decomposition of Sn-
modules:
H2(M(dAn−1);C) ∼= S(n−1,1) ⊕ 2S(n−2,1,1) ⊕ S(n−3,3) ⊕ 2S(n−3,2,1)⊕
⊕ S(n−4,3,1) ⊕ S(n−2,2).
We compute now the irreducible decomposition of H∗(M(dA5);C). For
n = 5 we have
degrees 0 1 2 3
n=5
canonical ⊕ 2 ⊕ ⊕ ⊕ ⊕ ⊕ ⊕ ⊕ ⊕
By Theorem 4.21 we have the decomposition of S6 y H1(M(dA4);C). More-
over, we can easily compute the decomposition of S6 y H2(M(dA4);C):
S6 y H2(M(dA4);C) = ⊕ .
For S6 y H3(M(dA4);C) we have two possibilities:
i) ⊕ ⊕ ;
ii) ⊕ ⊕ .
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Suppose that ii) is the correct one. Hence
H3(M(dA5);C) = 3 ⊕ 3 ⊕ 2 ⊕ 2 ⊕ ⊕
⊕ 3 ⊕ ⊕ .
We now try to compute S7 y H3(M(dA5);C). To obtain we have two
possibilities: or . Suppose that is the right choice. The
only possibility to produce the last two copies of is ⊕
and we have an absurd since we haven’t any possibilities to produce the three
copies of .
From the arguments above we deduce that the irreducible representation
that lies in S7 y H3(M(dA5);C) and whose restriction contains is
. The only possibility to produce the three copies of is 2 ⊕
and we have an absurd since we haven’t any possibilities to produce
all the three copies of . Thus, the correct decomposition in irreducible
representations of S6 y H3(M(dA4);C) is i).
Hence, we have
degrees 0 1 2 3
n=5
extended ⊕ ⊕ ⊕
The situation is summarized in the following table:
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Table 4.2: Decomposition of H∗(M(dAn−1);C) for n = 5, 6, 7.
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4.3 On the location of the Sn-representations
S(n−2,2) and S(n−2,1,1) in the decomposition
of H∗(M(dAn−1);C).
In this section, we prove some results about the location of the Sn-representations
S(n−2,2) and S(n−2,1,1), that from now on we will denote with binary rep-
resentations, and their conjugates in the decomposition of the Sn-modules
Hk(M(dAn−1);C).
We observe that the only Sn+1-representations whose restriction con-
tains one binary representation are S(n−2,2,1), S(n−1,2), S(n−1,1,1), S(n−2,3) and
S(n−2,1,1,1).
Theorem 4.24. For n ≥ 4, let f2(k, n) be the number of occurences of
S(n−2,2) and S(n−2,1,1) in the Sn-module Hk(M(dAn−1);C). We have
i) f2(1, n) = 1;
ii) for 2 ≤ k < n−2, f2(k, n) = f2(k−1, n−1)+2 = f2(k−1, n)+2 = 2k−1;
iii) f2(n− 2, n) = f2(n− 3, n− 1) + 1 = n− 3.
Proof. We observe that i) follows directily from Theorem 4.21.
To prove ii) and iii) we proceed by induction on n and 2 ≤ k < n−2. The
cases n = 4 and n = 5 follow from a direct computation (see Table 4.1). Let
n > 5. For k = 2 the claim follows from Theorem 4.22. Let 2 < k ≤ n − 3.
By Theorem 4.12 we have the following equivalence of Sn-modules
Hk(M(dAn−1);C) = Hk(M(dAn−2);C)⊕ (S(n−1,1) ⊗Hk−1(M(dAn−2);C)).
By inductive hypothesis we have that f2(k, n− 1) = 2k − 1 since k ≤ n− 3.
As we observed above, the only representations in Hk−1(M(dAn−2);C) whose
restriction contains a binary representation are S(n−2,2), S(n−3,2,1), S(n−3,3),
S(n−3,1,1,1) and S(n−2,1,1). The restriction of S(n−3,2,1) contains two binary
representations i.e. S(n−3,2) and S(n−3,1,1), the restriction of S(n−2,2) and the
restriction of S(n−3,3) contain one binary representation i.e. S(n−3,2). Instead
the restriction of S(n−2,1,1) and the restriction of S(n−3,1,1,1) contain one binary
representation i.e. S(n−3,1,1). Moreover, in Sn y Hk(M(dAn−2);C) occurs
exactly one copy of S(n−2,2) or exactly one copy of S(n−2,1,1). Indeed, these
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representations are the only admissible representations whose restriction con-
tains the standard representation and in Sn y Hk(M(dAn−2);C) must oc-
cur exactly one of them otherwise in Sn−1 y Hk(M(dAn−2);C) would occur
more than one copy of the standard representation.
We have
S(n−3,2,1) ⊗ S(n−1,1) = 2S(n−3,2,1) ⊕ S(n−3,3) ⊕ S(n−2,2)⊕
⊕ S(n−3,1,1,1) ⊕ S(n−2,1,1) ⊕ S(n−4,2,1,1) ⊕ S(n−4,3,1) (4.10)
S(n−3,3) ⊗ S(n−1,1) = S(n−3,2,1) ⊕ S(n−3,3) ⊕ S(n−2,2)⊕
⊕ S(n−4,3,1) ⊕ S(n−4,4) (4.11)
S(n−3,1,1,1) ⊗ S(n−1,1) = S(n−3,1,1,1) ⊕ S(n−3,2,1) ⊕ S(n−2,1,1)⊕
⊕ S(n−4,1,1,1,1) ⊕ S(n−4,2,1,1). (4.12)
S(n−2,2) ⊗ S(n−1,1) = S(n−2,2) ⊕ S(n−2,1,1) ⊕ S(n−1,1)⊕
⊕ S(n−3,2,1) ⊕ S(n−3,3) (4.13)
S(n−2,1,1) ⊗ S(n−1,1) = S(n−2,1,1) ⊕ S(n−2,2) ⊕ S(n−1,1)⊕
⊕ S(n−3,1,1,1) ⊕ S(n−3,2,1) (4.14)
Thus, in S(n−1,1) ⊗ Hk−1(M(dAn−2);C) occur f2(k, n − 1) + 1 binary
representations. Indeed, at each binary representation in (4.10), (4.11) and
(4.12) corresponds a binary representation in Sn−1 y Hk(M(dAn−2);C).
Instead, at the two binary representations in (4.13) and (4.14) correspond
only one binary representation in Sn−1 y Hk(M(dAn−2);C).
Furthermore, in Sn y Hk(M(dAn−2);C) occurs exactly one binary rep-
resentation. Indeed, in Sn−1 y Hk(M(dAn−2);C) there is exactly one
copy of the standard representation and the only admissible representations
whose restriction contains the standard representation are the binary repre-
sentations. Hence, by (4.3) and the arguments above, we have f2(k, n) =
f2(k − 1, n− 1) + 2 = 2k − 1.
We now study the case k = n − 2. By inductive hypothesis we have
f2(n− 3, n− 1) = f2(n− 4, n− 2) + 1 = n− 4 and Hn−2(M(dAn−2);C) = 0.
Hence, the binary representations that lie in Sn y Hn−2(M(dAn−1);C) are
those generated by the tensor product S(n−1,1) ⊗Hn−3(M(dAn−2);C). With
the same arguments as above, it follows that f2(n−2, n) = f2(n−3, n−1) +
1 = n− 3.
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In particular, the following table contains the numbers f2(k, n) for 4 ≤
n ≤ 10
H0 H1 H2 H3 H4 H5 H6 H7 H8
n = 4 0 1 1
n = 5 0 1 3 2
n = 6 0 1 3 5 3
n = 7 0 1 3 5 7 4
n = 8 0 1 3 5 7 9 5
n = 9 0 1 3 5 7 9 11 6
n = 10 0 1 3 5 7 9 11 13 7
We observe that from the table we can count the number of binary repre-
sentations that lie in H∗(M(dAn−1);C). It is
∑n−2
k=1 f2(k, n) = (n−3)(n−2) =
2
(
n−2
2
)
. The following lemma is a consequence of Corollary 4.17:
Lemma 4.25. Let γ
(1)
n be the number of occurrences of S(n−2,2) in H∗(M(dAn−1);C)
and γ
(2)
n be the number of occurrences of S(n−2,1,1) in H∗(M(dAn−1);C). Thus
i) γ
(1)
n = γ
(2)
n ;
ii) γ
(i)
n = γ
(i)
n−1 + n− 3 = (n−3)(n−2)2 for i = 1, 2.
Proof. We proceed by induction on n. The case n = 4 follows from a direct
computation (see Table 4.1). Let n > 4. By inductive hypothesis we have
that γ
(1)
n−1 = γ
(2)
n−1.
By Corollary 4.17 we have thatH∗(M(dAn−1);C) = IndSnSn−1H∗(M(dAn−2);C).
The only Sn−1-representations whose induced representation contains a bi-
nary representation are S(n−3,2), S(n−3,1,1) and S(n−2,1) and we have
• IndSnSn−1S(n−3,2) = S(n−3,2,1) ⊕ S(n−3,3) ⊕ S(n−2,2);
• IndSnSn−1S(n−3,1,1) = S(n−3,1,1,1) ⊕ S(n−3,2,1) ⊕ S(n−2,1,1);
• IndSnSn−1S(n−2,1) = S(n−2,1,1) ⊕ S(n−2,2) ⊕ S(n−1,1).
Hence, γ
(1)
n (respectively γ
(2)
n ) is equal to γ
(1)
n−1 (= γ
(2)
n−1) plus n− 3 that is the
number of the copies of the standard representations that lie inH∗(M(dAn−2);C).
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Proposition 4.26. Let γ
(1)
k,n (respectively γ
(2)
k,n) be the number of represen-
tations of type S(n−2,2) (respectively S(n−2,1,1)) that lie in Hk(M(dAn−1);C).
For n ≥ 4 we have
γ
(1)
k,n − γ(2)k,n ∈ {−1, 0, 1}.
Proof. We proceed by induction on n and k. For n = 4, 5 see Table 4.1.
Let n > 5. For k = 1, 2 see Proposition 4.21 and Theorem 4.22. Let
k > 2. By the arguments presented in the proof of Theorem 4.24 we have
that the binary representations that lie in Sn y Hk(M(dAn−1);C) are pro-
duced by one of the tensor products presented in the proof of Theorem 4.24
except for one that lies in Sn y Hk(M(dAn−2);C). If a binary represen-
tation lies in (4.11) or (4.12), then it corresponds to a binary representa-
tion in Sn−1 y Hk−1(M(dAn−2);C) of the same type. In the decomposi-
tion (4.10) there are two binary representations (one of each type) which
are in correspondence with two binary representations (one of each type)
of Sn−1 y Hk−1(M(dAn−2)C). Furthermore, in Hk(M(dAn−1);C) there is
one tensor product of type (4.13) or (4.14) in which there are two binary
representations one of each type.
Suppose γ
(1)
k−1,n = γ
(2)
k−1,n + 1. By Theorem 4.24 we have that f2(k, n) =
f2(k − 1, n) + 2. If the two extra representations in Hk(M(dAn−1);C) are
S(n−2,2)⊕S(n−2,1,1) or 2S(n−2,1,1), then γ(1)k,n−γ(2)k,n ∈ {−1, 0}. Suppose that the
two extra representations are both of type S(n−2,2). If in Sn y Hk−1(M(dAn−2);C)
the representation whose restriction contains the standard representation is
S(n−2,1,1), to obtain γ(1)k−1,n = γ
(2)
k−1,n + 1 there are two possibilities:
i) In Sn y Hk−2(M(dAn−2);C) there is one copy of S(n−2,2) (whose restric-
tion contains the standard representation). Thus, #S(n−3,3) = #S(n−3,1,1,1)+
2 which is absurd since in this case γ
(1)
k−2,n−1 = γ
(2)
k−2,n−1 + 3 which con-
tradicts the inductive hypothesis.
ii) In Sn y Hk−2(M(dAn−2);C) there is one copy of S(n−2,1,1) and #S(n−3,3) =
#S(n−3,1,1,1)+2 which is absurd since in this case we would have γ(1)k−2,n−1 =
γ
(2)
k−2,n−1 + 2 which contradicts the inductive hypothesis.
Hence, in Sn y Hk−1(M(dAn−2);C) the representation whose restriction
contains the standard representation is S(n−2,2). Thus, since γ(1)k,n = γ
(2)
k,n + 3
we have two possibilities:
i) In Sn y Hk(M(dAn−2);C) the representation whose restriction con-
tains the standard representation is S(n−2,2). It follows that in Sn y
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Hk−1(M(dAn−2);C) we have #S(n−3,3) = #S(n−3,1,1,1) + 1 which is ab-
surd since in this case γ
(1)
k−1,n−1 = γ
(2)
k−2,n−1 + 2 which contradicts the
inductive hypothesis.
ii) In Sn y Hk(M(dAn−2);C) the representation whose restriction contains
the standard representation is S(n−2,1,1). Thus, in Sn y Hk−1(M(dAn−2);C)
we have #S(n−3,3) = #S(n−3,1,1,1) + 2 which is absurd since in this case
γ
(1)
k−1,n−1 = γ
(2)
k−1,n−1 + 3 which contradicts the inductive hypothesis.
The cases γ
(1)
k−1,n = γ
(2)
k−1,n − 1 and γ(1)k−1,n = γ(2)k−1,n are analogous.
We now study the Sn-representations of type S
(2,2,1,...,1) and S(3,1,...,1) that
we will denote with binary tensor sign representations. Let f˜2(k, n) be the
number of binary tensor sign representations that lie in Hk(M(dAn−1);C).
We have the following theorem:
Theorem 4.27. For n ≥ 5 we have
i) f˜2(n− 3, n) = n− 2;
ii) f˜2(n− 2, n) = n− 3;
iii) f˜2(k, n) = 0 for all 0 ≤ k < n− 3.
Proof. We proceed by induction on n. For n = 5, 6 see Table 4.2. Let n > 6
and let k = n − 3. The irreducible Sn-representations whose restriction
contains S(3,1,...,1) are S(4,1,...,1), S(3,2,1,...,1) and S(3,1,...,1). Instead, the irre-
ducible representations whose restriction contains S(2,2,1,...,1) are S(3,2,1,...,1),
S(2,2,2,1,...,1) and S(2,2,1,...,1). In Sn y Hn−3(M(dAn−2);C) there is one bi-
nary tensor sign representation which restricts to the standard tensor sign
representation. In Sn y Hn−4(M(dAn−2);C) the only admissible represen-
tations which produce a binary tensor sign representation once tensored with
the standard representation are S(2,2,2,1,...,1), S(3,2,1,...,1) and S(4,1,...,1) since the
representations that restricts to the sign representation or the standard ten-
sor sign representation can’t occur in Sn y Hn−4(M(dAn−2);C). We have:
S(2,2,2,1,...,1) ⊗ S(n−1,1) = S(2,2,2,1,...,1) ⊕ S(2,2,2,2,1,...,1) ⊕ S(3,2,2,1,...,1)⊕
⊕ S(2,2,1,...,1) ⊕ S(3,2,1,...,1); (4.15)
S(3,2,1,...,1) ⊗ S(n−1,1) = 2S(3,2,1,...,1) ⊕ S(3,2,2,1,...,1) ⊕ S(3,3,1,...,1) ⊕ S(4,2,1,...,1)⊕
⊕ S(3,1,...,1) ⊕ S(4,1,...,1) ⊕ S(2,2,1,...,1) ⊕ S(2,2,2,1,...,1);
(4.16)
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S(4,1,...,1) ⊗ S(n−1,1) = S(4,1,...,1) ⊕ S(4,2,1,...,1) ⊕ S(5,1,...,1)⊕
⊕ S(3,1,...,1) ⊕ S(3,2,1,...,1). (4.17)
Hence, in S(n−1,1) ⊗ Hn−4(M(dAn−2);C) occur the same number of binary
tensor sign representations as in Sn−1 y Hn−4(M(dAn−2);C), namely n− 3,
by inductive hypothesis. Thus, in Sn y Hn−3(M(dAn−1);C) occur n − 2
binary tensor sign representations since by Theorem 4.12 we have
Hn−3(M(dAn−1);C) ∼=Sn Hn−3(M(dAn−2);C)⊕(S(n−1,1)⊗Hn−4(M(dAn−2);C).
Hence, i) is proved.
Let now k = n − 2. Hn−2(M(dAn−2);C) = 0. It follows that applying
Theorem 4.12 we obtain
Hn−2(M(dAn−1);C) ∼=Sn S(n−1,1) ⊗Hn−3(M(dAn−2);C)).
In Sn y Hn−3(M(dAn−2);C) there is one copy of S(2,2,1,...,1) or S(3,1,...,1). We
have
S(2,2,1,...,1) ⊗ S(n−1,1) = S(2,2,1,...,1) ⊕ S(2,2,2,1,...,1) ⊕ S(3,2,1,...,1)⊕
⊕ S(2,1,...,1) ⊕ S(3,1,...,1); (4.18)
S(3,1,...,1) ⊗ S(n−1,1) = S(3,1,...,1) ⊕ S(3,2,1,...,1) ⊕ S(4,1,...,1)⊕
⊕ S(2,1,...,1) ⊕ S(2,2,1,...,1). (4.19)
We observe that in S(2,2,1,...,1) ⊗ S(n−1,1) and S(3,1,...,1) ⊗ S(n−1,1) there are
two binary tensor sign representations (one of each type) but the restriction
of each of them contains only one binary tensor sign representation. From
inductive hypothesis and the relations (4.15), (4.16), (4.17), (4.18), (4.19) it
follows that f˜2(n− 2, n) = f˜2(n− 3, n− 1) + 1 = n− 3 and ii) is proved.
Let 0 ≤ k < n − 3. We prove by induction on k that f˜2(k, n) = 0. The
cases k = 0, 1 follow from Proposition 4.21 and the fact thatH0(M(dAn−1);C) =
S(n) for all n. Let k > 2. By Theorem 4.12 we have
Hk(M(dAn−1);C) ∼=Sn Hk(M(dAn−2);C)⊕(S(n−1,1)⊗Hk−1(M(dAn−2);C)).
In Sn y Hk(M(dAn−2);C) there aren’t any binary tensor sign representa-
tions, since by inductive hypothesis Sn−1 y Hk(M(dAn−2);C) and Sn−1 y
Hk−1(M(dAn−2);C) do not contain any binary tensor sign representation.
It follows that in S(n−1,1) ⊗ Hk−1(M (dAn−2);C) there aren’t any tensor
products of type (4.15), (4.16), (4.17), (4.18), (4.19) and Hk(M(dAn−1);C)
doesn’t contain any binary tensor sign representation.
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4.4 More on the location of some Sn irre-
ducible representations in H∗(M(dAn−1);C).
In this section we analyze the location of the Sn-representations of type
S(n−3,3), S(n−3,2,1) and S(n−3,1,1,1) in H∗(M(dAn−1);C).
Definition 4.28. We call i-module an Sn-Specht module of type S
(n−i,... ).
The S|µ|-module A = S(µ1,...,µk) is similar to the S|λ|-module B = S(λ1,...,λk)
and we write B = Asim, if and only if (µ2, . . . , µk) = (λ2, . . . , λk).
Furthermore, we denote with fi(k, n) the number of i-modules inH
k(M(dAn−1);C).
We want to compute the number of 3-modules that lie inHk(M(dAn−1);C)
in function of the number of 3-modules and 2-modules that occur inHk−1(M(dAn−2);C)
and Hk(M(dAn−2);C).
First of all we analyze the 3-modules that lie in Hk−1(M(dAn−1);C). We
have the following possibilities:
• In Sn y Hk−1(M(dAn−2);C) there is a 4-module A whose restriction
contains two 3-modules A1 and A2. Thus, we have
A⊗ S(n−1,1) = IndSnSn−1A1 ⊕ IndSnSn−1A2 ⊕ · · · − A = Asim1 ⊕ Asim2 ⊕ . . .
where we have omitted the terms that are not 3-modules;
• In Sn y Hk−1(M(dAn−2);C) there is a 4-module A whose restriction
contains only one 3-module A1. Thus, we have
A⊗ S(n−1,1) = IndSnSn−1A1 ⊕ · · · − A = Asim1 ⊕ . . .
where we have omitted the terms that are not 3-modules;
• In Sn y Hk−1(M(dAn−2);C) there is one 3-module A whose restriction
contains one 3-module A1 and two 2-modules B1 and B2. Thus, we have
A⊗S(n−1,1) = IndSnSn−1A1⊕IndSnSn−1B1⊕IndSnSn−1B2⊕· · ·−A = 2A⊕B˜1⊕B˜2⊕. . .
where for all i = 1, 2, B˜i is the 3-module that lies in Ind
Sn
Sn−1Bi which is
different from A and we have omitted the terms that are not 3-modules;
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• In Sn y Hk−1(M(dAn−2);C) there is one 3-module A whose restriction
contains one 3-module A1 and one 2-module B. Thus, we have
A⊗ S(n−1,1) = IndSnSn−1A1 ⊕ IndSnSn−1B ⊕ · · · − A = A⊕ B˜ ⊕ . . .
where B˜ is the 3-module that lies in IndSnSn−1B which is different from
A and we have omitted the terms that are not 3-modules;
• In Sn y Hk−1(M(dAn−2);C) there is one 2-module A (there is ex-
actly one 2-module in each Sn y Hk−1(M(dAn−2);C) for k ≥ 3 and
n ≥ 3) whose restriction contains one 2-module A1 and the standard
representation. Thus, we have
A⊗ S(n−1,1) = IndSnSn−1A1 ⊕ · · · − A = A˜1 ⊕ S(n−3,2,1) ⊕ . . .
where A˜1 is the 3-module that lies in Ind
Sn
Sn−1A1 and we have omitted
the terms that are not 3-modules.
Hence, for every 2-module that occurs in Hk−1(M(dAn−2);C) we have two 3-
modules inHk(M(dAn−1);C) and for every 3-module in Sn−1 y Hk−1(M(dAn−2);C)
which occurs in the restriction of a 4-module of Sn y Hk−1(M(dAn−2);C) we
have one 3-module inHk(M(dAn−1);C). Instead, one 3-module inHk−1(M(dAn−2);C)
which occurs in the restriction of a 3-module in Sn y Hk−1(M(dAn−2);C)
doesn’t produce any 3-modules inHk(M(dAn−1);C). Moreover, inHk(M(dAn−1);C)
there are the 3-modules of Sn y Hk(M(dAn−2);C).
The case n = 6 is a particular case since if in S6 y Hk−1(M(dA4;C)
there is the Specht module , which restricts to a 2-module, then we
have
⊗ = ⊕ .
It follows that in Hk(M(dA5;C) it produces only one 3-module. We have
f3(6) = 15.
From the arguments above it follows that there is a bound for the num-
ber of occurrences of the 3-modules in the irreducible decomposition of
Hk(M(dAn−1);C) for n ≥ 7:
2f2(k − 1, n− 1) ≤ f3(k, n) ≤ 2f2(k − 1, n− 1) + f3(k, n− 1).
By Theorem 4.24 we have that f2(k, n) = 2k − 1.
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• For 2 ≤ k < n− 2 we have
f3(k, n) ≤ 2f2(k − 1, n− 1) + f3(k, n− 1) ≤
≤ 2
n−1∑
m=k+1
f2(k − 1, n− 1) + f3(k, k + 1)︸ ︷︷ ︸
0
=
= 2f2(k − 1, k + 1) + 2
n−1∑
m=k+2
f2(k − 1,m) =
= 2(k − 2) + 2
n−1∑
m=k+2
(2k − 1) = 2(k − 2) + 2(2k − 1)(n− k − 2).
Thus, 2k − 1 ≤ f3(k, n) ≤ 2(k − 2) + 2(2k − 1)(n− k − 2).
• For k = n− 2 we have Hn−2(M(dAn−2);C) = 0, hence
f3(n− 2, n) ≤ 2f2(n− 3, n− 1) + f3(n− 2, n− 1)︸ ︷︷ ︸
0
= 2(n− 4).
Thus, n− 3 ≤ f3(n− 2, n) ≤ 2(n− 4).
• By Theorem 4.21 we have that f3(1, n) = 0.
With the following proposition we compute the number of 3-modules in
H∗(M(dAn−1);C) for n ≥ 7:
Proposition 4.29. Let fi(n) be the number of i-modules that occur in H
∗(M(dAn−1);C).
Thus, we have for n ≥ 7:
f3(n) = 2f2(n− 1) + f3(n− 1).
In particular, f3(n) = 4 ·
(
n−2
3
)− 1.
Proof. We proceed by induction on n. For n = 7 the assertion follows from
Table 4.2. Let n > 7. By Corollary 4.17 we have that H∗(M(dAn−1);C) =
IndSnSn−1H
∗(M(dAn−2);C). For every 2-module A which appears in the irre-
ducible decomposition of H∗(M(dAn−2);C), it holds that IndSnSn−1A contains
two 3-modules. Instead, for every 3-module B which appears in the irre-
ducible decomposition of H∗(M(dAn−2);C), it holds that IndSnSn−1B contains
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one 3-module. Hence, by inductive hypothesis and by Theorem 4.24, we have
f3(n) = 2f2(n− 1) + f3(n− 1) = 4 ·
(
n− 3
2
)
+ 4 ·
(
n− 3
3
)
− 1 =
= 4
(n− 3)!
2(n− 5)! + 4
(n− 3)!
6(n− 6)! − 1 = 4
(n− 3)!
6(n− 5)!(3 + n− 5)− 1 =
= 4
(
n− 2
3
)
− 1.
We study now the conjugate 3-modules i.e. S(4,1,...,1), S(3,2,1,...,1) and
S(2,2,2,1,...,1). Let f˜i(k, n) be the number of occurrences of the conjugate i-
modules in Hk(M(dAn−1);C) and let f˜i(n) be the number of conjugate i-
modules that lie in H∗(M(dAn−1);C).
First of all, we analyze the conjugate 3-modules of Hk−1(M(dAn−2);C)
for n ≥ 2 and k ≥ 2. We have the following cases:
• in Sn y Hk−1(M(dAn−2);C) there is a conjugate 4-module A whose
restriction contains two conjugate 3-modules A1 and A2 (S
(4,2,1,...,1) or
S(3,2,2,1,...,1)). Thus, we have
A⊗ S(n−1,1) = IndSnSn−1A1 ⊕ IndSnSn−1A2 ⊕ · · · − A = Asim1 ⊕ Asim2 ⊕ . . .
Where we have omitted the terms that are not conjugate 3-modules;
• in Sn y Hk−1(M(dAn−2);C) there is a conjugate 4-module A whose re-
striction contains only one conjugate 3-module A1 (S
(5,1,...,1), S(3,3,1,...,1),
S(3,2,2,1,...,1) or S(2,2,2,2,1,...,1)). Thus, we have
A⊗ S(n−1,1) = IndSnSn−1A1 ⊕ · · · − A = Asim1 ⊕ . . .
Where we have omitted the terms that are not conjugate 3-modules;
• in Sn y Hk−1(M(dAn−2);C) there is a conjugate 3-module A whose
restriction contains two conjugate 2-modules B1 and B2 and one con-
jugate 3-module A1 (S
(3,2,1,...,1)). Thus, we have
A⊗S(n−1,1) = IndSnSn−1A1⊕IndSnSn−1B1⊕IndSnSn−1B2⊕· · ·−A = 2A⊕B˜1⊕B˜2⊕. . .
where for i = 1, 2, B˜i is the conjugate 3-module that lies in Ind
Sn
Sn−1Bi
and we have omitted the terms that are not conjugate 3-modules;
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• in Sn y Hk−1(M(dAn−2);C) there is one conjugate 2-moduleA (S(2,2,1,...,1)
or S(3,1,...,1)) whose restriction contains one conjugate 2-module A1 and
the conjugate of the standard representation (it occurs only once for
k = n− 2). Thus, we have
A⊗ S(n−1,1) = IndSnSn−1A1 ⊕ · · · − A = A˜1 ⊕ . . .
Where A˜1 is the conjugate 3-module that lies in Ind
Sn
Sn−1A1 and we have
omitted the terms that are not conjugate 3-modules.
Hence, for every conjugate 2-module that lies in Hk−1(M(dAn−2);C) we
have two conjugate 3-modules in Hk(M(dAn−1);C) and for every conju-
gate 3-module which lies in the restriction of a conjugate 4-module of Sn y
Hk−1(M(dAn−2);C) we have one conjugate 3-module in Hk(M(dAn−1);C).
Instead, one conjugate 3-module which lies in the restriction of a conju-
gate 3-module of Sn y Hk−1(M(dAn−2);C) doesn’t produce any conjugate
3-module in Hk(M(dAn−1);C).
As in the case of the 3-modules, we have the following bound for the
number of conjugate 3-modules that occur in the irreducible decomposition
of Hk(M(dAn−1);C) for n ≥ 7:
2f˜2(k − 1, n− 1) ≤ f˜3(k, n) ≤ 2f˜2(k − 1, n− 1) + f˜3(k, n− 1).
Thanks to Theorem 4.27 we can compute this bound more precisely.
• For k = n− 3 we have
f˜3(n− 3, n) ≤ 2f˜2(n− 4, n− 1) + f˜3(n− 3, n− 1) ≤
≤ 2(n− 3) + 2f˜2(n− 4, n− 2) + f˜3(n− 3, n− 2)︸ ︷︷ ︸
0
=
= 2(n− 3) + 2(n− 5) = 4(n− 4).
Thus we have 2(n− 2) ≤ f˜3(n− 3, n) ≤ 4n− 16.
• For k = n− 2 we have
f˜3(n− 2, n) ≤ 2f˜2(n− 3, n− 1) + f˜3(n− 2, n− 1)︸ ︷︷ ︸
0
= 2(n− 4).
Thus we have 2(n− 3) ≤ f˜3(n− 2, n) ≤ 2(n− 4).
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• For 2 ≤ k < n− 3 we have
f˜3(k, n) ≤ 2f˜2(k, n− 1)︸ ︷︷ ︸
0
+f˜3(k, n− 1) ≤ · · · ≤ 2f˜2(k − 1, k + 2)+
+ f˜3(k, k + 2) ≤ 2k + 2f˜2(k − 1, k + 1) + f˜3(k, k + 1)︸ ︷︷ ︸
0
= 4k − 2
Thus we have 0 ≤ f˜3(k, n) ≤ 2(2k − 1).
We can now compute the number of conjugate 3-modules that lie in
H∗(M(dAn−1);C).
Proposition 4.30. Let n ≥ 6 thus we have
f˜3(n) = 2f˜2(n− 1) + f˜3(n− 1) = 2(n− 4)(n− 2).
Proof. By Corollary 4.17 we have thatH∗(M(dAn−1);C) = IndSnSn−1H∗(M(dAn−2);C).
For every conjugate 2-module A which appears in the irreducible decompo-
sition of H∗(M(dAn−2);C), it holds that IndSnSn−1A contains two 3-modules
and for every 3-module B which appears in the irreducible decomposition of
H∗(M(dAn−2);C), it holds that IndSnSn−1B contains one 3-module. Moreover,
from Table 4.2 we have that f˜3(6) = 16. Hence, we have
f˜3(n) = f˜2(n− 1) + f˜3(n− 1) = 2
n−1∑
k=6
f˜2(k) + f˜3(6) = 2
n−1∑
k=6
(2k − 5) + 16 =
= 4
(
n(n− 1)
2
− 15
)
− 10(n− 6) + 16 = 2n2 − 12n+ 16 =
= 2(n− 4)(n− 2).
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Chapter 5
The configuration space of n
points of Rd.
The complement of the complex braid arrangement M(An−1) is a particular
case of a general construction, namely the configuration space of n points in
Rd.
Definition 5.1.
Cn(d) = {(p1, . . . , pn) ∈ (Rd)n | pi 6= pj ∀i 6= j}.
The symmetric group Sn acts on this space permuting the coordinates
and this action induces an action on the cohomology algebra H∗(Cn(d);C).
Let n ≥ 2. Thus, H∗(Cn(d);C) can be presented as the associative graded
algebra with generators {Ai,j | 1 ≤ i, j ≤ n} (we agree that Ai,i = 0) of degree
d− 1 with the following relations (cfr. [CLM76] and [CT93]):
i) Ai,j = (−1)dAj,i;
ii) Ai,jAh,k = (−1)d−1Ah,kAi,j;
iii) Ai,jAi,k = Ak,j(Ai,k − Ai,j) for 1 ≤ i ≤ n and j ≤ k.
Indeed, consider the map
αi,j : Cn(d)→ Rd\{0}
(p1, . . . , pn)→ pi − pj
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and let γ be a fixed generator for H(d−1)(Rd\{0};C) ∼= C. Thus, the isomor-
phism is
Ai,j → α∗i,j(γ).
We have
Lemma 5.2. The algebra H∗(Cn(d);C) has a Q-basis consisting of mono-
mials in the Ai,j which have one factor from each column in the array below:
1
A1,2 1
A1,3 A2,3 1
...
...
. . .
A1,n−1 A2,n−1 . . . . . . 1
A1,n A2,n . . . . . . An−1,n 1
Such monomials are called standard
For a proof of this Lemma see [Leh87].
5.1 The action of the symmetric group on
H∗(Cn(d);C)
The action of Sn on the cohomology algebra H
∗(Cn(d);C) for an arbitrary
d was studied by Coehn and Taylor in [CT93] and by Lehrer in [Leh00] who
found a qualitative difference between the case when d is even and the case
when d is odd.
To study the Sn+1-action on H
∗(Cn(d);C) we distinguish the case when
d is even and the case when d is odd.
The case when d is even can be easily extended by the case d = 2 that
we studied in the previous chapter, since we have the following isomorphism
of graded Sn-modules thanks to relations i)− iii):
H∗(Cn(d);C)→ H∗(Cn(2);C)⊗ 1 ∼= H∗(M(An−1);C)⊗ 1 (5.1)
where 1 is the graded Sn-module whose only non zero component is the trivial
representation with degree d− 1.
Let d ≥ 3 be odd. The relations i)− iii) can be rewritten as follows:
Ai,j = −Aj,i
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Ai,jAh,k = Ah,kAi,j
Ai,jAi,k − Ai,jAj,k + Ai,kAj,k = 0
Consider now the degree d− 1 and let V = Cn be the permutation represen-
tation. Hence, we have an equivariant Sn-isomorphism
Λ2V −→Hd−1(Cn(d);C)
ei ∧ ej →Ai,j
The Sn-action on V can be extended to an Sn+1-action in the following way.
From Pieri’s rule we have that any extended action must be isomorphic to the
standard representation of Sn+1, namely S
(n,1) = Ker(x0 + · · · + xn) ⊆ Cn,
since Cn ∼= S(n) ⊕ S(n−1,1). Let {v1, . . . , vn} be a basis for S(n,1) where vi =
ei−e0 and consider Sn = 〈s1, . . . , sn−1〉. We have an equivariant isomorphism
φ : Res
Sn+1
Sn
S(n,1) → V
vj −→ ej
And we define the Sn+1-action on V as the unique action that makes φ an
equivariant isomorphism. The Sn+1-action on V induces an Sn+1-action on
Λ2V ∼= H∗(Cn(d);C) and it can be described as follows:
(0, 1)Ai,j = Ai,j − A1,j + A1,i for 1 < i < j (5.2)
(0, 1)A1,j = −A1,j. (5.3)
This formulas derive from the fact that (0, 1)(v1 ∧ vj) = (vi − v1) ∧ (vj − v1)
when 1 < i < j and (0, 1)(v1 ∧ vj) = −v1 ∧ (vj − v1).
Let us recall a basic fact from the representation theory of Sn.
Proposition 5.3. Let s > 0 and n > 1, we have
ΛsS(n−1,1) ∼= S(n−s,1...,1).
Proof. We proceed by induction on n and s. The case n = 2 is trivial. Thus,
let n > 2, the case s = 1 being obvious. Let s > 1. We have
W = ResSnSn−1
(
ΛsS(n−1,1)
)
= Λs
(
S(n−1) ⊕ S(n−2,1))
since the restriction and the exterior product commute. We can choose a
basis {v1, . . . , vn−1} of S(n−1)⊕S(n−2,1) with v1, . . . , vn−2 ∈ S(n−2,1) and vn−1 ∈
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S(n−1). Thus, a basis for the exterior algebra is given by the elements of type
vi1 ∧ · · · ∧ vik with i1 < · · · < ik. We can distinguish between those elements
of the basis in which vn−1 appears and those elements in which vn−1 doesn’t
appear. Thus, we have
W = ΛsS(n−2,1) ⊕ Λs−1S(n−2,1).
Hence, by inductive hypothesis we have
W = S(n−s−1,1,...,1) ⊕ S(n−s,1,...,1) = ResSnSn−1S(n−s,1,...,1)
and the claim follows.
Thus, we have the following decomposition for Hd−1(Cn(d);C) for d odd
(d ≥ 3):
Proposition 5.4. There is an isomorphism of Sn+1-modules
Hd−1(Cn(d);C) ∼= Λ2S(n,1) ∼= S(n−1,1,1).
Thus, we have
Hd−1(Cn(d);C) = S(n−1,1) ⊕ S(n−2,1,1).
Thanks to relations i)− iii) we have an equivariant isomorphism:
H∗(Cn(d);C) ∼= S(Hd−1(Cn(d);C))/In,d
where S(Hd−1(Cn(d);C)) is the symmetric algebra on Hd−1(Cn(d);C) and
In,d is the ideal generated by the relations:
In,d = 〈Ai,jAi,k − Ak,j(Ai,k − Ai,j) with 1 ≤ i ≤ n and j ≤ k〉.
In order to extend the Sn-action on H
∗(Cn(d);C) we only need to prove that
the ideal In,d is invariant under the action of Sn+1 on S(H
d−1(Cn(d);C)).
The following result was presented in [dG10] and [Mat96].
Theorem 5.5. The Sn action on H
∗(Cn(d);C) can be extended to an Sn+1-
action.
Proof. To prove the assertion it suffices to check the following equalities in
H∗(Cn(d);C):
(0, 1)Ai,jAi,k = (0, 1)Ak,j(Ai,k − Ai,j)
110
We distinguish the cases i = 1, j = 1 with i, k 6= 1 and i, j, k 6= 1.
Let i = 1.
(0, 1)A1,jA1,k = A1,jA1,k
(0, 1)Ak,j(A1,k − A1,j) = (Ak,j − A1,j + A1,k)(A1,j − A1,k) =
= Ak,j(A1,j − A1,k) + 2A1,jA1,k = A1,jA1,k.
Let now j = 1 and i, k 6= 1.
(0, 1)Ai,1Ai, k = A1,i(Ai,k − A1,k + A1,i) = A1,i(Ai,k − A1,k)
(0, 1)Ak,1(Ai,k − Ai,1) = A1,k(Ai,k − A1,k + A1,i − A1,i) = A1,kAi,k =
= Ak,1Ak,i = Ai,1(Ak,i − Ak,1) = A1,i(Ai,k − A1,k)
Finally, let i, j, k 6= 1.
(0, 1)Ai,jAi,k − (0, 1)Ak,j(Ai,k − Ai,j) = (Ai,j − A1,j + A1,i)(Ai,k − A1,k + A1,i)−
− (Ak,j − A1,j + A1,k)(Ai,k − A1,k − Ai,j + A1,j) =
= Ai,jAi,k + Ai,jA1,i − A1,jA1,i + A1,iAi,k−
− A1,iA1,k − Ak,jAi,k + Ak,jA1,k + Ak,jAi,j−
− Ak,jA1,j − A1,jAi,j − A1,kAi,k − A1,kA1,j =
= Ai,jAj,k − Ai,kAj,k + Ai,jA1,i − A1,iAi,j+
+ A1,jAi,j + A1,iAi,k − A1,iAi,k + A1,kAi,k+
+ Aj,kAi,k − Aj,kA1,k − Aj,kAi,j + Aj,kA1,j−
− A1,jAi,j − A1,kAi,k + Aj,kA1,k − Aj,kA1,j =
= 0
We now study the character of the Sn-action on H
∗(Cn(d);C) when d is
odd. Consider the map induced by the projection on the first n − 1 factors
Cn(d)→ Cn−1(d):
η : H∗(Cn−1(d);C)→ H∗(Cn(d);C)
Ai,j → Ai,j
We call sj = (j, j + 1) ∈ Sn+1. Thus, thanks to formulas 5.2 and 5.3 we have
that the map η is 〈s0, . . . , sn−1〉-equivariant.
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Let χ(k, n) be the character of the Sn-action on H
k(Cn(d);C) and χ˜(k, n)
the character of the extended Sn+1-action on H
k(Cn(d);C). We have an
analogous of Theorem 4.12 for Cn(d) (the proof is the same, so we omit it):
Theorem 5.6. Let d ≥ 2, hence for any n, k it holds
χ(k, n) = χ˜(k, n− 1) + pnχ˜(k − 1, n− 1)
where pn is character of the standard representation of Sn.
Exactly as in Section 4.2 one can prove that a direct consequence of this
theorem is the following
Corollary 5.7. Let d ≥ 2 and n > 2. Thus, we have the following equality
of Sn-modules:
H∗(Cn(d);C) = IndSnSn−1H
∗(Cn(d);C).
We can now prove the following result for d odd:
Theorem 5.8. Let d be odd. Thus, we have
H∗(Cn(d);C) ∼= CSn.
Proof. We proceed by induction on n. For n = 2 we have
H∗(C2(d);C) ∼= ⊕ ∼= CS2.
Let n > 2, by inductive hypothesis and Corollary 5.7 we have
H∗(Cn(d);C) ∼= IndSnSn−1H∗(Cn−1(d);C) ∼= IndSnSn−1CSn−1 ∼= CSn.
Thanks to Theorem 5.6 we can now compute the decomposition in ir-
reducible representations of H∗(Cn(d);C) for low n. For 2 ≤ n ≤ 5, the
situation is summarized in the following table:
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Table 5.1: Decomposition of H∗(Cn(d);C) for d odd and 2 ≤ n ≤ 5.
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There are two possibilities to extend H2(d−1)(C5(d);C):
i) ⊕ ⊕ ⊕ ;
ii) ⊕ 2 ⊕ ⊕ 2 .
Suppose that ii) is the correct one. Thus, we have:
H2(d−1)(C6(d);C) = ⊕2 ⊕2 ⊕2 ⊕ ⊕ ⊕ ⊕
which can’t be extended to an S7-action. Indeed, the only way to produce
by restriction 2 in this case is 2 and ResS7S62 = 2 ⊕2
which is absurd. Hence
S6 y H2(d−1)(C5(d);C) = ⊕ ⊕ ⊕ .
For S6 y H3(d−1)(C5(d);C) we have two possibilities:
i) ⊕ ⊕ ⊕ ⊕ ;
ii) 2 ⊕ 2 ⊕ ⊕ 2 .
Suppose that ii) is the correct one. Thus, we have
H3(d−1)(C6(d);C) = 4 ⊕ 3 ⊕ 3 ⊕ 4 ⊕ ⊕ 3 ⊕ ⊕
⊕ 4 ⊕ 2 ⊕ .
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To obtain by restriction the standard tensor sign representation we have two
possibilities: or ( can’t occur in S7 y H3(d−1)(C6(d);C) oth-
erwise the sign representation would lie in H4(d−1)(C7(d);C) which is absurd
as we will see in Proposition 5.10).
Suppose that is the right one. Hence, we have three possibilities to
obtain by restriction 3 :
• 3 . Thus, we must have 2 to obtain the last two copies
of , 2 ⊕ 2 to obtain 4 , to obtain the
standard representation and we can’t obtain the three last copies of
;
• 2 ⊕ . Hence, we must have to obtain the last copy of
, 2 ⊕ 2 to obtain 4 and 3 to obtain the
last 3 copies of . But in this way we can’t obtain the standard
representation;
• 2 ⊕ which is absurd since in this case we can’t obtain 4 .
Thus, the standard tensor sign representation must be produced by restric-
tion of . Hence, to obtain 3 we have the following possibilities:
• 3 which is absurd since in this case we can’t obtain by restriction
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4 ;
• 2 ⊕ . Thus, we must have to obtain the last copy of
, 3 to obtain the last three copies of and
to obtain the standard representation. This is absurd since we can’t
obtain 4 ;
• ⊕2 . Thus, we must have 2 to obtain the last two copies
of and we can’t obtain 4 ;
• 3 which is absurd since we can’t obtain 4 .
Hence, i) is the correct one and we have
H3(d−1)(C6(d);C) = 3 ⊕ 5 ⊕ 3 ⊕ 4 ⊕ 3 ⊕ ⊕ ⊕
⊕ 2 ⊕ ⊕ .
Finally, we have S6 y H4(d−1)(C5(d);C) = ⊕ ⊕ .
With analogous arguments we can extend the natural action onH∗(C6(d);C)
to an S7-action and we can compute the irreducible decomposition ofH
∗(C7(d);C).
The situation is summarized in the following tables:
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⊕
Table 5.2: Decomposition of H∗(Cn(d);C) for n = 5, 6 and d odd.
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8
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⊕
Table 5.3: Decomposition of H∗(C7(d);C) for d odd.
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5.2 Location of some irreducible representa-
tions in H∗(Cn(d);C) for d odd.
Thanks to Theorem 5.8 and the standard results from representation theory
of finite groups, we have that H∗(Cn(d);C) ∼= CSn contains dim V copies of
every irreducible representation V of Sn. In particular, we have
• H∗(Cn(d);C) contains one copy of the trivial representation;
• H∗(Cn(d);C) contains one copy of the sign representation;
• H∗(Cn(d);C) contains dim S(n−1,1) = n − 1 copies of the standard
representation;
• H∗(Cn(d);C) contains dim S(2,1,...,1) = n − 1 copies of the standard
tensor sign representation.
With the same arguments as in the case d = 2 we can prove the following:
Proposition 5.9. For n ≥ 3 and d odd (d ≥ 3) there is exactly one copy of
the standard representation in the degree k(d− 1) for all 1 ≤ k ≤ n− 1.
We want now to locate the sign representation.
Proposition 5.10. Let n = 2k or n = 2k + 1 and d odd (d ≥ 3), thus the
copy of the sign representation appears in the component Hk(d−1)(Cn(d);C).
Proof. Consider first the case n = 2k. Let
x =
∑
σ∈Sn
sgn(σ)Aσ(1),σ(2)Aσ(3),σ(4) · · ·Aσ(n−1),σ(n) ∈ Hk(d−1)(Cn(d);C).
Sn acts on Cx as
τx =
∑
σ∈Sn
sgn(σ)Aτσ(1),τσ(2)Aτσ(2),τσ(3) · · ·Aτσ(n−1),τσ(n) = sgn(τ)x
for every τ ∈ Sn. It suffices to prove that x 6= 0. Consider the action of Sn on
the set of 2-partitions of {1, . . . , n}, i.e. the set of partitions in which every
block has cardinality 2. Let Λ be a 2-partition and consider the following
ordering on Λ:
Λ = {Λ1, . . . ,Λk}, Λh = {ih, jh} with ih < jh and j1 < · · · < jk.
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We can associate to every Λ a permutation σΛ ∈ Sn such that σΛ{{1, 2}, {3, 4}, . . . , {n−
1, n}} = Λ as follows:
σΛ(2s) = js, σΛ(2s+ 1) = is+1.
We observe that from this definition we have that σΛ(A1,2, . . . , An−1,n) is an
element of the basis of standard monomials presented in Lemma 5.2.
Let now τ ∈ Sn and τ{{1, 2}, . . . , {n− 1, n}} = Λ, thus
sgn(τ)Aτ(1),τ(2) · · ·Aτ(n−1),τ(n) = sgn(σΛ)σΛ(A1,2 · · ·An−1,n).
Hence, the expression of x with respect to the basis of standard monomials
is
x = k!2k
∑
Λ
sgn(σΛ)σΛ(A1,2 · · ·An−1,n) (5.4)
where Λ runs over all the 2-partitions of {1, . . . , n} and k!2k is the number
of permutations of Sn that fix the partition {{1, 2}, . . . , {n − 1, n}}. Thus,
x 6= 0.
Let now n = 2k + 1 and let
x =
∑
σ∈Sn
sgn(σ)Aσ(1),σ(2) · · ·Aσ(n)−2,σ(n)−1 ∈ Hk(d−1)(Cn(d);C).
With a similar argument as in the case n = 2k we find an expression of x
with respect to the basis of standard monomials similar to (5.4) and thus
x 6= 0.
We want to locate now the standard tensor sign representation.
Proposition 5.11. Let d ≥ 3 odd and k ≥ 2. If n = 2k there is one copy of
S(2,1,...,1) in H(k−1)(d−1)(Cn(d);C), one copy in Hk(d−1)(Cn(d);C), one copy
in H(n−1)(d−1)(Cn(d);C) and two copies in each Hj(d−1)(Cn(d);C) for each
k < j < n−1. If n = 2k+1 there is one copy of S(2,1,...,1) in Hk(d−1)(Cn(d);C),
one copy in H(n−1)(d−1)(Cn(d);C) and two copies in each Hj(d−1)(Cn(d);C)
for each k < j < n− 1.
Proof. We proceed by induction on k, the case k = 2 being trivial. Let k > 2,
by Theorem 5.6 we have
Hj(d−1)(Cn(d);C) ∼= Hj(d−1)(Cn−1(d);C)⊕(S(n−1,1)⊗H(j−1)(d−1)(Cn−1(d);C)).
Consider first the case n = 2k. Thus, we have
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• H(k−1)(d−1)(Cn(d);C) must contain a copy of S(2,1,...,1). Indeed, by The-
orem 5.10 we have that H(k−1)(d−1)(Cn−1(d);C) contains one copy of
the sign representation hence in Sn y H(k−1)(d−1)(Cn−1(d);C) must
occur one representation whose restriction contains the sign repre-
sentation i.e. S(2,1,...,1) (It can’t be the sign representation otherwise
H(k−1)(d−1)(Cn(d);C) would contain one copy of the sign representa-
tion);
• Hk(d−1)(Cn(d);C) contains a copy of S(2,1,...,1). Indeed, by inductive
hypothesis in Sn y H(k−1)(d−1)(Cn−1(d);C) occur one representation
whose restriction contains S(2,1,...,1) i.e. S(2,1,...,1), S(3,1,...,1) or S(2,2,1,...,1).
Hence, S(n−1,1) ⊗H(k−1)(d−1)(Cn(d);C) contains one copy of S(2,1,...,1);
• H(n−1)(d−1)(Cn(d),C) contains one copy of S(2,1,...,1). Indeed, by Theo-
rem 5.6 we haveH(n−1)(d−1)(Cn(d);C) ∼= S(n−1,1)⊗H(n−2)(d−1)(Cn−1(d);C)
and by inductive hypothesis Sn y H(n−2)(d−1)(Cn−1(d);C) must con-
tain a representation whose restriction contains a copy of S(2,1,...,1) i.e.
S(3,1,...,1) or S(2,2,1,...,1) (it can’t be S(2,1,...,1) since it restricts to the sign
representation and by Proposition 5.10 H(n−2)(d−1)(Cn−1(d);C) can’t
contain the sign representation);
• If k < j < n−1 thus k−1 < j−1 < n−2 and by inductive hypothesis
in Sn y H(j−1)(d−1)(Cn−1(d);C) occur two irreducible representations
whose restriction contains S(2,1,...,1) and it doesn’t contain the sign rep-
resentation. Thus, with the same arguments as above, we conclude
that it must contain at least two copies of S(2,1,...,1) and observing that
H∗(Cn(d);C) ∼= CSn contains dimS(2,1,...,1) = n− 1 copies of the stan-
dard tensor sign representation the assertion follows.
Let now n = 2k + 1. We have
• Hk(d−1)(Cn(d);C) contains one copy of S(2,1,...,1). Indeed, by induc-
tive hypothesis Sn−1 y H(k−1)(d−1)(Cn−1(d);C) contains one copy of
S(2,1,...,1), thus Sn y H(k−1)(d−1)(Cn(d);C) must contain one copy of
S(3,1,...,1) or one copy of S(2,2,1,...,1);
• H(k+1)(d−1)(Cn(d),C) contains two copies of S(2,1,...,1). Indeed, by Propo-
sition 5.10 and inductive hypothesis we know that Sn−1 y Hk(d−1)(Cn−1(d);C)
contains one copy of the sign representation and one copy of S(2,1,...,1).
Anyway, Sn y Hk(d−1)(Cn−1(d);C) can’t contain any copy of S(2,1,...,1)
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otherwise H(k+1)(d−1)(Cn(d);C) would contain one copy of the sign rep-
resentation contradicting Proposition 5.10. Hence, Sn y Hk(d−1)(Cn−1(d);C)
contains one copy of the sign representation and one copy of S(3,1,...,1) or
S(2,2,1,...,1) and each of them, after tensoring with S(n−1,1) gives a copy
of S(2,1,...,1).
• H(n−1)(d−1)(Cn(d);C) contains one copy of S(2,1,...,1). Indeed, by Theo-
rem 5.6 we haveH(n−1)(d−1)(Cn(d);C) ∼= S(n−1,1)⊗H(n−2)(d−1)(Cn−1(d);C)
and by inductive hypothesis in Sn y H(n−2)(d−1)(Cn−1(d);C) occurs a
representation whose restriction contains the standard tensor sign rep-
resentation i.e. S(3,1,...,1) or S(2,2,1,...,1);
• If k + 1 < j < n − 1 thus k < j − 1 < n − 2 and by inductive
hypothesis Sn y H(j−1)(d−1)(Cn−1(d);C) must contain two representa-
tions whose restriction contains the standard tensor sign representa-
tion i.e. two representations of types S(3,1,...,1) and S(2,2,1,...,1). Hence,
Hj(d−1)(Cn(d);C) contains at least two copies of S(2,1,...,1) and observing
that H∗(Cn(d);C) ∼= CSn contains dimS(2,1,...,1) = n − 1 copies of the
standard tensor sign representation we conclude.
We have already computed the irreducible decomposition ofHd−1(Cn(d);C)
in Proposition 5.4. We want now to present the irreducible decomposition of
H2(d−1)(Cn(d);C).
Theorem 5.12. For n ≥ 5 and d odd (d ≥ 3) there is an isomorphism of
Sn+1-modules
H2(d−1)(Cn(d);C) ∼= S(n−3,1,1,1,1) ⊕ S(n−2,2,1) ⊕ S(n−3,2,2) ⊕ S(n−1,2).
Proof. We proceed by induction on n. For the case n = 5 see Table 5.2. Let
n > 5. By Theorem 5.6, Proposition 5.4 and inductive hypothesis we have
H2(d−1)(Cn(d);C) ∼= H2(d−1)(Cn−1(d);C)⊕ (S(n−1,1) ⊗Hd−1(Cn−1(d);C)) ∼=
∼= S(n−4,1,1,1,1) ⊕ 2S(n−3,2,1) ⊕ S(n−4,2,2) ⊕ 2S(n−2,2)⊕
⊕ S(n−2,1,1) ⊕ S(n−1,1) ⊕ S(n−3,1,1,1).
The only admissible irreducible representation whose restriction contains
S(n−4,2,2) is S(n−3,2,2) and we have ResSn+1Sn S
(n−3,2,2) = S(n−4,2,2) ⊕ S(n−3,2,1).
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The only irreducible representation whose restriction contains S(n−4,1,1,1,1)
is S(n−3,1,1,1,1) and we have ResSn+1Sn S
(n−3,1,1,1,1) = S(n−4,1,1,1,1) ⊕ S(n−3,1,1,1).
Finally, the only way to produce by restriction the two copies of S(n−2,2) is
S(n−2,2,1) ⊕ S(n−1,2) and we have ResSn+1Sn S(n−2,2,1) ⊕ S(n−1,2) = 2S(n−2,2) ⊕
S(n−2,1,1) ⊕ S(n−3,2,1) ⊕ S(n−1,1). Hence,
Sn+1 y H2(d−1)(Cn(d);C) ∼= S(n−3,2,2) ⊕ S(n−3,1,1,1,1) ⊕ S(n−2,2,1) ⊕ S(n−1,2).
and the assertion is proved.
5.3 On the location of the Sn-representations
S(n−2,2) and S(n−2,1,1) and their conjugate
representations in the decomposition of
H∗(Cn(d);C) for d odd.
In this section we want to study the location of the so-called binary represen-
tations in the decomposition of H∗(Cn(d);C) in the case d ≥ 3 odd, since the
case d even is analogous to the case d = 2 that we have described in Section
4.3. For H∗(Cn(d);C) with d ≥ 3 odd we have an analogous of Theorem
4.24:
Theorem 5.13. Let f2(k, n) be the number of occurrences of the binary rep-
resentations in Hk(d−1)(Cn(d);C) with d ≥ 3 odd. Thus, for n ≥ 4 we have
i) f2(0, n)=0 and f2(1, n) = 1;
ii) for 2 ≤ k ≤ n−2 we have f2(k, n) = f2(k−1, n)+2 = f2(k−1, n−1)+2 =
2k − 1;
iii) f2(n− 1, n) = f2(n− 2, n− 1) + 1 = n− 3.
Furthermore, if f2(n) is the number of occurrences of the binary representa-
tions in H∗(Cn(d);C), we have that f2(n) = (n−3)(3n−2)2 .
Proof. The proof is analogous to the proof of Theorem 4.24.
The following table contains the numbers f2(k, n) for 4 ≤ n ≤ 10:
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H0 H1 H2 H3 H4 H5 H6 H7 H8 H9
n=4 0 1 3 1
n=5 0 1 3 5 2
n=6 0 1 3 5 7 3
n=7 0 1 3 5 7 9 4
n=8 0 1 3 5 7 9 11 5
n=9 0 1 3 5 7 9 11 13 6
n=10 0 1 3 5 7 9 11 13 15 7
In the case of d odd it is not true that the number of Specht modules
of type S(n−2,1,1) is equal to the number of Specht modules of type S(n−2,2).
Indeed, H∗(Cn(d);C) ∼= CSn when d ≥ 3 is odd and each Sn-representation
occurs in CSn with multiplicity dim V . In particular, using the Hook Length
Formula (see [FH91], § 4.1, Formula 4.12) we have
dimS(n−2,1,1) =
n!
n(n− 2)(n− 4)! = (n− 1)(n− 3)
dimS(n−2,2) =
n!
2(n− 1)(n− 2)(n− 4)! =
n(n− 3)
2
.
We now discuss on the location of the binary tensor sign representa-
tions in H∗(Cn(d);C) with d odd, i.e. the irreducible representations of
type S(3,1,...,1) and S(2,2,1,...,1). For n ≤ 7 see Table 5.3. The Specht mod-
ules whose restriction contains one binary tensor sign representation are
S(3,1,...,1), S(4,1,...,1), S(3,2,1,...,1), S(2,2,1,...,1), S(2,2,2,1,...,1) and S(2,2,1,...,1). From
a direct computation (see (4.15), (4.16), (4.17) and (4.18)) we see that each
binary tensor sign representation that lies in Sn y H(k−1)(d−1)(Cn−1(d);C)
produces two binary tensor sign representations in Hk(d−1)(Cn(d);C). Anal-
ogously, if we have S(3,2,1,...,1) in Sn y H(k−1)(d−1)(Cn−1(d);C), it produces
two binary tensor sign representations in Hk(d−1)(Cn(d);C). Instead, if we
have S(4,1,...,1) or S(2,2,2,1,...,1) in Sn y H(k−1)(d−1)(Cn−1(d);C), it produces
one binary tensor sign representation in Hk(d−1)(Cn(d);C). Moreover, if the
standard tensor sign representation occurs in Sn y H(k−1)(d−1)(Cn−1(d);C),
it produces two binary tensor sign representations in Hk(d−1)(Cn(d);C). First
of all we analyze the distribution of the binary tensor sign representations
in H∗(C8(d);C). By Theorem 5.12 we have that S8 y H2(d−1)(C7(d);C)
contains S(4,1,1,1) which produces one binary tensor sign representation in
H3(d−1)(C8(d);C). Furthermore, S8 y H3(d−1)(C7(d);C) doesn’t contain any
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binary tensor sign representation. Indeed, by Proposition 5.11 we have that
in H3(d−1)(C7(d);C) there is only one copy of the standard tensor sign rep-
resentation and the representation in S8 y H3(d−1)(C7(d);C) which restricts
to the standard tensor sign representation must be S(2,1,...,1). Indeed, by
Proposition 5.10 we have that H∗(C8(d);C) contains only one copy of the
sign representation at degree 4 and H∗(C7(d);C) contains only one copy of
the sign representation at degree 3. Hence, S8 y H4(d−1)(C7(d);C) and
S8 y H3(d−1)(C7(d);C) can’t contain the sign representation and S8 y
H3(d−1)(C7(d);C) contains one copy of the standard tensor sign representa-
tion. Thus, H3(d−1)(C8(d);C) contains one binary tensor sign representation.
From Proposition 5.11 and from Proposition 5.10 it follows that inH4(d−1)(C7(d);C)
there are two copies of the standard tensor sign representation and there
aren’t any copies of the sign representation. Hence, in S8 y H4(d−1)(C7(d);C)
there are two binary tensor sign representations that produce two binary
tensor sign representations in H4(d−1)(C8(d);C). Moreover, each binary ten-
sor sign representation of H3(d−1)(C7(d);C) which lies in the restriction of
S(3,2,1,...,1), S(4,1,...,1) or S(2,2,2,1,...,1), produces one binary tensor sign represen-
tation inH4(d−1)(C8(d);C). We have already proved that S8 y H3(d−1)(C7(d);C)
doesn’t contain any binary tensor sign representation and that it contains one
copy of the standard tensor sign representation which produces two binary
tensor sign representations in H4(d−1)(C8(d);C). Thus, H4(d−1)(C8(d);C)
contains 7 binary tensor sign representations.
With analogous arguments we can compute the number of binary tensor
sign representations that lie in Hk(d−1)(C8(d);C) for k = 5, 6, 7. For 4 ≤ n ≤
8 we have the following situation:
degrees 0 d-1 2(d-1) 3(d-1) 4(d-1) 5(d-1) 6(d-1) 7(d-1)
n=4 0 1 3 1
n=5 0 1 3 5 2
n=6 0 0 1 7 8 3
n=7 0 0 1 3 9 11 4
n=8 0 0 0 1 7 13 14 5
Table 5.4: f˜2(j, n) for n ≤ 8.
Proposition 5.14. Let d ≥ 3 be odd and let n ≥ 9. Let f˜2(i, n) be the number
of occurrences of the binary tensor sign representations in H i(d−1)(Cn(d);C).
If n = 2k we have:
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• for j < k − 1 we have f˜2(j, n) = f˜2(j − 1, n− 1) = 0;
• f˜2(k − 1, n) = f˜2(k − 2, n− 1) = 1;
• f˜2(k, n) = f˜2(k − 1, n− 1) + 4 = 7;
• f˜2(k + 1, n) = f˜2(k, n− 1) + 4 = 14;
• for k+1 < j < n−3 we have f˜2(j, n) = f˜2(j−1, n−1)+4 = 6+8(j−k);
• f˜2(n− 3, n) = f˜2(n− 4, n− 1) + 4 = 4n− 19;
• f˜2(n− 2, n) = f˜2(n− 3, n− 1) + 3 = 3n− 10;
• f˜2(n− 1, n) = f˜2(n− 2, n− 1) + 1 = n− 3.
If n = 2k + 1 we have:
• for j < k − 1 we have f˜2(j, n) = f˜2(j − 1, n− 1) = 0;
• f˜2(k − 1, n) = f˜2(k − 2, n− 1) + 1 = 1;
• f˜2(k, n) = f˜2(k − 1, n− 1) + 2 = 3;
• f˜2(k + 1, n) = f˜2(k, n− 1) + 3 = 10;
• for k + 1 < j < n − 3 we have f˜2(j, n) = f˜2(j − 1, n − 1) + 4 =
10 + 8(j − k − 1);
• f˜2(n− 3, n) = f˜2(n− 4, n− 1) + 4 = 4n− 19;
• f˜2(n− 2, n) = f˜2(n− 3, n− 1) + 3 = 3n− 10;
• f˜2(n− 1, n) = f˜2(n− 2, n− 1) + 1 = n− 3.
Proof. First of all we analyze the case n = 2k.
• Let j < k. By Proposition 5.10 and Proposition 5.11 we have that Sn y
H(j−1)(d−1)(Cn−1(d);C) and Sn y Hj(d−1)(Cn−1(d);C) can’t contain
either any copies of the standard tensor sign representation or any
binary tensor sign representation. Hence, the only Specht modules of
Sn y H(j−1)(d−1)(Cn−1(d);C) whose restriction contains some binary
tensor sign representations are S(4,1,...,1), S(2,2,2,1,...,1) and S(3,2,1,...,1) and
as a consequence we have that f˜2(j, n) = f˜2(j − 1, n− 1);
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• from Proposition 5.10 and Proposition 5.11 it follows that Sn y H(k−2)(d−1)(Cn−1(d);C)
doesn’t contain either any binary tensor sign representation or any
copy of the standard tensor sign representation. Hence, the only ir-
reducible Specht modules in Sn y H(k−2)(d−1)(Cn−1(d);C) whose re-
striction contains some binary tensor sign representations are S(4,1,...,1),
S(2,2,2,1,...,1) and S(3,2,1,...,1). Furthermore, by Proposition 5.10 we have
that H(k−1)(d−1)(Cn−1(d);C) contains one copy of the sign represen-
tation. Suppose that Sn y H(k−1)(d−1)(Cn−1(d);C) contains the sign
representation, thus H(k−1)(d−1)(Cn(d);C) contains the sign representa-
tion which contradicts Proposition 5.10. Hence, the Specht module in
Sn y H(k−1)(d−1)(Cn−1(d);C) which restricts to the sign representation
is the standard tensor sign representation. Thus, by Proposition 5.11
we have that Sn y H(k−1)(d−1)(Cn−1(d);C) doesn’t contain any binary
tensor sign representation. It follows that f˜2(k−1, n) = f˜2(k−2, n−1);
• by Proposition 5.10 and Proposition 5.11 we have that Sn y Hk(d−1)(Cn−1(d);C)
contains two binary tensor sign representations. Hence, according
to the arguments above on Sn y H(k−1)(d−1)(Cn−1(d);C) we have
f˜2(k, n) = f˜2(k − 1, n− 1) + 4;
• let k < j < n− 2. From Proposition 5.10 it follows that neither Sn y
H(j−1)(d−1)(Cn−1(d);C) nor Sn y Hj(d−1)(Cn−1(d);C) can contain the
standard tensor sign representation. Hence, both Sn y H(j−1)(d−1)(Cn−1(d);C)
and Sn y Hj(d−1)(Cn−1(d);C) contain two binary tensor sign represen-
tations that restrict to the two copies of the standard tensor sign repre-
sentation that must occur inH(j−1)(d−1)(Cn−1(d);C) andHj(d−1)(Cn−1(d);C)
by Proposition 5.11. Hence, f˜2(j, n) = f˜2(j − 1, n− 1) + 4;
• with the same arguments as above, we have that Sn y H(n−3)(d−1)(Cn−1(d);C)
contains two binary tensor sign representations. Furthermore, by Propo-
sition 5.11 we have that Sn y H(n−2)(Cn−1(d);C) contains one binary
tensor sign representation. It follows that f˜2(n−2, n) = f˜2(n−3, n)+3
and f˜2(n−1, n) = f˜2(n−2, n−1)+1 since H(n−1)(d−1)(Cn−1(d);C) = 0.
We analyze now the case n = 2k + 1.
• Let j < k − 1. With the same arguments as above we have that
neither Sn y H(j−1)(d−1)(Cn−1(d);C) nor Sn y Hj(d−1)(Cn−1(d);C)
contain the standard tensor sign representation or a binary tensor sign
representation. Hence, f˜2(j, n) = f˜2(j − 1, n− 1);
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• from Proposition 5.10 and Proposition 5.11 it follows thatH(k−1)(d−1)(Cn−1(d);C)
contains one copy of the standard tensor sign representation and it
doesn’t contain any copies of the sign representation. Hence, Sn y
H(k−1)(d−1)(Cn−1(d);C) must contain one binary tensor sign represen-
tation. Moreover, Sn y H(k−2)(d−1)(Cn−1(d);C) can’t contain either
any binary tensor sign representation or any copy of the standard ten-
sor sign representation. It follows that f˜2(k−1, n) = f˜2(k−2, n−1)+1;
• by Proposition 5.10 we have that Hk(d−1)(Cn−1(d),C) contains one copy
of the sign representation, hence Sn y Hk(d−1)(Cn−1(d);C) must con-
tain one copy of the sign representation since it can’t contain any copies
of the standard tensor sign representation otherwiseH(k+1)(d−1)(Cn(d);C)
would contain a copy of the sign representation. Hence, Sn y Hk(d−1)(Cn−1(d);C)
contains one binary tensor sign representation which is the Specht mod-
ule whose restriction contains the standard tensor sign representation.
Hence, applying the arguments above to Sn y H(k−1)(d−1)(Cn−1(d);C),
we have f˜2(k, n) = f˜2(k − 1, n− 1) + 2;
• from Proposition 5.10 and Proposition 5.11 we have that Sn y H(k+1)(d−1)(Cn−1(d);C)
must contain two binary tensor sign representations. Thus, applying
the arguments above to Sn y Hk(d−1)(Cn−1(d);C) we have f˜2(k +
1, n) = f˜2(k, n− 1) + 3;
• let k + 1 < j < n − 2. By Proposition 5.10 and Proposition 5.11 we
have that Sn y H(j−1)(d−1)(Cn−1(d);C) and Sn y Hj(d−1)(Cn−1(d);C)
contain two binary tensor sign representations. Thus, f˜2(j, n) = f˜2(j−
1, n− 1) + 4;
• with the same arguments as above we have that Sn y H(n−3)(d−1)(Cn−1(d);C)
contains two binary tensor sign representations. Furthermore, from
Proposition 5.11 it follows that Sn y H(n−2)(d−1)(Cn−1(d);C) contains
one binary tensor sign representation. It follows that f˜2(n − 2, n) =
f˜2(n− 3, n− 1) + 3;
• applying the arguments above to Sn y H(n−2)(d−1)(Cn−1(d);C) and by
the fact that H(n−1)(d−1)(Cn−1(d);C) = 0, we have that f˜2(n− 1, n) =
f˜2(n− 2, n− 1) + 1.
We now prove the compact formulas for f˜2(j, n) with n ≥ 9:
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• Let j < k−1, we proved that f˜2(j, n) = f˜2(j−1, n−1). Thus, we have
f˜2(j, n) = f˜2(j − 1, n− 1) = · · · = f˜2(0, n− j) = 0.
• Let j = k − 1. If n = 2k + 1, by the arguments above we have
f˜2(k − 1, n) = f˜2(k − 2, n− 1)︸ ︷︷ ︸
0
+1 = 1
since n− 1 = 2k.
If n = 2k, by the arguments above we have
f˜2(k − 1, n) = f˜2(k − 2, n− 1) = 1
since n− 1 = 2(k − 1) + 1.
• Let j = k. If n = 2k + 1, by the arguments above we have
f˜2(k, n) = f˜2(k − 1, n− 1)︸ ︷︷ ︸
1
+2 = 3
since n− 1 = 2k.
If n = 2k, by the arguments above we have
f˜2(k, n) = f˜2(k − 1, n− 1) + 4 = f˜2(k − 2, n− 2) + 2 + 4 =
= f˜2(k − 3, n− 3) + 6 = f˜2(k − 4, n− 4)︸ ︷︷ ︸
0
+1 + 6 = 7
since n− 1 = 2(k − 1) + 1, n− 2 = 2(k − 1), n− 3 = 2(k − 2) + 1 and
n− 4 = 2(k − 3).
• Let j = k + 1. If n = 2k + 1, by the arguments above we have
f˜2(k + 1, n) = f˜2(k, n− 1)︸ ︷︷ ︸
7
+3 = 10
since n− 1 = 2k.
If n = 2k, by the arguments above we have
f˜2(k + 1, n) = f˜2(k, n− 1)︸ ︷︷ ︸
10
+4 = 14
since n− 1 = 2(k − 1) + 1.
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• Let k + 1 < j < n − 2. Let n = 2k + 1. For j = k + 2 we have
f˜2(k + 2, n) = f˜2(k + 1, n)︸ ︷︷ ︸
14
+4 = 18 = 10 + 8(j − k − 1). For j = k + 3
we have f˜2(k + 3, n) = f˜2(k + 1, n− 2)︸ ︷︷ ︸
18
+8 = 26 = 10 + 8(j − k − 1).
Let j > k+ 3, we proceed by induction on n. If n = 9 it follows from a
direct computation and from Table 5.4. Let n > 9, by the arguments
above and by inductive hypothesis we have
f˜2(j, n) = f˜2(j − 2, n− 2) + 8 = 10 + 8(j − k − 1) + 8 = 10 + 8(j − k)
since n− 2 = 2(k − 1) + 1.
Let n = 2k. For j = k+ 2 we have f˜2(k+ 2, n) = f˜2(k + 1, n− 1)︸ ︷︷ ︸
10
+4 =
14 = 6 + 8(j− k) since n− 1 = 2(k− 1) + 1. Let j > k+ 2, we proceed
by induction on n. If n = 10 we have f˜2(j, 10) = f˜2(j − 2, 8) + 8 and
the claim follows from Table 5.4. Let n > 10, by the arguments above
and by inductive hypothesis we have
f˜2(j, n) = f˜2(j − 1, n− 1) + 4 = 10 + 8(j − k − 1) + 4 = 6 + 8(j − k)
since n− 1 = 2(k − 1) + 1.
• Let j = n− 3. By the arguments above and by Table 5.4 we have
f˜2(n− 3, n) = 9 +
n∑
r=8
4 = 9 + 4(n− 7) = 4n− 19.
• Let j = n− 2. By the arguments above and by Table 5.4 we have
f˜2(n− 2, n) = 14 +
n∑
r=9
3 = 14 + 3(n− 8) = 3n− 10.
• Let j = n− 1. By the arguments above and by Table 5.4 we have
f˜2(n− 1, n) = 5 +
n∑
r=9
1 = 5 + n− 8 = n− 3.
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The situation is summarized by the following table:
H0 H1 H2 H3 H4 H5 H6 H7 H8 H9 H10 H11 H12 H13 H14
n=9 0 0 0 1 3 10 17 17 6
n=10 0 0 0 0 1 7 14 21 20 7
n=11 0 0 0 0 1 3 10 18 25 23 8
n=12 0 0 0 0 0 1 7 14 22 29 26 9
n=13 0 0 0 0 0 1 3 10 18 26 33 29 10
n=14 0 0 0 0 0 0 1 7 14 22 30 37 32 11
n=15 0 0 0 0 0 0 1 3 10 17 26 34 41 35 12
Table 5.5: f˜2(j, n) for 9 ≤ n ≤ 15.
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Chapter 6
Representation stability.
As described in Chapters 4 and 5, the action of the symmetric group on the
cohomology ringH∗(Cn(d);C) makes each cohomology groupH i(d−1)(Cn(d);C)
into an Sn-representation.
In [CF13] Church and Farb proved that for each fixed i ≥ 0, the sequence
of Sn-representations {H i(M(An−1);C)} is uniformly representation stable
and it stabilizes for n ≥ 4i. This result can be extended to the general case
of configuration spaces, as shown by Church in [Chu12] where he proved that
for any connected orientable manifold M of finite type (namely H∗(M ;C)
is finite dimensional) and any i ≥ 0, the sequence of Sn-representations
{H i(d−1)(Cn(M);C)} stabilizes once{
n = 2i if dim M ≥ 3;
n = 4i if dim M = 2.
where Cn(M) = {(x1, . . . , xn) ∈Mn | xi 6= xj ∀i 6= j}.
In [HR15], Hersh and Reiner study representation stability in the sense
of Church and Farb for the representations of Sn on the cohomology of
the configuration space Cn(d) and show that for a fixed i the sequence
{H i(d−1)(Cn(d);C)} stabilizes sharply at n = 3i when d is odd and at n =
3i + 1 when d is even. We say that a sequence {Vn} of Sn-representations
stabilizes sharply at n = n0 if n0 is the smallest integer with the above
property.
On March 2016 in [Che16], Chen, by different techniques from the ones
used in this work, showed a method to compute the multiplicity of an irre-
ducible Sn-representation that appears in the cohomology groupH
i(d−1)(Cn(d);C)
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with n ∈ N. His method also allow to find the stability range for that repre-
sentation.
6.1 Basic notions on representation stability.
In this section we will give some basic notions on representation stability as
presented in [CF13].
As we know by classic representation theory (see [FH91]), the irreducible
representations of the symmetric group Sn are classified by the partitions λ
of n where a partition is a sequence λ = (λ1, . . . , λk) with λ1 ≥ · · · ≥ λk
and λ1 + · · · + λk = n and we write λ ` n. The irreducible representation
corresponding to the partition λ is denoted by Sλ.
Notation 6.1. If λ = (λ1, . . . , λl) ` k is any partition of a fixed number k,
then for any n ≥ λ1 + k we define the padded partition
λ [n] = (n− k, λ1, . . . , λl).
For n ≥ λ1 + k we define S(λ)n as the irreducible Sn-representation
S(λ)n = S
λ[n].
When it is unambiguous, we denote S(λ)n simply with S(λ).
We observe that the condition n ≥ λ1 +k ensures that λ [n] is a partition.
Examples 6.2. • The standard representation S(n−1,1) with this nota-
tion is denoted with S(1)n or S(1) when unambiguous.
• The Sn-representation
∧3 S(n−1,1) = S(n−3,1,1,1) with this notation is
denoted with S(1, 1, 1)n or S(1, 1, 1) when unambiguous.
We are now ready to define the main concepts of representation stability.
For the family of the symmetric groups we consider the natural inclusions
Sn ↪→ Sn+1.
Definition 6.3. Let {Vn}n be a sequence of Sn-representations, equipped
with linear maps φn : Vn → Vn+1. We call such a sequence consistent if the
following diagram commutes for each g ∈ Sn:
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Vn
Vn
Vn+1
Vn+1
g
φn
φn
g
where on the right side we consider g as an element of Sn+1 via the inclusion
Sn ↪→ Sn+1.
We observe that this condition is equivalent to saying that φn, considered
as a map from Vn to the restriction Sn y Vn+1, is a map of Sn-representations.
The vector spaces Vn are allowed to be infinite dimensional with the condition
that each vector of Vn lies in some finite dimensional subrepresentation of Vn.
In this way Vn decomposes as a direct sum of finite dimensional irreducible
representations.
Representation stability compares the vector spaces Vn and Vn+1 giving
a proper definition of injectivity and surjectivity. Indeed, we cannot ask for
an isomorphism of representations since different groups act on Vn and Vn+1.
Definition 6.4. (Representation stability). Let {Vn} be a consistent se-
quence of Sn-representations. The sequence {Vn} is representation stable if,
for sufficiently large n, each of the following conditions holds:
i) Injectivity : The natural map φn : Vn → Vn+1 is injective.
ii) Surjectivity : The span of the Sn+1-orbit of φn(Vn) is Vn+1.
iii) Multiplicities : We can decompose Vn into irreducible representations as
Vn =
⊕
λ
cλ,nS(λ)n
with multiplicities 0 ≤ cλ,n ≤ ∞ where for each λ, the multiplicities cλ,n
are eventually independent of n.
We observe that if condition i) holds, condition ii) is equivalent to require
that φn is a composition of the inclusion Vn ↪→ IndSn+1Sn Vn with a surjective
Sn+1-module homomorphism Ind
Sn+1
Sn
Vn → Vn+1.
By requiring condition iii) just for the multiplicity of the single irreducible
representation V (λ)n, we obtain the notion of λ-representation stable for a
fixed partition λ.
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We observe that in Definition 6.4 we didn’t require that the multiplicities
of all irreducible representations stabilize simultaneously. We have a stronger
form of stability presented in the following definition:
Definition 6.5. (Uniform Representation Stability). A consistent sequence
{Vn} of Sn-representations is uniformly representation stable if for sufficiently
large n conditions i) and ii) of Definition 6.4 hold and moreover the following
condition holds:
iii’) Multiplicities (uniform): There is some N , not depending on λ,
such that for n ≥ N the multiplicities cλ,n are independent of n
and λ. In particular, for any λ for which S(λ)N is not defined
cλ,n = 0 for all n ≥ N .
Conditions i) and ii) together give a sort of “isomorphism” between rep-
resentations of different groups, but they don’t give any information about
the subrepresentations of Vn. We have a stronger notion of representation
stability which gives more control on the behavior of a subrepresentation un-
der inclusion, requiring that for every irreducible S(λ)n ⊆ Vn, the Sn+1-span
of the image φn(S(λ)n) is isomorphic to S(λ)n+1.
Definition 6.6. (Strong Representation Stability). A consistent sequence
{Vn} of Sn-representations is strong representation stable if it is uniformly
representation stable and for sufficiently large n, not depending on λ, the
following condition holds:
iv) Type-preserving : For any subrepresentation S(λ)n ⊆ Vn, the span of
the Sn+1-orbit of φn(S(λ)n) is isomorphic to S(λ)n+1.
6.2 Stability of the cohomology of the braid
arrangement.
In this section we will show that the sequence of Sn-representations {H i(M(An−1);C)}
is uniformly stable. This was proved by Church and Farb in [CF13]. To prove
this fact we will need another result due to Hemmer [Hem11].
Definition 6.7. Let λ = (λ1, λ2, . . . , λk) ` n be a partition of n, we define
λ˜ = (λ1 + 1, λ2, . . . , λk) ` n+ 1.
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Given λ ` n, we denote with χλ the character of the irreducible repre-
sentation Sλ of Sn. We recall a result of representation theory that we will
need further on that is the Littlewood-Richardson rule (see [Mac79], Chapter
I (9.1)):
Ind
Sn+m
Sn×Sm
(
χλ ⊗ χµ) = ∑
ρ`n+m
cρλ,µχ
ρ
where λ ` n, µ ` m and the coefficient cρλ,µ is the number of semistandard
tableaux of shape ρ\λ and content µ which yeld lattice permutations when
we read their entries from right to left and downwards.
As a special case of this rule we have the Pieri’s rule (see [Mac79], Chapter
I (5.16)):
Ind
Sn+m
Sn×Sm
(
χλ ⊗ χ(m)) = ∑
µ
χµ
where λ ` n and the sum is over all partitions µ such that µ\λ is a horizontal
strip of size m, namely the diagram of µ is obtained from the diagram of λ
by adding m squares, with the condition that no two of them lie on the same
column.
Lemma 6.8. Let λ ` n ≤ m and µ ` n+m. Thus
cµλ,(m) = c
µ˜
λ,(m+1).
Proof. By Pieri’s rule we have
Ind
Sn+m
Sn×Sm+1
(
χλ ⊗ χ(m+1)) = ∑
ρ
cρλ,(m+1)χ
ρ
where cρλ,(m+1) is zero or one and it is one precisely when ρ is obtained adding
m+1 boxes in distinct columns of the Young diagram of λ. Since λ1 ≤ n ≤ m,
each of these ρ must have at least one such box added in the first row. Thus,
removing a box from the end of the first row of the Young diagram of such
ρ gives a bijection between the diagrams corresponding to cµ˜λ,(m+1) and those
corresponding to cµλ,(m).
Let H be a subgroup of Sn and consider H × Sm as a subgroup of Sn+m
where Sm acts on {n+1, . . . , n+m}. If ψ is the character of a representation
of H, we extend ψ to the character ψ⊗S(m) of H×Sm. We have the following
result:
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Theorem 6.9. (Hemmer, [Hem11]). Let H ≤ Sn and let ψ be the character
of a representation of H. Moreover, suppose n ≤ m. Let
Ind
Sn+m
H×Sm
(
ψ ⊗ χ(m)) = ∑
τ`n+m
dτχ
τ .
Thus
Ind
Sn+m+1
H×Sm+1
(
ψ ⊗ χ(m+1)) = ∑
τ`n+m
dτχ
τ˜ .
Proof. We observe that
Ind
Sn+m
H×Sm
(
ψ ⊗ χ(m)) = IndSn+mSn×Sm (IndSn×SmH×Sm (ψ ⊗ χ(m))) = IndSn+mSn×Sm (IndSnH (ψ)⊗ χ(m)) .
Indeed, a coset of Sn × Sm/H × Sm is of the form (σ, id) · (H × Sm) where
σ ∈ Sn/H, hence we have an isomorphism of Sn × Sm-representations:
IndSn×SmH×Sm
(
ψ ⊗ χ(m))→ IndSnH (ψ)⊗ χ(m)
(σ, id)
(
ψ ⊗ χ(m))→ χσV ⊗ χ(m)
where ψ is the character of an H-representation V . Applying Lemma 6.8 we
obtain
Ind
Sn+m+1
H×Sm+1
(
ψ ⊗ χ(m+1)) = IndSn+m+1Sn×Sm+1 (IndSnH (ψ)⊗ χ(m+1)) = ∑
τ`n+m
dτχ
τ˜ .
Corollary 6.10. Let k ≥ 1, let H < Sk be a subgroup of the symmetric group
and let V be a representation of H. Thus, the sequence of Sn-representations
{IndSnH×Sn−kV ⊗ S(n−k)} is uniformly representation stable and the decompo-
sition of this sequence stabilizes once n ≥ 2k.
Proof. We have that IndSnH×Sn−kV ⊗S(n−k) can be viewed in Ind
Sn+1
H×Sn−k+1V ⊗
S(n−k+1) as the Sn-span of V ⊗ S(n−k+1), thus injectivity and surjectivity (in
the sense of representation stability) follow from the definition of the induced
representation (see [FH91], §3.3). Instead, the uniform multiplicity stability
follows from Theorem 6.9, once k ≤ n− k i.e. n ≥ 2k.
We can now present the result on the stability of the cohomology of the
complement of the braid arrangement due to Church and Farb (see [CF13]).
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Theorem 6.11. For each fixed j ≥ 0, the sequence of Sn-representations
{Hj(M(An−1);C)} is uniformly representation stable and it stabilizes once
n ≥ 4j.
Proof. We can consider the projections ψn : M(An) → M(An−1) given by
forgetting the last coordinate, which induce the maps
ψ∗n : H
∗(M(An−1);C)→ H∗(M(An);C).
We will prove representation stability with respect to these maps. In Section
3.2 (page 69) we proved that a basis for Hk(M(An−1);C) is given by
{ωi1,j1 · · ·ωik,jk | 2 ≤ j1 < · · · < jk ≤ n and ih < jh ∀h = 1, . . . , k}
where ωi,j ∈ H1(M(An−1);C) is the cohomology class represented by the
differential form 1
2pii
dzi−dzj
zi−zj . Moreover, the map ψ
1
n : H
1(M(An−1);C) →
H1(M(An);C) sends ωi,j ∈ H1(M(An−1);C) to ωi,j ∈ H1(M(An);C). Hence,
injectivity of ψ∗n follows immediately.
We now want to prove the surjectivity of ψ∗n in the sense of representation
stability. We consider an arbitrary basis element x for Hk(M(An);C). We
observe that for n ≥ 2k no basis element can involve all the indices from 1 to
n + 1. Thus, up to apply some element of Sn+1, we can suppose that x can
be written without n + 1 as an index. Such an element is in the subalgebra
of H∗(M(An);C) spanned by the image of H1(M(An−1);C), and thus it is
contained in the image of Hk(M(An−1);C) as required.
It remains to prove uniform stability of multiplicities. Any subset of
{1, . . . , n} of cardinality k determines a projection M(An−1)→M(Ak−1) by
forgetting the other n − k coordinates. Let S = (S1, . . . ,Sk) be a partition
of {1, . . . , n} into disjoint subsets, we denote with M(A)S the product of the
complement of the braid arrangements of dimension corresponding to the
cardinality of the elements of the partition, namely
M(A)S = M(A|S1|−1)× · · · ×M(A|Sk|−1).
For example, consider the partition of {1, . . . , n} given by S = ({1, . . . , k}, {k+
1, . . . , n − k}). We have the projection M(An−1) → M(A)S = M(Ak−1) ×
M(An−k−1). There is always a splitting M(A)S → M(An−1), given in this
case by realizing M(Ak−1) and M(An−k−1) disjointly. We observe that
the partition may contain subsets of size 1. For example, the partition
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({1, . . . , k}, {k+ 1}, . . . , {n}) of {1, . . . , n} determines M(A)S = M(Ak−1)×
M(A0)× · · · ×M(A0) ∼= M(Ak−1).
The projectionM(An−1)→M(A)S determines the inclusionH∗(M(A)S ;C)→
H∗(M(An−1);C). We now consider the image of the top cohomology of
M(A)S in H∗(M(An−1);C). For example, in the case of the partition S =
({1, . . . , k}, {k + 1, . . . , n − k}) we consider the image of Hn−2(M(Ak−1) ×
M(An−k−1);C) inside Hn−2(M(An−1);C). For each partition S of {1, . . . , n}
into j subsets, M(A)S is the product of j complements of braid arrangements,
thus the image of its top cohomology determines a subspace HS(M(An−1);C)
of Hn−j(M(An−1);C). Theorem 1.43 implies that H∗(M(An−1);C) splits as
an Sn-module as a direct sum
H∗(M(An−1);C) =
⊕
S
HS(M(An−1);C)
where the sum is over all the partitions S of {1, . . . , n}. The action of Sn on
{1, . . . , n} induces an action on the set of all partitions S of {1, . . . , n} and
the summands of HS(M(An−1);C) are permuted according to this action.
Each partition S = (S1, . . . ,Sk) of {1, . . . , n} determines a partition λS =
(λ1, . . . , λk) ` n where λi = |Si| for all i = 1, . . . , k. We observe that the
term HS(M(An−1);C) contributes to Hj(M(An−1);C) if and only if |S| =
l(λS) = n− j. We have that for a fixed µ ` n with l(µ) = n− j, the direct
sum
⊕
λS=µH
S(M(An−1);C) is a subrepresentation of Hj(M(An−1);C).
For any partition µ = (µ1, . . . , µk) ` n, let Sµ be the partition of {1, . . . , n}
defined by Sµ = ({1, . . . , µ1}, {µ1 + 1, . . . , µ1 + µ2}, . . . , {µ1 + · · · + µk−1 +
1, . . . , n}). Hence, the orbit of µ under the ation of Sn is represented by Sµ
and we have that λSµ = µ.
Given µ ` n, the subrepresentation ⊕λS=µHS(M(An−1);C) is generated
by one summand HSµ(M(An−1);C) and it is the direct sum of its translates.
Hence, by the definition of the induced representation (see [FH91], §3.3) we
have ⊕
λS=µ
HS(M(An−1);C) = IndSnStab(Sµ)HSµ(M(An−1);C).
Consider the projection M(An−1) → M(Ak−1) ×M(An−k−1). Pulling back
by the projection M(An) → M(An−1), this pulls back to the projection
M(An)→M(Ak−1)×M(An−k−1)×M(A0). Let S be a partition of {1, . . . , n}
into j subsets, we define S〈n + 1〉 as the partition (S, {n + 1}). In general,
for m ≥ n we define S〈m〉 = (S, {n + 1}, . . . , {m}). Hence, we have that
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M(A)S ⊆M(An−1) pulls back to M(A)S〈n+1〉 ⊆M(An). We observe that if
λS = µ = (µ1, . . . , µn−j), then λS〈n+1〉 = µ〈n + 1〉 = (µ1, . . . , µn−j, 1) and in
general if m ≥ n+ 1, then λS〈m〉 = µ〈m〉 = (µ1, . . . , µn−j, 1, . . . , 1︸ ︷︷ ︸
m
).
If S is a partition of {1, . . . , n} into n − j subsets, then S〈n + 1〉 is
a partition of {1, . . . , n + 1} into (n + 1) − j subsets, thus we have that
HS〈n+1〉(M(An−1);C) is contained in Hj(M(An);C) and the natural map
ψ∗n : H
∗(M(An−1);C)→ H∗(M(An);C) restricts to an isomorphismHS(M(An−1);C)→
HS〈n+1〉(M(An);C) once n ≥ 2j. Indeed, not every partition of {1, . . . , n+1}
has a singleton, but for a fixed j with n ≥ 2j, every partition of {1, . . . , n+1}
with (n + 1) − j parts must have a singleton. Thus, any such partition is
equal to µ〈n+ 1〉 for some µ ` n. Thus if we write the decomposition
Hj(M(An−1);C) =
⊕
µ ` n,
l(µ) =n− j
⊕
λS=µ
HS(M(An−1);C) =
=
⊕
µ ` n,
l(µ) =n− j
IndSnStab(Sµ)H
Sµ(M(An−1);C)
then for n ≥ 2j we have a decomposition of Hj(M(An);C) over the same
partitions µ:
Hj(M(An);C) =
⊕
ν ` n+ 1,
l(ν) = n+ 1− j
Ind
Sn+1
Stab(Sν)H
Sν (M(An);C) =
=
⊕
µ ` n,
l(µ) = n− j
Ind
Sn+1
Stab(Sµ〈n+1〉)H
Sµ〈n+1〉(M(An);C)
and we already remarked that HSµ〈n+1〉(M(An);C) ∼= HSµ(M(An−1);C) for
n ≥ 2j. There is a bijection between the set of partitions µ ` n with
l(µ) = n − j and the set of partitions of j obtained subtracting one box
from each of the n − j rows of the Young diagram of µ. Hence, the set of
indices of the direct sum above is independent of n. Thus it suffices to prove
that the sequence {IndSmStab(Sµ〈m〉)HSµ〈m〉(M(Am−1);C)} is uniformly stable as
m→∞.
We observe that the stabilizer of S, where S is a partition of {1, . . . , n},
need not to preserve the individual subsets of S, but only the overall decom-
position into subsets. Thus, if S has mi subsets of size i, then the stabilizer
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Stab(S) will be a product of wreath products Si o Smi = (Si)mi o Smi , where
(Si)
mi acts on the subsets of size i and Smi permutes them (see Appendix
A). In particular, S1 o Sm1 acts permuting the singleton sets in S and this
corresponds to permuting the M(A0) × · · · ×M(A0) factors in M(A)S . It
follows that the Sm1 factor of Stab(S) acts trivially on HS(M(An−1);C).
We can write Stab(Sµ) = H × Sm1 , thus we have Stab(Sµ〈n + 1〉) =
H×Sm1+1 and so on. Let k = n−m1 and let ν ` k be the partition obtained
from µ by deleting the entries equal to 1. Hence, H = Hν := Stab(Sν) < Sk
and identifying HSµ(M(An−1);C) with HSν (M(Ak−1);C), the sequence in
question can be written as {IndSnHν×Sn−kHSν (M(Ak−1);C) ⊗ S(n−k)}, where
S(n−k) is the trivial representation of Sn−k. Thus, applying recursively Theo-
rem 6.9 we have that if IndSnHν×Sn−kH
Sν (M(Ak−1);C)⊗ S(n−k) =
∑
τ`n dτχ
τ ,
then Ind
Sn+j
Hν×Sn−k+jH
Sν (M(Ak−1);C) ⊗ S(n−k+j) =
∑
τ`n dτχ
τ〈j〉 and this se-
quence is uniformly multiplicity stable.
We want now to compute the stable range. It suffices to bound the
number k = |ν| which appears in the last paragraph of the proof. Clearly,
for a fixed j, the maximum k occurs for the partition µ = (2, . . . , 2︸ ︷︷ ︸
j
, 1, . . . , 1)
and we obtain ν = (2, . . . , 2) with l(ν) = j. Hence, the maximal k is k = 2j.
By Corollary 6.10 we have that the sequence {Hj(M(An−1);C)} stabilizes
once n ≥ 2k, hence it stabilizes once n ≥ 4j.
Using Proposition 4.21 we can compute H1(M(An−1);C) and we have
that for n ≥ 4 the sequence {H1(M(An−1);C)} stabilizes. Indeed, we have
H1(M(An−1);C) = S(n) ⊕ S(n−1,1) ⊕ S(n−2,2)
and using the notation introduced in Notation 6.1 we have
H1(M(An−1);C) = S(0)⊕ S(1)⊕ S(2).
By Theorem 6.11 we have that the sequence {H2(An−1);C)} stabilizes for
n ≥ 8, but this bound is not sharp. Hersh and Reiner in [HR15] (Theorem
1.1) proved that it stabilizes for n ≥ 7 and this bound is consistent with
Theorem 4.22. Indeed we have:
H2(M(An−1);C) = 2S(n−1,1)⊕2s(n−2,1,1)⊕2S(n−2,2)⊕2S(n−3,2,1)⊕S(n−3,3)⊕S(n−4,3,1)
and using the notation introduced in Notation 6.1 we have
H2(M(An−1);C) = 2S(1)⊕ 2S(1, 1)⊕ 2S(2)⊕ 2S(2, 1)⊕ S(3)⊕ S(3, 1).
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We would hope that the sequence {H2(An−1);C)} is type-preserving and
hence it is strongly stable. However this is false for {Hj(M(An−1);C) for all
j ≥ 1. We can easily prove this failure for {H1(M(An−1);C)}:
Lemma 6.12. The sequence {H1(M(An−1);C)} is not strongly stable.
Proof. A basis for H1(M(An−1);C) is given by {ωi,j | 1 ≤ i < j ≤ n}, where
we identify ωi,j = ωj,i, and Sn acts on this basis by permuting the indices.
Hence, the trivial representation S(0) ⊆ H1(M(An−1);C) is spanned by
the vector v =
∑
1≤i<j≤n ωi,j. Up to a scalar, this vector can be written as
v =
∑
σ∈Sn σ ·ω1,2 and obviously it is Sn-invariant. If we view this vector into
H1(M(An);C) via the natural inclusion H1(M(An−1);C) ↪→ H1(M(An);C),
we have that v is not Sn+1-invariant. Indeed, the Sn+1-span of v is given by
S(0) ⊕ S(1) ⊆ H1(M(An−1);C). Hence, the sequence {H1(M(An);C)} is
not type-preserving and the claim follows.
In [Chu12], Church proved a more general result:
Theorem 6.13. For any connected orientable manifold M of finite type
(namely H∗(M ;C) is finite dimensional) and for any fixed i ≥ 0, the se-
quence of the cohomology groups {H i(Cn(M);C)} of the configuration space
Cn(M) = {(x1, . . . , xn) ∈ Mn | xi 6= xj ∀i 6= j} is uniformly representation
stable, with stable range n ≥ 2i if dim M ≥ 3 and stable range n ≥ 4i if
dim M = 2.
In [CEF12], Church, Ellenberg and Farb introduced a new approach to
stability for Sn-representations defining the so-called FI-modules and char-
acter polynomials. They consider the category FI whose objects are fi-
nite sets and whose morphisms are injections and they define an FI-module
over a commutative ring K as a functor V from FI to the category of K-
modules. An example of FI-module is H i(Cn(M);Q) where M is a con-
nected, oriented manifold. Instead, a character polynomial is a polynomial
in the variables Xi where Xi : Sn → N is the class function defined by
Xi(σ) = |{i − cycles in the cycle decomposition of σ}| for each i ≥ 1 and
n ≥ 0. In [CEF12], they proved that the character of H i(Cn(M);Q) agrees
with a character polynomial of degree i for all n ≥ 2i and all σ ∈ Sn, with
dim M ≥ 3.
Consider the configuration space Cn(d) = {(x1, . . . , xn) ∈ (Rd)n | xi 6=
xj ∀i 6= j}. Theorem 6.13 has important consequences for which irreducible
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representations can occur in H i(d−1)(Cn(d);C). Let d ≥ 3, Therem 6.13 im-
plies that the irreducible representation Sλ can only occur inH i(d−1)(Cn(d);C)
if the partition λ ` n satisfies 2λ2 + λ3 + · · ·+ λr ≤ 2i.
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Appendix A
The wreath product.
Let G be a finite group and let G∗ be the set of conjugacy classes in G.
We consider the direct product Gn = G× · · · ×G. The symmetric group
Sn acts on G
n by permuting the factors as follows:
σ(g1, . . . , gn) = (gσ−1(1), . . . , gσ−1(n))
for all σ ∈ Sn and g = (g1, . . . , gn) ∈ Gn.
Definition A.1. We define the wreath product G oSn as the semidirect prod-
uct of Gn with Sn defined by this action, that is to say the group whose
underlying set is Gn × Sn with multiplication defined by
(g, σ)(h, τ) = (g · σ(h), στ)
for all σ, τ ∈ Sn and g, h ∈ Gn.
We observe that the elements of G o Sn may be thought as permutation
matrices with entries in G, the matrix corresponding to (g, σ) having (i, j)
entry giδi,σ(j) where g = (g1, . . . , gn).
Obviously for n = 1, G o S1 is just G and for n = 0, G o S0 is the group of
one element. Moreover, we observe that |G o Sn| = |G|n · n! for all n ≥ 0.
The natural embedding of Sm × Sn into Sm+n induces an embedding of
(G oSm)× (G oSn) into G oSm+n and any two such embeddings are conjugate
in G o Sm+n.
Consider now x = (g, σ) ∈ G o Sn. σ can be written as a product of
disjoint cycles and if z = (i1, . . . , ir) is one of its cycles, then the element
girgir−1 · · · gi1 ∈ G is determined up to conjugacy in G by g and z and it is
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called the cycle product of x corresponding to the cycle z. Let c ∈ G∗ be
a conjugacy class of G and let r ≥ 1. We denote with mr(c) the number
of r-cycles of σ whose cycle product lies in c. In this way, x determines an
array (mr(c))r≥1, c∈G∗ of non negative integers such that
∑
r, c r ·mr(c) = n.
Analogously, let ρ(c) be the partition having mr(c) elements equal to r and
let r ≥ 1, then we can define a function ρ = (ρ(c))c∈G∗ such that ‖ρ‖ =∑
c∈G∗ |ρ(c)| = n. This function ρ is called the type of x = (g, σ) ∈ G o Sn.
We observe that the cycle type of σ is given by σ =
⋃
c∈G∗ ρ(c).
We can now compute the order of the centralizer in G o Sn of an element
x = (g, σ) of type ρ. The number of possibilities for σ ∈ Sn is
n!∏
r≥1 r
mr ·mr!
where mr =
∑
c∈G∗mr(c). For each r ≥ 1 we have
mr!∏
c∈G∗mr(c)!
ways of distributing the mr r-cycles among the conjugacy classes of G. More-
over, for each cycle z = (i1, . . . , ir) of σ such that gir · · · gi1 ∈ c, there are
|G|r−1|c| = |G|
r
ζc
choices for (gi1 , . . . , gir), where ζc is the order of the centralizer of an element
of the conjugacy class c ∈ G∗. Hence the number of elements of G o Sn of
type ρ is
n!∏
c∈G∗ zρ(c)
· |G|
n∏
c∈G∗ ζ
l(ρ(c))
c
where zρ(c) is the order of the centralizer of ρ(c). Hence, the order of the
centralizer in G o Sn of an element of type ρ is
Zρ =
∏
c∈G∗
zρ(c)ζ
l(ρ(c))
c .
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