Abstract -We introduce a fast and efficient non-iterative algorithm, called BetaBit, to simulate autocorrelated binary processes describing the occurrence of natural hazards, system failures, and other physical and geophysical phenomena characterized by persistence, temporal clustering, and low rate of occurrence. BetaBit overcomes the simulation constraints posed by the discrete nature of the marginal distributions of binary processes by using the link existing between the correlation coefficients of this process and those of the standard Gaussian processes. The performance of BetaBit is tested on binary signals with power-law and exponentially decaying autocorrelation functions (ACFs) corresponding to Hurst-Kolmogorov and Markov processes. An application to real world sequences describing rainfall intermittency and the occurrence of strong positive phases of the North Atlantic Oscillation (NAO) index shows that BetaBit can also simulate surrogate data preserving the empirical ACF as well as signals with autoregressive moving average (ARMA) dependence structures. Extensions to cyclo-stationary processes accounting for seasonal fluctuations are also discussed.
cesses with prescribed dependence structures [10] . A gen-22 eral approach producing sequences of real numbers with 23 any arbitrary mean and autocorrelation function (ACF) -24 if it is mathematically feasible -relies on the application of 25 a linear filter to a Gaussian white noise [11] . However, such 26 an approach, often called the convolution method, cannot 27 produce binary random numbers, because the output of 28 a linear filter is a non-binary sequence even if the input 29 is binary [12] . Since the problem of generating correlated 30 binary sequences with specified mean is a key issue in a va- 31 riety of applications in different fields, several techniques 32 have been proposed to solve this problem. However, most 33 of the existing methods have serious restrictions on the 34 class of autocorrelation functions that can be effectively 35 modeled [12] [13] [14] [15] . 36 Serinaldi and Lombardo [16] showed that classical spec- 37 tral techniques can effectively be used if one focuses on 38 the parent continuous process of beta distributed transi-39 tion probabilities rather than on the target binary process. 40 This change of paradigm yields a simulation procedure ef- 41 fectively embedding a spectrum-based iterative amplitude 42 p-1 adjusted Fourier transform (IAAFT) method [17] [18] [19] de-vised for continuous processes, and allows the simulation 44 of binary processes with prescribed dependence structure 45 and surrogate data reproducing the empirical ACF of the 46 observed sequences.
In this study, we describe an alternative non-iterative fig. 1(a) ), a suitable candidate function describ-133 ing such a relationship is a beta cdf G with parameters α p 134 and β p depending on p
where compute α p and β p from eq. 5 based on the desired value 153 of p; (ii) use eq. 4 to inflate the terms of the ACF of the 154 auxiliary process Y , ρ Y (τ ), in order to obtain the tar-155 get process X with the desired ACF, ρ X (τ ); (iii) gener-156 ate a standard Gaussian time series {y} with the inflated 157 ACF by algorithms allowing the explicit use of the ACF 158 in the simulation process, such as the method proposed by 159 Davies and Harte [30] and used in this study; finally (iv) 160 apply the dichotomization in eq. 2.
161
The great advantage of using eqs. 4 and 5 instead of 162 numerically inverting eq. 3 is illustrated in fig. 2 , which 163 shows how the simulation time of a binary time series 164 with power-law decaying ACF (discussed in the next sec-165 tion) increases with the sample size n. Both approaches 166 require O(n) operations; however the growth rate is 167 ≈ 3.6 ⋅ 10 −3 s/realization for the numerical solution, and 168 ≈ 2.8 ⋅ 10 −6 s/realization for the approximated solution, 169
meaning that simulating a series of size 10 5 requires ≈ 360 s 170 and ≈ 0.28 s, respectively (see fig. 2 ).
171
Simulation of binary signals with exponentially 172 and power-law decaying ACF, and extension to 173 cyclo-stationary processes. -The performance of 174 BetaBit is tested by generating binary sequences with 175 ACF corresponding to two widely used stationary pro-176 cesses, i.e. the Hurst-Kolmogorov (HK) and the Markov 177 process. The former, also known as fractional Gaussian 178 noise, is characterized by the following ACF
which exhibits a power-law decay ρ X (τ ) ∝ τ 2H−2 . For 180 0.5 < H < 1 the process is positively correlated and exhibits 181 long-range dependence, while it reduces to white noise for 182 H = 0.5. As a second example, we consider a process with 183 short-range Markovian dependence, which is characterized 184 by exponentially decaying ACF of the form
where 1 γ is the correlation radius and 
216
Even though our algorithm is devised to simulate binary 217 sequences with ACF corresponding to that of stationary 218 processes, seasonal patterns characterizing the occurrence 219 of many geophysical variables, such as rainfall, stream flow 220 and sea waves [3, 36, 37] , can be incorporated in BetaBit 221 in order to obtain cyclo-stationary binary signals. This 222 can be done by stratifying data on a monthly or seasonal 223 basis, then estimating the empirical ACF and/or the re-224 quired parameters of the theoretical models for each sub-225 set, and finally merging the simulated series correspond-226 ing to each month or season. Alternatively, if the seasonal 227 variation is mainly related to a cyclic behavior of the rate 228 of occurrence (e.g., less rainfall events in summer than in 229 winter), then seasonal fluctuations of p can be introduced 230 by means of a periodic function reproducing the differ-231 ent rate of occurrence corresponding to each season in the 232 same spirit of other generators of point processes, such as 233 the integrate-and-fire method [38] . Both methods yield 234 non-homogenous persistent point processes. The former 235 approach allows for the seasonal variation of both p and 236 ACF parameters. The latter implies seasonal variation 237 of p but constant ACF parameters, and its rationale is 238 similar to that of ARMA modeling of deseasonalized time 239 series.
240
For the sake of illustration, we show an example of 241 application of the second method as a proof of concept. 242 Fig. 5 shows the average ACFs (over 5000 sequences of size 243 10 ⋅ 365) and some sequences generated by using a time-244 varying p with average valuep = 0.2 and sinusoidal fluctua-245 tion p(t) = 0.19 sin(2πt 365)+0.2 with period equal to 365. 246 The sequence of values yielded by function p(t) is used in 247 the dichotomization in eq. 2, where {y} are sequences cor-248 responding to Markov processes with ρ 1 ∈ 0.5, 0.8, 0.95 . (binary) data such as timings of climatic extreme events 285 or neuronal spikes in neurosciences [23, 39] . On the other 286 hand, parametric models can be used for prediction, sen-287 sitivity analysis, or as a part for more general models [40] . 288 The dependence structure of the rainfall occurrence pro-289 cess appears to be non-Markovian [1] , and the reproduc-290 tion of the observed rate of occurrence, p, is fundamental 291 to set up, for instance, occurrence modules of rainfall mod-292 els used in hydrological studies [40] . We consider a rainfall 293 time series recorded in Gubbio (central Italy) at 30-minute 294 temporal resolution from 1995 to 2001 extracted from a 295 wider data set of 35 time series previously studied [41, 42] . 296 In order to have a homogenous sequence free of seasonal 297 fluctuations, we focused on October data (similar results 298 can be obtained for the other months). Figures 6(a)-(b) 299 show the time series of rainfall depth and rainfall occur-300 rence. The estimated rate of occurrence isp = 0.05. The 301 empirical ACF was computed on the merged sample com-302 prising October records for the years 1995-2001, taking 303 care of removing the cross-products of lagged observations, 304 x j and x j+τ , not belonging to the same year [43] . The oc-305 currence process was modeled by an ARMA(2,4) depen-306 dence structure resulting from a model selection procedure 307 based on the Akaike information criterion [44] . ARMA 308 binary sequences are compared with surrogate series pre-309 serving the empirical ACF. The two example time series 310 in figs. 6(c)-(d) show that both ARMA and surrogate bi-311 nary sequences resemble the observed occurrences quite 312 closely, mimicking the typical clustering behavior of rain-313 fall events. Figure 6 (e) compares the empirical ACF of the 314 observed process with the average ACF computed from 315 the ACFs of 1000 simulated sequences, with length equal 316 to the one of the observed time series. The 95% confi-317 dence bands of the ACF show that the observed ACF is 318 close to the ARMA structure for the first 25 lags, while 319 the model tends to slightly underestimate the observed 320 ACF for larger lags. However, the aim is not to suggest 321 a highly-parameterized ARMA dependence structure for 322 rainfall intermittency, but to show the ability of BetaBit to 323 reproduce a variety of ACF models. The comparison be-324 tween the observed ACF and the average and the 95% con-325 fidence bands of the ACFs resulting from 1000 surrogate 326 series ( fig. 6(f) ) confirms that BetaBit easily generates ac-327 curate surrogate series preserving on average the observed 328 ACF with limited variability around the expected pattern. 329 The study of the occurrence of the NAO strong pos-330 itive phases is of interest because they tend to be as-331 sociated with above-normal temperatures in the eastern 332 United States and across northern Europe and below-333 normal temperatures in Greenland and often across south-334 ern Europe and the Middle East. They are also associated 335 with above-normal precipitation over northern Europe and 336 Scandinavia and below-normal precipitation over south-337 ern and central Europe [45] . Since this behavior is most 338 pronounced during winter, we focused on NAO data from 339 December to March [45, 46] . Serinaldi and Lombardo [16] in the 360 spirit of Macke et al. [23] . It relies on the relationship 361 between the correlation coefficient of auxiliary bivariate 362 Gaussian processes and that of the target bivariate binary 363 processes. In particular, we introduce an analytical ap-364 proximation of such a relationship to avoid its inversion 365 via numerical solvers, and allow for a faster simulation. 366 The methodology is fully general and enables the use of 367 desired autocorrelation structure under minimal assump-368 tions. Such a flexibility was tested by simulating sequences 369 from models with exponentially and power-law decaying 370 autocorrelation, and surrogate data preserving the empir-371 ical correlation structure. The former are useful for pre-372 diction, sensitivity analysis, or as a part for more general 373 models, while the latter for exploratory purposes. We also 374 provided a preliminary discussion of possible extension of 375 BetaBit to simulate cyclo-stationary processes with peri-376 odic fluctuations of the rate of occurrence p.
377
The application to real world data describing rainfall 378 intermittency and the occurrence of strong phases of the 379 NAO index showed that BetaBit reproduces the typical 380 clustering behavior exhibited by rainfall or other geophys-381 
