Abstract. We study the two-species Product Vacua and Boundary States (PVBS) models on the integer lattice Z d and prove the existence and nonexistence of a spectral gap for all choices of parameters. The PVBS models are spin-1 quantum spin systems which are translation-invariant, frustrationfree, and composed of nearest-neighbor non-commuting interactions with both an exclusion property and an interchange interaction between particle species. These models serve as possible representatives of families of automorphically equivalent gapped quantum spin-1 systems on Z d . The main result is that the two-species PVBS Hamiltonians have a positive spectral gap when gapped on both of the single-species subspaces and are gapless if gapless on either singlespecies subspace. The addition of a new particle species does not create any new gapless phases.
Introduction
The existence of a spectral gap is a crucial property in describing the behavior of low temperature quantum spin systems. The spectral gap is the distance between the bottom and the rest of the spectrum of the Hamiltonian operator in the description the system: if the distance is positive, we say the system is gapped; if it is zero, we say the system is gapless. Transitions between gapped and gapless cases due to changes in the parameters of the model are called 'quantum phase transitions' because they indicate a stark change in the behavior of the system. If there is a positive spectral gap above the ground state space, techniques developed in [2-4, 20, 32] establish that these systems exhibit exponential decay of correlations [17, 22] . These systems also exhibit area laws for their entropy in one dimension [5, 21] among other properties. The existence of a uniform spectral gap along the required path of Hamiltonians is a sufficient condition for quantum computation using adiabatic evolution [16, 24, 34] . If there is no spectral gap above the ground state, then many of these properties may fail [10, 19, 23, 29] .
Methods for determining and bounding spectral gaps from below for a quantum spin system are largely inspired by the AKLT model [1] . The method introduced in [27] and improved in [18] bounds the spectral gap for a spin chain with periodic boundary conditions when the spectral gaps on subsystems satisfy certain bounds. Recently, this method has been extended to higher dimensional systems with boundary [28] . In contrast, the key condition to apply the 'martingale method' [31] depends on the finite volume ground state projections rather than a condition on local spectral gaps. Recently, the method of [31] has been better adapted for higher dimensional systems [25] . Both methods were used to classify the gapped and gapless phases for a family of spin-1/2 systems on spin chains of Z [11] .
For systems on Z d , there cannot exist a general criterion for proving the existence of a spectral gap from the description of the system on finite volumes [14] . That is, the existence of a spectral gap is 'undecidable' from the local descriptions and may unexpectedly open or close for a given family of local interactions along a given sequence of finite volumes. Gapped systems require careful construction: Hamiltonians with randomly distributed local interactions are almost surely gapless under mild assumptions [30] .
Under these constraints, a natural goal is to find families of models for which we can determine the existence of a spectral gap and find methods to connect them by automorphic equivalence [7] to larger families of quantum spin systems. Simplified models such as the toric code model [26] , deformations of symmetry-protected systems [12, 13] , and systems described using matrix product states (MPS) and product entangled pair states (PEPS) [33] have proven fruitful in exploring gapped quantum systems and shedding light on unexpected properties including topological order.
The Product Vacua and Boundary States (PVBS) models are a family of quantum spin systems which are translation-invariant, frustration-free, and composed of nearest-neighbor non-commuting interactions with an exactly formulated ground state space. In [8] , the authors described the gapped and gapless phases of the PVBS model on the infinite chain and half-chains using a Matrix Product State (MPS) representation. They demonstrated that a subfamily of these models were automorphically equivalent to the AKLT model and conjectured the PVBS models could serve as representatives for classifying equivalence classes of gapped quantum spin systems. The PVBS models on subsets of Z d were introduced in [6] as a step towards potentially proving spectral gaps for higher dimensional AKLT and related models. The spectral properties in the single-species (spin-1/2) version were explored using the martingale method. These models had the peculiar property due to higher dimensional support on Z d : PVBS models which were gapped on Z d may be gapless when restricted to a specific half-space. In [9] , this discrepancy was resolved and the gapped and gapless ground states of the single-species PVBS model were determined on Z d and its half-spaces. The goal of this paper is to extend the results of [9] to understand the spectral properties of the two-species (spin-1) PVBS model on Z d and explore the possibility of new gapless phases due to interspecies interactions. These models can be viewed as families of interacting particle systems of two distinct species (with exclusion) occupying sites on the lattice. The main result of this paper is that a two-species PVBS Hamiltonian on Z d is gapped if and only if it is gapped on both singlespecies subspaces. The proof applies the martingale method [31] to appropriate sequences of volumes; the main technical work is verifying that the ground state spaces satisfy the conditions of the method. This result demonstrates that the introduction of a new particle species does not create new gapless states with both particle species present. While this suggests that the two-species model is embedded in an independent product of two single-species models, this embedding is not readily apparent. Conversely, if the Hamiltonian on Z d restricted to either single species subspace is gapless, then the two-species model is gapless as well because the system restricted to either species is equivalent to a single species PVBS model. This suggests that a similar result should hold for PVBS models of any finite number of species and thus any spin number. The paper is structured as follows. The model and ground state space are introduced in section 2. The main result is stated and proven in section 3. The finite volume ground state space proofs are in section 4. The technical calculations needed to apply the martingale method are in section 5.
Product Vacua with Boundary State Models and Ground State Spaces
2.1. Finite Volume Model. Let Λ be a bounded subset of Z d . At each site x ∈ Λ, we define the single-site Hilbert space C 3 x with orthonormal basis {|0 x , |a x , |b x }. These vectors correspond to the site x being occupied by no particle, a particle of species a, and a particle of species b, respectively. The species exhibit an exclusion property where only one particle may occupy a given site. We define the finite volume Hilbert space to be H Λ := ⊗ x∈Λ C 3 . An orthonormal basis can be indexed by disjoint subsets A and B of Λ where corresponding orthonormal vectors have the form
where A is the set the sites occupied by a particle of species a and B is the set the sites occupied by a particle of species b. For all other sites, the site is unoccupied; to abbreviate notation the vacuum state |0 is dropped. The subspace with |B| = 0 is the a-particle subspace and is unitarily-equivalent to a single-species PVBS Hilbert space on Λ; the b-particle subspace is similarly defined by |A| = 0.
The two-species PVBS Hamiltonians are indexed by the parameter vectors
where the subscripts denote the associated particle species and the coordinate directions on Z d , respectively. Without loss of generality, we may assume the λ s,j are strictly positive for s = a, b and for j = 1, . . . , d. In the case that the parameters are non-zero complex numbers, the model is unitarily equivalent to a model with positive parameters equal to the modulus of the complex parameter.
We impart a graph structure to Z d by connecting each pair of sites x and x + e j by an edge where e j is the standard basis vector in j-th coordinate direction of Z d . To each edge x, x + e j , we define the following edge projection on the subspace of C
where |s, s ′ denotes |s x ⊗ |s
x+ej . The first and second terms effectively 'hop' the a particles and b particles, respectively; the third term interchanges neighboring particles of different species; the final two terms repel particles of the same species. These edge projections preserve the number and species of particles occupying either x or x + e j . The finite-volume Hamiltonian on Λ is the sum of these edge projections
where each edge projection is extended by the identity operator on H Λ\{x,x+ej } . This Hamiltonian preserves the number of each species of particle in H Λ . The restriction of this Hamiltonian to the set of vectors with only one particle species s is equivalent to the single-species PVBS Hamiltonian with log λ = log λ s .
The ground state space of h x,x+ej in C
x+ej is four dimensional and spanned by
The finite volume PVBS Hamiltonian ground state space is spanned by four corresponding vectors. Each are in the ground state space for all edge projections h x,x+ej and therefore, H Λ is frustration-free.
Theorem 1 (Two-species Finite Volume Ground State Space of H Λ ). For finite and connected Λ ⊂ Z d and any choice of positive parameters λ s (j), s = a, b; j = 1, . . . , d, the ground state space of the associated PVBS Hamiltonian H Λ is fourdimensional and spanned by the orthonormal set:
and |s x for s = a, b and |a x ⊗ |b y are extended by |0 to the rest of Λ.
The single-species ground state vectors Ψ a and Ψ b are exactly the ground states for the single-species PVBS Hamiltonian of the corresponding particle species. The two-species ground state vector is not simply a product of the two single-species ground states due to the exclusion property between the particle species. Consequently, the normalization constant for the ab ground state is not the product of the normalization constants for the ground states for each particle species. It is bounded above by the product, C(Λ, ab) < C(Λ, a)C(Λ, b), where the difference is exactly the diagonal term
The proof of Theorem 1 follows a similar argument as the proof from proposition 2.1 in [6] and is presented in section 5. For both parameter vectors associated to species a and b, we define the logarithm vector of them coordinate-wise: log λ s := (log λ s,1 , log λ s,2 , . . . , log λ s,d ) (11) so that λ x s = exp(x · log λ s ). This will be used simplify bounds for separate cases by the same expression. Heuristically, the probability of finding the particle species s at site x in the associated (non-vacuum) finite volume ground states is proportional to exp(2x · log λ s ). We may interpret log λ s as the energetically favored direction for particle type s.
Infinite Volume Model.
The infinite volume PVBS model is defined on connected infinite subsets Γ ⊆ Z d using the Gelfand-Naimark-Segal (GNS) construction. For increasing and absorbing sequences of finite volumes Λ n which converge to Γ, define A Λn to be the algebra of bounded operators on H Λn . These algebras may be embedded into algebras on larger finite volumes by extending elements in the algebra on the smaller volume by identity on the rest of the larger volume. The algebra of local observables on Γ is denoted A Γ loc and defined as (12) A
The operator norm is well-defined on this algebra; we define the algebra of quasilocal observables A Γ loc as the norm-closure of the local observables on Γ. The infinite volume ground states are easily classified for the infinite volume twospecies PVBS models. The finite volume vacuum states are defined by ω acting on the algebra of local observables on A Λn . These finite volume vacuum states weakly converge to the unique infinite volume vacuum state ω Γ 0 (·) on A Γ loc independent of the choice of increasing and absorbing sequence Λ n . With respect to its Gelfand-Naimark-Segal(GNS) representation (π :
where each of these are well-defined in the infinite volume vacuum GNS space and are orthogonal to each other and the infinite vacuum vector. Each of these states is in the kernel every edge projection π Γ 0 (h x,x+ej ) and thus the PVBS Hamiltonians on the infinite volume are frustration-free. The convergence of finite volume ground states to either its corresponding infinite volume ground state or the infinite volume vacuum state state is summarized by the following theorem.
Theorem 2 (Infinite Volume Ground States). Let Γ be an connected infinite lattice and let Λ n be a sequence of increasing and absorbing finite connected volumes converging to Γ. In the weak- * topology,
In essence, this theorem states a non-vacuum ground state exists in the infinite volume if the probability of finding the associated particle at any specific site x in the one-or two-particle finite volume ground states, λ 2x s /C(Λ n , s) or λ 2x s /C(Λ n , ab), is strictly positive in the infinite volume limit. If the probability goes to zero in the limit, then the infinite volume ground states are indistinguishable from the infinite volume vacuum state.
The proof follows exactly from the structure of the proof of proposition 2.2 in [6] for the single species ground states. The two particle ground state does not add any complications to the proof except for the following convergence argument. If both C(Λ n , a) and C(Λ n , b) converge, C(Λ n , ab) also converges because it is bounded above by the product C(Λ n , a)C(Λ n , b). If either C(Λ n , a) or C(Λ n , b) diverge, then C(Λ n , ab) also diverges: if C(Λ n , a) diverges (without loss of generality), then for any x ∈ Λ 1 ⊆ Λ n , C(Λ n , ab) > C(Λ n \{x}, a)λ 2x b which diverges as well.
The convergence or divergence of the normalization constants in a given infinite volume Γ is determined by the vector log λ s . If there is a infinite ray {t v : t ∈ N} 1 contained in Γ such that log λ s · v ≥ 0, then the sequence of normalization constants will diverge. This follows from the fact that the sequence of normalization constants is bounded below by the sum along the rays: 
and ω s (·) is another infinite volume ground state. The particle in such a state is localized at the corner of the volume (1, 1, . . . , 1) and the probability of finding it elsewhere in N d decays exponentially in the distance from that point. Note that these ground states are in H decay exponentially on all rays, there will also be a two-particle ground state.
Spectral Gap Theorems
The main result is determining the existence or non-existence of a spectral gap above the ground state for all two-species PVBS models defined on Z d . We define the spectral gap of a Hamiltonian H with H ≥ 0 and 0 in its spectrum as the quantity
when it exists and zero when the set on the right side is empty. We say an operator is gapped if γ(H) > 0 and gapless if γ(H) = 0. We simplify notation by denoting γ(H Λ ) as γ(Λ) and γ(H Γ ) as γ(Γ). The existence of a spectral gap is determined by a simple geometric condition on the log λ s vectors. This condition states that if each particle species has a energetically-favored direction, that is, each log λ s is a non-zero vector, then the associated two-species Hamiltonian is gapped. If either particle species has no favored direction, then the associated single-species Hamiltonian is gapless and the two-species Hamiltonian is gapless as well. This result shows the interactions between different particle species do not affect the existence of a spectral gap. Though the spectral behavior suggests that the system may be embedded into an independent product of two single-species systems, there appears to be no simple embedding. In the author's attempts to do so, either the dimension of the ground state space increased which complicates the calculations in section 5 or the terms added in the independent product of two single-species systems to prevent new ground states act non-trivially on the embedded PVBS space. The proof for cases where H Z d is gapless follows directly from the results in [9] .
Proof of Gapless Cases: if either log λ a = 0 or log λ b = 0, the Hamiltonian restricted to the subspace of only a-species particles or b-species particles, respectively, acts as the single species Hamiltonian on that subspace. If log λ s = 0, the single species Hamiltonian is gapless [9] . Therefore, the two species Hamiltonian is gapless as well.
The argument for gapless cases can be directly argued as follows. Suppose without loss of generality that log λ a = 0. It follows that λ 
The only infinite volume ground state is the vacuum state; so this state is orthogonal to the ground state space of H 
Λ L , the vectorΨ a is in the kernel of the corresponding projection as a single particle ground state; for edges in Z d \Λ L , the vectorΨ a is in the kernel of the corresponding projection as the vacuum ground state.) We denote the set of sites in Λ L adjacent to its exterior as ∂Λ L . Each positive contribution is bounded above by the operator norm on projections, 1, times the coefficient squared of the term with a particle at site x ∈ ∂Λ L , λ 
This bounds the spectral gap for all L and thus the PVBS Hamiltonian on Z d is gapless.
The proof of a positive spectral gap for H Z d is quite difficult and the majority of the technical work in this paper. Section 4 contains the proof for the gapped cases. Section 6 contains the proof of the main technical lemmas needed for the result.
The results on the spectral gap properties for two-species PVBS models on Z d should extend to other infinite subsets Γ of Z d . For convex volumes bounded by hyperplanes, we need an extra condition: the log λ s vectors cannot be the outward normal of a hyperplane boundary of Γ. Consider half-spaces
In [9] , the singlespecies PVBS model on such half-spaces are gapless if the log λ vector pointed in the outward normal direction of Γ m (that is, a negative scalar multiple of m) and gapped otherwise. The proof of gapless cases follows from the energy for a sequence of finite-volume single particle ground states Ψ Λ l pressed up against the boundary. In the infinite volume, these states are orthogonal to the unique vacuum ground state and has energy of the order O(L −1 ) where L was the linear length of the volume in each direction. In Figure 1 , a single particle ground state is supported on the parallelogram Λ L . The terms which contribute positive energy are the edge projections connecting Λ L to its exterior; we denote the sites in Λ L connected to the exterior by an edge as ∂Λ L . The terms with a particle at site x have magnitude exp[2 log λx] and decay exponentially in their distance from the boundary. The gap is bounded above by
The key to the above bound is that λ 2x a is maximized across the entire boundary
terms in the numerator and L d−1 terms in the denominator. This bound holds for all planes of the form m · x = constant except m · x = L where all terms are exponentially small in L and thus neglible. The bound over each plane exponentially decay and the overall bound follows. Therefore, the associated Hamiltonian H Γ m is gapless. For half-spaces, if either log λ a or log λ b point in the outward normal direction of Γ m , the two-species PVBS model is gapless, i.e. γ(H Γ m ) = 0. On the other hand, extending the proofs for gapped cases on Z d to other infinite volumes such as half-spaces is much more difficult. The key to all these proofs is to find an appropriate sequence of volumes for which the normalization constants have a product (non-trivial) geometric sum structure. In [9] , these volumes were enclosed by hyperplanes so the single particle normalization constants have the form
where allλ s,j = 1. This requires the volumes to satisfy two conditions. First, λ x s must be maximized in the corner of the volume and not along an edge or a boundary face of the volume. This requires that logλ s essentially point towards a corner of the volume. Second, the volume needs to line up with Z d to make calculating these products of sums tractable. The proof for the single-species case required a long list of cases due to the difficulty in finding appropriate volumes which included parallelograms, trapezoids, and their higher dimensional analogues. The corresponding proof for the two-species PVBS Hamiltonian is omitted to avoid
An edge between a site on the boundary of Λ L and a site outside of Λ L indicates a nearest neighbor interaction that contributes nonzero energy to Ψ L H Γ Ψ L . Here m = (1, 1) and log λ = (−c, −c) for some c > 0. a longer list of cases due to the second parameter vector. These proofs should extend to half-spaces where the log s λ for s = a, b are non-zero and are not the outward normal to the half-space. In such cases, the volumes can be constructed in a similar manner to [9] so the normalization constants for each particle species has a geometric sum structure. For infinite volumes bounded by a set of hyperplanes, such as N d , the condition that log λ s should not be pointing in an outward normal should be sufficient to prove a spectral gap. It is not clear at this point if these method extends to more exotic volumes bounded by something other than hyperplanes such as a curved surfaces, though the method presented in [25] may provide a more robust method in these cases.
Proof of Existence of Spectral Gap for Z d
Fix log λ a = 0 and log λ b = 0. We prove that H Z d is gapped by finding a sequence of bounded, connected, and absorbing finite subvolumes Λ L converging to
such that the spectral gap of H ΛL is bounded below by a positive constant independent of L. The following theorem concludes this bound is also a lower bound on the spectral gap of the infinite-volume Hamiltonian H
Theorem 4. [15] Let H
Γ be the GNS Hamiltonian associated with the connected infinite volume Γ with spectral gap γ(Γ). Then for any sequence of increasing and absorbing finite volumes Λ L ր Γ,
where γ(Λ L ) is the spectral gap of the frustration-free Hamiltonian H ΛL .
To estimate finite volume gaps, we apply the martingale method. It provides conditions under which the spectral gap for a frustration-free Hamiltonian on a finite volume Λ can be bounded below by a fraction of the spectral gap of subvolumes.
Theorem 5 (Martingale Method, [31] ). For a finite volume Λ and frustration-free non-negative definite Hamiltonian H Λ , let Λ n be a finite sequence of volumes with Λ 0 = ∅ and Λ n ր Λ L = Λ such that the following three conditions hold for the local Hamiltonians for the some ℓ ≥ 2:
where G Λ is the orthogonal projection onto
and n ℓ such that n ℓ ≤ n ≤ N − 1
A sequence of finite volumes which satisfy the three conditions in the martingale method are defined by d pairs of parallel hyperplanes which form the boundaries. Each hyperplane is defined in R d by the equation n · x = constant. To simplify the construction, the normal vectors n will be chosen to be two designated vectors v and w and the standard basis vectors e j . We choose v and w so normalization constants for each particle species are products of nontrivial geometric series in terms of the parameters λ s,j .
As a necessary condition for the operator to be gapped, at least one λ a,j and one λ b,k are not equal to one. It is either the case that this holds for a shared coordinate direction or the case that for each coordinate direction j = 1, . . . , d, λ a,j = 1 and λ b,j = 1 or vice-versa.
Case 1: There exists a j ∈ {1, . . . , d} such that λ a,j = 1 and λ b,j = 1. We permute coordinate indices so λ a,1 = 1 and λ b,1 = 1. We introduce the vector
and let w = e 2 . The other hyperplanes are given by
The bounds on v · x can be expressed as bounds on x 1 :
The normalization constants have the following product geometric sum structure for both s = a, b:
This calculation shows that every sum over points in Λ L with respect to the parameters λ s,j is equivalent to a sum over points in the box [0,
with respect toλ s,j . By the choice of volume, eachλ s,j = 1 so each sum in the product is a nontrivial geometric sum. Case 2: There does not exist a j ∈ {1, . . . , d} such that both λ a,j = 1 and λ b,j = 1. By condition of Theorem 3, at least one λ a,j and one λ b,k are not equal to one. We permute coordinate indices so λ a,1 = 1, λ b,2 = 1, and λ a,2 = λ b,1 = 1. We introduce the vectors
We defineλ
We partition Λ L into two sets: E := {x ∈ Λ L : x 1 + x 2 is even} and E ′ := {x ∈ Λ L : x 1 + x 2 is odd}. By the choice of v and w, E is the set of points where v · x and w · x are integer-valued; E ′ is the set of points where they take half-integer values.
Moreover, the set E ′ is E translated by e 2 . We calculate C(Λ L , s) by summing over all points in E:
We introduce coordinates z 1 := (x 1 + x 2 )/2 and z 2 := (−x 1 + x 2 )/2 and note x 1 = z 1 − z 2 and x 2 = z 1 + z 2 . The parameters λ s,1 and λ s,2 associated with the x 1 and x 2 are equal to the parametersλ s,1 andλ s,2 associated with the z 1 and z 2 :
The bounds on v · x and w · x can be rewritten as bounds on z 1 and z 2 over E:
where z 1 and z 2 take integer values in E so the 1/2 term may be replaced by 1 in the upper bounds. Let z
These sum from 0 to L j in any sum over E. The single-species normalization constants have the following product structure for s = a, b:
and it follows that
For both cases, these volumes are parallelepipeds where the intersection of the volumes with any cross-section parallel to the (x 1 , x 2 ) plane is a rectangle in the first case and diamond-shaped in the second case. In both cases, the normalization constants have a product geometric sum structure
We will apply the martingale method d times, one for each coordinate direction, to volumes of the form
where n appears in the j-th coordinate. We apply the martingale method d times from j = d to j = 1, each time to the sequence of volumes {Λ (j) n } L n=ℓ . As a necessary condition, L ≥ ℓ, where ℓ must be an integer greater than two such that:
(1) ℓ ≥ max{v s (j) + 1 : for s = a, b, and j = 3, . . . , d} (2) for both s = a, b, and all j = 1, . . . , d,
and let
which is less than 1/ √ ℓ by choice of ℓ. Note ℓ − 2 ≥ 1/| logλ s,j | for all s and j. For the j-th application of the martingale method, the conditions of the martingale method are satisfied as follows. Condition (i) of the martingale method is satisfied by d ℓ = ℓ by the following argument. Each edge x, x + e k appears in at
n−ℓ since these volumes are translations of one another in the j-th coordinate direction. The corresponding edge projections h x,x+ej in the inequality 20 appear at most ℓ times on the left side of inequality and d ℓ times on the right side. Since all the terms are projections and thus non-negative definite, the inequality
Condition (ii) of the martingale method is satisfied for
n−ℓ is a translation of Λ Lemma 1 (Two-species Projection Bound). Let G Λ be the projection onto the ground state space of
. Supposeλ s,j is not equal to one for s = a, b and for
The proof of this lemma is section 5. By choice of ℓ, we have
and condition (iii) of the martingale method is satisfied. With the conditions of the martingale method satisfied, the spectral gap
By the definition of the volumes, we have
. Substituting the spectral gap bounds for each coordinate directions, we have
. . .
This last bound is strictly positive and independent of L. By translational invariance, this bound also holds for the PVBS Hamiltonian defined over the volume
Ground State Space Proofs
Structure of Finite Volume Ground State Space. : The proof follows the structure of the proof of proposition 2.1 in [6] .
Let Λ be a bounded, connected, finite subset of Z d . The ground state space is the kernel of H Λ because it is the sum of non-negative edge projections. A vector is in the kernel of H Λ if and only if it is in the kernel of h x,x+ej for every edge x, x+ e j in Λ. The ground state space can be decomposed into subspaces where the number a and b species particles are fixed since the Hamiltonian preserves those numbers.
(i) The subspace with no particles is spanned by the finite volume vacuum state Ψ Λ 0 . Each edge operator h x,x+ej sends this vector to zero. Therefore, it is in the ground state space.
(ii) The subspace with exactly one particle of one species and no particle of the other species is unitarily equivalent to the single-species ground state; the proof from [6] is repeated for presentation.
Consider the subspace with only one particle of either species and none of the other. Without loss of generality, suppose it is species a. This subspace of the Hilbert space is spanned by vectors of the form Ψ = x∈Λ c x |a x For each edge x, x + e j in Λ, Ψ is in the kernel of the edge projection if and only if the two terms c x |a x + c x+ej |a x+ej , i.e. c x |a, 0 + c x+ej |0, a , is a constant multiple of |a, 0 + λ a,j |0, a . This holds if and only if
Suppose c x is determined at a specified x. For any other x ′ ∈ Λ, there exists a path of adjacent vertices p 0 , p 1 , . . . , p T −1 , p T that connects x to x ′ in Λ with x = p 0 and x ′ = p T . Equation (31) holds for each edge connecting adjacent vertices p k−1 , p k :
where p k − p k−1 = ±e j for some coordinate direction j. Combining these equations along the path from x to x ′ , the value of c x ′ is determined by c x :
Therefore, the ground state space in the a-particle subspace is one dimensional. The normalized ground state vector in the a-particle subspace is Ψ (34) is satisfied for the edge that first has x ′ as an end, let x ′′ denote the other end. If not, let x ′′ = x ′ . We have
To satisfy equation (32) for the edge joining x ′ and x ′′ ,
Combining these equations, we have
and thus all c x ′ ,y ′ are determined by the value of c x,y . Therefore, there is the ground state space restricted to this is subspace is one dimensional and spanned by Ψ where A is the set of sites occupied by a particle of species a and B is the set of sites occupied by a particle of species b. The only vector Ψ in this subspace which are also in the ground state space is the zero vector, that is, c A,B is zero whenever |A| ≥ 2 or |B| ≥ 2.
Suppose that |A| ≥ 2 or |B| ≥ 2 and fix them. For each set with more than one element, there exist a pair of distinct points closest to each other in graph distance. We choose the pair of points closest to each other; without loss of generality, assume these points are x and x ′ in A. If x and x ′ are connected by an edge, then the term of Ψ corresponding to A, B can be rewritten as
The x, x ′ edge projection acts as identity on this term:
The vector Ψ is in the ground state space if and only if this term is zero, that is, c A,B = 0. If x and x ′ are not adjacent, there exists a path from x to x ′ , p 0 , p 1 , p 2 , . . . , p T . There is at most one y in B along this path by our assumption that x and x ′ are the closest pair of points which are occupied by the same particle species. We define a finite sequence of sets indexed from 0 to T − 1. Let A(0) := A, B(0) := B, and for j = 1, . . . , T − 1,
These sets track the locations of a and b particles as we apply the ground state conditions associated with the edges in the path. In essence, each edge projection effectively moves the a particle along the path and exchanges it with the b particle when it encounters it. If y is on the path at p k ′ , let y ′′ := p k ′ −1 ; otherwise, let y ′′ := y. For Ψ to be in the ground state space, the c A(k),B(k) must satisfy equations (32), (33) , and (34) . For the sequence of sets above, this requires
and combining these equations gives
The set A(T − 1) contains adjacent points p T −1 and x ′ . For Ψ to be in the ground state space, this c A(T −1),B(T −1) = 0 as before when x and x ′ were adjacent. It follows that c A,B = 0. The only solution for a vector with two or more particles of a single species is the zero vector. Therefore, there is no nonzero ground state vector in the subspace with two or more particles of a single species.
Proof of Lemma 1
This section proves Lemma (1) which is necessary to prove condition (3) of the martingale method. Restated, whenλ s (j) is not equal to one for s = a, b and C(Λ (j) n , s) is a product of geometric series ofλ s (j) and ℓ − 2 ≥ max{(logλ s,j ) −1 : s = a, b, j = 1, . . . , d}, then
where G Λ is the projection onto the ground state space in H Λ and E (j)
n+1 . This section is divided up as follows. In subsection 6.1, we prove ratios of normalization constants and diagonal terms are bounded or (nearly) exponentially small in ℓ and n. In subsection 6.2, we find an operator norm bound on
for the two-species PVBS model for general sequences of volumes {Λ} N n=0 . For each subspace, we apply the bounds in 6.1 to bound the operator norms on subspaces. The maximum of these operator norms obtains the bound above. (1) is proving that ratios of normalization constants over various subsets of Λ have either finite bounds or exponentially small bounds in ℓ or n.
Normalization Constant Ratio Bounds. An intermediate step to proving the bounds in Lemma
By construction, the C(Λ (j) n , s) have the form
where s = a or b, allλ s,j are positive and not equal to one, and κ = 1 or κ = (1+λ s (2) 2 ) ≥ 1, depending on the volume constructed. The κ does not meaningfully affect the bounds. The diagonal term D(Λ) := C(Λ, a)C(Λ, b) − C(Λ, ab) has a similar structure:
This structure also applies to Λ
The bounds that are exponential in ℓ can be expressed in a single form for both when λ s,j is greater than one and when it is less than one, we note if λ > 1, then log λ = | log λ| and it follows λ −ℓ = exp(−ℓ log λ) = exp(−ℓ| log λ|);
and if λ < 1, then log λ = −| log λ| and λ ℓ = exp(ℓ log λ) = exp(−ℓ| log λ|).
In both cases, the expression+ decays exponentially in ℓ.
m , s) have the product geometric sum structure described above. Suppose L ≥ ℓ ≥ 2, n ≥ 2 or n − m ≥ 2. If allλ s,k = 1 for all s = a, b and k = 1, . . . , d, then
which is greater than 1.
Remark: These bounds will applied to split C(Λ, ab) in the following forms:
the former for C(Λ, ab) which appear in numerators and latter for C(Λ, ab) which appear in the denominator.
Proof. The first bound follows from the fact that in
For the second bound, we decompose into a product of ratios of sums:
where L j = n − m and the extra κ in the denominator was dropped since it is greater than 1. We bound each of the ratios of geometric sums. We will use L k for L, n, or , ℓ. In all cases,
The cases applied toλ b,k generate the same bounds with b and a swapped. We may bound each of these by the minimum over a and b. The overall bound is the product of the coordinate wise bounds.
which is strictly less than 1. It follows:
Substitution ofc completes the proof.
Lemma 3 (Diagonal Bound). Suppose logλ a,j and logλ b,k have different signs, then for n > m,
Proof. Without loss of generality, suppose logλ a,j > 0 and logλ b,j < 0. We bound the ratio above by the ratio of sums in the x j directionby noting that the product of sums in other directions are all bounded above by 1.
We substitute n ′ = n − m and note that the sum
Case 1:λ a,jλb,j ≥ 1.
The bounds for cases whereλ aλb = 1 can be improved to purely exponential bounds. The uniformity of bounds in all cases is to decrease the number of cases in later proofs. If logλ a and logλ b point in opposite directions, then logλ a,j logλ b,j = 1 and the upper bound in 3 will appear no matter the choice of volumes.
The following lemmas show that various ratios of normalization constants are bounded or exponentially small in ℓ or n when logλ s,j = 0.
Lemma 4 (Ratio Lemma
since the latter is the sum of positive terms including those in the former. Note that the κ cancel in all the ratios as well. Thus, inequalities 4R2, 4R4, 4L1, and 4L4 hold.
The other bounds follow from the ratio of the geometric sums in the x j direction because the other geometric sums cancel out in the ratios. Forλ s,j > 1, inequality 4R1 follows from the following bound: 
n , s) ≥ 1:
Operator Norm Bound. The third condition of the martingale method requires a specific bound on the operator norm of the product of the projections G
n+1−ℓ and E n . This can be thought of as the norm of G
n+1 . We will drop the (j) from the Λ notation. Suppose there is ℓ ≥ 2 such that Λ n+1 \Λ n+1−ℓ are connected for n ≥ ℓ. Vectors Ψ in E n H n+1 project into the ground state space of H Λn and are orthogonal to the ground state space of H Λn+1 . Define ∂Λ n := Λ n+1 \Λ n . The Ψ in the ground state space of H Λn have the general form:
which is a linear combination of the tensor product of each of the four ground states of H Λn with general vectors in H ∂Λn . The coefficients of the form c α,β (z) correspond to the basis vectors that have the ground state associated with particle species α in Λ n and particles β at corresponding positions z in ∂Λ n . Whenever β = 0, there are particles in ∂Λ n and the corresponding terms are summed over ∂Λ n either single or double sum with exclusion. As a convention, x will refer to the position of particle a and y to the position of particle b.
Additionally, Ψ must be orthogonal to the ground state space of H Λn+1 . The vector Ψ is orthogonal to the vacuum ground state when c 0,
Similarly,
Notation note: we will drop the inputs (x), (y), and (x, y) as well as the subscripts from the sums: sums of c * ,a are over x ∈ ∂Λ n ; sums of c * ,b are over y ∈ ∂Λ n ; and sums of c * ,ab are over x, y ∈ ∂Λ n , x = y.
The projection G Λn+1\Λ n+1−ℓ is a sum of projections onto the ground states of Λ n+1 \Λ n+1−ℓ . The projection of Ψ onto the vacuum ground state of Λ n+1 \Λ n+1−ℓ is:
The projection of Ψ onto the a ground state of Λ n+1 \Λ n+1−ℓ is:
The projection of Ψ onto the b ground state of Λ n+1 \Λ n+1−ℓ is:
The projection of Ψ onto the ab ground state of Λ n+1 \Λ n+1−ℓ is:
We compute the value of G Λn+1\Λ n+1−ℓ Ψ 2 = G Λn+1\Λ n+1−ℓ Ψ G Λn+1\Λ n+1−ℓ Ψ using the orthogonality of the ground states:
We will decompose the sum of terms into terms associated with the projection onto subspaces separately. We apply the following inequalities which bound the ℓ 1 metric by the ℓ 2 metric in two and three dimensions, respectively and will appear in the following form:
as well as the Cauchy-Schwarz identity in the following form:
The norm-squared of projection onto space with only particles of species a is the same as the single particle PVBS model and was calculated in [9] .
where the term |c a,0 | 2 + |c 0,a | 2 + |c a,a | 2 is the norm of Ψ projected into the a particle subspace. Ifλ a,j > 1, the first ratio is bounded by e −2(ℓ−1)| logλa,j | by (4R1) and the second ratio is bounded by 1 by (4R2). Ifλ a,j < 1, then the first ratio is bounded by 1 by (4L1) and the second ratio is bounded by e −2(ℓ−1)| logλa,j | by (4L2). Therefore,
The operator norm squared of the projections is bounded above by e −2(ℓ−1)| logλa,j | when restricted the a-species only subspace. Similarly, the projection onto space with only particles of species b:
The operator norm squared of the projections is bounded above by e
when restricted the b-species only subspace. The norm squared of the projection of G Λn+1\Λ n+1−ℓ Ψ onto the space with three or more particles is
Applying the inequality |x+y| 2 ≤ 2|x| 2 +2|y| 2 as well as Cauchy-Schwarz inequality on | c * λ * | 2 : we calculate an upper bound
|c ab,ab | norm squared on the particle subspace with three or more particles:
where the terms |c ab,a | 2 + |c ab,b | 2 + |c a,ab | 2 + |c b,ab | 2 + |c ab,ab | 2 is the norm-squared of the projection of Ψ onto this subspace.
For the terms in subspace with exactly one of each particle species, the norm squared is:
We apply the orthogonality condition (44) on all terms of the form c ab,0 to obtain
and bound using |x + y + z| 2 ≤ 3(|x| 2 + |y| 2 + |z| 2 ):
We will bound the terms associated with c b,a first and obtain a bound on the c a,b by interchanging a and b. We rewrite the terms in the absolute value sign in the second line using
and in fourth line using We bound above using the above substitutions, expanding the squared terms using the bounds 45 and 46, the product bounds on C(Λ, ab), and the Cauchy-Schwarz inequality: 
We group ratios, cancel out terms, and bound ratios of terms not needed for later bound using Λ ′ ⊆ Λ ⇒ C(Λ ′ , s)/C(Λ, s) ≤ 1. The terms without D(Λ) (first, second, fourth, and fifth terms) can be bounded by a ratio of a normalization constants:
C(Λ n+1−ℓ , a) C(Λ n , a) C(Λ n+1 \Λ n , a) C(Λ n , a) .
which we will group together (and multiply byc ≥ 1 to have the same power of c). The third term will be left alone. The sixth and seventh terms require more care. We will use the bound Λ ⊇ Λ ′ ⇒ C(Λ, s) ≥ C(Λ ′ , s) in the denominator of the sixth term. For the seventh term, we will use the bound D(Λ n+1−ℓ ) ≤ C(Λ n+1−ℓ , a)C(Λ n+1−ℓ , b). These steps lead to the upper bound ≤ 3 |c b,a | 2 7c 3 C(Λ n+1−ℓ , a) C(Λ n , a) C(Λ n+1 \Λ n , a) C(Λ n , a) We use the ratio lemmas to show the above bound is nearly exponentially small in ℓ. The ratios of normalization constants in the first, second, and fourth terms are bounded above by C(Λ n+1−ℓ , a) C(Λ n , a) C(Λ n+1 \Λ n , a) C(Λ n , a) ≤ exp −2(ℓ − 2)| logλ a | (49) which follows from inspection by cases. Ifλ a > 1 the first ratio is bounded above by exp −2(ℓ − 1)| logλ a | 4R1 and the second by exp 2| logλ a | 4R3. Ifλ a < 1 the first ratio is bounded by one 4L1 and second by exp −2(n + 1)| logλ a | 4L3 and the bound follows because n ≥ ℓ .
The normalization constants in the third term are bounded above by 
To combine the bounds, we take the maximum of all the operator norm-squared projection bounds on each subspace which is 
