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Abstract—This paper introduces an add-on, supervisory
scheme, referred to as Action Governor (AG), for discrete-time
linear systems to enforce exclusion-zone avoidance require-
ments. It does so by monitoring, and minimally modifying when
necessary, the nominal control signal to a constraint-admissible
one. The AG operates based on set-theoretic techniques and
online optimization. This paper establishes its theoretical foun-
dation, discusses its computational realization, and uses two
simulation examples to illustrate its effectiveness.
I. INTRODUCTION
Many hard specifications for controlled dynamic systems
can be imposed in the form of pointwise-in-time state
and control constraints. For instance, such constraints can
represent variable bounds to ensure safe and efficient sys-
tem operation, actuator limits, as well as collision/obstacle
avoidance requirements. To address such constraints, one
route is to take them into account when (re-)designing the
controller, e.g., via correct-by-construction synthesis using
controlled invariant sets [1] or control Lyapunov/barrier func-
tions [2], [3], or via the model predictive control framework
[4], [5]. Another route is to augment a nominal controller
with constraint-handling capability via add-on, supervisory
schemes [6], [7], [8]. This second route may be preferable in
many practical circumstances. For instance, a well-designed,
legacy controller may already exist while new specifications
are imposed to the system. In this case, the second route can
preserve many performance characteristics of the legacy con-
troller, such as stability, frequency-domain responses, etc.,
and thus significantly reduce the tuning complexity compared
to re-designing the controller as in the first route [6].
The Reference Governor (RG) has been shown to be an ef-
fective scheme, along the second route, to manage pointwise-
in-time state and control constraints [6]. The RG monitors
and modifies the reference signal, which is typically an input
to the nominal controller and defines the control objective,
to enforce these constraints. Alternatively, supervision and
modification may also be done to the output of the nominal
controller, such as in the approaches of [7], [8].
In this paper, we propose a novel add-on, supervisory
scheme, referred to as Action Governor (AG), for discrete-
time linear systems to enforce pointwise-in-time constraints.
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Following the ideas of [7], [8], the AG enforces constraints
by monitoring, and minimally modifying when necessary, the
nominal control signal to a constraint-admissible one.
In particular, we focus on exclusion-zone avoidance re-
quirements, where the zone to avoid is modeled as a convex,
polytopic set in the state space. Note that in this case the
feasible region is in general non-convex. This differentiates
our problem setting from the ones treated in [7], [8]. The par-
ticular consideration for convex exclusion zones is motivated
by those obstacle avoidance scenarios frequently encountered
in mobile robot path planning problems [9], [10], [11] as well
as vehicle and pedestrian avoidance scenarios in autonomous
vehicle control problems [12].
The AG operation is based on set-theoretic techniques and
online optimization. Although there has been a rich litera-
ture on set-theoretic methods in control covering theoretical
properties, computational aspects and application scenarios,
most of previous works treated the case where the feasible
region is assumed to be compact and convex [13], [14], [15],
[16]. In contrast, the feasible region in our problem setting
is in general neither bounded nor convex.
Although the RG and our proposed AG are both
prediction-based supervisory schemes and non-convex con-
straints have also been considered within the RG framework
[17], [18], [19], our AG scheme has the following distin-
guishing features: 1) The AG modifies the output of the
nominal controller, whereas the RG modifies the reference
input to the controller. 2) Unlike the RG, the AG does not
restrict the signal modification over the prediction horizon
to a constant. A direct consequence is that the AG yields a
larger feasible set, leaving greater flexibility to control, and
thereby, can potentially achieve better control performance
(as illustrated by an example in Section IV). 3) The RG
typically assumes the closed-loop system (plant + controller)
to be linear + time-invariant (LTI), whereas the AG assumes
only the plant to be LTI, i.e., permitting the controller to
be nonlinear and evolving with time. This allows controller
variability, as well as online learning of the control policy,
without needing to redesign/retune the AG.
On the other hand, graph search-based, sampling-based,
and potential field-based approaches have been extensively
used in path planning for mobile robots with obstacle
avoidance requirements [9], [20]. The first two typically use
simplified kinematic models for motion prediction and leave
the control of system dynamics to a lower level. Although po-
tential field-based approaches can deal with dynamic models,
they do not easily lend themselves to theoretical guarantees.
In contrast, our AG approach handles dynamic models in the
form of discrete-time linear systems and provides theoretical
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safety guarantees under suitable assumptions.
In summary, the contributions of this paper include: 1) es-
tablishing the theoretical foundation of the AG scheme,
2) discussing its computational realization, including its
offline computational tasks and two online optimization
algorithms of different complexity, and 3) illustrating its
operation and effectiveness using an automotive and a mobile
robot related examples.
II. PROBLEM STATEMENT
In this paper, we consider a system represented by a
discrete-time linear model as follows:
x(k + 1) = f
(
x(k), u(k)
)
= Ax(k) +Bu(k), (1)
where x(k) ∈ Rn represents the system state at the discrete
time instant k ∈ Z≥0, and u(k) ∈ Rm represents the control
input. We assume that a nominal control policy φ has been
defined for the system (1),
uφ(k) = φ
(
x(k), r(k), k
)
, (2)
where r(k) ∈ Rp represents a reference signal determining
the control objective. The control policy φ may be nonlinear
and time-varying, which may be due to specific control
objectives such as state/control constraints, finite-time con-
vergence requirements, etc.
Furthermore, we assume that the system is subject to an
exclusion-zone avoidance requirement of the form
x(k) /∈ X0, ∀ k ∈ Z≥0. (3)
In particular, we assume X0 to be a convex, open and
polytopic set,
X0 =
{
x ∈ Rn : Gx < g}, (4)
where G ∈ Rng×n and g ∈ Rng . Note that the requirement
(3) can also be written as x(k) ∈ Rn \ X0, which, in the
case of X0 being convex, is in general non-convex.
The exclusion-zone avoidance requirement (3) may not
have been incorporated when defining the nominal control
policy (2). The objective of this paper is to develop a control
algorithm to enforce (3).
III. ACTION GOVERNOR
The solution that we propose is a supervisory scheme,
referred to as Action Governor (AG), which monitors and
minimally modifies, if necessary, the nominal control sig-
nal uφ(k) to enforce the exclusion-zone avoidance require-
ment (3).
In particular, the AG operates based on the following
constrained optimization problem:
u(k) = arg min
u∈U
‖u− uφ(k)‖2S , (5a)
subject to Ax(k) +Bu ∈ Xsafe, (5b)
where the set U ⊂ Rm represents the range of control
authority, the function ‖ · ‖S =
√
(·)>S(·) with S ∈ Rm×m
being positive-definite penalizes the difference between the
modified control signal u(k) and the nominal control signal
uφ(k), and Xsafe ⊂ Rn is a safe set which will be introduced
later. In particular, we assume U to be a convex, closed and
polytopic set as follows, which is a common assumption in
the control literature [4], [5], [6],
U =
{
u ∈ Rm : Hu ≤ h}, (6)
where H ∈ Rnh×m and h ∈ Rnh .
A. Safe Set and Unrecoverable Sets
To enforce both present and future safety, the safe set
Xsafe is characterized by the following requirements: For any
x(k) ∈ Xsafe, there exists u(k) ∈ U such that
1) The next state satisfies the exclusion-zone avoidance
requirement (3), i.e., x(k + 1) = Ax(k) +Bu(k) /∈ X0.
2) Future exclusion-zone avoidance is possible, i.e., given
x(k+ 1) = Ax(k) +Bu(k), there exists a control sequence
{u(k + 1), u(k + 2), . . . } ⊂ U such that {x(k + 2), x(k +
3), . . . } ∩X0 = ∅.
The explicit determination of Xsafe relies on the following
sequence of sets, referred to as unrecoverable sets, defined
sequentially as
Xk = X0 ∪
{
x ∈ Rn : for each u ∈ U ,Ax+Bu ∈ Xj
for some j = 0, . . . , k − 1}
=X0 ∪
{
x ∈ Rn : Ax+Bu ∈
k−1⋃
j=0
Xj , ∀u ∈ U
}
(7)
=X0 ∪
{
x ∈ Rn : Ax ∈
( k−1⋃
j=0
Xj
)
∼ BU
}
, k = 1, 2, . . .
where ∼ denotes the P(ontryagin)-difference operation be-
tween sets [13].
The sets Xk satisfy the following properties, which also
explain why they are called “unrecoverable sets”:
Proposition 1: If x(0) ∈ Xk, then for any sequence
{u(0), · · · , u(k− 1)} ∈ U × · · · ×U there exists 0 ≤ j ≤ k
such that x(j) ∈ X0.
Proof: The proof is by induction. For k = 1, x(0) ∈ X1
implies either x(0) ∈ X0 or x(1) = Ax(0) + Bu(0) ∈ X0
for any u(0) ∈ U . Suppose the statement has been proven for
Xj , 1 ≤ j ≤ k. For k+1, if x(0) ∈ Xk+1, then either x(0) ∈
X0 or for each u(0) ∈ U , x(1) = Ax(0) +Bu(0) ∈ Xj for
some 0 ≤ j ≤ k, which is by the definition of Xk+1. For
the latter, since x(1) ∈ Xj , by our induction hypothesis, for
any {u(1), · · · , u(j)} ∈ U × · · · ×U , there exists 0 ≤ i ≤ j
such that x(i + 1) ∈ X0. Thus, we have shown that for
any {u(0), u(1), · · · , u(k)} ∈ U ×U × · · · ×U , there exists
0 ≤ j′ = i+ 1 ≤ j + 1 ≤ k + 1 such that x(j′) ∈ X0. This
proves the statement for k + 1. 
Proposition 2: Let x(0) be given. If for any sequence
{u(0), · · · , u(k− 1)} ∈ U × · · · ×U there exists 0 ≤ j ≤ k
such that x(j) ∈ X0, then x(0) ∈ Xk.
Proof: The proof is by induction. For k = 1, x(0) ∈ X0
or x(1) = Ax(0) + Bu(0) ∈ X0 for any u(0) ∈ U implies
x(0) ∈ X1, which is by the definition of X1. Suppose the
statement has been proven for k. For k + 1, if x(0) ∈ X0,
then x(0) ∈ Xk+1, which follows from the fact that X0 ⊂
Xk+1. Otherwise, fix an arbitrary u(0) ∈ U and let x(1) =
Ax(0) +Bu(0). The proposition statement assumes that for
any {u(1), · · · , u(k)} ∈ U ×· · ·×U , there exists 0 ≤ j ≤ k
such that x(j + 1) ∈ X0, which implies x(1) ∈ Xk by our
induction hypothesis. Thus, we have shown that for each
u(0) ∈ U , Ax(0) + Bu(0) ∈ Xk, which implies x(0) ∈
Xk+1 by the definition of Xk+1. This proves the statement
for k + 1. 
Propositions 1 and 2 mean that there exists no solution for
the control sequence {u(0), · · · , u(k−1)} ∈ U ×· · ·×U to
avoid the state trajectory entering the exclusion zone X0 over
the steps 0, . . . , k if and only if x(0) ∈ Xk. Or equivalently,
there exists a control sequence {u(0), · · · , u(k− 1)} ∈ U ×
· · · × U to avoid X0 over the steps 0, . . . , k if and only if
x(0) ∈ Rn \ Xk. Furthermore, the following convergence
property of Xk holds:
Proposition 3: For each k = 0, 1, . . . , Xk ⊂ Xk+1,
i.e., Xk is an increasing sequence of sets. In turn, X∞ =
limk→∞Xk exists (in the set-theoretic sense) and satisfies
Xk ⊂ X∞ for all k.
Proof: The proof follows from
Xk = X0 ∪
{
x ∈ Rn : Ax ∈
( k−1⋃
j=0
Xj
)
∼ BU
}
(8)
⊂ X0 ∪
{
x ∈ Rn : Ax ∈
( k⋃
j=0
Xj
)
∼ BU
}
= Xk+1. 
Using the unrecoverable sets Xk, we define the safe set
as Xsafe = Rn \X∞ = limk→∞(Rn \Xk). On the basis of
Propositions 1 and 2, Xsafe has the following properties:
Proposition 4: For any x ∈ Xsafe, it holds that (i) x /∈ X0,
and (ii) there exists u ∈ U such that Ax+Bu ∈ Xsafe.
Proof: The former x ∈ Xsafe =⇒ x /∈ X0 follows from
Xsafe = Rn \X∞ = Rn \
( ∞⋃
k=0
Xk
) ⊂ Rn \X0. (9)
For the latter, let x be given and assume that for any
u ∈ U , Ax + Bu ∈ Rn \ Xsafe =
⋃∞
k=0Xk, i.e., Ax ∈(⋃∞
k=0Xk
) ∼ BU = ⋃∞k=0 (Xk ∼ BU), where the last
equality holds according to Lemma 1 in Appendix. This
means there must exist k′ such that Ax ∈ Xk′ ∼ BU =(⋃k′
k=0Xk
) ∼ BU . Then, according to (7), x ∈ Xk′+1 ⊂⋃∞
k=0Xk = Rn \Xsafe. Thus, if x ∈ Xsafe, then there must
exist u ∈ U such that Ax+Bu /∈ Rn \Xsafe. 
Proposition 4 ensures that if the AG operates based on (5)
to modify the control input u(k), then 1) a feasible solution
exists to (5) for all k, and 2) the exclusion-zone avoidance
requirement (3) is satisfied for all k.
Note that the exact determination of Xsafe relies on the
set Xk iteratively computed according to (7) with k → ∞.
In practice, Xsafe can be approximated by X˜safe,k′ = Rn \
Xk′ with k′ being sufficiently large. Moreover, the following
result says that, under a few additional assumptions, such
a finitely determinable approximation of Xsafe suffices for
implementation.
Proposition 5: Assume 0 ∈ U and define R =⊕∞
k=0A
kBU , where ⊕ denotes the Minkowski sum opera-
tion of sets [13]. Suppose 1) there exists k′ such that
R ∩ (X∞ \Xk′) = ∅, (10)
2) x(0) ∈ R ∩ X˜safe,k′ , and 3) the AG operates based on
u(k) = arg min
u∈U
‖u− uφ(k)‖2S , (11a)
subject to Ax(k) +Bu ∈ X˜safe,k′ . (11b)
Then, (i) x(k) /∈ X0, and (ii) there exists u ∈ U such that
Ax(k) +Bu ∈ X˜safe,k′ , for all k = 0, 1, . . .
Proof: Firstly, (i) follows from x(k) ∈ Rn\Xk′ ⊂ Rn\X0.
Now assume x(k−1) ∈ R∩X˜safe,k′ = R∩ (Rn \Xk′). Note
that (10) implies
R ∩ (X∞ \Xk′) = R ∩ (Rn \Xk′) ∩X∞ = ∅
=⇒ R ∩ (Rn \Xk′) ⊂ Rn \X∞ = Xsafe. (12)
Thus, we have x(k − 1) ∈ Xsafe, which by Proposition 4
ensures the existence of u ∈ U such that Ax(k− 1) +Bu ∈
Xsafe = Rn \ X∞ ⊂ Rn \ Xk′ = X˜safe,k′ . This proves (ii)
for k − 1. Also, by the invariance of R [13], x(k − 1) ∈ R
implies Ax(k − 1) + Bu ∈ R for any u ∈ U . Therefore,
if the AG operates based on (11) at k − 1, we must have
x(k) = Ax(k − 1) + Bu(k − 1) ∈ R ∩ X˜safe,k′ . Then, the
proof of (ii) for all k = 0, 1, . . . is completed by an induction
argument. 
We remark that our definition of the safe set Xsafe is
similar to the viability kernel considered in [10]. In [10],
the computation and utilization of the viability kernel are
based on finite state and control spaces (or based on finite
discretization of the original spaces). In contrast, we deal
with continuous state and control spaces in this paper, and
the computational algorithms introduced in what follows do
not rely on discretization of the spaces. Furthermore, the
theoretical results of this paper, Propositions 1-6, do not
appear in [10].
B. Offline and Online Computations
Given X0 as a convex, polytopic set (4), the sets Xk for
k = 1, 2, . . . are iteratively computed offline based on the
following proposition:
Proposition 6: Assume A is invertible (see Remark 1) and
U is a polytopic set. Then, for each k = 1, 2, . . . , we have
(i) Xk can be represented as the union of a finite number
of polytopic sets, i.e., Xk =
⋃rk
j=1Xk,j where Xk,j is a
polytopic set for each j = 1, . . . , rk; and (ii) Xk can be
numerically computed using Algorithm 1.
Proof: Assume that Xk−1 can be represented as the union
of a finite number of polytopic sets. Using the fact that Xj ⊂
Xj+1 for all j = 0, 1, . . . , k − 2, we can rewrite (7) as
Xk = X0 ∪
{
x ∈ Rn : Ax ∈ Xk−1 ∼ BU
}
. (13)
Note that BU , as the image of a polytopic set U under
the linear transformation B, is also a polytopic set. Then,
Xk−1 ∼ BU is the P-difference between a finite union
of polytopic sets and a polytopic set. Thus, according to
Theorem 4.4 of [5], the lines 1-5 of Algorithm 1 compute
G = Xk−1 ∼ BU , which is also a finite union of polytopic
sets. Then, since A is invertible, the preimage of G under A,
A−1G, is still a finite union of polytopic sets. Furthermore,
we have
A−1G = {x ∈ Rn : Ax ∈ Xk−1 ∼ BU}. (14)
Finally, since X0 is a polytopic set, we obtain Xk = X0 ∪
A−1G is a finite union of polytopic sets. Then, (i) and (ii)
are simultaneously proved for k. The proof is extended to
all k = 1, 2, . . . by an induction argument. 
Remark 1: We remark that the assumption of A being
invertible typically holds true for a practical system, e.g.,
when the model (1) is discretized from continuous-time
dynamics. We also remark that the set operations involved in
Algorithm 1, including P-difference between polytopic sets
in line 2, and convex hull, set difference, Minkowski sum
and union of finite unions of polytopic sets in lines 1, 3-6
can be efficiently computed using corresponding functions
of the Multi-Parametric Toolbox 3 (MPT3) [21].
Algorithm 1 Offline computation for Xk
Input: A,B,X0, Xk−1, U
Output: Xk
1: H ← convhull(Xk−1)
2: D ← H ∼ (BU)
3: E ← H \Xk−1
4: F ← E ⊕ (−BU)
5: G ← D \ F
6: Xk ← X0 ∪A−1G
From now on, we assume the AG operates based on
X˜safe,k′ = Rn \Xk′ for some k′. According to Proposition 6,
Xk′ is a finite union of polytopic sets, i.e., can be written as
Xk′ =
rk′⋃
j=1
sj⋂
i=1
{
x ∈ Rn : Gi,jx < gi,j
}
, (15)
where Gi,j ∈ R1×n, gi,j ∈ R, and in turn,
X˜safe,k′ = Rn \Xk′ =
rk′⋂
j=1
sj⋃
i=1
{
x ∈ Rn : Gi,jx ≥ gi,j
}
. (16)
Then, the constraint Ax(k) + Bu ∈ X˜safe,k′ is equivalent
to the following set of constraints:
Gi,j(Ax(k) +Bu) ≥ gi,j −M(1− δi,j), (17a)
δi,j ∈ {0, 1}, ∀ i = 1, . . . , sj , ∀ j = 1, . . . , rk′ , (17b)
sj∑
i=1
δi,j = 1, ∀ j = 1, . . . , rk′ , (17c)
where M > 0 is a sufficiently large positive number.
Thus, the AG online problem (11) can be solved as
a Mixed-Integer Quadratic Programming (MIQP) problem
with (u, δi,j) as the decision variables.
Furthermore, under the following practical assumption, a
computationally lighter approach, presented as Algorithm 2,
can be used to approximately solve (11).
Assumption 1: A safe-mode control policy ψ has been
defined for the system (1),
uψ(k) = ψ
(
x(k), k
)
, (18)
possibly being conservative, such that for any x(k) ∈ X˜safe,k′
we have
Ax(k) +Buψ(k) ∈ X˜safe,k′ . (19)
Assumption 1 is reasonable for many practical systems.
For instance, for an Adaptive Cruise Control (ACC) system
where x(k) ∈ X0 represents a rear-end collision to the
preceding vehicle, the safe-mode policy ψ may correspond
to an Automatic Emergency Braking (AEB) system.
Algorithm 2 aims to find a feasible point u(k) along the
line segment connecting uφ(k) and uψ(k) that is as close to
uφ(k) as possible through a bisection method. It is similar
to the Algorithm 1 in [22]. Two important properties of
Algorithm 2 are: 1) algorithm convergence is guaranteed,
i.e., λ and λ are converging to the same value ∈ [0, 1];
and 2) algorithm output u(k) is always feasible, in terms
of satisfying that Ax(k) + Bu(k) ∈ X˜safe,k′ . For more
details regarding these two properties, the reader is referred
to [22], [23]. We also remark that the set containment
condition in line 4 can be efficiently checked using the
PolyUnion.contains() function of MPT3 [21].
Algorithm 2 Online computation for u(k)
Input: A,B, X˜safe,k′ , x(k), uφ(k), uψ(k)
Output: u(k)
1: λ← 0, λ← 1, λ← 1
2: while λ− λ > δ do
3: u← λuφ(k) + (1− λ)uψ(k)
4: if Ax(k) +Bu ∈ X˜safe,k′ then
5: λ← λ
6: else
7: λ← λ
8: end if
9: λ← (λ+ λ)/2
10: end while
11: u(k)← λuφ(k) + (1− λ)uψ(k)
IV. EXAMPLES
A. Adaptive Cruise Control
The first example we consider represents an Adaptive
Cruise Control (ACC) system for automated highway driv-
ing. The relative motion between the leading vehicle and the
following ego vehicle is written in discrete-time as[
∆s(k + 1)
∆v(k + 1)
]
=
[
1 ∆t
0 1
] [
∆s(k)
∆v(k)
]
−
[
1
2
∆t2
∆t
]
u(k), (20)
where ∆t = 0.25[s] is the sampling period, ∆s and ∆v
denote, respectively, the longitudinal distance and relative
speed between the leading and the ego vehicles, and u is the
control input representing the ego vehicle’s acceleration. The
following feedback policy is defined as the nominal control,
uφ(k) = K
[
∆s(k)−∆sr(k)
∆v(k)
]
, (21)
where ∆sr is the reference signal and represents the desired
car-following distance, and the feedback gain K is computed
as the Linear Quadratic Regulator (LQR) gain with Q =
diag(10, 1) and R = 20.
To avoid rear-end collision and promote passenger com-
fort, the following constraints are imposed,
∆s(k) ≥ 2[m], −2[m/s2] ≤ u(k) ≤ 2[m/s2], ∀ k. (22)
Clearly, the nominal policy (21) does not account for the
constraints (22). We now consider both the applications of
AG and RG to enforcing (22) and compare them.
On the one hand, the constraints (22) can be handled
by AG with considering the following definition for the
exclusion set X0,
X0 =

[
∆s
∆v
]
∈ R2 :
 1 0−1 00 1
0 −1
[∆s∆v
]
<
 2MM
M

 , (23)
where M > 0 is a sufficiently large positive number, and the
control authority set U = [−2, 2]. The reason for including
the 2nd-4th inequalities as “virtual constraints” is to make X0
a polytopic set so that enable the numerical computations of
Algorithm 1. In this example, the online determination of the
control input u is through solving the MIQP (11) and (17).
On the other hand, the RG considers the closed-loop
system after the nominal control (21) is applied, i.e.,[
∆s(k + 1)
∆v(k + 1)
]
=
([
1 ∆t
0 1
]
−
[
1
2
∆t2
∆t
]
K
)[
∆s(k)
∆v(k)
]
+
[
1
2
∆t2
∆t
]
K(1) ∆sr(k), (24)
where K(1) denotes the first entry of K. The RG monitors
and modifies, if necessary, the reference signal ∆sr(k) to a
constraint-admissible one ∆sv(k) to enforce constraints. For
this, it utilizes a set typically called O∞ [6]. In particular,
to handle the constraints (22) and also enable the numerical
computation of O∞, we consider the following constraints
on the state-reference pair,
−1 0
K(1) K(2)
−K(1) −K(2)
1 0
0 1
0 −1

[
∆s(k)
∆v(k)
]
+

0
−K(1)
K(1)
0
0
0
∆sv(k) ≤

−2
2
2
M
M
M
 .
(25)
We consider the following initial condition and constant
reference signal,(
∆s(0),∆v(0)
)
=
(
18[m],−4[m/s]), ∆sr(k) ≡ 2.5[m].
0 15 30 45 60
-2
-1
0
1
2
3
4
(a) (b)
X∞ O∞
∆s
∆v
k
u
Fig. 1. Adaptive cruise control.
The simulation results are presented in Fig. 1. The state
trajectory using AG (green dash-dotted) versus that using
RG (blue solid) is shown in Fig. 1(a). It can be seen that
the green curve converges to the desired steady state (2.5, 0)
while being kept outside the set X∞ (red shaded) for all time.
In particular, it sometimes rides on the boundary of X∞ but
never enters into X∞. This guarantees the satisfaction of the
state constraint ∆s(k) ≥ 2, whose boundary is marked by
the black dashed vertical line. The blue curve also satisfies
the constraint ∆s(k) ≥ 2 by being kept inside the set O∞
(magenta shaded) for all time and converges to the desired
steady state. However, it is clear that the region where the
state is allowed to reach using AG (R2 \ X∞) is strictly
larger than that using RG (O∞), and this results in faster
response and convergence with AG than RG, which can be
seen from the control input trajectories plotted in Fig. 1(b).
Also, both the control input trajectory using AG and that
using RG satisfy the control constraints −2 ≤ u(k) ≤ 2. To
achieve this, as well as to enforce the state constraint, AG
sometimes modifies the nominal control uφ, the profile of
which is shown by the magenta dotted curve.
B. Omni-Directional Robot Obstacle Avoidance
The dynamics of an omni-directional robot are modeled
in continuous-time as
s¨1 = u1, (26a)
s¨2 = u2, (26b)
where (s1, s2) represent the global positions of the robot in
the x- and y-directions, and (u1, u2) represent the accelera-
tions and are the control inputs.
After being first written in first-order differential equations
and then discretized with a sampling period ∆t = 1 and
assuming zero-order hold on the inputs, (26) is converted to
a discrete-time model in the form of (1) with (s1, s2, s˙1, s˙2)
as the vector state and (u1, u2) as the vector control input. To
track a desired position (s1,r, s2,r), a nominal control policy
is defined as: for i = 1, 2,
ui,φ(k) = satRi(k)
K(i, :)
s1(k)− s1,r(k)s2(k)− s2,r(k)s˙1(k)
s˙2(k)

 , (27)
where K is the LQR gain with Q = diag(1, 1, 1, 1) and
R = diag(1, 1), K(i, :) denotes its ith row, and satRi(k)(·)
is the saturation function to the range
Ri(k)=
[
max
(− 2,− 1
∆t
(4 + s˙i(k))
)
,min
(
2,
1
∆t
(4− s˙i(k))
]
.
(28)
We remark that the control policy defined by (27) and (28)
is a modified LQR control law equipped with the capability
of enforcing the velocity and acceleration constraints
− 4 ≤ s˙i(k) ≤ 4, −2 ≤ ui(k) ≤ 2, ∀ k. (29)
We consider a scenario similar to the one studied
in [11]. It is assumed that a diamond-shaped obstacle
blocks the straight-line path from the robot’s initial po-
sition
(
s1(0), s2(0)
)
= (−10, 0) to the target position
(s1,r, s2,r) = (10, 0), as shown in Fig. 2(a). To avoid
collision with such an obstacle, we use an AG to supervise
the control signal. In particular, the polytopic exclusion set
X0 is determined by the diamond-shaped obstacle and the
velocity ranges s˙i ∈ [−4, 4], and the box-shaped control
authority set U is determined by the acceleration ranges
ui ∈ [−2, 2].
In this example, the online determination of the con-
trol inputs (u1, u2) is through Algorithm 2, which relies
on a safe-mode control policy ψ. We construct ψ based
on a simple repulsive-force field surrounding the obstacle
[9], which is illustrated by the black arrows in Fig. 2(a).
Specifically, the control (u1,ψ, u2,ψ) is determined first as a
vector along the direction of the arrow at the robot’s current
position with magnitude proportional to the arrow length
(which is constant everywhere in the considered repulsive-
force field), then saturated to the ranges ui ∈ [−2, 2]. We
remark that one important difference of our approach from
other obstacle avoidance approaches based on repulsive-
force/potential fields is that the trade-off between position
tracking and collision avoidance is optimized online through
Algorithm 2 in our approach rather than pre-designed offline,
which is typical in those approaches [9].
The simulation result is shown in Fig. 2. It can be seen
from Fig. 2(a) that the robot safely travels from the start
position (marked by the red square) to the target position
(marked by the green triangle) without colliding with the
obstacle. Figs. 2(b) and (c) show the control input histories.
In particular, the green dotted curves correspond to the
nominal policy φ, the red dashed curves to the safe-mode
policy ψ, and the blue solid curves are the optimized convex
combinations of φ and ψ obtained by Algorithm 2.
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Fig. 2. Omni-directional robot obstacle avoidance.
V. CONCLUSIONS
In this paper, we introduced the new add-on, supervisory
scheme, Action Governor (AG), for discrete-time linear
systems to satisfy exclusion-zone avoidance constraints. The
AG enforces constraints by monitoring and modifying the
nominal control signal based on set-theoretic techniques and
online optimization. We established theoretical properties of
the AG, discussed its computational realization, and used
automotive and mobile robot related examples to illustrate its
operation and effectiveness. Future research will address the
cases where disturbances and model uncertainty are present,
and extend the AG scheme to nonlinear systems.
REFERENCES
[1] P. Nilsson, O. Hussien, A. Balkan, Y. Chen, A. D. Ames, J. W.
Grizzle, N. Ozay, H. Peng, and P. Tabuada, “Correct-by-construction
adaptive cruise control: Two approaches,” IEEE Transactions on
Control Systems Technology, vol. 24, no. 4, pp. 1294–1307, 2015.
[2] K. P. Tee, S. S. Ge, and E. H. Tay, “Barrier Lyapunov functions for the
control of output-constrained nonlinear systems,” Automatica, vol. 45,
no. 4, pp. 918–927, 2009.
[3] A. D. Ames, X. Xu, J. W. Grizzle, and P. Tabuada, “Control barrier
function based quadratic programs for safety critical systems,” IEEE
Transactions on Automatic Control, vol. 62, no. 8, pp. 3861–3876,
2016.
[4] E. F. Camacho and C. B. Alba, Model predictive control. Springer
Science & Business Media, 2013.
[5] F. Borrelli, A. Bemporad, and M. Morari, Predictive control for linear
and hybrid systems. Cambridge University Press, 2017.
[6] E. Garone, S. Di Cairano, and I. Kolmanovsky, “Reference and
command governors for systems with constraints: A survey on theory
and applications,” Automatica, vol. 75, pp. 306–328, 2017.
[7] Y. Chen, A. Hereid, H. Peng, and J. Grizzle, “Enhancing the perfor-
mance of a safe controller via supervised learning for truck lateral
control,” Journal of Dynamic Systems, Measurement, and Control,
vol. 141, no. 10, 2019.
[8] Z. Li, U. Kalabic´, and T. Chu, “Safe reinforcement learning: Learning
with supervision using a constraint-admissible set,” in 2018 American
Control Conference (ACC), pp. 6390–6395, IEEE, 2018.
[9] J.-C. Latombe, Robot motion planning, vol. 124. Springer Science &
Business Media, 2012.
[10] M. A. Bouguerra, T. Fraichard, and M. Fezari, “Viability-based
guaranteed safe robot navigation,” Journal of Intelligent & Robotic
Systems, vol. 95, no. 2, pp. 459–471, 2019.
[11] E. Hermand, T. W. Nguyen, M. Hosseinzadeh, and E. Garone,
“Constrained control of UAVs in geofencing applications,” in 2018
26th Mediterranean Conference on Control and Automation (MED),
pp. 217–222, IEEE, 2018.
[12] Y. Chen, H. Peng, and J. W. Grizzle, “Fast trajectory planning and
robust trajectory tracking for pedestrian avoidance,” IEEE Access,
vol. 5, pp. 9304–9317, 2017.
[13] I. Kolmanovsky and E. G. Gilbert, “Theory and computation of dis-
turbance invariant sets for discrete-time linear systems,” Mathematical
problems in engineering, vol. 4, no. 4, pp. 317–367, 1998.
[14] F. Blanchini, “Set invariance in control,” Automatica, vol. 35, no. 11,
pp. 1747–1767, 1999.
[15] S. Rakovic´, E. C. Kerrigan, D. Q. Mayne, and K. I. Kouramas,
“Optimized robust control invariance for linear discrete-time systems:
Theoretical foundations,” Automatica, vol. 43, no. 5, pp. 831–841,
2007.
[16] S. V. Rakovic and M. Baric, “Parameterized robust control invari-
ant sets for linear systems: Theoretical advances and computational
remarks,” IEEE Transactions on Automatic Control, vol. 55, no. 7,
pp. 1599–1614, 2010.
[17] F. Tedesco, D. M. Raimondo, and A. Casavola, “Collision avoidance
command governor for multi-vehicle unmanned systems,” Interna-
tional Journal of Robust and Nonlinear Control, vol. 24, no. 16,
pp. 2309–2330, 2014.
[18] W. Lucia, G. Franze`, and M. Sznaier, “A hybrid command governor
scheme for rotary wings unmanned aerial vehicles,” IEEE Transactions
on Control Systems Technology, 2018.
[19] R. Romagnoli, L. D. Couto, A. Goldar, M. Kinnaert, and E. Garone,
“A feedback charge strategy for Li-ion battery cells based on reference
governor,” Journal of Process Control, vol. 83, pp. 164–176, 2019.
[20] M. Elbanhawi and M. Simic, “Sampling-based robot motion planning:
A review,” IEEE access, vol. 2, pp. 56–77, 2014.
[21] M. Herceg, M. Kvasnica, C. Jones, and M. Morari, “Multi-Parametric
Toolbox 3.0,” in Proc. of the European Control Conference, pp. 502–
510, 2013. http://control.ee.ethz.ch/˜mpt.
[22] A. Cotorruelo, D. Limon, and E. Garone, “Output admissible sets and
reference governors: Saturations are not constraints!,” IEEE Transac-
tions on Automatic Control, 2019.
[23] A. Bemporad, “Reference governor for constrained nonlinear systems,”
IEEE Transactions on Automatic Control, vol. 43, no. 3, pp. 415–419,
1998.
APPENDIX
Lemma 1: Given an increasing sequence of sets Xk and an
arbitrary U , we have
(⋃∞
k=0Xk
) ∼ U = ⋃∞k=0 (Xk ∼ U).
Proof: Note first that Yr =
(⋃r
k=0Xk
) ∼ U and Zr =⋃r
k=0
(
Xk ∼ U
)
are both increasing sequences of sets, and
thus, their limits exist as r →∞ (in the set-theoretic sense).
For each r, we have
Yr =
r⋃
j=0
Yj =
r⋃
j=0
(( j⋃
k=0
Xk
) ∼ U) = r⋃
j=0
(
Xj ∼ U
)
= Zr,
(30)
where we have used the monotone increase of Xk to derive
the third equality of (30). Since Yr = Zr for every r, it must
hold that limr→∞ Yr = limr→∞ Zr, i.e.,
(⋃∞
k=0Xk
) ∼
U =
⋃∞
k=0
(
Xk ∼ U
)
. 
