Recent advances in language representation using neural networks have made it viable to transfer the learned internal states of a trained model to downstream natural language processing tasks, such as named entity recognition (NER) and question answering. It has been shown that the leverage of pre-trained language models improves the overall performance on many tasks and is highly beneficial when labeled data is scarce. In this work, we employ a pre-trained BERT with Conditional Random Fields (CRF) architecture to the NER task on the Portuguese language, combining the transfer capabilities of BERT with the structured predictions of CRF. We explore feature-based and fine-tuning training strategies for the BERT model. Our finetuning approach obtains new state-of-the-art results on the HAREM I dataset, improving the F1-score by 3.2 points on the selective scenario (5 NE classes) and by 3.8 points on the total scenario (10 NE classes).
Introduction
Named entity recognition (NER) is the task of identifying text spans that mention named entities (NEs) and classifying them into predefined categories, such as person, organization, location or any other classes of interest. Despite being conceptually simple, NER is not an easy task. The category of a named entity is highly dependent on textual semantics and on its surrounding context. Moreover, there are many definitions of named entity and evaluation criteria, introducing evaluation complications (Marrero et al., 2013) .
Current state-of-the-art NER systems employ neural architectures that have been pre-trained on language modeling tasks, such as ELMo (Peters et al., 2018) , OpenAI GPT (Radford et al., 2018) and BERT (Devlin et al., 2018) . It has been shown that language modeling pre-training significantly improves the performance of many natural language processing tasks and also reduces the amount of labeled data needed for supervised learning (Howard and Ruder, 2018) .
For Portuguese NER, there are few available corpora and the annotated datasets are small. In addition, reproducing and benchmarking the results of previous works is not simple due to the variety of dataset combinations and the lack of a standardized training and evaluation methodology.
In this work, we employ a BERT model with a Conditional Random Fields (CRF) layer to the Portuguese NER task, comparing feature-based and fine-tuning based training strategies. We also discuss the main complications that we face when benchmarking the results on the utilized datasets and, with that in mind, we aim to facilitate the reproducibility of future works by making our implementation publicly available 1 .
The paper is organized as follows: in Section 2, we present the related works. In Section 3, we briefly describe our model architecture. In Section 4 we describe the datasets and our experimental setup. In Section 5, we present and analyze our results and we make our final remarks in Section 6.
Related Work
NER systems can be based on handcrafted rules or machine learning approaches. For the Portuguese Figure 1 : Illustration of the evaluation procedure. Given an input document, the text is tokenized using WordPiece (Wu et al., 2016) and the tokenized document is split into overlapping spans of the maximum length using a defined stride (with a stride of 3 in the example). Maximum context tokens are marked in bold. The spans are fed into BERT and then into the classification layer, producing a sequence of tag scores for each span. The sub-token entries (starting with ##) are removed from the spans and the remaining tokens are passed to the CRF layer. The maximum context tokens are selected and concatenated to form the final document prediction. language, previous works explored machine learning techniques and a few ones applied neural networks models. do Amaral and Vieira (2014) created a CRF model using 15 features extracted from the central and surrounding words. (Pirovani and Oliveira, 2018 ) combined a CRF model with Local Grammars, following a similar approach.
Starting with Collobert et al. (2011) , neural network NER systems have become popular due to the minimal feature engineering requirements, which contributes to a higher domain independence (Yadav and Bethard, 2018 ). The CharWNN model (Santos and Guimaraes, 2015) extended the work of Collobert et al. (2011) by employing a convolutional layer to extract character-level features from each word. These features were concatenated with pre-trained word embeddings and then used to perform sequential classification.
The LSTM-CRF architecture (Lample et al., 2016) has been commonly used in NER task (Castro et al., 2018; de Araujo et al., 2018; Fernandes et al., 2018) . The model is composed of two bidirectional LSTM networks that extract and combine character-level and word-level features. A sequential classification is then performed by the CRF layer. Several pre-trained word embeddings were explored by Castro et al. This is the first work to explore a model that benefits from deeper pre-trained language model representations applied to the Portuguese NER task.
Model
In this section we will describe the model architecture and the training and evaluation procedures.
BERT-CRF for NER
The model architecture is composed of a BERT model followed by a classification model and a Linear-Chain CRF. BERT allows input sequences of up to S tokens and outputs an encoded token sequence with hidden dimension H. The classification model projects each token's encoded representation to the tag space, i.e. R H → R K , where K is the number of tags and depends on the the number of classes and on the tagging scheme. The output scores of the classification model, P, are then fed to the CRF layer, whose parameters are a matrix of tag transitions A ∈ R K+2,K+2 . The matrix A is such that A i,j represents the score of transitioning from tag i to tag j. A includes 2 additional states: start and end of sequence.
As described by Lample et al. (2016) , for an input sequence X = (x 1 , x 2 , ..., x n ) and a sequence of tag predictions y = (y 1 , y 2 , ..., y n ), the score of the sequence is defined as
where y 0 and y n+1 are start and end tags. During training, the model is optimized by maximizing the log-probability of the correct tag sequence, which follows from applying softmax over all possible tag sequences' scores:
(1) where Y X are all possible tag sequences. The summation in Eq. 1 is computed using dynamic programming. During evaluation, the most likely sequence is obtained by Viterbi decoding. As described in Devlin et al. (2018) , WordPiece tokenization requires predictions and losses to be computed only for the first sub-token of each token.
Feature-based and Finetuning-based
We experiment with two transfer learning approaches: feature-based and fine-tuning based. For the feature-based approach, the BERT model weights are kept frozen and only the classifier model and CRF layer are trained. The classifier model consists of a BiLSTM and a Linear layer. Instead of using only the last hidden representation layer of BERT, we sum the last 4 layers, following Devlin et al. (2018) . The resulting architecture resembles the LSTM-CRF model Lample et al. (2016) replacing its embedding techniques by BERT.
As for the fine-tuning approach, the classifier is a linear layer and all weights are updated jointly during training. For both approaches, models without the CRF layer were also evaluated. In this case, they were optimized by minimizing the cross entropy loss.
Document context and max context evaluation
To benefit the most from the bidirectional context present in the tokens' encoded representation provided by BERT, we use document context for input examples instead of sentence context. Following the approach of Devlin et al. (2018) on the SQuAD dataset, examples larger than S tokens are broken into spans of length up to S using a stride of D tokens. Each span is used as a separate example dur-ing training. During evaluation, however, a single token T i can be present in N = S D multiple spans s j and so may have up to N distinct tag predictions y i,j . Each token's final prediction is taken from the span where the token is closer to the central position, that is, the span where it has the most contextual information. Figure 1 shows an outline of the evaluation procedure.
Experiments
In this section, we present the datasets that were used, the training setup and hyperparameters.
Datasets
The standard datasets for training and evaluating Portuguese NER task are the HAREM Golden Collections (GC) (Santos et al., 2006; Freitas et al., 2010) . We use the GCs of the First HAREM evaluation contests, which is divided in two subsets: First HAREM and MiniHAREM. Each GC contains manually annotated named entities of 10 classes: Location, Person, Organization, Value, Date, Title, Thing, Event, Abstraction and Other.
We use the GC of First HAREM as training set and the GC of MiniHAREM as test set. The experiments are conducted on two scenarios: a Selective scenario, with 5 entity classes (Person, Organization, Location, Value and Date) and a Total scenario, that considers all 10 classes. This is the same setup used by Santos and Guimaraes (2015) and Castro et al. (2018) .
Vagueness and indeterminacy: some text segments of the GCs contain <ALT> tags that enclose multiple alternative named entity identification solutions. Additionally, multiple categories may be assigned to a single named entity. These criteria were adopted in order to take into account vagueness and indeterminacy that can arise in sentence interpretation (Santos et al., 2006) .
Despite enriching the datasets by including such realistic information, these aspects introduce benchmarking and reproducibility complications when the datasets are used in single-label setups, since they imply the adoption of heuristics to select one unique solution for each vague or unde- termined segment and/or entity. To resolve each <ALT> tag in the datasets, our approach is to select the alternative that contains the highest number of named entities. In case of ties, the first one is selected. To resolve each named entity that is assigned multiple classes, we simply select the first valid class for the scenario.
Training setup
We use a BERT BASE model, that has H = 768, S = 512 and is initialized with the pre-trained weights of bert-base-multilingual-cased 2 model, which was trained on 104 languages and has a vocabulary of 119547 WordPiece tokens. We use the PyTorch BERT implementation by HuggingFace 3 . A stride of D = 128 tokens is used to split the input examples into spans, as described in 3.3. Table 1 contains some dataset statistics. We use the IOB2 tagging scheme. We use a batch of size 16. The model parameters were divided in two groups with different learning rates: 5e-5 for BERT model and 1e-3 for the rest. The numbers of epochs are 100 for BERT-LSTM, 50 for BERT-LSTM-CRF and BERT, and 15 for BERT-CRF. The number of epochs was found using a development set comprised of 10% of the First HAREM training set. We use the customized Adam optimizer of Devlin et al. (2018) .
For the feature-based approach, we use a BiLSTM with 1 layer and hidden dimension of 100 units for each direction. To deal with class imbalance, we initialize the linear layer bias term of the "O" tag with value of 6 in order to promote a better stability in early training (Lin et al., 2017) . We also use a weight of 0.01 for "O" tag losses when not using a CRF layer. When evaluating, we apply a post-processing step that removes all invalid tag predictions for the IOB2 scheme, such as "I-" tags coming directly after "O" tags or after an "I-" tag of a different class. This post-processing step trades off recall for a possibly higher precision.
Results
The main results of our experiments are presented in Table 2 . We compare the performances of our feature-based and fine-tuning based models on the two scenarios (total and selective) to the works of Santos and Guimaraes (2015) and Castro et al. (2018) . To make the results comparable to both works, all metrics are computed using CoNLL 2003 evaluation script 4 , that consists of a micro F1-score on entity-level considering only strict exact matches.
The BERT-CRF model outperforms the LSTM-CRF both on the total and selective scenarios, improving the F1-score by about 3.8 points on the total scenario and 3.2 points on the selective scenario. We also report results removing the CRF layer in order to evaluate the performance of BERT model alone. BERT also outperforms previous works, even without the enforcement of sequential classification provided by the CRF layer. The CRF layer increases the F1-score across all models and scenarios by 1.4 points in average. The models of the feature-based approach perform significantly worse compared to the ones of the fine-tuning approach, as expected. BERT-LSTM-CRF outperforms the reported results of LSTM-CRF (Castro et al., 2018) by about 1.5 points on the selective scenario and 1.8 points on the total scenario. The main difference between these two models is the usage of contextual token represen-tations produced by BERT instead of fixed word and character embeddings. The post-processing step of filtering out invalid transitions for the IOB2 scheme increases the F1-scores by 2.24 and 1.26 points, in average, for the feature-based and finetuning approaches, respectively. This step produces a reduction of 0.44 points in the recall, but boosts the precision by 3.85 points, in average.
Conclusion
We present a new state-of-the-art on the HAREM I corpora by fine-tuning a pre-trained BERT-CRF architecture on the Portuguese NER task. Considering the issues regarding preprocessing and dataset decisions that affect evaluation compatibility, we gave special attention to reproducibility of our results by making our code and datasets publicly available.
