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1. INTRODUCTION 
Cullum [ 1,2] considered the perturbations ofoptimal control problems. 
Let P be an optimal control problem describable by a system of ordinary 
differential equations and with an integral cost functional. Perturb the system 
of differential equations associated with P, the boundary conditions, and the 
control sets in such a way that the alterations are describable by a single 
parameter a. Denote the corresponding problem gererated from P by P(E). If 
optimal solutions exist for P(E), what is the relationship between these and 
the optimal solutions of the original problem P = P(O)? 
Kirillova [3] considered this question for a particular linear, time-optimal 
control problem. Kirilova proved that, given E, -+ 0, the optimal times for the 
corresponding problems P(E,) converge to the optimal times for P(O), and 
the corresponding sequence of optimal controls converges in measure to the 
optimal control for P. Cullum’s papers extend the results to the above 
problems. If a,, -+ 0 and (x(n), u(n), i,, a,, b,) is any sequence of admissible 
trajectories for the corresponding problems P(E,), then there exists 
(x0, u,,, I,, a, b) such that x0 is an admissible trajectory for P(0) with control 
uo, and 4 -+ I,, (a,, b,) -+ (a,, b,), x, t converges to x0(t) for each t E lo, ( > 
and there exist measurable xtensions E,, of u, to I, such that zi, converges to 
u. in the weak topology of L,(Z,). If P has a unique optimal solution (x0, u,), 
then there exist similar esults for minimizing sequences. 
For the relationship between optimal solutions of P(E) and optimal 
solutions of P(0) we can put forward the problem in another way. If U, is an 
optimal solution of P(O), do any optimal solutions of P(E) exist in each 
neighborhood of u,?In ther words, given E, + 0, does any sequence (u,JnGN 
of optimal solutions of P(E,) exist such that U, converges to u,? 
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2. STATEMENT OF THE PROBLEM 
We consider the control systems 
i(t) =%(E, x(t), u(t), t) 
x(0) = x,. 
a.e., 
(2.1) 
x(t) E E” denotes the state, u(t) E Em the control, where E”, Em are n- 
dimensional Euclidean space and m-dimensional Euclidean space, respec- 
tively. I= [0, T] is a fixed interval in E’. For each E E [0, 11, U(E) c Em, 
U: [0, T] -+ Em, are measurable vector functions uch that u(t) E U(E). u is 
called an admissible control function of control system (2.1). The 
corresponding solutions (x, Z) of (2.1) are called admissible trajectories. For 
a fixed E E [0, T], the optimal control problem P(E) is to give an admissible 
control u and corresponding admissible trajectory x to minimize the 
following cost functional - 
Several symbols are introduced as follows: 
f(E, 4 u, c> = (fo(E, x u, t),.&, x, 4 4); 
for any number a > 0, 
(2.3) 
U(U(0),a)={vEEm((u--v(<a,uEU(O)}, (2.4) 
So = {u E L,(Z)Iu(t) E U(O), a.e.}, (2.5) 
S, = {u E L,(Z)Iu(t) E U(E), a.e.}, (2.6) 
(S,, a) = {u E L,(Z))u(t) E U(U(O), a), a.e.}. (2.7) 
The global assumptions are: 
(a) Let {U(c)cEm} b e a family of compact convex subsets of Em, 
which multivalued mapping from [0, T] into Em is both upper semicon- 
tinuous and lower semicontinuous at E = 0; 
(b) For each E E [0, T],f( E, x, u, t) is continuous on E” x U(U(O), a) 
for each t and measurable in t for each (x, u), where (x, U, t) E [0, /] x 
E” x U(U(O), a). For all (E, x, U) E [0, 1 ] X E” X U(U(O), a), 
I f(b 4 u, 4 I < ,449 a.e., (2.8) 
where p(t) E L,(l). Given E E [0, I] for all u E U(U(O), a) and x’, x” E E”, 
I~(E, x’, u, t) -f(~, x”, u, t)I 4 l(t) (x’ -x”/, a.e., (2.9) 
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48 CHEN GUANG-YA 
where A(t) E L,(I). For all u E U(U(O), a), and x’, x” E E”, 
Ifo(O, x’, u, t) -MA x”, u, t)l < y(t) Ix’ - x” 1, 
where r(t) E L,(l). 
ax., (2.10) 
Remark 2.1. The inequality (2.10) of condition (b) can be relaxed as 
follows. For each t E [0, T], s3; = {f,(O, x, U, t)l u E U(U(O), a)} is a family 
of functions of x. 5 is equicontinuous on E”. 
(c) For almost every t E I, fo(s, x, U, t) converges to &(O, x, U, t) 
uniformly on E” x U( U(O), a). f( E, x, U, t) converges tof(O, x, u, t) uniformly 
on E” x U(U(O), a) x 1. 
The differential equations (2.1) are a Caratheodory system, which has a 
unique solution on 1. 
By Lemma 7 [l] and condition (a), S,, S, are weakly closed convex 
subsets of L,(Z). 
3. LIMITING PROPERTY OF ADMISSIBLE CONTROL SET 
In this section we consider a limiting property of S, at E = 0. First, several 
definitions will be made. 
Let X, Y be metric spaces, p metric functions, and A4 a multivalued 
mapping from X into Y. 
DEFINITION 1. The mapping A4 is said to be upper semicontinuous at x0 
if and only if 
r dER+ v(x,~mN-‘xo ) (3 12, E N)(V n > no) 3 M(x,) c U(M(x,), 6). 
The mapping M is said to be lower semicontinuous at x, if and only if 
VGER+ 
v/(x”~nv’xo 
(3 no E N)(Vn > no) * M(x,) = WWX,)~ 4. 
DEFINITION 2. The mapping M is said to be closed if and only if 
( 
V(x,~~h+xo 
V(Y, E~kl)), +Yo 1 3 Yo E Wxo). 
The mapping M is said to be open if and only if 
c (-%I E nv -+ x0 VYO E Wxo) i(3 ti” E M(X”)h) - Yn +Yo *
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LEMMA 1. If the family of sets {U(E) 1 E E [0, 1 ] } satisfzes condition (a), 
then, given E -+ 0, the corresponding family {S,} is both closed and opened at 
& = 0. 
Proof By Lemma 1 of [2], given E, --t 0, (u, E SE,)~ converges weakly 
to uo, then u0 E S,. Obviously, if (u, E SJN converges strongly to u,, we 
have still u, E S,. Hence (S,} is a closed at E = 0. (Henceforth we denote SEn 
by S,.> 
For any E, + 0 and any S > 0, by condition (a) there exists n, E N such 
that if n > n, we have 
We denote 
(S,, d/JT) = {u E L,[l]Ju(t) E U(U(qJ, /JT), ax.}, (3.2) 
U(S”,6)=(uEL,[z](~~u-u~~<6,uES,}. (3.3) 
Obviously, (S,, S/n) 3 S, Vn > n,. We find the following inference: For 
n>nO, 
W, 3 4 = (S,, S/G) 2 S,, .
For any u E (S,, S/n) we have 
u(t) E U(U(s,), S/n) a.e.. 
(3.4) 
Given n > n,, we now set 
We construct the function tin 
u,(t) = u(f), tE 1:, 
= d,(t), tc 1:, 
where Id,@) - 441 = minv~l~Eu~en~ Iv(t) - u(t)], tE 1:. The existence of d,(t) 
is trivial. We are going to prove the measurability of d,(t). Because U(E,) is 
the bounded closed set of Em and u(t) is measurable, then Ii is a measurable 
set of E’. Hence 1: = I, - Zi is still a measurable set, and the function u(t) 
can be approximated by a sequence of simple functions. The projection of a 
simple function on U(E,) is still a simple function. Therefore, d,(t) is approx- 
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imated by the sequence of the simple functions and d,(t) is the measurable 
function on 1:. As result we have U;, E S,. It suffices that we prove that 
YE ws,,4 
L/2 
= Id,(t) - u(t)/* dz (cm2 df =6; 
that is, u E U(S,, S) and U(S,, S) I> (S,, 6/p). 
TO sum up, for any 6 > 0, there exists n, E N such that for IZ > n,,, 
Hence for a fixed u0 E S, there exist u, E S, such that ))u, - uOJj < 6. 
Obviously, there exists a sequence (u, E S,), and U, --f u,,; that is, the 
mapping S, is open at E = 0. 
4. THE STABILITY OF PERTURBATION 
We denote the solutions of Eq. (2.1) by X(F, U, t). Then the cost functional 
(2.2) is a functional of the control U, 
J(E, u) = j)&. X(E, u, 4 u(t), 0 dt. (4.1) 
Hence, the optimal control problems P(O), P(E), and following optimization 
problems are equivalent, respectively, 
P(0): FEif J(0, u), 
0 
P(E): f;“Eis” J(E,u). 
” 
DEFINITION 3. Co, f, are global minimums of P(O), P(E), respectively, if 
u,ES,,b,ES,,and 
J(O, &J G 40, u), vu E s,, (4.2) 
J(&, Q,) <J@, u), VUES,. (4.3) 
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DEFINITION 4. Co, U,, are local minimums of P(O), P(E), respectively, if
Co E S,, ziE S,, and there exist open neighborhoods G,, G,, such that 
J(0, uo) < 46, u), VuES,nG,, (4.4) 
J(E, U,) < J(E, u), ‘du~S,nG,. (4.5) 
LEMMA 2. Assume that S, contains at least two points u,, u, such that 
(1 u0 - u, I( = d > 0, where d is any positive number. For any w, 0 < o < d/2, 
given E, -+ 0, there exists n, E N such that for n > n,, 
Proof: Given 0 < w < d/2, u,5~(u,,~)={~~~,(~)/lIu-~,ll~~}. 
Because S, is a convex set, the line segment w is contained in S,, and 
__. 
u,,u, Intersects the boundary curve of B(u,, 0). 
By Lemma 1, mapping S, is open at E = 0. There exist two sequences 
(UPI E SJN~ (vn E SJN and n, E N such that for n > n,, /I u, - q/l < w, 
/I v, - u1 11 < w. Because S, are convex sets, for n >, n, the line segments v, u, 
are contained in S,. Because B(u,, w) n B(u, , w) = 4, all line segments 
v,u, intersect he boundary curve of B(u,, E). 
Now we introduce a variation of the dominated convergence theorem. 
LEMMA 3. Let f,(u(t), t), f(u(t), t) be measurable functions on [0, T], 
where u(t) E E”. We set S = {u E L,([O, T])lu(t) E U, a.e.], where U is a 
subset of Em. Assume that f,(u(t), t) + f (u(t), t), a.e. and for each fixed t the 
convergence is uniform on U. Assume that there exists a function 
40 E L,(IO, Tl) such that for all u(t) E U, 
a.e.. 
Then J‘if,(u(t), t) dt + j,‘f (u(t), t) dt, and the convergence is uniform on 
u E s. 
Proof: For each fixed u E S, by the dominated convergence theorem we 
have 
10Tf,z(u(t),  dt -+ j’f (u(t), t) dt. 
0 
We want to prove that the convergence is uniform on u E S. Assume that the 
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conclusion is not true. Then for any 6 > 0 and each k E N, there xist n > k 
and functions u,, E S such that 
/J 
oT Cf,,,W~ t>-f(u,,(t>, 0)dt / > 6. (4.6) 
We now set 
s,,(t) =f&,,W, t) -fo4z,w~ 0 
By the uniform convergence of f,(u(t), t)on u(t) G U for k + 03 we have 
g,,(t) -+ 0 a.e., and 1 g,,(t) (< 2p(t). By the dominated convergence theorem, 
This contradicts (4.6) and the proof is complete. 
LEMMA 4. Assume that the conditions (a)-(c) are satisfied. Let x(n, u, t), 
x(0, u, t) be the solutions of (2.1) at E = 0, E = E,, respectively. Given E, + 0, 
for almost t E [0, T], x ( It, u, t) converges to x(0, u, t) uniformly on (So, a). 
Proof. For any (So, a) we have 
I x(n, u, f) - x(0, u, t> I 
< 
j 
1 I.&,, , x(n, u, 71, U(T), 7) -f(O, x(0, u, 7), u(7), 7) I d7 
< oT I.?(&, , x(n, u, 7), u(7), 7) -.?(O, x(n, u, 71, V(T), 7) I dt I 
+ joT ml ( x n, u, 7), u(7), 7) -fP, x(0, u, 7), u(7), 7) I d7. 
By condition (c), for any 6, > 0, there exists no such that for n > no, 
I .k,, 4% u, t), u(7), 7) -fCO, x(n, u, 7), u(7), 7) / < 8,/T . exp jT n(t) dt. 
0 
Then 
Ix@, u, q - x(0, u, t) I 
< 1: f?JT exp jar A(t) dt ds + 1: n(t) \x(n, u, t) - x(0, u, 7) 1 dt. 
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By Gronwell’s lemma [5], 
IQ, u, 4 - X(0, n, t) I 
a.e.. 
Because u E (S,, a) is arbitrary, for almost all t E [0, T], x(n, u, t) converges 
to x(0, U, t) uniformly on (S,, a). 
LEMMA 5. Assume that the conditions (a)--(c) are satisfied. Given E, --) 0, 
J(E, , u) converges to J(0, u) un$ormZy on (S,, a). 
Proof In condition (b), y(t) is integrable and finite for almost all 
t E [0, T]. Given t E (0, T] ( except a set with measure zero), for any 8, > 0 
there exists n’ E N such that for n > n’, 
l-44 u, l> - x(0, u, 0 I < 0,) Vu E (S,, a). 
By condition (c), there exists n, E N such that for n > n, > n’, 
I f&, x(n, u, t), u(f), 0 -f&4 x(n, u, 0, HO, l)l < 8,) 
Vu(t) E U( U(O), t). 
Hence for n > n,, 
l fo(& 2 x(n, % t), @>T t> -.m, 40, u, f>,4$ t> I
< l .f&, x(n, u, 4, u(t), 0 -f&J, 0, u, t>, u(O,f> I 
+ I f,(O, X(6 u, 0, u(t), 0 -f&4 x(0, x(0, u, 4 u(t)9 4 I 
< 6, + y(t)]x(n, u, t) - x(0, u, t)] < (1 + y(t)> 6,, Vu(t) E U(W), a). 
Since y(t) is finite for fixed t, for almost every t in [0, T], fJe,,, x(n, u, t), 
u(c), t) converges to &(O, u, t), u(t), t) uniformly on u(t) E U(U(O), t). By 
Lemma 3 the functional J(E,, u) converges to J(0, u) uniformly on (S,, a). 
THEOREM 1. Let P(s)(O <E & 1) be a family of the optimal control 
problems that satisfy the global assumptions (a)-(c), and the following 
assumptions: 
(I). There exist at least two measurable functions u,, u. such that 
ul(t), u,,(t) E U(O), a.e. and ]ju, - u,I] = a > 0, where a is a constant. 
(II). Let u,, be a local minimum of P(0). There exists a strict 
increasing real-valued function s(<)(s(O) = 0) on [0, 03) such that for a 
suflciently small A > 0, 
J(0, u) - J(0, ug) 2 $11 u - %ll), VU E B(u,, A) n (S,, a). (4.7) 
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(III). For each E E [0, 11, J(E, u) is weakly lower semicontinuous on 
B(u,, A) n (S,, a). Then for any E, + 0, there exists the sequence u, of the 
local minimum solutions of P(E,) such that u, -+ uO. 
Proof: For any E, -+ 0, by condition (a) there exists n’ E N such that for 
n > n’, U(E,) c U(U(O), a), and S, c (S,, cz). Without loss of generality we 
could suppose that U(E,) c U(U(O), cz) and S, c (S,, a), Vn E N. 
For any positive number w: 0 ( w < min(a/2, A}, by Lemmas 1 and 2 we 
have SA # 0, SA # 0, and the functional J(0, u) satisfies inequality (4.7) for 
u E B(u,, w) n (S,, a). By Lemma 5 there exists n, E N such that for 
n>n,, 
I-q&,, u) -J(O, u)l < 4’ Vu E (S,, a). (4.8) 
Since (4.7), (4.8) hold for Vn > n, and Vu E S;, we have 
r(w) r(w) J(E,, uo> <40, uo> +4 < J(O, u)- r(w) + 4 
r(w) r(w) r(w) </(e,,u)--s(w)+~+~=J(E,.U)-~1 
that is, 
J(E,, uO) < inf{J(s,, u)lu E SA}. (4.9) 
Because u0 may not belong to S, and S, is open at c = 0, there exists a 
sequence (u, E S,), such that u, converges to u,. By Lemma 5 we have 
J(E,, u,) - J(0, uJ. Hence there exists n, E N such that for n > n,, 
J(E,, u,) < inf{J(e,, u)lu E SA}, (4.10) 
and u,ES,n$(u,,a) for Vn>n,, where g(u,,, w) is the interior of 
B(u,, w>. 
Equation (4.10) provides that if J(E~, u) have minimum solutions on 
S, n B(u,, w), then this solution belongs to $(u,,, w), because 
B(u,, w) CL,(I) is a weakly compact set and S, is a weakly closed set of 
L,(I), so that B(u,, w) n S, is a weakly compact set. By condition (III), 
J(E,, u) has a minimum solution U, on B(u,, w) n S, = SA and 
z?,Eti(u,,w), Vn>n,. So there exists a real number sequence 
hJN7 w, ( w such that B(P,, wn) c&u,, w). Therefore, U, is a local 
minimum solution of P(E,). Since w > 0, owing to its arbitrariness 
(sufficiently small), obviously the sequence (z?,,)~ may be selected to make ti,, 
converge to uO. 
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