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Abstract 
Structure & Condensation of Exciton-Polaritons 
 in Birefringent Optical Cavities 
Michael Scott Spencer 
 
 Lead Halide Perovskites (LHPs) have emerged as an outstanding optical material, due to 
their high quantum efficiencies, broad wavelength tuneability via chemical substitution, and 
facile growth conditions. LHPs have also been increasingly considered as an ideal candidate for 
exploring applications of exciton-polariton condensation, with a recent explosion of research in 
this area. The physical properties of LHPs are distinct from traditional materials often used to 
study exciton-polaritons, leading to debates over photo-physical mechanisms of stimulated 
emission, and interpretation of experimental results. This thesis addresses these debates in two 
parts, discussing (1) how the relatively low exciton-binding energy and phonon-bottleneck 
effects often leads to exciton dissociation prior to the laser powers needed to observe stimulated 
emission, and (2) how the optical birefringence associated with bulk CsPbBr3 at cryogenic 
temperatures will produce novel optical potentials which amount to a synthetic spin-orbit 
coupling of exciton-polaritons within a perovskite microcavity. These conclusions are reached by 
a combination of static and time-resolved spectroscopies, along with polarization-resolved 
Fourier-imaging optical techniques.
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Chapter 1: Overview of Field 
Exciton Polaritons- a quasiparticle combined via superposition of a cavity photon and 
exciton- offer an extremely exciting material platform to study non-linear physics, quantum 
emission, and Bose-Einstein condensation. Much of the excitement around exciton-polaritons is 
derived from its constituents themselves. In the ideal situation, an exciton-polariton is equally a 
photon as much as it is an exciton. Therefore, we have a quasiparticle that combines the speed at 
which a cavity photon may propagate, with the inherent interaction of an exciton. That is, we can 
now imagine excitations travelling in a material at speeds that an exciton itself could never 
achieve, which can have significant implications for on-chip optoelectronics using quantum 
states of light.[1] From the other end, we also may expect that photons may interact with one 
another, but not at the significant powers associated with non-linear optics, but rather at low 
power densities, and even down to the level of a single photon.[2] 
1.1 Historical Introduction to Field of Exciton-Polaritons 
The birth of the field is often credited to Hopfield’s work- considering how light travels 
inside of a material, and in particular how the presence of excitons contributes to the dielectric 
constant, and then the effect that this has on light travelling through the material.[3] In particular, 
he developed what he called the ‘Quantum Theory of a Classical Dielectric’, where he 
considered quantization of the electromagnetic field in a dielectric material which is host to a 
material resonance (Lorentzian). In doing so, he finds that the Hamiltonian takes a form in which 
the exciton and photon states become coupled, the origin of the traditional so-called Coupled-
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Oscillator Hamiltonian which is now ubiquitous today (equation 2.3.10). A result from this 
article (Figure 1.1.) is shown below, and is the first example of what would become a familiar 
sight within the decades to follow. 
 
 
 
 Figure 1.1: Exciton-Polariton Dispersion. Reproduced with permission from 
Reference [3], Copyright Physical Review Journals Archive, (1958) 
 
 
 An important property of exciton-polaritons is that they are well-approximated as bosons. 
Although the photon is certainly a boson, that an exciton is a boson is a more complicated 
matter.[4] Essentially, they may be treated as bosons for a sufficiently low density, but as 
dissociation into an electron-hole plasma begins to occur there is a critical density, called the 
Mott Density (discussed in detail in Chapter 3), where there is a transition to fermionic character 
and behavior. In the region below this dissociation, however, there is the exciting prospect of 
Exciton-Polariton Bose-Einstein condensation (BEC).[5] This is a particularly exciting property 
of polaritons, because the number of bosons which are required to achieve Bose-Einstein 
condensation (Equation 1.1.1 – condensation threshold of a non-interacting Bose gas) is a 
function of the mass of these particles, as well as their temperature: 
 
𝑇𝑐𝑜𝑛 ≈ 3.3125
ℏ2𝑛
2
3
𝑚𝑘𝐵
 (1.1.1) 
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Here, ℏ is Planck’s constant, 𝑛 is the density of particles, 𝑚 is their mass, or in our case the 
effective mass of the polariton, and 𝑘𝐵 is Boltzmann’s constant. This property is fundamental to 
Bosons, and follows directly from the thermodynamic properties of a Bose-Einstein gas. It is 
worth pointing out that this this equation is written here to point out that the lower the mass of 
particles the higher the condensation threshold temperature. An exciton-polariton gas is certainly 
an interacting gas, and this will strongly modify the thermodynamic properties, which are not 
attempted to be captured in the simple expression of Equation 1.1.1. Nevertheless, this equation 
suggests that the temperature at which some set number of particles might experience 
condensation is inversely proportional to the mass of those particles. This property in particular 
is a main motivation of studying exciton-polaritons, as they offer the ability to study BEC 
physics at temperatures more easily attainable than in comparison with more traditional 
approaches. For example, studying BEC with atomic gases necessitates cooling the atomic cloud 
via laser-cooling methods to temperatures as low as micro- or nano-kelvin.[6] Polaritons, on the 
other hand, have masses even lighter than that of a bare electron, due to their photonic character, 
and are therefore ideal candidates for exploring BEC physics near or even at room 
temperature.[7]  
 
1.2 Examples of Polariton Condensation, & Polariton Lattices 
One of the first widely-accepted evidences of exciton-polariton condensates is the 
relatively recent report of J. Kasprzak, et. al,[8] where they evidence condensation for the first 
time. That is, they are the first for investigating beyond linewidth narrowing and super-linear 
growth of emission, instead going so far as to show that the polaritons form a genuine 
condensate state, achieved by analyzing the thermodynamic signatures of the measured 
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distribution function. Shown below are key figures of this report, demonstrating the condensate 
distribution function, the properties of the condensate as more carriers are added after the  
 
threshold is reached, and the distribution of carriers at various pumping powers near and 
above the condensation threshold. 
 In the time since the work of [8], polariton condensation has been confirmed in a number 
of different systems, and has paved the way to many applications of these condensate states, and 
their surprising properties. One important property of the condensate is that it is a superfluid, i.e. 
a fluid which experiences no viscosity. This is evidenced in the critical report of G. Lerario, et. 
al.[9], where they show that the scattering of a polariton wave-packet about an intentional defect 
becomes non-existent across the condensation threshold. That is, once the condensate is formed, 
 
 
 
 Figure 1.2: First evidence of Exciton-Polariton-Condensation. A. Panel A shows 
experimental momentum-distribution of polaritons as the condensate threshold is 
crossed, showing a rapid growth of number of particles into the same state, 
evidenced by an increase in intensity, and narrowing of shape. B. This expresses the 
same information as panel A, but shows the photoluminescence as a function of 
energy, making clear the narrowing in energy and momentum of the condensate 
state. It is also possible to observe in this panel a noticeable blue-shift of the 
wavelength of the emission maximum. C. Panel C shows the total emission as a 
function of laser power, the linewidth narrowing associated with condensation, as 
well as the blue-shifting of the condensate peak. The lasing threshold is evidenced 
most clearly by observing the linewidth narrowing that occurs at the onset of 
condensation, while afterwards experiencing significant broadening. D: Panel D 
shows the distribution of carriers, as a function of energy. Reproduced with 
permission from Reference [8], Copyright Nature, (2006) 
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the superfluid property makes the wave-packet flow around the defect, preventing any particle 
back-scattering that would otherwise be measured in the momentum imaging. 
 
 
 
 Figure 1.3: Evidence of Superfluiditity in a room-temperature polariton condensate. 
Panels a, b show the real-space imaging of a polariton condensate flow around a 
defect in its path. In panel a, the back reflection of the polariton wave-packet creates 
an interference observable in far-field PL, showing as ripples in the condensate. In 
panel b, beyond the condensation threshold, there is only diffuse light observed. 
Panels C, D are theoretical computation of these phenomena, showing good 
agreement with the experiment. Panels e,f are the Fourier image of panels a and b, 
showing the presence or lack of scattering. The scattering (panel e) of the 
condensate wave-packet will be energy-conserving, thus scattering the main wave-
packet polaritons (bright circle) onto equal-energy states of different momenta 
(larger, dimmer circle). After the condensation threshold, it is seen in panel F that 
the dimmer circle is now not evidenced, as a result of the inability of the polaritons 
to scatter. Panels g,h show a theoretical complement to panels e,f. Reproduced with 
permission from Reference [9], Copyright Nature Physics, (2017) 
 
 
 Beyond these important fundamental properties, there has been much effort in recent 
years dedicated to advancing exciton-polariton physics into the domain of useful technologies, 
particularly integration into optical logic networks. This is an exceptionally exciting prospect, 
where examples of polariton transistors[10], switches[11], and routers[12] have all been 
demonstrated. Most of these examples utilize the so-called ‘ground-state’  
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 Figure 1.4: Topological edge states observed by exciton-polariton lasing. Panels 
a, b show the dispersion of exciton polaritons within this engineered finite 2-
dimensional crystal. There is a distinction noted between measurements 
conducted within the ‘bulk’ of the crystal, and the ‘edge’, namely the appearance 
of topological edge states bridging the gap between the otherwise gapped p states 
(c,d,e in panel B). Panel c shows the real-space imaging of these lasing modes, at 
the energies suggested in panel B. It can be observed then that these in-gap states 
are indeed topological, as the lasing from these modes is purely localized within 
the edge state. It is also interesting to note that the character of the band (s, 
versus p) is inherently observable within the real-space image, showing distinct 
p-orbit character with the p bands. Reproduced with permission from Reference 
[14], Copyright Nature Photonics, (2017) 
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properties of the system, but leveraging the quantum state of the condensate leaves potential for 
applications in optical and quantum computations.[13] 
 Another modern thrust of research within the field of exciton-polaritons is in using e-
beam lithography to etch an artificial crystal within which the exciton-polaritons live. This 
allows for the realization of, for example, topological exciton-polariton lasing from engineered 
edge states, as is the case in (Figure 1.4) the work of P. St-Jean. There, a micropillar array is 
fashioned such that there is a distinction between the polariton band-structure within the center 
of the chain (‘bulk’), and the edge, wherein topological states are observed.[14] 
 There are many further examples of polaritons within engineered lattices, which can be 
tuned to study various different effects, not confined just edge state lasing, which is recently a 
popular topic of study.[15]–[17] One interesting direction is to consider a photonic crystal which 
is not host to an excitonic material itself, but rather a pure optical structure, onto which one can 
place a 2-dimensional material or a thin crystal. In this way, one may couple the exciton to a 
cavity photon via the evanescent field of the photonic crystal, rather than the traditional means of 
a cavity photon. This is achieved in a recent report by Y. Chen, et. al., where they lay a 
monolayer of WSe2 onto this photonic crystal, and observe an avoided crossing between the 
metasurface optical modes and the exciton resonance, thus evidencing a metasurface exciton-
polariton.[18] This method of generation of an exciton-polariton is ideal from a sample-
preparation point of view, because the photonic crystal may be fabricated without regard for the 
constraints of the material fabrication, avoiding much of the difficulty of fabricating a traditional 
DBR-based exciton polariton microcavity. 
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 Figure 1.5: Incorportation of exciton-polariton into a metasurface optical 
cavity. Panel A depicts an idealized situation, where a monolayer of 
WSe2 is laid atop a metasurface photonic crystal cavity. Panel C show a 
microscope image of an actual sample, where the black dotted square 
depicts the location of the photonic crystal, and the orange dotted shape 
shows the location of the WSe2 monolayer. Panel B depict the simulated 
(left) and experimental (right) reflectance of a bare metasurface photonic 
crystal, which is formed from the Fano resonance between a traditional, 
i.e. parabolic, photonic cavity, and the metasurface resonance. Panel D 
shows the experimental and experimental reflectance from this same 
optical cavity, but with the monolayer WSe2 placed atop, which is host to 
a sharp exciton resonance, creating a clear avoided crossing within the 
metasurface optical dispersion. Reproduced with permission from 
Reference [18], Copyright Nano Letters, (2020) 
 
 
 An important property of some of these lattice polaritons is that in some cases they are 
engineered to possess a kind of optical spin-orbit coupling. In the context of later chapters in this 
thesis, the effective spin-orbit coupling is provided from an optical potential derived from both a 
birefringence and natural mode (TE,TM) splitting from the wave-based interference of a DBR 
microcavity. Within some engineered optical lattices, however, the exciton polariton dispersion 
may acquire spin-orbit coupling through incorporation of a polarization-based splitting (i.e. spin-
dependent splitting) into an exciton-polariton engineered optical lattice which is comprised of s- 
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and p-bands, as is the case in Figure 1.4.[19] In such cases, the polarization (i.e. spin) splitting is 
dependent upon the angular momentum of the given band, hence the term spin-orbit coupling 
where in these optical lattices it holds a close connection to the usual meaning of the term in 
condensed-matter physics.  
1.3 Perovskites as a Platform for Exciton-Polariton Studies 
After reviewing some of the state of the art in other optical systems, we now turn to 
discuss what is the state of the field as it concerns the usage of perovskite semiconductors for 
exciton-polariton applications, or ‘polaritonics’. Many of the declared observations of perovskite 
exciton-polaritons are derived from dispersion measurements from nanowires, which are readily 
grown, but with sometimes dubious claims of polariton condensation.[20], [21] This is discussed 
at length in Chapter 3, with detailed discussion of exciton dissociation and methods for making 
an informed estimate of the Mott density.[22] In our nanowire lasing paper[23], we show that the 
lasing thresholds corresponding to nanowire lasing, especially at room temperature, correspond 
to carrier densities beyond the Mott density. However, microcavities at sufficiently low 
temperatures are more likely to be host to genuine exciton-polariton condensates. 
Putting aside criticisms of claims of condensation, there is a great variety of published 
work already using perovskites as a platform for exciton-polaritons. One particularly interesting 
example is using 2d perovskites, such as in the work of J. Wang, et. al.[24], which have very 
intense and narrow exciton absorptions – characteristics ideal for unambiguous measurements of 
exciton-polaritons. Figure 5.6 shows a sample dispersion from a thick cavity – the cavity is thick 
enough that the optical modes exhibit an avoided crossing with one another, a hallmark of a quite 
thick cavity. In this case though, their interaction with one another, inherited from the excitonic 
component that is transferred through a vertical train of avoided crossings, gives a splitting that 
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is significantly larger than the cavity linewidths, resulting in a series of avoided crossings across 
a number of optical modes. There is similarly avoided crossings with the so-called Bragg Modes 
of the optical cavity, which are transmissive modes, i.e. lossy modes which are ideal for 
efficiently letting light out of the cavity region. 
 
 
 
 
 Figure 1.6 Strong-coupling of exciton to hybrid photonic cavity & bragg modes. 
In this figure, the strong coupling of the exciton and the optical modes formed by 
the avoided crossings of the cavity polaritons with bragg modes (i.e. optical 
transmission modes outside of the optical bandgap) are evidenced, with high 
fidelity. The optical modes are termed hybrid bragg polariton modes, to denote 
their hybridization of optical cavity modes, bragg modes, and exciton resonance. 
Panel A shows good agreement between the experimentally-measured reflectance 
and photoluminescence, showing a clear avoided crossing between the HBP 
modes, due to the excitonic character. Panel B shows the results of a theoretical 
model, which allows straightforward computation of these dispersions. 
Reproduced with permission from Reference [24], Copyright ACS Nano, (2018) 
 
 
 One exciting development in the field is the progress towards creating artificial polariton 
lattices, like those discussed in Section 2, but by using lead-halide perovskites as the active 
material. Perovskite is an ideal candidate for this type of on-chip polaritonics, owing to its 
extremely high absorption and quantum efficiencies[25], especially in applications where its low 
scattering lifetime can be forgiven. An example of these growth techniques is provided by both 
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R. Su et. al.[21], and J. Wang et. al.[26], whereby they employ a method of sample fabrication 
whereby one first grows a thin perovskite layer on-top a DBR, and next deposit a spacer-layer of 
PMMA, and then etching this spacer layer using either e-beam lithography or UV  photo-
lithography, and finally depositing the top DBR. In this way, the exciton polaritons may be 
studied in the region in which PMMA remains, as the other regions are conveniently designed to 
be too thin to be host to an optical mode. In this way, one may programmatically create an 
optical potential of an arbitrary shape into which the exciton-polaritons are confined. Note that  
 
 
 
 Figure 1.7: Lattice engineering using perovskite exciton-polaritons. Panels a-d follow 
R. Su, et. al., Nature Physics (2020). Panels e-h follow J. Wang, et. al., Light: Science 
and Applications, (2021). Panel a shows the idealized diagram of a 1d photonic 
crystal formed by fabricated micropillars. Panel B shows the afm image, prior to 
deposition of the top-DBR, showing the uniform thickness of the PMMA layer which 
constitutes the cavity spacer layer. Panels C and D show energy of emission within 
real-space (panel D), and the orbital characteristics of these particle-in-a-box states 
formed by this 1d chain. Panels E and F show ring microcavities formed by a similar 
manner as in R. Su et. al., but in this case investigating polaritons with circular 
boundary conditions, and optical confinement within the radial direction. Panel E 
shows the idealized diagram, and Panel F shows an actual microscope image. Panel g 
shows the dispersion in momentum space, with a roughly parabolic character, with 
bands of different values of orbital angular momentum, and clear signatures of 
optical confinement. Reproduced with permission from References [21] Copyright 
Nature Physics, (2020) Reference [26] is available under a Creative Commons 
Attribution 4.0 International License, which permits its reproduction where 
accredited.  
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this is different than the traditional methods using, where a few microns-thick DBR microcavity 
with quantum wells embedded inside is etched away to form micropillar arrays and lattices. 
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Chapter 2: Introduction to Polaritons 
In this chapter, a detailed overview of both the electromagnetic and quantum theories for 
understanding strong-coupling of cavity photons with excitonic excitations within a material are 
presented. Although a quantum picture of an exciton-polariton is often prioritized in literature, an 
electromagnetic basis of theory allows more explicit connections to the important material 
properties from which the effects are derived, compared to the quantum theory which is 
necessarily more empirical. Later, we will develop the quantum concept of the polariton, i.e. the 
superposition between the photon and excitation as the exciton-polariton quasiparticle.  
2.1 Overview of Electromagnetic Wave Properties 
We begin with Maxwell’s Equations, which allow for us to have a basis of understanding 
of electromagnetic wave properties, and therefore an understanding of the cavity photons which 
will be discussed at length. Maxwell’s Equations are written below, in the case of an absence of 
permanent charge distributions or current density. 
 𝛁 ⋅ 𝑫 = 𝟎 (2.1.1) 
 ∇ ⋅ 𝑩 = 0 (2.1.2) 
 
𝛁 × 𝑬 = −
𝝏𝑩
𝝏𝒕
 
(2.1.3) 
 
𝛁 × 𝑩 = −
𝝏𝑫
𝝏𝒕
 
(2.1.4) 
 
In addition, we should include the so-called constitutive relations, which describe the 
polarization induced by an electromagnetic wave within a given a given material, otherwise we 
are describing only an electromagnetic wave within vacuum. These equations will connect an 
14 
 
applied electric field to a displacement field, where the dielectric function will serve as the factor 
connecting the two. 
 𝑫 = 𝜖𝑬 (2.1.5) 
 
The format of the dielectric function depends on the situation under consideration. In the 
case of an anisotropic material, it would be represented by a tensor. By combination of the curl 
equations (2.1.3, 2.1.4), it can be seen that in free space, electromagnetic fields of the form 
below satisfy Maxwell’s Equations: 
 𝑬 = (
𝐸𝑥
𝐸𝑦
𝐸𝑧
) = (
𝐸𝑜,𝑥𝑒
𝑖𝜙𝑥
𝐸𝑜,𝑦𝑒
𝑖𝜙𝑦
𝐸𝑜,𝑧𝑒
𝑖𝜙𝑧
)𝑒𝑖(𝒌∙𝒓−𝜔𝑡) (2.1.6) 
 
The vector 𝒌 is referred to as the wave vector of the given electromagnetic wave, and 
contains information both on the momentum carried by the wave as well as its vector orientation. 
Maxwell’s Equations also prescribe the connection of an electromagnetic field on either side of a 
material interface where the interfacial materials have distinct optical properties. The most 
important consequence here is that the parallel component of the wavevector is conserved across 
this interface, which is equivalent to the statement of Snell’s Law (eq. 2.1.6). 
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 Figure 2.1: Demonstration of refraction of a light ray incident upon a material 
interface. Note that the parallel component of the wavevector is conserved. 
 
 
 𝒔𝒊𝒏(𝜽𝟏)𝒏𝟏 = 𝒔𝒊𝒏(𝜽𝟐)𝒏𝟐 (1.1.6) 
 
By using Faraday’s Law and Ampere’s Law, and an appropriate choice of infinitesimal 
integration regions, it can be seen that the following equations govern refraction and reflections 
of an electromagnetic field at an interface such as the one shown in Figure 2.1: 
 ?̂? ⋅ (𝑫𝑖 −𝑫𝑡) = 0 (1.1.7) 
 ?̂?⨂(𝑬𝑖 − 𝑬𝑡) = 0 (1.1.8) 
 ?̂? ⋅ (𝑩𝑖 −𝑩𝑡) = 0 (1.1.9) 
 ?̂?⨂(𝑯𝑖 −𝑯𝑡) = 0 (1.1.10) 
 
Here, the vector ?̂? represents a vector normal to the interfacial surface, of unit length. The 
simplest of these to understand is that the tangential components of the field (𝑬,𝑯) are constant 
across the interface, as these can be understood simply from the properties of the wavevector. 
These properties (eq. 1.1.8, 1.1.10) are used repeatedly in the construction of a transfer matrix 
method code, i.e. in the construction a numerical approach for treating wave interference 
properties in the presence of infinite dielectric stacks. 
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An important property of an electromagnetic wave is that it is always transversely 
polarized in free space. This can be stated mathematically as: 𝒌 ⊥ 𝑬, 𝒌 ⊥ 𝑩 – note that this 
property also follows directly from Maxwell’s Equations. Considering the electric component 
alone, we can imagine then that there is an entire plane of vectors that is normal to the wave-
vector, which we are free to allow the electric field to oscillate. There is a conventional way to 
categorize the way in which the electric field is oscillating with respect to some optical interface 
– we call these possibilities the polarization of the light. An example of a wave-vector incident 
on a surface is shown in figure 2.2, below. 
 
 
 
 Figure 2.2: Electromagnetic wave, symbolized by its wave-vector 𝒌, depicting also 
the unit vectors associated with the TE, TM polarizations 
 
In Figure 2.2 the unit vectors associated with the TE, TM polarizations are shown. The 
TM polarization direction is defined as the direction found by computing the cross product of the 
normal vector of the optical surface under consideration with the wave vector. The TE 
polarization direction is then found by finding the vector orthogonal to both the wavevector and 
the TM polarization direction. 
 
?⃗? 𝑇𝐸 =
?̂? × ?⃗? 
|?̂? × ?⃗? |
  (1.1.11) 
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?⃗? 𝑇𝑀 =
?⃗? × ?⃗? 𝑇𝐸
|?⃗? × ?⃗? 𝑇𝐸|
 (1.1.12) 
 These names are derived from the fact that for the TE polarization, the electric field is 
oscillating entirely within the plane of the ‘device’ surface, whereas the magnetic field of that 
polarization is oscillating partially along the normal vector direction, and partially in-plane but 
perpendicular to the TE polarization direction. For the TM polarization, the transverse oscillation 
of the magnetic field is totally in the plane of the optical surface, hence the name transverse 
magnetic polarization. Note that in the case of normal incidence, there is no sense in making a 
distinction, both in terms of definition via cross product, and because the TE and TM modes 
cannot be distinguished if the optical surface is isotropic and homogeneous. 
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2.2 Polarization & The Poincaré Sphere 
It will become useful later to have a thorough understanding of the Poincaré Sphere (Figure 2.3), 
which itself is a way to provide a geometric framework for the possible polarization states of 
light. The polarization state itself is characterized by the Stokes Parameters, which quantify both 
the overall intensity of the light, as well as the projection onto various polarization bases. The 
definition of the Stokes Vector in terms of the Poincare Sphere mapping are shown below: 
 
𝑺 = (
𝑆0
𝑆1
𝑆2
𝑆3
) = (
𝐼
𝐼𝜌 cos(2𝜙) cos(2𝜃)
𝐼𝜌 sin(2𝜙) cos(2𝜃)
𝐼𝜌 sin(2𝜃)
) (2.2.1) 
 
Here, 𝐼 represents the overall intensity, 𝜌 the degree of polarization, and finally 𝜙 and 𝜃 describe 
the azimuthal and polar angles, respectively. Note that these angles are multiplied by two 
because a physical polarization orientation is along a plane, rather than aligned with a vector. In 
other words, a given polarization vector cannot be differentiated with a polarization rotated by 
180°. The final three stokes parameters refer to projection onto various polarization bases: 𝑆1 
 
 
 
 Figure 2.3: Depiction of Poincaré Sphere, the sphere which can be used to represent 
any coherent polarization state, with any degree of polarization. A polarization state 
aligned with (against) 𝑺𝟏 corresponds to a linear (horizontal) polarization. 𝑺𝟐 
similarly corresponds to either a diagonal or anti-diagonal polarization, as it 
corresponds to a rotated basis of linear polarization. Finally, 𝑺𝟑 corresponds to 
either perfectly right- or left-circularly polarized states. 
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refers to horizontal and vertical polarization basis (H,V), 𝑆2 refers to a basis where the linear 
polarizations are rotated 45°, often termed the diagonal and anti-diagonal basis (D, AD), and 
finally 𝑆3 refers to the right and left circular polarization basis (LC,RC). To be clear the 𝑆2 basis 
is derived from the symmetric and antisymmetric combination of 𝑆1 basis, whereas 𝑆3 is the 
complex symmetric and antisymmetric combination.  Experimentally, the value of any of these 
Stokes Vector parameters may be found by measuring the amount of light in a given basis – an 
easy example is 𝑆1, where one would use a linear polarizer, and take the difference in 
transmission between horizontal and vertical orientations. Similar measurements may be done 
for 𝑆2 and 𝑆3, allowing for experimental extraction of the polarization state vector (Appendix B). 
A desirable property in this formulation is to be able to write the full stokes vector for a given 
state vector written in any of the possible bases. The most straightforward way to perform this 
kind of calculation is to recognize that the last three stokes vectors relate to the expectation value 
of the Dirac Matrices: 
 𝝈𝑥 = (
0 1
1 0
),  𝝈𝑦 = (
0 −𝑖
𝑖 0
) , 𝝈𝑧 = (
1 0
0 −1
) (2.2.2) 
 
These matrices are most frequently referenced in the context of an electron spin interacting with 
a magnetic field. However, as we shall see, they can also be used to convert between different 
polarization bases. In the case of the Poincaré Sphere, we choose the circular polarization basis 
to be the ‘natural’ basis, playing the role of the z-direction in analogy with a magnetic field, i.e. 
to be associated with 𝝈𝑧. That is, for a polarization state vector in the basis of circular 
polarization given by |𝜓⟩ = 𝑐1|𝑅𝐻⟩ + 𝑐2|𝐿𝐻⟩, the value of 𝑆3 may be written as follows: 
 𝑆3 = ⟨𝜓|𝝈𝑧|𝜓⟩ = (𝑐1
∗ 𝑐2
∗) (
1 0
0 −1
) (
𝑐1
𝑐2
) = |𝑐1|
2 − |𝑐2|
2 (2.2.3) 
 
Similar calculations may be performed to calculate the other components of the Stokes Vector 
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𝑆 =
(
 
⟨𝜓|𝟏2𝑥2|𝜓⟩ 
⟨𝜓|𝝈𝑥|𝜓⟩
⟨𝜓|𝝈𝑦|𝜓⟩
⟨𝜓|𝝈𝑧|𝜓⟩ )
 =
(
 
|𝑐1|
2 + |𝑐2|
2 
𝑐1
∗𝑐2 + 𝑐1𝑐2
∗
−𝑖(𝑐1
∗𝑐2 − 𝑐1𝑐2
∗)
|𝑐1|
2 − |𝑐2|
2 )
 =
(
 
|𝑐1|
2 + |𝑐2|
2 
2 ∗ ℛ(𝑐1
∗𝑐2)
−2 ∗ ℐ(𝑐1
∗𝑐2)
|𝑐1|
2 − |𝑐2|
2)
  (2.2.4) 
 
2.3 Introduction to Exciton-Polaritons 
In this section, fundamental aspects of the quantum-mechanical picture of exciton-
polaritons will be developed. Important considerations, such as exciton and photon dephasing 
times, and how they factor into achieving exciton-polariton condensation will be discussed, in 
addition to how these considerations can be incorporated into the so-called Coupled Oscillator 
Hamiltonian. In particular, the addition of dephasing into the coupled-oscillator Hamiltonian will 
allow for a detailed discussion of the definition of strong or intermediate coupling – definitions 
only afforded by considering complex energies, i.e. by including loss within the exciton-
polariton model. 
Exciton-Polaritons are a quantum-mechanical picture of how a material resonance will be 
affected in the presence of an optical cavity. In the parlance of Quantum Mechanics, we would 
say that an exciton-polariton is a superposition state of a cavity photon and exciton within the 
cavity, where we often discuss in terms of momentum space. This type of picture will also 
introduce the concept of a Rabi Oscillation, which is to say that the quantum state is oscillating 
back and forth between a cavity photon and exciton, at a frequency defined by their energy level 
mismatch. This property generally follows from the time-dependent Schrodinger Equation. 
 
𝑖ℏ
𝜕|Ψ(𝑡)⟩
𝜕𝑡
= ?̂?|Ψ(𝑡)⟩ = 𝐸|Ψ(𝑡)⟩ (2.3.1) 
 
In words, the time-dependent Schrodinger Equation tells us that the time derivative of the 
quantum state is proportional to the action of the Hamiltonian on that same state. We can then 
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consider some toy-like system which has two energy eigenstates, labelled by the following 
eigenvalue equations (2.3.2), and noting the orthogonality of the eigenstates (2.3.3): 
 ?̂?|ϕ1⟩ = 𝐸1|ϕ1⟩, ?̂?|ϕ2⟩ = 𝐸2|ϕ2⟩ (2.3.2) 
 ⟨𝜙𝑖|𝜙𝑗⟩ = 𝛿𝑖,𝑗 (2.3.3) 
Because we are dealing with a linear differential equation, we can write any linear superposition 
of eigenstates as a general state: 
 |Ψ(0)⟩ = 𝑐1|ϕ1⟩ + 𝑐2|ϕ2⟩ (2.3.4) 
 ?̂?|Ψ(𝑡)⟩ = 𝑐1𝐸1|ϕ1⟩ + 𝑐2𝐸2|ϕ2⟩ (2.3.5) 
 
From this information we may readily identify the form of |Ψ(𝑡)⟩ based off of equation 2.3.1: 
 
𝑖ℏ
𝜕|ϕn(𝑡)⟩
𝜕𝑡
= 𝐸𝑛|ϕn⟩ (2.3.6) 
 
|𝜙𝑛(𝑡)⟩ =  𝑒
−
𝑖𝐸𝑛𝑡
ℏ |ϕn⟩   
(2.3.7) 
 
|Ψ(𝑡)⟩ = 𝑐1𝑒
−
𝑖𝐸1𝑡
ℏ |𝜙1⟩ + 𝑐2𝑒
−
𝑖𝐸2𝑡
ℏ |𝜙2⟩ 
(2.3.7) 
 
From this, we may factor out the phase of the first term, and compute the probability of 
measuring the state to be in either the first or the second eigenstate, given the following initial 
condition: 
 
|Ψ(𝑡)⟩ =
1
√2 
(𝑒−
𝑖𝐸1𝑡
ℏ |𝜙1⟩ + 𝑒
−
𝑖𝐸2𝑡
ℏ |𝜙1⟩)   (2.3.8) 
 
𝒫(𝜙1) = |⟨𝜙1|Ψ(𝑡)⟩|
2 = 𝒫(𝜙2) =
1
2
 (2.3.9) 
 
In the second line (equation 2.3.9) we’ve written the probability from that wavefunction of 
finding that the system is in either the state |𝜙1⟩ or |𝜙2⟩. However, there is no coupling between 
the two states, so although the phase of the state may evolve, there is no interference between 
two states. We may now consider what is often termed the ‘coupled-oscillator’ Hamiltonian, 
where we consider energy transfer between the exciton resonance and the cavity photon; 
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𝐻 = (
𝐸𝑥𝑐
Ω
2
Ω
2
𝐸𝑝ℎ
) (2.3.10) 
 
Here the diagonal terms represent the energies, where 𝐸𝑥𝑐 is the exciton energy (as determined 
by absorption measurements) and 𝐸𝑝ℎ is the cavity photon energy. The cavity photon energy is 
generally some function of in-plane momentum/angle, or even polarization, as will be discussed 
in detail later. Finally, Ω is the Rabi coupling, whose strength dictates the Rabi frequency which 
was introduced before. In the previous introduction, there was no oscillation between the 
eigenstates, because they do not exchange energy amongst one another. But now we are 
interested in a situation where the basis vectors, |𝜙𝑋𝑐⟩and |𝜙𝑃ℎ⟩ are no longer the eigenstates, 
but rather linear super-positions of these are the eigenstates, with coefficients, termed Hopfield 
Coefficients[3], which are determined by the ‘detuning’ of the relative energies of the exciton 
resonance and cavity photon. This may directly be observed via diagonalization of the coupled 
oscillator Hamiltonian, which returns the following eigenvalues and eigenvectors, where we 
define the energy detuning Δ𝐸 = 𝐸𝑋𝑐 − 𝐸𝑃ℎ: 
 
𝜆± =
1
2
(𝐸𝑥𝑐 + 𝐸𝑃ℎ ± √Ω
2 + Δ𝐸
2  ) (2.3.11) 
 
|𝜈1⟩ = (
Δ𝐸 +√Ω2 + Δ𝐸
2
Ω
, 1)
𝑇
, |𝜈2⟩ = (
Δ𝐸 −√Ω2 + Δ𝐸
2
Ω
, 1)
𝑇
 (2.3.12) 
 
|𝜈1⟩ =
1
√2
[(1 +
Δ𝐸
√Δ𝐸 + Ω2
)
1
2
|𝜙𝑋𝑐⟩ + (1 −
Δ𝐸
√Δ𝐸 + Ω2
)
1
2
|𝜙𝑃ℎ⟩] (2.3.13) 
 
Equations 2.3.11 and 2.3.12 follow directly from diagonalization of the coupled-oscillator 
Hamiltonian. The next equation, 2.3.13, shows a more convenient reformulation of the 
eigenvector that is both normalized and in a more ‘symmetric’ form. The coefficients are often 
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understood as the excitonic or photonic components of a given state, or to be technically correct- 
the norm squared of the coefficients give the relative probability of being in either the exciton or 
photon state. Writing in terms of these so-called Hopfield Coefficients[3], we can write the 
following: 
 
𝐶𝑋𝑐 = (1 +
Δ𝐸
√Δ𝐸 + Ω2
)
1
2
, 𝐶𝑝ℎ = (1 −
Δ𝐸
√Δ𝐸 + Ω2
)
1
2
 2.3.14 
 |𝜈1⟩ = 𝐶𝑥𝑐|𝜙𝑋𝑐⟩ + 𝐶𝑃ℎ|𝜙𝑃ℎ⟩, |𝜈2⟩ = −𝐶𝑃ℎ|𝜙𝑋𝑐⟩ + 𝐶𝑋𝑐|𝜙𝑃ℎ⟩  2.3.15 
 
Do note that there is a swap and a sign change in the definition of the higher energy mode, as it 
will have the opposite decomposition into the exciton and photon state as compared to the other 
low energy state. 
 Thus far the coupled-oscillator Hamiltonian has been discussed in an abstract manner, 
absent considerations of the form of the exciton and cavity photon energies. Here we will focus 
on optical cavities formed by Distributed Bragg Reflectors (DBRs), discussed in more detail 
later, which allow for cavity photon energies which can simply be written as parabolas for 
sufficiently small angles of incidence: 
 
𝐸𝑝ℎ(𝒌) = 𝐸𝑜 +
ℏ2𝒌∥
2
2𝑚
 
 
2.3.16 
 
Note that the cavity photon dispersion is no different from that of a free-particle, although its 
available momenta lie only within the plane of the cavity, as the photon momentum is quantized 
in the z-direction, due to optical confinement. An idealized situation is presented in figure 2.4, 
where the cavity photon is depicted inside of an optical cavity, displaying (a) its in-plane 
momentum, (b) the field distribution within the cavity, and (c) the cavity photon dispersion. 
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 Figure 2.4: a. Depiction of an idealized photonic cavity, with a photon (green) 
which is depicted as a kind of localized particle, with a defined momentum (vector) 
which can take on any in-plane value. b. Graph showing the field distribution of the 
cavity photon mode, where its maximum value is in the center of the cavity, and the 
probability of the photon being outside the cavity is zero. c. Graph showing the 
dispersion of the cavity photon. There is a zero-momentum energy, which is a 
consequence of the optical confinement in the z-direction, and otherwise free-
particle-like dispersion with an effective mass of the photon determined by the 
dielectric medium and the confinement of the photon within the z-direction. 
 
 
For reasons that will be discussed further in chapters 3 & 4, it is often the case for photonic 
cavities described in this thesis that there are several photonic modes present. This is simply due 
to the thickness of the optical cavity affording several modes within the optical bandgap of the 
DBR photonic crystal. These modes are simply standing waves of the electromagnetic field 
within the optical cavity, and could be compared to ‘particle in a box solutions’, for example, 
albeit with no confinement in the x and y directions. In short, a thicker optical cavity supports 
more standing modes. A figure depicting the field profiles and dispersion of these optical modes 
within an idealized system are depicted in Figure 2.5. 
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 Figure 2.5: a. Depiction of an idealized photonic cavity, with a photon (green). b. 
Graph showing the field distribution of the first few cavity photon modes (P1, P2, 
P3). c. Graph showing the dispersion of the cavity photons (P1, P2, P3), and their 
distinct zero-momentum energies and effective masses. 
 
 
Equipped with a better understanding of the fundamentals, we now return to the concept 
of Rabi Oscillation. As stated before, there were no transfer of probability densities between the 
different states because these states were not interacting, i.e. they were already eigenstates of the 
system. In the case of an exciton-polariton, we have seen that the exciton and photon states 
interact, forming new states that we call exciton-polaritons. Thus we may expect that the 
probability to measure the state to be either in a photon or exciton state would now oscillate. We 
may compute this oscillation now, using as an initial state vector a pure cavity photon, expanded 
in the basis of the exciton-polariton states: 
 
|Ψ(0)⟩ = |𝜙𝑃ℎ⟩ =
1
√2
(|𝜈1⟩ − |𝜈2⟩)  2.3.17 
 
The time evolution of this state may be written, where we note that the energy splitting of the 
polaritons at the anti-crossing point (Δ𝐸 = 0) is ±Ω/2 . 
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|Ψ(𝑡)⟩ =
1
√2
(𝑒−
𝑖Ω𝑡
2ℏ |𝜈1⟩ − 𝑒
𝑖Ω𝑡
2ℏ |𝜈2⟩) 2.3.18 
 
If we then compute the probability to be in either the photon or exciton state (|𝜙𝑃ℎ⟩ =
1
√2
(|𝜈1⟩ −
|𝜈2⟩), |𝜙𝑋𝑐⟩ =
1
√2
(|𝜈1⟩ + |𝜈2⟩) ), we will identify the oscillation between cavity photon and 
exciton that is often discussed as being the basis of the exciton-polariton picture: 
 
𝒫(𝑃ℎ) = |⟨𝜙𝑃ℎ|Ψ(𝑡)⟩|
2 =
1
2
[(⟨𝜈1| − ⟨𝜈2|) (𝑒
−
𝑖Ω𝑡
2ℏ |𝜈1⟩ − 𝑒
𝑖Ω𝑡
2ℏ |𝜈2⟩) ] 2.3.19 
 
𝒫(𝑃ℎ) = |⟨𝜙𝑃ℎ|Ψ(𝑡)⟩|
2 = cos (
𝛺
2ℏ
𝑡) , 𝒫(𝐸𝑥) = sin (
𝛺
2ℏ
𝑡)  2.3.20 
 
Thus we can see that the eigenstates of the coupled oscillator Hamiltonian are oscillating 
between a photon and exciton state, in the quantum picture of the exciton-polariton. 
 Now we will discuss the dispersion of an exciton polariton, thus far only being concerned 
with the oscillations at a specific point in momentum space. As discussed previously, the 
dispersion of a photonic mode is parabolic for small enough momenta (equation 2.3.16). By 
comparison of effective masses, the dispersion of the exciton can considered to be of an 
infinitely large mass by comparison to the photon, so we treat it as a single number over all 
momentum space under consideration. Therefore, we may write the coupled-oscillator 
Hamiltonian over all momenta in the following form: 
 
𝐻(𝒌) = (
𝐸𝑜 +
ℏ2𝑘∥
2
2𝑚
Ω
2
Ω
2
𝐸𝑋𝑐
) 
 
(2.3.21) 
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The exciton-polariton dispersion can thus be found by diagonalizing the Hamiltonian over all 
momenta, where the solutions form branches often referred to as the Lower and Upper Polariton 
Branches (LPB, UPB respectively). These are plotted below in Figure 2.6: 
 
 
 
 Figure 2.6: Results of Diagonalization of Coupled-Oscillator Hamiltonian with 
parameter of cavity photon energy 𝑬𝒐 = 𝟏 𝒆𝑽, exciton energy 𝑬𝑿𝒄 = 𝟏, and 
cavity photon mass 𝒎 = 𝟏. 
 
 
Note that the red line is the bare cavity photon, and the blue line is the exciton resonance, and 
then the black curves are the exciton-polariton dispersions. It can be instructive to show a ‘fat 
 
 
 
 Figure 2.7: Results of Diagonalization of Coupled-Oscillator Hamiltonian with 
parameter of cavity photon energy 𝑬𝒐 = 𝟏 𝒆𝑽, exciton energy 𝑬𝑿𝒄 = 𝟏, coupling 
strength 𝛀 = 𝟐𝟓𝟎𝒎𝒆𝑽, and cavity photon mass 𝒎 = 𝟏. Depicted in fat-band style, 
where size of red dot reflects the projection onto the cavity photon state, and size of 
blue dot reflects projection onto the exciton state. 
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band plot’ type of dispersion, where we plot the projection onto either basis state, i.e. overlay the 
Hopfield Coefficient onto the exciton-polariton dispersion, as shown in Figure 2.7. It is worth 
noting in this quantum picture, then, that these states are coupled in a meaningful way. The 
exciton resonance is being ‘stretched’, in a sense, by this strong coupling to the cavity photon, as 
evidenced by the appearance of an excitonic component at energies otherwise outside of the 
range of excitonic absorption.  
 Detailed discussion of exciton-polariton condensation and lasing will be left for Chapters 
3 & 5, where it will be the focus, but at this point it is possible to make some fundamental 
observations. The general concept of exciton-polariton condensation is that there is a 
thermodynamic ‘driving force’ to allow all bosons in a system to enter into the same state, given 
that there is a critical density such that they may experience enough scattering to generate this 
global coherence. This necessarily means then that the exciton-polaritons need to be in the cavity 
long enough for such a coherence to build up, and scatter into the lowest energy state available to 
them, which is the bottom of the dispersion in the simple situation shown in the figures in this 
section. Of critical importance then, is the composition of the bottom of the exciton-polariton 
branch, i.e. how much photon or exciton character it has. The ‘ideal’ condition is that of zero 
detuning, i.e. that Δ𝐸 = 0 at 𝑘∥ = 0, because in that situation there are equal photonic and 
excitonic components. This is desirable, as it has the sufficient lifetime owed to the cavity 
photon, and the significant non-linear interactions that are only afforded by the exciton 
component. It is not generally feasible to see condensation when the exciton-polariton mode is 
dominated by one component over the other, because either the lifetime is too short (too much 
exciton component), or there are no nonlinearities (too much photon component).  
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In general, we can observe that at zero detuning, the lower and upper polariton branches 
are of mixed compositions at k=0, and at large momenta the lower polariton branch becomes 
increasingly exciton-like and the upper polariton branch becomes increasingly photon-like. For a 
negatively detuned sample (see Figure 2.8), the lower polariton branch transitions from largely 
photon-like (k=0) to entirely exciton-like at large momenta, whereas the upper polariton branch 
transfers from mostly exciton-like to entirely photon-like at large momenta. For a very positively 
detuned cavity (i.e. the cavity photon is significantly higher energy than the exciton), the lower 
polariton branch will become increasingly photon-like at k=0 if the detuning is small enough to 
allow coupling, and again become purely excitonic at high momenta, whereas the upper 
polariton branch may pick up some exciton character at k=0 and then become once again purely 
photonic at high momenta. 
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One final consideration that is often critical in experimental observation is the concept of 
strong-coupling. So far we have simply shown the exciton resonance and cavity photon as lines, 
without introducing any lifetime that they may have. It is necessary to introduce these lifetimes, 
or dephasing in the language of energy, as these are critical for establishing whether or not an 
exciton-polariton is actually formed. Loosely speaking, we will find that the coupling between 
the exciton and photon must exceed the combined dephasing rates of the exciton and photon 
themselves. The Hamiltonian may be written as the following (equation 2.3.22), by simply 
adding a complex component to the energy of the bare exciton and photon – note that this 
complex component is essentially the linewidth that one measures in an experiment. This is with 
the caveat that Γ𝑃ℎshould be measured as the intrinsic exciton linewidth (i.e. measured by 
absorption, outside of a cavity), and the photon linewidth should be measured in the optical 
cavity, in the absence of any gain material (i.e. empty cavity). 
 
This Hamiltonian may be justified somewhat by considering again the time-dependent state 
vector (equation 2.3.7), but rather with a complex energy: 
 
|𝜙𝑛(𝑡)⟩ = 𝑒
−
𝑖(𝐸𝑛−𝑖Γ)𝑡
ℏ |ϕn⟩ = 𝑒
−
𝑖𝐸𝑛𝑡
ℏ 𝑒−
Γ𝑡
ℏ |𝜙𝑛⟩ 
(2.3.23) 
 
Here there is the usual oscillating phase (first factor), but the second factor is simply an 
exponential decay of probability. Thus this is a method to very straightforwardly include loss 
into a simple Hamiltonian, although it should be noted that the Hamiltonian is no longer 
Hermitian, which is a clue that we are defining our system in such a way that energy is 
disappearing, and is generally not acceptable in a fully quantum theory. We will essentially 
 
𝐻(𝑘) = (
𝐸𝑝ℎ(𝑘) − 𝑖Γ𝑃ℎ
Ω
2
Ω
2
𝐸𝑋𝑐 − 𝑖Γ𝑋𝑐
) 
 
(2.3.22) 
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ignore this ‘problem’ for now, as we consider this in only a phenomenological fashion. In any 
case, this is a problem in the definition of our system – we do not attempt to treat the photons 
lost outside of the cavity, neither do we try to incorporate a genuine particle-particle interaction 
for the excitons. Rather we just suppose that either of them may be lost, or exchange states, and 
therefore we ascribe a lifetime to an otherwise pure state. 
Returning to the Hamiltonian itself, we may derive the following energy eigenvalue equation: 
 
𝜆± =
𝐸𝑃ℎ + 𝐸𝑋𝑐 − 𝑖(Γ𝑋𝑐 + Γ𝑃ℎ)
2
+
1
2
√[𝐸𝑝ℎ − 𝐸𝑋𝑐 + 𝑖(Γ𝑃ℎ − Γ𝑋𝑐)]
2
+ Ω2   2.3.24 
 
Note that this eigenvalue is essentially the same as for the simpler Hamiltonian, except for 
allowing the energies to be complex. This condition about whether or not strong coupling is 
achieved has everything to do with the discriminant of the eigenvalue equation.  
 𝐷 = [𝐸𝑝ℎ − 𝐸𝑋𝑐 + 𝑖(Γ𝑃ℎ − Γ𝑋𝑐)]
2
+ Ω2 2.3.25 
  
 The simplest situation to consider is that of the anti-crossing point, where the energies are equal, 
and we are left with the simpler expression that 𝐷 = −ΔΓ
2 + Ω2. Simulations are shown below 
(Figure 2.8), using rates that are typical of measured perovskite samples, where 𝐸𝑋𝑐 = 2.3 𝑒𝑉, 
Γ𝑃ℎ = 5𝑚𝑒𝑉, and Γ𝑋𝑐 = 25 meV. The discriminant at the anti-crossing relies on the relative 
magnitude between the coupling strength (Rabi splitting) and the difference between the 
dephasings. If the Rabi splitting is not sufficiently large, then the discriminant will be negative, 
leading only to a transferal in linewidth rather than the real part of the energy.[27] 
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 Figure 2.8: Results of Diagonalization of the Complex Coupled-Oscillator 
Hamiltonian for situations of zero detuning (a-c) and with significant negative 
detuning (d-f). There are also various degrees of coupling present, where (a,d) 
represent weak coupling, (b-e) represent intermediate coupling, and (c,f) represent 
strong coupling. In all cases the exciton energy is centered at 𝑬𝒙𝒄 = 𝟐. 𝟑𝒆𝑽, the 
exciton dephasing energy 𝚪𝑿𝒄 =  𝟐𝟓𝒎𝒆𝑽, and the photon dephasing energy is given 
by 𝚪𝑷𝒉 = 5 meV. For (a-c) the photon minimum energy coincides with the exciton 
energy, 𝑬𝑷𝒉 = 𝟐. 𝟑 𝒆𝑽. For (d-f) there is a detuning due to the photon energy 
minimum being placed at 𝑬𝑷𝒉 = 𝟐. 𝟐𝟓 𝒆𝑽. The values of the Rabi splitting are 𝛀 =
𝟏𝟎 𝒎𝒆𝑽 (weak coupling –a,d), 𝛀 = 𝟐𝟓 𝒎𝒆𝑽 (intermediate coupling-b,e), 𝛀 =
𝟓𝟎 𝒎𝒆𝑽 (strong coupling-c,f) respectively. Reproduced from reference [27], courtesy 
of Accounts of Chemical Research, (2019). 
 
 
Figure 2.8 is a simulated reflectance derived from the idealized model discussed so far in this 
section. It is obtained by first solving for the complex energy eigenvalues of the Hamiltonian 
(equation 2.3.22) where the choices of parameters are chosen ahead of time. From these, some 
Lorentzian profiles are generated based on the energies of the eigenvalues, where the real part 
informs the position of the Lorentzian, and the complex part informs the linewidth. From these 
the above figure is directly generated. Note that this is a highly idealized graph, where in reality 
several factors would prevent the observation of such an experimental result. The most critical 
one is that perovskites are extremely strongly absorbing, and the exciton binding energy is quite 
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low. The consequence of this is, first, that there are no optical modes within the bandgap, 
because the strong absorption precludes the possibility of any optical mode existing, i.e. a quality 
factor would be approximately zero. The fact that the exciton binding energy is low also means 
that it is essentially not possible to measure an upper polariton branch in CsPbBr3 perovskite 
polaritons, because the Rabi splitting is approximately on the order of the exciton binding 
energy, which once again places what would otherwise be the upper polariton branch inside the 
bandgap of the material. 
 Finally, we will cover some nomenclature that the exciton-polariton community uses to 
distinguish degrees of coupling, which has already been used in Figure 2.8. We have observed 
from the discriminant that the condition that is necessary to have change in eigenstates from 
excitons & photons to upper and lower polaritons is the simple condition that the Rabi splitting 
exceeds the difference of the dissipation rates: 
 Ω ≥ |Γ𝑃ℎ − Γ𝑋𝑐| 2.3.26 
 
This definition of ‘strong coupling’ is often rather unsatisfying, because it leads to situations in 
which there is in principle energy transfer, but one which would be challenging to identify 
experimentally. Instead, another definition is often used[28], which stipulates that ‘strong 
coupling’ should be reserved for when the splitting of the upper and lower polariton branches 
exceeds the sum of the Lorentzian linewidths. Setting up such an inequality leads to the 
following condition: 
 
Ω ≥ √2(Γ𝑃ℎ
2 + ΓXc
2 ) 2.3.27 
 
This is the more functional definition of strong-coupling, one for which there is little 
experimental uncertainty. For Rabi splitting values which fall in-between these two definitions, 
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the term intermediate coupling is sometimes used, or at other times, anything less than the 
inequality in equation 2.3.27 is termed weak coupling, making no distinction between weak or 
intermediate couplings as discussed here[5], [29].  
2.4 Semiclassical Treatment of Exciton-Polaritons 
This section will be devoted to a semiclassical understanding of exciton polaritons, which 
is understood to mean the application of Maxwell’s Equations to describe an optical cavity which 
has an active material, i.e. a material with a strong resonance. It will be shown that the exciton-
polariton dispersion so far discussed as a quantum picture can also be understood in classical 
terms, although the resonance within a dielectric function is arguably at least a semiclassical 
property.  
To begin discussion, we will consider the optical device which is traditionally the most 
often used to realize exciton-polaritons – the Distributed Bragg Reflector (DBR). This is a 
photonic structure made by repeatedly layering alternating dielectric thin films at specified 
thicknesses so as to generate destructive or constructive interference for a particular wavelength. 
In particular, one can design a DBR around a desired reflective band gap centered at some 
wavelength 𝜆𝑛 by making these alternate dielectric layers of thickness 𝑡𝑗 =
𝜆𝑛
4𝑛𝑗
. In this 
expression we’re saying the thickness of the dielectric layer (j=1,2) for either material 1 or 
material 2 should have a thickness of the target wavelength divided by four times the refractive 
index at the target wavelength for material 1 or 2, respectively. The principle of this type of 
photonic crystal is that reflections off of successive interfaces will destructively interfere with 
the incident wave, promoting reflection rather than transmission through the entire structure, 
with increasing efficiency with roughly the logarithm of number of layers. This design is shown 
in figure 2.10, and should be noted to behave fundamentally differently than a simple mirror – 
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reflection off a mirror is immediate, as the penetration depth of the light is extremely short, 
whereas the penetration depth of light impingent upon a DBR is on the order of the wavelength 
of light. 
 
 
 
 Figure 2.10: Figure represents the structure of a distributed Bragg reflector 
(DBR), which consists of a series of alternating dielectric stack, with different 
refractive indeces. 
 
 
 One critical concept to review from section 2.1 is the idea of TE and TM polarized light, 
and the interfacial boundary conditions derived from Maxwell’s Equations. Namely, we should 
remind ourselves that the tangential component of the electromagnetic field is conserved across 
the interface, whereas the perpendicular component is not conserved – a consequence following 
from the same relationship with the wave vector, which is essentially the same thing as Snell’s 
Law. From this, we may already expect the reflectivity of a wave polarized along the surface of 
the DBR (TE polarization) to be different from a polarization which has a field component 
perpendicular to the DBR surface, i.e. a polarization which has a projection onto ?̂?. This is 
readily observed in results of Transfer Matrix Method (TMM) modelling, which is shown in the 
following figures. 
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 Shown next is the results of TMM modeling, where the dielectric model is constructed 
from alternating layers of SiO2 and HfO2 layers, with thicknesses of 65nm and 85nm, 
respectively. Some genera properties to notice is that there is a clear band (sometimes referred to 
as the optical band gap) where the reflectivity is nearly unity. The size of this optical band gap is 
a direct function of the refractive index difference between the two dielectric materials that 
constitute the DBR. Note also that there is a clear difference between TE- and TM-polarized 
light reflectance. This is the case for reasons discussed above, i.e. that the reflectance coefficient 
is different for the two polarizations – a property that is already observed in the Fresnel 
Equations. It can also be observed that the size of the band gap closes more rapidly for TM light 
than it does for TE light, which is an important property to notice when discussing the intricacies 
of cavity polarization properties in Chapters 4 & 5. 
 
 
 
 Figure 2.11: Panels a-c are TMM simulated reflectance from a DBR photonic 
structure, constituted from 12 pairs of alternating layers of HfO2 and SiO2 with 
thicknesses of 85 and 65 nanometers, respectively. Panel a depicts reflectance of 
TM-polarized light, Panel b depicts TE-polarized light, and panel c depicts 
unpolarized light reflectance. 
 
 
 Next we may consider an optical cavity constituted of two oppositely oriented DBRs with 
a cavity in between them. The type of structure is shown in figure 2.12, where the exponential in 
field strength away from the optical cavity for the target wavelength is demonstrated, along with 
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the property that the cavity is (a) symmetric and (b) has a cavity thickness which is twice the 
thickness of all other layers. 
 
 
 
 Figure 2.12: Figure represents the structure of an optical cavity within a DBR 
crystal. The center cavity can be conceived of as a defect within the photonic 
crystal, creating a localized optical mode which is roughly confined to the location 
of the ‘defect’. 
 
 
 
 
 
 Figure 2.13: Panels a-c are TMM simulated reflectance from a DBR photonic 
structure, constituted from 12 pairs of alternating layers of HfO2 and SiO2 with 
thicknesses of 85 and 65 nanometers, respectively. Panel a depicts reflectance of 
TM-polarized light, Panel b depicts TE-polarized light, and panel c depicts 
unpolarized light reflectance. 
 
 
 Figure 2.12X depicts the physical structure of the DBR microcavity, whereas Figure 
2.13X shows the optical mode created within the bandgap which constitutes the cavity photon. 
Figure 2.13X even shows the reflectance of the different polarizations. Although it can be 
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difficult to distinguish in this graphic, it is extremely important to notice that the energy of the 
optical mode is in fact different between the two polarizations – that is, the degeneracy of the 
optical mode with respect to spin, or helicity, is lifted. This is a consequence of the interfacial 
matching conditions being distinct for TE- and TM-polarized light, but it leads to different mode 
energies and quality factors for these two polarizations. The consequences of this effect, and 
their interaction with birefringence are discussed at length in Chapter 4. The shape of the cavity 
photon mode comes from the condition that the out-of-plane component of the wave vector of 
light must experience destructive interference, i.e. that: 
 𝑘⊥ × 2𝐿 = 2𝑚𝜋 (2.4.1) 
 
Here the refractive index is already incorporated into the wave-vector, L is the length of the 
cavity itself, and m is the mode index. This leads to the following dispersion for a given polar 
angle (𝜃)[30]: 
 
ℏ𝜔(𝜃) =
ℏ𝑚𝜋𝑐
𝐿√𝑛2 − sin2(𝜃)
 (2.4.2) 
 
39 
 
 Figure 2.14X finally shows the coupling of a material resonance to the cavity mode 
characterized in Figure 2.13X. There are a couple points worth taking note of. First, and most 
obvious, is that this mode structure is practically identical to the one you would expect from the 
typical Coupled-Oscillator Hamiltonian (equation 2.3.10) – a clear avoided crossing of the cavity 
photon and the material resonance. Another point to note is the appearance of linewidth. This is a 
simulated reflectance spectrum so it should not be confused with an expected photoluminescence 
spectrum, but in reflectance it is clear that the cavity photon is much more visible with a 
reflectance spectrum than the exciton component, thus leading to a fain response for the upper 
polariton branch at small momenta or the lower polariton branch at high momenta. This is 
indicative of the same concept discussed earlier about not wanting too much of either photon or 
exciton components. 
 Figure 2.15 shows an idealized representation of the exciton-polariton, i.e. cavity photon 
and exciton within said cavity. It also shows the simulated reflectance shown in Figure 2.14X 
 
 
 
 Figure 2.14: Panels a-c are TMM simulated reflectance from a DBR photonic 
structure, constituted from 12 pairs of alternating layers of HfO2 and SiO2 with 
thicknesses of 85 and 65 nanometers, respectively. Panel a depicts reflectance of 
TM-polarized light, Panel b depicts TE-polarized light, and panel c depicts 
unpolarized light reflectance. 
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with cavity photon mode and exciton resonance overlaid, and a close-up look at the avoided 
crossing. In this close view it is clear how the reflectance signal is primarily due to the photonic 
component, i.e. proportional to the photonic Hopfield coefficient.  
 
 
 
 Figure 2.15: Review of connection between exciton-polariton coupled-oscillator 
Hamiltonian and TMM reflectance modelling. a. Idealized optical cavity showing the 
cavity photon field (green, high order mode), and the exciton (red hole and blue 
electron, connected by coulomb potential) 
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2.4 Perovskites as a Lasing Platform & Fundamentals of Lasing and 
Condensation 
In this section, the fundamental process of photonic lasing and Bose-Einstein 
condensation will be compared and contrasted. The role of the optical environment will be 
discussed in this context, i.e. to what degree there is a difference if the lasing emission is coming 
from a nanowire, nanoplate, optical cavity, etc. In addition, concepts such as optical gain, optical 
modes, and stimulated scattering will be discussed. 
Lead Halide Perovskites (LHPs) have in recent years seen an explosion in their 
popularity in modern materials research, a success owed to their high quantum efficiencies in 
light emission, and broad wavelength tuneability achieved via chemical substitution (Fig 2.16). 
Their high quantum efficiencies have recently lent them consideration as a platform for Light 
Emitting Diodes (LEDs) and nanowire lasers.[31]–[33] There is also significant interest in 
applications involving quantum-mechanical states of light, namely exciton-polaritons[34], [35], 
superfluorescence[36], and single photon emission[37]. Lasing from Lead Halide Perovskites 
microstructures (i.e. plates & wires) has been particularly attractive due to the lasing thresholds 
as low as 100𝑛𝐽𝑐𝑚−2,[25] offering these structures an efficiency advantage over traditional 
inorganic semiconductors[38], providing the platform credence for on-chip applications. 
Critically, the emission wavelength may readily be tuned across the entirety of the visible 
spectrum, and even into the near-IR spectrum, by substitution or alloying of the halogens within 
the LHP lattice.[25], [31], [39]–[41] Yet more control may be offered by the micro/nanostructure 
geometry, where variations in morphology will generate different types of lasing modes, ranging 
from typical Fabry-Perot modes in nanowire lasers, to evanescently-coupled waveguides[42], 
Mie resonances in spherical nanoparticles[43], whispering gallery modes[44]–[47], to name only 
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a few. There is also now many examples of exciton-polaritons derived from enhanced light-
matter interactions in DBRs and photonic cavities[21], [48]–[54]. There has in the past several 
years been a surge of applications of exciton-polaritonics into on-chip devices, and further hope 
that perovskites will similarly be able to be integrated, due to their superior quantum yields, and 
ease of fabrication. 
 
 
 
 Figure 2.16: Tunable laser emission spectra, crossing the entirety of the visible 
spectrum, and going even into near-IR range. The different colors are achieved by 
the mixing rations of halides within the visible, and into the IR region when mixed 
with Methylammonium, Formamadinium Cations. Adapted with Permission from 
ref [31], Copyright Nature Springer, (2019) 
 
 
Optical modes can be found under any conditions in which constructive interference can be had. 
This is most easily understood in the simplest of geometries, such as a planar cavity. In this case, 
one can find the condition where a wave is fully in-phase upon a round-trip (i.e. it experiences 
constructive interference). Such modes are often called Fabry-Perot modes, and have frequencies 
given by the follow simple equation: 
 
𝜔𝑗 =
2𝜋𝑐
2𝐿
𝑗
𝑛(𝜔𝑗)
 (2.XX.1) 
 
These optical modes are discussed in some detail in Chapter 3, so discussion here will be kept 
brief. These modes’ energetic spacing is dictated by essentially two things – the thickness of the 
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cavity, 𝐿, and the refractive index, 𝑛(𝜔𝑗). In situations where there is a distinct and strong 
exciton resonance separated from the band gap, it is possible for the modes to become 
significantly compacted at energies approaching the exciton resonance and potentially even 
decompressed in mode density between the exciton resonance and the band gap, creating what is 
often termed the exciton-polariton dispersion. This concept generally holds whether one is 
discussing planar optical cavities or in as-grown cavities such as nanowires, plates, spheres, etc.  
 Note that in the above discussion there is some similarity to the understanding of the role 
of a complex dielectric function in an optical cavity and the idea of an exciton-polariton. In terms 
of their dispersion/structure, they do not offer much of a difference from one another, although 
the formulation of an exciton-polariton may be conceptually more straightforward than 
considering the intricacies of a dielectric function’s possible form. However, the distinct strength 
of an exciton-polariton picture becomes more clear when discussing strong non-linear 
interactions derived from the exciton-exciton scattering[55], [56], and of course in understanding 
condensation mechanisms, but especially in understanding super-fluidic properties of 
condensates[9], [57]. Chapter 3 discusses how one may distinguish between traditional photonic 
lasing versus exciton-polariton condensation using experimental data, but in situations where 
condensate-specific effects are observed (e.g. superfluidity, quantum-mechanical states of light, 
etc.) the distinction is much more clear. 
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Chapter 3: Differentiating Polariton and Photonic Lasing 
Mechanisms 
In this chapter, distinctions will be provided in the aid of distinguishing various lasing 
mechanisms possible in optical cavities. Historically, there have been numerous reports of 
exciton-polariton lasing in perovskite nanostructures, where it is sometimes difficult to establish 
a mechanism, with various pitfalls being now apparent. In addition, there is general difficulty in 
determining the lasing mechanism in all but the simplest cases, due to lasing spectra often not 
being deeply reflective of excited-state material properties. These issues will be expanded upon, 
incorporating the earlier portion of work constituting this thesis, as well as some commentary on 
this active problem in the context of highly-excited exciton-polariton cavities.[58] 
3.1 Comparing Exciton-Polariton Lasing & Photonic Lasing 
The mechanisms of photonic and exciton-polariton lasing are distinct from one another, but that 
they can be difficult to distinguish from one another experimentally is a clue that care should be 
taken. First the concepts relevant to photonic lasing will be discussed. This is the ‘traditional’ 
lasing mechanism, which relies upon population inversion being achieved. In principle, there 
must be a mechanism which allows for the generation of population inversion. In the context of 
this thesis, lasing is retrieved from perovskite nanostructures or cavities by pumping well above 
the bandgap (Figure 3.1.a), with the understanding that within the optical pulse the electron-
electron scattering lifetime sufficiently short so that the pump absorption does not become 
bleached, thus allowing for sufficient absorption to achieve population inversion. 
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 Fig 3.1: a. The valence and conduction bands (energy – vertical, vs 
momentum-horizontal), showing above band-gap excitation (purple) which 
allows relaxation to the band edge, and subsequent band-edge emission 
(green). b. Depicts the minimum of the exciton-polariton dispersion (energy 
vertical versus momentum horizontal), and the wave packet (green) shows 
the spatial extent of the condensate in momentum space. 
 
 
This situation may be easily contrasted with that of an exciton-polariton condensate. This system 
does not rely on any population inversion, but rather that some critical number of exciton-
polaritons are able to exist in a given state so as to undergo stimulated scattering, potentially 
even forming a Bose-Einstein condensate (BEC)[59]. In either situation, one expects that an 
increase of excitation laser power might yield an even greater increase in the emission yielded 
from the system, as the nonlinear lasing mechanism overpowers the loss mechanisms. That there 
might be an experimental difficulty to distinguish should already suggest that some care must be 
applied in interpreting experimental results. 
 Now we turn to the matter of experimental observations of either of these mechanisms, 
and how they may be distinguished. The observation of a lasing threshold is typically evidenced 
by obtaining photoluminescence at a series of laser powers, and plotting the logarithm of the 
integrated photoluminescence versus the logarithm of incident laser power. In this way, it will be 
readily obvious what sort of relationship there is between the incident power and the emitted 
light. To give an example of how this process of identifying the lasing mechanism may work, the 
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logic presented in (A. Schlaus, et. al, Nat. Comm., 2019)[22] will be reproduced here. In that 
report, we measured power-dependent lasing diagrams produced from various Cesium Lead 
Bromide (CsPbBr3) nanowires, an example of which is shown below: 
 
 
 
 Fig 3.2: a. The plot shows a color map of the emission versus the emission 
wavelength (eV), as a function of the incident laser excitation density. Notice that 
mode-like structures begin to appear out of the emission pattern, a feature 
indicative of lasing in nanowires. b. This plot shows the same information as 
panel a, but in a 1d plot format, and in a logarithmic scale. It is more clear in 
this format that at low powers (blue) there is no cavity modes present, i.e. no 
lasing. At higher powers, more and more lasing modes appear, as well as at 
lower energies of emission. Finally, at very high powers, there is a re-emergence 
of a broad emission.  
 
 
After viewing the lasing patterns, one might then wonder- what is the lasing mechanism in this 
system? A typical strategy that is undertaken, especially in the nanowire lasing community, is to 
plot the energy of the modes seen in the lasing diagram versus the mode index, or essentially the 
momentum. Here is an example of such a plot, where this process is carried out, using the lasing 
spectra from a CsPbBr3 nanowire[60]: 
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 Fig 3.3: a. The plot shows (in red) the emission taken from a CsPbBr3 
nanowire (L=𝟏𝟒𝝁𝒎) under CW illumination. A multi-peak fitting analysis 
result is shown in blue (good fit so hard to distinguish from red curve), and 
the optical modes extracted from multi-peak fitting are shown below in 
black. b. This plot shows the results of taking these optical mode energies 
and fitting them onto a polariton dispersion, results are shown for the data 
in panel a, as well as a dataset not pictured here. The exciton energy is 
reliably retrieved from the coupled-oscillator Hamiltonian, despite being left 
as a free fitting parameter in the data analysis.  
 
 
Figure 3.2 panel a depicts the lasing emission as collected by the spectrometer (red), as well as 
the result of a multi-peak fitting algorithm (purple), where the individual extracted peaks are 
shown below in black. Figure 3.2 panel b depicts the fitting of the lasing modes to a coupled-
oscillator Hamiltonian, as discussed in Chapter 2, section 3. The application of this type of 
treatment assumes, however, that an exciton is in fact present in this material. Later in the 
chapter, a more nuanced discussion of intermediary cases will be covered, but in the presentation 
of an exciton-polariton dispersion, the implicit assumption is that an exciton exists inside the 
material in the first place.  
 Often missing in these kinds of discussions of exciton-polaritons in nanowires, is a 
discussion about any effects derived from having an energy-dependent refractive index. The 
introduction of a frequency-dependent refractive index can be accommodated by the Fabry-Perot 
cavity treatment, although numerical methods must be used to find the mode energies. The 
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Fabry-Perot mode equation can be found by assuming the waves may fit perfectly inside (i.e. that 
the cavity length is equal to some integer multiple of half the wavelength inside the cavity): 
 
𝜔𝑗 =
𝜋𝑐
𝐿
 
𝑗
𝑛(𝜔𝑗)
  (3.1.1) 
Here, c is the speed of light, L the length of optical cavity, j is the mode index (integer), 𝜔𝑗 is the 
wavelength of the j’th mode, and 𝑛(𝜔𝑗) is the refractive index at the energy of the j’th mode. 
The refractive index can be an input from an experimental measurement or extrapolation 
thereof, or it may be an input from some phenomenological model. To illustrate the point, it is 
often sufficient to simply use a Lorentzian oscillator to consider the effect of a generic 
resonance: 
 
𝜖(𝜔) = 1 +
𝜔𝑝
2
𝜔𝑜2 −𝜔2 − 𝑖Γ𝜔
 (3.1.1) 
Here, 𝜔𝑝 is the plasmon resonance (usually associated with a metal, but here playing the role of 
an oscillator strength), 𝜔𝑜 is the oscillator frequency, Γ is the dephasing rate (lifetime of 
resonance). The refractive index can be written from the dielectric function as follows:  
 𝑛(𝜔) + 𝑖𝑘(𝜔) = √𝜖(𝜔) (3.1.2) 
 
Shown below is an example of using a simple Lorentzian oscillator to fit the dispersion of 
nanowire lasing emission: 
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 Fig 3.4: a. The figure depicts the result of a simple fitting procedure to 
describe the emission/lasing modes of a perovskite nanowire as described by a 
Lorentzian oscillator dielectric function. That is, the curve depicts the 
solutions (connect by a line) of the Fabry-Perot equation using the real part of 
a refractive index dictated by a Lorentzian Oscillator model. We found 
theoretical overlap with the experimental parameters with the following 
choices of parameters: ℏ𝝎𝒐 = 𝟐. 𝟑𝟖𝒆𝑽, 𝚪 = 𝟕𝟐 𝒎𝒆𝑽, ℏ𝝎𝒑 = 𝟕𝟎𝟎 𝒎𝒆𝑽. B. 
This figure is the same as panel a, although it shows a larger range of view in 
energy, and the numerical solutions are shown as dots rather than a line. The 
multi-peak fitting results are also shown, although not as clearly viewable. 
Note also that panel a has subtracted some number from the mode index, for 
which the numerical results can’t be expected to be accurate, due to no 
accurate information about the low energy dielectric function, but the 
absolute number is nevertheless retained in panel b.  
 
 
In Figure 3.4, it is shown that these lasing emission peaks may be fit to a kind of dispersion, 
although in this case the concept of an exciton-polariton is not invoked. Here, they are fit to a 
dispersion using the simple optical description of a Fabry-Perot cavity, albeit a cavity which is 
host to a material excitation or resonance. In this particular case, which will be discussed more in 
the next section, we found that the data may be described with a Lorentzian dielectric function 
(eq. 3.1.1) with the following parameters: ℏ𝜔𝑜 = 2.38𝑒𝑉, Γ = 72 𝑚𝑒𝑉, ℏ𝜔𝑝 = 700 𝑚𝑒𝑉. 
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3.2 Distinguishing Lasing Mechanisms – Characterizing Exciton 
Dissociation 
As has been discussed in 3.1, the ability to distinguish between lasing mechanisms 
presents some challenge. Specifically, it was discussed that lasing spectra may be characterized 
either by fitting the modes to an exciton-polariton dispersion, or to a frequency-dependent 
dielectric function. In Chapter 2, it is discussed that on some level these are similar processes – 
that is, the exciton-polariton dispersion is in some sense a quasiparticle view which simplifies 
characterization of an optical system with a material resonance (i.e. a material with a distinct 
exciton absorption line). So then how might one make a distinction, if either mode of analysis 
works just as well?  
One possibility for clarification is if the material is not actually host to excitons, under 
certain excitation conditions. This may be the case in some materials, where the exciton binding 
energy is comparable to or even below the thermal energy, and note 𝑘𝑏𝑇 ≈ 30𝑚𝑒𝑉 at room 
temperature. In situations where the excited electrons have thermal energies comparable to the 
binding energy, the excitons will readily dissociate into free electron-hole pairs, thus (partially) 
invalidating the concept of an exciton-polariton, or condensates thereof. Another situation in 
which the dissociation may occur, but separate from the concept of electron temperature, is that 
at a sufficiently high density there is both an entropic and screening-derived energetic driving 
force towards dissociation. The entropic argument is simply that there is more entropy if the 
electron and hole were no longer bound, and the screening argument comes from the fact that 
once a large number of excitons are present they begin to overlap, and ‘screen’ one another’s 
fields, leading to exciton dissociation. The latter is typically the one focused upon when a mott 
density (the name for the carrier density at which exciton dissociation is expected) is being 
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discussed, where it is customary to approximate the Bohr radius of the exciton, and compute the 
carrier density at which these would classically be packed into the crystal. The following 
discussion will be concerning a more rigorous treatment of the Mott Density, but this 
approximation using the volume of an exciton is often satisfactory, especially when the exciton 
binding energies well exceed the thermal energy. 
Now we will discuss how the application of basic thermodynamic principles, along with 
some relatively simple numerical methods, will allow for the computation of Mott Densities and 
lasing thresholds, as expected from ideal band structures. This discussion will follow the 
methodology laid out in Versteegh et. al., PRB (2011)[61]. This method centers around applying 
thermodynamics to an idealized band model, where for example the carrier density for a band 
with a given effective mass, temperature, and chemical potential may be written as follows[62]:  
 
𝑁 =
1
𝜋2
(
2𝑚𝑖
ℏ2
)
3/2
 ∫
√𝐸
𝑒
(𝐸−𝜇𝑖)
𝑘𝑏𝑇 + 1
𝑑𝐸
∞
0
 (3.2.1) 
 
Here, 𝑚𝑖 denotes the band mass of a particular band (for our purposes here, it will correspond to 
either the electron or hole band, i.e. valence or conduction band, respectfully), 𝜇𝑖 is the chemical 
potential for a given band, 𝑘𝑏𝑇 is Boltzmann’s constant times the electronic temperature, which 
taken together produce the thermal energy. This integral represents the total number of carriers 
within a band, and can be written as follows: 
 
𝑁 = 𝛼∫ 𝜌(𝐸)𝑓(𝐸)𝑑𝐸
∞
0
 (3.2.2) 
 
Here, we are saying that the number of carriers is proportional to the integral, with 
proportionality constant 𝛼 =
1
𝜋2
(
2𝑚𝑖
ℏ2
), of the density of states 𝜌(𝐸) = √𝐸 multiplied by the 
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carrier distribution function- the Fermi-Dirac distribution function : 𝑓(𝐸) =
1
𝑒(𝐸−𝜇𝑖)/𝑘𝑏𝑇+1
. In 
simple terms, we are adding up all the particles, using the knowledge both about how the 
possible states are distributed as a function of energy and momentum, and how those states are 
occupied for a given temperature and chemical potential. Note that the chemical potential is 
defined as the energy needed to add or remove a single particle from the band (i.e. the energy of 
the average electron about the occupation edge, or more technically speaking the derivative of 
the free energy with respect to the particle number). In the context of solid state physics, it takes 
on the role that the Fermi Energy provides at zero temperature, and loosely speaking may be 
understood in the same way. As a conceptual aside, it may at first glance be confusing that the 
hole and electron chemical potentials may be different, but this is a natural consequence of 
inequivalent band masses. A heavier band will have a larger density of states at low energies, and 
of course a lighter band will have fewer low energy states. As the experimental conditions create 
an equal number of electrons and holes, the band with a lower mass will have higher mean 
electron/hole energies than the higher mass band, thus resulting in a higher chemical potential. 
 Equation 3.2.1/3.2.2 may be ‘solved’ in that we create a ‘mapping’, so to speak, between 
a given number of carriers, and the corresponding chemical potential at a given temperature. 
That is, for a given temperature, we identify numerically at what chemical potentials of the 
electron and hole bands do we have a particular carrier density. This allows us to make the 
inverse information readily available – the chemical potential of the two bands, at a given 
temperature and carrier density, which are the more experimentally accessible parameters. Note 
also the parameters used in our treatment, which come from Becker et. al., Nature (2018)[63] : 
𝑚𝑒 = 0.134 𝑚𝑜 ,𝑚ℎ = 0.128𝑚𝑜 , 𝜖𝑟 = 4.8. Note that 𝑚𝑜 is the bare electron mass, and 𝜖𝑟 is the 
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relative dielectric constant, which is responsible for the degree of screening, but also in a sense 
dictates what the exciton Bohr radius will be, which is defined as follows: 
 
𝑎𝑜 =
4𝜋ℏ2𝜖𝑟𝜖𝑜
𝑒2𝑚𝑟
 (3.2.3) 
 
Here 𝑚𝑟 is the reduced mass, which is determined in terms of the band masses as follows: 
 𝑚𝑟 =
𝑚𝑒𝑚ℎ
𝑚𝑒 +𝑚ℎ
 (3.2.4) 
 
From this mapping, it is then possible to compute the plasma screening length for this excited 
electron-hole plasma (from this simple band model, at this point in the methodology, we consider 
there to be no excitons), using the following equation: 
 
𝜆𝑠,𝑖 = √(
𝜖𝑜𝜖𝑟
𝑒2
)
𝜕𝜇𝑖
𝜕𝑛𝑖
 (3.2.5) 
 
Here 𝜆𝑠,𝑖 is the screening length for a plasma composed of just one of either bands (indices of 
electron or hole, once again). This equation for the screening length can be found from solving 
Poisson’s Equation under the condition of the plasma, but equation 3.2.5, or its expansion below 
to consider a two-component plasma come from replacing the temperature of the plasma the 
thermodynamic expression (
𝜕𝑛𝑖
𝜕𝜇𝑖
)
−1
 – a detailed derivation is expressed in reference 8. The 
screening length for the two-component plasma may then be written as follows[64]: 
 𝜆𝑠
−2 = 𝜆𝑠,𝑒 
−2 + 𝜆𝑠,ℎ
−2  (3.2.6) 
 
The computation of this quantity requires taking the derivative of the hole and electron chemical 
potential at equivalent carrier densities, so the aforementioned mapping needs to be inverted such 
that this physical condition is met. Once that is done the calculation of these derivatives may be 
54 
 
completed, thus resulting in the electron-hole plasma screening lengths for a given temperature 
and carrier density. 
 This screening length will then give us our ‘first order’ correction to the exciton mott 
density from the simple Bohr radius approximation. We would identify the carrier density at 
which point the screening length of the electron-hole plasma is shorter than the Bohr radius of 
the exciton itself. From here on out, this is the concept of the ‘correct’ definition of the Mott 
Density –it’s the density at which point the electron and the hole’s electric fields are screened 
from one another, greatly diminishing their binding energy to the point of dissociation. 
Technically speaking, the electric field is treated as a Yukawa potential, a kind of screened 
Coulomb Potential, expressed in terms of relative displacement as follows: 
 
𝑉𝑠(|𝒓|) =
𝑒2
4𝜋𝜖𝑜𝜖𝑟|𝒓|
𝑒
−
|𝒓|
𝜆𝑠  (3.2.6) 
 
With the definition of this potential, we see that the condition of the screening length crossing 
the Bohr radius would be understood as the carrier density at which point the Coulomb potential 
of the electron-hole potential at the Bohr radius has diminished to 
1
𝑒
 its unscreened value. For 
moderate exciton binding energies, this reduction in binding energy following the screening may 
be enough to cause dissociation, as is likely the case in 3d perovskites. In systems with more 
robust excitons, such as in monolayer TMDCs[65] or 2d perovskites[66] it is likely the case that 
the excitons will remain bound up to the carrier densities of the typical Mott Density estimations. 
 It is probably obvious at this point that there is a dramatic oversight in the analysis so far. 
In terms of computing the screening lengths, it presumes that there are no excitons at all! In 
principle, one would like to include the role of bound excitons within the thermodynamic model. 
Although this analysis was not included in Schlaus et. al.(2009)[22], preliminary calculations 
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suggested it produced little difference. The outlines of the methodology will be presented here, 
for completeness’ sake, where this discussion will be again be an adaptation of Versteegh, et. 
al.[61], with discussion tailored towards CsPbBr3 perovskite. The unbound electron and holes 
obey Fermi statistics, as previously discussed, but the excitons will obey Bose-Einstein statistics: 
 
𝑓𝐵𝐸(𝐸) =
1
𝑒
𝐸−𝜇
𝑘𝑏𝑇 − 1
 (3.2.7) 
 
Then we write the number of excitons, similarly to how it is done for electrons: 
 
𝑁𝐸𝑥 =
1
𝜋2
(
2(𝑚𝑒 +𝑚ℎ)
ℏ2
)
3
2
∫
√𝜖 + 𝐸𝑠
𝑒
(𝜖−𝜇)
𝑘𝑏𝑇 − 1
𝑑𝜖
∞
0
 (3.2.8) 
 
Here we have chosen to cast the exciton energy in terms of the kinetic energy minus the 
‘minimum’ energy, i.e. the binding energy of the ground state (i.e. 1s 𝐸𝑠), 𝜖 = 𝐸𝑘𝑖𝑛 − 𝐸𝑠. Note 
also that the chemical potential of the exciton is defined as follows: 𝜇 = 𝜇𝑒 + 𝜇ℎ. This choice 
has two basic purposes. To begin with, it reflects the role of the total chemical potential as 
representing the binding energy of the exciton. In addition to this, it effectively sets the condition 
of exciton dissociation in a kind of backdoor way, in that when population inversion occurs, this 
necessarily mandates that the exciton population goes to zero. To be clear, population inversion 
technically occurs when both electron and hole chemical potentials become positive, in which 
case the Bose Einstein distribution predicts a negative occupation probability for any energy. 
Obviously there cannot be negative particles, so this is a reflection of the physical constraints of 
the thermodynamic model. Similarly, by formulating the energy in terms of the kinetic energy 
minus the binding energy, we may also discard excitons which have kinetic energies beyond 
their binding energy, which would immediately dissociate. 
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 Another point to be careful about is the spin degeneracy of the exciton state. Built into 
our density of states earlier was the degeneracy of the bands with respect to the electron spin, i.e. 
there was an extra factor of two. In the case of the exciton, the situation is slightly more 
complicated, it being a spin-1 quasiparticle. The two electrons form a spin-1 and spin-0 subspace 
from the addition of their spin-1/2 spaces.[67] Only certain transitions are optically, allowed, 
however which could complicate matters- in this case, as in hydrogen, the s→ 2p transition is 
allowed, but s→2s would not be allowed. In terms of the spin states, this translates to both bright 
and dark states of the exciton. They are referred to as dark because their relaxation through 
photon emission is technically disallowed, but there is an increasing body of research suggesting 
that the exciton fine structure and relation of these states to brightness may not be conventional, 
whether due to structural differences with typical semiconductors[68], or due to peculiar effects 
derived from electronic confinement[69], [70]. Because we are interested in the thermodynamic 
properties, and not just the optically allowed states, we use a spin-degeneracy factor of 4, rather 
than 2. 
 Returning to the discussion of computation of the Mott Density, we may write the carrier 
density as the sum of both the exciton and free carrier components, leaving us with a more 
complex relationship between carrier density and chemical potentials. This equation may be 
solved in the same way, however, and will allow for the computation of the exciton fraction at a 
given carrier density, for a particular temperature. The plot is illuminating to the finer details of 
the model, in that it shows  the difference between population inversion (𝜇 > 0) and the Mott 
Density. One may use this information to make a pretty crude approximation that the excitons do 
not contribute to screening in any way. The electric field about a dipole is not zero, which 
highlights just how crude this approximation is. However, Versteegh et. al., shows that this 
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assumption results in minimal deviation from the result where excitons are not included at all. To 
be clear, these situations represent the two possible extremes – the excitons screen just as well as 
a free carrier, or that excitons do not contribute to plasma screening at all. The true result 
necessarily lies between these two extremes. Because there is little difference between these 
extremes, it is taken that the original description is sufficient. This is compounded by the 
unavoidable uncertainties in carrier density from experiment, which are going to be larger than 
the excitonic fraction uncertainty (~10%) in anything but the most careful of experiments.  
 
 
3.3 Lasing in CsPbBr3 Nanowires 
Here, I will discuss in some detail reports of lasing in CsPbBr3 nanowires. I am specifically 
focusing on the identification of lasing mechanism, as a supplement to the purpose of this 
chapter. This discussion is an adaptation of selected components of the main article text of 
Schlaus, et. al., Nature Communications (2019)[22]. This paper uses CsPbBr3 nanowires grown 
via vapor deposition on sapphire substrates.[71] The nanowires have triangular cross-sections 
(although not necessarily equilateral), with lengths ranging from approximately ten up to tens of 
microns. We found also that the nanowires grown via vapor deposition have an even higher 
damage threshold than in previous nanowire studies carried out.[60], [72] Nanowire 
characterization, time resolved lasing experimental diagram, nanowire field distribution, and 
proposed lasing mechanism are all depicted in figure 3.5, shown below. Subsequently shown are 
various demonstrations of the lasing from a single nanowire, and the transfer of oscillator 
strength between various modes (figure 3.6). 
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 Fig 3.5: a. Panel a is an SEM image of the CsPbBr3 nanowires whose lasing is 
characterized in Schlaus et. al. b. Panel b depicts the experimental method for 
generating the time-resolved lasing measurements. It shows the emission of the 
nanowire going through a microscope and then passing through a linear polarizer, 
and next through a cuvette (blue), filled with carbon disulfide (CS2), which is given 
a transient anisotropy by an ultrafast IR laser pulse, which allows a transient 
component of the nanowire emission ot pass through the cross-oriented polarizer 
following the cuvette. c. FEM calculation of lowest order optical mode supported in 
an equilateral triangular nanowire of CsPbBr3 (cyan vector field represents the 
polarization of electric field in this mode). d. Panel d shows the proposed lasing 
mechanism for these nanowire lasers, explaining the time-resolved lasing 
measurements. The important points are that the excitation of highly excited 
electrons leads to a rapid ‘cooling’, on the order of 100s of femtoseconds, into a 
very hot electron distribution, which will lase within few picoseconds. This lasing is 
postulated to be coupled to plasmon emission, explaining the dramatic change in 
emission energy during the lasing lifetime, and with comparison to transient 
reflectance measurements. 
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 Fig 3.6: a. Panel a is an SEM image of the CsPbBr3 nanowires whose lasing is 
characterized in Schlaus et. al. b. Panel b depicts the experimental method for 
generating the time-resolved lasing measurements. It shows the emission of the 
nanowire going through a microscope and then passing through a linear 
polarizer, and next through a cuvette (blue), filled with carbon disulfide (CS2), 
which is given a transient anisotropy by an ultrafast IR laser pulse, which allows 
a transient component of the nanowire emission ot pass through the cross-
oriented polarizer following the cuvette. c. FEM calculation of lowest order 
optical mode supported in an equilateral triangular nanowire of CsPbBr3 (cyan 
vector field represents the polarization of electric field in this mode). d. Panel d 
shows the proposed lasing mechanism for these nanowire lasers, explaining the 
time-resolved lasing measurements. The important points are that the excitation 
of highly excited electrons leads to a rapid ‘cooling’, on the order of 100s of 
femtoseconds, into a very hot electron distribution, which will lase within few 
picoseconds. This lasing is postulated to be coupled to plasmon emission, 
explaining the dramatic change in emission energy during the lasing lifetime, and 
with comparison to transient reflectance measurements. 
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There are several distinct regions within the lasing power diagram (Figure 3.6.a,b), which 
deserve some discussion. It can be seen at quite low powers (𝜌 < 10𝜇𝐽 𝑐𝑚−2) that there is only a 
broad emission  coming from the nanowire. However at modest laser powers (10𝜇𝐽 𝑐𝑚−2 < 𝜌 <
50𝜇𝐽 𝑐𝑚−2) there is the appearance of closely spaced lasing modes, whose intensity quickly 
surpasses the intensity of the incoherent (not derived from an optical mode) emission. At higher 
powers still (𝜌~100𝜇𝐽 𝑐𝑚−2) the lasing emission is overtaken by an increasingly bright 
broad/incoherent emission profile, centered close to where the pre-lasing emission was found. 
Note that all of this behavior is reversible – i.e. that the high-power broad emission is not a 
function of nanowire damage. Panel B complements panel A, and aims to make these transitions 
in spectral profiles more clear.   
Panel C depicts the integrated intensity, but with a partition between energies below and 
above approximately 𝐸 = 2.34𝑒𝑉, with the intent of distinguishing between the incoherent 
emission (red) and the coherent lasing mode emission (blue). From Panel C one may readily 
observe the slope of the incoherent emission at powers below the lasing threshold, yielding a 
slope of 1.5. As suggested before, at around 𝜌~20𝜇𝐽 𝑐𝑚−2 there is the appearance of super-
linear behavior in the integrated lasing emission (blue), and at very high powers an apparent 
saturation of lasing emission, and even transferal to the incoherent emission. 
Panel D begins to show the appearance of an understanding of a lasing mechanism in 
these nanowires. It will be described later how it is unlikely that excitons are existing within 
these nanowires at the demonstrated pumping powers, so exciton-polaritons are not an 
appropriate explanation. This leaves the question then, as to what is driving this red-shifting of 
the emission energy. In order to answer this question, we performed time-resolved lasing 
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measurements using the Kerr-Gating technique (Figure 3.4 Panel B). In this method, we pass the 
nanowire emission through a linear polarizer, and then fully attenuate the signal before the 
spectrometer with an orthogonal linear polarizer. Between these two polarizers, we finally place 
a cuvette of Carbon Disulfide (CS2), upon which we also direct an ultrafast laser beam – in our 
case the fundamental output of our laser, a 1030nm beam with 10’s of femtoseconds temporal 
width. The polarization of this beam is rotated so as to sit exactly between the two linear 
polarizers. Thus the IR laser introduces a transient alignment of the polar molecules, producing a  
 
 
 
 Fig 3.7: Panels a,b,c represent the time-resolved lasing spectra at laser powers of 
𝟏𝟓𝝁𝑱 𝒄𝒎−𝟐, 𝟓𝟎𝝁𝑱 𝒄𝒎−𝟐, and 𝟏𝟎𝟎𝝁𝑱 𝒄𝒎−𝟐, respectively. These panels represent the 
power regions associated with (a) initial onset (b) saturation region, and (c) the 
power limit, where the lasing begins to give way to the incoherent emission 
pathways. The general shape is explained as a broad emission, associated with a hot 
electron-hole plasma, which once cooling emits to a few singular modes, where the 
gain profile is shifting both as a function of the refractive index changing due to 
carrier-density-dependent effects, as well as the modulation of the plasmon 
frequency due to number of carriers. 
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transient birefringence within the liquid, therefore allowing the small liquid cuvette to behave as 
a kind of transient wave-plate, causing a slight rotation of the polarization for a portion of the 
lasing emission. Note that the ‘rotational lifetime’ of the CS2 is approximately one picosecond, 
thus giving us our experimental time resolution. By modulating the delay time of this ultrafast 
gate pulse, we may obtain time-resolved lasing spectra as shown in Figure 3.6. Note that the time 
zero shown here is from the emergence of lasing signal, not a physical time between initial laser 
excitation. There are reports that the lasing emission in similar nanowires[73], [74] which show 
that stimulated emission comes a few picoseconds after excitation, as the electrons must cool 
sufficiently to be condensed enough to present a sufficient gain. The difference in relative time 
of onset may be observed between comparisons of panels a-c of Figure 3.6, which reflects the 
same phenomenon, even if the absolute time is uncertain. 
 Figure 3.6 depicts the time-resolved lasing profiles at powers corresponding to the 
initial onset of nanowire lasing (panel a), the saturation region (panel b), and the high power 
region (panel c), where the lasing emission will soon be outpaced by the incoherent emission 
pathways. These time-resolved lasing experiments are quite helpful in terms of identifying a 
lasing mechanism, as they allow for clear identification of the shifting of the lasing mode 
energies over time. It can be readily observed that these optical modes from which the lasing 
occurs are themselves red-shifting, whilst the overall emission energy profile is blue-shifting for 
increasing delay times. These two opposite trends may be explained from a dielectric point of 
view, following the hypothesis put forward by Klingshirn et. al., in their ZnO nanowire lasing 
experiments.[75]–[77] This hypothesis is that the emission of a photon does not occur from the 
band-edge electron and hole pair alone, but rather it is complemented by the emission of a 
plasmon as well. 
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This hypothesis of plasmon-coupled lasing emission is motivated in a few different ways. 
The first, and most straightforward, way to see that this may be the case is to identify the red-
shifting of the lasing modes with increasing laser power. This is evidenced in Figure 3.5, panel 
D, where the most intense wavelength at a given power is tracked by the red dots, and the blue 
curve shows the energy of the band edge subtracted by ℏ𝜔𝑝, the energy associated with the 
plasmon, which is written as follows: 
 
𝜔𝑝 = √
𝑛𝑒𝑒2
𝑚∗𝜖𝑒𝑓𝑓𝜖𝑜
 (3.3.1) 
 
Here 𝑛𝑒 represents the electron density, 𝑒 the fundamental charge, 𝑚
∗ represents the electron 
band mass, or effective mass, and finally 𝜖𝑒𝑓𝑓 is the effective dielectric constant, which depends 
on the number of carriers. In principle, one would prefer to treat the dielectric constant instead as 
a density dependent dielectric function via the Elliot Formula[64], but in this report this more 
crude approach was found to produce a satisfactory explanation. In this level of approximation, 
we expect the lasing intensity red-shifting to be well-described by an energy shift proportional to 
√𝑛𝑒, which is identified in Figure 3.5 panel D. There is significant deviation at increasingly high 
powers, which is anyways to be expected as the dielectric function changes rapidly as population 
inversion is approached, again an insight offered in Koch[64]. This explanation also partially 
explains the blue-shifting observed in the time-resolved measurements, as the efficient out-
coupling of free charge-carriers will also reduce the plasma frequency, leading to a diminished 
red-shifted emission, i.e. an apparent blue-shifting of lasing emission for increasing delay times. 
This explanation is also favorable in that it helps to explain the possibility of lasing at power 
densities that suggest carrier densities below the actual population inversion threshold. To see 
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why, consider at first the condition that is necessary for population inversion (that the chemical 
potential gets inside of the bands, i.e. is positive):[64] 
 𝜇𝑒 + 𝜇ℎ > 𝐸𝑒,𝑐(𝒌) + 𝐸ℎ,𝑣(𝒌) (3.3.2) 
 
We then extend this concept of a positive chemical potential and lasing to the interaction of 
many-body states, i.e. that the coupling to the plasmon mode will lower the effective lasing 
threshold. Sometimes this is described in terms of a ‘3-level system’, but it is not clear that that is 
entirely accurate or helpful. This is just because the ‘level’ is not really any sort of eigenstate, but 
rather some scattering cross-section inside the material, so this language is probably 
inappropriate. In any case, we suggest that the condition for lasing be changed to the following:  
 𝜇𝑒 + 𝜇ℎ > 𝐸𝑒,𝑐(𝒌) + 𝐸ℎ,𝑣(𝒌) − ℏ𝜔𝑝  (3.3.3) 
 
We postulate that this refinement of the lasing criteria is a more satisfactory explanation of the 
lasing phenomena than the frequent assumption that the Mott Density has not been surpassed, 
and using the condensation of exciton-polaritons to explain lasing before the population density 
associated with population inversion has been achieved. 
 
 
 
 
 
 
 
 
65 
 
 
3.4 Beyond the Binary: Semiconductor Lasing at Intermediate 
Powers 
 Sections 3.2 and 3.3 discussed from a theoretical and experimental point of view, the 
difficulty in making a distinction between exciton-polariton or photon lasing, describing how 
lasing may occur at powers sitting in between these two regimes. From the paper described in 
section 3.3, there is the following figure which depicts (using the modelling proposed in section 
3.2) the various electronic phases, at different temperatures: 
 
 
 
 Fig 3.8: Electronic phase diagram, at choices of carrier density (𝐦−𝟑) and 
electronic temperature (K), which shows the temperature dependent mott 
density (red line) and degeneracy/population inversion (blue line) 
 
 
Figure 3.8 aims to make clear that there is a distinct separation between lasing mechanisms 
below the Mott Density (exciton-polariton) and the population inversion (degenerate electron-
hole plasma). This intermediate region is termed the non-degenerate electron hole plasma (n-
EHP), also sometimes referred to as a coulomb-correlated electron hole plasma. Also shown 
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(dotted lines) are the experimentally determined lasing threshold (𝜌1) and the saturation 
threshold (𝜌2) which we display as a means to indicate at roughly what temperature the excited 
electron population may be at. Note that these high temperatures in excited electrons in CsPbBr3 
is somewhat to be expected, from the hot phonon bottleneck effect.[78]–[81] This phrase is often 
used as an umbrella term, including acoustic phonon up-conversion / optical phonons being 
unlikely to decay into acoustic phonons for various reasons, or acoustic phonons having a low 
group velocity, leading to an inability for the excited electron population to cool over the few  
 
 
 
 Fig 3.9: Comparisons of lasing mechanisms between exciton-polariton BEC, 
excitonic polariton BCS emission, and Photon Lasing. (a) Schematic of sub-
wavelength grating (SWG) based cavity. TE fields are confined by the 
dielectric structure, whereas the TM waves are not confined. (b) Schematic of 
exciton-polariton BEC, where electrons and holes are bound into a 
quasiparticle state (c) Schematic of ‘Polariton BCS’, a strongly-coupled state 
where the electrons and holes are no longer bound into quasiparticle states, 
but nevertheless experience strong attraction to one another, producing highly 
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picoseconds time scale. For this reason, we believe that the electron population temperature is  
increasingly high for larger carrier densities because the excess energy per photon further 
exacerbates the phonon bottleneck effect. 
 These three different phases should in principle be accompanied by distinct lasing 
mechanisms. Figure 3.9 is reproduced from J. Hu, et. al., Physical Review X, (2021)[82], where 
they distinguish the various properties of lasing across these electronic phases – in their case, in a 
sample whose optical cavity is derived from a patterned grating on top of the quantum well 
(QW) sample. Do note that this is only a fairly recent example of such a discussion on this topic, 
as it is one discussed frequently in the field, although with more regularity as of late.[83]–[85]  
Of particular interest is the middle region, between the two extremes. In Schlaus et. al., 
we described our results using the model of plasmon-coupled electron-hole gas lasing. In our 
case we also were performing experiments on as-grown CsPbBr3 nanowires, which have 
intrinsic cavity Q factors well below 100. This is why cavity modes are not observed until lasing 
occurs – the cavity quality factors are extremely low, despite the common convention of 
reporting Q-factors once lasing is observed. However, much discussion concerning BEC 
formation is centered around systems with high-quality optical cavities, which provide a 
significantly increased excited-state lifetime, conducive to necessary interaction times to produce 
quantum states. In such systems where the polariton picture is appropriate, there is therefore 
some amount of effort put into generating a microscopic understanding in this regime which is 
outside of the traditional theoretical treatments. In the report of Hu et. al.,[82] they developed a 
theory based on a non-equilibrium Greens Function approach to self-consistently treat the entire 
system while retaining the optical pumping and dissipation effects, extending their treatment 
correlated emission and even BCS lasing (d) Conventional Photon Laser, 
derived from electron-hole plasma where population inversion is achieved. 
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beyond the typical Hartree-Fock level of theory. They mention also that their treatment can be 
considered as an extension of the semiconductor bloch equations[64] into an optical cavity, 
reflective of a highly rigorous theory. 
Finally, we may discuss these ideas in a more approachable way by investigating a 
briefer work[86], which is focused on appreciating the electronic correlations even when the 
electrons and holes are not properly bound together into excitons. In this report, Koch et. al., use 
the Semiconductor Bloch Equations to generate an understanding of an excited-state electron 
hole plasma, helping to understand systems that are outside of the simplest categorizations of 
understanding. They warn, as has been warned repeatedly throughout discussion here so far, that 
the language of a bound electron hole pair may be inappropriate at above some carrier density, 
providing critical insight that the appearance of exciton resonances in absorption or 
photoluminescence do not necessarily prove that excitons exist in the material. This may be 
counterintuitive, but the electron-hole correlations retained in the n-EHP will allow for 
resonances inside the material that are below the traditional band gap absorption, despite not 
leading to the creation of bound electron-hole pairs.  
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Chapter 4: Structural Properties of Birefringent Polariton Cavities 
This chapter will discuss the signatures of birefringence within a crystalline microcavity, 
with emphasis both on the experimental verification and characterization, as well as the 
surprising connections of the observed characteristics to solid state physics. In particular, the so-
called ‘diabolical points’ are observed experimentally, and rigorously shown to derive from the 
Hamiltonian describing both TE-TM splitting and birefringence. In addition, experiments are 
conducted to directly extract the full polarization state of light, further verifying the applicability 
of the minimal Hamiltonian. Finally, the exciting possibility of studying for the first time the 
applications of a synthetic Rashba-Dresselhaus gauge field in the presence of nonlinearities, i.e.  
in the context of exciton-polaritons, is also discussed. 
4.1 Birefringent Hamiltonian – Background Information 
Here we will show how the basis of the Poincaré Sphere may be used to 
straightforwardly write down a Hamiltonian which captures the effects of both crystalline 
anisotropy and TE-TM mode splitting. This mathematical formalism is borrowed from that of a 
spin-1/2 particle placed within a magnetic field. In such a case, the Hamiltonian may be written 
as follows: 
 𝐻 = −𝝁 ∙ 𝑩 = −𝛾𝑺 ∙ 𝑩 (4.1.1) 
 𝑺 =
ℏ
2
(𝝈𝑥?̂? + 𝝈𝑦?̂? + 𝝈𝑧 ?̂?) (4.1.2) 
 𝝈𝑥 = (
0 1
1 0
),  𝝈𝑦 = (
0 −𝑖
𝑖 0
) , 𝝈𝑧 = (
1 0
0 −1
) (4.1.3) 
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Here, we have written the interaction of the electron’s magnetic moment, 𝝁, with an external 
magnetic field. The magnetic moment couples with the external field using the spin operator, 𝑺, 
which is written in terms of the Pauli spin matrices. They are enumerated using the basis of spin-
up and spin-down states, (|↑⟩ = (
1
0
) , |↓⟩ = (
1
0
)), i.e. a basis where   𝝈𝑧 is diagonalized. Within 
this basis, the Bloch Sphere allows a geometric interpretation of the electron spin, consistent with 
the implementation of the Hamiltonian. This is enabled by the fact that the spin operator is the 
generator of rotations in the spin space. The Bloch Sphere itself defines all possible pure spin 
states of a spin-1/2 fermion. The north and south poles correspond to the spin-up and spin-down 
electrons, respectively. The poles along the x and y axis refer to spins aligned along or against 
those particular axes. The utility of the Bloch Sphere is that a constant magnetic field oriented at 
some angle produces a rotation upon the spin wave function as follows: 
 
|𝜳⟩ = 𝑒−𝑖
?̂?
ℏ
𝑡|𝚿(𝑡 = 0)⟩ = 𝑒−𝑖
𝑒
ℏ𝑚
 𝑺∙𝑩|𝚿(𝑡 = 0)⟩ (4.1.4) 
 
To be clear, this equation describes the rotation of the spin state in a sort of fictional space 
provided by a geometric interpretation of the vector of Dirac matrix operators. In this sense, the 
spin state undergoes precession about the axis defined by the orientation of the constant magnetic 
field. 
 In the context of the spin of a photon, we can use this same mathematical formalism to 
map the spin to what is called the Poincaré Sphere (further mathematical details provided in 
section 2.2). Note, however, that the understanding of the photon spin requires a more careful 
interpretation compared to the spin orientation within a Bloch Sphere. Photons are bosons (spin-
1 particles), but note that a free photon cannot be prepared in a spin-0 state, a consequence of 
being a massless particle. The state where a photon spin projection of either +1 or -1 corresponds 
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to either left or right circularly polarized, depending on the reference frame.  The other two 
poles, lying along the equator, correspond rather to linear polarizations, the necessary result of 
equal components of left- and right-circular polarized light, regardless of phase difference. This 
phase difference will dictate the orientation of the polarization, or equivalently the azimuthal 
angle of the state vector on the equator of the Poincaré Sphere.  
In short, the Poincaré Sphere is a convenient formalism to view photon spin states. It is 
especially useful in the context of birefringent optical cavities, because it allows for the inclusion  
of several cavity coupling mechanics with little difficulty – it is equivalent to subjecting an 
electron to multiple magnetic fields. The challenge, then, is identifying how to implement a 
physical mode coupling effect as an effective magnetic field. We will begin by considering first 
the effect of a birefringent cavity, in the absence of TE-TM cavity splitting. 
 For a crystal with anisotropy, the dielectric function is generally represented as a tensor, 
whose symmetry properties are derived from the symmetry properties of the space group of the 
crystal itself. In general, it is always possible to represent the dielectric function in a coordinate 
system where it is diagonal, but note that ?̂?, ?̂?, ?̂? themselves may not necessarily be mutually 
orthogonal. Within this thesis, Cesium Lead Bromide and Methylammonium Lead Bromide 
Perovskites are considered, in which case the crystalline vectors are always orthogonal[31], by 
virtue of being either cubic, tetragonal or orthorhombic.. In such a coordinate system, the 
constitutive relation may be written simply: 
 
(
𝐷𝑎(𝜔)
𝐷𝑏(𝜔)
𝐷𝑐(𝜔)
) = (
𝜖𝑎(𝜔) 0 0
0 𝜖𝑏(𝜔) 0
0 0 𝜖𝑐(𝜔)
)(
𝐸𝑎(𝜔)
𝐸𝑏(𝜔)
𝐸𝑐(𝜔)
) (4.1.5) 
 
This relation tells us that a polarization that purely aligns with any of the crystalline axes (?̂?, ?̂?, 
?̂?) will travel through the material without having power transferred into a different polarization 
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mode. A wave incident with any other polarization may be split into various polarizations, and 
thus experience birefringence. This splitting is identified and characterized by the index 
ellipsoids, which describe the propagating eigenmodes and their speeds for an arbitrary angle of 
incidence in a crystal. For the purposes of this discussion, it is enough to note that a wave 
incident along ?̂? (?⃗? ∥ ?̂?) has eigenmodes polarized along either along ?̂? or ?̂?, where it experiences 
a refractive index 𝑛𝑎(𝜔) = √𝜖𝑎(𝜔), or 𝑛𝑏(𝜔) = √𝜖𝑏(𝜔). Because the refractive index dictates 
the effective cavity thickness, and by extension the energy of a cavity mode, it is thus established 
that there will be two different energy-split modes, one polarized  
along ?̂?, and another along ?̂?.  
 
The goal at this point is to incorporate this effect within the formalism of an effective 
magnetic field acting on the photon spin. The understanding thus far is that the two polarizations 
experience a different effective cavity length, but we may instead conceive of the effect as a 
coupling between otherwise degenerate optical cavity modes which split due to an applied field. 
The trick is to show that an effective field oriented at some point on the surface of the Poincaré 
Sphere will yield eigenvectors aligned parallel and perpendicular to that field direction. Consider 
 
 
 
 Figure 4.1: Depiction of crystalline axes of a crystal possessing anisotropy. (a) 
Electric field incident on crystal, with wave vector aligned along ?̂?. Colored 
vectors show the crystalline axes of the crystal (b) Depiction of the crystalline 
axes rotating corresponding to a crystal rotation 
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a field orientated at some angle 𝜙𝑜 along the equator: 𝑩𝑒𝑓𝑓 = Bocos(𝜙𝑜) ?̂? + Bosin(ϕo)?̂?. This 
leads to the following interaction Hamiltonian, and subsequent eigenvectors and stokes vectors: 
 
 
Therefore we can consider a Hamiltonian of the form  𝐻 =
ℏ𝒌∥
2
2𝑚
𝟏2𝑥2 + 𝐻𝐼, which will break the 
degeneracy of the normal cavity parabolas, producing two new parabolas, although not changing 
the effective mass : 𝜆± =
ℏ𝒌∥
2
2𝑚
± 𝐵𝑜 . Based on the stokes vectors, it should be apparent that one 
state vector (|𝜓1⟩, 𝜆+) lies along the direction of the effective field, whereas the other state 
vector (|𝜓2⟩, 𝜆−) points opposite to the orientation of the field. Finally, note that a state vector 
pointing in the opposite to another state vector correspond to a pair of orthogonal polarizations – 
that is a 90∘ rotation, not the 180∘ rotation implied by a naïve reading of the Poincaré Sphere. 
Therefore, the goal is achieved – the effect of an anisotropic dielectric function splitting the 
optical cavity modes into polarizations along the crystalline axes has been incorporated into a 
simple Hamiltonian using the language of the Poincaré Sphere, and an effective magnetic field. 
The field strength, represented so far as 𝐵𝑜, will incorporate both the length of optical 
microcavity as well as the refractive index mismatch, i.e. the birefringence.  
 
𝐻𝐼 = 𝑩𝑒𝑓𝑓 ∙ 𝝈 = Bocos(𝜙𝑜) 𝝈𝑥 + 𝐵𝑜 sin(𝜙𝑜)𝝈𝑦 = (
0 𝐵𝑜𝑒
−𝑖 𝜙𝑜
𝐵𝑜𝑒
𝑖 𝜙𝑜 0
) (4.1.6) 
 
|𝜓1⟩ =
1
√2
( 𝑒
𝑖𝜙𝑜
2
𝑒
−𝑖𝜙𝑜
2
) ,   |𝜓2⟩ =
1
√2
( 𝑒
𝑖𝜙𝑜
2
−𝑒
−𝑖𝜙𝑜
2
) (4.1.7) 
 
𝑆1 = (
1
cos (𝜙𝑜)
sin(𝜙𝑜)
0
) ,   𝑆2 = (
1
−cos (𝜙𝑜)
− sin(𝜙𝑜)
0
) (4.1.8) 
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 Next we will consider the situation of the TE-TM splitting that occurs due to interfacial 
matching conditions. Physically, Maxwell’s Equations differentiate between the electric field 
matching conditions in the parallel and perpendicular directions at an interface, and for 
increasingly large angles the TM polarization will be oriented perpendicular to the interface, 
whereas the TE polarization is always parallel to the interface. For this reason, there is an 
energetic splitting into TE and TM polarizations, which grows with the in-plane momentum (as 
the TM polarization becomes commensurately aligned with the interface normal vector). We will 
incorporate this energy difference 𝜔𝑇𝐸(𝜃) − 𝜔𝑇𝑀(𝜃) ∼ Bo𝑘
2  in the following Hamiltonian, 
where we will see that the phase term in this case is due to the definition of TE, TM polarizations 
(more details provided in sections 2.1 and 2.2): 
 
𝐻𝐼 = (
0 𝐵𝑜𝑘
2𝑒−2𝑖𝜙
𝐵𝑜𝑘
2𝑒2𝑖𝜙 0
) (4.1.9) 
 
This will similarly produce eigenvectors aligned along or against the wave vector of the light 
field inside the cavity, i.e. it will produce eigenvectors corresponding to the TE and TM 
polarizations.  
 The final Hamiltonian is then able to be written as the sum of the two Hamiltonians so far 
(4.1.6 & 4.1.9), along with a particular choice of sign to conform to conventions[87], [88] 
 
𝐻 =
(
 
ℏ2𝒌∥
2
2𝑚
−𝛼𝑒−𝑖𝜙𝑜 + 𝛽𝒌∥
2𝑒−2𝑖𝜙
−𝛼𝑒𝑖𝜙𝑜 + 𝛽𝒌∥
2𝑒2𝑖𝜙
ℏ2𝒌∥
2
2𝑚 )
  (4.1.9) 
Note also the implicit approximations within this Hamiltonian. We have assumed that the wave 
vector has no out of plane component, and we have assumed this by letting the form the 
anisotropy field not have a momentum component, i.e. by ignoring 𝜖𝑐. This is somewhat of a 
crude approximation, as we know that the perovskites in question are not tetragonal but rather 
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orthorhombic. Nevertheless, we find this approximation to be sufficient to reproduce the 
eigenvectors observed experimentally. 
4.2 Birefringent Hamiltonian – Analytical Properties 
In this section, the analytical properties of the Hamiltonian describing the different forms 
of helicity(spin)-coupling (4.1.9) will be developed, wherein the equivalence point between the 
two modes of coupling will be identified – termed the diabolical point. In addition, the 
competition between the two forms of coupling will be discussed, leading to the notable 
differences in the cavity photon dispersion either along or perpendicular to this diabolical point. 
Furthermore, a series expansion will be performed about this equivalence point, showing its 
relationship to the Rashba-Dresselhaus Hamiltonian familiar in other branches of condensed 
matter, as well as its relationship with the electronic structure of Graphene, about the Dirac 
Point. 
To start, the format of the Hamiltonian will be discussed to develop an intuition as to 
what eigenvalues might be expected. The two effective fields that compose the Hamiltonian have 
a very different nature. The field corresponding the crystalline birefringence has a particular 
orientation and magnitude dictated by the crystal orientation with respect to a lab frame and the 
magnitude of the birefringence, respectively. The TE-TM field, on the other hand, has a winding 
pattern that goes like 𝑒−2𝑖𝜙, thus rotating a total angle of 4π for a circle of incident wave vectors 
within momentum space. Furthermore, the TE-TM field strength depends on the magnitude of 
the wave-vector, setting up a transition wherein for small momenta the anisotropy field will 
dominate, and then at large angles the TE-TM field will dominate. Shown below in Figure 4.3, 
this transition can be observed, where for sufficiently small momenta the polarization is fixed to 
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horizontal and linear (by choosing the crystal to be oriented with the lab frame), and for 
sufficiently large momenta the polarization is that of a TE and TM polarized mode.  
To begin, we shall write the characteristic equation that is derived from the Hamiltonian (4.1.9), 
and the eigenvalue equation for a generic crystal orientation (𝜙𝑜) : 
 
(𝐸𝑜 +
ℏ2𝑘∥
2
2𝑚
− 𝜆)
2
− (−𝛼𝑒−𝑖𝜙𝑜 + 𝛽𝑘∥
2𝑒−2𝑖𝜙)(−𝛼𝑒𝑖𝜙𝑜 + 𝛽𝑘∥
2𝑒2𝑖𝜙) = 0 (4.2.1) 
 
𝜆± = 𝐸𝑜 +
ℏ2𝑘∥
2
2𝑚
± √𝛼2 + 𝛽2𝑘∥
4 − 2𝛼𝛽𝑘∥
2 cos(2𝜙 − 𝜙𝑜) (4.2.2) 
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To simplify discussion, we consider 𝜙𝑜 = 0, and investigate the eigenvalues along the paths 
𝑘𝑥 = 0 and 𝑘𝑦 = 0.  We may immediately notice the difference in the discriminant along the 
lines 𝜙 = (0, 𝜋) and 𝜙 = (
𝜋
2
,
3𝜋
2
) (Figure 4.4). In the first case the two effective fields are exactly 
opposed and a switchover in polarization direction occurs at a sufficiently large momentum. In 
the second case the two fields are aligned in the same direction, and the splitting between the 
modes increases for increasing momenta. In the situation outlined as the first case, the point at 
which the two fields exactly cancel is called the Diabolical Point, and can be found by 
investigation where the discriminant equals zero – i.e. where the eigenvalues coincide with the 
unperturbed cavity photon mode. 
 
 
 
 Figure 4.3: Eigenvalues of Hamiltonian along the paths of 𝒌𝒙 = 𝟎, 𝒌𝒚 = 𝟎. 
(a) Path of 𝒌𝒚 = 𝟎. Note that the two modes intersect at a finite momentum value, 
termed the diabolical point (b) Path of 𝒌𝒙 = 𝟎. The eigenvalues never intersect, 
and increase in splitting with increasing momentum. 
 
 
 𝛼2 + 𝛽2𝑘∥
4 − 2𝛼𝛽𝑘∥
2 cos(2𝜙 − 𝜙𝑜) = 0 (4.2.3) 
 Figure 4.2: Depiction of the eigenvector phase (color), i.e. azimuthal angle on the Poincaré 
Sphere, and the effective field (vector field) generating the helicity texture as a function of 
in-plane momentum. (a) phase / helicity texture of lower energy photonic mode (b) phase / 
helicity texture of higher energy photonic mode. 
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𝑘⋆ = ±√
𝛼
𝛽
(
cos (
𝜙𝑜
2
)
sin (
𝜙𝑜
2
)
) (4.2.4) 
Equation 4.2.4 shows the momentum location of the diabolical point for any arbitrary crystal 
orientation 𝜙𝑜. Note that the diabolical point is always oriented at an angle 𝜙 =
𝜙𝑜
2
, as a result of 
the difference in the exponential factor of the two effective field terms, which once again is 
derived from the definition of the TE-TM modes with respect to the incidence angle of a wave of 
light. 
 Note that the phase of the eigenvectors may be easily extracted from the eigenvector 
itself, using Equation 2.2.4. This equation allows us to directly compute the azimuthal angle in 
the Poincaré Sphere for any given eigenvector that results from the Hamiltonian (Eq. 4.1.9). Note 
as well that the eigenvector must be some combination of eigenvectors of 𝝈𝑥 and 𝝈𝑦, which is to 
say that the eigenvectors of the Hamiltonian necessarily lie on the equator of the Poincaré  
Sphere, and therefore to show only the azimuthal angle is a complete description of the 
eigenvectors, at this level of theory.   
 
 
 
 
 Figure 4.4: Eigenvalues of Hamiltonian along the paths of 𝒌𝒙 = 𝟎, 𝒌𝒚 = 𝟎. 
(a) Path of 𝒌𝒚 = 𝟎. Note that the two modes intersect at a finite momentum value, 
termed the diabolical point (b) Path of 𝒌𝒙 = 𝟎. The eigenvalues never intersect, and 
increase in splitting with increasing momentum. 
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Figure 4.5 shows a critical property of this Hamiltonian - the evolution of the spin texture 
about the diabolical point, as the crystal is rotated. Specifically, one can notice that the spin 
texture is observed to be switchable from divergence-like to curl-like, or a combination of the 
two, for an appropriate crystal rotation. As we shall see later, this will be the clue to investigate 
the analytic structure of the Hamiltonian within this region of momentum space, and will 
motivate the connection of this region to the Rashba-Dresselhaus familiar from condensed matter 
physics. 
This connection will now be made clear with a brief derivation of the emergence of the 
Rashba-Dresselhaus Hamiltonian. Figure 4.6 depicts the essential components of this 
approximation, wherein the diabolical point is always oriented at an angle 𝜙 =
𝜙𝑜
2
 from the 
horizontal. We will expand the Hamiltonian for deviations about this point, which requires the 
expansion of the Hamiltonian about this point (more details are provided in Appendix A). For the 
present brief analysis, note that the small angle of deviation about 𝜙 =
𝜙𝑜
2
 may be written as 
follows: 
 
 
 
 
 Figure 4.5: Diagram of momentum vector for local expansion. 
Depiction of the structure of eigenvalues at the energy 
corresponding to the diabolical point, for an arbitrary crystal 
angle. Image on right shows how the momentum vector may be 
written as the sum of the diabolical point vector and a small 
vector describing the excursion from that point. 
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𝛿 ≈
𝑞∥
𝑘⋆
= 
(sin (
𝜙𝑜
2 ) 𝑞𝑥 − cos (
𝜙𝑜
2 ) 𝑞𝑦)
𝑘⋆
  (4.2.5) 
 
𝒒∥ = 𝒒 ∙
𝒌∥
|𝒌∥|
, 𝒒⊥ = 𝒒 ∙
−𝒌∥ × ?̂?
|𝒌∥|
 (4.2.6) 
 
Here we have also written the definitions of the portions of the small deviation vector which are 
parallel or perpendicular to the total wave vector, so that the total wave vector may be written in 
terms of the deviation. Using these definitions, it can be shown that the Hamiltonian may be 
written, after some cancellation of terms, as follows:  
 
𝐻 =
(
 
ℏ2𝑘∥
2
2𝑚
(𝛽𝑞2 + 2√𝛼𝛽(𝑞∥ + 𝑖𝑞⊥)) 𝑒
−𝑖𝜙𝑜
(𝛽𝑞2 + 2√𝛼𝛽(𝑞∥ − 𝑖𝑞⊥)) 𝑒
𝑖𝜙𝑜
ℏ2𝑘∥
2
2𝑚 )
  (4.2.7) 
 
From here, we may put in the explicit forms of 𝑞∥ and 𝑞⊥ in terms of the crystal angle. We may 
also use the terms shown in Equation 4.2.8 to have a briefer expression. 
 
𝜅𝑥 = 2√𝛼𝛽 cos (
𝜙𝑜
2
) , 𝜅𝑦 = 2√𝛼𝛽 sin (
𝜙𝑜
2
) (4.2.8) 
 
𝐻 =
(
 
ℏ2𝑘∥
2
2𝑚
𝐻01
𝐻01
∗
ℏ2𝑘∥
2
2𝑚 )
  (4.2.9) 
 𝐻01 = (𝛽𝑞
2 + 𝜅𝑥𝑞𝑥 + 𝜅𝑦𝑞𝑦 + 𝑖𝜅𝑦𝑞𝑥 − 𝑖𝜅𝑥𝑞𝑦)𝑒
−𝑖𝜙𝑜 (4.2.10) 
 
Finally, we may identify that there are terms which can be associated with the dot or cross 
product of the vector 𝒒 and the pauli matrices, as follows: 
 𝑯 ≈ 𝜷𝑞2𝝈𝑥 + 𝜅𝑥𝝈 ∙ 𝒒 + 𝜅𝑦(𝝈 × 𝒒) ∙ ?̂? (4.2.11) 
 
In writing equation 4.2.11, we have discarded the exponential phase that appears on the coupling 
terms of the Hamiltonian. This term corresponds to a global shift of the phase by the angle 𝜙𝑜, 
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and is not of a theoretical importance (global phase is unobservable in quantum mechanics), and 
it cannot be observed experimentally in any case. 
 If we return to equation 4.27, we are able to write this Hamiltonian in a suggestive way, 
making a comparison with the electronic structure of graphene[89]: 
 
𝑯 = 𝛽𝑞2𝝈𝑥 + 2√𝛼𝛽(
0 (𝑞𝑥 − 𝑖𝑞𝑦)𝑒
𝑖𝜙𝑜
2  
(𝑞𝑥 + 𝑖𝑞𝑦)𝑒
−𝑖𝜙𝑜
2  0
) (4.2.11) 
 
In this format, we can see that the eigenvalues about the diabolical point are cone-like with a 
kind of ‘background’ slope provided by the 𝛽𝑞2𝝈𝑥 term. These cones are reminiscent of those in 
Graphene, but they have an additional ‘twist’ not present in graphene, as well as the additional 
term to second order in q. This does not affect the eigenvalues themselves, but rather can apply a 
rotation to the spin texture. 
 Further discussion of the importance of the relation to the Rashba-Dresselhaus 
Hamiltonian will be reserved for later. At this point, however, the discussion of the analytical 
properties will be completed by discussing how the eigenvalues in the region near the diabolical 
point also correspond to the ones associated with a Rashba-Dresselhaus Hamiltonian. Further 
details are once again provided in Appendix A, with result the written here: 
 
𝐸±(𝑞 ≈ 0) − (𝐸𝑜 +
ℏ2𝑘⋆
2
2𝑚
) = 𝐸±
⋆ =
ℏ2
2𝑚
(𝑞2 + 2𝒌⋆ ∙ 𝒒) ± 2√𝛼𝛽𝑞⊥ (4.2.12) 
 
𝐸±
⋆ =
ℏ2
2𝑚
𝑞⊥
2 ±  2√𝛼𝛽𝑞⊥ (4.2.13) 
 
From Equation 4.2.12 there is a relatively complicated eigenvalue structure, having a linear term 
dependent upon the transverse momentum from the diabolical point, and another term that is 
quadratic – one component for the total momentum from the diabolical point, and a second one 
that depends on the momentum and its projection onto the parallel direction. In equation 4.2.13, 
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a simpler situation is reached, where only the perpendicular component is desired, thus 
eliminating the projection term. Equation 4.2.13 depicts an eigenvalue structure that is familiar 
from Rashba-Dresselhaus spin-orbit coupling Hamiltonians, where there is a splitting in the band 
structure according to the spin of the electron[90]–[92]. Figure 4.7 (below) depicts the 
eigenvalue structure about this perpendicular momentum direction. 
 
 
 
 Figure 4.6: Diagram of the Rashba-Dresselhaus-like eigenvalues about the 
Diabolical Point. a. Eigenvalues of typical matrix at momenta perpendicular 
to the diabolical point momentum. Note that the structure is that of displaced 
parabolas, typical in Rashba-Dresselhaus Hamiltonians. 
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4.3 Lead Halide Perovskite Cavities for Studying Synthetic Spin-
Orbit Coupling 
In previous sections, and Appendix A, context and derivations are provided to show how 
both TE and TM cavity splitting and birefringence can together create a synthetic spin orbit 
coupling around their equivalence point, and more broadly speaking create a momentum-
dependent effective magnetic potential which produces a rich spin texture which is 
experimentally observable. In this section, we will draw connections to other sections of the 
experimental physics community with which these studies make connections. In addition, we 
will introduce the experimental studies which are compared against the anisotropic photonic 
Hamiltonian discussed throughout Chapter 4. 
As a motivating factor, we should keep in mind that spin-orbit coupling (SOC) of 
electrons is a critical phenomenon in solids, responsible for several effects such as the Spin-Hall 
effect[93] and plays an important role in topological insulators[94], [95]. The effect of SOC also 
often emerges in photonic systems, where the polarization takes the role of the spin, as in the 
case discussed in this chapter[96]–[101]. As discussed previously, in the system discussed here, 
this arises from the natural splitting of TE and TM polarizations which behaves as a winding in-
plane magnetic field, and results in the photonic spin-Hall effect. If there is an in-plane optical 
anisotropy this will break the rotational symmetry[102], producing an effectively constant (up to 
the approximations made about the dielectric function) magnetic field within the plane, which 
will combine with the TE-TM splitting effective field to create a non-Abelian gauge field for 
either photons or exciton-polaritons[88]. This is a rapidly expanding field of optical physics, 
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where a theoretical report on superfluid instabilities in such a proposed optical cavity[88] has led 
to numerous investigations, aside from the findings of this thesis, which include a synthetic 
system where an applied voltage may be used to rotate anisotropic liquid crystals within cavities 
to tune the anisotropic dispersion on demand[103], and even more complex systems may be 
created by coupling several such liquid crystal cavities[104], or even by introducing further 
anisotropy[105]. In addition to this, there are also other examples of using perovskites as a 
means to explore this Hamiltonian[49], [106], [107], or even SOC in an exciton-polariton 
generally[51], [108], although ours is the first work[109] in which the exciton-polariton nature is 
also studied, along with the introduction of condensation in the presence of such a photonic 
SOC, as is shown in detail in Chapter 5. To measure the effect of crystal symmetry on the 
appearance of photonic SOC, we take advantage of low-symmetry phases of Lead Halide 
Perovskites (LHPs) with significant optical anisotropy, which is tunable by either composition- 
here tuned by fabrication of Cesium Lead Bromide (CsPbBr3) –filled microcavity versus 
Methylammonium Lead Bromide (MaPbBr3) –filled microcavity, or by tuning temperature, 
which here is expressed by the transition of MaPbBr3 from a cubic to tetragonal, and finally to an 
orthorhombic crystal structure[110], whereas CsPbBr3 is in the orthorhombic structure for all 
temperatures available to use (300K-10K). We directly grow single crystal microplates of 
MaPbBr3 and CsPbBr3 perovskites in an empty cavity formed by two laminated DBRs (figs 4.8 
a,b). The natural thickness gradient of the two microcavities allows us to tune the cavity 
resonances across the exciton resonance, allowing for routine identification of exciton-polariton 
condensation (Chapter 5). The as-grown single crystals shown below exhibit 10-100𝜇𝑚 lateral 
dimensions, with a few microns in thickness. Additional characterization of these crystals is 
provided in experimental methods section (Appendix B). We note also that at the coldest 
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temperatures (~10K) the anisotropy splitting (𝛼) of MaPbBr3 is roughly twice that of CsPbBr3. 
Furthermore, we find that these values are two orders of magnitude larger than other systems 
more often considered for spin-split polaritons, such as GaAs and CdTe microcavities[100],  
 [111], [112]. lllll 
We perform Fourier Space Photoluminescence (FS-PL) imaging on the micro cavities in 
order to measure the dispersions fully as a function of in-plane crystal momentum 𝒌∥. Constant 
 
 
 
 Figure 4.7: Appearance of optical anisotropy discrepancy at room temperature. 
a,b: Panels A&B show microscope images of as-grown crystals inside of optical 
microcavities. Scale bar provided shows length of 50 microns. Based on crystal 
shape and growth behavior, we identify the <100> Axis of the pseudocubic 
perovskite structure as indicated by the red arrow. At room temperature the 
MaPbBr3 is cubic (space group Pm3̅m, a = 5.948 angstroms) whereas CsPbBr3 is 
orthorhombic (space group Pbnm, a=8.202A, b=8.244A, c=11.748A). c,d: Panels c 
& d show a constant energy cross-section of the dispersions of the two crystals 
shown in panels a and b, where the dispersion of MaPbBr3 is evidently 
circular/isotropic, whereas the dispersion of CsPbBr3 at room temperature clearly 
displaced the offset ring structure typical of the Rashba-Dresselhaus Hamiltonian 
at the appropriate energy. 
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energy cross-sections are shown below, along with optical microscope images, which highlight 
the clear difference in dispersion at room temperature between CsPbBr3 and MaPbBr3 
microcavities. Note also that the large cavity lengths (few microns, microcavity synthesis 
discussed in Appendix B – experimental methods) allow for the presence of several Fabry-Perot 
cavity modes. 
 
 
 
 Figure 4.8: Depiction of the temperature-dependence of photon dispersions in 
MaPbBr3 microcavity across cubic-orthorhombic phase transitions. a-c: Panels a-c 
show the photonic modes along the momentum intersecting the diabolical point 
which appears in panel c. These are plotted as wavelength (y, nm) versus 
momentum (x, 𝝁𝒎−𝟏). Note that in panels a and c there is no apparent mode 
splitting (although small splitting is present in tetragonal/panel b), but a clear 
mode splitting apparent in panel c. Note also that the mode energies shift down 
dramatically by panel c, which reflects the change in the refractive index as 
absorption increases, along with the structural changes corresponding to the phase 
change.  Panels d-f show the result of using a linear polarizer to select 
polarizations along a specific projection, chosen exclusively from 𝒌∥ = 𝟎, thus 
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allowing for the identification of two polarized modes. Panels g-i are a polar plot 
representation of cuts shown in panels d-f. These panels allow for the clear 
identification of the emergence of two distinct polarized modes as a function of the 
crystalline structure / birefringence.  
 
 
 
 Figure 4.9: a. Panel A shows a constant energy cross-section of a MaPbBr3 
microcavity at 10K. Note the inner section shows two displaced rings – though they 
are not circular due to their interaction with higher energy modes, the intersection 
of the two rings themselves is fairly isolated. The red vector points to the diabolical 
point, and the yellow dotted line shows the momentum trajectory which is plotted in 
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Figure 4.8 hopefully makes it clear that the crystal symmetry, or rather the presence of 
birefringence derived from crystalline anisotropy, is the necessary ingredient for observing the 
Rashba-Dresselhaus-like dispersion within said crystals. To further expand on this point, figure 
4.9 shows the dispersion of MaPbBr3 across its phase transitions, initially from cubic to 
tetragonal, and finally to orthorhombic. Notice that in the tetragonal phase the in-plane 
anisotropy is very minor, and it is really only by investigating the polarization-dependence that 
the two split modes may really be identified. 
Before turning towards experimental measurement of the full polarization state, we shall 
also discuss the experimental verification of the Rashba-Dresselhaus-like dispersion. It is already 
shown (Figure 4.8d) that the spin-split rings have been observed, but the displaced parabolas are 
only observed at momenta perpendicular to the diabolical point. An experimental example of this 
is shown below in figure 4.10. 
Now we may turn to the topic of experimental measurement of the polarization state, i.e. 
experimental extraction of the Stokes Vector. In simple terms, this is achieved by combining the 
FS-PL spectrometry technique, which allows measuring the spectrum of emission at any given 
emission angle, and coupling this as well with a motorized broadband quarter-wave plate and a 
fixed linear polarizer. This quarter-wave plate is then rotated over the range of angles from 0∘ to 
180∘ with as many steps is feasible based on collection times (often times steps of 5∘ were used). 
From these polarization traces, it is possible (more details available in Appendix B – 
experimental methods) to thus extract the full experimental stokes vector. From the point of view 
of the Poincaré Sphere, this is possible because the rotation of the stokes vector applied by 
transmission through a quarter wave plate allows for all components of the stokes vector 
panel b. b: Panel B shows the displaced parabolas indicative of the Rashba-
Dresselhaus Hamiltonian, with a theoretic overlay. 
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(𝑆0, 𝑆1, 𝑆2, 𝑆3)
𝑇  to have a projection onto the transmission axis of the fixed linear polarizer. The 
equation used to fit the intensity distribution and the relationship between these Fourier 
coefficients and the stokes vector parameters are shown as well: 
 
 
 
 Figure 4.10: Idealized depiction of the polarization-resolved FS-PL imaging. 
Motorized pinhole located at the Fourier Plane allows selection of a particular 
emission angle, and a motorized quarter wave plate and linear polarizer allow for 
measurement full stokes vector, when combined with a spectrometer to allow for 
energy specificity. 
 
 
 
𝐼(𝜃) =
1
2
(𝐴 + 𝐵 sin(2𝜃) + 𝐶𝑐𝑜𝑠(2𝜃) + 𝐷𝑠𝑖𝑛(4𝜃)) (4.3.1) 
 
𝐴 = 𝑆0 +
1
2
𝑆1, 𝐵 = 𝑆3, 𝐶 =
1
2
𝑆1, 𝐷 =
1
2
𝑆2 (4.3.2) 
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In this way, the full stokes vector may be extracted. Because of the format of the 
Hamiltonian, we do not expect any strong influence of the circular polarized basis, which will be 
 
 
 
 Figure 4.11: Experimental measurement of polarization of photonic modes about the 
diabolical point. Panels a-c show the intensity of emission at particular constant-
energy momentum slices of the photonic dispersion. Panels d-f show the 
experimentally determined phase-resolved photon dispersion. Panels g-i show the 
theoretical polarization-resolved emission expected from the anisotropy 
Hamiltonian. Panels a,d,g show the dispersion at energies below the diabolical point 
(553.0nm). Panels b,e,h show the dispersion at energies at the diabolical point (548.9 
nm), and finally panels c,f,i show the dispersion above (544.7 nm). All measurements 
are carried out at ambient (290K) temperatures. 
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shown more in Appendix B, but for the current discussion we consider it sufficient to simply plot 
the equatorial phase along the Poincaré Sphere, which is what is presented in Figure 4.11. 
Here we have shown constant energy cuts of PL intensity figs 4.11 a-c, at energies below, 
at, and above the diabolical points, where |𝑩𝑋𝑌| > |𝑩𝑇|, |𝑩𝑋𝑌| ∼ |𝑩𝑇|, and |𝑩𝑋𝑌| < |𝑩𝑇| 
respectively. That is, we can see the cross-over from anisotropy-dominated effective field (𝑩𝑋𝑌) 
to the point where they are comparable and even completely cancel at the diabolical point, and 
finally to the point well above the diabolical point, where the TE-TM effective field (𝑩𝑇) 
dominates the overall effective field. The theoretical panels (fig 4.11 g-i) are computed using a 
Lorentzian convolution of the anisotropy Hamiltonian solutions using an arbitrary 100 meV 
linewidth, but using the stokes vector computed from the eigenvector to represent the hue in an 
HSV color scale, where the value is always set to unity and saturation is proportional to the 
relative intensity. The equation to compute the stokes vector and in-plane orientation are 
repeated here from Chapter 2, for clarity.  
 
𝑆 =
(
 
⟨𝜓|𝟏2𝑥2|𝜓⟩ 
⟨𝜓|𝝈𝑥|𝜓⟩
⟨𝜓|𝝈𝑦|𝜓⟩
⟨𝜓|𝝈𝑧|𝜓⟩ )
 =
(
 
|𝑐1|
2 + |𝑐2|
2 
𝑐1
∗𝑐2 + 𝑐1𝑐2
∗
−𝑖(𝑐1
∗𝑐2 − 𝑐1𝑐2
∗)
|𝑐1|
2 − |𝑐2|
2 )
 =
(
 
|𝑐1|
2 + |𝑐2|
2 
2 ∗ ℛ(𝑐1
∗𝑐2)
−2 ∗ ℐ(𝑐1
∗𝑐2)
|𝑐1|
2 − |𝑐2|
2)
  4.3.3 
 
𝜙𝑠𝑡𝑜𝑘𝑒𝑠 = tan
−1 (
𝑆2
𝑆1
) = tan−1 (
ℑ(𝑐2
∗𝑐1)
ℛ(𝑐2 ∗ 𝑐1)
)  4.3.4 
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Chapter 5: Lasing from Birefringent Polariton Cavities 
Spin-orbit coupling (SOC) is responsible for a range of spintronic and topological 
processed within the condensed matter phase. Here we will show condensation of exciton-
polaritons in the presence of the photonic SOC field discussed at length in Chapter 4. The 
extension of the 2x2 SOC photonic Hamiltonian into a 4x4 SOC & Strong Coupling Hamiltonian 
will be covered in detail, showing how the effective magnetic field and spin texture are preserved 
in the presence of strong coupling, up to a multiplicative factor of the photonic Hopfield 
coefficient. In addition, condensation dynamics of orthogonal polarizations will be shown, which 
tease the possibility of a polariton-based quantum computer which could use the exciton-exciton 
nonlinearity in the presence of the SOC potential where the output would be the polarization 
state of the condensate, or even competing condensates.  
5.1 Experimental Identification & Theoretical Treatment of SOC 
Exciton-Polariton Modes 
 We perform FS-PL imaging on the microcavities, as a function of the in-plane 
momentum 𝒌∥. Due to the relatively high quality factor in our microcravities, as measured well 
before condensation/lasing threshold (further details in Appendix B), and is found to be 
approximately given as 𝑄 ≈ 1000 ± 100. This corresponds to a cavity lifetime of a few 
picoseconds, giving a sufficient exciton-polariton lifetime to achieve strong coupling, and for the 
polaritons to experience sufficient stimulated scattering to lead to condensation. This 
demonstration of strong coupling is presented in Figure 5.1. 
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 Figure 5.1: Demonstration of emergence of strong coupling, and persistence of 
orthogonally polarized modes. Panels a-e show the measured dispersion from a 
CsPbBr3 microcavity across a range of temperatures, under which strong coupling 
becomes evident. Panels f-h show the low temperature dispersion at various 
different linear polarizer orientations to demonstrate that the two exciton-
polariton modes are orthogonally polarized. Panel I is a polar plot of the two 
modes’ 𝒌∥  = 𝟎 emission as a function of polarizer angle.  
 
 
 As figure 5.1 makes evident, the polarization dependence of these spin-split optical 
modes appears to still be present after the onset of strong coupling. Here we develop a theory to 
understand how strong coupling interacts with the 2x2 SOC Hamiltonian (Equation 4.19). We 
write the Hamiltonian as follows, excluding any dampening rates: 
 
𝐻4𝑥4 =
(
 
 
 
 
 
 
𝐸𝑜 +
ℏ2𝑘∥
2
2𝑚
Ω
2
−𝛼𝑒−𝑖𝜙𝑜 + 𝛽𝑘∥
2𝑒−2𝑖𝜙 0
Ω
2
𝐸𝑥𝑐 0 0
−𝛼𝑒𝑖𝜙𝑜 + 𝛽𝑘∥
2𝑒2𝑖𝜙 0 𝐸𝑜 +
ℏ2𝑘∥
2
2𝑚
Ω
2
0 0
Ω
2
𝐸𝑥𝑐)
 
 
 
 
 
 
 
 
5.1.1 
 
94 
 
This Hamiltonian is written with the assumption that the exciton resonance is itself isotropic, or 
at least any anisotropy is smaller than the linewidth of the optical modes with which it is 
coupled. This is because in the case where there was an anisotropy in the exciton resonance, the 
different photon mode polarizations should probe different exciton energies, as would be the case 
in a severely electrically isotropic material[113]–[115]. There is also a question as to the form of 
the strong coupling incorporation, or to be specific how a given circular polarization (which is 
the basis of the Hamiltonian) may only couple to one exciton resonance or the other. This may be 
rationalized as a consequence of optical selection rules. It is also simply a fact that if the exciton-
photon coupling is included in such a way that a given optical mode can couple to exciton 
resonance of both polarizations a result is produced which effectively cancels the strong 
coupling. The Hamiltonian we have written then should yield four branches, which we may 
interpret as the two polarizations of the upper polariton branch, and the two polarizations of the 
lower polariton branch. 
 To highlight the role of the spin texture within the exciton-polariton dispersion, we use 
the eigenvectors of the 2x2 Coupled Oscillator Hamiltonian to transform the 4x4 Hamiltonian 
into a basis where the strong coupling is resolved, and this will also be advantageous for 
identifying how the effective magnetic field is incorporated in the presence of strong coupling. 
To achieve this effect, we perform the following matrix transformation: 
 𝐻4𝑥4
′ = 𝑀−1𝐻4𝑥4𝑀, 𝑀 = 𝟙⊗𝑽 5.1.2 
 
Here we are writing that the 4x4 Hamiltonian will undergo a basis transformation into one where 
the eigenvectors of the 2x2 Coupled Oscillator Hamiltonian are the basis. Because this 4-
dimensional space is essentially the tensor product space of exciton-photon space with the spin-
space of the photon, we may write the matrix which will be used to perform the similarity 
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transformation explicitly using the language of tensor products. To be clear, 𝑽 is a 2x2 matrix 
formed by the two eigenvectors of the coupled oscillator Hamiltonian, i.e.  
 
𝑽 = (|𝝂𝟏⟩, |𝝂𝟐⟩)
𝑻 = (
𝑋𝑈𝑃 𝑋𝐿𝑃
𝑃𝑈𝑃 𝑃𝐿𝑃
)  5.1.3 
 |𝑣1⟩ = 𝑋𝑈𝑃|𝐸𝑥𝑐⟩ + 𝑃𝑈𝑃|𝑃ℎ⟩,  |𝑣2⟩ = 𝑋𝐿𝑃|𝐸𝑥𝑐⟩ + 𝑃𝐿𝑃|𝑃ℎ⟩ 5.1.4 
 
The X and P are the Hopfield Coefficients, which are given in Chapter 2, but repeated here for 
simplicity: 
 
𝑋𝑈𝑃 =
1
√2
(1 +
Δ𝐸
√Δ𝐸2 + Ω2
)
1
2
 , 𝑃𝑈𝑃 =
1
√2
(1 −
Δ𝐸
√Δ𝐸2 + Ω2
)
1
2
 5.1.5 
 
Δ𝐸 = 𝐸𝑒𝑥 − 𝐸𝑝ℎ −
ℏ2𝑘∥
2
2𝑚
, 𝑋𝐿𝑃 = −𝑃𝑈𝑃, 𝐶𝐿𝑃 = 𝑋𝑈𝑃 5.1.6 
 
The eigenvalue equation for upper and lower polariton branches are also repeated here: 
 𝐸± = 1/2 (Δ𝐸 ± √Δ𝐸2 + Ω2) 5.1.7 
 
Please note that in equation 5.1.6 the definition of the Hopfield coefficients switches between the 
upper and lower polariton branches. This is important because they will appear throughout the 
transformed 4x4 Hamiltonian, shown below (equation 5.1.8). Note also that this Hamiltonian has 
had its indices shifted so as to arrange it as an upper 2x2 block of upper polariton and a lower 
2x2 block of lower polariton. 
 
 
𝐻4𝑥4
′ =
(
 
 
𝐸𝑈𝑃 𝑃𝑈𝑃
2 𝐺 0 𝑋𝑃𝐺
𝑃𝑈𝑃
2 𝐺∗ 𝐸𝑈𝑃 𝑋𝑃𝐺 0
0 𝑋𝑃𝐺∗ 𝐸𝐿𝑃 𝑃𝐿𝑃
2 𝐺
𝑋𝑃𝐺∗ 0 𝑃𝐿𝑃
2 𝐺∗ 𝐸𝐿𝑃 )
 
 
 
 
5.1.8 
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Although it would be possible to just maintain the original definition of the Hopfield 
coefficients, where we define only two of them, we maintain this distinction in the 4x4 
Hamiltonian (equation 5.1.8) for the purposes of elucidating the role of the gauge field in strong 
coupling. Also, on the terms outside of 2x2 blocks, which we loosely call ‘off-diagonal’, we lose 
the distinction between upper and lower polariton, as the product of the two is the same in any 
case, although we do not use the negative sign that would be introduced in the convention of the 
lower polariton definition. Note that we are using the following expression for G, the 
effective/gauge field: 
 𝐺 = −𝛼𝑒−𝑖𝜙𝑜 + 𝛽𝑘∥
2𝑒−2𝑖𝜙 5.1.9 
 
 The first important property of this Hamiltonian is that we will show it is justified to treat 
it as essentially a block diagonalized Hamiltonian, of an upper polariton branch experiencing the 
effective field, and a lower polariton branch experiencing the same effective field. To understand 
this approximation, let us consider this Hamiltonian while using some typical values found from 
our data analysis. We will consider the case of an anti-crossing point, in which case we may 
choose that the lower polariton branch is at −Δ𝐸/2 and the upper polariton branch is at +
Δ𝐸
2
 and 
the Hopfield coefficients are all 1/√2. Then we may ask at orientation of the effective field 
would we choose. To make the point clear, we will choose the largest inter-branch coupling 
possible, assuming 𝜙𝑜 = 0, which would be the direction 𝜙 = ±𝜋/2, as the direction 𝜙 = 0, 𝜋 
would correspond to the diabolical point, where the effective field vanishes, and there is no 
longer any coupling. Note also that there is no concern of what happens when the effective field 
becomes very large, i.e. at high momentum values, because then the upper and lower polariton 
branches are very far from degenerate, and their increasingly disparate values is not outpaced by 
a growing effective field strength.  
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 To continue in the approximation, we need to identify typical values of the effective field, 
which are found to be ℏΩ = Δ𝐸 = 30𝑚𝑒𝑉, 𝛼~5𝑚𝑒𝑉, 𝛽~0.2𝑚𝑒𝑉, 𝑘∥~5𝜇𝑚
−1. From these 
values we may be able to evaluate the gauge/ effective field as follows: 
 𝐺 = −𝛼𝑒−𝑖𝜙𝑜 + 𝛽𝑘∥𝑒
−2𝑖𝜙, 𝐺 (𝜙𝑜 = 0,𝜙 =
𝜋
2
) = −𝛼 − 𝛽𝑘∥ = −10 𝑚𝑒𝑉 5.1.10 
 
Using these values, we have the following numerical Hamiltonian: 
 
𝐻4𝑥4
′ = (
15 𝑚𝑒𝑉 −5 𝑚𝑒𝑉 0 −5 𝑚𝑒𝑉
−5 𝑚𝑒𝑉 15 𝑚𝑒𝑉 −5 𝑚𝑒𝑉 0
0 −5 𝑚𝑒𝑉 −15 𝑚𝑒𝑉 −5 𝑚𝑒𝑉
−5 𝑚𝑒𝑉 0 −5 𝑚𝑒𝑉 −15 𝑚𝑒𝑉
) 
 
5.1.11 
 
Numerical solution of this Hamiltonian, and the results of just strong coupling, as well as the 
truncated version of this 4x4 Hamiltonian are shown in Figure 5.2. With the results of this 
numerical solution, we can see that it is an acceptable approximation to only consider the 2x2 
blocks of a given polariton branch, and the results of anisotropy within that branch. From the full 
Hamiltonian, we would consider the effect of one upper polariton branch coupling to both of the 
two lower polariton branches, for example, but we find that the  resulting coupling is negligible 
compared to the effect within a single branch, due to them being otherwise degenerate rather 
than ~30 𝑚𝑒𝑉 away in energy. This is much the same approximation made when learning 
Molecular Orbital Theory, where one focuses first and foremost on the effect of hybridizing 
degenerate orbitals, or energetically nearby orbitals.  
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From now on we will consider the following truncated Hamiltonian: 
 
𝐻4𝑥4
′′ =
(
 
 
𝐸𝑈𝑃 𝐶𝑝ℎ
2 𝐺 0 0
𝐶𝑝ℎ
2 𝐺∗ 𝐸𝑈𝑃 0 0
0 0 𝐸𝐿𝑃 𝑃𝐿𝑃𝐺
0 0 𝑃𝐿𝑃𝐺
∗ 𝐸𝐿𝑃 )
 
 
 5.1.12 
 
 
 
 
 
 
 Figure 5.2: This figure shows  the relative importance of various terms in the full 
𝑯𝟒𝒙𝟒
′   Hamiltonian. The first column is in the presence of no coupling, i.e. neither 
light-matter coupling nor photonic anisotropy. The second column includes the 
strong coupling induced by a Rabi splitting of ℏ𝛀 = 𝟑𝟎𝒎𝒆𝑽. The third column is 
the result of restricting 𝑯𝟒𝒙𝟒
′   to the independent 2x2 blocks of independent 
polariton branches and result of anisotropy within. Finally, the fourth column 
shows the results of the full 𝑯𝟒𝒙𝟒
′   Hamiltonian. 
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In analyzing this Hamiltonian, we can quickly see that it bears almost complete resemblance to 
the SOC Hamiltonian throughout Chapter 4. The only difference is that the SOC effective field 
strength is proportional to the photonic Hopfield Coefficient within that band, which makes 
intuitive sense, because this is a potential experienced through the optical component. It is worth 
repeating that the numerical example chosen here is already the situation where the interbranch 
coupling is the strongest it could possibly be – we have chosen the anticrossing point, which is 
necessarily the closest the two branches can be, and the orientation in which the effective 
magnetic field is the strongest it may be. Even in this situation of greatest coupling, the effect is 
miniscule compared to the polarization coupling within a branch, and especially compared to the 
effects of strong coupling itself. 
 
 
 
 Figure 5.3: Demonstration of the approximately block-diagonal property 
of 𝑯𝟒𝒙𝟒. Panels a,d show the dispersion predicted by the Hamiltonian 
along the X- and Y-Wavevector directions, respectively. In both graphs the 
strong coupling to an exciton resonance are displayed, and in the X-
Wavevector direction (a) the diabolical point is observed, and in the Y-
Wavevector direction (d) there is no diabolical point. In Panels b,e we 
show the same exciton-polariton dispersion in black, but the (anisotropic) 
photonic modes are overlaid in blue, and the exciton dispersion in red. In 
panels c,f we show the same exciton-polariton dispersion in black again, 
but show the results of the strong coupling Hamiltonian overlaid in blue, 
and the exciton resonance again in blue.  
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 Figure 5.3 is a further demonstration of the properties of this 4x4 Hamiltonian. It shows 
the results of the full Hamiltonian, along with the results of either the strong coupling or SOC 
Hamiltonians. In practice, it is sufficient to solve one of these Hamiltonians and use them as the 
input of the Hamiltonian, as a consequence of the approximation of the Hamiltonian being 
approximately block-diagonal.  
We will now focus on visualizing the results predicted by this 4x4 Hamiltonian, where 
we will identify different types of dispersions that may be observed for various choices of 
detuning for a given gauge field strength. 
 
 
 
 Figure 5.4: Depiction of effect of detuning on SOC exciton-polariton dispersion. 
Panels a,d shows large (~𝟏𝟎𝟎 𝒎𝒆𝑽) negative detuning, Panels b,e show a moderate  
(~𝟓𝟎 𝒎𝒆𝑽) negative detuning, and panels c,f show a small (~𝟐𝟓 𝒎𝒆𝑽)  negative 
detuning. 
 
 
Notice that the smaller the detuning get, how the increased excitonic character of the lower 
polariton branch increases for small momentum states. This results in a smaller 𝑘∥ = 0 splitting, 
due a lowered 𝛼𝑒𝑓𝑓, i.e. effectively lower gauge field strength at that momentum. In addition, the 
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increased mass from coupling to the exciton at smaller values of detuning has a clear effect of 
obscuring the presence of the diabolical point. By comparing panels a-c, it is clear that as the 
detuning becomes closer to zero the crossing associated with the diabolical point is harder and 
harder to see, because by the time the crossing occurs the photonic component becomes 
extremely small,  
instead leading to the effect of the two polarized modes collapsing onto one another around when 
they would otherwise cross in an otherwise purely photonic SOC mode.  
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 Figure 5.5: Phase-Resolved Properties of Anisotropic Polariton Hamiltonian (a,b) 
The hue represents the stokes vector orientation along the equator of the Poincarѐ 
Sphere, and the vector represents the Gauge Field orientation and magnitude at a 
given momentum vector. Note that for eigenvector (a) the phase is aligned with the 
gauge field, whereas for the other eigenvector (e) the phase is opposite to the gauge 
field. (b,f) Figure b represents the phase-resolved simulated emission intensity about 
the diabolical point energy, in the absence of strong coupling. Figure f represents the 
phase-resolved simulated emission intensity about the diabolical point energy, 
including the strong coupling, showing the effective increase in the emission 
linewidth as a function of the decreased slope. (c,g) Black lines show the result of the 
full 4x4 Hamiltonian. The dotted red line shows the exciton energy, and the dotted 
blue lines show the results of the anisotropy Hamiltonian, before accounting for 
strong coupling. (d,h) Simulated phase-resolved momentum cuts depict a switch in 
the emission polarization of the polariton mode along the x direction (h), and 
showing the convergence of the two different polarized polariton modes as the 
exciton resonance is approached, along the y direction (d). All calculations presented 
here use the band parameters: 𝑬𝒐 = 𝟐. 𝟏𝟒𝟏𝟓𝒆𝑽,   𝒎 = 𝟐. 𝟒 ∗ 𝟏𝟎
−𝟒𝒎𝒆,   𝜶 = 𝟓 ∗
𝟏𝟎−𝟑𝒆𝑽,   𝜷 = 𝟐. 𝟓 ∗ 𝟏𝟎−𝟒𝒆𝑽 ∙ 𝝁𝒎−𝟐, 𝑬𝒙𝒄 = 𝟐. 𝟏𝟔𝟓𝒆𝑽 
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5.2 Lasing in SOC Exciton-Polariton Modes & Coexisting 
Orthogonal Condensates 
 In this section, we will discuss the lasing and condensation of exciton-polaritons within 
the context of this SOC potential discussed already in Chapter 4 and in Section 5.1. We will see 
that the condensation can in some cases occur within both lower polariton branches, i.e. in the 
two spin-split states, suggesting the coexistence of two orthogonally polarized condensate states. 
In addition, we will explore the role of detuning on the capability of achieving this dual-
condensate state, and how this detuning affects the power-dependent dynamics leading to the 
intermediate lasing states towards photonic lasing. 
 Having established the SOC exciton polariton modes with spin textures, we now turn to 
their phase transitions into competing condensates. Figure 5.6 panels A, B, C show PL spectra at 
77 K as functions of pump fluence (P) and the calculated exciton density (nex, see Appendix B, 
Experimental methods for more details) for CsPbBr3 microcavities with increasing detuning  = 
E0 – Eex = +1 meV, −15 meV, and −40 meV, respectively. For the most resonant cavity,  = 1 
meV (Fig. 5.6.A), we observe two-thresholds in the appearance of sharp PL peaks assigned to 
lasing, at Pth1 = 5.0 ± 0.3 μJ cm
-2 and Pth2 = 53 ± 3 μJ cm
-2, corresponding to nex ~1×10
17 cm-3 
and ~1×1018 cm-3, respectively. With increased detuning,  = −15 meV (Fig. 5.6.), the two lasing 
thresholds up-shift to Pth1 = 8.6 ± 0.4 μJ cm
-2 and Pth2 = 84 ± 4 μJ cm
-2. For the largest detuning, 
 = −40 meV (Fig. 5.6.C), the lasing threshold is slightly distinguishable between the two SOC 
modes: Pth1_a = 10.6 ± 0.5 μJ cm
-2 and Pth1_b = 13.2 ± 0.7 μJ cm
-2 at ~537 and ~540 nm, 
respectively. The insets in Figure 5.6 A, B, C show representative spectra, black, blue, and red 
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(or green), for P < Pth1, Pth1 < P < Pth2 (or Pth1_a < P <Pth1_b), and P > Pth2 (or P > Pth1_b), 
respectively. For P < Pth1, the broad spectrum (525-550 nm) is spontaneous emission, and the 
linewidth of the polariton is 0.55 nm. For  = +1 or −15 meV, a sharp lasing peak in one or both 
SOC modes at ~533 nm appears with a two-orders of magnitude decrease in full width at half-
maximum (FWHM) to 0.21 ± 0.01 nm, corresponding to an effective quality factor of 𝑄𝑒𝑓𝑓 = 
2500. Do recall that this increased quality factor is a function of the gain, or stimulated emission, 
and not a fundamental property of the cavity, which is reflected only by an empty optical cavity. 
When P > Pth2, two additional lasing peaks emerge at the lower energy cavity modes (~547 nm). 
For the largest detuned cavity,  = −40 meV, the second threshold for the red-shifted lasing 
modes is not observed within the fluence range. Instead, we observe the lower SOC mode 
appearing slightly delayed and increasing after the higher SOC mode has saturated. Note that 
these lasing dynamics are well-explained by the exciton-polariton framework of condensation. In 
this picture, we conceptualize exciton-polaritons as real particles in the material, which can 
scatter with the other quasiparticles inside the material – critically, they may scatter with acoustic 
photons and thus travel down the exciton-polariton dispersion. With this picture in mind, we treat 
the majority of (dark) excitons at large momenta as a reservoir, from which some will scatter to 
lower energies and potentially even coalesce at 𝑘∥ and form a condensate. In our system we have 
the unusual situation of two exciton-polariton dispersions lying close to one another, i.e. the 
spin-split lower polariton branch states. In our system, there are competing kinetic and 
thermodynamic driving forces that lead to condensation into these two states. Namely, the upper 
spin branch will be kinetically favored, as the slope is less stope, leading to easier energy-
momentum relaxation restrictions to drive polaritons into this state. On the other hand, the lower 
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energy state is more stable/ energetically favorable, which can overcome the kinetic 
considerations which favor condensation in the upper spin branch. 
 
 
 
 
 
 Figure 5.6: Condensation of SOC exciton-polaritons in CsPbBr3 microcavities at 
77K. (a) 2d pseudo-color plot of PL spectra as function of pump fluence (P, left axis) 
or exciton density (𝒏𝒆𝒙, right axis) of three CsPbBr3 microcavities with cavity 
detuning values of (a) 𝜹 = +𝟏 𝒎𝒆𝑽,  (b) 𝜹 = −𝟏𝟓 𝒎𝒆𝑽, and (c) 𝜹 = −𝟒𝟎 𝒎𝒆𝑽, 
respectively. The yellow dashed line in panel A marks the expected Mott Density 
threshold.  Insets within panels a-c show normalized PL spectra at three pump 
fluence values: (a): 𝑷 = 𝟒. 𝟎 𝝁𝑱 𝒄𝒎−𝟐 (black), 𝑷 = 𝟓. 𝟕 𝝁𝑱 𝒄𝒎−𝟐 (blue), 𝑷 =
𝟏𝟎𝟖 𝝁𝑱 𝒄𝒎−𝟐 (red) , (b): 𝑷 = 𝟏. 𝟔 𝝁𝑱 𝒄𝒎−𝟐 (black), 𝑷 = 𝟗. 𝟕 𝝁𝑱 𝒄𝒎−𝟐 (blue), 𝑷 =
𝟏𝟕𝟎 𝝁𝑱 𝒄𝒎−𝟐 (red) (c): 𝑷 =  𝟔. 𝟓 𝝁𝑱 𝒄𝒎−𝟐 (black), 𝑷 = 𝟏𝟑 𝝁𝑱 𝒄𝒎−𝟐 (blue), 𝑷 =
𝟗𝟕 𝝁𝑱 𝒄𝒎−𝟐 (green). D: Integrated PL intensity (left axis) as a function of P in a log-
log scale for the main lasing peaks (blue solid triangles, 𝟓𝟑𝟏 − 𝟓𝟑𝟔 𝒏𝒎; solid red 
circles, 𝟓𝟒𝟓 − 𝟓𝟓𝟐 𝒏𝒎), showing a two-threshold behavior for the 𝜹 =  −𝟏𝟓 𝒎𝒆𝑽 
cavity. Also shown are the FWHMs (right axis) of the lasing peaks at ~𝟓𝟑𝟓 𝒏𝒎 (blue 
open triangles) and ~𝟓𝟓𝟎 𝒏𝒎 (red open circles). E: Total PL intensity (𝟓𝟐𝟓 −
𝟓𝟓𝟓𝒏𝒎) (grey squares, left axis) and lasing peak positions (open circles, right axis) 
as a function of P for the 𝜹 =  −𝟏𝟓 𝒎𝒆𝑽 cavity. (f): Power dependences of 
integrated PL intensities (left axis) of the two lasing peaks from (blue solid triangles, 
𝟓𝟑𝟒 − 𝟓𝟑𝟖 𝒏𝒎; green solid circles, 𝟓𝟑𝟖 − 𝟓𝟒𝟏 𝒏𝒎) and corresponding peak 
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FWHMs (right axis; blue open triangles ~𝟓𝟑𝟕 𝒏𝒎, green open circles, ~𝟓𝟒𝟎 𝒏𝒎) 
for the 𝜹 =  −𝟒𝟎 𝒎𝒆𝑽 cavity.  
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A two-threshold lasing behavior has been considered before as an unambiguous proof of exciton-
polariton condensation[83], [116]–[118]: the first is attributed to stimulated scattering to form 
the condensates, also called polariton lasing, and the second at higher density to stimulated 
 
 
 
 Figure 5.7: Competing polariton condensates with orthogonal polarizations at 77K. 
a-c: Angle-resolved PL spectra of a CsPBBr3 microcavity measured at (a) ~0.5𝑃𝑡ℎ1,(b) 
~2𝑃𝑡ℎ1, and (c) ~𝑃𝑡ℎ2. The cavity detuning values are approximately ~(−18 𝑚𝑒𝑉) and 
~(−98 𝑚𝑒𝑉) for the higher energy (534 𝑛𝑚) and lower energy (550 𝑛𝑚) polariton 
modes, respectively. d-f: Angle-resolved PL spectra of a CsPbBr3 microcavity with the 
cavity detuning of ~(−35 𝑚𝑒𝑉) measured above 𝑃𝑡ℎ1 with the polarization oriented along 
the horizontal (d), vertical (e), and diagonal (f) directions, with respect to the entrance slit 
of the spectrometer. The <100> axis of pseudo-tetragonal perovskite structure is aligned 
parallel to the entrance slit of the spectrometer. Dashed lines represent the expected cavity 
photon dispersion, and solid lines are the polariton dispersions resulting from solving the 
truncated 𝐻4𝑥4 
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emission, i.e., photonic lasing. In conventional semiconductor microcavities, the photonic lasing 
comes from the same cavity mode that forms the polariton condensates. However, the multiple 
polariton modes of our samples give rise to distinct transition behavior, i.e., the photonic lasing 
occurs in the next lower energy cavity mode. Note also that this discussion is somewhat glossing 
over the grey area that exists between these two pictures, namely the BCS electron-hole plasma 
polariton lasing[116]. For the sake of discussion, when we refer to photonic lasing, we refer to 
mechanisms which do not rely on a bound electron-hole pair to exist within the material, whether 
they be the fermionic gain mechanisms of BCS n-EHP stimulated emission or from d-EHP (see 
Chapter 3 for further discussion). We focus on the cavity with  = −15 meV (Figure 5.6.B - see 
Fig 5.19 for  = +1 and −40 meV) and plot the P-dependent individual lasing peak intensities 
and FWHMs in Fig. 3D, and peak positions (P) and total PL intensity in Fig. 5.6.E. Above Pth1, 
the intensity of polariton lasing at ~533 nm rises rapidly by over two orders of magnitude in a 
small P window (1-4 ×Pth1), followed by a slow rise and a plateau. Above Pth2, the red-shifted 
photonic lasing peaks at ~548 nm rise rapidly, by a similar rate as that of the polariton lasing 
peak. The nonlinear increases in polariton and photonic lasing are accompanied by blue shifts 
with increasing P, Fig. 5.6.E. Above Pth1, repulsive polariton-polariton interaction induces the 
blue shift[29], while above Pth2, the blue shift can be attributed to cavity mode renormalization as 
a result of carrier-density-dependent reduction in the refractive index (photo-bleaching of 
refractive index)[22]. 
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Polariton condensation requires the system to remain in strong coupling. With increasing 
nex, many-body screening reduces the exciton binding energy, causing the system to undergo 
Mott transition to an electron-hole (e/h) plasma with a reduction of the exciton oscillator 
strength, and resulting in weak exciton-photon coupling.[22] The Mott density in single crystal 
CsPbBr3 or MAPbBr3 is well approximated by nMott ~ 8×10
17 cm-3.[22], [119] As  Pth1 is well 
below nMott while Pth2 is slightly above nMott, we attribute the observed lasing above Pth2 to 
stimulated emission from an e/h plasma, without investigating further the nature. Interestingly, 
we note that the observed redshift in emission can be larger than observed in nanowire lasing 
(Chapter 3), but it is unclear if the dramatic redshift is due to plasmon-coupled emission as 
explained in that context, polariton-polariton scattering down to lower order modes, or some 
combination of these explanations. In any case, the appearance of a second threshold in the case 
of multiple polariton mode lasing, the observation of transition into weak coupling above the  
 
 
 
 Figure 5.8: Lasing threshold as observed at 77K and 290K. Depicted by 
integrated total PL intensity as a function of P in a log-log scale for a 
microcavity measured at room temperature (black curve), showing only one 
nonlinear threshold. The low temperature (liquid nitrogen temperatures 77K, 
red curve) is also depicted, for comparison. 
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 Figure 5.9: Tracking power-dependent lasing features in near-zero detuning (a,b) 
and large negative detuning cavities (c,d). a: Integrated PL intensity (left axis) as a 
function of P in a log-log scale of the main lasing peaks (blue solid triangles, 𝟓𝟑𝟎 −
𝟓𝟑𝟒 𝒏𝒎; red solid circles, 𝟓𝟒𝟒 − 𝟓𝟓𝟏 𝒏𝒎), showing the two-threshold behavior 
for the  = +1 meV cavity. Also shown are the FWHMs (right axis) of the lasing 
peaks at ~𝟓𝟑𝟑 𝒏𝒎 (blue open triangles) and ~𝟓𝟒𝟕 𝒏𝒎 (red open circles). b: Total 
PL intensity (𝟓𝟐𝟓 − 𝟓𝟓𝟓 𝒏𝒎) (grey squares, left axis) and lasing peak positions 
(open circles, right axis) as a function of P for the  = +1 meV cavity. c: P-
dependences of integrated PL intensities (left axis) of the two lasing peaks from 
(blue solid triangles, 𝟓𝟑𝟒 − 𝟓𝟑𝟖 𝒏𝒎; green solid circles, 𝟓𝟑𝟖 − 𝟓𝟒𝟏 𝒏𝒎) and 
corresponding peak FWHMs (right axis; blue open triangles ~𝟓𝟑𝟕 𝒏𝒎, green 
open circles, ~𝟓𝟒𝟎 𝒏𝒎) for the  = −40 meV cavity. d: Total PL intensity (𝟓𝟐𝟓 −
𝟓𝟓𝟓 𝒏𝒎) (grey squares, left axis) and lasing peak positions (open circles, right 
axis) as a function of P for the  = −40 meV cavity. 
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second threshold provides unambiguous evidence for the polariton condensation at the 
first threshold, even if there is difficulty in explaining the origin of the latter threshold. To 
supplement this discussion, we also show results for a room-temperature CsPbBr3 microcavity 
(Figure 5.8), where only one lasing threshold near 𝑛𝑀𝑜𝑡𝑡 is observed, suggesting the transition to 
a weak-coupling (i.e. non-exciton-polaritonic) lasing at the threshold. 
 
 
 
 
 
 Figure 5.10: Experimental observation of effect of detuning on SOC Exciton-
Polariton Dispersion. Dispersions collected on a series of crystals grown at different 
positions at 77 K, along with the corresponding models with the coupled oscillator, 
showing positive, resonant, and negative detuning values for the lower polariton 
branches. The white and magenta dashed lines are the dispersion of two SOC optical 
cavity modes. The solid lines are the modeled lower polariton branches using the 
coupled oscillator. The corresponding modeling gives 𝛀 ~ 20-25 meV. 
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Note that the FWHMs of the lower energy polariton lasing peaks (2nd Fabry-Perot modes, 
etc.) also increases significantly when the exciton densities exceeds 𝑛𝑀𝑜𝑡𝑡, and may be taken as 
indicative of the transition to a photonic lasing mechanism. As a final piece of supporting 
information, we display SOC exciton-polariton dispersion for various different choices of 
detunings, which are able to be explored by looking at different locations along a given crystal, 
allowed by the imperfect cavity thickness/ wedge structure. 
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[74] R. Rö, T. P. H. Sidiropoulos, C. Tessarek, S. Christiansen, R. F. Oulton, and C. Ronning, 
“Ultrafast Dynamics of Lasing Semiconductor Nanowires,” 2015, doi: 
10.1021/acs.nanolett.5b01271. 
[75] C. Klingshirn, “ZnO: Material, Physics and Applications,” ChemPhysChem, vol. 8, no. 6, 
pp. 782–803, Apr. 2007, doi: 10.1002/CPHC.200700002. 
[76] C. Klingshirn, “Semiconductor optics,” Semicond. Opt., pp. 1–809, 2007, doi: 
10.1007/978-3-540-38347-5. 
[77] C. Klingshirn et al., “65 years of ZnO research – old and very recent results,” Phys. status 
solidi, vol. 247, no. 6, pp. 1424–1447, Jun. 2010, doi: 10.1002/PSSB.200983195. 
[78] F. Tassone, C. Piermarocchi, V. Savona, and A. Quattropani, “Bottleneck effects in the 
relaxation and photoluminescence of microcavity polaritons,” Phys. Rev. B - Condens. 
Matter Mater. Phys., vol. 56, no. 12, 1997, doi: 10.1103/PhysRevB.56.7554. 
[79] H. Shi, X. Zhang, X. Sun, and X. Zhang, “Strong hot-phonon bottleneck effect in all-
122 
 
inorganic perovskite nanocrystals,” Appl. Phys. Lett, vol. 116, p. 151902, 2020, doi: 
10.1063/1.5145261. 
[80] Y. Yang et al., “Observation of a hot-phonon bottleneck in lead-iodide perovskites,” Nat. 
Photonics 2015 101, vol. 10, no. 1, pp. 53–59, Oct. 2015, doi: 10.1038/nphoton.2015.213. 
[81] J. Yang et al., “Acoustic-optical phonon up-conversion and hot-phonon bottleneck in lead-
halide perovskites,” Nat. Commun. 2017 81, vol. 8, no. 1, pp. 1–9, Jan. 2017, doi: 
10.1038/ncomms14120. 
[82] J. Hu et al., “Polariton Laser in the Bardeen-Cooper-Schrieffer Regime,” Phys. Rev. X, 
vol. 11, 2021, doi: 10.1103/PhysRevX.11.011018. 
[83] H. Deng, G. Weihs, D. Snoke, J. Bloch, and Y. Yamamoto, “Polariton lasing vs. photon 
lasing in a semiconductor microcavity,” Proc. Natl. Acad. Sci. U. S. A., vol. 100, no. 26, 
2003, doi: 10.1073/pnas.2634328100. 
[84] C. Comte and P. Nozières, “Exciton Bose condensation : the ground state of an electron-
hole gas - I. Mean field description of a simplified model,” J. Phys., vol. 43, no. 7, pp. 
1069–1081, 1982, doi: 10.1051/JPHYS:019820043070106900. 
[85] Q. Han et al., “Transition Between Exciton-Polariton and Coherent Photonic Lasing in 
All-Inorganic Perovskite Microcuboid,” vol. 12, p. 41, 2020, doi: 
10.1021/acsphotonics.9b01413. 
[86] S. W. Koch, M. Kira, G. Khitrova, and H. M. Gibbs, “Semiconductor excitons in new 
light,” Nature Materials, vol. 5, no. 7. Nature Publishing Group, pp. 523–531, 2006, doi: 
10.1038/nmat1658. 
[87] A. Fieramosca et al., “Chromodynamics of photons in an artificial non-Abelian magnetic 
Yang-Mills field,” Dec. 2019, Accessed: Jul. 24, 2021. [Online]. Available: 
123 
 
https://arxiv.org/abs/1912.09684v1. 
[88] H. Terças, H. Flayac, D. D. Solnyshkov, and G. Malpuech, “Non-Abelian Gauge Fields in 
Photonic Cavities and Photonic Superfluids,” 2014, doi: 
10.1103/PhysRevLett.112.066402. 
[89] A. H. C. Neto, F. Guinea, N. M. R. Peres, K. S. Novoselov, and A. K. Geim, “The 
electronic properties of graphene,” Rev. Mod. Phys., vol. 81, no. 1, p. 109, Jan. 2009, doi: 
10.1103/RevModPhys.81.109. 
[90] L. W. Cheuk, A. T. Sommer, Z. Hadzibabic, T. Yefsah, W. S. Bakr, and M. W. Zwierlein, 
“Spin-Injection Spectroscopy of a Spin-Orbit Coupled Fermi Gas,” Phys. Rev. Lett., vol. 
109, no. 9, p. 095302, Aug. 2012, doi: 10.1103/PhysRevLett.109.095302. 
[91] Y. Feng et al., “Rashba-like spin splitting along three momentum directions in trigonal 
layered PtBi 2,” Nat. Commun. 2019 101, vol. 10, no. 1, pp. 1–8, Oct. 2019, doi: 
10.1038/s41467-019-12805-2. 
[92] C. R. Ast et al., “Giant Spin Splitting through Surface Alloying,” Phys. Rev. Lett., vol. 98, 
no. 18, p. 186807, May 2007, doi: 10.1103/PhysRevLett.98.186807. 
[93] M. I. Dyakonov and V. I. Perel, “Current-induced spin orientation of electrons in 
semiconductors,” Phys. Lett. A, vol. 35, no. 6, pp. 459–460, Jul. 1971, doi: 10.1016/0375-
9601(71)90196-4. 
[94] L. Tian, Y. Liu, W. Meng, X. Zhang, X. Dai, and G. Liu, “Spin–Orbit Coupling-
Determined Topological Phase: Topological Insulator and Quadratic Dirac Semimetals,” 
J. Phys. Chem. Lett., vol. 11, no. 24, pp. 10340–10347, Dec. 2020, doi: 
10.1021/ACS.JPCLETT.0C03103. 
[95] M. Z. Hasan and C. L. Kane, “Colloquium: Topological insulators,” Rev. Mod. Phys., vol. 
124 
 
82, no. 4, p. 3045, Nov. 2010, doi: 10.1103/RevModPhys.82.3045. 
[96] K. Rechcin´skarechcin´ska et al., “Engineering spin-orbit synthetic Hamiltonians in 
liquid-crystal optical cavities.” Accessed: Jul. 12, 2020. [Online]. Available: 
http://science.sciencemag.org/. 
[97] A. Kavokin, G. Malpuech, and M. Glazov, “Optical Spin Hall Effect,” Phys. Rev. Lett., 
vol. 95, no. 13, p. 136601, Sep. 2005, doi: 10.1103/PhysRevLett.95.136601. 
[98] C. Leyder et al., “Observation of the optical spin Hall effect,” Nat. Phys., vol. 3, no. 9, 
2007, doi: 10.1038/nphys676. 
[99] X. Yin, Z. Ye, J. Rho, Y. Wang, and X. Zhang, “Photonic spin hall effect at 
metasurfaces,” Science (80-. )., vol. 339, no. 6126, 2013, doi: 10.1126/science.1231758. 
[100] A. Gianfrate et al., “Measurement of the quantum geometric tensor and of the anomalous 
Hall drift,” Nature, vol. 578, no. 7795, 2020, doi: 10.1038/s41586-020-1989-2. 
[101] C. E. Whittaker et al., “Optical analogue of Dresselhaus spin-orbit interaction in photonic 
graphene,” Nat. Photonics, 2020, doi: 10.1038/s41566-020-00729-z. 
[102] C. Sturm, H. Hilmer, B. Rheinländer, R. Schmidt-Grund, and M. Grundmann, “Cavity-
photon dispersion in one-dimensional confined microresonators with an optically 
anisotropic cavity material,” Phys. Rev. B - Condens. Matter Mater. Phys., vol. 83, no. 20, 
2011, doi: 10.1103/PhysRevB.83.205301. 
[103] R. K et al., “Engineering spin-orbit synthetic Hamiltonians in liquid-crystal optical 
cavities,” Science, vol. 366, no. 6466, pp. 727–730, Nov. 2019, doi: 
10.1126/SCIENCE.AAY4182. 
[104] P. Kokhanchik, H. Sigurdsson, B. Piętka, J. Szczytko, and P. G. Lagoudakis, “Photonic 
Berry curvature in double liquid crystal microcavities with broken inversion symmetry,” 
125 
 
Phys. Rev. B, vol. 103, no. 8, p. L081406, Feb. 2021, doi: 
10.1103/PhysRevB.103.L081406. 
[105] A. Opala et al., “Observation of second-order meron polarization textures in optical 
microcavities,” Opt. Vol. 8, Issue 2, pp. 255-261, vol. 8, no. 2, pp. 255–261, Feb. 2021, 
doi: 10.1364/OPTICA.414891. 
[106] A. Fieramosca et al., “Chromodynamics of photons in an artificial non-Abelian magnetic 
Yang-Mills field,” Dec. 2019, Accessed: Dec. 03, 2020. [Online]. Available: 
http://arxiv.org/abs/1912.09684. 
[107] L. Polimeno et al., “Tuning the Berry curvature in 2D Perovskite,” Jul. 2020, Accessed: 
Dec. 03, 2020. [Online]. Available: https://arxiv.org/abs/2007.14945. 
[108] R. Su et al., “Observation of exciton polariton condensation in a perovskite lattice at room 
temperature,” Nat. Phys. 2020 163, vol. 16, no. 3, pp. 301–306, Jan. 2020, doi: 
10.1038/s41567-019-0764-5. 
[109] M. S. Spencer et al., “Spin-Orbit Coupled Exciton-Polariton Condensates in Lead Halide 
Perovskites,” Jun. 2021, Accessed: Jul. 24, 2021. [Online]. Available: 
https://arxiv.org/abs/2106.06034v1. 
[110] K.-H. Wang, L.-C. Li, M. Shellaiah, & Kien, and W. Sun, “Structural and Photophysical 
Properties of Methylammonium Lead Tribromide (MAPbBr 3 ) Single Crystals OPEN,” 
doi: 10.1038/s41598-017-13571-1. 
[111] S. Donati et al., “Twist of generalized skyrmions and spin vortices in a polariton 
superfluid,” Proc. Natl. Acad. Sci. U. S. A., vol. 113, no. 52, 2016, doi: 
10.1073/pnas.1610123114. 
[112] Kłopotowski et al., “Optical anisotropy and pinning of the linear polarization of light in 
126 
 
semiconductor microcavities,” Solid State Commun., vol. 139, no. 10, 2006, doi: 
10.1016/j.ssc.2006.07.016. 
[113] N. P. Wilson et al., “Interlayer Electronic Coupling on Demand in a 2D Magnetic 
Semiconductor,” Mar. 2021, Accessed: Jul. 24, 2021. [Online]. Available: 
https://arxiv.org/abs/2103.13280v1. 
[114] J. Li, J. Ma, X. Cheng, Z. Liu, Y. Chen, and D. Li, “Anisotropy of Excitons in Two-
Dimensional Perovskite Crystals,” ACS Nano, vol. 14, no. 2, pp. 2156–2161, Feb. 2020, 
doi: 10.1021/ACSNANO.9B08975. 
[115] X. Wang et al., “Highly anisotropic and robust excitons in monolayer black phosphorus,” 
Nat. Nanotechnol. 2015 106, vol. 10, no. 6, pp. 517–521, Apr. 2015, doi: 
10.1038/nnano.2015.71. 
[116] M. Yamaguchi, K. Kamide, R. Nii, T. Ogawa, and Y. Yamamoto, “Second thresholds in 
BEC-BCS-laser crossover of exciton-polariton systems,” Phys. Rev. Lett., vol. 111, no. 2, 
2013, doi: 10.1103/PhysRevLett.111.026404. 
[117] J. S. Tempel et al., “Characterization of two-threshold behavior of the emission from a 
GaAs microcavity,” Phys. Rev. B - Condens. Matter Mater. Phys., vol. 85, no. 7, 2012, 
doi: 10.1103/PhysRevB.85.075318. 
[118] C. P. Dietrich et al., “An exciton-polariton laser based on biologically produced 
fluorescent protein,” Sci. Adv., vol. 2, no. 8, 2016, doi: 10.1126/sciadv.1600666. 
[119] T. Palmieri et al., “Mahan excitons in room-temperature methylammonium lead bromide 
perovskites,” Nat. Commun., vol. 11, no. 1, 2020, doi: 10.1038/s41467-020-14683-5. 
 
127 
 
Appendix A – Spin Orbit Coupling Derivation 
In this appendix, the derivation of the Rashba-Dresselhaus-type Hamiltonian’s emergence 
from the generic Hamiltonian (eq. 4.1.9) is demonstrated. To begin, the Hamiltonian and the 
following figure are reproduced below, for clarity: 
 
𝐻 =
(
 
ℏ2𝒌∥
2
2𝑚
−𝛼𝑒−𝑖𝜙𝑜 + 𝛽𝒌∥
2𝑒−2𝑖𝜙
−𝛼𝑒𝑖𝜙𝑜 + 𝛽𝒌∥
2𝑒2𝑖𝜙
ℏ2𝒌∥
2
2𝑚 )
  (B.1) 
The first step, and most important part, is in writing down the expression 𝑒−2𝑖𝜙 for small 
deviations about the characteristic angle 𝜙 =
𝜙𝑜
2
, and in particular, writing it in terms of the small 
deviation vector 𝒒 = (𝑞∥, 𝑞⊥) = 𝒌∥ − 𝒌⋆. We will find that in some cases it is convenient to 
decompose in terms of the x- and y-components of the deviation vector, and other times into the 
parts parallel and perpendicular to the diabolical point vector 𝒌⋆ = √
𝛼
𝛽
(cos (
𝜙0
2
) , sin (
𝜙𝑜
2
)). We 
first define in exact terms the equation describing the latter decomposition: 
 
𝒒∥ = 𝒒 ∙
𝒌∥
|𝒌∥|
, 𝒒⊥ =  𝒒 ∙
−𝒌∥ × ?̂?
|𝒌∥|
 (B.2) 
 
 
 
 Figure B.1: Diagram of momentum vector for local expansion. Depiction of 
the structure of eigenvalues at the energy corresponding to the diabolical 
point, for an arbitrary crystal angle. Image on right shows how the 
momentum vector may be written as the sum of the diabolical point vector 
and a small vector describing the excursion from that point. 
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This cross product in the definition of the perpendicular component ensures that this component 
is both perpendicular to the wave vector, and also in the plane of the optical cavity. Next we 
consider small deviation angle in terms of these parameters. Using trigonometry alone, we may 
write the following, where we also note the result of the small angle approximation: 
 sin(𝛿) =
𝑞⊥
𝑘∥
, 𝛿 ≈
𝑞⊥
𝑘⋆
 (B.3) 
 
Here we have applied the small angle approximation in the usual way (i.e. sin (𝑥) ≈ 𝑥) but we 
have also made the assumption that |𝒌∥| ≈ |𝒌⋆| - both substitutions are a result of assuming we 
are discussing very small excursions from the diabolical point. Using the explicit form of 𝑞⊥ 
(equation B.2), we may write an explicit form in terms of 𝑞𝑥 and 𝑞𝑦: 
 
𝛿 =
sin (
𝜙𝑜
2 ) 𝑞𝑥 − cos (
𝜙𝑜
2 ) 𝑞𝑦
𝑘⋆
 (B.4) 
 
One final thing to note before applying the approximation to the Hamiltonian is to point out that 
the square of wave vector will be decomposed into various terms, as the wave vector itself 
written as a sum of two vectors (i.e. 𝒌∥ = 𝒌⋆ + 𝒒), so that we have: 
 𝑘∥
2 = 𝑘⋆
2 + 𝑞2 + 2𝒌⋆ ∙ 𝒒 = 𝑘⋆
2 + 𝑞2 + 2𝑘⋆𝑞∥ (B.5) 
 
With those details out of the way, we now approximate the coupling terms within the 
Hamiltonian as follows: 
 𝐻01 = −𝛼𝑒
𝑖𝜙𝑜 + 𝛽𝑘∥
2𝑒−2𝑖𝜙  (B.6) 
 
𝑒−2𝑖𝜙 = 𝑒
−2𝑖(
𝜙𝑜
2
+𝛿)
= 𝑒−𝑖𝜙𝑜−2𝛿 (B.7) 
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This can be broken down into trigonometric functions using Euler’s formula, followed by using 
trig identities to create separate terms corresponding to the different angles, and then applying 
the small angle approximation. 
 𝑒−𝑖𝜙𝑜−2𝛿 = cos(𝜙𝑜 − 2𝛿) − 𝑖𝑠𝑖𝑛(𝜙𝑜 − 2𝛿) (B.8) 
 𝑒−𝑖𝜙𝑜−2𝛿 ≈ cos(𝜙𝑜) + 2𝛿 sin(𝜙𝑜) − 𝑖(𝑠𝑖𝑛(𝜙𝑜) − 2𝛿 cos(𝜙𝑜)) (B.9) 
 
Finally, we may implement the equation for the approximate form of 𝛿 to generate the 
approximation of the exponential term. 
 
𝑒−𝑖𝜙𝑜−2𝛿 ≈ cos(𝜙𝑜) +
2𝑞⊥
𝑘⋆
sin(𝜙𝑜) − 𝑖 (sin(𝜙𝑜) −
2𝑞⊥
𝑘⋆
cos(𝜙𝑜)) (B.10) 
 
The Hamiltonian term 𝐻01 = −𝛼𝑒
𝑖𝜙𝑜 + 𝛽𝑘∥
2𝑒−2𝑖𝜙  will have several terms that will cancel, once 
substitutions are made (i.e. 𝑘∥
2 = 𝑘⋆
2 + 𝑞2 + 2𝑘⋆𝑞∥). Importantly, note the substitution of the use 
of the expression for 𝑘⋆ = √
𝛼
𝛽
 : 
 𝛽𝑘∥
2 = 𝛼 + 𝛽𝑞2 + 2√𝛼𝛽𝑞∥ (B.11) 
  
Distributing this expression with equation B.10 and removing those terms that cancel with those 
in −𝛼𝑒𝑖𝜙𝑜 = −𝛼 cos(𝜙𝑜) − 𝑖𝛼 sin(𝜙𝑜) we are left with the following: 
 𝑒−𝑖𝜙𝑜−2𝛿 ≈ 𝛽𝑞2𝑒−𝑖𝜙𝑜 + 2𝛼
𝑞⊥
𝑘⋆
sin(𝜙𝑜) + 2𝑖𝛼
 𝑞⊥
𝑘⋆
cos(𝜙𝑜)
+ 2√𝛼𝛽𝑞∥ cos(𝜙𝑜) − 2𝑖√𝛼𝛽cos (𝜙𝑜)  
(B.12) 
From this point, we may write the angles in exponential form to achieve this final form (after 
also performing a similar computation for 𝐻10): 
 
𝐻 =
(
 
 
ℏ2𝑘∥
2
2𝑚
(𝛽𝑞2 + 2√𝛼𝛽𝑞∥ + 2𝑖𝛼
𝑞⊥
𝑘⋆
) 𝑒−𝑖𝜙𝑜
(𝛽𝑞2 + 2√𝛼𝛽𝑞∥ − 2𝑖𝛼
𝑞⊥
𝑘⋆
) 𝑒𝑖𝜙𝑜
ℏ2𝑘∥
2
2𝑚 )
 
 
 (B.13) 
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A final simplification is made by substituting 𝑘⋆ = √
𝛼
𝛽
 and then unifying these two terms with a 
common factor: 
 
𝐻 =
(
 
ℏ2𝑘∥
2
2𝑚
(𝛽𝑞2 + 2√𝛼𝛽(𝑞∥ + 𝑖𝑞⊥)) 𝑒
−𝑖𝜙𝑜
(𝛽𝑞2 + 2√𝛼𝛽(𝑞∥ + 𝑖𝑞⊥)) 𝑒
−𝑖𝜙𝑜
ℏ2𝑘∥
2
2𝑚 )
  (B.13) 
 
It is in this form that the connection with the Rashba-Dresselhaus Hamiltonian may now be made 
clear. To achieve this, we will substitute the Cartesian expressions for 𝑞 = (𝑞⊥, 𝑞∥), and use the 
following terms for brevity: 𝜅𝑥 = 2√𝛼𝛽 cos (
𝜙𝑜
2
) , 𝜅𝑦 = 2√𝛼𝛽 sin (
𝜙𝑜
2
).  
 𝐻01 = (𝛽𝑞
2 + 𝜅𝑥𝑞𝑥 + 𝜅𝑦𝑞𝑦 + 𝑖𝜅𝑦𝑞𝑥 − 𝑖𝜅𝑥𝑞𝑦)𝑒
−𝑖𝜙𝑜 (B.14) 
 𝐻10 = (𝛽𝑞
2 + 𝜅𝑥𝑞𝑥 + 𝜅𝑦𝑞𝑦 − 𝑖𝜅𝑦𝑞𝑥 + 𝑖𝜅𝑥𝑞𝑦)𝑒
𝑖𝜙𝑜 (B.15) 
 
At this point, we discard the exponential term on the outside of the parentheses for equations 
B.14 & B.15. This corresponds to a global rotation of the phase which is not physically 
observable, similar to the situation in basic quantum mechanics. Omitting this unnecessary 
global phase, we can identify the terms transforming like 𝝈 ∙ 𝒒  and 𝝈 × 𝒒 (refer to eq. 4.13 to 
identify Pauli matrices), allowing us to finally write: 
 𝑯 = 𝑯𝑜 + 𝛽𝑞
2𝝈𝑥 + 𝜅𝑥 𝝈 ∙ 𝒒 + 𝜅𝑦(𝝈 × 𝒒) ⋅ ?̂? (B.16) 
 
This Hamiltonian may be identified as the typical Rashba-Dresselhaus type Hamiltonian, where 
the term 𝜅𝑥 𝝈 ∙ 𝒒 is identified as Dresselhaus-type, and the term 𝜅𝑦(𝝈 × 𝒒) ⋅ ?̂? is identified as 
Rashba-like. 
 We now turn to a similar goal of showing that the expansion of the eigenvalue equation 
in the vicinity of the diabolical point leads to the eigenvalue structure associated with the 
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Rashba-Dresselhaus type Hamiltonian. For clarity, the complete eigenvalue equation is written 
below, along with the expression for 𝑘∥
4. 
 
𝜆± = 𝐸𝑜 +
ℏ2𝑘∥
2
2𝑚
+ √𝛼2 + 𝛽2𝑘∥
4 − 2𝛼𝛽𝑘∥
2 cos(2𝜙 − 𝜙𝑜) (B.17) 
 𝑘∥
4 = 𝑘⋆
4 + 4𝑘⋆
2𝒌⋆ ∙ 𝒒 + 6𝑘⋆
2𝑞2 + 4𝑞2𝒌⋆ ⋅ 𝒒 + 𝑞
4 (B.18) 
 
We may then use our expressions for 𝑘∥
2 and 𝑘∥
4 to expand the discriminant in orders of the small 
vector 𝒒: 
 𝐷 = 𝛼2 + 𝛽2𝑘∥
4 − 2𝛼𝛽𝑘∥
2 cos(2𝜙 − 𝜙𝑜) (B.19) 
 
We will break up the discriminant into terms of orders in 𝒒, i.e. 𝐷 = 𝐷(0) + 𝒌⋆ ∙ 𝒒𝐷
(1) +
𝑘⋆
2𝑞2𝐷(2) +⋯  . In this situation there are only orders up to 𝐷(2) present. Straightforward 
substitution of 𝑘∥
2 and 𝑘∥
4 leave us with the following terms: 
 𝐷(0) = (𝛼2 + 𝛽2𝑘⋆
4 − 2𝛼𝛽𝑘⋆
2) (B.20) 
 𝐷(1) = (4𝛽2𝑘⋆
2 − 4𝛼𝛽) (B.21) 
 
𝐷(2) = (6𝛽2 −
2𝛼𝛽
𝑘⋆
2 ) (B.22) 
  
As it happens, the zeroth-order term is zero by the construction of the definition of 𝑘⋆, and 
similarly the first order term also has two terms which cancel. This leaves us with the following 
approximation for the discriminant, and thus the following approximate eigenvalue equation: 
 𝐷 ≈ 4𝛼𝛽𝑞2 (B.23) 
 
𝐸±(𝒌∥ ≈ 𝒌⋆) − 𝐸(𝒌∥ ≈ 𝒌⋆, 𝛼 = 𝛽 = 0) ≈
ℏ2
2𝑚
(𝑞2 + 𝒌⋆ ∙ 𝒒) ± 2√𝛼𝛽𝑞  (B.24) 
 
We may arrive at the final (familiar) answer by considering only the momentum direction 
perpendicular to the diabolical point (i.e. 𝒒 ≡ 𝑞⊥): 
 
𝐸±(𝒌∥ ≈ 𝒌⋆) − 𝐸(𝒌∥ ≈ 𝒌⋆, 𝛼 = 𝛽 = 0) =
ℏ2𝑞⊥
2
2𝑚
± 2√𝛼𝛽𝑞⊥ (B.25) 
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Thus we have seen that not only is the Hamiltonian well-approximated by the Rashba-
Dresselhaus Hamiltonian about these diabolical points, but the eigenvalues along this particular 
direction also have the same structure, namely of the displaced parabolas. The situation is more 
complicated along other directions, as there is a ‘background slope’ not typically present in a 
traditional Rashba-Dresselhaus Hamiltonian, i.e. one which is situated at some high symmetry 
point in an electron band structure.  
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Appendix B – Experimental Methods 
 
- Generic Photoluminescence Technique  
All PL measurements, both static and time resolved, were performed for sample 
temperatures between 10K and 290K -on sapphire substrates for the case of nanowire lasing, 
and embedded in a DBR microcavity for polariton measurements, and in either case mounted 
to the copper cold head with silver paste in a cryostat (Cryo Industries of America, RC102-
CFM Microscopy Cryostat with LakeShore 325 Temperature Controller). The cryostat was 
operated at pressures < 10−7𝑚𝑏𝑎𝑟 (pumped by a Varian turbo pump) and cooled with flow-
through liquid nitrogen. The second harmonic of the output of a Clark-MXR Impulse laser 
(repetition rate of 500 kHz, 250 fs pulses, at 1040 nm) was used to pump a home-built non-
collinear optical parametric amplifier to generate 800nm pulse (~60fs) which were used to 
generate 400nm pulses via second harmonic generation. The beam size is expanded to ensure 
illumination across the entire nanowire and focused onto the sample using a far-field 
epifluorescence microscope (Olympus, IX73 inverted microscope) equipped with a 40X 
objective which has NA=0.6, with a correction collar (Olympus LUCPLFLN40X) and a 
490nm long-pass dichroic mirror (Thorlabs DMPL490R).The emission spectra for both static 
and time-resolved measurement were collected with a liquid nitrogen cooled CCD (Princeton 
Instruments, PyLoN 400B) coupled to a spectrograph (Princeton Instruments, Acton SP 
2300i) with a 1200 𝑚𝑚−1 grating blazed at 300nm. We used the Lightfield software suite 
(Princeton Instruments) and LabVIEW (National Instruments) in data collection. Data 
analysis of time-resolved lasing was carried out using Igor Pro (WaveMetrics). 
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- Time Resolved Lasing from Nanowires 
To time resolve the emission from the nanowires, we use a Kerr-gating technique, where 
the emission from the nanowire was passed through a linear polarizer and then focused into a 
cuvette of liquid CS2. A gating pulse supplied by the fundamental output of the Clark-MXR 
Impulse (0.5 MHz, 250fs pulse width, 1040 nm), non-collinear with the PL emission. As a 
result of the optical Kerr effect induced within the liquid CS2 by the gating pulse, a transient 
ellipiticity is generated within a short time period for light passing through the cuvette, with a 
lifetime of the induced birefringence being approximately one picosecond. By placing two 
linear polarizers, one before the cuvette, and one after, and orienting them orthogonally with 
respect to another, it is possible to transmit emission only within the window of the transient 
birefringence, as otherwise the emission is, to a large degree, blocked by the orthogonal 
polarizers. The transmission of the lasing through the second polarizer is then passed into the 
same spectrometer and camera as discussed in the static experiments. A homebuilt LabVIEW 
program is used for data acquisition.  
- Atomic Force Microscopy 
Atomic Force Microscopy is used in both references [22] and [109]. In both cases, A 
Bruker Dimension FastScan AFM in ambient conditions was used for all atomic force 
microscopy measurements. In the case of the CsPbBr3 microcavity, the figure below shows 
the high surface quality and crystallinity of the as-grown crystals within the opened 
microcavity. 
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 Figure C.1: Atomic force microscopy of a representative CsPbBr3 crystal, 
showing a thickness of ~𝟐𝝁𝒎. 
 
 
- Fourier Imaging 
Fourier imaging is achieved by forming an image the back of the objective onto the 
entrance slit of the spectrometer. This is achieved by using an additional lens after the tube 
lens of the microscope, positioned roughly its own focal length away from the image, to 
subsequently generate the Fourier image onto the entrance slit of the spectrometer. By 
addition of a motorized stage to control the lateral position of the second lens, the Fourier 
image may be shifted across the entrance slit of the spectrometer, providing a mean for 
systematic mapping of the entire Fourier image. In addition, the spectrometer (Princeton 
Instruments, Acton SP 2300i) includes a grating which diffracts the light forming a 2d-image 
onto the liquid-nitrogen cooled CCD camera (Princeton Instruments, PyLoN 400B).  This 2d 
image is formed by the diffraction of a 1-dimensional slice of the total Fourier image, so 
along one axis of the camera is wavelength, and along another is the y-momentum, taking the 
convention that the entrance slit is defined as the y momentum. By moving the mechanical 
stage, we may then systematically collect the photoluminescence both as a function of x-
moment, y-momentum, and wavelength. Data collection was performed using a home-built 
LabVIEW program. 
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- Polarization Mapping 
Polarization mapping is achieved by adding a motorized broadband quarter wave plate 
(Thorlabs, AHWP10M-600) and a fixed linear polarizer (Thorlabs LPVISE100-A), where the 
quarter wave plate is mounted into a motorized rotational stage (Thorlabs ELL14K). The 
quarter wave plate is rotated is rotated from 0 to 180 degrees, with small enough steps to 
collect at least 30 data points. This process is done in addition to the Fourier-imaging 
photoluminescence measurements, generating data as a function of X-Momentum, Y-
Momentum, Wavelength, and Polarizer Position. All data is collected using a home-built 
LabVIEW program, and all data processing is carried out using NumPy/Python routines. 
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