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Abstract
A graph is an opposition graph, respectively, a coalition graph, if it admits an
acyclic orientation which puts the two end-edges of every chordless 4-vertex
path in opposition, respectively, in the same direction. Opposition and coali-
tion graphs have been introduced and investigated in connection to perfect
graphs. Recognizing and characterizing opposition and coalition graphs are
long-standing open problems. This paper gives characterizations for opposi-
tion graphs and coalition graphs on some restricted graph classes. Implicit in
our arguments are polynomial time recognition algorithms for these graphs.
We also give a good characterization for the so-called generalized opposition
graphs.
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1. Introduction and preliminaries
Chva´tal [4] proposed to call a linear order < on the vertex set of an
undirected graph G perfect if the greedy coloring algorithm applied to each
induced subgraph H of G gives an optimal coloring of H : Consider the
vertices of H sequentially by following the order < and assign to each vertex
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v the smallest color not used on any neighbor u of v, u < v. A graph is
perfectly orderable if it admits a perfect order. Chva´tal proved that < is
a perfect order if and only if there is no chordless path with four vertices
a, b, c, d and three edges ab, bc, cd (written P4 abcd) with a < b and d < c.
He also proved that perfectly orderable graphs are perfect.1 The class of
perfectly orderable graphs properly contains many important, well-known
classes of perfect graphs such as chordal graphs and comparability graphs.
Perfectly orderable graphs have been extensively studied in the literature;
see Hoa`ng’s comprehensive survey [11] for more information.
Recognizing perfectly orderable graphs is NP-complete [15] (see also [10]).
Also, no characterization of perfectly orderable graphs by forbidden induced
subgraphs is known. These facts have motivated researchers to study sub-
classes of perfectly orderable graphs; see, e.g., [8, 11, 12] and the literature
given there. Observe that a linear order < corresponds to an acyclic orien-
tation by directing the edge xy from x to y if and only if x < y. Thus, a
graph is perfectly orderable if and only if it admits an acyclic orientation
such that the orientation of no chordless path P4 is of type 0 (equivalently,
the orientation of every P4 is of type 1, 2, or 3); see Figure 1.
type 0
type 1 type 2 type 3
Figure 1: Four types of oriented P4.
One of the natural subclass of perfectly orderable graphs for which the
recognition complexity, as well as an induced subgraph characterization are
still unknown is the following (cf. [11, 12]).
Definition 1. A graph is a coalition graph if it admits an acyclic orientation
such that every induced P4 abcd has the end-edges ab and cd oriented in the
‘same way’, that is, every oriented P4 is of type 2 or 3. Such an orientation
is called a coalition orientation.
1A graph is perfect if the chromatic number and the clique number are equal in every
induced subgraph.
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Equivalently, a graph is a coalition graph if it admits a linear order <
on its vertex set such that every induced P4 abcd has a < b if and only if
c < d. In [11], coalition graphs are called one-in-one-out graphs. Examples
of coalition graphs include comparability graphs, hence all bipartite graphs.
A related graph class has been introduced by Olariu in [18]:
Definition 2. A graph is an opposition graph if it admits an acyclic orien-
tation such that every induced P4 abcd has the end-edges ab and cd oriented
‘in opposition’, that is, every oriented P4 is of type 0 or 1. Such an orienta-
tion is called an opposition orientation.
Equivalently, a graph is an opposition graph if it admits a linear order
< on its vertex set such that every P4 abcd has a < b if and only if d < c.
Olariu [18] proved that opposition graphs are perfect. He also conjectures
([20]) that not all opposition graphs are perfectly orderable. Examples of op-
position graphs include all split graphs. The recognition and characterization
problems for opposition graphs are still open.
Coalition graphs and opposition graphs have been studied in the past
from the combinatorial and algorithmic point of view. The characterization
and recognition problems for these graphs have been solved for a few spe-
cial graph classes so far. A natural subclass of opposition graphs consists of
those admitting an acyclic orientation in which every P4 is oriented as type
1 (equivalently, every P4 is oriented as type 0). These are called bipolarizable
graphs, and have been characterized by (infinitely many) forbidden induced
subgraphs in [9, 12], and have been recognized using O(n) adjacency matrix
multiplications and thus in O(n3.376) time in [8], and in O(nm) time in [16];
n is the vertex number and m is the edge number of the input graph. An-
other subclass of opposition graphs are the so-called Welsh-Powell opposition
graphs; see [21, 14, 17] for more information.
In a recent paper [13], bipartite opposition graphs have been characterized
by (infinitely many) forbidden induced subgraphs, and have been recognized
in linear time. This paper gives also characterizations for complements of
bipartite graphs that are coalition or opposition graphs. It turns out that
co-bipartite coalition graphs and co-bipartite opposition graphs coincide, and
they are exactly the complements of bipartite permutation graphs, hence can
be recognized in linear time. There is also a characterization of co-bipartite
coalition/opposition graphs in terms of their bi-matrices. This characteriza-
tion is similar to the one of co-bipartite perfectly orderable graphs given by
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Chva´tal in [5], which has a close connection to a theorem in mathematical
programming.
We first address in Section 2 the so-called generalized opposition graphs
introduced by Chva´tal; these graphs are obtained when the condition ‘acyclic’
in Definition 2 is dropped. This concept turns out to be useful when consid-
ering opposition graphs in certain graph classes. We give a characterization
for generalized opposition graphs in terms of an auxiliary graph, which leads
to a polynomial time recognition algorithm.
In Section 3 we extend the results in [13] on bipartite opposition graphs
to the larger class of (gem, house)-free graphs. It turns out that inside this
graph class, opposition graphs and generalized opposition graphs coincide,
hence (gem, house)-free opposition graphs can be recognized in polynomial
time.
In Section 4 we give a forbidden subgraph characterization for distance-
hereditary opposition graphs, a subclass of (gem, house)-free opposition gra-
phs; this result includes the subgraph characterization for tree opposition
graphs found in [13].
In Section 5 we show that (gem, house, hole)-free coalition graphs can be
recognized in polynomial time by modifying the auxiliary graph for general-
ized opposition graphs. For the smaller class of distance-hereditary coalition
graphs, we give a faster recognition algorithm by showing that they are in-
deed comparability graphs.
Definitions and notation. We consider only finite, simple, and undirected
graphs. For a graph G, the vertex set is denoted V (G) and the edge set is
denoted E(G). For a vertex u of a graph G, the neighborhood of u in G is
denoted NG(u) or simply N(u) if the context is clear, and the degree of u is
deg(u) = |N(u)|. Write N [u] = N(u)∪{u}. For a set U of vertices of a graph
G, write N(U) =
⋃
u∈U N(u) \U and N [U ] = N(U)∪U . The subgraph of G
induced by U is denoted G[U ]. If u is a vertex of a graph G, then G − u is
G[V (G) \ {u}].
For ℓ ≥ 1, let Pℓ denote a chordless path with ℓ vertices and ℓ− 1 edges,
and for ℓ ≥ 3, let Cℓ denote a chordless cycle with ℓ vertices and ℓ edges.
We write Pℓ u1u2 . . . uℓ and Cℓ u1u2 . . . uℓu1, meaning the chordless path with
vertices u1, u2, . . . , uℓ and edges uiui+1, 1 ≤ i < ℓ, respectively, the chordless
cycle with vertices u1, u2, . . . , uℓ and edges uiui+1, 1 ≤ i < ℓ, and uℓu1. The
edges u1u2 and uℓ−1uℓ of the path Pℓ (ℓ ≥ 3) are the end-edges and the other
edges are the mid-edges of the path, while the vertices u1 and uℓ are the
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end-vertices and the other vertices are the mid-vertices of the path. In this
paper, all paths Pℓ and all cycles Cℓ will always be induced.
An orientation of an undirected graph G is a directed graph D(G) ob-
tained from G by replacing each edge xy of G by either x → y or y → x
(but not both). Recall that a graph is a comparability graph if it admits
an acyclic orientation of its edges such that whenever we have a → b and
b → c we also have a → c. Equivalently, a graph is a comparability graph
if it admits an acyclic orientation which puts the two edges of every P3 in
opposition. It follows that comparability graphs are coalition graphs. Com-
plements of bipartite/comparability graphs are co-bipartite/co-comparability
graphs .
A cycle Ck of length k ≥ 5 is also called a hole, and the complement of
the path P5 is also called a house. A gem is obtained from the path P4 by
adding a vertex adjacent to all four vertices of the P4. A domino is obtained
from the cycle C6 by adding a chord between two (distance 3)-vertices.
A chordal graph has no induced Ck, k ≥ 4. A distance-hereditary graph
has no gem, no house, no domino, and no hole as induced subgraphs. Chordal
distance-hereditary graphs are also called ptolemaic graphs. For more infor-
mation on graph classes appearing in this paper, and for basic graph notation
and definitions not given here, see, e.g., [2, 22].
2. Generalized opposition graphs
It was conjectured by Chva´tal [6] and is implied by the strong perfect
graph theorem,2 that if the term ‘acyclic’ in Definition 2 of opposition graphs
is dropped, the larger class is still a class of perfect graphs. Chva´tal [6]
proposed to call these graphs generalized opposition graphs .
Definition 3. A graph is a generalized opposition graph if it admits an
orientation such that every oriented P4 is of type 0 or 1. Such an orientation
is called a generalized opposition orientation.
The co-bipartite graphs C2k, k ≥ 3, are examples of generalized opposition
graphs that are non-opposition graphs.
2The strong perfect graph theorem ([3]) states that graphs without chordless cycles of
odd length at least five and without complements of such a cycle are perfect.
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The main result of this section is a good characterization of generalized
opposition graphs in terms of an auxiliary graph defined below. Given a
graph G = (V,E), the graph O(G) has
• {(x, y) | {x, y} is an end-edge of an induced P4 in G} as vertex set,
• two vertices (x, y) and (u, v) are adjacent in O(G) if (x, y) = (v, u), or
else xyuv or uvxy is an induced P4 in G.
Notice that for each edge {x, y} of G that is an end-edge of an induced P4 in G
there are two corresponding vertices in O(G), namely (x, y) and (y, x). These
two vertices are adjacent in O(G) and indicate the two possible orientations
for the edge {x, y}. See Figure 2 for an example.
1
2
3
4
5
6
G
15 26
31
4253
64
51 62
13
2435
46
O(G)
Figure 2: Example of a graph G and the auxiliary graph O(G); xy stands for (x, y).
Theorem 1. A graph G is a generalized opposition graph if and only if O(G)
is bipartite.
Proof.Write V for the vertex set of O(G).
Suppose G is an opposition graph, and consider an opposition orientation
D = D(G) of G. Partition V into
A = {(x, y) ∈ V | x→ y ∈ D} and B = {(x, y) ∈ V | y → x ∈ D}.
Then, by definition of adjacencies in O(G), A and B are independent sets in
O(G), i.e., O(G) is bipartite.
Suppose O(G) is bipartite, and consider a bipartition V = A ∪ B into
independent sets A and B. We first orient the end-edges {x, y} of P4’s in
G according to the bipartition: The edge {x, y} gets the direction x → y if
(x, y) ∈ A, otherwise y → x. Since (x, y) and (y, x) are adjacent in O(G),
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orienting the edge {x, y} of G in this way is well-defined. Now, extending this
partial orientation D(A) to the remaining edges of G in an arbitrary way, we
obtain an orientation D(G) of G, which is indeed a generalized opposition
orientation of G. ✷
Since, given a graph G with m edges, O(G) can be constructed in O(m2)
steps, we have:
Corollary 1. Generalized opposition graphs with m edges can be recognized
in O(m2) time. Moreover, a generalized opposition orientation of a general-
ized opposition graph can be obtained in the same time.
Assume O(G) is bipartite and V = A∪B is a bipartition of O(G), and let
D(A) be the partial orientation on the end-edges of P4’s in G in the second
part of the proof of Theorem 1 above. Then, if D(A) is acyclic, we can
extend it to an acyclic orientation D(G) of G. Hence we have:
Proposition 1. A graph G is an opposition graph if and only if
(i) O(G) is bipartite, and
(ii) there exists a bipartition A, B of O(G) such that D(A) is acyclic.
As connected bipartite graphs have only one bipartition, and checking if
a directed graph is acyclic is doable in linear time, we obtain:
Corollary 2. Given G such that O(G) is connected, it can be decided in
linear time if G is an opposition graph.
It would be interesting to discuss opposition graphs G in the case of discon-
nected O(G).
3. (gem, house)-free opposition graphs
Notice that opposition graphs are special cases of generalized opposition
graphs. So, if G is an opposition graph, then, by Theorem 1, O(G) is bi-
partite. The converse is, in general, not true; recall the example depicted
in Figure 2. However, the converse does hold true for certain special graph
classes, e.g., bipartite graphs as proved in [13] recently. In this section, we
extend this result for (gem, house)-free graphs.
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Theorem 2. The following statements are equivalent for a (gem, house)-free
graph G:
(i) G is an opposition graph;
(ii) G is a generalized opposition graph;
(iii) O(G) is bipartite.
Proof.The implication (i) ⇒ (ii) is obvious, (ii) ⇒ (iii) is implied by The-
orem 1. It remains to prove the implication (iii) ⇒ (i). Suppose that O(G)
is bipartite, and A, B is an arbitrary bipartition of O(G). In view of Propo-
sition 1, we will show that D(A) is acyclic. Recall that an edge {x, y} of G
that is an end-edge of an induced P4 is oriented x→ y in D(A) if (x, y) ∈ A,
otherwise y → x ∈ D(A). Also recall that any induced P4 xyuv in G is
‘good’: it has x→ y and v → u in D(A) or else y → x and u→ v in D(A).
Assume, by contradiction, that C v1v2 . . . vqv1 is a directed cycle in D(A).
Note that, since vi → vi+1 ∈ D(A), by definition of D(A), (vi, vi+1) ∈ A for
all i. Choose such a cycle C with minimum length q ≥ 3. Then,
no chord of C is an end-edge of an induced P4, (1)
otherwise there would be a shorter directed cycle in D(A). Let P be an
induced P4 containing {v1, v2} as an end-edge. Let, without loss of generality,
P be v1v2ab for some vertices a and b. Since (v1, v2) ∈ A, (a, b) ∈ B, and
hence b→ a ∈ D(A).
We distinguish three cases; in each case we will arrive at a contradiction.
Case 1: a and b are outside C. In this case {vq, b} 6∈ E(G), otherwise
vq, v1, v2, a, b would induce a C5 (note that O(C5) contains a C5), a gem or
a house in G. Hence {vq, a} 6∈ E(G), otherwise v1vqab would be a ‘bad’
induced P4 with vq → v1 ∈ D(A) but b → a ∈ D(A). It follows that q > 3
and {vq, v2} 6∈ E(G), otherwise v3v2ab would be a bad P4 (if q = 3) or the
chord vqv2 of C (if q > 3) would be an end-edge of the P4 vqv2ab, contradicting
(1). Thus, vqv1v2a is an induced P4, hence a→ v2 ∈ D(A).
Next, we show that {vq, v3} 6∈ E(G). Assume not. Then {a, v3} ∈ E(G),
otherwise av2v3vq would be a bad P4 (if q = 4) or {v3, vq} would be a chord
of C that is an end-edge of the induced P4 av2v3vq. But then v1, v2, v3, vq
and a induce a house (if {v1, v3} 6∈ E(G)) or a gem (otherwise). Thus,
{vq, v3} 6∈ E(G). Hence {v1, v3} ∈ E(G) (otherwise vqv1v2v3 would be a bad
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P4) and {b, v3} 6∈ E(G) (otherwise v1, v2, v3, a, b would induce a house or a
gem).
Now, if {a, v3} 6∈ E(G), then bav2v3 is a bad P4, a contradiction. If
{a, v3} ∈ E(G), then {v1, v3} is a chord of C that is an end-edge of the
induced P4 v1v3ab, a contradiction to (1). Case 1 is settled.
Case 2: a = vi for some q > i ≥ 3. Then, by (1), b is outside C or else
b = vi−1. (Note that b→ vi ∈ D(A), hence b 6= vi+1.) First, {vq, b} 6∈ E(G),
otherwise v1, v2, a, b, vq would induce a gem, house or a C5. Hence {vq, vi} 6∈
E(G), otherwise v1vqvib would be a bad P4, and {vq, v2} ∈ E(G), otherwise
vqv1v2v3 would be a bad P4 (if i = 3) or the chord {v2, vi} of C would be an
end-edge of the induced P4 vqv1v2vi. But now the chord {vq, v2} of C is an
end-edge of the P4 vqv2vib, contradicting (1). Case 2 is settled.
Case 3: a is outside C and b = vi for some q > i ≥ 4. Note that vi →
a ∈ D(A). First, {vq, vi} 6∈ E(G) (otherwise vq, v1, v2, a, vi would induce a
C5, a house or a gem), {vq, a} 6∈ E(G) (otherwise v1vqavi would be a bad
P4), and {vq, v2} 6∈ E(G) (otherwise the chord {vq, v2} of C would be an
end-edge of the induced P4 vqv2avi). Thus, vqv1v2a is an induced P4, hence
a→ v2 ∈ D(A). But now C
′ av2v3 . . . via is a directed cycle in D(A) of length
i < q, contradicting the choice of C.
Case 3 is settled, and the proof of Theorem 2 is complete. ✷
Since bipartite graphs are (gem, house)-free, Theorem 2 implies:
Corollary 3 ([13]). A bipartite graph is an opposition graph if and only if
it is a generalized opposition graph.
Moreover, Theorem 2 and Corollary 1 imply the following result:
Corollary 4. Given a (gem, house)-free graph G with m edges, it can be
decided in O(m2) time if G is an opposition graph, and if so, an opposition
orientation of G can be obtained in the same time.
4. Distance-hereditary opposition graphs
We were not able to find a forbidden subgraph characterization for (gem,
house)-free opposition graphs. This section gives such a characterization for
distance-hereditary opposition graphs which form an important subclass of
(gem, house)-free opposition graphs.
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Proposition 2. The graphs Tk (k ≥ 1),A,G1,G2 depicted in Figure 3 are
minimal non-opposition graphs.
1 2 2k Tk
A G1 G2
Figure 3: Forbidden graphs for distance-hereditary (generalized) opposition graphs.
Theorem 3. The following statements are equivalent for a distance-hereditary
graph G:
(i) G is an opposition graph;
(ii) G is a generalized opposition graph;
(iii) O(G) is bipartite;
(iv) G is Tk-free (k ≥ 1) and (A,G1,G2)-free (see Figure 3).
The main and technical part in the proof of Theorem 3 is the correspond-
ing result for ptolemaic graphs (i.e., gem-free chordal graphs).
Theorem 4. The following statements are equivalent for a ptolemaic graph
G:
(i) G is an opposition graph;
(ii) G is a generalized opposition graph;
(iii) O(G) is bipartite;
(iv) G is Tk-free (k ≥ 1) and (G1,G2)-free (see Figure 3).
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Theorem 3 can be derived from Theorem 4 as follows. Two distinct
vertices u and v of a graph G are twins if NG(u) \ {v} = NG(v) \ {u}. If
u, v are twins in G, then, clearly, G is an opposition graph if and only if
G − u is an opposition graph. So, by induction, we may assume that the
distance-hereditary graph G in Theorem 3 has no twins. Now, if G has no
C4, then G is chordal, and Theorem 3 follows from Theorem 4. If G contains
an induced C4, then, as G has no twins, it can be shown (see also [12, Claim
3.5]) that G must contain an induced A or an induced house, or an induced
domino. As G is a distance-hereditary graph, none of these cases is possible,
hence Theorem 3.
Proof of Theorem 4. (i) ⇒ (ii) is obvious and (ii) ⇒ (iii) follows from
Theorem 1. The implication (iii)⇒ (iv) follows by noting that the graphs G
depicted in Fig. 3 have non-bipartite O(G).
It remains to prove (iv)⇒ (i). Let G be a Tk-free (k ≥ 1) and (G1,G2)-free
ptolemaic graph. We have to show that G is an opposition graph.
The proof is divided into three parts: G is P5-free (Lemma 1), G is H1-
free but contains an induced P5 (Lemma 2), and G contains an induced H1
(Lemma 3). See Figure 4 for the graph H1.
v′′0 v
′
0 v1 v
′
1 v
′′
1
v0
Figure 4: The graph H1; vertex labeling only for the proof of Lemma 3.
Lemma 1. Every P5-free ptolemaic graph is an opposition graph.
Proof.A short proof uses the stronger result of [9], which implies that every
P5-free ptolemaic graph is bipolarizable. ✷
Now, let G be a ptolemaic graph, and let w be a vertex of G. For each
integer i ≥ 0, let Ni(w) be the set of all vertices at distance exactly i from
w. Notice that N0(w) = {w}. We will make use of the following facts.
Observation 1. Let G be a ptolemaic graph. Let i ≥ 1, and let H be a
connected component of G[Ni(w)]. Then N(H) ∩ Ni−1(w) is a clique and
every vertex in N(H) ∩Ni−1(w) is adjacent to all vertices in H.
11
Proof.We first show that
N(H) ∩Ni−1(w) is a clique. (2)
To see (2), suppose, by contradiction, x 6= y are two non-adjacent vertices
in N(H) ∩ Ni−1(w), and let P and Q be a shortest path in G connecting
w and x, w and y, respectively. Consider a neighbor x′ ∈ H of x and a
neighbor y′ ∈ H of y with smallest distance in H , and let R be a shortest
path in H connecting x′ and y′. Then G[P ∪Q∪R] contains an induced cycle
(containing R, x and y) of length at least four, contradicting the chordality
of G, hence (2).
Next we show, by induction on i, that
every vertex in N(H) ∩Ni−1(w) is adjacent to all vertices in H . (3)
The case i = 1 is obvious. Let i ≥ 2, and suppose that some x ∈ N(H) ∩
Ni−1(w) is non-adjacent to some vertex in H . Then, since H is connected,
x is adjacent to a vertex u and non-adjacent to a vertex v of H such that
uv is an edge. Let y ∈ Ni−1(w) be a neighbor of v. By (2), xy is an
edge. Hence, by induction, there is some vertex z ∈ Ni−2(w) adjacent to all
vertices of the connected component in G[Ni−1(w)] containing x and y. But
then G[u, v, x, y, z] is a house or gem, a contradiction, hence (3). ✷
It follows from Observation 1 that, for any i ≥ 0, G[Ni(w)] is P4-free,
otherwise G would contain an induced gem. Let P be an induced P4 in
G. If P has three vertices in Ni(w), then, by applying Observation 1 to the
connected components of G[Ni(w)] containing vertices of P , we conclude that
one end-vertex of P must belong to Ni+1(w). Similarly, if P has exactly two
vertices in Ni(w), then (i) the mid-edge of P is in Ni(w) and the end-vertices
of P are in Ni+1(w), or (ii) an end-edge of P is in Ni(w), one mid-vertex of P
is in Ni+1(w), and one end-vertex of P is in Ni+2(w), or (iii) one mid-vertex
of P is in Ni−1(w) and one end-vertex of P is in Ni+1(w).
Thus, any induced P4 abcd of G is of exactly one of the following five types
for some index i ≥ 0 (up to re-labeling of the vertices; see also Figure 5):
(A) a ∈ Ni(w), b ∈ Ni+1(w), c ∈ Ni+2(w), and d ∈ Ni+3(w).
(B) b, c ∈ Ni(w), and a, d ∈ Ni+1(w).
(C) b ∈ Ni(w), a, c ∈ Ni+1(w), and d ∈ Ni+2(w).
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(D) a, b ∈ Ni(w), c ∈ Ni+1(w), and d ∈ Ni+2(w).
(E) a, b, c ∈ Ni(w), and d ∈ Ni+1(w).
Ni(w)
Ni+1(w)
Ni+2(w)
Ni+3(w)
a
b
c
d
(A)
a
b c
d
(B)
a
b
c
d
(C)
a b
c
d
(D)
a b c
d
(E)
Figure 5: The five types of P4’s
We now orient G as follows. First, for each edge uv with u ∈ Ni(w) and
v ∈ Ni+1(w):
• if i = 0 mod 4 or i = 1 mod 4, orient the edge uv ‘forward’, i.e., u→ v
is the corresponding directed edge;
• otherwise, orient the edge uv ‘backward’, i.e., v → u is the correspond-
ing directed edge.
Clearly, in this partial orientation of G, any induced P4 of type (A) or
(B) is good, i.e., the orientation puts the two end-edges in opposition.
Next, we orient the remaining edges as follows: Let uv be an edge such
that u, v ∈ Ni(w) for some i ≥ 1. If uv is not an end-edge of any induced
P4, orient uv arbitrarily. If uv is an end-edge of an induced P4, say P , then
P must be of type (D) or (E). In this case, uv gets the direction that is in
opposition to the direction of the other end-edge of P .
In the proofs of Lemmas 2 and 3 below, the vertex w will be chosen
appropriately, and we will see that this orientation is well-defined, i.e., the
other induced P4s of types (D) and (E) are good, too. We will also see that
any induced P4 of type (C) is also good, provided G is a Tk-free (k ≥ 1) and
(G1,G2)-free ptolemaic graph.
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Lemma 2. Let G be a (G1, H1)-free ptolemaic graph containing an induced
P5. Then G is an opposition graph.
Proof.Let w be the midpoint of an induced P5, say w1w2ww4w5. Write Ni
for Ni(w). We first show that any P4 uvxy of type (C) is good. Let i ≥ 0 such
that v ∈ Ni, u, x ∈ Ni+1, and y ∈ Ni+2. Then i ≤ 1, otherwise there would
exist vertices v′ ∈ Ni−1 ∩N(v), v
′′ ∈ Ni−2 ∩N(v
′) such that v′′, v′, v, u, x and
y induce an H1.
Assume i = 1. Let z ∈ {w2, w4} \ {v}. If v is non-adjacent to z, then u, x
are also non-adjacent to z (as G is chordal), hence u, v, w, x, y and z induce
an H1. Thus, v is adjacent to z, implying v 6= w2, w4 and v is adjacent to
both w2, w4. Then, u, x are non-adjacent to w2, w4 (as G is gem-free chordal).
This implies that w1 6= u, x; moreover, since G is chordal, w1 is non-adjacent
to u, v, x, y. Hence w1, w2, u, v, x and y induce an H1.
So, i = 0, and v = w. Thus we have v → u and x→ y, i.e., the P4 uvxy
is good.
Next, we show that the orientation for edges uv with u, v ∈ Ni for some
i ≥ 1 is well defined. Let uv be an end-edge of an induced P4, say P uvxy. If
P is the only P4 containing uv, then the orientation of uv, implied by the one
of xy, is well defined. Otherwise, we have two cases below. Let us assume
that xy is oriented by x→ y.
Case 1: P is of type (E). In this case, u, v, x ∈ Ni and y ∈ Ni+1.
By Observation 1, there is a vertex z ∈ Ni−1 adjacent to u, v and x. Thus,
uzxy is an induced P4 of type (C) which has been shown to be good. In
particular, uz is oriented z → u. Now consider another induced P4 containing
uv, say Q. Assume Qvuu′u′′ is of type (D). Then zuu′u′′ is of type (A),
hence u′u′′ is oriented u′′ → u′. So P and Q imply the same orientation of
uv. Assume Quvv′v′′ is of type (D). Then v′ and v′′ are not adjacent to x, y
(as G is gem-free chordal), and u, v, v′, v′′, x and y induce an H1. Thus such
a P4 of type (D) cannot exist. At this point, Q is not of type (D), and we
may assume that Q is of type (E). If Q is vuu′u′′, then u′, u, v, x induce a C4
(as no P4 has all vertices in Ni) which is impossible as G is chordal. If Q is
uvv′v′′, then P and Q imply the same orientation of uv. Case 1 is settled.
Case 2: P is of type (D). In this case, u, v ∈ Ni, x ∈ Ni+1 and y ∈ Ni+2.
By Observation 1, there is a vertex z ∈ Ni−1 adjacent to u and v. Let Q be
another induced P4 containing uv. By Case 1, we may assume that Q is of
type (D), and in order to create a conflict let Q be vuu′u′′. Then 1 ≤ i ≤ 2,
otherwise there would exist vertices z′ ∈ Ni−2 ∩ N(z), z
′′ ∈ Ni−3 ∩ N(z
′)
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such that z′′, z′, z, P,Q induce a G1 (note that, as G is chordal, there are no
edges between u′, u′′ and x, y). We will see that the cases i = 1, 2 are also
impossible.
Assume i = 1. Then z = w. At least one of w2, w4 is different from
u, v; let w2 6= u, v, say. If u or v is non-adjacent to w2, then w1, w2, w, P,Q
induce a G1 or there is a gem or G is not chordal. So, u and v are adjacent
to w2, which implies that w4 6= u, v; then, similarly, u, v are adjacent to
w4. Now, x is non-adjacent to w2 and w4: if x is adjacent to w2 and w4,
then G[w,w2, w4, x] is a C4; if xw2 ∈ E(G) and xw4 6∈ E(G), say, then
G[x, w2, w, w4, v] is a gem. Thus, v, x, y, w1, w2 and w4 induce an H1.
Assume i = 2. Then wz ∈ E(G), and let without loss of generality that
z 6= w2. Then, z is adjacent to w2: if zw2 6∈ E(G), w1 would be non-adjacent
to z, v, x, u, u′ (otherwise G would contain an induced Ck, k ≥ 4), and thus
G would contain an induced G1. Thus, z 6= w4, and by symmetry, z is
adjacent to w4. Now, u is non-adjacent to w2 and w4: if u is adjacent to both
w2, w4, then G[w,w2, w4, u] is a C4; if uw2 ∈ E(G) and uw4 6∈ E(G), say,
then G[u, w2, w, w4, z] is a gem. By symmetry, v is non-adjacent to w2, w4.
Moreover, w1 is non-adjacent to z (otherwise G[w1, w2, w, w4, z] would be a
gem). Thus, w1, w2, z, P,Q induce a G1 (note that, as G is chordal, w1 is
non-adjacent to u, v, u′, x).
Case 2 is settled, and the proof of Lemma 2 is complete. ✷
Lemma 3. Let G be a Tk-free (k ≥ 1) and (G1,G2)-free ptolemaic graph
containing an induced H1. Then G is an opposition graph.
Proof.The main difficulty in this case is the choice of the root vertex w in
defining the sets Ni(w) as in the proof of Lemma 2.
First, let H−1 = H1 and define the graphs Hk+1 and H
−
k+1, k ≥ 1, as
follows. Hk+1 (respectively, H
−
k+1) is obtained from Hk (respectively, H
−
k ) by
taking three new vertices vk+1, v
′
k+1, v
′′
k+1, and joining vk+1 to all vertices in
N [vk] (respectively, in N [vk] \ {v0}), v
′
k+1 to vk+1, and v
′′
k+1 to v
′
k+1. Note
that, for k ≥ 2, H−k is obtained from Hk by deleting all edges viv0, 2 ≤ i ≤ k.
See Figure 6.
Note also that, for all k ≥ 1, each of Hk and H
−
k is an opposition graph
admitting exactly two opposition orientations: In the first one, vk is a source.
The second one is the reverse of the other (in which, vk is a sink). In any
opposition orientation of Hk and of H
−
k , each vi, 1 ≤ i ≤ k − 1, is neither a
source nor a sink.
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Figure 6: The graphs Hk and H
−
k
Now, let k ≥ 1 be the largest integer such that G contains an induced
H = Hk or an induced H = H
−
k . Then let w be the vertex vk of such an H .
Again, write Ni for Ni(w). We first show:
Observation 2. Let w1 be a vertex in N1 such that there exists a vertex
w2 ∈ N(w1) ∩ N2 and a vertex w3 ∈ N(w2) ∩ N3. Then w1 is non-adjacent
to a vertex v′t ∈ V (H) for some 0 ≤ t ≤ k.
Proof of Observation 2: Note that vk = w is the only vertex in H adjacent
to all v′0, . . . , v
′
k. Hence the statement of the observation is trivially true in
case w1 ∈ V (H).
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So, let w1 6∈ V (H), and suppose the contrary that w1 is adjacent to all
v′0, . . . , v
′
k. Then
w1 is adjacent to all v1, . . . , vk,
for, if w1 was non-adjacent to a vertex vs for some 1 ≤ s ≤ k, then w1, v
′
0, vs, v
′
s
would induce a C4, and
w1 is non-adjacent to all v
′′
0 , . . . , v
′′
k ,
for, if w1 was adjacent to a vertex v
′′
s for some 0 ≤ s ≤ k, then w1, v
′′
s , v
′
s, vk, v
′
k
(if s = 0) or w1, v
′′
s , v
′
s, vk, v
′
0 (if s 6= 0) would induce a gem. Then, w2 6∈ H
since N(w1) ∩H ⊆ N(w). Moreover,
w2 is non-adjacent to all v1, . . . , vk,
for, if w2 was adjacent to a vertex vs for some 1 ≤ s ≤ k − 1, then w2
would be non-adjacent to v′k (otherwise G[w2, vs, vk, v
′
k] would be a C4) and
G[w1, w2, vs, vk, v
′
k] would be a gem, and
w2 is non-adjacent to all v
′
0, . . . , v
′
k,
for, if w2 was adjacent to v
′
s for some 1 ≤ s ≤ k, then w2 would be non-
adjacent to v′s−1 (otherwise G[w2, v
′
s, vk, v
′
s−1] would be a C4) and G[w1, w2, v
′
s,
vk, v
′
s−1] would be a gem. It follows that w2 is non-adjacent to v
′
0, otherwise
G[w1, w2, v
′
0, vk, v
′
k] would be a gem. Furthermore
w2 is non-adjacent to all v
′′
0 , . . . , v
′′
k ,
for, if w2 was adjacent to v
′′
s for some 0 ≤ s ≤ k, then w2, v
′′
s , v
′
s and w1 would
induce a C4.
Similarly, we can show that w3 is non-adjacent to all v
′′
0 , . . . , v
′′
k , and that,
in case H = H−k , w3 is also non-adjacent to v0. It follows that
w3 is non-adjacent to all vertices of H .
We now distinguish two cases.
Suppose k = 1. In this case, H and v2 := w1, v
′
2 := w2, v
′′
2 := w3 induce
an H2 (if w1 is adjacent to v0) or an H
−
2 (otherwise), contradicting the choice
of k = 1.
Suppose k ≥ 2. In this case, if H = Hk, then w1 must be adjacent to v0,
otherwise v0, v1, w1, v
′
k and vk would induce a gem. But then H and vk+1 :=
17
w1, v
′
k+1 := w2, v
′′
k+1 := w3 would induce an Hk+1, contradicting the choice of
k. IfH = H−k , then w1 must be non-adjacent to v0, otherwise v0, v1, vk, v
′
k and
w1 would induce a gem. But then H and vk+1 := w1, v
′
k+1 := w2, v
′′
k+1 := w3
would induce an H−k+1, a contradiction again.
Thus, w1 cannot be adjacent to all v
′
0, . . . , v
′
k, and Observation 2 is proved.
We next show that any induced P4 of type (C) is good. This will be
implied by the definition of the orientation and the following fact.
Observation 3. Let P uvxy be an induced P4 of type (C) and i ≥ 0 such
that v ∈ Ni, u, x ∈ Ni+1, and y ∈ Ni+2. Then i is even.
Proof of Observation 3: Suppose, for a contradiction, that i is odd. Let
Qw0w1 . . . wi be a chordless path of odd length i, connecting w0 = w = vk
and wi = v (thus, wj ∈ Nj for all 0 ≤ j ≤ i). Set wi+1 = x, wi+2 = y.
Consider first the case w1 ∈ H . Suppose w1 = vs for some 0 ≤ s ≤
k − 1. Then, since w1w2 ∈ E(G) and vsv
′′
j 6∈ E(G) for all 0 ≤ j ≤ k,
w2 6∈ H . Moreover, there are no edges between w2, w3 and v
′
k, v
′′
k (otherwise
G[w3, w2, vs, vk, v
′
k, v
′′
k ] would contain a C4, C5, or a C6). Now, if s = 0, then
P,Q, v′0, v
′
k, v
′′
k induce a Ti+1. If s 6= 0, then there are no edges between w2, w3
and v′s−1, v
′
s, v
′′
s (otherwise G[w3, w2, v
′
s−1, vs, v
′
s, v
′′
s , vk] would contain a gem,
a C4 or a C5), hence w3, w2, v
′
s−1, vs, v
′
s, v
′′
s , vk, v
′
k, v
′′
k induce a G2. In any case
we have a contradiction.
Suppose w1 = v
′
s for some 0 ≤ s ≤ k. Then, w2 6∈ H−v
′′
s (as w1w2 ∈ E(G)
and v′sv
′′
j 6∈ E(G) for all j 6= s), and there are no edges between w2, w3 and
v′t, v
′′
t for any t 6= s (otherwise G[w3, w2, v
′
s, vk, v
′
t, v
′′
t ] would contain a C4, C5
or a C6). Thus, if k ≥ 2, then P,Q, v
′
t1
, v′′t1 , v
′
t2
induce a Ti+1 for any pair
t1 6= t2 ∈ {0, . . . , k} \ {s}. In case k = 1, P,Q, v0, v
′
t, v
′′
t induce a Ti+1 (w2
and w3 are non-adjacent to v0 because G is chordal). Again, in any case, we
have a contradiction.
So, we may assume that w1 6∈ H . Let T
′ be the set of all vertices in
{v′0, . . . , v
′
k} such that w1 is non-adjacent to all vertices in T
′. By Observa-
tion 2, T ′ 6= ∅. Set T ′′ = {v′′i | vi ∈ T
′}. Note that w2 6∈ T
′′ (if w2 = v
′′
t for
some t, then G[v′′t , v
′
t, vk, w1] is a C4), and there are no edges between w2, w3
and T ′ ∪ T ′′ (otherwise G[{w3, w2, w1, vk} ∪ T
′ ∪ T ′′] would contain a C4, C5
or a C6). Thus, if |T
′| ≥ 2, then P,Q, v′t, v
′′
t , v
′
s induce a Ti+1 for any t 6= s
with v′t, v
′
s ∈ T
′, a contradiction.
So, let T ′ = {v′t} for some 0 ≤ t ≤ k. Suppose k ≥ 2, and let s1 6= s2 ∈
{0, . . . , k} \ {t}. Then, since w1 is adjacent to v
′
i for all i 6= t, w2 is non-
adjacent to v′s1 and v
′
s2
(otherwise G[w1, w2, v
′
s1
, vk, v
′
s2
] would contain a C4
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or a gem), implying w2 6∈ {v
′′
s1
, v′′s2}. Furthermore, w2, w3 are non-adjacent
to v′′s1 (otherwise G[w3, w2, w1, v
′
s1
, v′s2] would contain a C4 or C5). Thus,
w3, w2, w1, vk, v
′
t, v
′′
t , v
′
s1
, v′′s1, v
′
s2
induce a G2, a contradiction.
So, let k = 1, and assume without loss of generality that t = 0. Now,
if w1 is non-adjacent to v0, then w2, w3 are non-adjacent to v0 (otherwise
G[w3, w2, w1, v1, v0] would contain a C4 or C5), and P,Q, v0, v
′
o, v
′′
0 induce a
Ti+1. If w1 is adjacent to v0, then w2 is non-adjacent to v0, v
′
1 (otherwise
G[w2, w1, v1, v
′
1, v0] would contain a C4 or a gem), hence w2 6= v
′′
1 , and w2 and
w3 are non-adjacent to v
′′
1 (otherwise G[w3, w2, w1, v
′
1.v
′′
1 ] would contain a C4
or C5). Thus, H = H1 together with w1, w2, w3 induce a G2. In any case, we
have a contradiction.
Thus, i must be even, and the proof of Observation 3 is complete.
It follows from the definition of the orientation and Observation 3 that
all induced P4s of type (C) are good.
We finally show that the orientation for edges uv with u, v ∈ Ni for some
i ≥ 1 is well defined (that is, all other induced P4s of types (D) and (E) are
good). Let uv be an end-edge of an induced P4, say P uvxy. If P is the only
P4 containing uv, then the orientation of uv, implied by the one of xy, is
well defined. Otherwise, we have two cases below. Let us assume that xy is
oriented by x→ y.
Case 1: P is of type (E). In this case, u, v, x ∈ Ni and y ∈ Ni+1.
By Observation 1, there is a vertex z ∈ Ni−1 adjacent to u, v and x. Thus,
uzxy is an induced P4 of type (C) which has been shown to be good. In
particular, uz is oriented z → u. Now consider another induced P4 containing
uv, say Q. Assume Qvuu′u′′ is of type (D). Then zuu′u′′ is of type (A), hence
u′u′′ is oriented u′′ → u′. So P and Q imply the same orientation of uv.
Assume Quvv′v′′ is of type (D). Note that there are no edges between
{v′, v′′} and {x, y} (as G is gem-free chordal). Hence i − 1 ≤ 1, otherwise
u, v, v′, v′′, x, y, z, a vertex z′ ∈ N(z) ∩ Ni−2 and z
′′ ∈ N(z′) ∩ Ni−3 would
together induce a G2. Moreover, Observation 3 (for the P4 uzxy) implies
that i = 1. Thus, z = w = vk. By Observation 2, v is non-adjacent to
a vertex v′t ∈ V (H) \ {v} for some 0 ≤ t ≤ k. Then v
′
t 6∈ {u, x} and
G[u, v, x, y, v′, v′′, vk, v
′
t, v
′′
t ] is a G2 or contains an induced gem or an induced
cycle of length at least 4, a contradiction.
So, Q is not of type (D), and we may assume that Q is of type (E). If Q
is vuu′u′′, then u′, u, v, x induce a C4 (as no P4 has all vertices in Ni) which
is impossible as G is chordal. If Q is uvv′v′′, then P and Q imply the same
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orientation of uv. Case 1 is settled.
Case 2: P is of type (D). In this case, u, v ∈ Ni, x ∈ Ni+1 and y ∈ Ni+2.
By Observation 1, there is a vertex z ∈ Ni−1 adjacent to u and v. Let Q be
another induced P4 containing uv. By Case 1, we may assume that Q is of
type (D). Let Q be vuu′u′′. Then, as G is chordal, y 6= u′′ and there are no
edges between u′, u′′ and x, y. Moreover, 1 ≤ i ≤ 2, otherwise there would
exist vertices z′ ∈ Ni−2 ∩ N(z), z
′′ ∈ Ni−3 ∩ N(z
′) such that z′′, z′, z, P,Q
induce a G1. We will see that the cases i = 1, 2 are also impossible.
Assume i = 1. Then z = w = vk. By Observation 2, u is non-
adjacent to some v′t and v is non-adjacent to some v
′
s in H . If t = s, then
G[u, v, x, y, u′, u′′, vk, v
′
t, v
′′
t ] is a G1 (note that, as G is chordal, v
′′
t 6= u
′, x and
there are no edges between v′t, v
′′
t and u, u
′, u′′, v, x, y). So, we may assume
that t 6= s and u is adjacent to v′s, v is adjacent to v
′
t. But then vk, v
′
t, v, u, v
′
s
induce a gem, a contradiction.
Assume i = 2. Then vkz ∈ E(G), and by Observation 2, z is non-adjacent
to a vertex v′t in H . As G is chordal, v
′
t is non-adjacent to u, v. But then
G[u, v, x, y, u′, u′′, z, vk, v
′
t] is a G1, a contradiction.
Case 2 is settled, and the proof of Lemma 3 is completed. ✷
Corollary 5 ([13]). A tree is an opposition graph if and only if it is Tk-free,
k ≥ 1.
5. Coalition graphs
If we define ‘generalized coalition graphs’ by omitting the condition ‘acyclic’
in the Definition 1, we unfortunately lose the perfectness of the graphs we
obtain, as any cycle admits a ‘generalized coalition orientation’. Neverthe-
less, we do define a similar auxiliary graph, and it turns out that this is useful
when discussing certain hole-free coalition graphs.
Given a graph G = (V,E), the graph C(G) has
• {(x, y) | {x, y} is an end-edge of an induced P4 in G} as vertex set,
• two vertices (x, y) and (u, v) are adjacent in C(G) if (x, y) = (v, u), or
else xyvu or vuxy is an induced P4 in G.
As an example, if G is the graph N depicted in Figure 7, then C(G) is the
complement of C6 (the graph on the left side in Figure 2).
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NFigure 7: The forbidden graph for distance-hereditary coalition graphs.
Now it can be shown (cf. Theorem 1) that G is a ‘generalized coalition
graph’ if and only if C(G) is bipartite. Moreover, we have the following
theorem, similar to Theorem 2 about (gem, house)-free opposition graphs.
Theorem 5. Let G be (gem, house, hole)-free. Then G is a coalition graph
if and only if C(G) is bipartite.
Proof.For the non-trivial direction, let C(G) be bipartite and consider a
bipartition A,B of C(G). Following the proof of Theorem 2, let D(A) be
the (partial) orientation of G such that an edge {x, y} of G that is an end-
edge of an induced P4 is oriented x → y in D(A) if (x, y) ∈ A, otherwise
y → x ∈ D(A). Recall that any induced P4 xyuv in G is ‘good’: it has x→ y
and u→ v in D(A) or else y → x and v → u in D(A).
As in the proof of Theorem 2, we will show that D(A) is acyclic. Assume,
by contradiction, that C v1v2 . . . vqv1 is a directed cycle in D(A). Note that,
since vi → vi+1 ∈ D(A), by definition of D(A), (vi, vi+1) ∈ A for all i. Choose
such a cycle C with minimum length q ≥ 3. Then,
no chord of C is an end-edge of an induced P4, (4)
otherwise there would be a shorter directed cycle in D(A). Let P be an
induced P4 containing {v1, v2} as an end-edge. Let, without loss of generality,
P be v1v2ab for some vertices a and b. Since (v1, v2) ∈ A, (b, a) ∈ B, and
hence a→ b ∈ D(A).
Note that, as vq and v1 are adjacent, a, b 6= vq. Moreover,
vq is non-adjacent to b.
(Otherwise G[vq, v1, v2, a, b] would be a C5, a house or a gem.)
If q = 3, then v3v2ab (if a and v3 are non-adjacent) or v1v3ab (if a and v3
are adjacent) is a bad P4, a contradiction.
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If q = 4, then a and v4 are non-adjacent (otherwise v1v4ab would be a
bad P4). Then, a 6= v3. Moreover, v2 and v4 are non-adjacent (otherwise
v2v4 would be a chord of C that is an end-edge of the induced P4 v4v2ab,
contradicting (4)), and a and v3 are non-adjacent (otherwise C + a would be
a house or a gem). But then v4v1v2a or v4v3v2a is a bad P4, a contradiction.
So, let us assume that q ≥ 5. Then, as G is hole-free, C has a chord
connecting vi and vi+2 (a 3-chord) or vi and vi+3 (a 4-chord) for some i
(modulo q). We distinguish two cases.
Case 1: C has a 3-chord. We may assume that {vq, v2} is a 3-chord of C.
Then vq and a are adjacent (otherwise the chord {vq, v2} of C would be an
end-edge of the induced P4 vqv2ab, contradicting (4)). But now v1, vq, a and
b induce a bad P4. Case 1 is setteld.
Case 2: C has no 3-chord. In this case, we may assume that {vq, v3}
is a 4-chord of C (and notice that vi and vi+2 are non-adjacent for all i).
Then vq and a are non-adjacent (otherwise v1, vq, a and b would induce a
bad P4). Then, a 6= v3. Moreover, a and v3 are non-adjacent (otherwise
G[vq, v1, v2, v3, a] would be a house). But then the chord {vq, v3} of C would
be an end-edge of the induced P4 vqv3v2a, contradicting (4). Case 2 is settled.
The proof of Theorem 5 is complete. ✷
Corollary 6. Given a (gem, house, hole)-free graph G with m edges, it can
be recognized in O(m2) time if G is a coalition graph, and if so, a coalition
orientation of G can be obtained in the same time.
For the smaller class of distance-hereditary graphs, we can do better.
Note that the distance-hereditary graph N depicted in Figure 7 is a minimal
non-coalition graph.
Theorem 6. The following statements are equivalent for a distance-hereditary
graph G:
(i) G is a coalition graph;
(ii) C(G) is bipartite;
(iii) G is N-free (see Figure 7);
(iv) G is a comparability graph.
22
Proof. (i) ⇒ (ii) follows from Theorem 5. The implications (ii) ⇒ (iii) and
(iv)⇒ (i) are obvious (recall that comparability graphs are coalition graphs).
The implication (iii) ⇒ (iv) has been proved in [7, Theorem 3.1].
We remark that (iii) ⇒ (iv) can also be proved by induction on the
number of vertices of G as follows. Let G be an N-free distance-hereditary
graph. Then G has a pair of twins or a pendant vertex ([1]). If x, y are
twins, then by induction, G − x admits a transitive orientation. Adopting
the directions of the y-edges for the x-edge and orienting the edge xy (if
any) arbitrarily, we obtain a transitive orientation for G. So, let G have a
pendant vertex u and let v be the neighbor of u. By induction again, G−u is
a comparability graph. As G has no gem, no house, and no N, v is a ‘regular’
vertex of G − u in the sense of [19]. It follows from [19, Theorem 1] that
G− u admits a transitive orientation in which v is a source. Then orienting
uv from v to u we obtain a transitive orientation for G. Hence (iv). ✷
Theorem 6 implies that distance-hereditary coalition graphs can be rec-
ognized in time needed to recognize comparability graphs which requires
time proportional to matrix multiplication (see [2, 22] for more information).
However, [7, Theorem 4.14] provides linear time recognition algorithm for
distance-hereditary comparability graphs. Thus, we have
Corollary 7. Given a distance-hereditary graph G with n vertices and m
edges, it can be recognized in O(n+m) time if G is a coalition graph, and if
so, a coalition orientation of G can be obtained in the same time.
Corollary 8. A distance-hereditary graph is a comparability graph if and
only if it is N-free.
6. Concluding remarks
Recognizing and characterizing coalition graphs and opposition graphs
remain long-standing open problems in structural and algorithmic graph
theory. In this paper we have characterized generalized opposition graphs,
and our characterization leads to a polynomial time recognition algorithm.
We also give algorithmic good characterizations, as well as forbidden sub-
graph characterizations for some opposition graph classes and coalition graph
classes, including distance-hereditary opposition and coalition graphs.
We conclude the paper with some obvious problems for future research:
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1. Determine further (perfect) graph classes G such that opposition graphs
and generalized opposition graphs in G coincide, i.e., for all G ∈ G, G
is an opposition graph if and only if O(G) is bipartite. For such classes,
opposition graphs can be recognized in polynomial time. This is done
for G = bipartite graphs in [13] and for G = distance-hereditary graphs
in this paper.
2. Similarly, we know that if G is a coalition graph, then C(G) is bipartite.
For which graph classes does the converse hold true? In this paper, it
is shown that this is the case for distance-hereditary graphs.
3. Characterize and recognize chordal opposition/coalition graphs. In this
paper we are able to solve the case of ptolemaic graphs.
4. Characterize and recognize comparability graphs that are opposition
graphs, and co-comparability graphs that are opposition/coalition gra-
phs. In [13], the case of bipartite graphs and co-bipartite graphs are
settled.
Finally, it would be interesting to know if there is an opposition graph that
is not perfectly orderable. Olariu [20] conjectures that such an opposition
graph exists.
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