Every Morita duality induces an anti-isomorphism between
M and M * , where M * denotes the image of a reflexive module M under the duality functor and, for any module X, X denotes the lattice of submodules of X. Therefore Morita duality is a stronger concept than a duality of projective geometries which is, roughly speaking, an anti-isomorphism between M and N where M and N are vector spaces of dimension at least 3. On the other hand, as a similar notion, the dual rings introduced in [9] play an important role in the internal characterization of (generalized) quasi-Frobenius rings. However, there is no structural description of dual rings. These facts together with the ideas developed in [3, 4] and the coordinatization of continuous geometries led to the following definition, Definition. A Baer duality is a triple R R U T T consisting of rings R T and a bimodule R U T faithful on both sides such that R R and U T , as well as R U and T T , are anti-isomorphic. In this situation we say that R has a Baer duality. If, in addition, R and T are isomorphic rings then R is said to be Baer self-dual.
Although no specific assumptions are required on the nature of the lattice anti-isomorphisms, one of our main results states that one anti-isomorphism between the lattices under consideration in a Baer duality is given by taking annihilators (cf. Theorem 2.1).
If R M is an R-module and N T is a T -module such that there is a lattice anti-isomorphism between R M and N T then, since N T is upper continuous, i.e., N T satisfies Grothendieck's condition AB5, it follows that M satisfies condition AB5 * . That is, if X is a submodule of M and X λ λ∈ is a filter base of submodules of M then X + λ∈ X λ = λ∈ X + X λ AB5 * Therefore AB5 * is necessary for M to be anti-isomorphic to N for some N.
The idea of using AB5 * in relation with anti-isomorphisms between lattices of submodules was used successfully by Anderson in [1, Theorem 3] to show that a Noetherian module M over a commutative ring is lattice antiisomorphic to some N T if and only if M is AB5
* . Later, Brodskii in [11] showed the same kind of result for any ring R and any left R-module M.
The first three sections of the paper are devoted to find conditions which ensure the existence of anti-isomorphisms between the lattices of submodules of two fixed modules. As a consequence, we can characterize Baer dualities. In Theorem 1.5 we show that given two modules R M and N T and a bilinear product M × N −→ R U T such that it induces a bijection between the set of simple subfactors of M and N, then condition AB5 * implies that annihilation provides a lattice anti-isomorphism between M and N .
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Our technique to prove this kind of result is based on the one introduced by Anh in [3] and further developed in [4] . In Theorem 3.2 we give an alternative characterization of antiisomorphisms between R M and N T in terms of "injectivity conditions." Theorem 1.5 and Theorem 3.2 allow us to prove characterizations of Baer dualities in terms of module theoretical properties of R R, R U, U T , and T T ; cf. Theorem 2.1 and Corollary 3.4. Some of these properties were investigated intensively by Kurata and co-workers in [13] and [14] ; note that they use the notion of a dual bimodule for Baer duality with anti-isomorphisms given by annihilation; however, this extra assumption is superfluous in view of Theorem 2.1.
We give some examples of Baer dualities after Corollary 2.3. More examples are contained in a forthcoming paper [7] .
In the fourth section we apply our results to linearly compact modules and Morita duality. In particular, Proposition 4.1 gives a new link between linear compactness and injectivity when a lattice anti-isomorphism is given.
In the last section we introduce a concept of paired idempotents. The AB5 * condition for these pairs is investigated in Theorem 5.3. We thank Gustavo Mezzetti for his careful reading of the paper.
ANNIHILATORS AND LATTICE ANTI-ISOMORPHISMS
Throughout this article, all rings have a nonzero identity and all modules are unital. Let R be a ring; we denote by R-Mod (Mod-R) the category of left (right)R-modules.
Morphisms between left (right) modules shall be written on the right (left).
Let M be a left R-module. A submodule X of M is called sheltered if M/X is a submodule of an injective hull of a simple module or, equivalently, M/X has an essential simple socle. M is called finitely cogenerated if M is a submodule of an injective hull of a semisimple submodule of finite length or, equivalently, M has an essential finitely generated socle. Observing that a factor module M/N is finitely cogenerated if and only if N is a finite intersection of sheltered submodules, Proposition 1.1 in [5] implies the following simple characterization of AB5 * which is crucial in our investigation.
Proposition 1.1. A left R-module M satisfies AB5
* if and only if i∈I M i f = 0 implies i∈I M i f = 0 for some finite subset I of I, where M i i∈I is a family of submodules of M and f is a homomorphism from M to any finitely cogenerated module.
Let M be a left R module. We denote by M the class of simple factors of submodules of M. For any X ∈ R-mod we denote
If M = R, we shall denote Soc R X simply by Soc X for it is precisely the socle of X.
Let M be a left R-module.
In what follows J M shall denote the intersection of the maximal submodules of M; if M admits no maximal submodules then J M = M.
As was observed by Lemonnier in [15] , a trivial application of Zorn's Lemma shows that an AB5 * module M is complemented; i.e., for each submodule X of M there is a submodule Y , called the (addition) complement of X, minimal with respect to the property Y + X = M. In particular, Kasch and Mares' characterization of semiperfect rings (cf. [12, Theorem 11.3 .1]) shows that left or right AB5
* rings are semiperfect. In the remainder we shall need the following characterization of semisimple modules in terms of complemented modules. Proof. Let M be a nonzero complemented module with zero radical, let K be a nonzero submodule of M, and let K be an addition com-
We have proved that any submodule of M is a direct summand of M, so M is semisimple. The necessity is trivial.
In the next proposition we summarize some of the properties of the lattice anti-isomorphisms; we shall use them throughout the paper, sometimes without previous acknowledgement. The proof of all the statements is an easy exercise.
Proposition 1.3. Let R and T be rings and let
is a lattice anti-isomorphism. Let X, X 1 , and X 2 always denote submodules of M. Then:
(2) X 1 + X 2 = M if and only if ϕ X 1 ∩ ϕ X 2 = 0, and For any triple R R U T T and a left R-(right T -) module M N the U-dual, or simply the dual, M * N * , denotes the right T -(left R-) module Hom R M U (Hom T N U ). There is a natural bilinear product
When the bilinear product is non-degenerated, i.e., Ann M N = 0 and Ann N M = 0, then M and N can be considered as a submodule of N * and M * , respectively. Let R and T be rings, and let R U T be a bimodule. In Theorem 1.5 the condition that U-duals of simple modules are simple shall play an important role. We state separately an equivalent form of it that will be used freely in the following. Proof. Clearly, we may assume that R, T , M, N, and U are different from 0. If M and N are anti-isomorphic then R M and N T are AB5 * , as we claimed in the Introduction and in Proposition 1.3. We shall prove the converse in several steps. In each one we shall state and prove our claims only for left R-modules; the symmetry of the hypothesis allows us to use also the right-handed version of them. Claim 1. Let 0 = X be a finitely generated submodule of M. Then N/Ann N X is finitely cogenerated, and 0 = Soc N/Ann N X = Ann N J X /Ann N X .
As X = 0, the non-degeneracy of the bilinear product implies that Ann N X = N. Since X is finitely generated X * embeds in a suitable finite power of R R * = U T thus, by Condition 1, X * is an essential extension of its socle. Since N/Ann N X is isomorphic to a submodule of X * , it has a nonzero essential socle.
By Lemma 1.2, X/J X is semisimple hence, as X is finitely generated, it is semisimple artinian. By Condition 2, X/J X * is semisimple artinian, hence Ann N J X /Ann N X is a semisimple artinian submodule of N/Ann N X , and therefore it is contained in Soc N/Ann N X .
Let y + Ann N X be an element of N/Ann N X that generates a simple T -module V . Then X ⊆ Ann M y and hence X/ X ∩ Ann M y is isomorphic to a nonzero submodule of V * that, by Condition 2, is simple. This shows that X ∩ Ann M y is a maximal submodule of X and hence J X y = 0, this is to say, that y ∈ Ann N J X . Therefore Ann N J X /Ann N X = Soc N/Ann N X . 468ánh, herbera, and menini
If V is a simple R-submodule of Soc M R U then any homomorphism from R V to R U is given by right multiplication by an element of T .
We shall see first that for every simple R-module V ∈ M there is an element x ∈ M such that J Rx is the unique maximal submodule of Rx and V ∼ = Rx/J Rx . By the definition of M , there is a submodule X of M with a maximal submodule X 1 such that X/X 1 ∼ = V . As a submodule of M, X is also AB5 * and hence it is complemented. If X 2 is any (addition) complement of X 1 in X, then we have that
and V is simple, we obtain X 1 ∩ X 2 = J X 2 and X 2 = Rx for any x ∈ X 2 \ X 1 .
Again, let V ∈ M . We may assume that V = Rx/J Rx for some x ∈ M. Then, by Claim 1, there is an element y ∈ N such that 0 = u = xy and J Rx y = 0. This implies that Ann N J Rx /Ann N x is a nonzero submodule of the simple module V * , hence it is isomorphic to V * . Therefore V * ∈ N . Let u ∈ U be such that Ru ∈ M , then right multiplication by an element of T gives an embedding of the nonzero module uT into the simple module Ru * . Hence uT ∼ = Ru * is simple and any morphism from Ru to U is given by right multiplication by an element of T . This also shows that Soc M R U ⊆ Soc N U T ; from the symmetry of our hypothesis it follows that Soc M R U = Soc N U T .
In particular, if µ is not onto, then X X 1 and Ann N X = Ann N X 1 .
By Condition 2, X 1 /X 2 * is semisimple artinian, hence
By the first assertion of Claim 2, we can apply Lemma 1.4 and deduce that there exists X, X 2 ⊆ X ⊆ X 1 , such that X/X 2 * can be identified with µ Ann N X 2 /Ann N X 1 through the bilinear product
Therefore the statement follows from Lemma 1.4. Let 0 = n ∈ Ann N λ∈ X λ and let ρ R M −→ Mn denote right multiplication by n; then λ∈ X λ ρ = 0. As ρ induces an isomorphism from M/Ann M n to Mn, by Claim 1, Mn is finitely cogenerated. Since R M is AB5 * , by Proposition 1.1, we get X λ ρ = 0 for some λ, i.e., n ∈ Ann N X λ for some λ ∈ . By Claim 5, Z is finitely generated. Clearly we can assume that m = 0; then, as the bilinear product is non-degenerated, Ann N m N so Z = 0. By Claim 1, N/Ann N Z has essential socle. Consider
By the minimality of Z we get that X = Z, so K = 0. As N/Ann N Z has essential socle, this implies that Ann N m /Ann N Z = 0.
Claim 7. Let m ∈ M and let X be a submodule of M such that Ann N X ⊆ Ann N m . Then there exists an element x ∈ X such that Ann N x = Ann N m .
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We may assume that m = 0. By Claim 5 and Claim 6, there exists a finitely generated submodule Z of X such that Ann N Z = Ann N m , and Z is minimal with respect to the property Ann N Z ⊆ Ann N m . Hence, by Lemma 1.2, Z/J Z is a semisimple artinian module so, by Condition 2 and Claim 3, the minimality of Z implies that Ann N J Z /Ann N Z is isomorphic to Z/J Z * . By Claim 1,
Hence Z/J Z * is isomorphic to a submodule of the semisimple artinian T -module Rm/J Rm * . Therefore Rm/J Rm * ∼ = Z/J Z * ⊕ W , and Claim 2 allows us to use Lemma 1.4 to conclude that Rm/J Rm ∼ = Z/J Z ⊕ W * . So Z/J Z is cyclic. Since Z is finitely generated J Z is a small submodule of Z (cf. Theorem 9.2.1 in [12] ) and we deduce that Z = Rx. So x is the element we were looking for.
Since the bilinear product is non-degenerated we may assume that m 1 and hence m 2 are different from zero. Let
= as Ann N m 2 ∈ , and the inclusion defines a partial order on . Let V λ λ∈ be a nonempty chain in . Then, for each λ, there exists r λ such that V λ = Ann N r λ m 1 − m 2 . Let V = λ∈ V λ ; we want to find r ∈ R such that V ⊆ Ann N rm 1 − m 2 , then we shall get that V = Ann N rm 1 − m 2 is an upper bound of our chain.
For each λ ∈ ,
So there exists r ∈ R and
by Claim 7, there exists cm 1 = 0 such that Ann N cm 1 = Ann N rm 1 − m 2 . Now the map cm 1 n → rm 1 − m 2 n defines an isomorphism of right T -modules f cm 1 N −→ rm 1 − m 2 N. Since cm 1 N = 0, it has nonzero essential socle; then there exists n ∈ N such that cm 1 nT is a simple submodule of U T . By Claim 2 there exists r ∈ R such that rm 1 − m 2 n = f cm 1 n = r cm 1 n, therefore
This shows that
which contradicts the maximality of V . So we deduce that m 2 ∈ Rm 1 . A symmetric argument proves that Rm 1 = Rm 2 .
Claim 9. For any submodule X of M, Ann M Ann N X = X. An analogous statement holds for N. So annihilation induces an anti-isomorphism between M and N .
If now X is any submodule of M and m ∈ Ann M Ann N X , then Ann N X ⊆ Ann N m . By Claim 7 and Claim 8, m ∈ X. Thus X = Ann M Ann N X .
Remark. In general, if in a bilinear product M × N → U annihilation induces a lattice anti-isomorphism, then it is easy to prove that duals of simple modules are nonzero. However, it is not true, in general, that these duals are again simple.
Let R = , R M = , T = , N T = , and R U T = , and let R M × N T → U be the usual product of real numbers. Then annihilators provide a lattice anti-isomorphism between R M and N T , M · N = U, but the dual of the simple R-module R M is U T which is not simple. (2) R R U T T is a Baer duality.
(3) R R R U U T T T satisfy AB5 * , U is faithful and an essential extension of its socle on both sides, and the U-dual of any simple module is again simple.
Proof. The implication (1) ⇒ (2) is trivial, and the implication 3 ⇒ 1 is a special case of Theorem 1.5. We shall prove (2) ⇒ (3).
We may assume that R, U, and T are different from zero. Then, as R R U T T is a Baer duality, U is faithful on both sides and 472ánh, herbera, and menini R R R U U T T T satisfy AB5
* . Since R is semiperfect, 1 ∈ R decomposes into a sum of pairwise orthogonal primitive idempotents. We write this decomposition as
where R ij ∼ = R kl ⇐⇒ i = k and we set e i = n i j=1 ij . Since any proper left ideal of R is contained in a maximal left ideal, the existence of the lattice anti-isomorphism implies that any nonzero submodule of U T contains a simple module, hence Soc U T is essential in U T . By symmetry Soc R U is essential in R U.
As R U is faithful, for any i j, ij U is a nonzero right T -module; its nonzero socle is ij Soc U T . The lattice anti-isomorphism between R R and U T sends J R to Soc U T , therefore there is a lattice anti-isomorphism between R R/J R and Soc U T . As R/J R is the direct sum of m i=1 n i simple modules, so is Soc U T . Hence, for any i, j, ij Soc U T is a simple T -module.
For any fixed i = 1 m, and for any pair j, j = 1 n i , ij R ∼ = ij R; in particular, there exist a ij b ij ∈ R such that a ij ij ∈ ij R and b ij a ij = ij . Therefore a ij ij Soc U T is a nonzero submodule of the simple module ij Soc U T , hence it is equal to ij Soc U T . This shows that, for each i = 1 m, e i Soc U T = ⊕ n i j=1 ij Soc U T is a sum of isomorphic simple T -modules. Since the number of homogeneous components of R/J R and Soc U T is the same (cf. Proposition 1.3), it follows that, for each i = 1 m, e i Soc U T is a homogeneous component of Soc U T , hence it is an R − T -bimodule.
We claim that, for each i = 1 m, e i Soc U T = ⊕ n i j=1 ij Soc U T is a simple R − T -bimodule. Let 0 = u ∈ e i Soc U T . There exists j such that ij u = 0, so we may assume that u = ij u for some fixed j. For any j = 1 n i , a ij u is a nonzero element of ij Soc U T ∩ Ru; as ij Soc U T is simple, ij Soc U T ⊆ RuT . Hence, for each i = 1 m, RuT = e i Soc U T . This finishes the proof of the claim.
As Soc R U is essential, the bimodule e i Soc U T contains a simple left R-module V ; as e i Soc U T is a simple bimodule, V T = e i Soc U T . Hence Soc U T ⊆ Soc R U and, by symmetry, Soc U T = Soc R U = Soc U . Now we are ready to prove that duals of simple modules are simple. Let V be a simple left R-module, then there exists i such that V ∼ = R i1 /J R i1 . Then we have the isomorphisms of right T -modules,
Recall that a ring R is said to be a dual ring if annihilation induces lattice anti-isomorphism between R R and R R . * domains of arbitrary Krull dimension. Let R be a commutative noetherian AB5 * ring, let E be its minimal injective cogenerator, and letR be the completion of R. By Theorem 2.1, the triples R E R and R E R are Baer dualities, hence, if R is not complete, we have that the same module can induce Baer dualities with different rings.
Trivial extensions can be used as a tool to have more examples of Baer dualities; cf. [6] and [7] . The following easy proposition gives also another way to construct Baer dualities from a given one.
Proposition 2.4. Let R U T be a Baer duality, I a two-sided ideal of R, W = Ann U I , and L = Ann T W . Then the triple R/I W T/L is a Baer duality.
The characterization of a ring R having Baer duality in terms of the ring itself seems to be an interesting problem. In [7] we shall study in more detail Baer duality for commutative rings. However, even in the commutative situation, it seems difficult to classify Baer dualities, as one can have Baer self-dualities induced by non-isomorphic modules. To have such an example observe that if U and U are two modules inducing a Baer self-duality for a commutative ring R, then U and U are isomorphic. If we assume that R is a valuation domain with field of quotients K, we can set U = K/J R ; if we want U to be nonisomorphic to U then U must be a nonstandard uniserial module (that is, U is not isomorphic to a quotient of K). In [10] Bazzoni and Salce constructed an example of a commutative 474ánh, herbera, and menini valuation domain R with a non-standard uniserial divisible module M. Let 0 = M/N = U be a finitely cogenerated quotient of such an M; then, by Theorem 2.1, R U R is a Baer self-duality but, as any quotient of a nonstandard divisible module is nonstandard (cf. [10, Corollary 2.4]), U is not isomorphic to U. Proposition 2.5. Let R U T be a Baer duality and e ∈ T be a basic idempotent. Then R Ue eTe is a Baer duality.
Proof. Since e is a basic idempotent, the functor F = − ⊗ T Te Mod − T → Mod − eTe defines an equivalence. By Theorem 1. In view of Theorem 2.1 the proof of the following theorem will be omitted, since it is similar to that of Theorem 13.4.2 in [12] .
Theorem 2.6. Let R R U T T be a triple such that R R R U U T T T satisfy AB5
* and U is faithful and an essential extension of its socle on both sides. Then the following statements are equivalent.
(1) R R U T T is a Baer duality.
(2) For every module X of finite length we have lg X = lg X * , where X * is the U-dual of X and lg M denotes the length of a module M.
(3) For any primitive idempotents e ∈ R and f ∈ T , the socles of eU T and R Uf are simple, and Soc R U and Soc U T contain all isomorphism types of simple left R-and right T -modules, respectively.
(4) For any primitive idempotents e ∈ R and f ∈ T , Soc eU T and Soc R Uf are simple and Soc R U = Soc U T holds.
(5) The numbers of isomorphism types of simple left R-and right
T -modules, respectively, are equal, say n, and there is a permutation π on 1 n such that
holds for all indices i where¯denotes the canonical epimorphism of a ring to its semisimple factor and e 1 e n as well as f 1 f n are sets of pairwise orthogonal primitive idempotents corresponding to the isomorphism types of simple left R-and right T -modules, respectively.
LATTICE ANTI-ISOMORPHISMS AND INJECTIVITY
A careful analysis of the proof of Nakayama-Ikeda's Lemma (cf. [12, Theorem 12.4.2] ) shows that it remains true if we replace the finite generation of the domain by a weaker condition on the image of the homomorphisms. Moreover, as the next lemma shows, the main point in the proof can be stated in the language of bilinear products. Proof. Following [12, Theorem 12.4.2], for i = 1 2, let n i ∈ N be such that f X i → U is given by right multiplication by n i . As
there exists y i ∈ Ann N X i such that n 1 − n 2 = y 1 − y 2 . The element n = n 1 − y 1 = n 2 − y 2 satisfies the property claimed.
The following characterization of lattice anti-isomorphisms explains the close relation between them and injectivity. 
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Proof. To prove (a) ⇒ (b) assume first that m is an element of M such that f Rm −→ U has a simple image. Then, as U duals of simple modules in M are simple, we have that Hom R Rm/Ker f U ∼ = Ann N Ker f /Ann N Rm . So f is given by right multiplication by an element of N. Now let f be a homomorphism from a submodule X of M to U with simple image. Then X = Rm + Ker f . By the previous argument, f Rm is given by right multiplication by an element of N. Since f Ker f is multiplication by 0, as an application of Lemma 3.1 we get that f is given by right multiplication by an element of N. By symmetry, we have an analogous statement for N.
To prove the converse, let X be any submodule of M and assume that there is an element m in Ann M Ann N X \X. If X is a maximal submodule of Rm + X containing X then the simple factor Rm + X /X is isomorphic to a submodule of R U; therefore, by assumption, there is an element n ∈ N with Xn = 0 but mn = 0, which is a contradiction. Hence X = Ann M Ann N X and, by symmetry, it follows that annihilation induces an anti-isomorphism between M and N . If X ≤ X ≤ M are such that X/X is simple then, as X/X is antiisomorphic to Ann N X /Ann N X , we have that Ann N X /Ann N X is simple. By hypothesis, Hom X/X U ∼ = Ann N X /Ann N X , so the dual of X/X is simple.
It is clear that (c) ⇒ (b). Assume that R U and U T are AB5 * ; we shall show that (a) ⇒ (c). By Lemma 3.1, it is enough to show, using the same procedure as in (a) ⇒ (b), that if m ∈ M and f Rm → U is a morphism, then f is given by right multiplication by an element of N. The proof of this will be similar to the proof of Claim 8 in Theorem 1.5. Let = V ≤ R Ann R m V and there is an n ∈ N such that V = Ann R mn − m f . The inclusion defines a partial order on , and = as R m f has essential socle and we already know that a morphism with simple image is given by right multiplication by an element of N. Let V λ λ∈ be a nonempty chain in ; then, for each λ ∈ , there exists n λ such that V λ = Ann R mn λ − m f . Let V = λ∈ V λ . We want to find n ∈ N such that V ⊆ Ann R mn − m f . Then we shall get that V = Ann R mn − m f is an upper bound of our chain. For each λ ∈ , m f ∈ mN + Ann U V λ . Hence, as U T is AB5 * ,
So there exists n ∈ N and x ∈ λ∈ Ann U V λ = Ann U V such that V mn − m f = Vx = 0. By Zorn's Lemma, there exists a maximal V ∈ . Let n ∈ N be such that V = Ann R mn − m f . If mn − m f = 0 then m f = mn; assume, on the contrary, that mn − m f = 0. Then Ann R m ⊆ Ann R mn − m f , so we have a well-defined homomorphism g Rm −→ U such that m g = mn − m f . As R m g has essential socle, by hypothesis, there exist r ∈ R and n ∈ N such that 0 = r m g = rmn = r mn − m f , hence Rr ⊆ Ann R m n − n − m f but r / ∈ V . By Lemma 3.1, f V +Rr m is given by right multiplication by some n ∈ N. Hence V Ann R mn − m f , which contradicts the maximality of V . So we deduce that m f ∈ mN.
A statement similar to Statements (b) and (c) of the previous theorem can be found in the paper by Kurata and Tsuboi [14] .
Recall that the Leptin topology on a module is defined by taking finite intersections of sheltered submodules as the basis for open neighborhoods of 0.
If M is a left module over a ring R and U denotes an R − T -bimodule, then the finite topology on M 
Corollary 3.4. Let R and T be rings, and let R U T be a bimodule such that it is an essential extension of its socle on both sides and contains all isomorphism types of simple left and right modules over R and T , respectively.
The triple R R U T T is a Baer duality if and only if every homomorphism from a submodule of R R or T T or R U (U T ) in U, respectively, with finitely generated image is multiplication by an element of U or T (R), respectively.
LATTICE ANTI-ISOMORPHISMS AND LINEAR COMPACTNESS
Recall that a left R-module M is called discrete linearly compact (d.l.c.) if any finitely solvable system of congruences X ≡ x i mod L i , i ∈ I where the L i 's are submodules of R M, is solvable. It was proved by Leptin in [16] that a d.l.c. module is AB5
* (see also [19, Corollary 3.9] ).
478ánh, herbera, and menini Proof. Assume that N T is d.l.c. First we shall prove that if X is a finitely generated submodule of M then any morphism f R X −→ R U is given by right multiplication by an element of N. By Lemma 3.1, it is enough to show this when X = Rm. As in the proof of Theorem 3.2, consider the nonempty set = V ≤ R Ann R m V and there is an n ∈ N such that V = Ann R mn − m f . Let V λ λ∈ be a nonempty chain in . Then for each λ there exists n λ such that V λ = Ann R mn λ − m f . From this we obtain a finitely solvable system of congruences, x ≡ n λ mod Ann N V λ m , that has a solution n. Now, V = Ann R mn − m f is an upper bound of the chain. By Zorn's Lemma, has maximal elements. Proceeding as in the proof of Theorem 3.2, we can conclude that f is given by right multiplication by an element of N.
Assume now that X is an arbitrary submodule of M and that f R X −→ R U is a morphism. Let denote the set of finitely generated submodules of X. For every F ∈ there exists n F ∈ N such that f F is right multiplication by n F . Then the system of congruences x ≡ n F mod Ann N F is finitely solvable. As N T is d.l.c., there exists an n ∈ N such that n − n F ∈ Ann N F , for every F ∈ , so f is given by right multiplication by n.
To prove the converse let x ≡ n λ mod Y λ be a finitely solvable system of congruences in N. The assignment m λ → m λ n λ , for every m λ ∈ Ann M Y λ , defines a morphism of left R-modules f Ann M Y λ −→ U which, by hypothesis, is given by right multiplication by some n ∈ N. It is easy to check that n is a solution of the initial congruence system.
From the above theorem it follows:
We note here that part of our result on Morita duality is also obtained in [20] . (1) U induces a Morita duality between R and T .
(2) R R U T T is a Baer duality and both R R and T T are linearly compact. Proof. (1) ⇒ (2) is a classical result in the theory (cf. [17] ); (2) ⇒ (3) by Theorem 2.1 in [5] , and by Theorem 2.1 we get that U is discrete linearly compact on both sides. By Corollary 3.4 (or by Theorem 2.7 in [13] ), R and T are dense subrings of End U T and End R U , respectively. Therefore U is balanced by the linear compactness of R and T . 
PAIRS OF IDEMPOTENTS
Fuller observed that the idea behind the Nakayama permutation can be formulated in terms of a pair of primitive idempotents. He used this idea to characterize indecomposable injective-projective modules over artinian rings (cf. Theorem 31.3 in [2] ).
Fuller's pairing of primitive idempotents can be extended to the general situation as follows.
480ánh, herbera, and menini Definition. Let R be a ring and let e and f be two idempotents of R. We say that eR Rf is an f -pair if their socle is essential, Soc eR ∼ = fR/fJ R and Soc Rf ∼ = Re/J R e.
Note that, in this case, the socles of R Rf and eR R are finitely generated, hence they are artinian. This implies that the factors fR/J fR and Re/J Re are semisimple artinian. Consequently, fRf and eRe are semilocal rings with Jacobson radical fJ R f and eJ R e respectively (cf. Corollary 17.12 in [2] ).
In this section we shall see that the theory developed in the previous sections has a natural application in the setting of f -pairs. The following result will be used repeatedly in our discussion.
Lemma 5.1. Let R be a ring, let 0 = e 2 = e ∈ R such that R Re is semisimple artinian, and let M be a left R-module such that R M ∼ = R Re. Then, (i) for each 0 = x ∈ Re there is y ∈ eR with 0 = yx. Hence for any nonzero submodule X of Re, X ∩ eRe = 0.
(ii) If L is a submodule of R M and K is a submodule of eRe eM, they are simple if and only if eRe eL and R ReK are simple.
(iii) R M and eRe eM have the same length.
Proof. (i) As
Re is semisimple, Re = Rx ⊕ Z for some submodule Z. Since e = a + b, a ∈ Rx, and b ∈ Z, we have 0 = a = ea ∈ Rx, hence a = a x. The assertion follows by choosing y = a . The other claims are consequences of this one. Proof. Since J eRe = eJ R e and J fRf = fJ R f , the restrictions of the canonical map¯ R → R/J R to eRe and to fRf are the canonical ones too. Therefore we shall use¯to denote all of these three maps.
As R V is semisimple J R V = 0; in particular, eJ R eV = 0. Hence V and eV can be considered as left modules overR andēRē, respectively. Similarly, W and Wf can be considered as right modules overR andfRf .
If 0 = x ∈ eRf then, as R V is essential in R Rf , there is y = ye with 0 = yx ∈ V . By Lemma 5.1(i) there is z = ez ∈ R with 0 = zyx ∈ eV ∩ eRex. This implies that eV is the essential socle of eRe eRf because eV is semisimple. By symmetry, Wf is the essential socle of eRf fRf , hence Assertion 2 holds.
Let n = lg RRē and m = lg fR R ; we will show that m = n. As V ∼ = Re/J R e and W ∼ = fR/fJ R , by Lemma 5.1(iii), n = lg eRe eV and m = lg Wf fRf . Let e 1 e n and f 1 f m be elements of R such that e =ē 1 + · · · +ē n andf =f 1 + · · · +f m are decompositions ofē andf as a sum of pairwise orthogonal primitive idempotents. As V ∼ = Re/J R e and W ∼ = fR/fJ R , by Lemma 5.1(i), e i V =ē i V = 0 and Wf j = Wf j = 0 for all i j. Since eV is the left socle of eRe eRf fRf it is also a right fRf -submodule, then we have a direct decomposition of nonzero right fRf -submodules eV = ⊕ n i=1ēi V . Since eRf fRf has essential socle Wf fRf , n ≤ lg Soc eV fRf = lg eV ∩ Wf fRf ≤ m = lg Wf fRf By symmetry, we obtain that n = m and also that Wf = eV = S. Thus Assertion 1 is verified.
The previous argument also shows that e i V fRf = e i S and eRe Wf j = Sf j are simple for all i j. Then Assertion 3 follows from the isomorphisms Hom eRe ēRē i eRf ∼ = e i S fRf and Hom fRf f jRf eRf ∼ = eRe Sf j (4) Assume that Ann eR Rf = 0, then Ann eR Rf ∩ W = 0. As W ∼ = Rf/J R f , by Lemma 5.1, Ann eR Rf ∩ Wf = 0, but Ann eR Rf ∩ Wf = Ann eR Rf ∩ Wf f = 0, which contradicts our assertion, hence Ann eR Rf = 0. By symmetry, Ann Rf eR = 0 and then the bilinear product eR × Rf → eRf ea bf → eabf is non-degenerated. (5) Let ψ X → eRf be a morphism of right fRf -modules. We claim that the assignment x i r i → ψ x i r i defines a morphism of right R-modulesψ XR → eR. To prove this assume that 0 = ψ x i r i ∈ eR. As eR has essential socle and W ∼ = fR/fJ R , Lemma 5.1 implies that there exists an r ∈ R such that 0 = ψ x i r i r ∈ Soc eR f = S. Hence 0 = ψ x i r i r = ψ x i r i rf = ψ x i f r i rf = ψ x i fr i rf = ψ x i fr i rf = ψ x i r i rf . Hence we get x i r i = 0 482ánh, herbera, and menini Hom R -Rf ∼ = Hom R -Hom eRe eR eRf ∼ = Hom eRe eR ⊗ R -fRe and also, by symmetry, Hom R -eR ∼ = Hom fRf -⊗ R Rf fRe . Since eR R and R Rf are flat, and eRe eRf and eRf fRf are injective, the functors Hom R -Rf and Hom R -eR are exact. Hence R Rf and eR R are injective. Conversely, assume that eR R and R Rf are injective. By Lemma 5.2, for any X ≤ Rf fRf the natural map Hom R XR eR → Hom fRf X fRf eRf fRf given by restriction is bijective. As eR R is injective, the restriction map Hom R R eR → Hom R XR eR is surjective. We conclude that any morphism from X fRf to eRf fRf is given by multiplication by a suitable element of eR. Hence, in view of Lemma 5.2, we can apply Theorem 3.2 to get that eRe eR and Rf fRf are anti-isomorphic. Also, by Lemma 5.2, we can apply Theorem 4.1 to conclude that eRe eR and Rf fRf are discrete linearly compact.
Corollary 5.5. Let R be a ring such that it is discrete linearly compact and finitely cogenerated on both sides, and let e 2 = e ∈ R. Then eR R is injective if and only if there is an idempotent f ∈ R with Soc eR ∼ = fR/fJ R and Soc Rf ∼ = Re/J R e
In this case eRe eRf fRf is a Morita duality.
Proof. The necessity can be found in [2, Theorem 31.3] because its proof only uses the fact that the ring is semiperfect and an essential extension of its socle on both sides. Conversely, note that eR ReM = eReM = M and NfR Rf = NfRf = N hold for submodules M and N of eRe eR and Rf fRf , respectively. Then it is routine to verify that eRe eR and Rf fRf are linearly compact. By Proposition 5.4, we get that eR R is injective.
