Evaluation of the Implementation of the Safer Social Networking Principles for the EU Part I: General Report by Staksrud, Elisabeth & Lobe, Bojana
  
 
By request of the European Commission  
under the Safer Internet Programme 
 
Authored by: 
 Elisabeth Staksrud, University of Oslo, 
& Bojana Lobe, University of Ljubljana 
 
Evaluation of the Implementation of the Safer Social 
Networking Principles for the EU Part I: General Report 
 
 
 
 
 2 
 
 
 
THIS IS A REPORT MADE BY REQUEST OF THE EUROPEAN COMMISSION 
UNDER THE SAFER INTERNET PROGRAMME 
THE COPYRIGHT OF THIS REPORT BELONGS TO THE EUROPEAN COMMISSION.  
OPINIONS EXPRESSED IN THE REPORT ARE THOSE OF AUTHORS AND DO NOT NECESSARILY 
REFLECT THE VIEWS OF THE EC. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
January 2010 
 
 
 
 
 
Please cite as follows: 
Staksrud, E. and Lobe, B. (2010) Evaluation of the implementation of the Safer 
Social Networking Principles for the EU Part I: General Report. European 
Commission Safer Internet Programme, Luxembourg
  3 
 
Contents 
Executive Summary ....................................................................................................... 5 
Methodology ............................................................................................................... 12 
What do the SNSs say they do? .................................................................................... 14 
Have the SNSs done what they say they have done? ................................................... 15 
Overall level of compliance .................................................................................. 15 
Overall compliance of Principle 1-7 among all signatories ............................................. 17 
Evaluation of Principle 1 – “Raise Awareness” ........................................................... 18 
Does the SNS provide targeted guidance and educational material? .................................. 18 
Is information presented in a prominent and accessible format? ....................................... 19 
Do providers have clear safety information for children and teens? ................................... 20 
Is it made clear to users what constitutes inappropriate behavior? .................................... 21 
Is safety information on specific risks provided? .......................................................... 22 
Evaluation of Principle 2 – “Age appropriate services” .............................................. 24 
Can 11-year olds have access to a restricted site? ......................................................... 26 
Can an 11-year old get access to a restricted site by changing her age? ............................... 26 
Evaluation of Principle 3 – “Empower users” ............................................................. 27 
Are profiles of underage users set to private by default? ................................................ 27 
Are private profiles of users below 18 searchable? ....................................................... 28 
Who can post comments on a user’s profile? .............................................................. 28 
Can users control who can access their full profile? ...................................................... 30 
Can users remove content from their own profile? ...................................................... 31 
Evaluation of Principle 4 – “Easy-to-use mechanisms for reporting violations” ........ 32 
Are reporting mechanisms easy to understand? ........................................................... 32 
Are reports acknowledged? ................................................................................... 33 
Are reports acted upon expeditiously? ..................................................................... 33 
Evaluation of Principle 5 – “Respond to notifications of illegal content/conduct” .. 35 
Evaluation of Principle 6 – “Encourage a safe use approach to privacy” ................... 36 
What personal information is typically asked for when creating a profile? ........................... 36 
What personal information is automatically inserted into a profile ................................... 37 
Is it easy to change privacy settings? ......................................................................... 37 
How easy is it to delete the profile? ......................................................................... 38 
Evaluation of Principle 7 – “Reviewing illegal or prohibited content/conduct” ...... 40 
References: ................................................................................................................... 41 
Annex 1. Background and objectives for the testing ............................................... i 
Annex 2. Safer Social Networking Principles .........................................................iii 
Annex 3. Testing Questionnaire ........................................................................... viii 
Annex 4. Description of participating Social Networking Sites ........................ xxiv 
  
 4 
Table of figures: 
 
Figure 1. Number of SNSs by compliance between Principles and self-declaration report ................ 14 
Figure 2. Categories of SNSs after compliance between Principles and self-declaration. ................... 15 
Figure 3. How many Principles the social networking services have complied with ........................ 15 
Figure 4. How many of the Principles the social networking services have partially complied with ..... 16 
Figure 5. Categories of SNSs after compliance between self-declaration and service ....................... 16 
Figure 6. Total testers’ assessment of compliance between SNS self-declaration and services by Principle
 17 
Figure 7. Existence of types of information on the SNS sites for potential users ............................. 18 
Figure 8. Format of safety information provided on the SNS sites .............................................. 19 
Figure 9. Types of information that are easily found for users before signing up ............................ 20 
Figure 10. Is information targeted towards children and teens easy to understand? ....................... 21 
Figure 11. Information on and consequences of engagement in prohibited behaviors/actions are clearly 
stated for users 21 
Figure 12. Frequency of safety information found on specific risks by number of SNSs .................. 22 
Figure 13. Overview of minimum age for registration .......................................................... 24 
Figure 14. Restrictions aimed at ensuring age appropriate services for users according to self-
declarations 25 
Figure 15. Attempts to sign up to age restricted sites ........................................................... 26 
Figure 16. Testing if testers had to change settings for personal information to be visible to other users 
on SNSs stating in their self-declarations that profiles for under-aged users are set to private by default ... 27 
Figure 17. Testing results when searching for profiles of under-aged users ................................. 28 
Figure 18. Who can post comments on user’s profile? .......................................................... 29 
Figure 19. Who can post comments on profiles of under-aged users by their privacy settings .......... 29 
Figure 20. Visibility of personal information on the service .................................................... 30 
Figure 21. Response time to users asking the social networking services for help ......................... 33 
Figure 22. Personal information asked for when creating a profile by number of SNSs ................... 36 
Figure 23. Personal information automatically displayed in profile ........................................... 37 
Figure 24. Available information on deleting or deactivating profiles on the SNS services ............... 38 
Figure 25. Reported steps taken by SNSs to “review illegal/prohibited content” .......................... 40 
  5 
 
Executive Summary  
 
• This report is a part of the European Commission’s commitment to and support of the 
self-regulatory initiative from social networks to implement “Safer Social Networking 
Principles” signed by 20 social networking companies in 2009.The report analyzes the 19 
self-declarations1 submitted by the signatories of the Principles as well as 25 of the services 
offered among these companies in order to give an overview of the general level of 
implementation. All services have been tested in their original language version by a 
team of 13 national and two lead experts. 
• The report consists of two parts – the first part gives an overall analysis of findings across 
the services evaluated. The second part consists of individual testing reports for all SNSs 
that have signed the agreement. 
• Comparing the compliance between the Principles and what is reported in the self-
declaration reports excellent compliance is found with eight SNSs, eight services have good 
compliance, five services have fair compliance, and one service has poor compliance. 
• On an overall level, the compliance between what is stated in the self-declaration reports 
against what is found on the services themselves is assessed with the following results:  
• Excellent compliance is found with two SNSs, ten services have good compliance, ten 
services have fair compliance, while no service is assessed as having poor compliance 
between the self-declaration and what was found on the service during testing. 
• Principle 3 (“empower users”) Principle 6 (“Encourage safe use approach to Privacy”) 
are the principles best implemented. Also Principle 1 (“Raise awareness”) has a high 
score on compliance.  
• Principle 2 (“Age-appropriate services”) and Principle 4 (“Easy to use mechanisms for 
reporting violations”) are assessed to be the principles where the compliance between 
what is stated in the self-declaration and what is observed on the service itself is the 
lowest, as the majority of services are assessed to be partially compliant.  
• Comparing the self-declaration reports with the services themselves, there is a general 
under-reporting on measures and tools available on the site. On the negative side this 
indicates that the self-declaration reports are incomplete; on the positive side more 
relevant safety measures are available to the ordinary user than stated by the SNSs. 
                                                      
1 Giovani has not submitted a self-declaration. 
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Summary Principle 1 –”Raise Awareness” 
 
• Testing reveals that while most services give sufficient information on Terms of 
use/service, such information cannot be found on three services. Information on 
privacy/privacy policy cannot be found on four services.  
• While 17 services2 provide safety tips/information for children and young people before 
they sign up to the service. This information could only be found easily on nine services. 
• Safety information for younger children was assessed as difficult or not possible to 
understand on one third of all services with such information. 
• Information for parents and teachers could be found on 16 services, while safety tips for 
teachers could be found on only five services. 
• All services except one have information on what content and conduct is not allowed, 
but on five of these services this information is assessed as being difficult to understand 
for children and young people. 
• General textual information is the most common format for safety information (22 
services). Least common is general audio/video information (found on six services). 
External links/referrals to professional safety organizations and authorities are found on 
18 of the 25 services. 
• Regarding awareness and safety information on specific risks, information on online 
bullying, risks of divulging personal information, and hate speech is most frequently 
found by testers, followed by information on the risk of posting sexually provocative 
photographs.  
• Of the 25 tested services, very few have information on the risks of inappropriate 
contact from adults with a sexual interest in children (seven services), the possibility of 
seeing or being the subject of images of child abuse (six services) or information on self-
harm actions (three services). 
 
  
                                                      
2 Two additional services were assessed not applicable during the test but actually provide safety tips/information for teenagers so 
the total number of services with information available for users below 18 years is 19. 
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Summary Principle 2 –”Age appropriate services” 
 
• All services tested used/asked for birthday data at the registration process 
• E-mail verification from the user or user’s parent is required on 20 services but the 
testers were able to sign up without confirming over e-mail on seven of these services. 
• For sites that deny signing up as an 11-year old user, another attempt was made, with the 
same profile, but with a different birth-date pretending to be a 15-year old. On seven 
services changing the date of birth/age was enough to grant access. On two additional 
services this could be done after a cookie was removed, while on 12 services the tester 
could not signup. All testers were later able to sign up with a new profile as an older 
user adhering to the age-requirements of the service on the same computer/device.  
 
• Only seven services state in their self-declaration that they promote parental control 
tools on their service. The testing of these services reveals that the parental control tools 
can easily be found on three of the services, not easily found on two services and not 
found at all on two services. 
 
Summary Principle 3 – “Empower users” 
 
• Statements that profiles are set to private by default for users below 18 years are given 
by 14 SNSs in their self-declarations, but this is only found by testers in seven of the 
cases. On five services of the some information is publicly available, while in two cases 
the profile is not found to have any specific restrictions. Of the SNSs that do not make 
such claims in their self-declaration report, the test reveals that six additional SNSs have 
such a mechanism on their site. 
• On eight services it was possible to search for users/user profiles that are 12 years or 
younger on the service/SNS itself. In addition 11 services allowed the profiles of 
underage users to be available though common search engine(s).  
• Users can delete/remove postings on their own profile on 22 services, while 18 services 
allows for users to delete/remove pictures on their profile  
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Summary Principle 4 – “Easy to use mechanisms for reporting violat ions” 
 
• A majority of services (19) are found to have a link/information available at all times on 
where to report content that bothers the user and/or is a violation of terms. 
•  A majority of services (18) are found to have information available all the time on where 
to report other users that bother them/conduct violations of terms, while on four services 
such information is only found after considerable searching. 
• The reporting mechanism on 15 of the services was considered to be easy to understand 
for children and young people, while eight were considered not to be. 
• Of the services tested for having report mechanisms, 14 of 22 comply with the 
recommendation of acknowledging reports from users. 
• Of a total of 22 services tested for report mechanisms, 13 did not give any reply to a 
message from an underage user asking for help sent trough their reporting mechanism, 
two replied within a week (3-4 days), while seven replied within 24 hours.  
 
Summary Principle 5 – “Respond to noti ficat ions of i l legal content/conduct” 
 
• Most SNSs (22 of 24 services with a self-declaration report) state that they share reports 
of illegal content or conduct with relevant law enforcement bodies and/or hotlines. 
• A majority of SNSs (19) explicitly state that they have effective processes for reviewing 
and removing illegal content or conduct.  
• For ethical reasons Principle 5 is not tested. 
 
Summary Principle 6 – “Encourage safe use approach to privacy” 
 
• Users are typically required to submit their e-mail, real name and gender when signing 
up to a service 
• Often other personal information is asked for, but optional for the user to submit  
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• The most frequently automatically uploaded personal information is gender and real 
name (both first and last) followed by age. Profile pictures are automatically uploaded on 
every forth service. One service automatically displays the user’s phone number.  
• Four services allow users submitting personal security/identification number and ask for 
their political sympathies and religious affiliation. 
• On 14 services testing found that the user has control over the display of his/her online 
status (whether other people could see if they are online). 
• Information on how the users can delete their profile is found on 18 of 25 services. On 
five services the profile cannot be deleted, just deactivated.  
• Eight of 25 services offer information on how personal information may be used by the 
service after the profile is deleted. 
• How to change privacy settings is easily found on all services except one. 
• Eight services provide users with safety tips and/or information about publishing 
personal information when they are about to publish information on their profile and 
twelve services do the same for users when trying to upload a photo on ones profile.  
 
Summary Principle 7-  “Reviewing i l legal or prohibited content/conduct” 
 
• SNSs report having various measures for reviewing illegal or prohibited 
content/conduct, where human and/or automated forms of moderation are most 
common (23 services).  
• Only five of 24 services report to having taken steps to minimizing the risk of employing 
moderators that may be unsuited for work which involves real-time contact with 
children and young people. 
• Principle 7 is not tested for ethical and practical reasons. 
  
 10 
INTRODUCTION 
 
In 2008, as part of its Safer Internet Plus Programme, the European Commission gathered 18 of the major 
online social networks active in Europe as well as researchers and child welfare organizations to form a 
European Social Networking Task Force to discuss guidelines for the use of social networking sites by 
children and young people. As a result “the Safer Social Networking Principles for the EU” were developed 
by social networking services providers in consultation with the Task Force. The aim was to “provide good 
practice recommendations for the providers of social networking and other user interactive sites, to 
enhance the safety of children and young people using their services” (European Commission, 2009). 
The guidelines were adopted voluntarily by the major online social networks active in Europe, and signed 
on Safer Internet Day, February 10th 2009. 
The Principles are meant as a guidance to SNS providers when they seek to minimize potential harm to 
children and young people ("Safer Social Networking Principles of the EU," 2009: 1). They recommend a 
wide range of good practice approaches, allowing for the diversity and judgment of the social networks 
themselves in terms of relevance and implementation. Within the context of the Principles, “Social 
Networking Services” are defined as services that combine the following features ("Safer Social Networking 
Principles of the EU," 2009: 3): 
• A platform that promotes online social interaction between two or more persons for the purposes of 
friendship, meeting other persons, or information exchange; 
 
• Functionality that lets users create personal profile pages that contain information of their own 
choosing, such as the name or nickname of the user, photographs placed on the personal page by the 
user, other personal information about the user, and links to other personal pages on the service of 
friends or associates of the user that may be accessed by other users or visitors to the service; 
 
• Mechanisms to communicate with other users, such as a message board, electronic mail, or instant 
messenger; and 
 
• Tools that allow users to search for other users according to the profile information they choose to 
make available to other users 
The European Commission has, as part of its extensive encouragement and support of the self-regulatory 
initiative of the SNS providers committed to monitoring the implementation of the Principles within one 
year of the signature of the agreement. This report is a part of that commitment. 
The core purpose of this report is to assess how the signatories of the Safer Social Networking Principles for the 
EU have considered the Principles, by analyzing the self-declaration reports3 submitted by the social networks 
between April 10th and June 17th 2009 and testing the corresponding SNS Services (25 services in total).  
                                                      
3All these reports are public and can be downloaded from the European Commission’s website: 
http://ec.europa.eu/information_society/activities/social_networking/eu_action/selfreg/index_en.htm#self_decl (link valid 
as of August 2009). 
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Of a total of 20 signatories, 19 reports are available (by the date the test was performed this report was 
written the self-declaration report from Giovani.it was not available). Below is a summary of the 
participating Social Networks, date of their accession to the Principles and date of submission of their self-
declarations. Please see Annex 4 of this report for more detailed information on the signatories and the 
relevant SNS services they offer.  
Signatories Date of accession to 
the Principles 
Date of submission of the 
self-declarations 
Arto 10 February 2009 15 April 2009 
Bebo 10 February 2009 17 April 2009 
Dailymotion 10 February 2009 10 April 2009 
Facebook 10 February 2009 16 April 2009 
Giovani.it 10 February 2009 Not Available  
Google 10 February 2009 15 May 2009 
Hyves.nl 10 February 2009 17 April 2009 
Microsoft Europe 10 February 2009 17 April 2009 
MySpace 10 February 2009 17 April 2009 
Nasza-klasa.pl 10 February 2009 1 May 2009 
Netlog 10 February 2009 28 May 2009 
One.lt 10 February 2009 17 June 2009 
Piczo 10 February 2009 16 April 2009 
Rate.ee 9 June 2009 9 June 2009 
Skyrock.com 10 February 2009 29 April 2009 
StudiVZ.de 10 February 2009 17 June 2009 
Sulake/Habbo.com 10 February 2009 15 April 2009 
Tuenti 12 June 2009 12 June 2009 
Yahoo!Europe 10 February 2009 17 April 2009 
ZAP.lu 10 February 2009 17 April 2009 
This report is meant to give a comprehensive and clear view of:  
• Safety measures taken by the signatories 
• The extent of implementation of the Principles in terms of compliance between what has been stated in 
the self-declarations vs. what was found when testing the measures and features on the Social 
Networking sites. 
 
In this first part of the report this is done by providing an overview of the implementation of the Principles 
by the group as a whole, by analyzing the coverage of different services under each principle, and what 
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specific types of measures have been implemented. The second part consists of individual testing reports for 
each SNS that has signed the Principles. 
Methodology 
 
As part of this assessment a test was conducted on a specified set of the measures implemented by the Social 
Networking Sites that have signed the self-regulatory agreement the “Safer Social Networking Principles for 
the EU”. The test has been developed by the two lead experts Bojana Lobe, University of Ljubljana, 
Slovenia and Elisabeth Staksrud, University of Oslo, Norway. In the draft stage, the testing questionnaire 
was submitted to the Social Networking Task Force for its comments as well as suggestions. The European 
Commission approved the final version. 
A team of 13 national experts, testing the main language version of the signatories’ sites, conducted the 
testing itself in October/November 2009. The national experts were given detailed instructions on how to 
perform the testing in order to ensure as much consistency in the testing process as possible.  
Of the 20 companies that signed the agreement some offer more than one service that is stated to comply 
with the Principles. This resulted in a total of 25 different services being tested. 
The child safety policies of the signatories were assessed in a two-step process: on the level of assessing self-
declaration against Principles, followed by assessment of what has been stated in SNS’s self-declarations 
against what has been observed on their services. 
Therefore, the test questionnaire consists of two parts for each principle. The first part closely resembles 
the main points of each Principle and introduces them in a question-like format in order to test whether the 
SNSs have addressed those points in their self-declarations. Following that, each of seven of the Safer Social 
Networking Principles is operationalized into quantitative indicators measured against various scales in 
order to perform a test on the sites themselves. The operationalization is mainly based on a coding scheme 
developed in an analysis of the self-declaration reports. The Social Networking Sites are then evaluated  
individually against the indicators. This enables us to make a thorough and comprehensive assessment of 
each SNS separately and yet all the data can be merged into a common data set to conduct an overall 
analysis and get a broader perspective across the SNSs on specific issues that apply to most of them.  
Direct comparisons between SNSs are limited, due to the specificity, purpose and different nature of each 
service. However, a limited degree of comparability was achieved through a standardized and closed testing 
questionnaire that experts had to fill in. Such questions are more likely to be understood in the same way, 
as there is less room for self-interpretation, which increases the validity of the results.  
For as much standardized reporting as possible, the instructions to national testers also provided details on 
how to structure and organize their national reports.  For each Principle, they were asked to focus on the 
extent to which the actions mentioned by SNSs in the self-declarations are in line with the Principles (based 
on the part of the questionnaire linked to the self-declaration). Further, they focused on whether the 
measures reported by the signatories in their self-declaration reports have been implemented the site and if 
so, was the implementation effective and how it worked on the site. Finally, they were asked to provide a 
global compliance table, for each Principle assessing the compliance between the self-declaration and the 
implementation of the measures on the site.  
The draft national reports have been submitted to the social networking companies for comments. Before 
finalizing the reports, national experts considered these comments where applicable.  
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Addressing ethical considerations of testing such sites, the national experts were asked to choose two 
imaginative nicks/testing names for testing purposes. In this way, the test avoided including any real under-
aged children and the potential risks that such actions could have resulted in.  
It is important to emphasize that this evaluation also has limitations. The participating Social Networking 
Sites are a diverse group offering different types of services, directed towards different types of audiences. 
The test design has therefore allowed for testing various types of services, and an assessment of the quality 
of implementation of some of these services. The test and subsequent reports are based solely on the self-
declaration reports from the SNS, and testing performed by independent, adult expert testers, and does 
thus not represent a direct analysis of the services as they are used by a regular (minor) user. Please also 
note the following. 
• Not all safety tools are relevant to all services. The services included in this report are different in 
terms of target groups, features, and aims. Hence, not all tools or measures will be relevant for all 
services. Therefore, if a particular SNS has not implemented a safety tool or policy, this does not 
necessarily constitute a safety “problem”.  
 
• Not stating does not imply not doing. The declaration form used by the services that signed up to 
the Principles has open ended questions. This means that not all relevant features, tools and policies 
may have been reported on, or are reported on in such a way that they could be operationalized for 
direct comparison. For instance, the statement that “we cooperate closely with the authorities” gives no 
indication whether illegal material found on the SNS is forwarded to the police. Similarly, several SNSs 
mention the use of “many tools” without further specifying which may result in them not being 
specifically registered as e.g. having a privacy policy, even if such policy should exist. 
 
• Safety is not an exact science. The view of risk, safety and what constitutes efficient protective 
measures in relation to children, youth and the Internet varies by country, culture, age, beliefs and so 
forth. This is also reflected in the safety approaches taken as described in the self-declaration reports. 
For instance, some will encourage the use of real names on their services, some require it, and so do 
not, or will not, display real names and require a “nick”. All approaches can be validly argued for on the 
basis of Internet safety, hence can be assessed as “compliant” even if diametrically different in practice. 
 
• A report represents a moment in time. All services reported on different times (between April 10th 
and June 17th2009), while testing was performed during Oct/November 2009. Changes occurring after 
the self-declaration was submitted and the testing performed have not been taken into account. In 
addition the testing process has allowed for the industry to submit additional information on the new 
features of their services that have been developed both since the self-declaration was submitted and 
since the testing occurred. This information can be found in separate reports published by the European 
Commission. 
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RESULTS 
What do the SNSs say they do?  
 
On an overall level the testers were asked to assess the compliance between the signed agreement and the 
self-declaration report submitted, for each Principle separately (for more information on the specifics of the 
Principles please refer to Annex 2). This could be done for all but one service (Giovani), where a self-
declaration report has not been submitted. For two SNSs, services were merged when assessing 
compliance: Habbo Hotel and IRC Galleria (Sulake) and StudiVZ and meinVZ (VZnet Netzwerke Ltd).  
 
Figure 1. N umber  of  SN Ss by  compl iance between Pr inci pl es  and se l f -decl ar at ion  repor t  
 
Figure 1 above shows that the assessed compliance varies between the Principles. The services are more in 
compliance with Principles 4-7 and less in compliance with Principles 1, 2 and 3. It can also be noted that 
very few of the submitted self-declarations are considered to not be in compliance with the Principles at all.  
Summarizing the compliance based on what the SNSs stated in their self-declaration versus what is stated in 
the signed Principles, the services were given a score of “2” for each compliant principle, and a score of “1” 
for each principle the partially complied with. No points were given for “not compliant”. Figure 2 below 
shows the distribution of services in terms of compliance.  
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Figure 2. Categor ies  o f  SNSs af ter  com pl iance be tween Pr i nc ip les  and se l f -dec l ara t i on .  
 
Excellent compliance was found with eight SNSs (full score of 14 points), eight services had good 
compliance (11-13 points), five services had fair compliance  (7-10 points), and one service scored only 
four points, hence, being assessed as having poor compliance between the signed Principles and what was 
reported in the self-declaration. 
Have the SNSs done what they say they have done? 
 
This section contains an overview of the combined level of compliance between the self-declaration report 
and the services tested as assessed by the expert testers – in short: How many of the signatories have done 
what they have said they have done in their self-declarations?  
Overal l level of  compliance  
 
Figure 3 below shows the distribution by level of compliance of the services. Only two services got a fully 
compliant score on all principles tested, while two services did not get any principles assessed as fully 
compliant when comparing the self-declaration report with the service itself. 
 
Figure 3. How m any Pr inc ip les  the soc ia l  networ ki ng  ser v ic es  h ave com pl ied wi th 
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Figure 4 below shows the distribution of services according to how many of the principles they have been 
assessed as being partially compliant with. Six services were assessed as partially compliant with two 
principles and two services were assessed as partially compliant with all five tested principles. Finally, when 
it comes to “not-compliant”, two services have been assessed as not compliant with one principle.  
 
 
Figure 4. How many of  the  Pr inc ip les  the  soci a l  net work ing ser v ices  h ave par t ia l l y  compl ied wit h 
 
The assessment in the figures above show that the SNSs are on different stages in terms of implementing the 
Principles. While very few are compliant with all or most Principles, many are partially compliant, and 
non-compliance is rare. 
Summarizing the compliance among the services based on what they stated in their self-declaration, the 
services were given a score of “2” for each compliant principle, and a score of “1” for each principle the 
partially complied with. No points were given for “not compliant”. Figure 5 below shows the distribution of 
services in terms of compliance.  
 
 
Figure 5. Categor ies  o f  SNSs af ter  com pl iance be tween se l f -dec lara t i on  and ser v ice  
 
Excellent compliance was found with two SNSs (full score of 10 points), 10 services had good compliance 
(8-9 points), 10 services had fair compliance  (5-7 points), while no service scored lower than 4 points 
(equivalent of e.g. 2 complied principles or 4 partially complied principles).   
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Overal l compl iance of Principle 1-7 among al l  signatories 
 
As part of the testing, all experts were asked to assess the compliance between what the signatories had 
stated in their self-declaration and what was found when testing the specific services. All principles except 5 
and 7, both relating to the reporting and handling of illegal content, were tested through a wide range of 
exercises. Figure 6 below provides an overview of the total result of the testers’ assessment of the 22 
services tested.4  
 
Figure 6. Tota l  testers ’  assessment  of  comp l i ance  bet ween SNS se l f -dec lara t ion  and ser v ic es by  
Pr inc ip le   
 
A majority of services complied with Principle 3 (“empower users”) with 16 compliant services and 6 
partially compliant, and Principle 6 (“Encourage safe use approach to Privacy”) with 15 compliant services 
and 6 services partially compliant. Also, many services were compliant with Principle 1 (“Raise awareness”) 
(12 compliant vs. 10 partially compliant).  
For Principle 2 (“Age-appropriate services”) and Principle 4 (“Easy to use mechanisms for reporting 
violations”) the compliance between what is stated in the self-declaration and what is observed on the 
service itself is the lowest, as more services are assessed as being partially compliant.  
Finally, non-compliance can only be found in three cases: two services under Principle 2 and once service 
under principle 6 were assessed as being not compliant. No service was found to be not compliant with 
more than one Principle (ref. to “overall level of compliance of SNS services” above). 
                                                     
4 Some signatories have included more than one service in their self-declaration report that has been tested and assessed for 
compliance separately. As there is no self-declaration report from Giovani, this service is not included in this table. Please refer 
to the Giovani testing report for more detailed information. For two SNSs, services were merged when assessing compliance: 
Habbo Hotel and IRC Galleria (Sulake) and StudiVZ and meinVZ (VZnet Netzwerke Ltd). 
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Evaluation of Principle 1 – “Raise Awareness” 
 
The first principle states that Social Networks should “Raise awareness of safety and education messages and 
acceptable use policies to users, parents, teachers and careers in prominent, clear and age-appropriate manner”. The 
principle is operationalized into five specific recommendations ("Safer Social Networking Principles of the 
EU," 2009: 6): 
• Providers should create clear, targeted guidance and educational materials designed to give children and 
young people the tools, knowledge and skills to navigate their services safely. 
• These messages should be presented in a prominent, accessible, easy-to-understand and practical 
format.  
• Service providers should provide clear information about what constitutes inappropriate 
behaviour. 
• Providers should offer parents targeted links, educational materials and other technical controls as 
appropriate with the aim of fostering dialogue, trust and involvement between parents and children about 
responsible and safer internet use. 
• SNS providers should ensure that such materials also empower teachers to help children use SNSs safely and 
responsibly. 
 
In order to test Principle 1, the testers were asked a variety of questions aimed at both assessing the location 
of the information (how easy it was to find) and the quality of the information (e.g. is it understandable for 
children and young people).  
Does the SNS provide targeted guidance and educational material? 
 
The availability of key awareness information, such as terms of use, were tested as a user thinking of signing 
up to the service, or a parent wanting to learn more about the service their child have signed up to. The 
availability of such information was therefore tested before user profiles were created on the respective 
sites.  
 
Figure 7. Ex is tence of  t ypes  of  in format ion on th e  S NS s i tes  for  po ten t ia l  users   
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Figure 7 shows that the majority of services provide key awareness information. Information on terms of 
use is the most frequently shown information. Safety tips/information for children and young people were 
stated to be found on 17 services. Two additional services were assessed not applicable during the test but 
actually provide safety tips/information for teenagers so the total number of services with information 
available for users below 18 years is 19.Information for parents and carers were found on 16 of the services, 
whilst the least safety tips and information is available for teachers (only five services).  
 
Figure 8. Form at  of  saf ety in format ion prov ided on the  SNS s i tes  
 
As shown in the figure above, the format of the information varies, with general textual information being 
the most common (22 services). The least common is general audio/video information (found on six 
services). External links/referrals to professional safety organizations and authorities were found on 18 of 
the 25 services. 
 
Is information presented in a prominent and accessible format? 
 
Looking at those types of information that was very easily or easily found on the services (figure 9 below), it 
is clear that terms of use/service and information on privacy is the most easily found. However, on one 
service, the terms of service/use was difficult to find, and on three services, the terms of use could not be 
found at all.  
Even after extensive searching the expert testers were not able to find information on terms of use/services 
for three services. This is considered a surprising result, as the terms of use/service can be regarded as the 
core regulatory tool between the service and its customers/users, and its content is vital for the user to 
understand in order be able to make informed decisions about their relationship with the site.  
Information for parents and carers was easily found on 14 services and safety tips/information of children 
was easily found on nine services.  For teachers information could only be found easily on four services. On 
five services information directed towards teachers was not seen as applicable to the service, on one service 
the information was found after considerable searching, whereas on 15 services the information for teachers 
could not be found at all.  
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Figure 9. Types  of  in format ion th at  are  eas i l y  f ound for  us ers  bef or e  s ign ing  u p 
 
The final recommendations in the signed agreement are that providers should offer parents targeted links, 
educational materials and other technical controls as appropriate with the aim of fostering dialogue, trust 
and involvement between parents and children about responsible and safer internet use and they should also 
ensure that this material can empower teachers so they can help children use SNSs safely and responsible. 
Half of the SNSs (12) stated in their self-declaration that they have such information available. Of these, 
information could be found very easily or easily on nine services, and could not be found at all on two 
services. Of the 12 SNSs that did not state that they had such information available, it was still found on 
seven of the sites (of which two had information very easily accessible).  
In addition, 18 signatories were found to have links and/or referrals to external safety organizations and 
authorities (such as Insafe, national hotlines, police, health authorities etc.). 
 
Do providers have clear safety information for chi ldren and teens?  
 
Testing if information that was targeted towards children and teens was easy to understand5 revealed that 
while most services will provide information that is assessed as easy to understand or sufficient, four 
services with information directed towards children and five services with information directed towards 
teens had information that was partly difficult to understand. One service was considered as having 
information that could not be understood by children, and one service was considered as having information 
that could not be understood by teens.  
                                                     
5 It should be noted that the large number of “not applicable services” is due to age restrictions on the sites; hence information for 
younger children is not relevant for sites where only teens are allowed. 
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Figure 10. I s  informat i on targe ted towards  c h i ldr en and t eens  easy  to  u nders tand? 
 
It should also be noted that while almost half of the SNSs (12) in their self-declaration reported having 
information specifically targeted towards children; only eight of them were assessed as having information 
that is very easy or sufficiently easy to understand by children. Out of the 15 services who reported in their 
self-declaration that they had such information for teens, ten were found to have information that is very 
easy or sufficiently easy to understand. 
Is it  made clear to users what constitutes inappropriate behavior?  
 
Figure 11. In f ormat ion  on and c ons equ ences  of  engagement  in  proh ib i ted behav iors /act ions  
ar e  c lear l y  s tated f or  users   
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All but one service6 was found to have information on content and conduct that is not allowed on the 
service. However, on five of these services the information was assessed as being difficult to understand for 
children and young people.  
 
Is safety information on specific risks provided?  
 
Figure 12. Fr equency of  saf ety in format ion found on spec i f ic  r isks  by  number  of  S NSs 
 
The information on specific risk that is most often found on services includes information on online 
bullying, hate speech, and risks of divulging personal information, followed by information on the risk of 
posting sexually provocative photographs.  
Out of all the 25 tested services, very few had information on the risks of inappropriate contact from adults 
with a sexual interest in children (seven services), the possibility of seeing or being the subject of images of 
child abuse (six services) or information on self-harm actions (three services). 
  
                                                     
6 Excluded here is one service where such information was assessed to be not-applicable to the type of service. 
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Example of best practice under Principle 1: 
 
A best practice example of providing easy access to all the different types of information (terms of 
use, privacy policy, safety policy, etc.) is Youtube.  
Safety tips and information for children and/or young people that are both easily  accessed and is 
easy to understand was found at Habbo Hotel, Hyves, MySpace, nasza-klasa, netlog, one.lt, 
rate.ee, SchulerVZ, Skyrock, IRC galleria, , Yahoo! Answers, Yahoo! Flickr, YouTube and Zap. 
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Evaluation of Principle 2 – “Age appropriate services” 
 
Principle 2 states that Social Networks should “work towards ensuring that services are age-appropriate for the 
intended audience”. In order to assess the implementation of such services, a differentiation has been made 
between 1) restrictions meant to ensure that those below the intended minimum age of the service cannot 
register (sign-up restrictions), and 2) restrictions aimed at ensuring age appropriate services when the user 
is already registered and a member of a social networking site. 
For the services included in this evaluation, the figure below shows the distribution of age-requirements for 
users that want to sign up to the services.7  
 
Figure 13. Overv iew of  m in imum age for  regis t rat ion  
 
A positive result is that most services have clear and transparent age requirements for users. Three services 
were found to have age requirements that were difficult to understand for children. On one site the 
information could not be found at all. 
A variety of techniques are used, often in combination, to prevent younger users from participating in the 
social network, or to ensure that the functionality available in the service (ref. principle 3) will be set up 
according to their age.  
                                                     
7 Please note that these requirements are on the basis of the information found on the sites and in the self-declaration of the 
services, and do not necessarily reflect the actual ability to sign up. Also, parental approval must be given for users under a 
certain age on some services that do not have a specific age limit.  
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Figure 14. Res tr ic t ions  a imed a t  ensur ing  age appropr i ate  s erv ic es  for  users accord ing to 
se l f -dec lara t ions  
 
Among restrictions aimed at ensuring age appropriate services for users, providing various means to limit 
exposure to potentially innappropriate content is the most often implemented (18 services use it), followed 
by promoting technical and legal constraints to assure minimum age requirement.  
Only seven services stated in their self-declaration that they promote parental control tools on their service. 
The testing of these services revealed that the parental control tools could easily be found on three of the 
services, not easily found on two services and not found at all on two services. Out of the three services 
where the information was found easily, it was also considered to be efficient. 
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Can 11-year olds have access to a restricted site?  
 
When testing this principle several profiles were used or attempted to be used: an 11-year old girl, and 15-
year old girl as well as an adult.  
All services tested used/asked for birthday data at the registration process. On four services the user had to 
state that they were above a certain age (e.g. by ticking a box), while e-mail verification/address for e-mail 
verification was required by 20 services. Out of those 20 services, the testers were able to sign up without 
verifying over e-mail on seven of them. 
 
  
Figure 15. Attempts  to  s ig n  up to age r es tr ic ted s i tes  
 
On three services intended to be age-restricted for 11 year olds, sign-up was not allowed. 17 services 
denied sign-up explicitly referring to the age restrictions on the site.  
Can an 11-year old get access to a restr icted site by changing her age? 
 
For services that restricted signing up, another attempt was made, with the same profile, but with a 
different birth-date pretending to be a 15-year old girl. On seven services the changing the date of birth/age 
was enough to grant access. On two additional services this could be done after a cookie was removed. All 
testers were later able to sign up with a new profile as an older user adhering to the age-requirements of the 
service on the same computer/device. 
 
Example of best practice for Pr inciple 2: 
 
Best practice examples of SNS who state that they take steps to deny access for under-ages users 
and are actually denying the access to those under-aged on the site are ARTO, Bebo, Facebook, 
Microsoft XBOX Live, MySpace, SchulerVZ, SkyRock, Tuenti, Yahoo! Answers and Yahoo! Flickr. 
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Evaluation of Principle 3 – “Empower users” 
 
The third principle “Empower users through tools and technology” covers the tools and technologies employed to 
assist users – children and young people – in managing their experience of the service. Recommendations 
for such tools according to the “Safer Internet Principles for the EU” (2009: 7-8) are:  
• Make private profiles for users below 18 not searchable 
• Set private profiles for users below 18 to private by default 
• Make private profiles viewable only to “friends”/people on the user’s contact list 
• Give users control over who can access their full profile 
• Give users control over who can post comments and content on their profile and the possibility 
to delete messages and other content 
• Give users the option to pre-moderate comments from other users before they are published 
on their profile 
• Provide easy-to-use tools for reporting inappropriate contact or content from other users8 
• Educate parents about available tools. 
 
Are profi les of underage users set to private by default? 
 
Statements that profiles were set to private by default for users below 18 years were given by 14 SNSs in 
their self-declarations. After testing, this was found to be true in only seven of the cases. It is also 
interesting to note that of the SNSs that did not give such claim in their self-declaration report, the test 
revealed that six additional SNSs had such a mechanism on their site. 
 
Figure 16. Tes t ing  i f  users  h ave to change se t t i ngs  for  persona l  inf orm at i on to be  v is i bl e to  
o ther  us ers  on  SNSs s tat ing  in  th e ir  s e l f - dec lar at ions  th at  pr of i les  f or  under -aged users  
ar e  se t  to  pr i vate  by  defau lt  
                                                     
8 For elaboration on the implementation of this point, please refer to Principle no.4 and Principle no.5.  
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Are private profi les of users below 18 searchable? 
 
As part of the testing, all testers created several profiles on the service, both as underage users, and as 
adults. To test if private profiles of users were searchable, the testers used their adult testing profile to 
search for (one of their) child profiles.  
 
 
Figure 17. Tes t ing  resu l ts  wh en search ing f or  prof i les  o f  u nder -aged users   
 
Profiles of the youngest children (12 years or younger) were found on eight services, while profiles for 
users 16 years or younger were found on 12 services. In addition 11 services allowed the profiles of 
underage users (11 and/or 15 year olds) to be available though common search engine(s). 
 
Who can post comments on a user’s prof ile? 
 
The figure below shows that on 11 services only the user’s friends can post comments on their profiles 
while in 12 cases all users can post comments. Further, only one service requires the approval of comments 
by friends before being published and two services enable that for the comments from all users.  
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Figure 18. Wh o can post  c omments on user ’s  prof i le?  
 
If we compare the ability to post comments with the visibility of information (below) we see that the ability 
for other users to post comments on the profiles of underage users are linked to the profile status of the 
latter. Users whose profiles are set to strictly private are more likely to have only friends being able to post 
comments (7 of 10 services).  
 
Figure 19. Wh o can post  c omm ents  on prof i les  o f  under -aged us ers  by  the i r  pr i vacy  s et t ings 
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For one service other users can post comments on your profile, even if only your friends can see your 
personal information. Vice-versa, on one service only friends can post comments, but personal information 
is visible to all users.  
 
Can users control who can access their ful l profi le?  
 
On 24 services the testers were able to block a friend and on 21 services a friend request could be rejected, 
while on two services (both stating in their self-declaration that the user would have control over who could 
access their full profile) this could not be confirmed. 
 
Figure 20. V is ib i l i ty  o f  personal  i nformat ion on th e ser v ice  
 
The above figure shows that on a total of 17 services the user's personal information (some or all) is visible 
only to their friends. Ten out of these 17 services enable the user's full information to be private and only 
visible to their friends.  
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Can users remove content from their own profile?  
 
Users can delete/remove postings on their own profile on 22 services, while 18 services allows for users to 
delete/remove pictures on their profile.  
In addition, nine services notify the user when they are identified (tagged) in pictures posted on other 
people’s profiles, but no one has the option of allowing the user to approve the photo before it is published. 
On eight services, information about tagging could not be found. 
 
Example of best practice for Pr inciple 3: 
 
Best practice examples of SNS where users’ personal information is visible only to their friends are 
Facebook, Giovani, MySpace, One.lt,  SchulerVZ, Habbo, Tuenti, Windows Live, Yahoo! Answers 
and Yahoo! Flickr. 
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Evaluation of Principle 4 – “Easy-to-use mechanisms for reporting 
violations”  
 
In order to comply with principle 4 “Provide easy-to-use mechanisms to report conduct or content that violates the 
terms of service”: 
• Providers should provide a mechanism for reporting inappropriate content, contact or behavior 
as outlined in their Terms of Service, acceptable use policy and/or community guidelines. 
These mechanisms should be easily accessible to users at all times and the procedure should be 
easily understandable and age-appropriate. 
• Reports should be acknowledged and acted upon expeditiously. 
• Users should be provided with the information they need to make an effective report and, 
where appropriate, an indication of how reports are typically handled. 
 
In order to test principle 4, the social networking sites were sent the following message from the expert 
testers on their service(s) if at all possible9: 
“I am writing to you because someone is sending me scary messages.  
What should I do about this? Please help me.” 
 
This message was carefully designed and worded to be a general request, and would in most cases be sent 
from the profile of a registered, underage user of the site (in most cases an 11 year old, in a few cases a 15 
year old, pending on the overall age restriction of the SNS site). In this message, the SNS is asked to give 
specific advice on how the user themselves should handle this. The message does not mention the SNS in 
particular. It is also a general cry for help. On a few services it was not possible to send a general request, 
asking for help, but rather requests pre-defined by the SNS. In these cases the tester was asked to send the 
pre-defined report that resembled the original message the most. 
As the signatories are very diverse in the services they provide, this message might not be fully relevant to 
all the 20 social networking sites that have committed to the principles. However, it is deemed that an 
underage user asking for advice and help from a professional party should receive some sort of feedback, 
preferably with information relevant to the request sent. The way the message is worded should also 
prompt a personal response.  
 
Are reporting mechanisms easy to understand?  
 
All services had some type of reporting mechanism available. A majority of them (19 services) were found 
to have a link/information available all the time on where to report content that bothered the user and/or 
was a violation of terms. Similarly, 18 services were found to have information available all the time on 
                                                      
9 Two services (Microsoft Xbox Live and Yahoo Flickr) could not be tested for technical as well as ethnical reasons. Please refer 
to the individual testing reports of these services for more information. In addition the testing of StudiVZ/MeinzVZ was tested 
and reported as one service.  
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where to report other users that bothered them/violated the terms, while on four services such information 
was found only after considerable searching. 
The reporting mechanism on 15 of the services were considered to be easy to understand for children and 
young people, while eight were considered not to be. 
Are reports acknowledged?  
 
Of a total of 24 services with a self-declaration report, less than half (10) stated that reports from users 
were acknowledged to the user. During the testing, such acknowledgement could only be confirmed among 
seven of these signatories, while three did not give any feedback to the tester. Among the 13 services that 
did not give information on acknowledgement of reports from users, six did send such information. In sum 
14 services complied with the recommendation, including one service originally assessed as “not applicable” 
to the recommendation. 
Are reports acted upon expedit iously?  
 
Figure 21 below gives an overview of the response time of the SNSs. Only relevant feedback is listed as a 
response, hence automatic responses only stating that the message has been received and will be reviewed 
are not deemed sufficient to be listed as a full “reply”.  
 
Figure 21. Res ponse t ime to us ers  ask ing  the  s oc ia l  ne twork ing  ser vices  f or  he lp  
 
Of a total of 2210 services tested, 13 did not give any reply to the message asking for help in the testing 
period, two replied within a week (3-4 days), while seven11 replied within 24 hours.  
                                                     
10 Two services (Microsoft Xbox and Yahoo Flickr) were not tested for both practical and ethical reasons. Two services (StudiVZ 
and MeinzVZ) were tested together and reported as one, bringing the total number of services to 25. 
11 In one of these cases the reply did not reach the tester, but after consulting with the SNS it is clear that a reply was sent. 
Less than 24 
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Example of best practice under Principle 4: 
 
Best practice of SNSs that provide easy to understand report mechanisms and send 
acknowledgement after reports are ARTO, Bebo, Dailymotion, Facebook, Giovani.it, Hyves, 
MySpace, Nasza-Klasa.pl, Netlog, Piczo, Rate, SkyRock and Yahoo! Answers.  
Best practice examples of SNSs that replied to the request from an underage user asking for help 
are Arto, Dailymotion, Hyves, Microsoft Windows Live, Myspace, rate.ee, Sulake (Habbo and 
IRC- Galleria), and Google (YouTube).   
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Evaluation of Principle 5 – “Respond to notifications of il legal 
content/conduct” 
 
Principle 5 states that Social Networking Services should “Respond to notifications of illegal content or conduct”. 
While efficient processes for handling such notifications should be in place, it is clear that as the nature of 
the services, national legislation and often unclear jurisdiction varies, only a very overall picture can be 
presented.  
Reviewing the self-declarations it is clear that most services (22 of 24 services with a self-declaration report) 
state that they share reports of illegal content or conduct with relevant law enforcement bodies and/or 
hotlines.  In addition, 19 explicitly state that they have effective processes for reviewing and removing 
illegal content or conduct. Finally, 16 of them state that they feature links to relevant local agencies or 
organizations. The SNSs RATE, ARTO, Facebook, MySpace, SchulerVZ, StudiVZ, MeniVZ, Habbo, IRC 
Galleria, Piczo, One.lt, Hyves, Netlog, Yahoo! Flickr and Youtube all state to have implemented all these 
measures. 
For ethical and practical reasons responses to reports of illegal content and conduct could not be directly 
tested in this evaluation. 
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Evaluation of Principle 6 – “Encourage a safe use approach to 
privacy” 
Principle 6 requires that the Social Networks “Enable and encourage users to employ a safe approach to personal 
information and privacy”. Specifically providers should 
• provide a range of privacy setting options and information easily accessible for the user  
• consider the implications of automatically mapping information provided during registration onto 
profiles, make users aware when this happens, and should consider allowing them to edit and make 
public/private that information where appropriate. 
• give users the ability to view their privacy status or settings at any given time  
 
On more than half of the services (14) the testing found that the user had control over the display of their 
online status  (if other people could see if they were online), while five services did not provide this option 
to the user. On five additional services the testing could not assess if this feature existed, while one was 
deemed “not applicable”.  
What personal  information is typical ly asked for when creating a prof ile? 
 
Figure 22. Per sonal  in f ormat ion  asked for  when cr eat ing a prof i le  by  number  of  SNSs 
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As indicated in the above figure, the most frequently asked for personal information during the creation of a 
new account are email address, real name and gender.  
Four services allow users to submit their personal security/identification number and ask for their political 
sympathies and religious affiliation  
 
What personal  information is automatical ly inserted into a profi le 
 
 
Figure 23. Pers onal  in f ormat ion au tom at ica l ly  d isp layed in  prof i le  
 
The most frequently automatically inserted personal information is gender and real name (both first and 
last) followed by age. Profile pictures are automatically uploaded on every fourth service. One service 
automatically displays the user’s phone number.  
 
Is it  easy to change privacy settings? 
 
Testers found that privacy settings could be easily changed on all services except one.  
Further, assessing whether providers had privacy options supported by information that encourage users to 
make informed decisions about the information they post online, the testers checked if they got safety 
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tips/and or information about publishing personal information when they were about to publish 
information on their profile. In the self-declarations, 11 providers stated having such information, while this 
could only be confirmed for six of the services when it come to textual information and confirmed for seven 
services when trying to upload a photo on ones profile. In addition such information was found on two 
services for textual information and five services for photo – that had not mentioned this in their self-
declaration report.  
 
How easy is it  to delete the profile? 
 
In addition to the privacy settings recommended in the Principles, a special test was done to assess how easy 
it was to find information on how to delete one’s profile and what would happen to your personal 
information should you do so.  
It should be emphasized that as this is not a specific situation addressed by the industry in the Principles, 
none of the signatories had elaborated on such practices in their self-declaration. 
 
 
Figure 24. Avai l ab le in f or mat ion on  de let ing  or  deact ivat ing  prof i les  on th e  SNS ser v ices   
 
The above figure shows that a majority of services provided a clear link/button for deleting/deactivating 
the account as well as easy to understand information on how to delete/deactivate one’s profile. 
4
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6
13
8
14
7
8
8
12
5
18
18
Provides information on how personal 
information may be used after profile is deleted
Provides information on what personal 
information the SNS collects/retains after 
profile is deleted
Profile can only be deactivated, not deleted
Provides easy to understand information on 
how to delete/deactivate profile
Provides a clear link/button provided for 
deleting/deactivating profile
Yes No Does not say
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At the same time five services do not allow for profiles to be completely deleted and on six services this 
information could not be found. There is also a lack of information on what personal information the SNS 
collects and/or retains after a profile is deleted (could not be found on 13 services) and how this personal 
information may be used (could not be found on 17 services).   
 
Best practice example for Pr inciple 6: 
 
Best practice examples of SNS that provide safety tips and/or guidance to users before they  
publishing personal information and when they are about to upload a photo on their profile are 
Bebo, MySpace, Habbo and IRC Galleria.  
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Evaluation of Principle 7 – “Reviewing illegal or prohibited 
content/conduct” 
 
The last principle pertains to the reviewing of illegal or prohibited material on the sites. According to the 
signed principles the SNS providers should “during the normal course of developing and managing SNSs, assess their 
service to identify potential risks to children and young people in order to determine appropriate procedures for reviewing 
reports of images, videos and text that may contain illegal and inappropriate/unacceptable/prohibited content and/or 
conduct”. Listed examples of such procedures are ("Safer Social Networking Principles of the EU," 2009: 9): 
•  human and/or automated forms of moderation 
•  technical tools (e.g. filters) to flag potentially illegal or prohibited content 
•  community alerts 
•  user-generated reports 
 
In addition attention and warning is given to the risk of employing or using human moderators who are 
unsuitable for working with children or young people.  
As with Principle 5, for ethical and practical reasons Principle 7 could not be tested in this evaluation. 
However, analyses were made of the self-declarations submitted, giving indication to the various 
approaches taken by the different SNSs that have signed up to the principles. 
 
Figure 25. Repor ted  s teps  taken by  S NSs to  “ r ev iew i l lega l/proh ib i ted content ”  
 
The figure above shows that according to the SNS’s own self-declarations the most frequently employed 
step in reviewing illegal/prohibited content is the use of human and/or automated forms of moderation.  
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19
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23
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Use human and/or automated forms of moderation
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that may be unsuited for work which involves real-
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Employing technical tools to flag potentially illegal 
or prohibited content
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Respond to user-generated reports
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Annex 2. Safer Social Networking Principles12 
 
Principle 1:  Raise awareness of safety education messages and acceptable 
use policies to users,  parents,  teachers and carers in a prominent,  clear and 
age-appropriate manner 
 
Providers should create clear, targeted guidance and educational materials designed to give children and 
young people the tools, knowledge and skills to navigate their services safely.  
 
These messages should be presented in a prominent, accessible, easy-to-understand and practical format 
(e.g. on a help pages and/or in locations where the user makes a decision about how to use the service).  
 
Service providers should provide clear information about what constitutes inappropriate behaviour. This 
information should be easily accessible and include information about the consequences of breaching these 
terms. Providers should explore other ways to communicate this information outside of the Terms and 
Conditions.  
 
Parents play a crucial role in their child’s internet safety and this role is often best fulfilled when a parent is 
able to discuss safety issues with their child in an open and informed way. As such, providers should offer 
parents targeted links, educational materials and other technical controls as appropriate with the aim of 
fostering dialogue, trust and involvement between parents and children about responsible and safer internet 
use.  
 
Teachers and other carers also play a crucial role in promoting the safe use of SNSs by children and SNS 
providers should ensure that such materials also empower teachers to help children use SNSs safely and 
responsibly. 
 
Principle 2: Work towards ensuring that services are age-appropriate for the 
intended audience13 
 
Providers should, in the normal course of developing and managing SNSs, consider how their service may 
be associated with potential risks to children and young people, where it is intended for them to use the 
service14 15. Service providers should seek to limit exposure to potentially inappropriate content and 
                                                      
12 This Annex lists the Principles. For the full text of the agreement, including background information, please refer to 
http://ec.europa.eu/information_society/activities/social_networking/docs/sn_principles.pdf. 
13
 The intended audience as outlined in each  providers’ Terms of Service 
14
 The intended audience as outlined in each  providers’ Terms of Service 
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contact. Measures that are available or appropriate to each service will vary in each case16, but may include 
for example: 
 
• making clear when services are not appropriate for children and young people or where a minimum 
registration age applies; 
• taking steps to identify and delete under-age users from their services; 
• taking steps to prevent users from attempting to re-register with a different age if they have 
previously been rejected for being below the minimum age (if their terms require a minimum age), 
such as employing cookies; 
• working within technical and legal constraints to promote compliance with minimum age 
requirements; 
• promoting the uptake of parental controls which allow parents to manage their children’s use of the 
service; 
• providing means for content providers, partners or users to label, rate or age restrict content 
where appropriate17; 
• only showing certain professionally produced content certain times of the day. 
 
Principle 3:  Empower users through tools and technology 
 
Providers should employ tools and technologies to assist children and young people in managing their 
experience on their service, particularly with regards to inappropriate or unwanted (but not illegal) content 
or conduct. Service providers should make an assessment of what measures to implement based on the 
services being offered and the intended audience.   
The measures that can help minimise the risk of unwanted or inappropriate contact between children and 
young people and adults may include for example:  
 
• taking steps to ensure that private profiles of users registered as under the age of 1818 are not 
searchable (unless the user actively consents for their profile to be searchable), either on the service 
or via search engines;  
                                                                                                                                                                           
15
Each SNS is different in terms of target audience, the range of activities users can engage in, the platforms on which they can 
be consumed and the countries in which they are available. These factors will affect the range and extent of the risks that may 
affect children and young people when using the site.  Assessments of what constitutes inappropriate content for children and 
young people also varies.   
16The same combination of factors as listed in the previous footnote will determine what measures are appropriate to address the unique 
set of challenges and potential risks to users on a particular service.  In addition, service providers may also be required to comply with 
specific local legal requirements pertaining to children’s privacy, which may affect how the service is operated in any given jurisdiction. 
For example, it is common for US-based service providers to adopt a minimum age of 13 years for their services.  This reflects the 
requirements of the Children’s Online Privacy Protection Act (COPPA), which only allows providers to collect data without parental 
consent from users over 13 years old.   In the absence of specific local legal requirements, however, service providers will adopt a default 
specification for their product which is determined by a range of factors such as company policy, adherence to industry good practice or 
the prevailing law in their principle market. 
17
 For example, the Broadband Stakeholder Group’s good practice principles on audiovisual content information.  See 
http://www.audiovisualcontent.org/  
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• setting the default for full profiles to ‘private’ or to the user’s approved contact list for those 
registering under the age of 1819 (some service providers set the profile default as ‘private’ for all 
users);  
• ensuring that setting a profile to private means that the full profile cannot be viewed or the user 
contacted except by ‘friends’ on their contact list (users may actively choose to change their 
settings to public or equivalent); 
• giving users control over who can access their full profile by, for example, being able to block a 
user from viewing their profile and 'reject' friend requests; 
• giving users the option to allow only direct friends to post comments and content to their profile or 
to delete unwanted comments; 
• giving users the option to pre-moderate comments of other users before being published on their 
profile; 
• providing easy-to-use tools for users to report inappropriate contact from or conduct by another 
user;  
• educating parents about available tools, both for wider internet access (for example, the benefits of 
using filtering tools and/or parental controls20) and the tools, information and advice provided to 
parents by social networking sites to help them protect young people.  
 
Principle 4: Provide easy-to-use mechanisms to report  conduct or content 
that violates the terms of service 
 
Providers should provide a mechanism for reporting inappropriate content, contact or behaviour as outlined 
in their Terms of Service, acceptable use policy and/or community guidelines. These mechanisms should be 
easily accessible to users at all times and the procedure should be easily understandable and age-appropriate. 
 
Reports should be acknowledged and acted upon expeditiously. 
Users should be provided with the information they need to make an effective report and, where 
appropriate, an indication of how reports are typically handled. 
 
  
                                                                                                                                                                           
18
 The 18+ age requirements may be difficult for services that have already been developed around the legal age of consent, 
e.g. 16 years. However, future services should consider using 18 years.  
19
 The 18+ age requirements may be difficult for services that have already been developed around the legal age of consent, 
e.g. 16 years. However, future services should consider using 18 years  
20 See some of the solutions at "Study on Safer Internet Programme BENCHmarking of Filtering software and services" at 
http://www.sip-bench.eu/index.html 
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Principle 5: Respond to notif ications of I l legal content or conduct  
 
Upon receipt of notification of alleged illegal content or conduct21 providers should have effective processes 
in place to expeditiously review and remove offending content. 
 
Service providers should have in place arrangements to share reports of illegal content or conduct with the 
relevant law enforcement bodies and/or hotlines.  These arrangements will depend on local jurisdiction and 
applicable law, as well as the existence of effective reporting frameworks.  
 
Providers may consider including links to other local agencies or organisations, for example the relevant 
InHope services and law enforcement agencies. Where there is an immediate threat to safety or life, users 
should be advised to contact the emergency services by, for example, phoning 999 (UK) or 112 (EU).  
 
Principle 6: Enable and encourage users to employ a safe approach to 
personal information and privacy 
 
Providers should provide a range of privacy setting options with supporting information that encourages 
users to make informed decisions about the information they post online. These options should be 
prominent in the user experience and accessible at all times22.  
 
Providers should consider the implications of automatically mapping information provided during 
registration onto profiles, make users aware when this happens, and should consider allowing them to edit 
and make public/private that information where appropriate.   
 
Users should be able to view their privacy status or settings at any given time.  Where possible, the user’s 
privacy settings should be visible at all times.  
 
  
                                                      
21
 In the context of child protection, illegal content and conduct in this context refers to child abuse images and grooming 
respectively. 
22
 Social networks are used for myriad purposes and by a wide range of users.  Different services have different profile formats 
which allow users to share different information about themselves, for example some providers encourage users to create 
nicknames and post avatars and create a novel online identity.  These formats vary between sites. 
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Principle 7: Assess the means for reviewing i l legal or prohibited23 
content/conduct 
SNS providers should, during the normal course of developing and managing SNSs, assess their service to 
identify potential risks to children and young people in order to determine appropriate procedures for 
reviewing reports that images, video and text may contain illegal and 
inappropriate/unacceptable/forbidden content and/or conduct.  
There is a range of procedures which can be used to promote compliance with the Terms of Use, 
Acceptable Use Policy and/or House Rules. These may include for example: 
 
• human and/or automated forms of moderation; 
• technical tools (e.g. filters) to flag potentially illegal or prohibited content; 
• community alerts; 
• user-generated reports. 
 
Some providers employ human moderators who interact in real-time with children or young people.  Such 
providers should take reasonable steps (working within good practice frameworks24 where possible or legal 
frameworks as applicable), to minimise the risk of employing candidates who may be unsuitable for work 
which involves real-time contact with children or young people.     
  
                                                      
23
 Prohibited content/conduct as defined by Terms of Use, Acceptable Use Policy and/or House Rules  
24
Home Office Internet Task Force Good Practice Guidance for the Moderation of Interactive Services for Children 
http://police.homeoffice.gov.uk/publications/operational-policing/moderation-document-final.pdf 
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Annex 3. Testing Questionnaire 
 
Name of SNS being reviewed  
URL of SNS  
Date of testing  
Name of tester  
Nicknames to be used for testing (please list 
all) 
 
Contact e-mail for tester  
Contact phone for tester  
Other contact info for tester  
Browser used for testing Chrome Firefox Internet 
Explorer 
(7/8) 
Opera Safari Other, 
Please 
specify 
Principle 1:  Raise awareness of safety education messages and acceptable use policies to users, parents, teachers and carers 
in a prominent, clear and age-appropriate manner 
 
According to its self-declaration:  
 
 
Yes (relevant 
quote from the 
self-declaration) 
No info 
provided in 
the self-
declaration 
Not applicable
25
 to this 
SNS (relevant quote from 
the self-declaration) 
Does the provider include information on terms of use in 
their self- declaration? 
     
Does the provider include information on safety in their self- 
declaration? 
   
Does the provider include information on privacy in their self- 
declaration? 
   
Does the provider state that the safety information is 
targeted (info specifically targeted at children)? 
     
Does the provider state that the safety information is 
presented in a prominent way? 
   
Does the provider state that the safety information is 
accessible? 
   
Does the provider state that the safety information is easy to 
understand? 
   
Does the provider state that the safety information is    
                                                      
25 If the provider has indicated in the self-declaration an explanation why this optional recommendation is not part of the service, 
please note that explanation in the ‘not applicable’ column 
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presented in a practical format? 
Does the provider state that the safety information provides 
guidance regarding inappropriate content and conduct and 
information on the consequences of breaching the Terms of 
Service? 
   
Does the provider state that the service includes information 
on links to educational material and technical controls for 
parents? 
   
Does the provider state that the service provides advice/link 
to advice for teachers? 
   
WITHOUT REGISTERING AS A USER, PLEASE ANSWER THE FOLLOWING QUESTIONS: 
 
I can find the following information about 
the SNS on the site itself: 
Yes, 
very 
easily 
Easily Partly 
easily/partly 
difficult 
Difficult Very 
difficult 
I 
could 
not 
find 
it 
N/A 
to 
this 
SNS 
Comment? 
Terms of use/service         
Safety policy         
Privacy policy/information         
Code of conduct
26
          
Safety tips/information for children         
Safety tips/information for parents  
and carers  
        
Safety tips/information for teachers         
Links to educational material or 
organizations active in child safety  
        
Other (according to self-declaration)         
 
 
  
                                                      
26 A code of conduct is a set of rules outlining the responsibilities of or proper practices for an individual. 
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PLEASE LOOK AT HOW THE SAFE USE INFORMATION TO THE DIFFERENT TARGET GROUPS IS  
PRESENTED ON THE S ITE .  CONSIDERING THE TARGET GROUP THE INFORMATION IS  INTENDED FOR 
-  DO YOU BELIEVE THE INFORMATION TO BE:  
 
FOR TEACHERS 
Yes, very  Sufficiently Some parts are 
easy, some 
parts are 
difficult 
No Not 
applicable to 
this SNS 
Comme
nt? 
Easy to understand?       
Easy to access (less than 15 seconds
27
)?      
Exhaustive?      
All material is available in (insert language)      
 
FOR PARENTS 
Yes, very  Sufficiently Some parts are 
easy, some 
parts are 
difficult 
No Not 
applicable 
to this SNS 
Comment
? 
Easy to understand?       
Easy to access (less than 15 seconds)?      
Exhaustive?      
All material is available in (insert language)      
 
FOR CHILDREN (<13) 
Yes, very  Sufficiently Some parts are 
easy, some parts 
are difficult 
No Not 
applicable to 
this SNS 
Comme
nt? 
Easy to understand?       
Easy to access (less than 15 seconds)?      
Exhaustive?      
All material is available in (insert language)      
FOR TEENAGERS 
Yes, very  Sufficiently Some parts are 
easy, some parts 
are difficult 
No Not 
applicable to 
this SNS 
Comme
nt? 
Easy to understand?       
Easy to access (less than 15 seconds)?      
Exhaustive?      
All material is available in (insert language)      
  
                                                      
27 Research shows that one second is the limit for the user’s flow of thought to remain uninterrupted, while 
10 seconds is about the limit for keeping the users attention focused on the dialog online. 15 seconds is 
therefore quite long. (Ref. Jakob Nielsen’s “Designing web usability). 
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What kind of safety information is provided at this SNS 
(please choose all that apply)? 
Yes No Comment? 
General textual info    
General audio/video info    
Concrete examples (e.g. anecdotes, information on concrete 
consequences of safety threats etc) 
   
Information/tips for children and young people    
Information on safety settings of the user’s profile    
External links/referrals to professional safety organizations 
and authorities (e.g. Insafe, national hotline, police, health 
authorities etc.) 
   
 
 
In their terms of service/use and/or codes of conduct does 
the SNS clearly list the following: 
Yes Yes, but it is 
difficult to 
understand for 
children/young 
people 
No/I 
cannot 
find this 
info 
N/A to 
this 
SNS 
Commen
t? 
Content that is not allowed on the social network (e.g. 
pornographic or racist content) 
     
Conduct (behavior/actions) that is not allowed (e.g 
bullying, harassment, racist comments) 
     
Consequences of engagement in prohibited 
behaviour/actions (e.g. your user profile/messages/ 
photos might be deleted, or police contacted) 
     
Age requirements      
 
 
Is there any information provided on specific risks 
regarding using online services? 
Yes, I can 
find it on 
the site 
No/I cannot 
find this info 
N/A to 
this SNS 
Comment? 
The possibility of seeing or being the subject of images of child abuse 
    
Hate speech 
    
Pornography or sexual content 
    
Violence     
Inappropriate contact from adults with a sexual interest in children     
Bullying     
 12 
Divulging personal information     
Posting sexually provocative photographs     
Information on self-harm actions (anorexia, suicide etc)  
    
Other, please list:     
 
Principle 2: Work towards ensuring that services are age-appropriate for the intended audience 
 
According to its self-declaration: 
Recommendation: Limit exposure to potentially 
inappropriate content and contact. For 
example: 
Yes (relevant quote from 
the self-declaration) 
No info provided in the 
self-declaration 
Not applicable to this 
SNS (relevant quote 
from the self-
declaration) 
Does the provider outline in the self-
declaration how it is made clear to users when 
services are not appropriate for children and 
young people? 
 
      
Does the provider outline in the self-
declaration how it is made clear to users where 
a minimum registration age applies? 
   
Does the provider in their self-declarations 
outline the steps taken to deny access under-
age users from their services? 
      
Does the provider in their self-declarations 
outline the steps taken to deleting under-age 
users from their services? 
   
Does the provider in their self-declarations 
outline the steps taken to prevent users from 
attempting to re-register with a different age if 
they have previously been rejected for being 
below the minimum age (if their terms require 
a minimum age)? 
      
Does the provider in the self-declaration 
indicate how compliance with minimum age 
requirements is promoted (within technical 
and legal constraints)? 
      
Does the provider in the self-declaration 
outline how uptake of parental controls is 
promoted on the service? 
      
Does the provider in the self-declaration 
outline what functionality is provided for 
content providers, partners or users to label, 
rate or age restrict content that is provided?    
      
Does the provider in the self-declaration 
outline that certain professionally produced 
content is only shown at particular times of the 
day? 
      
Does the provider in the self-declaration 
outline other means they have employed 
to limiting exposure to potentially 
inappropriate content? 
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Does the provider in the self-declaration 
outline other means they have employed 
to limit exposure to potentially inappropriate 
contact? 
   
PLEASE ATTEMPT TO  S IGN UP AS  AN ADULT USER .  WHEN S IGNING UP,  PLEASE STOP AT EACH 
STAGE MAKING SURE THAT  YOU ARE ABLE TO RESPOND TO THE NEXT SECT ION OF QUESTIONS.  
DEPENDING ON THE SNS THE INFORMATION PROVIDED BY THE SNS MIGHT NOT  COME IN THE SAME 
ORDER AS THE  QUESTIONS IN THE FOLLOWING SECTION.  
 
      
When signing up to the SNS it requires you to submit the following 
information: 
Yes No No/I 
cannot 
find 
this 
info 
N/A 
to 
this 
SNS 
Comment? 
Birthday data at the registration process      
Statement that I am above a certain age (e.g. by ticking a box)      
E-mail verification*/address for e-mail verification      
*If e-mail verification DO NOT verify over e-mail  yet: 
I am able to sign in even without verifying my e-mail address first 
(e.g. without clicking on a verification link sent over the e-mail)  
     
 
Now please make new attempts  to s ign up as speci f ied  below,  using  the SAME 
COMPUTER:  
The SNS allows 
me to sign up 
because the 
service is not age 
restricted 
The SNS is intended 
to be age restricted 
but it allows me to 
sign up anyway 
The SNS 
denies the 
signing up 
due to age 
restrictions 
The SNS 
denies the 
signing up, 
but I am 
not told 
why 
N/A to this 
SNS 
Comment? 
Sign up as a 11 year old 
child using 06.06.98 as 
date of birth 
      
Sign up again as a 15 year 
old child using 06.06.94 as 
date of birth 
      
IF PREVIOUS ATTEMPTS 
ARE REFUTED: Sign up 
again as a 15 year old child 
using 07.07.94 as date of 
birth 
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PLEASE S IGN IN AGAIN TO THE SNS,  US ING THE YOUNGEST IDENTITY THAT IS  WITHIN THE RULES 
OF THE SNS YOU ARE TEST ING ( IF  THE  SNS  IS FOR ALL  USERS/YOUNGER USERS,  USE  THE 11-YEAR 
OLD,  I F THE  SNS  IS  FOR OLDER USERS,  USE YOUR 15 YEAR OLD IDENTITY) .  IF  YOUR ATTEMPTS TO 
S IGN UP ARE  REFUTED PLEASE REMOVE THE COOKIE  FROM YOUR COMPUTER.28 I F  THIS  DOES NOT 
WORK,  PLEASE CHANGE COMPUTER AND LOG IN AGA IN.  
 
I have successfully signed in as 
Ye
s 
Yes, 
but I 
had to 
remov
e 
cookie
s first  
Yes, but 
I had to 
change 
compute
r 
No, I 
had 
to 
move 
on to 
the 
next 
user 
profil
e 
N/A 
to this 
servic
e 
Comment
? 
An 11-year old user       
A 15 year old user       
No need to sign in, access open        
 
Parental control tools Yes, I can find it on 
the site
29
 
No/I cannot find 
this info 
N/A to 
this SNS 
Comment? 
Does the SNS provide any parental control tools?     
 
 
As a parent: Yes No/I 
cannot 
find 
this 
info 
N/A 
to 
this 
SNS 
Comment? 
I can easily find the information on how to use parental control tools on the site     
I can easily understand how to use the available parental control tools.     
I can monitor my child’s activities on the SNS.     
I have to verify my child’s profile over the email before it can be used.      
I consider available parental control tools efficient.     
  
                                                      
28 Find information on how to do this on http://www.aboutcookies.org/Default.aspx?page=2 for the browser you 
are using. 
29 If yes, please answer the following set of questions about parental control tools 
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Principle 3:  Empower users through tools and technology 
 
According to its self-declaration: 
Recommendation: Employ tools and 
technologies to assist children and young 
people in managing their experience on their 
service. For example: 
Yes (relevant quote 
from the self-
declaration) 
No info provided  Not applicable to this SNS 
(relevant quote from the 
self-declaration) 
Does the provider indicate in the self-
declaration that the private profiles of users 
registered as under the age of 18 are not 
searchable on the service or via search 
engines? 
      
Does the provider indicate in the self-
declaration that full profiles are set to ‘private’ 
by default or to the user’s approved contact list 
for those registering under the age of 18? 
      
Does the provider indicate in the self-
declaration that users have control over who 
can access their full profile by, for eg, being 
able to block friends or 'reject' friend requests? 
      
Does the provider indicate in the self-
declaration that users have the option to allow 
only direct friends to post comments and 
content to their profiles? 
   
Does the provider indicate in the self-
declaration that users have the option to 
delete unwanted comments of other users? 
   
Does the provider indicate in the self-
declaration that users have the option to pre-
moderate comments from other users? 
   
Does the provider indicate in the self-
declaration that it provides easy-to-use tools 
for users to report inappropriate contact from 
another user? 
   
Does the provider indicate in the self-
declaration that it provides easy-to-use tools 
for users to report inappropriate conduct by 
another user? 
   
Does the provider give information in the self-
declaration on how it educates parents about 
available tools, both for wider internet access 
and the tools, information and advice provided 
to parents by SNS to help them protect young 
people ? 
      
Does the provider address in the self-
declaration how to delete profiles? 
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On the Social Networking Site, I can find information on: Yes
, I 
can 
fin
d it 
on 
the 
site 
No/I 
canno
t find 
this 
info 
N/
A 
to 
thi
s 
SN
S 
Commen
t? 
How to report abuse or bullying;     
The possibility to block other users from contacting me (or reject friendship requests);     
The possibility to specify who or which groups of users can contact me (defined by age, 
gender, etc.); 
    
Restrictions on search options for profiles (e.g. not able to search for minors);     
 
PLEASE  CON S IDE R ALL  T HE INFORMAT ION  YOU  H AVE INSE RTE D INTO  YOU R PROF ILE  PERSO NAL  
IN FORMAT ION AN D AN SWER T HE  Q UEST IONS B ELO W (NB ,  BY “FR IE NDS”  WE  MEAN  ALL THE 
CONTACTS YO U CONF IRM  WHEN  RECE IV ING  THE IR  FRIEN DS  REQ UEST OR YOU  HAVE  ADDE D 
YOU RSELF) :  
 
When signed in to my user profile I am able to: 
Ye
s 
Yes, but 
the  person 
who 
posted/ow
n the 
profile 
must 
approve it 
first 
N
o 
I do 
not 
know/i
t does 
not say 
N/
A 
Comment
? 
I am able to delete/remove postings on my profile        
I am able to delete/remove pictures on my profile       
I am able to delete/remove postings I have put on other peoples 
profile 
      
I am able to delete/remove pictures I have put on other peoples 
profile 
      
  
On my user profile: 
Yes Yes, but I must 
approve it before it 
is published 
No I do not 
know/it does 
not say 
N/A Comment
? 
All users can post comments on my profile       
Only my friends can post comments on my 
profile 
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When signed in to my user profile: 
Ye
s 
Yes, but 
only some 
of the 
informatio
n 
N
o 
I do 
not 
know/i
t does 
not say 
N/
A 
Comment
? 
My personal information is visible to all other users       
My personal information is visible only to my friends       
I have to change settings for my personal information to be visible to 
other users 
      
I have control over the display of my online status (if other people 
can see if I am online 
      
 
 
When I am about to upload a photo/publish information on my profile I 
get: 
Yes No I do not 
know/it 
does 
not say 
N/A Comment? 
Safety tips and/or guidance about publishing personal information on 
the profile 
     
Safety tips and/or guidance about uploading the photo onto my profile      
 
When signed in to my user profile: 
Yes, and 
I can 
approve 
it before 
the 
photo is 
publishe
d 
Yes, but 
I do not 
have a 
chance 
to 
approve 
the 
photo 
before 
being 
publishe
d  
N
o 
I do 
not 
know/i
t does 
not say 
N/
A 
Comment
? 
I am notified when I am identified (tagged) in pictures posted on 
other people's profiles  
      
 
 
If I wish to delete my profile: 
Yes No I do not 
know/it 
does 
not say 
N/A Comment? 
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I can find easy-to-understand information on how to delete/deactivate 
my profile. 
     
There is a clear link/button provided for deleting/deactivate my profile.      
I can only deactivate my profile but not completely delete it.      
The provider provides information about what personal information 
the SNS collects/retains after deleting/deactivating my profile. 
     
The provider provides information about how the personal information 
is/may be used once I delete/deactivate my profile. 
     
 
Principle 4: Provide easy-to-use mechanisms to report conduct or content that violates the terms of service 
 
According to the self-declaration:  
 Yes (relevant quote) Yes (relevant quote) 
Does the provider indicate in the self-declaration that a 
mechanism for reporting inappropriate content, contact 
or behavior is provided? 
  
Does the provider indicate in the self-declaration that 
reporting mechanisms are easily accessible to users at all 
times? 
  
Does the provider indicate in the self-declaration that 
the reporting procedure is easily understandable? 
  
Does the provider indicate in the self-declaration that 
the reporting procedure is age-appropriate? 
  
Does the provider indicate in the self-declaration that 
reports are acknowledged? 
    
Does the provider indicate in the self-declaration that 
reports are acted upon expeditiously? 
  
Does the provider indicate in the self-declaration that 
users are provided with the information they need to 
make an effective report and, where appropriate, an 
indication of how reports are typically handled? 
    
 
 
Principle 5: Respond to notifications of Illegal content or conduct  
 
According to the self-declaration: 
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 Yes (relevant 
quote) 
No info 
provided 
Not applicable 
(relevant quote) 
Does the provider indicate in the self-declaration that effective 
processes are in place to expeditiously review and remove 
offending content upon receipt of notification of alleged illegal 
content or conduct? 
      
Does the provider indicate in the self-declaration that 
arrangements are in place to share reports of illegal content or 
conduct with the relevant law enforcement bodies and/or hotlines? 
      
Does the provider indicate in the self-declaration that links to other 
local agencies or organizations, for example that relevant Inhope 
services and law enforcement agencies are featured? 
      
On the Social Networking Site 
 
When signed into my user profile I can find: 
Yes, 
(availabl
e all the 
time) 
Difficult 
(more 
than 15 
seconds
) 
No, I 
canno
t find 
it 
N/
A 
to 
this 
SNS 
Comment
? 
a link/information on where to report other users that bothers me 
/violations of terms 
     
a link/information on where to report content that bothers 
me/violations of terms 
     
Information on how to block a friend/contact request      
A link/tool where I can report abuse/violation of terms is visible at all 
times when I am signed into the SNS 
     
 
 
When signed in to my user profile: 
Yes No I do not 
know/it 
does 
not say 
N/A Comment? 
I can block a friend       
I can decline a contact request      
BEFO RE  YOU  START ANSWERING TH E FOLLOWING QUEST IONS,  P LE ASE  REVIEW THE  SELF -
DECLARAT ION REP ORT IN  REGARD TO  HO W USERS CAN REPO RT  ABUSE ONLINE .  PLEASE ALS O 
LOCATE  T HE REPO RT  M ECAN ISM  O N TH E SN S S ITE  AN D S END T HE  REP ORT  T HAT  HAS  BEE N 
PROVIDED FO R YOU IN  AN NEX I I  T O TH E SN S.  
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The report mechanism 
Yes No N/A to 
this SNS 
Comment? 
Is easy to understand (for children/young people)     
Is difficult to find (more than 15 seconds)     
Sends a notification/receipt to the user when a 
report has been sent 
    
Sends information to the user on how a report will 
be handled 
    
Gives feedback to the user about the 
report/result? If so, how long did it take: 
 
 
Principle 6: Enable and encourage users to employ a safe approach to personal information and privacy 
 
According to the self-declaration: 
  
Recommendation Yes (relevant quote from 
self-declaration) 
No info provided  Not applicable (relevant 
quote) 
Does the provider indicate in the-self 
declaration that a range of privacy 
setting options are provided for users? 
      
Does the provider indicate in the self-
declaration that privacy options are 
supported by information that 
encourage users to make informed 
decisions about the information they 
post online? 
      
Does the provider indicate in the self-
declaration that privacy options are 
prominent in the user experience?  
      
Does the provider indicate in the self-
declaration that privacy options are 
accessible at all times? 
   
Does the provider indicate in the self-
declaration that the implications of 
automatically uploaded information 
provided during registration onto 
profiles have been considered?  
      
Does the provider state in their self-
declaration that users are notified when 
the information used to register is 
automatically uploaded onto their 
profile? 
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Does the provider indicate in the self-
declaration that when information is 
automatically uploaded to profile users 
are able to edit and make public/private 
that information where appropriate? 
   
Does the provider indicate in the self-
declaration that users are able to view 
their privacy status or settings at any 
given time? 
      
Does the provider address in the self-
declaration the issue of third party 
applications? 
   
 
 
When signed in to my user profile: 
Yes No I do not 
know/it 
does 
not say 
N/A Comment? 
I can easily change my privacy settings.       
Applications (3rd party, external or additional programs and/or 
services) need permission from the user to be installed and/or pull info 
from user's profile. 
     
 
 
When registering
30
 to the SNS I am asked to provide the following 
personal information 
Ye
s 
Yes, but 
optiona
l 
N
o 
I do not 
know/i
t does 
not say 
N/
A 
Comment
? 
Age       
Education        
e-mail       
Gender       
Home address       
Nationality       
School or workplace       
Parents' e-mail       
Personal security/identification number       
Phone number       
                                                      
30 In order to be able to create a profile on a social networking site, most of these services require that the user is registered with 
them. In order to register, the user needs to fill out a form with certain personal information (such as age, name, email address, 
etc)  
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Picture of yourself       
Political sympathies       
Real name (first and last)       
Real name (only first)       
Religion        
Other, please specify...  
 
 
Please list which personal information that you 
used for registration was automatically inserted 
into your profile
 31
  
Information 
was inserted  
into profile 
Information was 
not inserted  into 
profile 
I am not sure/It 
does not say 
(please also add 
comment) 
Comment? 
Age     
Education     
e-mail     
Gender     
Home address     
Nationality     
Parents’ e-mail     
Personal security/identification number     
Phone number     
Picture of yourself     
Political sympathies     
Real name (first and last)     
Real name (only first)     
Religion      
School or workplace     
Other, please specify..     
 
PLEASE  S IG N O UT AS  A  CHILD AND T HEN S IGN IN  AGAIN AS  AN ADULT .   
 
                                                      
31 With most social networking services, creating a profile is possible only after registration with the respective service. In some 
cases, the information provided for registration is also automatically used for building a profile for the new user. The objective of 
the testing is to check to what extent this happens and whether the user has any control on the information that is included in 
his/her profile.  
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When signed in as an adult user: 
Yes No N/A Comment? 
I am able to search for my other profile(s) where I test as  an 11/15 year old     
I am able to search for users /user profiles that are 16 years old or younger      
I am able to search for users /user profiles that are 12 years or younger      
When I use search engine and search my nick names I am able to find the 
profiles I have registered as a minor in the SNS 
    
 
Principle 7: Assess the means for reviewing illegal or prohibited
 
content/conduct 
 
According to the self-declaration: 
Recommendation: Promote compliance with the 
Terms of Use, Acceptable Use Policy and/or House 
Rules. For example, by employing: 
Yes (relevant quote from 
the self-declaration) 
No info provided Not applicable 
(relevant quote 
from the self-decl) 
Does the provider in the self-declaration indicate 
that it employs human and/or automated forms 
of moderation? 
      
Does the provider in the self-declaration indicate 
that it employs technical tools (e.g. filters) to flag 
potentially illegal or prohibited content? 
      
Does the provider in the self-declaration indicate 
that it provider employs community alerts? 
      
Does the provider in the self-declaration indicate 
that it responds to user-generated reports? 
      
Does the provider in the self declaration indicate 
that where human moderators are employed, 
reasonable steps are taken to minimize the risk of 
employing candidates who may be unsuited for 
work which involves real-time contact with 
children or young people? 
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Annex 4. Description of participating Social Networking Sites 
 
 
 
 
The following is a description of the Social Networking Sites (SNSs)  that have signed the “Safer 
Social Networking Principles for the EU” and been included in the analysis provided in this 
report. The descriptions of the services are compiled verbatim from their self-assessment reports, 
and can also be found under “Point 1. About the Social Networking Services” of each submitted 
report.  
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Arto.com 
Arto.com is a social networking site, who’s core user base is made up by teenagers. We have a minimum age requirement 
of 12 years old, but we have no upper age limit. Users create a profile where they can choose how to inform visitors about 
themselves. The design process of this is decided solely by the user, and he or she may decide how much information is 
given to visitors. Through several features on the site the users keep in touch with friends from the real world and new 
friends made on the site. This includes a guestbook, which is the main tool for communication, a hidden mail system, a 
public chat with private rooms, a chat tool for talking with friends which also offers microphone and webcam support. We 
also offer the users a forum divided into different categories where they may discuss certain topics with other users. We 
have a club-section where our users may create fan clubs on any given topic (a soccer team, cartoons, school, games, idols 
etc) and these clubs all feature a secluded club profile, forum, gallery, calendar and file sharing system for the members of 
the club. The users may create and manage blogs, galleries with pictures and video, post messages on a bulletin board, 
share high resolution photos from events and travels, and play games with and against other users. We also offer features 
that allow users to create quizzes for their friends and new relations to answer, and we have an Idol section that allow the 
creative user to upload videos of them and their friends singing, dancing, juggling or other talents they may wish to share 
and the community may rate and comment the videos they upload. 
Bebo 
Bebo (www.bebo.com) is a popular social networking site that connects users to everyone and everything they care about. 
It was founded in 2005 and since May 2008, has been part of AOL’s People Networks division. Bebo combines 
community, self-expression and entertainment, enabling users to consume, create, discover, curate and share digital 
content. Bebo allows users to find and communicate with friends as well as discover, experience and share user generated 
content. Users can create profiles and interact with friends’ profiles, send messages to other users, join groups, become 
fans of bands, use third party applications, and using third party services, upload and share photos and videos. Bebo has 
a membership of more than 45 million1 individuals worldwide with experiences optimized for the US, UK, Ireland, 
Australia, New Zealand, Canada, Poland, France, Germany, Italy, Spain, India and the Netherlands. Bebo recently 
launched a series of new products including, Social Inbox, which allows you to organize your messages in one easy-to-use 
inbox, Lifestream Platform which delivers real-time, chronological updates from all of your friends from Delicious, 
Facebook, Flickr, Myspace, YouTube and Twitter, and Lifestory, an interactive display of life events in chronological 
order. Users can also access the Bebo experience through their mobile phone, enabling them to send and receive SMS 
updates and alerts, update their Bebo profile, add photos to their gallery, send virtual gifts and access mobile content. 
Bebo, and its parent company AOL, takes the safety and wellbeing of its users very seriously, as reflected in the range of 
safety and education features and tools on its service as outlined below. We also engage heavily in a range of multi-
stakeholder dialogues on internet safety across the world including: the EU social networking task force; the UK Council 
for Child Internet Safety and its predecessor the Home Office Internet TaskForce; the UK cyberbullying taskforce; the 
Technology for Wellbeing group in Ireland; and the US Internet Safety Technical Task Force. 
Dailymotion 
 
Dailymotion is a video hosting service website attracting over 47,9 million unique monthly viewers worldwide. Every 
day, over 15,000 new videos are uploaded into Dailymotion's global suite of 18 localized video entertainment sites. In 
January 2009, Dailymotion streamed over 914 million videos to users, including curated content from premium and 
“Motionmaker” creative contributors. Offering the most advanced technology to both users and content creators, 
Dailymotion provides high quality and HD video in a fast, easy-to-use website that automatically filters copyright-
infringing material when notificed by content owners. Dailymotion is more of a video platform than a “social networking 
service”, but it does deploy a number of social features. Users may communicate by leaving comments on each other’s 
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videos, sharing videos with their contacts, and messaging their contacts through an internal inbox system. The contact 
model is reciprocal: you are only considered a contact when the second party has confirmed and approved the 
relationship. 
Facebook 
Facebook gives people the power to share, making the world more open and connected. Worldwide, we have more than 
200 million active users keeping their friends and families up to date with the happenings in their lives. Facebook’s 
authenticity-based, real name culture, as well as its innovative privacy controls and safety features are desgined to build 
a safer and more trusted online experience. 
Google 
Google fully supports the creation of these principles and the approach with which they have been drafted. In such a fast 
moving environment as online services it is crucial for stakeholders to work in a collaborative and flexible approach. We 
commend the European Commission for bringing together the task-force and for encouraging this self-regulatory 
approach. Google is deeply committed to protecting children on the Internet and providing all of our users with a safe 
experience online through empowerment, education, and protective measures. That's why we empower parents with tools 
to help them choose what content their children see online; educate children on how to stay safe online; and protect 
children through partnerships with law enforcement and industry. We build these key 3 principles through all Google 
products and services. Google's family safety centre is a great resource for any user looking for safety tools and resources. 
The tools we offer are varied depending the services. Firstly to help prevent access to unwanted content Google Search has 
implemented 'safe search' which can be easily chosen through the preferences tab on the Google home page. Many users 
prefer not to have adult sites included in their search results (especially if their kids use the same computer). Google's 
SafeSearch screens for sites that contain inappropriate content and eliminates them from search results. While no filter is 
100% accurate, Google's filter uses advanced technology to check keywords, phrases, and URLs. Users can modify their 
computer's SafeSearch settings by clicking on the Preferences link to the right of the Google search box. On balance we 
empower users with tools to combat abuse with report mechanisms in YouTube or Blogger for example. This will be 
explored more in relation to Principle 4. Google also actively supports law enforcement efforts to keep kids safe online. 
Google also provides training and technical assistance to law enforcement officials investigating online crimes against 
children through forums such ad the Internet Crimes Against Children (ICAC) National Conference and the Virtual 
Global Taskforce (VGT). Google has a specialized legal team dedicated to working with law enforcement officials, 
available 24 hours a day, 7 days a week. We’re also leveraging Google tools to combat online child exploitation. 
Throughout 2007, engineers used some of their 20% time to create innovative software tools. The keys here were 
organization, scalability, and search. In particular, the tools we provided will aid in organizing and indexing NCMEC's 
information so that analysts can both deal with new images and videos more efficiently and also reference historical 
material more effectively. This task has been time-consuming, and NCMEC analysts were simply getting overwhelmed by 
all of the data they had to sift through to help NCMEC track down child predators through video and image search. 
With these tools, analysts will be able to more quickly and easily search NCMEC's large information systems to sort and 
identify files that contain images of child pornography. In addition, a new video tool we built streamlines analysts' 
review of video snippets. Google has also donated Google Search Appliances and hundreds of thousands of dollars of in-
kind advertising each year through our Google Grants program to national clearinghouses for child exploitation cases in 
the U.S. (National Center for Missing and Exploited Children) and the U.K. (Child Exploitation and Online Protection 
(CEOP) Center). Google is a member of both NCMEC's Financial Coalition Against Child Pornography and Technology 
Coalitions. The Financial Coalition includes leading banks, credit card companies, third party payment companies and 
Internet services companies, and is dedicated to fighting child pornography over the Internet. The goal of the Financial 
Coalition Against Child Pornography is to eradicate commercial child pornography. NCMEC's Technology Coalition's 
mission is to develop and deploy technology solutions that disrupt the ability of predators to use the Internet to exploit 
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children or traffic in child pornography. In an outshoot of that industry initiative we discovered some other areas where I 
thought Google could help the staff at NCMEC. In relation to these principles, Google is not a social networking service 
however there are social elements to our video sharing platform YouTube. YouTube is a user generated video sharing 
platform around which communities form, have discussion and interact. Bearing this in mind, Google provides below how 
it maintains these principles on the YouTube platform, where the relevant principles can be applied. 
Hyves 
Hyves is Holland's most popular social network and the most visited Dutch website. 
Microsoft 
Founded in 1975, Microsoft (NASDAQ:MSFT) is the worldwide leader in providing software, services and solutions that 
help people and businesses realize their full potential. We have been operating in Europe for over 20 years and employ 
more than 13,000 people in the region. We have subsidiary offices in all EU member states. Microsoft understands that 
the guidance provided by the EU Safer Social Networking Principles is not intended as a “one size fits all” solution. 
Accordingly, while providers should support all seven Principles, each provider should judge for itself where and how to 
apply the document’s specific recommendations. Given that the Principles are not prescriptive or legally binding, we 
believe that the question of whether any of Microsoft’s services are or should be classified as “social networking” as a 
matter of any national law is outside the scope of this document. However, we do offer a number of services that combine 
the following features: promoting online social interaction between two or more persons; allowing users to create online 
personal profiles; engaging in communication and sharing information, files and gaming experiences. Such Microsoft 
services include:  
Xbox LIVE, an online gaming and entertainment service that connects more than 17 million members across 26 
countries. Details about this service can be found at www.xbox.com/live.  
Windows Live, a service that keeps users in sync with a range of services and applications that work together across the 
PC, phone and Web and allows individuals to decide how, when and where to use the services. More than 460 million 
customers around the world use Windows Live to share e-mail, messaging, photos and files within their networks of 
friends, family members, colleagues and others. Windows Live is available at www.windowslive.com.  
In this declaration, we will outline our efforts to increase trust and safety online with a special emphasis on the two 
services described above.  
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MySpace 
MySpace.com  (“MySpace”),  a  unit  of  Fox  Interactive  Media  Inc.  (“FIM”),  is  the  world’s  premier  social  portal 
 for  connecting  people,  content,  and  culture.  MySpace  empowers  its  global  community  to  experience  the  Internet 
 through  a  social  lens  by  integrating  personal  profiles,  photo  sharing,  professional  and  viral  videos,  blogs,  
mobile,  instant  messaging,  and  the  world’s  largest  music  community.  MySpace  is  the  highest  trafficked  website 
 in  the  United  States  and  includes  an  international  network  of  more  than  30  local  comunity  sites  throughout 
 North  America,  Latin  America,  Europe,  Asia,  and  Australia.    
Nasza-klasa.pl 
Nasza-klasa.pl is a social networking site gathering Internet users who want to find classmates. Thanks to nasza-klasa.pl 
it is possible to rebuild relations with colleagues from kindergarden, primary school, high school or college. Nasza-
klasa.pl was created by four students: Maciej Popowicz, Paweł Olchawa, Michał Bartoszkiewicz and Łukasz Adziński and 
has been operating since 11th of November 2006. Today there are over 20 million profiles on this website. Every month 
nasza-klasa.pl users generate 15 billion pageviews (22.62 page/visit; 00:11:20 avg. time on site/visit). Nasza-
klasa.pl offers many social features which help people 'stay in touch'. Users can create their own profiles, join school and 
class profiles, gather their friends, send internal messages, upload photos, leave comments on profiles and under photos 
and chat with friends via the forum. Almost 80% of nasza-klasa.pl users are adults, but this number doesn't change the 
fact that we try to protect our younger visitors.  
Netlog 
Netlog is a pan-European social networking website with its headquarters in Belgium. On Netlog, youngsters can connect 
with and extend their social network. Young people between 13-24 years of age form Netlog’s target group, however 
people of all ages are welcome to subscribe. Netlog gathers over 45 million individual users worldwide and is available in 
nearly 30 language versions. 
ONE.LT 
ONE.LT is a social networking site serving over one million internet users in Lithuania as well as a sizeable Lithuanian-
speaking internet user audience in other countries. ONE.LT offers a variety of social features helping people express 
themselves and stay in touch with their real-life and virtual friends. ONE.LT enables users to create and accessorize 
online profiles, establish friend connections with other users on the site, exchange private in-site messages, upload and 
showcase photos, post notes to forums attached to individual user profiles and user groups, rate user photos join public 
online clubs dedicated to specific themes or topics, send virtual gifts to friends and participate in other online 
communication activities of similar nature. AS of Q1 2009, ONE.LT is accessed by over 900 thousand unique users a 
month generating nearly 1 billion pageviews a month. While the significant majority of ONE.LT users are above 18 
years of age, ONE.LT does provide services to younger users and considers its responsibility to work toward ensuring their 
safety, providing protection against abuse and inappropriate content.  
Piczo 
Piczo.com (“Piczo”), a unit of the Stardoll Network (“Stardoll”), empowers teens worldwide to creatively express 
themselves, build personal communities, and share ideas and experiences with their friends in a safe online environment. 
Since its launch, Piczo has roughly 6.5 million monthly unique visitors and over a 150 million monthly page views 
solely through the viral efforts of loyal members. Rave reviews from these members claim that Piczo is unmatched in the 
control, ease-of-use, and flexibility it offers them when building their websites. Piczo's customizable content, colorful 
graphics, glitter text, video, and photo tools spotlight member creativity without requiring technical skills. Members share 
their life stories with friends by designing their sites with multiple pages featuring photos, graphics, videos, music, 
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comment boards, games, and more. Each site can be linked to other friends' sites and members can interact with them and 
their friends, and meet new people online. And, the "first of its kind" Piczo Zone allows members to share their 
customizable content with the rest of the Piczo Community. The end results is a vibrant, creative community where 
members are given the complete freedom to make a site, make friends, or make whatever. Piczo recently merged with 
Stardoll.com and PaperDollHeaven.com to form the Stardoll Network, with a combined reach of more than 20 million 
people a month, a majority of which are girls aged 5 to 20. Piczo, along with the Stardoll Network are based in 
Stockholm, Sweden with offices in London and Los Angeles. 
Rate.ee 
Rate.ee is the largest social networking site in Estonia. Launched in 2002 offering a simple picture rating service it has 
since grown to a fully fledged online community featuring friends lists, blogs, albums, and many other services. It has 
now over 300,000 active users comprising a one fifth of the population. EMT, the largest telecom company in the 
country, acquired a majority stake in Rate.ee in 2006.  
Skyrock 
Skyrock.com is a global social networking site dedicated to the New Generation offering its members a free, personal  web 
space where they can create a blog, add a personal profile, share photos and videos, and exchange messages with other 
registered members. The platform registers 35 million accounts1, and is frequented by over 14.508 million of Unique 
Visitors in Europe (reach: 4.7%)2. Fifty percent of those visitors are under eighteen years old1. 1 : Internal data – April 13th 2009 2 : 
Mymetrix Comscore – Europe – Skyrock.com – February 2009  
StudiVZ 
studiVZ Ltd. provides three Social Networks for the German market. 
 schülerVZ, www.schuelervz.net SNS for pupils in the age of 12 to 21, 5 Million users (April 2009) 
 studiVZ. www.studivz.net SNS for students with full legal capacity, 5,5 Million users (April 2009) 
meinVZ, www.meinvz.net SNS for employees and alumni with full legal capacity, 3 Million users (April 2009) 
75% of all Germans between 14 and 29 years own an account at one of the three VZ-Networks. schülerVZ is a stand-
alone platform, it is not possible for those users to interact with persons who are registered at studiVZ or meiVZ e.g. by 
sending messages or friend requests studiVZ and meinVZ are completely interconnected, users can contact each other but 
they are not able to contact users of schuelerVZ. All three platforms are real name based, authentic networks. 
Sophisticated privacy settings enable every user to choose, which information of him can bee seen by friends and other 
users. Users of a VZ-Network can create a personal profile, upload images, find discussion groups, organize friend lists, 
use an platform based instant messaging service, send private messages and have also a mobile access to the network. 
Sulake  
Sulake is an online entertainment company focused on virtual worlds and social networking. Sulake’s main product 
Habbo is one of the world’s largest and fastest growing virtual worlds and online communities for teenagers. Currently 
there are localized Habbo communities in 31countries on six continents and to date over 129 million Habbo characters 
have been created. On a monthly basis the service is visited by over 11,7 million unique browsers worldwide. Habbo is a 
richly colorful, multi-dimensional virtual world and community for teens. Users join by creating a fully customized 
online character called a Habbo. From there, they can explore many public hang-outs, participate in a variety of 
activities, connect with friends, decorate their own rooms, and have fun through creativity and self expression. The 
majority of Habbo users globally are between 13 and 16, equally boys and girls. The age limit to Habbo is 13 in most of 
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the countries. Virtual world Habbo is not a typical “social networking service”, which means that certain best practices in 
the principles don’t apply to it. In Habbo users can’t e.g. post any real-life photos, videos or share any personal 
information. However, the users have their own Habbo profiles, they meet and chat with friends, like in other social 
networking sites. Teens are attracted to Habbo because of the camaraderie of the community and the opportunity for self-
expression. The animated nature of the site itself fosters a spirit of non-violence and nonaggression; fun and creativity are 
encouraged and openly displayed. Online safety is a high priority for Sulake Corporation and the company is committed 
to keep Habbo a safe haven for its teens. Sulake uses a variety of vehicles that work together to help ensure a safe online 
experience for Habbos: (i) Empowering its users (both teens and their parents) through education and participation 
(ii) Active moderation by real people in Habbo 
(iii) Using advanced technology in Habbo for content monitoring 
(iv) Using payment limits with different payment methods 
(v) Working with law enforcement around the world 
(vi) Working with external partners and governmental organizations (like Safer Internet Day) on player safety issues 
Tuenti 
TUENTI is a private social network that allows users to create a space where they can post and share information, as well 
as communicate with people they already know. TUENTI allows users to stay in touch with their friends and 
acquaintances and to stay informed of events and developments concerning their social circles. TUENTI is a ‘private’ 
network and people can only join our platform if they have been previously invited to do so by a current TUENTI 
member. By only allowing users to join if they are invited by a pre-existing member, we have developed a platform built 
on confidence that allows users to interact with people they already know. 
 
Yahoo! 
Yahoo! is a leading global internet brand and one of the most trafficked internet destinations worldwide. Headquartered 
in Sunnyvale, California, and with its European HQ in Switzerland, Yahoo!'s global network includes 25 world 
properties and is available in 13 languages. Yahoo! provides online products and services, offering a variety of services 
essential to users’ life with ‘social networking’ features. These comprise Flickr (photo sharing), Yahoo! Video (commercial 
and user generated video sharing) and Yahoo! Answers (knowledge sharing). 
ZAP 
ZAP is a free-access social networking website for people aged 13 and over with a valid e-mail address. The main features 
on our website are events schedules, nightlife reports, profiles, homepages and photos. ZAP is the most visited community 
platform in Luxemburg integrating individual and business profiles. Individual profiles enable users to present and 
describe themselves in order to meet friends or become get to know other people. Public messages can be exchanged in the 
“Shoutboxes” which are to be found on every profile, unless this function has been deactivated by the user. Other features 
are the friends list, the clickers list, the mail system… Of course pictures and videos can be uploaded on the homepages. 
 
 
 
For further information: 
Directorate-General 
Information Society and Media 
European Commission 
Safer Internet Programme 
E-mail: 
saferinternet@ec.europa.eu 
Fax: + 4301 34079 
Office: EUFO 1194 
European Commission 
L-2920 Luxembourg 
 
http://ec.europa.eu/saferinternet 
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