Abstract-Depth-enhanced 3-D video coding includes coding of texture views and associated depth maps. It has been observed that coding of depth map at reduced resolution provides better rate-distortion performance on synthesized views comparing to utilization of full resolution (FR) depth maps in many coding scenarios based on the Advanced Video Coding (H.264/AVC) standard. Conventional techniques for down and upsampling do not take typical characteristics of depth maps, such as distinct edges and smooth regions within depth objects, into account. Hence, more efficient down and upsampling tools, capable of preserving edges better, are needed. In this letter, novel non-linear methods to down and upsample depth maps are presented. Bitrate comparison of synthesized views, including texture and depth map bitstreams, is presented against a conventional linear resampling algorithm. Objective results show an average bitrate reduction of 5.29% and 3.31% for the proposed down and upsampling methods with ratio ½, respectively, comparing to the anchor method. Moreover, a joint utilization of the proposed down and upsampling brings up to 20% and on average 7.35% bitrate reduction.
I. INTRODUCTION
T HE multiview video plus depth (MVD) format [1] , where each video data pixel is associated with a corresponding depth map value, is one of the most promising methods for providing 3-D video services flexible for different types of multiview displays as well as user adaptation at disparity between rendered views. The MVD format allows reducing the input data for the 3DV systems significantly, since most of the views will be rendered from the available decoded views and depth maps using a Depth Image Based Rendering (DIBR) [2] algorithm.
3-D video coding (3DV) standardization by the Moving Picture Experts Group (MPEG) is a recent activity targeting at enabling a variety of display types and preferences including varying baseline to adjust the depth perception. Another important target of the MPEG 3DV standardization is the support for multiview auto-stereoscopic displays, thus many highquality views shall be available in decoder/display side prior to displaying. As the existing video compression standards were found to be sub-optimal to achieve these targets, MPEG issued a Call for Proposals for 3-D video coding (hereafter referred to as the 3DV CfP) [3] to kick off the 3DV standardization activity targeting to provide 3-D enhancement to the existing the Multiview Video Coding extension of the Advanced Video Coding standard, H.264/MVC [4] , as well as to the ongoing High Efficiency Video Coding (HEVC) standardization. As one consequence of the 3DV CfP, a H.264/MVC-based test model [5] (hereafter referred to as 3DV-ATM) was chosen and has been further developed by MPEG as collaborative standardization effort. In addition to exploiting temporal and inter-view correlation among texture or depth views to achieve high coding efficiency, 3DV-ATM provides means to encode depth maps into the same bit stream with texture and enhances H.264/MVC with coding tools utilizing the correlation between depth and texture data. In 3-D video applications, depth maps are used for synthesizing new images but not to be directly viewed by end users. Thus, when coding depth maps, the goal is to maximize the perceived visual quality of the rendered virtual color views instead of the visual quality of the depth maps themselves [6] . Traditional video coding methods have been designed to operate through a Rate-Distortion Optimization (RDO) of coded data and a pixel-based distortion introduced by codec, e.g. Sum of Absolute Differences (SAD). However, coding distortions of a depth map typically have a nonlinear impact on the visual quality of rendered views [7] . For example, errors in the depth map close to a sharp edge can result in severe rendering artifacts, while errors on a smooth area may have negligible subjective influence on the final quality. Therefore, utilization of traditional RDO for depth map compression may result in suboptimal performance of a 3-D video coding system [7] .
As demonstrated in many of the responses to the 3DV CfP and enabled in 3DV-ATM, coding of depth map data at a reduced resolution is a viable solution for improving the rate-distortion performance of the complete 3-D video coding system. In such systems, depth map data is downsampled prior to the encoding and upsampled to the original FR after decoding. Obviously, downsampling of depth maps, which is performed in combination with low-pass filtering for aliasing suppression, may lead to smoothed edges and therefore to a significant distortion in rendered views.
In this letter, a novel algorithm for nonlinear down and upsampling of depth map is presented. The proposed algorithm preserves edges in processed depth map data and provides quality improvement in synthesized images.
The rest of the letter is organized as follows. Section II provides a review of depth map resampling methods. The proposed down and upsampling methods are introduced in Section III while the simulation setupand results are presented in Section IV. Finally, the letter concludes in Section V.
II. DEPTH MAP RESAMPLING
Downsampling traditionally includes low pass filtering, which suppresses high frequency components in the depth map and therefore leads to over-smooth edges. The consequent quality reduction due to resampling causes significant visual artifacts in synthesized views particularly at object boundaries. Hence, edge-preserving downsampling for depth map should be considered even though traditional image downsampling techniques use linear filters not designed to preserve edges. For example, in [8] and [9] , the median value of an N N window was chosen as the most representative value to be used at reduced-resolution depth map (where factor N specifies the downsampling ratio).
Similarly to downsampling, upsampling should preserve depth edges. In various works, e.g. [9] and [10] , cross-component bi-lateral filtering has been used for depth upsampling. In a cross-component bi-lateral filter, the similarity of co-located texture samples is used to derive filter weights for depth in addition to the conventional filtering window applied spatially for the depth samples.
Another approach for coded depth upsampling and restoration was used in [8] and [11] . Other than a depth resampling technique to improve the quality of rendered views, authors proposed that a decoded low resolution depth map image to be processed with a depth reconstruction filter. This filter consists of a novel frequent-low-high filter and a bilateral filter. Depth map is first upsampled using a nearest neighbor filter, which is followed by post-processing using a median filter, a frequent-low-high filter and a cross-component bi-lateral filter. The 2D median filter is used to smooth blocking artifacts caused by coding. The frequent-low-high filter is a nonlinear filter used to recover object boundaries, which results into selecting either the most frequently occurring sample value below or above the median sample value within a filter window. The bilateral filter is used to eliminate the errors still present after both filtering procedures.
In [12] an edge adaptive upsampling method for better compression of depth maps is presented. In this work edge information is extracted from the high resolution reconstructed texture video by applying 3 3 Sobel filter operators. Gradients caused by texture transitions, rather than depth changes, are eliminated by considering the local depth intensity gradients. Then the linear interpolation filters are replaced with a locally adaptive filter. Test results reported in [12] , show that the proposed technique outperformed linear MPEG upsampling filter [13] in terms of objective and subjective quality of synthesized views. However, the utilization of texture data in upsampling process of depth map can be considered a drawback of the proposed method due to a significant increase in the memory access bandwidth and computational complexity.
III. PROPOSED DOWN AND UP SAMPLING METHODS
The proposed down and upsampling method presented in this section can be applied directly to depth maps and do not need complementary information from the reconstructed or the decoded texture images. In following sub-sections a detailed description of the algorithms is presented.
A. Downsampling
To perform the proposed downsampling method, a block of pixels (BOP) will be determined based on the downsampling ratio. The FR image will be covered with the necessary number of non-overlapping BOPs and for each BOP a single value will be calculated to present it in the downsampled image. The size of the BOP is defined as the reciprocal of the downsampling ratio; e.g. if the image is downsampled with ratios and 1/y (both and are positive values equal or bigger than 1) along the horizontal and vertical direction where the size of the BOP is specified with and in width and height, respectively.
The proposed downsampling method utilizes a closeness-favored averaging algorithm as described in the following paragraphs. In the first step an average over the BOP will be calculated, as seen in (1). (1) where presents a pixel value where and are the horizontal and vertical pixel indices within the BOP.
In the next step pixels of BOP are categorized into twosets as shown in (2). (2) where is the same as in (1) . If the number of pixels in is equal to or greater than half of the number of pixels in the BOP, the Estimated Value of the associated BOP is an average over the pixel values of . Otherwise, is set to , as shown in (3) and (4) . (3) (4) where counts the number of elements in . The calculated is the value which represents the considered BOP in the downsampled image. As can be observed from the equations, if at least half of the pixels in a BOP are classified to belong to objects that are close-by, i.e. closer than the average depth value of the BOP, the method considers only those pixels in downsampling and hence attempts to preserve sharp boundaries of foreground objects. Since the entire FR image is processed with non-overlapped BOPs, the calculated form a downsampledversion of the input image.
B. Upsampling
Considering Fig. 1 pixel values in the downsampled image are utilized to upsample pixel and calculate values of pixels in the associated BOP in the upsampled image. Afterwards, , , , and will be utilized Let us consider the pixel which needs to be upsampled (pixel in Fig. 1 ). To calculate the value of the top-left pixel in the BOP of the upsampled image ( in Fig. 1 ), the pixel values on the left and top of will be considered ( and in Fig. 1,  respectively) .
In the first step, the absolute differences of with and are calculated. This is shown in (5) and (6). (5) (6) The filter window (FW) by which the value of will be calculated is defined as following. If both and are smaller than a threshold , then it is assumed that , , , and belong to the same depth region, and consequently the final FW contains pixels , , , and . Otherwise, the final FW is chosen to contain only , , and , as shown in (7). This choice of the filter window attempts to restore the shape of a depth boundary between and a depth object containing , , and .
(7) In the next step, the average of pixel values in selected is calculated and utilized as in the upsampled image (see Fig. 1 ). This is presented in (8) . (8) The complete procedure to calculate from , , , and can be presented with function as shown in (9).
The same process is applied for the other three corner pixels, i.e. , , and . The pixel values of , , and in Fig. 1 can be calculated using the equations shown in (10) . (10) Finally, when , , , and in the BOP of the upsampled image are available, bi-linear interpolation is applied to obtain the remaining pixel values in the BOP.
IV. SIMULATIONS

A. Simulation Setup
3DV-ATM reference software [5] (hereafter referred to as reference software (RS)) was utilized for encoding the multiview plus depth (MVD) data. Simulations were conducted according to the MPEG 3DV Common Test Conditions (CTC) [14] .
Depth maps for all resampling schemes were first downsampled to half resolution along each of coordinate axes prior to encoding and upsampled to the FR after decoding. The threshold utilized for the proposed upsampling process was fixed to 16 for all sequences. The view synthesis was performed with VSRS software, version 3.5 [15] with configuration and camera parameters information provided with MPEG 3DV CTC [14] . In our experiment, we provide the results for C3 scenario, described in [14] where three evenly distributed intermediate views between each two input (coded) views were synthesized.
B. Simulation Results
The proposed algorithm was tested against the depth map resampling utilized in the RS, with 12-tap low pass filtering in downsampling according to Joint Scalable Video Model (JSVM) [16] and bi-linear upsampling for upsampling. The performance of the proposed down and upsampling methods was evaluated separately against the techniques utilized in the RS with the two following set of experiments: -First experiment: A combination of the proposed downsampling and the RS upsampling compared against RS used for both downsampling and upsampling -Second experiment: A combination of the RS downsampling and the proposed upsampling compared against RS used for both downsampling and upsampling In the third experiment the efficiency of the method in [11] and a joint utilization of the proposed down and upsampling was tested against the RS.
Simulation results for the first and second experiments using Bjontegaard delta bitrate and delta Peak Signal-to-Noise Ratio (PSNR) [17] are reported in Table I while results of the third experiment are presented in Table II . In these calculations the total bitrate of texture plus depth maps along with the average lumaPSNR of all six synthesized views were considered. Table I shows that the proposed downsampling method outperformed the anchor method of [14] by 5.29% of Bjontegaard delta bitrate reduction (dBR) and 3.31% dBR on average was achieved by the proposed upsampling algorithm. Results of the third experiment show that a joint utilization of both proposed methods provided 7.35% dBR comparing the RS. From our simulations, the algorithm presented in [11] performed worse than anchor objectively. However, based on our expert subjective viewing, the perceived quality of our proposed method and the algorithm presented in [11] outperformed that of RS. Moreover, in [11] it is claimed that by applying the proposed filter on depth maps a better compression for depth map and higher subjective quality for rendered views are achieved. Additionally, the decoder execution time of the proposed method was 85% of the RS on average, while the method presented in [11] has more computation operations per pixel than our proposed algorithm. 
V. CONCLUSIONS
Due to the characteristics of depth maps, coding of depth maps at a lower spatial resolution than the resolution of luma texture pictures typically results into improved rate-distortion performance. However, traditional resampling algorithms which use linear filtering result to significant distortions introduced to rendered views. In this experiment, we improved the depth-enhanced 3-D video coding through edge-preserving techniques for depth map resampling. Two novel algorithms for down and upsampling depth maps were presented in this letter. Results showed that proposed down and upsampling steps with ratio 1/2 outperform MPEG 3DV anchor resampling methods by 7.35% of dBR on average and up to 20.4%. In addition to this, the proposed implementation decreased the decoder execution time by 15% compared to the MPEG H.264/AVC-based 3DV reference software.
