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REPRESENTATION THEORY OF THE YOKONUMA–HECKE ALGEBRA
MARIA CHLOUVERAKI AND LOI¨C POULAIN D’ANDECY
Abstract. We develop an inductive approach to the representation theory of the Yokonuma–
Hecke algebra Yd,n(q), based on the study of the spectrum of its Jucys–Murphy elements which
are defined here. We give explicit formulas for the irreducible representations of Yd,n(q) in terms
of standard d-tableaux; we then use them to obtain a semisimplicity criterion. Finally, we prove
the existence of a canonical symmetrising form on Yd,n(q) and calculate the Schur elements with
respect to that form.
1. Introduction
Yokonuma–Hecke algebras were introduced by Yokonuma [Yo] in the context of Chevalley groups,
as a generalisation of Iwahori–Hecke algebras. More precisely, the Iwahori–Hecke algebra associated
to a finite Chevalley group G is the centraliser algebra associated to the permutation representation
of G with respect to a Borel subgroup of G. The Yokonuma–Hecke algebra is the centraliser algebra
associated to the permutation representation of G with respect to a maximal unipotent subgroup
of G. Thus, the Yokonuma–Hecke algebra can be also regarded as a particular case of a unipotent
Hecke algebra. In this paper, we study the representation theory of the Yokonuma–Hecke algebra
of type A, obtained in the case where G is the general linear group over a finite field.
In recent years, the presentation of the Yokonuma–Hecke algebra has been transformed by Juyu-
maya [Ju1, Ju2, Ju3] to the one used in this paper; the new presentation is given by generators
and relations, depending on two positive integers, d and n, and a parameter q. For q2 = pm and
d = pm − 1, where p is a prime number and m is a positive integer, the Yokonuma–Hecke alge-
bra, denoted by Yd,n(q), is the centraliser algebra associated to the permutation representation of
GLn(Fpm) with respect to a maximal unipotent subgroup.
Now, the Yokonuma–Hecke algebra Yd,n(q) is a quotient of the group algebra of the framed
braid group Z ≀ Bn and of the modular framed braid group (Z/dZ) ≀ Bn, where Bn is the classical
braid group on n strands (of type A). Hence, Yd,n(q) has a natural topological interpretation in
the context of framed braids and framed knots. In view of this, Juyumaya defined a Markov trace
on Yd,n(q) [Ju3], which was later used by Lambropoulou and himself to define an invariant for
framed knots [JuLa1, JuLa2]. What is more, it was subsequently proved that this invariant can be
extended to classical and singular knots [JuLa3, JuLa4]; it is the only known knot invariant with
this property.
Moreover, the Yokonuma–Hecke algebra Yd,n(q) can be regarded as a deformation of the group
algebra of the complex reflection group G(d, 1, n) ∼= (Z/dZ) ≀Sn, where Sn denotes the symmetric
group on n letters. For d = 1, the algebra Y1,n(q) coincides with the Iwahori–Hecke algebra Hn(q)
of type A.
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The Yokonuma–Hecke algebra is quite different from the other famous deformation of the group
algebra of G(d, 1, n), the Ariki–Koike algebra [ArKo]. As mentioned above, the Yokonuma–Hecke
algebra is a quotient of the group algebra of the modular framed braid group (Z/dZ) ≀ Bn. The
Ariki–Koike algebra is a quotient of the group algebra of the braid group of type B. Thus, in
some sense, the Yokonuma–Hecke algebra is a deformation where the wreath product structure of
G(d, 1, n) is respected; in the case of the Ariki–Koike algebra this structure is lost in view of the
preservation of the classical Hecke quadratic relation. On the other hand, this preservation of the
quadratic relation makes the Iwahori–Hecke algebra of type A an obvious subalgebra of the Ariki–
Koike algebra. As far as the Yokonuma–Hecke algebra is concerned, the Iwahori–Hecke algebra
Hn(q) of type A is an obvious quotient of Yd,n(q), but not an obvious subalgebra.
In this paper, we will study the representation theory of this object of high algebraic and topo-
logical interest. Some information on its representation theory in the general context of unipotent
Hecke algebras has been obtained by Thiem in [Th1, Th2, Th3]. Unfortunately, the generality of
his results and the change of presentation for Yd,n(q) do not allow us to put this information to
practical use. In this paper, we develop an inductive, and highly combinatorial, approach to the
representation theory of the Yokonuma–Hecke algebra. We give explicit formulas for all its irre-
ducible presentations (in the semisimple case), which one can work with. Thanks to our formulas
we are able to obtain a semisimplicity criterion for Yd,n(q), and calculate its Schur elements with
respect to the canonical symmetrising form defined here, thus getting a glimpse of the modular
representation theory of the Yokonuma–Hecke algebra.
For d = 1, the approach presented here coincides with the one in [IsOg] for the Iwahori–Hecke
algebra of type A. For d ≥ 1, an inductive approach, in the spirit of [OkVe], was given in [OgPo2]
for the complex reflection group G(d, 1, n). Our approach for the Yokonuma–Hecke algebra can
be seen as a deformed version of the approach in [OgPo2] (different from the deformed version
presented in [OgPo1] for the Ariki–Koike algebra).
The paper is organised as follows: in Section 2, we define the Yokonuma–Hecke algebra Yd,n(q),
and we suggest analogues for Yd,n(q) of the Jucys–Murphy elements of the symmetric group; these
Jucys–Murphy elements for Yd,n(q) form a commutative family of elements. We note that there are
two types of Jucys–Murphy elements for Yd,n(q), similarly to the case of G(d, 1, n) and differently
from the case of the Ariki–Koike algebra.
In Section 3, we define the affine Yokonuma–Hecke algebra Ŷd,n(q), and we study a special class
of representations in the simplest non-trivial case, when n = 2. We use these representations to
obtain information on the spectrum of the Jucys–Murphy elements of Ŷd,n(q), in Section 4. This
information allows us to show that each element in the spectrum of the Jucys–Murphy elements
corresponds to a standard d-tableau of size n (Propositions 3 and 4).
In Section 5, we give explicit formulas for the irreducible representations of Yd,n(q); these formulas
originate in the study of the simplest non-trivial affine Yokonuma–Hecke algebra Ŷd,2(q). We show
that the irreducible representations of Yd,n(q) are parametrised by the d-partitions of n. For a d-
partition λ of n, the irreducible representation Vλ has a basis indexed by the standard d-tableaux
of shape λ; thus, our formulas are in the combinatorial terms of standard d-tableaux. We obtain
that the spectrum of the Jucys–Murphy elements of Yd,n(q) is, in fact, in bijection with the set
of standard d-tableaux of size n. We also provide the branching rules for the Yokonuma–Hecke
algebra, we construct a complete system of primitive idempotents and we show that the Jucys–
Murphy elements generate a maximal commutative subalgebra of Yd,n(q). In Section 6, we use the
explicit formulas for the irreducible representations developed in Section 5 to obtain a semisimplicity
criterion for Yd,n(q).
Finally, in Section 7, we define a “canonical” symmetrising form τ on Yd,n(q), which becomes the
canonical symmetrising form on the group algebra of G(d, 1, n) for q = 1. We then determine the
Schur elements for Yd,n(q) with respect to τ ; these are powerful tools in the study of the modular
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representation theory of symmetric algebras. In order to calculate them, we show that the Schur
elements for Yd,n(q) are products of Schur elements corresponding to Iwahori–Hecke algebras of
type A, which are already known.
Piece of notation: Throughout this paper, whenever A is an algebra defined over a ring R and
K is a field containing R, we will denote by KA the tensor product K ⊗R A.
2. Jucys–Murphy elements of the Yokonuma–Hecke algebra
In this section we will give a presentation for the Yokonuma–Hecke algebra Yd,n(q) and we will
define its Jucys–Murphy elements, which are the core of our construction of the representations of
Yd,n(q).
2.1. The Yokonuma–Hecke algebra Yd,n(q). Let d, n ∈ N , d ≥ 1. Let q be an indeterminate.
The Yokonuma–Hecke algebra, denoted by Yd,n(q), is a C[q, q
−1]-associative algebra generated by
the elements
g1, . . . , gn−1, t1, . . . , tn
subject to the following relations:
(2.1)
(b1) gigj = gjgi for all i, j = 1, . . . , n − 1 such that |i− j| > 1,
(b2) gigi+1gi = gi+1gigi+1 for all i = 1, . . . , n − 2,
(f1) titj = tjti for all i, j = 1, . . . , n,
(f2) tjgi = gitsi(j) for all i = 1, . . . , n − 1 and j = 1, . . . , n,
(f3) t
d
j = 1 for all j = 1, . . . , n,
where si is the transposition (i, i + 1), together with the quadratic relations:
(2.2) g2i = 1 + (q − q
−1) ei gi for all i = 1, . . . , n− 1
where
(2.3) ei :=
1
d
d−1∑
s=0
tsi t
−s
i+1.
It is easily verified that the elements ei are idempotents in Yd,n(q). Also, that the elements gi
are invertible, with
(2.4) g−1i = gi − (q − q
−1) ei for all i = 1, . . . , n− 1.
Moreover, note that we have
(2.5) ti+1 = gi ti g
−1
i = g
−1
i ti gi for all i = 1, . . . , n− 1.
If we specialise q to ±1, the defining relations (2.1)–(2.2) become the defining relations for the
complex reflection group G(d, 1, n). Thus the algebra Yd,n(q) is a deformation of the group algebra
over C of the complex reflection group G(d, 1, n) ∼= (Z/dZ) ≀Sn, where Sn is the symmetric group
on n letters. Moreover, for d = 1, the Yokonuma–Hecke algebra Y1,n(q) coincides with the Iwahori–
Hecke algebra Hn(q) of type A, and thus, for d = 1 and q specialised to ±1, we obtain the group
algebra over C of the symmetric group Sn.
The relations (b1), (b2), (f1) and (f2) are defining relations for the classical framed braid group
Fn ∼= Z ≀ Bn, where Bn is the classical braid group on n strands, with the tj’s being interpreted
as the “elementary framings” (framing 1 on the jth strand). The relations tdj = 1 mean that the
framing of each braid strand is regarded modulo d. Thus, the algebra Yd,n(q) arises naturally as
a quotient of the framed braid group algebra over the modular relations (f3) and the quadratic
relations (2.2). Moreover, relations (2.1) are defining relations for the modular framed braid group
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Fd,n ∼= (Z/dZ) ≀ Bn, so the algebra Yd,n(q) can be also seen as a quotient of the modular framed
braid group algebra over the quadratic relations (2.2).
Remark 1. Note that in all the papers [Ju3, JuLa2, JuLa3, ChLa] the parameter for the Yokonuma–
Hecke algebra is denoted by u, and Yd,n(u) is generated by elements g˜1, . . . , g˜n−1, t1, . . . , tn satisfying
relations (2.1) and the quadratic relations:
(2.6) g˜2i = 1 + (u− 1) ei + (u− 1) ei g˜i for all i = 1, . . . , n − 1.
By taking u := q2 and gi := g˜i + (q
−1 − 1) ei g˜i (and thus, g˜i = gi + (q − 1) eigi), we obtain our
presentation of the Yokonuma–Hecke algebra.
2.2. The split property of Yd,n(q). Due to the relations (2.1)(f1)–(2.1)(f3), every word m in the
generators g1, . . . , gn−1, t1, . . . , tn of Yd,n(q) can be written in the form
m = tk11 . . . t
kn
n · σ
where k1, . . . , kn ∈ Z/dZ and σ is a word in g1, . . . , gn−1. That is, m splits into the ‘framing part’
tk11 . . . t
kn
n and the ‘braiding part’ σ.
Now let w ∈ Sn, and let w = si1si2 . . . sir be a reduced expression for w. Since the generators gi of
the Yokonuma–Hecke algebra satisfy the same braid relations as the generators of Sn, Matsumoto’s
lemma implies that the element gw := gi1gi2 . . . gir is well-defined, that is, it does not depend on
the choice of the reduced expression of w. Let ℓ denote the length function on Sn. Then we have
(2.7) gwgsi =
{
gwsi , if ℓ(wsi) > ℓ(w)
gwsi + (q − q
−1)gwei , if ℓ(wsi) < ℓ(w)
and
(2.8) gsigw =
{
gsiw , if ℓ(siw) > ℓ(w)
gsiw + (q − q
−1)eigw , if ℓ(siw) < ℓ(w).
Using the above multiplication formulas, Juyumaya [Ju3] has proved that the following set is a
C[q, q−1]-basis for Yd,n(q):
(2.9) B =
{
tk11 . . . t
kn
n gw
∣∣ w ∈ Sn, k1, . . . , kn ∈ Z/dZ }
As a consequence, Yd,n(q) is a free C[q, q
−1]-module of rank dnn!.
2.3. Chain of algebras Yd,n(q). The algebras Yd,n(q) form a chain, with respect to n, of algebras:
(2.10) C[q, q−1] =: Yd,0(q) ⊂ Yd,1(q) ⊂ . . . ⊂ Yd,n−1(q) ⊂ Yd,n(q) ⊂ . . . ,
where the injective morphisms are given by
Yd,n−1(q) ∋ t1, . . . , tn−1, g1, . . . gn−2 7→ t1, . . . , tn−1, g1, . . . gn−2 ∈ Yd,n(q) for all n ∈ N.
The injectivity of the morphisms comes from the fact that there are dn−1(n − 1)! elements in B
where tn and gn−1 do not appear.
2.4. Computation formulas in Yd,n(q). Let i, k ∈ {1, 2, . . . , n} and set
(2.11) ei,k :=
1
d
d−1∑
s=0
tsi t
−s
k .
Clearly ei,k = ek,i and it can be easily checked that e
2
i,k = ei,k. Note that ei,i = 1 and that
ei,i+1 = ei. From (f1)− (f3), one obtains immediately that
(2.12)
tiej,k = ej,kti for i, j, k = 1, . . . , n,
ei,jek,l = ek,lei,j for i, j, k, l = 1, . . . , n,
ej,kgi = giesi(j),si(k) for i = 1, . . . , n− 1 and j, k = 1, . . . , n,
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while one can also easily show that
(2.13) tiei,k = tkei,k for i, k = 1, . . . , n.
Note that the last relation in (2.12) is also valid if gi is replaced by its inverse g
−1
i .
2.5. The Jucys–Murphy elements. We define inductively the following elements in Yd,n(q):
(2.14) J1 := 1 and Ji+1 := gi Ji gi for i = 1, . . . , n− 1.
The element Ji+1 can be explicitly written in terms of the generators of Yd,n(q) as:
(2.15) Ji+1 = 1 + (q − q
−1)
(
ei gi + ei−1,i+1 gigi−1gi + · · · · · ·+ e1,i+1 gi . . . g2g1g2 . . . gi
)
.
Formula (2.15) is easily proved by induction on i, with the use of (2.14) and the last relation in
(2.12).
We call the elements J1, . . . , Jn, together with the elements t1, . . . , tn, the Jucys–Murphy elements
of the Yokonuma–Hecke algebra Yd,n(q).
Remark 2. For q = ±1, the Yokonuma–Hecke algebra Yd,n(q) specialises to the group algebra
over C of the complex reflection group G(d, 1, n). Formula (2.15) implies that the Jucys–Murphy
elements for G(d, 1, n), defined in [RaSh, Wa] and used in [OgPo2], are the specialisations of the
following elements of Yd,n(q):
Ji − 1
q − q−1
for i = 1, . . . , n.
Note that the above elements are well-defined elements of Yd,n(q) due to (2.15).
3. The affine Yokonuma–Hecke algebra
In this section we will see that the Yokonuma–Hecke algebra Yd,n(q) is a quotient of the affine
Yokonuma–Hecke algebra Ŷd,n(q), which we define here. We will then study a special class of
irreducible representations of Ŷd,2(q), which will be used in the following sections to determine the
spectrum of the Jucys–Murphy elements, and finally all irreducible representations for Yd,n(q).
3.1. Definition of Ŷd,n(q). Let d, n ∈ N , d ≥ 1. Let q be an indeterminate. The affine
Yokonuma–Hecke algebra, denoted by Ŷd,n(q) , is a C[q, q
−1]-associative algebra generated by the
elements
t1, . . . , tn, g1, . . . , gn−1,X
±1
1
subject to the following relations:
(3.1)
gigj = gjgi for all i, j = 1, . . . , n− 1 such that |i− j| > 1,
gigi+1gi = gi+1gigi+1 for all i = 1, . . . , n− 2,
titj = tjti for all i, j = 1, . . . , n,
tjgi = gitsi(j) for all i = 1, . . . , n− 1 and j = 1, . . . , n,
tdj = 1 for all j = 1, . . . , n,
g2i = 1 + (q − q
−1) ei gi for all i = 1, . . . , n− 1,
where si is the transposition (i, i + 1) and
ei :=
1
d
d−1∑
s=0
tsi t
−s
i+1 ,
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together with the following relations concerning the generators X±11 :
(3.2)
X1X
−1
1 = X
−1
1 X1 = 1
X1 g1X1g1 = g1X1g1X1
X1gi = giX1 for all i = 2, . . . , n − 1,
X1tj = tjX1 for all j = 1, . . . , n.
Note that the elements ei are idempotents in Ŷd,n(q) and that the elements gi are invertible,
with
(3.3) g−1i = gi − (q − q
−1) ei for all i = 1, . . . , n− 1.
Similarly to (2.11), we define, for i, k = 1, 2, . . . , n,
(3.4) ei,k :=
1
d
d−1∑
s=0
tsi t
−s
k .
Analogues, for the elements ti, gj and ek,l, of the relations (2.12) and (2.13) are satisfied in Ŷd,n(q).
We define inductively elements X2, . . . ,Xn in Ŷd,n(q) by
(3.5) Xi+1 := giXigi for i = 1, . . . , n− 1.
Note that the second relation of (3.2) can be then rewritten as X1X2 = X2X1.
One motivation for defining the algebra Ŷd,n(q) is the following: there is a surjective homomor-
phism π from Ŷd,n(q) onto the Yokonuma–Hecke algebra Yd,n(q) given by
(3.6) π(tj) = tj for j = 1, . . . , n, π(gi) = gi for i = 1, . . . , n− 1, and π(X1) = 1 .
The fact that π defines an algebra homomorphism from Ŷd,n(q) to Yd,n(q) derives immediately
from the comparison of the relations (3.1) with the defining relations of Yd,n(q), together with the
fact that the relations (3.2) are trivially satisfied if X±11 is replaced by 1. Further, we have
(3.7) π(Xi) = Ji for i = 1, . . . , n.
3.2. Commutative family of elements in Ŷd,n(q). Here we will prove some properties of the
elements X1, . . . ,Xn in Ŷd,n(q), in particular that they form a commutative set. Via the homomor-
phism π, these properties are transferred to the Jucys–Murphy elements of the algebra Yd,n(q).
Lemma 1. For any i ∈ {1, . . . , n}, we have
gjXi = Xigj for j = 1, . . . , n− 1 such that j 6= i− 1, i.
Proof. We prove the assertion by induction on i. The induction basis, for X1, is part of the defining
relations (3.2). Let i > 1. Writing Xi+1 = giXigi, and using the first relation in (3.1) together
with the induction hypothesis, we obtain immediately that Xi+1 commutes with g1, . . . , gi−2 and
with gi+2, . . . , gn−1. So it remains to prove that Xi+1 commutes with gi−1 for i > 1. We write
Xi+1 = giXigi = gigi−1Xi−1gi−1gi .
Then we have
gi−1 (gigi−1Xi−1gi−1gi) = gigi−1giXi−1gi−1gi = gigi−1Xi−1gigi−1gi = (gigi−1Xi−1gi−1gi) gi−1 ,
where we have used, for the first and third equalities, that gi−1gigi−1 = gigi−1gi, and the induction
hypothesis for the second equality. We deduce that Xi+1 commutes with gi−1. 
Proposition 1. For all i, j = 1, . . . , n, we have
(a) Xitj = tjXi ;
(b) XiXj = XjXi .
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Proof. For (a), we will proceed by induction on i. For i = 1, the relations X1tj = tjX1, j = 1, . . . , n,
are in the defining relations (3.2) for Ŷd,n(q). Now let i ∈ {1, . . . , n − 1} and assume that Xi
commutes with t1, . . . , tn. Write Xi+1 = giXigi. Using the induction hypothesis and the defining
relations of Ŷd,n(q), the following calculation is straightforward for any j = 1, . . . , n:
(giXigi) tj = giXitsi(j)gi = gitsi(j)Xigi = tj (giXigi) .
For (b), we will show, by induction on i, that X1, . . . ,Xi is a commutative set. For i = 1 there is
nothing to prove. Let i ∈ {1, . . . , n− 1}, and write Xi+1 = giXigi. By Lemma 1 and the induction
hypothesis, we have that Xi+1 commutes with X1, . . . ,Xi−1. So it remains to prove that Xi+1
commutes with Xi. If i = 1 this statement is the first defining relation in (3.2). Now assume that
i > 1, and write Xi = gi−1Xi−1gi−1. By Lemma 1 and the fact that Xi+1 commutes with Xi−1, we
conclude that Xi commutes with Xi+1. 
3.3. Commutativity of the Jucys–Murphy elements of Yd,n(q). Using the homomorphism
π, we obtain the following corollaries of Lemma 1 and Proposition 1 respectively:
Corollary 1. For any i ∈ {1, . . . , n}, we have
gjJi = Jigj for j = 1, . . . , n− 1 such that j 6= i− 1, i.
Corollary 2. The elements t1, . . . , tn, J1, . . . , Jn, that is, the Jucys–Murphy elements of Yd,n(q),
form a commutative set of elements.
3.4. Representations of the affine Yokonuma–Hecke algebra Ŷd,2(q). Consider the simplest
non-trivial affine Yokonuma–Hecke algebra, that is, Ŷd,2(q). This algebra is generated by elements
t1, t2, X
±1
1 , g subject to the following defining relations:
t2 = gt1g
−1= g−1t1g, t
d
1 = t
d
2 = 1, X1X
−1
1 = X
−1
1 X1 = 1, g
2 = 1 + (q − q−1) e g ,
where e := 1
d
d−1∑
s=0
ts1t
−s
2 , together with the following commutation relations
gX1gX1 = X1gX1g and AB = BA for any A,B ∈ {t1, t2,X1}.
Recall that X2 is defined by X2 = gX1g and that X2 commutes with t1, t2 and X1; also that e is an
idempotent and that g is invertible with g−1 = g + (q−1 − q) e (note that X2 is invertible as well).
Finally, in this particular case, e is a central element of Ŷd,2(q).
We are interested in the irreducible representations of C(q)Ŷd,2(q) such that t1, t2, X1, X2 are
diagonalisable operators. So let v be a common eigenvector of t1, t2, X1, X2 such that
t1(v) = av, t2(v) = bv, X1(v) = cv, X2(v) = dv ,
for some a, b, c, d ∈ C(q), with ad = bd = 1, c 6= 0 and d 6= 0. Set
γ :=
1
d
d−1∑
s=0
asb−s.
We have e(v) = γv. Since e is an idempotent, we must have γ = 0 or γ = 1. In fact, γ = 1 if and
only if a = b.
First assume that g(v) is proportional to v, that is, g(v) = rv for some r ∈ C(q) \ {0}. Since
t2 = gt1g
−1, we must have a = b, so we have γ = 1. Moreover, X2(v) = gX1g(v) = cr
2v. Finally,
the relation
g (g(v)) = v + (q − q−1) e g(v)
implies that r satisfies the quadratic equation
r2 − (q − q−1)r− 1 = 0,
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whence we deduce that r = ǫqǫ, where ǫ ∈ {−1, 1}. Thus, the vector v spans a one-dimensional
representation of C(q)Ŷd,2(q), and we have
t1(v) = av, t2(v) = av, X1(v) = cv, X2(v) = cq
2ǫ v, g(v) = ǫqǫv ,
with ǫ ∈ {−1, 1}.
Now assume that g(v) is not proportional to v. We will calculate the actions of t1, t2, X1, X2,
g on g(v), using the quadratic relation g2 = 1 + (q − q−1) e g, together with
t1g = gt2, t2g = gt1, X1g = g
−1X2 and X2g = gX1g
2 .
We obtain that the action of C(q)Ŷd,2(q) closes on the vector space spanned by v and g(v). The
explicit formulas are given by
t1g(v) = gt2(v) = bg(v) and t2g(v) = gt1(v) = ag(v).
Thus, eg(v) = γg(v). Now,
X1g(v) = g
−1X2(v) = d g
−1(v) = d (q−1− q) γ v + d g(v),
and
X2g(v) = gX1g
2(v) = gX1
(
v+(q−q−1)γg(v)
)
= gX1(v)+(q−q
−1)γX2(v) = d(q−q
−1) γ v+c g(v).
Finally,
g (g(v)) = g2(v) = v+ (q − q−1) γ g(v).
As a conclusion, we obtain the following classification of irreducible representations of C(q)Ŷd,2(q)
with t1, t2, X1, X2 diagonalisable:
(1) One-dimensional representations, given by:
t1 7→ a , t2 7→ a , X1 7→ c , X2 7→ cq
2ǫ , g 7→ ǫqǫ,
where ǫ ∈ {−1, 1}, ad = 1 and c 6= 0.
(2) Two-dimensional representations with the central element e acting as the identity matrix, given
by:
t1 7→
(
a 0
0 a
)
, t2 7→
(
a 0
0 a
)
, X1 7→
(
c −d(q − q−1)
0 d
)
, X2 7→
(
d d(q − q−1)
0 c
)
,
g 7→
(
0 1
1 q − q−1
)
,
where ad = 1, c, d 6= 0 and d 6= c (in order for X1,X2 to be diagonalisable). In order for these
representations to be irreducible, we must have d 6= cq±2. Then, for the basis{
v ,
d− c
qd− q−1c
(
g(v) −
d (q − q−1)
d− c
v
)}
,
the action of the generators becomes
t1 7→
(
a 0
0 a
)
, t2 7→
(
a 0
0 a
)
, X1 7→
(
c 0
0 d
)
, X2 7→
(
d 0
0 c
)
,
g 7→
1
d− c
 d(q − q−1) −(qc− q−1d)(
qd− q−1c
)
−c(q − q−1)
 .
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(3) Two-dimensional representations with the central element e acting as 0, given by:
t1 7→
(
a 0
0 b
)
, t2 7→
(
b 0
0 a
)
, X1 7→
(
c 0
0 d
)
, X2 7→
(
d 0
0 c
)
, g 7→
(
0 1
1 0
)
,
where ad = bd = 1, a 6= b and c, d 6= 0 . All these representations are irreducible.
4. Spectrum of the Jucys–Murphy elements and standard d-tableaux
In this section we will use the representations of the affine Yokonuma–Hecke algebra Ŷd,2(q)
constructed in §3.4 to describe the spectrum of the Jucys–Murphy elements of Yd,n(q). We will
then provide a connection between the spectrum and the combinatorics of standard d-tableaux.
4.1. Spectrum of the Jucys–Murphy elements. We shall study the spectrum of the Jucys–
Murphy elements for the representations of C(q)Yd,n(q) that verify the following two conditions:
(i) the Jucys–Murphy elements t1, . . . , tn, J1, . . . , Jn are represented by diagonalisable operators;
(ii) for any i = 1, . . . , n− 1, the action of the subalgebra of C(q)Yd,n(q) generated by ti, ti+1, Ji,
Ji+1 and gi is completely reducible.
In Section 5, we shall see that all irreducible representations of C(q)Yd,n(q) satisfy these two
properties.
Definition 1. We say that the 2× n array
(4.1) Λ =
 a(Λ)1 , . . . , a(Λ)n
c
(Λ)
1 , . . . , c
(Λ)
n

belongs to the spectrum of t1, . . . , tn, J1, . . . , Jn if there exists a representation VΛ of C(q)Yd,n(q)
satisfying conditions (i) and (ii), and a vector vΛ ∈ VΛ such that
ti(vΛ) = a
(Λ)
i vΛ and Ji(vΛ) = c
(Λ)
i vΛ for i = 1, . . . , n.
In this case, we say that the vector vΛ is an admissible vector for Λ. We denote by SpecJM the
spectrum of the Jucys–Murphy elements of Yd,n(q).
Remark 3. By Corollary 1, we have that the action of gj , j = 1, . . . , n−1, on an admissible vector
vΛ is “local” in the sense that gj(vΛ) is a linear combination of admissible vectors vΛ′ for arrays
Λ′ such that
a
(Λ′)
i = a
(Λ)
i and c
(Λ′)
i = c
(Λ)
i for i 6= j, j + 1.
For any i ∈ {1, . . . , n − 1}, the elements ti, ti+1, Ji, Ji+1 and gi realise the simplest non-trivial
affine Yokonuma–Hecke algebra Ŷd,2(q). From the study of the representations of C(q)Ŷd,2(q) made
in §3.4, we obtain the following information on the set SpecJM.
Proposition 2. Let Λ =
(
a1 , . . . , ai , ai+1 , . . . , an
c1 , . . . , ci , ci+1 , . . . , cn
)
∈ SpecJM, and let vΛ be an ad-
missible vector for Λ. Then
(a) We have adi = 1 for all i = 1, . . . , n; if ai+1 = ai, then ci+1 6= ci.
(b) If ai+1 = ai and ci+1 = ciq
2ǫ, where ǫ = ±1, then gi(vΛ) = ǫq
ǫvΛ.
(c) If ai+1 = ai and ci+1 6= ciq
±2, then
Λ′ =
(
a1 , . . . , ai+1 , ai , . . . , an
c1 , . . . , ci+1 , ci , . . . , cn
)
∈ SpecJM .
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Moreover, the vector gi(vΛ)−
ci+1(q−q
−1)
ci+1−ci
vΛ is admissible for the array Λ
′.
(d) If ai+1 6= ai, then
Λ′ =
(
a1 , . . . , ai+1 , ai , . . . , an
c1 , . . . , ci+1 , ci , . . . , cn
)
∈ SpecJM .
Moreover, the vector gi(vΛ) is admissible for the array Λ
′.
4.2. Content arrays. We define the following set of 2 × n arrays with entries in C(q) which will
turn out, on the one hand, to contain the set SpecJM and, on the other hand, to be in bijection
with the set of standard d-tableaux of size n.
Definition 2. A content array is a 2× n array of numbers with entries in C(q),(
a1 , . . . , an
c1 , . . . , cn
)
,
satisfying the following conditions:
(1) We have c1 = 1, and a
d
i = 1 for all i = 1, . . . , n.
(2) If cj 6= 1 for some j > 1, then there exists i < j such that ai = aj and ci ∈ {cjq
−2, cjq
2}.
(3) If aj = ak and cj = ck for j < k, then k − j ≥ 3 and there exist j + 1 6 i1, i2 6 k − 1 such
that ai1 = ai2 = aj, ci1 = cjq
−2 and ci2 = cjq
2.
We denote by Contd(n) the set of content arrays.
With the help of the Proposition 2, we can now prove the following result.
Proposition 3. We have SpecJM ⊆ Contd(n).
Proof. Following Proposition 2(a), for all Λ =
(
a1 , . . . , an
c1 , . . . , cn
)
∈ SpecJM, we have a
d
i = 1 for
all i = 1, . . . , n. Moreover, since J1 = 1, we have c1 = 1. Thus, condition (1) of Definition 2 is
satisfied.
We will prove that condition (2) of Definition 2 holds for all Λ ∈ SpecJM by induction on j.
First, let j = 2 and assume that c2 6= 1. If a1 6= a2, then, by Proposition 2(d), we have that
Λ′ =
(
a2, a1 , . . . , an
c2, c1, . . . , cn
)
=
(
a′1, . . . , a
′
n
c′1, . . . , c
′
n
)
∈ SpecJM ,
which contradicts the fact that c′1 = 1. So we must have a1 = a2. Now if c2 6= q
±2, then Proposition
2(c) yields again that Λ′ ∈ SpecJM. So we deduce that c2 = q
±2 and condition (2) is satisfied.
Similarly, if j > 2 and cj 6= 1, then, unless aj−1 = aj and cj−1 = cjq
±2, Proposition 2 implies
that
Λ′ =
(
a1 , . . . , aj , aj−1 , . . . , an
c1 , . . . , cj , cj−1 , . . . , cn
)
∈ SpecJM ,
and induction hypothesis yields the desired result. In every case, condition (2) holds.
Now, let 1 6 j < k 6 n such that aj = ak and cj = ck. We will prove that condition (3)
of Definition 2 holds for all Λ ∈ SpecJM. We will first show that k − j ≥ 3. Note that, due to
Proposition 2(a), we must have k − j > 1. If k − j = 2, then, unless aj+1 = aj and cj+1 = cjq
±2,
Proposition 2(c)–(d) implies that
Λ′ =
(
a1 , . . . , aj+1 , aj, ak . . . , an
c1 , . . . , cj+1, cj , ck , . . . , cn
)
∈ SpecJM ,
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which contradicts Proposition 2(a). However, if aj+1 = aj and cj+1 = cjq
2ǫ, with ǫ = ±1, then
Proposition 2(b) implies that gj(vΛ) = ǫq
ǫvΛ and gj+1(vΛ) = −ǫq
−ǫvΛ, which contradicts the
relation gjgj+1gj = gj+1gjgj+1. Thus, we must have k − j ≥ 3.
We will now prove that there exist j+1 6 i1, i2 6 k−1 such that ai1 = ai2 = aj , ci1 = cjq
−2 and
ci2 = cjq
2 by induction on the difference k−j. First assume that k−j = 3. Unless aj = aj+1 = ak−1,
cj+1 = cjq
±2 and ck−1 = ckq
±2, we can use Proposition 2(c)–(d) to go back to the case k − j = 2.
Moreover, by Proposition 2(a), if aj+1 = ak−1, we must have cj+1 6= ck−1. Thus, by taking
{i1, i2} = {j + 1, k − 1}, condition (3) is satisfied.
Finally, assume that k − j > 3. Now, unless aj = aj+1 = ak−1, cj+1 = cjq
±2 and ck−1 = ckq
±2,
Proposition 2(c)-(d) implies that
Λ′ =
(
a1 , . . . , aj+1, aj, . . . , ak, . . . , an
c1 , . . . , cj+1, cj , . . . , ck, . . . , cn
)
∈ SpecJM ,
or
Λ′′ =
(
a1 , . . . , aj , . . . , ak, ak−1, . . . , an
c1 , . . . , cj , . . . , ck, ck−1, . . . , cn
)
∈ SpecJM ,
and induction hypothesis yields the desired result. If aj = aj+1 = ak−1, cj+1 = cjq
±2 and ck−1 =
ckq
±2, then we have to distinguish two cases. If cj+1 = ck−1 = cjq
2ǫ, with ǫ = ±1, then the
induction hypothesis implies that there exists j + 1 < l < k − 1 such that al = aj+1 = aj and
cl = cj+1q
−2ǫ = cj . Thus we can replace (j, k) by (j, l), and the induction hypothesis yields the
rest. If cj+1 6= ck−1, then by taking {i1, i2} = {j+1, k−1}, we can have ai1 = ai2 = aj, ci1 = cjq
−2
and ci2 = cjq
2, and so condition (3) is satisfied. 
4.3. Standard d-tableaux and spectrum of the Jucys–Murphy elements. In this subsection
we will interpret the 2×n arrays belonging to Contd(n) as standard d-tableaux. First, we will need
to recall some basic notions and facts about the combinatorics of d-partitions.
4.3.1. Combinatorics of d-partitions. Let λ ⊢ n be a partition of n, that is, λ = (λ1, . . . , λk) is a
family of positive integers such that λ1 ≥ λ2 ≥ · · · ≥ λk ≥ 1 and |λ| := λ1+ · · ·+ λk = n. We shall
also say that λ is a partition of size n.
We identify partitions with their Young diagrams: the Young diagram of λ is a left-justified array
of k rows such that the j-th row contains λj nodes for all j = 1, . . . , k. We write θ = (x, y) for the
node in row x and column y. A node θ ∈ λ is called removable if the set of nodes obtained from λ
by removing θ is still a partition. A node θ′ /∈ λ is called addable if the set of nodes obtained from
λ by adding θ′ is still a partition.
The conjugate partition λ′ = (λ′1, . . . , λ
′
l) of λ is defined by λ
′
j := #{i | 1 6 i 6 k such that λi ≥ j}
and l := max{j |λ′j 6= 0}. The Young diagram of λ
′ is the transpose of the Young diagram of λ. A
node θ = (x, y) ∈ λ if and only if (y, x) ∈ λ′.
A d-partition λ, or a Young d-diagram, of size n is a d-tuple of partitions such that the total num-
ber of nodes in the associated Young diagrams is equal to n. That is, we have λ = (λ(1), . . . ,λ(d))
with λ(1), . . . ,λ(d) usual partitions such that |λ(1)|+ · · ·+ |λ(d)| = n.
A pair θ = (θ, k) consisting of a node θ and an integer k ∈ {1, . . . , d} is called a d-node. The
integer k is called the position of θ. A d-partition is then a set of d-nodes such that the subset
consisting of the d-nodes having position k forms a usual partition, for any k ∈ {1, . . . , d}.
Let λ = (λ(1), . . . ,λ(d)) be a d-partition. A d-node θ = (θ, k) ∈ λ is called removable from λ if
the node θ is removable from λ(k). A d-node θ′ = (θ′, k′) /∈ λ is called addable to λ if the node
θ′ is addable to λ(k
′). The set of d-nodes removable from λ is denoted by E−(λ) and the set of
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d-nodes addable to λ is denoted by E+(λ). For example, the removable/addable 3-nodes (marked
with −/+) for the 3-partition (,∅,) are:(
− +
+
,
+
,
− +
+
)
.
We will write λ \ {θ} for the d-partition obtained by removing the d-node θ ∈ E−(λ) from λ, and
λ ∪ {θ′} for the d-partition obtained by adding the d-node θ′ ∈ E+(λ) to λ.
For a d-node θ lying in the line x and the column y of the k-th diagram of λ (that is, θ = (x, y, k)),
we define p(θ) := k and c(θ) := q2(y−x). The number p(θ) is the position of θ and the number c(θ)
is called the (quantum) content of θ.
If two d-nodes θ,θ′ ∈ λ satisfy p(θ) = p(θ′) and c(θ) = c(θ′), they lie in the same diagonal of
the Young diagram of λ(p(θ)). If, moreover, c(θ) = c(θ′) = 1, then θ,θ′ lie in the main diagonal of
λ(p(θ)).
Finally, we define the hook length hl(θ) of the d-node θ = (x, y, k) to be the integer
(4.2) hl(θ) := λ(k)x − x+ λ
(k)′
y − y + 1 .
4.3.2. Standard d-tableaux. Let λ = (λ(1), . . . ,λ(d)) be a d-partition of n. A d-tableau of shape λ
is a bijection between the set {1, . . . , n} and the set of d-nodes in λ. In other words, a d-tableau of
shape λ is obtained by placing the numbers 1, . . . , n in the d-nodes of λ. The size of a d-tableau
of shape λ is n, that is, the size of λ. A d-tableau is standard if its entries increase along any row
and down any column of every diagram in λ. For d = 1, a standard 1-tableau is a usual standard
tableau.
For a d-tableau T , we denote respectively by p(T |i) and c(T |i) the position and the quantum
content of the d-node with the number i in it. For example, for the standard 3-tableau T =(
1 3 , ∅ , 2
)
of size 3, we have
p(T |1) = 1 , p(T |2) = 3 , p(T |3) = 1 and c(T |1) = 1 , c(T |2) = 1 , c(T |3) = q2 .
From now on, we will denote by STabd(n) the set of all standard d-tableaux of size n (of any
shape).
Proposition 4. The set STabd(n) is in bijection with the set Contd(n).
Proof. Let {ξ1, . . . , ξd} be the set of all d-th roots of unity (ordered arbitrarily), and let A
2×n be
the set of all 2 × n arrays with entries in C(q). We construct a map f : STabd(n) → A
2×n such
that
f (T ) =
(
a1 , . . . , an
c1 , . . . , cn
)
,
where, for all i = 1, . . . , n, ai := ξp(T |i) and ci := c(T |i).
Let T ,T ′ ∈ STabd(n) such that f(T ) = f(T
′). Then, for all i = 1, . . . , n, we have
p(T |i) = p(T ′|i) and c(T |i) = c(T ′|i) .
So T and T ′ must have the same shape, and moreover the d-tableau T ′ is obtained from T by
permuting the entries inside each diagonal of each diagram. However, since T ,T ′ are standard
d-tableaux, the entries increase across each diagonal and therefore we cannot have a non-trivial
permutation of the entries. We conclude that T = T ′, and thus f is injective.
In order to obtain the desired bijection, it remains to show that Imf = Contd(n). Let(
a1 , . . . , an
c1 , . . . , cn
)
= f (T )
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for some T ∈ STabd(n) of shape λ = (λ
(1), . . . ,λ(d)). By definition of f , we have adi = 1 for all
i = 1, . . . , n. Moreover, we always have c(T |1) = 1, and so c1 = 1.
Now assume that cj = c(T |j) 6= 1 for some j = 2, . . . , n. Then the number j is in a node of the
diagram of λ(p(T |j)), not on the main diagonal (which contains the nodes with quantum content
1). So there is surely a node left to it or above it. If there is a node left to it, then the number i in
it will satisfy i < j, p(T |i) = p(T |j) and c(T |i) = c(T |j)q−2 (since the d-tableau T is standard).
Similarly, if there is a node above it, then the number i in it will satisfy i < j, p(T |i) = p(T |j) and
c(T |i) = c(T |j)q2. Thus, there exists i < j such that ai = aj and ci ∈ {cjq
−2, cjq
2}.
Finally, assume that aj = ak and cj = ck for some 1 6 j < k 6 n. Then p(T |j) = p(T |k)
and the numbers j and k are in nodes θ and θ′ respectively belonging to the same diagonal of the
diagram of λ(p(T |j)). Since T is a standard d-tableau and j < k, there must be a node just under
θ, with a number i1 in it, and a node just on the right of θ, with an entry i2 in it; moreover, we
have j + 1 6 i1, i2 6 k − 1. Therefore, k − j ≥ 3, and there exist j + 1 6 i1, i2 6 k − 1 such that
ai1 = ai2 = aj , ci1 = cjq
−2 and ci2 = cjq
2. We conclude that Imf ⊆ Contd(n).
Now let
Λ =
(
a1 , . . . , an
c1 , . . . , cn
)
∈ Contd(n).
We will show that Λ ∈ Imf by constructing a standard d-tableau T of size n such that f(T ) = Λ.
In order to do this, we will start with the empty d-tableau and in each step we will add a d-node
with the entry i in it so that
ai = ξp(T |i) and ci = c(T |i).
The d-node with the entry i will be added in the first non-occupied position of the diagonal deter-
mined by p(T |i) and c(T |i). We will then show that, after each step, the result of the construction
is a standard d-tableau.
We will proceed by induction on i. The d-node with the entry 1 will be added in the position
p(T |1) (determined by a1). Now assume that we have constructed a standard d-tableau T
′ of size
i− 1 such that
aj = ξp(T ′|j) and cj = c(T
′|j)
for all j = 1, . . . , i− 1. Let λ = (λ(1), . . . ,λ(d)) be the shape of T ′. Then the d-node with the entry
i has to be added to the partition λ(p(T |i)) in the first non-occupied position of the diagonal with
quantum content ci.
First assume that cj 6= ci for all j = 1, . . . , i − 1 such that aj = ai. Then adding the node with
the entry i to λ(p(T
′|i)) will construct a new diagonal. If ci = 1 then, by induction hypothesis, the
partition λ(p(T
′|i)) must be empty and the node with the entry i is added in the first place of the
main diagonal. If ci 6= 1, then by property (2) of Definition 2, there exists k < i such that ak = ai
and ck ∈ {ciq
−2, ciq
2}. As cj 6= ci for all j = 1, . . . , i − 1 such that aj = ai, there is a unique k
satisfying these conditions since, by induction hypothesis, T ′ is a standard d-tableau. If ck = ciq
−2,
then the node with the entry i is added just to the right of the node containing k. If ck = ciq
2,
then the node with the entry i is added just under the node containing k. In every case, since the
d-tableau T ′ is standard, the result is a standard d-tableau of size i.
Otherwise, let j be the largest integer such that j < i, aj = ai and cj = ci. By property (3)
of Definition 2, there exist j + 1 6 i1, i2 6 i − 1 such that aj = ai1 = ai2 = ai, ci1 = cjq
−2
and ci2 = cjq
2. Since the d-tableau T ′ is standard, this implies that the d-node (x, y,p(T |i))
containing j has a node under it and a node on its right. We can thus add to λ(p(T |i)) the d-node
(x+1, y+1,p(T |i)) with the entry i in it. As the d-tableau T ′ is standard and i1, i2 < i, the result
is a standard d-tableau of size i.
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We have thus shown that Contd(n) ⊆ Imf , whence we deduce that Imf = Contd(n). Therefore,
the map f induces a bijection between STabd(n) and Contd(n). 
Here is an example of the correspondence of Proposition 4. The following 2×10 array of Cont3(10)(
ξ1 , ξ1 , ξ3 , ξ1 , ξ3 , ξ1 , ξ1 , ξ2 , ξ1 , ξ3
1 , q2 , 1 , q4 , q−2 , q−2 , q−4 , 1 , 1 , q2
)
,
where {ξ1, ξ2, ξ3} is the set of all cubic roots of unity, corresponds to the following standard 3-tableau
of size 10: (
1 2 4
6 9
7
, 8 ,
3 10
5
)
.
5. Representations of the Yokonuma–Hecke algebra
In this section, we will construct explicitly the irreducible representations of the Yokonuma–
Hecke algebra C(q)Yd,n(q). The study of the representations of C(q)Ŷd,2(q) in §3.4 suggests the
action, for i = 1, . . . , n − 1, of the generators gi, ti and ti+1 of C(q)Yd,n(q) on vectors indexed by
the standard d-tableaux of size n. We will verify that this action extends to an action of the whole
algebra C(q)Yd,n(q), and then prove that all representations of C(q)Yd,n(q) are obtained this way.
5.1. Formulas for the representations of C(q)Yd,n(q). For any d-tableau T of size n and any
permutation σ ∈ Sn, we denote by T
σ the d-tableau obtained from T by applying the permutation
σ on the numbers contained in the d-nodes of T . We have
(5.1) p(T σ|i) = p
(
T |σ−1(i)
)
and c(T σ|i) = c
(
T |σ−1(i)
)
for all i = 1, . . . , n.
Note that if the d-tableau T is standard, the d-tableau T σ is not necessarily standard.
Let {ξ1, . . . , ξd} be the set of all d-th roots of unity (ordered arbitrarily). Let P(d, n) be the
set of all d-partitions of n, and let λ ∈ P(d, n). Let Vλ be a C(q)-vector space with a basis {vT }
indexed by the standard d-tableaux of shape λ. We set v
T
:= 0 for any non-standard d-tableau T
of shape λ.
Proposition 5. Let T be a standard d-tableau of shape λ ∈ P(d, n). For brevity, we set pi := p(T |i)
and ci := c(T |i) for i = 1, . . . , n. The vector space Vλ is a representation of C(q)Yd,n(q) with the
action of the generators on the basis element v
T
defined as follows: for j = 1, . . . , n,
(5.2) tj(vT ) = ξpjvT ;
for i = 1, . . . , n− 1, if pi 6= pi+1 then
(5.3) gi(vT ) = vT si ,
and if pi = pi+1 then
(5.4) gi(vT ) =
ci+1(q − q
−1)
ci+1 − ci
vT +
qci+1 − q
−1ci
ci+1 − ci
v
T si
,
where si is the transposition (i, i+ 1).
Proof. We verify that Formulas (5.2)–(5.4) define a representation of the algebra C(q)Yd,n(q) by
proving that the given actions satisfy the defining relations (2.1) and (2.2) of Yd,n(q). During the
calculations, we will use several times Formulas (5.1) without mentioning.
Note first that, as the d-tableau T is standard, then the d-tableau T si is not standard if and
only if pi+1 = pi and ci+1 = ciq
±2. If pi+1 = pi and ci+1 = ciq
2ǫ, with ǫ = ±1, then Formula (5.4)
becomes gi(vT ) = ǫq
ǫ v
T
.
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The study of representations of the affine Yokonuma–Hecke algebra C(q)Ŷd,2(q) in §3.4 implies
directly that the relations g2i = 1 + (q − q
−1) ei gi, giti = ti+1gi and giti+1 = tigi are satisfied.
The relations tdj = 1 and titj = tjti, i, j = 1, . . . , n, are immediately verified. Moreover, as gi(vT )
is a linear combination of v
T
and v
T si
, the relations gitj = tjgi, for i = 1, . . . , n−1 and j = 1, . . . , n
such that j 6= i, i+ 1, are also verified.
So it remains to check the relations
(5.5) gigj(vT ) = gjgi(vT ) for i, j = 1, . . . , n− 1 such that |i− j| > 1,
and the relations
(5.6) gigi+1gi(vT ) = gi+1gigi+1(vT ) for i = 1, . . . , n− 2.
We will first verify (5.5).
Note now that Formula (5.4) does not depend on d (since pi = pi+1) and coincides with the
usual formula, established in [Ho], for the action of the generators of the Iwahori–Hecke algebra
of type A on vectors labelled by usual standard tableaux. Thus, for i, j = 1, . . . , n − 1 such that
|i − j| > 1, if pi = pi+1 and pj = pj+1 then it is well-known that gigj(vT ) = gjgi(vT ) (it can be
shown by a straightforward calculation that we do not repeat here).
Assume that pi 6= pi+1 and pj 6= pj+1. Then the d-tableaux T
si , T sj , T sisj and T sjsi are
standard, and we have T sisj = T sjsi , since sisj = sjsi. We deduce that gigj(vT ) = vT sjsi =
v
T
sisj
= gjgi(vT ).
Now assume that pi 6= pi+1 and pj = pj+1. Then the d-tableau T
si is standard and a direct
calculation shows that
gigj(vT ) =
cj+1(q − q
−1)
cj+1 − cj
v
T si
+
qcj+1 − q
−1cj
cj+1 − cj
gi(v
T
sj
)
and
gjgi(vT ) =
cj+1(q − q
−1)
cj+1 − cj
v
T si
+
qcj+1 − q
−1cj
cj+1 − cj
v
T
sisj
.
If the d-tableau T sj is standard, then gi(v
T
sj
) = v
T
sjsi
. If T sj is not standard, then T sjsi is not
standard either, and gi(v
T
sj
) = 0 = v
T
sjsi
. In any case, since sisj = sjsi, we have gigj(vT ) =
gjgi(vT ). We deal similarly with the case pi = pi+1 and pj 6= pj+1.
We will now prove (5.6). Let i = 1, . . . , n − 2. If pi = pi+1 = pi+2, then, again from the
representation theory of the Iwahori–Hecke algebra of type A, it is well-known that gigi+1gi(vT ) =
gi+1gigi+1(vT ) (thus, we do not have to repeat the straightforward, but lengthy, calculation).
Assume that pi, pi+1 and pi+2 are all different. Then the d-tableaux T
si , T sisi+1 , T sisi+1si ,
T si+1 , T si+1si and T si+1sisi+1 are all standard, and we have T sisi+1si = T si+1sisi+1 , since sisi+1si =
si+1sisi+1. We deduce that gigi+1gi(vT ) = vT sisi+1si = vT si+1sisi+1 = gi+1gigi+1(vT ).
Assume that pi = pi+1 6= pi+2. Then the d-tableaux T
si+1 and T si+1si are standard. We
calculate
gigi+1gi(vT ) = gigi+1
(ci+1(q − q−1)
ci+1 − ci
v
T
+
qci+1 − q
−1ci
ci+1 − ci
v
T si
)
= gi
(ci+1(q − q−1)
ci+1 − ci
v
T
si+1
+
qci+1 − q
−1ci
ci+1 − ci
gi+1(vT si )
)
=
ci+1(q − q
−1)
ci+1 − ci
v
T
si+1si
+
qci+1 − q
−1ci
ci+1 − ci
gigi+1(vT si ) ;
If T si is standard, then T sisi+1 and T sisi+1si are standard, and gigi+1(vT si ) = vT sisi+1si . If T
si is
not standard, then T sisi+1 and T sisi+1si are not standard either, and gigi+1(vT si ) = 0 = vT sisi+1si .
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In any case, we have
gigi+1gi(vT ) =
ci+1(q − q
−1)
ci+1 − ci
v
T
si+1si
+
qci+1 − q
−1ci
ci+1 − ci
v
T
sisi+1si
.
On the other hand, we directly calculate
gi+1gigi+1(vT ) =
ci+1(q − q
−1)
ci+1 − ci
v
T
si+1si
+
qci+1 − q
−1ci
ci+1 − ci
v
T
si+1sisi+1
.
As sisi+1si = si+1sisi+1, we obtain that gigi+1gi(vT ) = gi+1gigi+1(vT ).
The case pi 6= pi+1 = pi+2 is similar to the above, so we skip the details.
Finally, assume that pi = pi+2 6= pi+1. Then the d-tableaux T
si and T si+1 are standard. We
calculate
gigi+1gi(vT ) = gigi+1
(
v
T si
)
= gi
(ci+2(q − q−1)
ci+2 − ci
v
T si
+
qci+2 − q
−1ci
ci+2 − ci
v
T
sisi+1
)
=
ci+2(q − q
−1)
ci+2 − ci
vT +
qci+2 − q
−1ci
ci+2 − ci
gi(v
T
sisi+1
)
and
gi+1gigi+1(vT ) = gi+1gi
(
v
T
si+1
)
= gi+1
(ci+2(q − q−1)
ci+2 − ci
v
T
si+1
+
qci+2 − q
−1ci
ci+2 − ci
v
T
si+1si
)
=
ci+2(q − q
−1)
ci+2 − ci
vT +
qci+2 − q
−1ci
ci+2 − ci
gi+1(v
T
si+1si
) .
If T sisi+1 is standard, then gi(v
T
sisi+1
) = v
T
sisi+1si
. If T sisi+1 is not standard, then T sisi+1si
is not standard either, and gi(v
T
sisi+1
) = 0 = v
T
sisi+1si
. Similarly, if T si+1si is standard, then
gi+1(v
T
si+1si
) = v
T
si+1sisi+1
. If T si+1si is not standard, then T si+1sisi+1 is not standard either,
and gi+1(v
T
si+1si
) = 0 = v
T
si+1sisi+1
. As sisi+1si = si+1sisi+1, we obtain that gigi+1gi(vT ) =
gi+1gigi+1(vT ). 
Proposition 6. Let λ be a d-partition of n. The action of the Jucys–Murphy elements J1, . . . , Jn
of the algebra C(q)Yd,n(q) on the vector space Vλ is given by
(5.7) Ji(vT ) = c(T |i)vT for any standard d-tableau T of shape λ.
Proof. Let T be a standard d-tableau of shape λ, and set pi := p(T |i) and ci := c(T |i) for
i = 1, . . . , n. We will prove (5.7) by induction on i. Recall that Ji+1 = giJigi for all i = 1, . . . , n−1.
For i = 1, (5.7) is satisfied, since J1 = 1 and c1 = 1. Let i > 1, and assume that (5.7) holds for
smaller values of i.
First suppose that pi 6= pi+1. Then we have, from (5.3), that
Ji+1(vT ) = giJigi(vT ) = giJi(vT si ) = gi(ci+1 vT si ) = ci+1 gi(vT si ) = ci+1 vT ,
where we have used the induction hypothesis together with the fact that c(T si |i) = ci+1.
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Now suppose that pi = pi+1. Then we have, from (5.4), that
Ji+1(vT ) = giJigi(vT )
= giJi
(ci+1(q − q−1)
ci+1 − ci
v
T
+
qci+1 − q
−1ci
ci+1 − ci
v
T si
)
= gi
(cici+1(q − q−1)
ci+1 − ci
vT +
ci+1(qci+1 − q
−1ci)
ci+1 − ci
v
T si
)
=
cici+1(q − q
−1)
ci+1 − ci
(ci+1(q − q−1)
ci+1 − ci
v
T
+
qci+1 − q
−1ci
ci+1 − ci
v
T si
)
+
ci+1(qci+1 − q
−1ci)
ci+1 − ci
(ci(q − q−1)
ci − ci+1
v
T si
+
qci − q
−1ci+1
ci − ci+1
v
T
)
,
where we have used the induction hypothesis together with the fact that c(T si |i) = ci+1 and
c(T si |i + 1) = ci. First, we observe that the coefficient in front of vT si is equal to 0. Second, we
note that if ci+1 = ciq
±2, then the last term of the sum is equal to 0. Thus, if the d-tableau T si
is not standard (that is, if ci+1 = ciq
±2), the calculation above is still valid. A direct calculation
shows that Ji+1(vT ) = ci+1 vT . 
Let T ∈ STabd(n) and let Λ be the corresponding content array, through the identification
of STabd(n) with Contd(n) given by Proposition 4. Following the action of the Jucys–Murphy
elements t1, . . . , tn, J1, . . . , Jn on vT , given by Propositions 5 and 6, we obtain that Λ ∈ SpecJM,
with corresponding vector v
T
. Thus, we obtain an inclusion of the set STabd(n) into the spectrum
SpecJM of the Jucys–Murphy elements t1, . . . , tn, J1, . . . , Jn. On the other hand, Propositions 3
and 4 provide an inclusion of the set SpecJM into STabd(n). These operations, by construction, are
inverse to each other. We sum up the results.
Proposition 7. The set STabd(n) is in bijection with the set SpecJM.
It remains to show that we have now constructed all irreducible representations for C(q)Yd,n(q).
Theorem 1. For any λ ∈ P(d, n), let Vλ denote the representation of C(q)Yd,n(q) constructed in
Proposition 5. Then
(a) If Vλ is isomorphic to Vµ for some µ ∈ P(d, n), then λ = µ.
(b) The representation Vλ is irreducible.
(c) The set {Vλ |λ ∈ P(d, n)} is a complete set of pairwise non-isomorphic irreducible representa-
tions of C(q)Yd,n(q).
Proof. Part (a) derives from Proposition 7, given the action of the Jucys–Murphy elements on Vλ.
For (b), we will proceed by induction on n.
If n = 1, then C(q)Yd,1(q) is isomorphic to the group algebra over C(q) of the cyclic group of
order d, and its irreducible representations are the ones described by Proposition 5. Now assume
that (b) holds for C(q)Yd,n−1(q). Let λ be a d-partition of n. We will show that Vλ is an irreducible
representation of C(q)Yd,n(q).
Recall that we denote by E−(λ) the set of all removable d-nodes from λ. Following the description
of the action of the generators t1, . . . , tn−1, g1, . . . , gn−2 on Vλ, we must have
(5.8) Res
C(q)Yd,n(q)
C(q)Yd,n−1(q)
(Vλ) =
⊕
θ∈E−(λ)
Vλ\{θ}.
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Suppose now that there exists a proper submoduleM of Vλ such thatM 6= {0}. Then, by induction
hypothesis, there exists a non-empty subset E−(M) of E−(λ) such that
Res
C(q)Yd,n(q)
C(q)Yd,n−1(q)
(M) =
⊕
θ∈E−(M)
Vλ\{θ}.
Thus, if T is a standard d-tableau of shape λ such that the entry n is contained in a d-node
θ ∈ E−(M), then vT ∈ M . Moreover, since M is a proper submodule of Vλ, there exists at
least one d-node θ′ ∈ E−(λ) such that θ
′ /∈ E−(M). Let T
′ be a standard d-tableau of shape λ
such that the number n is in the d-node θ′. Then v
T ′
/∈ M . Let σ ∈ Sn be the permutation
such that T σ = T ′. If σ = si1si2 . . . sir , where si is the transposition (i, i + 1), then there exists
k ∈ {0, 1, . . . , r − 1} such that vT si1si2 ...sik ∈ M and vT
si1
si2
...sik+1 /∈ M . We can thus replace
T ,T ′ by T si1si2 ...sik ,T si1si2 ...sik+1 , and, by setting i := ik+1, we have that vT ∈M and vT si /∈ M .
Following the definition of the action of C(q)Yd,n(q) on M given by Proposition 5, this is only
possible if
p(T |i) = p(T |i+ 1) and c(T |i) = q2 c(T |i+ 1).
However, in this case, as we have also already seen in the proof of Proposition 5, T si is not a
standard d-tableau, and so v
T si
= 0 ∈M , a contradiction. We conclude that Vλ is irreducible.
Finally, part (c) follows by counting dimensions, since, from the Robinson-Schensted correspon-
dence, we have
(5.9)
∑
λ∈P(d,n)
(
dimC(q)(Vλ)
)2
= dnn! = dimC(q)(C(q)Yd,n(q)).

Remark 4. Formula (5.8) gives the branching rules for the irreducible representations of the
algebra C(q)Yd,n(q) with respect to its subalgebra C(q)Yd,n−1(q). These rules are simply expressed
in the combinatorial terms of d-partitions, and can be equivalently stated by saying that the
Bratteli diagram of the chain of algebras C(q)Yd,n(q) coincides with the Hasse diagram of the
poset of d-partitions (ordered by inclusion). In particular, we have shown that the branching rules
are “multiplicity-free”; as it is well-known, this implies that the centraliser of C(q)Yd,n−1(q) in
C(q)Yd,n(q) is commutative.
5.2. Primitive idempotents and maximal commutative subalgebra of C(q)Yd,n(q). Follow-
ing the construction of its irreducible representations, the algebra C(q)Yd,n(q) is split. Moreover,
Equation (5.9) implies that the algebra C(q)Yd,n(q) is also semisimple.
Remark 5. One may observe that Yd,n(q) is split over a much smaller field, Q(ζ, q), where ζ :=
exp(2πi/d). Then all constructions in this paper can be repeated by replacing C(q) with Q(ζ, q).
For any d-partition λ of n, denote by mλ the dimension of the representation Vλ. We fix the
basis {vT } of Vλ used in Proposition 5 and use it to identify EndC(q)(Vλ) with the matrix algebra
Matmλ(C(q)) over C(q). Since C(q)Yd,n(q) is split semisimple, it follows from Theorem 1(c) and
the Artin–Wedderburn theorem that there exists an isomorphism
(5.10) I : C(q)Yd,n(q)→
∏
λ∈P(d,n)
Matmλ(C(q)).
We write Iλ for the projection of I onto the λ-factor, that is,
Iλ : C(q)Yd,n(q)։ Matmλ(C(q)).
18
Let T be a standard d-tableau of shape λ. Since I is an isomorphism, there exists a unique element
E
T
of C(q)Yd,n(q) that satisfies:
Iµ(ET ) =
{
0 if λ 6= µ ;
Pv
T
if λ = µ ,
where Pv
T
stands for the projection onto C(q)v
T
, that is, Pv
T
is the diagonal mλ ×mλ matrix
with coefficient 1 in the column labelled by vT , and 0 everywhere else. The set {PvT }, where vT
runs over the basis vectors of Vλ, is a complete set of pairwise orthogonal primitive idempotents
of Matmλ(C(q)). Thus, the element ET is a primitive idempotent of C(q)Yd,n(q), and the set
{ET }T ∈STabd(n) is a complete set of pairwise orthogonal primitive idempotents of C(q)Yd,n(q).
Now, the Jucys–Murphy elements t1, . . . , tn, J1, . . . , Jn are represented by diagonal matrices in
the basis {v
T
} of Vλ indexed by the standard d-tableaux of shape λ (see Formulas (5.2) and (5.7)).
Moreover, the eigenvalues of the set {t1, . . . , tn, J1, . . . , Jn} allow to distinguish between all basis
vectors v
T
of all representations Vλ, with λ ∈ P(d, n) (Proposition 7). Thus, for T a standard
d-tableau of size n, we can express the primitive idempotent E
T
of C(q)Yd,n(q) in terms of the
Jucys–Murphy elements t1, . . . , tn, J1, . . . , Jn, as follows:
Let θ be the d-node of T with the number n in it. As the tableau T is standard, the d-node θ
is removable. Let U be the standard d-tableau obtained from T by removing the d-node θ and let
µ be the shape of U . The inductive formula for E
T
in terms of the Jucys–Murphy elements reads:
(5.11) E
T
= E
U
∏
θ′∈E+(µ)
c(θ′)6=c(θ)
Jn − c(θ
′)
c(θ)− c(θ′)
∏
θ′∈E+(µ)
p(θ′)6=p(θ)
tn − ξp(θ′)
ξp(θ) − ξp(θ′)
,
with E
T0
= 1 for the unique d-tableau T0 of size 0. Note that, due to the commutativity of the
Jucys–Murphy elements, all terms in the above formula commute with each other.
In Formula (5.11), we consider the idempotent E
U
of C(q)Yd,n−1(q) as an element of C(q)Yd,n(q)
thanks to the chain property (2.10) of the algebras Yd,n(q). In fact, seeing EU as an element of
C(q)Yd,n(q), we have
(5.12) E
U
=
∑
ψ∈E+(µ)
E
U∪{ψ}
,
where, for any ψ ∈ E+(µ), U ∪{ψ} is the standard d-tableau obtained from U by adding the d-node
ψ with the number n in it. Then
E
U
∏
θ′∈E+(µ)
c(θ′)6=c(θ)
Jn − c(θ
′)
c(θ)− c(θ′)
=
∑
ψ∈E+(µ)
c(ψ)=c(θ)
E
U∪{ψ}
.
Similarly,
E
U
∏
θ′∈E+(µ)
p(θ′)6=p(θ)
tn − ξp(θ′)
ξp(θ) − ξp(θ′)
=
∑
ψ∈E+(µ)
p(ψ)=p(θ)
E
U∪{ψ}
.
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Thus,
E
U
∏
θ′∈E+(µ)
c(θ′)6=c(θ)
Jn − c(θ
′)
c(θ)− c(θ′)
∏
θ′∈E+(µ)
p(θ′)6=p(θ)
tn − ξp(θ′)
ξp(θ) − ξp(θ′)
=
∑
ψ∈E+(µ)
c(ψ)=c(θ)
p(ψ)=p(θ)
E
U∪{ψ}
= E
T
.
Thanks to Formula (5.11), we can now prove the following result, which is just a corollary of
Theorem 1.
Proposition 8. The Jucys–Murphy elements t1, . . . , tn, J1, . . . , Jn generate a maximal commutative
subalgebra of C(q)Yd,n(q).
Proof. The Jucys–Murphy elements t1, . . . , tn, J1, . . . , Jn generate a commutative subalgebra of
C(q)Yd,n(q) (Corollary 2). Due to (5.11), all the primitive idempotents ET , indexed by the stan-
dard d-tableaux of size n, belong to this subalgebra. We have already seen that these idempotents
form a complete set of primitive idempotents of C(q)Yd,n(q), that is, they span a maximal commu-
tative subalgebra of C(q)Yd,n(q). As a conclusion, the subalgebra generated by the Jucys–Murphy
elements t1, . . . , tn, J1, . . . , Jn coincides with the maximal commutative subalgebra spanned by all
idempotents E
T
. 
Corollary 3. The Jucys–Murphy elements t1, . . . , tn, J1, . . . , Jn generate a maximal commutative
subalgebra of Yd,n(q).
If now we set
(5.13) Eλ :=
∑
T ∈STabd(n)
Shape(T )=λ
E
T
,
then Eλ is a primitive idempotent of the centre Z(C(q)Yd,n(q)) of C(q)Yd,n(q). The primitive
idempotents of Z(C(q)Yd,n(q)) are called block-idempotents or simply blocks of the Yokonuma–
Hecke algebra C(q)Yd,n(q). We have that the set {Eλ}λ∈P(d,n) is the set of all block-idempotents
of C(q)Yd,n(q), and thus a basis of the subalgebra Z(C(q)Yd,n(q)).
Let An be the subalgebra of C(q)Yd,n(q) generated by the union of the centres Z(C(q)Yd,i(q)),
for i = 1, . . . , n (the chain property (2.10) allows us to consider Z(C(q)Yd,i(q)) as a subset of
C(q)Yd,n(q)). We have seen (Remark 4) that the branching rules for the chain of semisimple
algebras C(q)Yd,n(q) are multiplicity-free. A well-known consequence is that An is a maximal
commutative subalgebra of C(q)Yd,n(q) (see, for example, [OkVe]). Moreover, An coincides with the
subalgebra of C(q)Yd,n(q) generated by the union of the centralisers of C(q)Yd,i(q) in C(q)Yd,i+1(q),
for i = 1, . . . , n− 1.
Now, Formulas (5.13) and (5.12) imply that An is contained in the subalgebra of C(q)Yd,n(q)
spanned by the primitive idempotents ET , where T runs through the set of standard d-tableaux of
size n. The maximality of An together with the proof of Proposition 8 yield the following result:
Corollary 4. The subalgebra of C(q)Yd,n(q) generated by the Jucys–Murphy elements t1, . . . , tn,
J1, . . . , Jn coincides with:
(a) the subalgebra generated by the union of the centres Z(C(q)Yd,i(q)), for i = 1, . . . , n ;
(b) the subalgebra generated by the union of the centralisers of C(q)Yd,i(q) in C(q)Yd,i+1(q), for
i = 1, . . . , n− 1.
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6. A semisimplicity criterion for the Yokonuma–Hecke algebra
Now note that all constructions so far would have worked if we had taken q to be a non-zero
complex number that is not a root of unity, instead of taking q to be an indeterminate. If q were
a root of unity, then the construction of the representation Vλ would fail in the following case (see
Formula (5.4)): there exists a standard d-tableau T of shape λ and some i ∈ {1, . . . , n − 1} such
that
p(T |i) = p(T |i+ 1) and c(T |i) = c(T |i+ 1).1
This in fact may happen only if q2m = 1 for some m ∈ Z such that 0 < m 6 λ
(p(T |i))
1 +λ
(p(T |i))′
1 −2,
where ′ stands for the conjugate partition. Moreover, the part of the proof of Theorem 1 showing
that Vλ is irreducible does not work in the following case: there exists a standard d-tableau T of
shape λ and some i ∈ {1, . . . , n − 1} such that T si is a standard d-tableau, and
p(T |i) = p(T |i+ 1) and c(T |i) = q2 c(T |i+ 1).
This may happen only if q2m = 1 for some m ∈ Z such that 0 < m 6 λ
(p(T |i))
1 + λ
(p(T |i))′
1 − 1.
We conclude that the algebra C(q)Yd,n(q) is split semisimple and its irreducible representations
are the ones described by Proposition 5 when q is either an indeterminate or a non-zero complex
number, unless the following holds: there exists a standard d-tableau T of shape λ ∈ P(d, n),
i ∈ {1, 2, . . . , n − 1} and m ∈ {1, 2, . . . ,λ
(p(T |i))
1 + λ
(p(T |i))′
1 − 1} such that q
2m = 1. Note that
λ
(p(T |i))
1 + λ
(p(T |i))′
1 − 1 is equal to the hook length of the d-node (1, 1,p(T |i)) (cf. Formula (4.2)),
and that
max { hl(θ) | θ is a d-node of a d-partition of n } = n.
We are now ready to prove a semisimplicity criterion for the Yokonuma–Hecke algebra Yd,n(q).
Proposition 9. Let ϑ : C[q, q−1]→ C be a ring homomorphism such that ϑ(q) = q¯ ∈ C \ {0}. We
consider the specialised Yokonuma–Hecke algebra Yd,n(q¯) := C⊗C[q,q−1]Yd,n(q), defined via ϑ. The
algebra Yd,n(q¯) is split semisimple if and only if ϑ (P (q)) 6= 0, where
P (q) =
n∏
m=1
(q2(m−1) + q2(m−2) + · · · + q2 + 1).
Proof. First note that
P (q) =
n∏
m=1
q2m − 1
q2 − 1
.
Following the discussion before Proposition 9, if q¯2m 6= 1 for all m = 1, 2, . . . , n, then Yd,n(q¯) is
split semisimple. Moreover, if q¯2 = 1, then Yd,n(±1) ∼= C[G(d, 1, n)] is split semisimple as well.
Hence, if ϑ (P (q)) 6= 0, then Yd,n(q¯) is split semisimple.
Now assume that ϑ (P (q)) = 0. In this case, we know by [GyUn] that the Iwahori–Hecke algebra
of type A, Y1,n(q¯), is not semisimple. Then we can take an indecomposable, non-irreducible Y1,n(q¯)-
module M , and turn it into a Yd,n(q¯)-module, by defining the action of tj on M to be the identity
for all j = 1, . . . , n. Then M becomes an indecomposable, non-irreducible Yd,n(q¯)-module, and so
Yd,n(q¯) is not semisimple. 
7. Schur elements for the Yokonuma–Hecke algebra
In this section we will define a symmetrising form for the Yokonuma–Hecke algebra and calculate
the Schur elements with respect to that symmetrising form.
1In the case where q is an indeterminate or q is not a root of unity, this condition implies that the numbers i and
i+ 1 are in the same diagonal of λ(p(T |i)), which contradicts the fact that T is a standard d-tableau.
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7.1. Preliminaries on symmetric algebras. Let R be a ring and let A be an R-algebra, free
and finitely generated as an R-module. A symmetrising form on A is a linear map τ : A→ R such
that
• τ(aa′) = τ(a′a) for all a, a′ ∈ A, that is, τ is a trace function;
• the bilinear form A× A → R, (a, a′) 7→ τ(aa′) is non-degenerate, that is, the determinant
of the matrix (τ(bb′))b∈B,b′∈B′ is a unit in R for some (and hence every) R-bases B and B
′
of A.
If there exists a symmetrising form τ on A, then the algebra A is called symmetric. We denote
by B∨ = {b∨ | b ∈ B} the dual basis to B with respect to τ ; it is uniquely determined by the
requirement that τ(b∨b′) = δb,b′ for all b, b
′ ∈ B.
Let K be a field containing R such that the algebra KA is split semisimple. The symmetrising
form τ can be extended to KA. If we denote by Irr(KA) the set of irreducible characters of KA,
then there exist elements (sχ)χ∈Irr(KA) in the integral closure of R in K such that
τ =
∑
χ∈Irr(KA)
1
sχ
χ
[GePf, Theorem 7.2.6 & Proposition 7.3.9]. The element sχ is the Schur element of χ with respect
to τ .
Schur elements are a powerful tool in the study of the representation theory of symmetric alge-
bras. For example, we have a general semisimplicity criterion [GePf, Theorem 7.4.7]:
Theorem 2. Let ϑ : R → L be a ring homomorphism such that L is the field of fractions of
ϑ(R). Assume that LA := L⊗R A is split. Then LA is semisimple if and only if ϑ(sχ) 6= 0 for all
χ ∈ Irr(KA).
Note that the Schur elements can be also used to determine the blocks of the algebra LA defined
above.
7.2. The canonical symmetrising form. Recall the basis B for the Yokonuma–Hecke algebra
given by (2.9):
B =
{
tk11 . . . t
kn
n gw
∣∣ w ∈ Sn, k1, . . . , kn ∈ Z/dZ } .
Obviously, the set
B′ =
{
gw′t
l1
1 . . . t
ln
n
∣∣ w′ ∈ Sn, l1, . . . , ln ∈ Z/dZ }
is also a basis for the Yokonuma–Hecke algebra.
Proposition 10. Define a linear map τ : Yd,n(q)→ C[q, q
−1] by
(7.1) τ (tk11 . . . t
kn
n gw) =
{
1, if w = 1 and ki ≡ 0mod d for all i = 1, . . . , n;
0, otherwise.
Then we have
(7.2) τ (tk11 . . . t
kn
n gwgw′t
l1
1 . . . t
ln
n ) =
{
1, if w−1 = w′ and ki + li ≡ 0mod d for i = 1, . . . , n;
0, otherwise.
Moreover, τ is a symmetrising form and the basis dual to B with respect to τ is given by
(tk11 . . . t
kn
n gw)
∨ = gw−1t
d−k1
1 . . . t
d−kn
n .
Proof. For the proof of the multiplication formula (7.2), we proceed by induction on the length ℓ(w)
of w. If w = 1, there is nothing to prove. Now let ℓ(w) > 0 and choose a transposition si ∈ Sn
such that ℓ(wsi) < ℓ(w). By (2.7), we have gw = g(wsi)si = gwsigsi , and hence, gwgw′ = gwsigsigw′ .
Now we distinguish two cases:
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Case 1. ℓ(siw
′) > ℓ(w′): By (2.8), we have gsigw′ = gsiw′ . Note that ℓ(wsi) < ℓ(w) implies that
ℓ(siw
−1) < ℓ(w−1). Thus we must have w−1 6= w′ and, hence, (wsi)
−1 6= siw
′. By induction, we
have
τ (tk11 . . . t
kn
n gwgw′t
l1
1 . . . t
ln
n ) = τ (t
k1
1 . . . t
kn
n gwsigsiw′t
l1
1 . . . t
ln
n ) = 0.
Case 2. ℓ(siw
′) < ℓ(w′): By (2.8), we have gsigw′ = gsiw′ + (q − q
−1)eigw′ , and hence,
τ (tk11 . . . t
kn
n gwgw′t
l1
1 . . . t
ln
n ) = τ (t
k1
1 . . . t
kn
n gwsigsiw′t
l1
1 . . . t
ln
n ) + (q − q
−1)τ (tk11 . . . t
kn
n gwsieigw′t
l1
1 . . . t
ln
n ).
Due to the length inequalities, we have (wsi)
−1 6= w′, and induction hypothesis yields that
τ (tk11 . . . t
kn
n gwsieigw′t
l1
1 . . . t
ln
n ) = 0.
Now, if w−1 6= w′, then (wsi)
−1 6= siw
′, and by induction,
τ (tk11 . . . t
kn
n gwsigsiw′t
l1
1 . . . t
ln
n ) = 0.
On the other hand, if w−1 = w′, then (wsi)
−1 = siw
′, and by induction,
τ (tk11 . . . t
kn
n gwsigsiw′t
l1
1 . . . t
ln
n ) =
{
1, if ki + li ≡ 0mod d for all i = 1, . . . , n;
0, otherwise.
Now, τ is a trace function, because
τ (tk11 . . . t
kn
n gwgw′t
l1
1 . . . t
ln
n ) = τ (gw′t
l1
1 . . . t
ln
n t
k1
1 . . . t
kn
n gw),
which is obtained using Formula (7.2) together with
τ (gw′t
l1
1 . . . t
ln
n t
k1
1 . . . t
kn
n gw) = τ (gw′t
k1+l1
1 . . . t
kn+ln
n gw) = τ (t
k1+l1
w′(1) . . . t
kn+ln
w′(n) gw′gw).
Finally, let B∨ be the set
B∨ =
{
gw−1t
d−k1
1 . . . t
d−kn
n
∣∣ w ∈ Sn, k1, . . . , kn ∈ Z/dZ } .
Then B∨ is also a basis for Yd,n(q), and we have
τ (tk11 . . . t
kn
n gwgw′−1t
d−l1
1 . . . t
d−ln
n ) =
{
1, if w = w′ and ki ≡ limod d for all i = 1, . . . , n;
0, otherwise.
.
This means that the bilinear form Yd,n(q)×Yd,n(q)→ C[q, q
−1], (a, b) 7→ τ (ab) is non-degenerate,
and that B∨ is the dual basis to B with respect to τ . 
We will call τ the canonical symmetrising form on Yd,n(q), because τ becomes the canonical
symmetrising form on the group algebra of G(d, 1, n) for q = ±1.
Remark 6. The map τ is a Markov trace on Yd,n(q) in the sense of Juyumaya [Ju3], with all
parameters equal to zero.
Finally, let α ∈ Yd,n(q). The element α can be written in a unique way as a linear combination
of elements of B, that is, α =
∑
b∈B abb for some unique ab ∈ C[q, q
−1]. Then τ (α) = a1, the
coefficient in front of the unit element of Yd,n(q).
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7.3. Schur elements for Yd,n(q). Recall that P(d, n) denotes the set of all d-partitions of n. The
canonical symmetrising form τ can be extended to the split semisimple algebra C(q)Yd,n(q). Then
we have
τ =
∑
λ∈P(d,n)
1
sλ
χλ,
where χλ is the character of the irreducible representation Vλ defined in Proposition 5, and sλ ∈
C[q, q−1] is the Schur element of Vλ with respect to τ .
Let λ ∈ P(d, n), and let T be a standard d-tableau of shape λ. Let E
T
be the minimal idempotent
of C(q)Yd,n(q) corresponding to T (see Subsection 5.2). Then we have
(7.3) τ (E
T
) =
1
sλ
.
We will use the above formula in order to calculate the Schur elements for Yd,n(q), together with
Formula (5.11) for E
T
, which we will slightly modify here.
Let θ be the d-node of T with the number n in it. Let U be the standard d-tableau obtained
from T by removing the d-node θ and let µ be the shape of U . We recall the inductive formula
(5.11) for the minimal idempotent E
T
of C(q)Yd,n(q) corresponding to T :
E
T
= E
U
∏
θ′∈E+(µ)
c(θ′)6=c(θ)
Jn − c(θ
′)
c(θ)− c(θ′)
∏
θ′∈E+(µ)
p(θ′)6=p(θ)
tn − ξp(θ′)
ξp(θ) − ξp(θ′)
with E
T0
= 1 for the unique d-tableau T0 of size 0. Now, let Γd = {ξ1, . . . , ξd} be the set of all d-th
roots of unity (ordered arbitrarily). We have
E
U
∏
θ′∈E+(µ)
p(θ′)6=p(θ)
tn − ξp(θ′)
ξp(θ) − ξp(θ′)
=
∑
θ′∈E+(µ)
p(θ′)=p(θ)
E
U∪{θ′}
= E
U
∏
ξ∈Γd
ξ 6=ξp(θ)
tn − ξ
ξp(θ) − ξ
We deduce that (5.11) is equivalent to
(7.4) ET = EU
∏
θ′∈E+(µ)
c(θ′)6=c(θ)
p(θ′)=p(θ)
Jn − c(θ
′)
c(θ)− c(θ′)
∏
ξ∈Γd
ξ 6=ξp(θ)
tn − ξ
ξp(θ) − ξ
.
In Equation (7.4) set
Ecn :=
∏
θ′∈E+(µ)
c(θ′)6=c(θ)
p(θ′)=p(θ)
Jn − c(θ
′)
c(θ)− c(θ′)
and Epn :=
∏
ξ∈Γd
ξ 6=ξp(θ)
tn − ξ
ξp(θ) − ξ
.
The elements Ecn and E
p
n are both idempotents, and they commute with each other (due to the
commutativity of the Jucys–Murphy elements). We repeat this process for the idempotent E
U
and
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so on, that is, we set, for all i = 1, . . . , n− 1,
Eci :=
∏
θ′∈E+(µi−1)
c(θ′)6=c(θi)
p(θ′)=p(θi)
Ji − c(θ
′)
c(θi)− c(θ
′)
and Epi :=
∏
ξ∈Γd
ξ 6=ξp(θi)
ti − ξ
ξp(θi) − ξ
,
where θi is the d-node of T with the number i in it, and µi−1 is the shape of the standard d-tableau
obtained from T by removing the d-nodes θi,θi+1, . . . ,θn.
By construction, the inductive formula (7.4) reads now
E
T
= Ec1E
p
1 E
c
2E
p
2 . . . E
c
n−1E
p
n−1E
c
nE
p
n.
Set
Ec
T
:= Ec1E
c
2 . . . E
c
n−1E
c
n and E
p
T
:= Ep1E
p
2 . . . E
p
n−1E
p
n.
Then
(7.5) E
T
= Ep
T
Ec
T
.
The idempotent Ep
T
determines the position of each d-node, while Ec
T
determines the content of
each d-node (and thus, its position in the Young diagram of the partition specified by Ep
T
) in T .
By definition of Ep
T
, for all i = 1, . . . , n, we have that
(7.6) tiE
p
T
= Ep
T
ti = ξp(T |i)E
p
T
,
and hence,
(7.7) ei,kE
p
T
= Ep
T
ei,k =
{
Ep
T
, if p(T |i) = p(T |k)
0, if p(T |i) 6= p(T |k)
.
Finally, it is easy to check that
(7.8) τ (Ep
T
) =
∏
θ∈λ
∏
ξ∈Γd
ξ 6=ξp(θ)
−ξ
ξp(θ) − ξ
=
∏
θ∈λ
1
d
=
1
dn
,
since
∏
ξ∈Γd\{1}
(1− ξ) = d.
Before we determine the Schur elements for Yd,n(q) with respect to τ , we introduce the following
notation: Let λ = (λ1, . . . , λk) be a partition and let λ
′ = (λ′1, . . . , λ
′
l) be the conjugate partition of
λ. We set
η(λ) :=
k∑
i=1
(i− 1)λi =
1
2
l∑
j=1
λ′j(λ
′
j − 1) .
Now let λ = (λ(1), . . . ,λ(d)) be a d-partition of n. We set η(λ) :=
∑d
i=1 η(λ
(i)). Moreover, recall
that, for any d-node θ of λ, we denote by hl(θ) the hook length of θ (see (4.2)).
Proposition 11. Let λ ∈ P(d, n). We have
(7.9) sλ = d
n q−2η(λ)
∏
θ∈λ
[hl(θ)]q2 ,
where, for all h ∈ N, [h]q2 := (q
2h − 1)/(q2 − 1) = q2(h−1) + q2(h−2) + · · ·+ q2 + 1.
Proof. Let ni be the size of the partition λ
(i), for all i = 1, . . . , d. Let T be a standard d-tableau
of shape λ. In order to facilitate the computation of τ (E
T
), we will assume that
p1 = · · · = pn1 = 1, pn1+1 = · · · = pn1+n2 = 2, . . . , pn1+···+nd−1+1 = · · · = pn = d,
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where we have set, for brevity, pj := p(T |j) for all j = 1, . . . , n.
Let i ∈ {1, . . . , d}. Set mi := n1+ · · ·+ni−1. Let A
(i) be the subalgebra of C(q)Yd,n(q) generated
by the elements
tmi+1, tmi+2, . . . , tmi+ni , gmi+1, gmi+2, . . . , gmi+ni−1.
Then A(i) is isomorphic to C(q)Yd,ni(q). By the commutativity of t1, . . . , tn, the element E
p
T
commutes with the elements tmi+1, tmi+2, . . . , tmi+ni . Now, since
pmi+k = pmi+k+1 = i
for all k = 1, 2, . . . , ni − 1, we have E
p
T
gmi+k = gmi+kE
p
T
, due to the defining relation (2.1)(f2).
Thus, the element Ep
T
commutes with all elements of A(i). Moreover, due to (7.7), we have
(7.10) Ep
T
g2mi+k = E
p
T
(
1 + (q − q−1)gmi+k
)
.
As a consequence, we obtain a C(q)-algebra epimorphism ϕi from the algebra E
p
T
A(i) to the Iwahori–
Hecke algebra C(q)Hni(q) of type A, whose generators we denote by Gmi+1, . . . , Gmi+ni−1, defined
by
(7.11) ϕi(E
p
T
) = 1, ϕi(E
p
T
tmi+j) = ξi and ϕi(E
p
T
gmi+k) = Gmi+k,
for all j = 1, 2, . . . , ni and for all k = 1, 2, . . . , ni − 1.
Due to (2.15) and (7.7), we also have that, for all j = 1, 2, . . . , ni, the element E
p
T
Jmi+j can
be written as the product of Ep
T
with a linear combination of elements of the form gw, where
w ∈ 〈smi+1, smi+2, . . . , smi+ni−1〉
∼= Sni . As a consequence, the same holds for the element
E(i) := Ep
T
ni∏
j=1
Ecmi+j .
That is, we have a linear combination E˜(i) of elements of the form gw, where w ∈ 〈smi+1, smi+2, . . . ,
smi+ni−1〉, such that
(7.12) E(i) = Ep
T
E˜(i).
In particular, E(i) ∈ Ep
T
A(i). Moreover, we have
(7.13) ϕi(E
(i)) = eTi ,
where Ti is the standard tableau of shape λ
(i) such that c(Ti|j) = c(T |mi + j) for all j = 1, . . . , ni,
and eTi is the corresponding minimal idempotent in C(q)Hni(q) (for an inductive description of eTi
in terms of the Jucys–Murphy elements of Hni(q), see, for example, [IMO] or [OgPo3, §5]).
Now, for any w ∈ 〈smi+1, smi+2, . . . , smi+ni−1〉, we can define an element Gw inHni(q) in the same
way that we defined the element gw in Yd,n(q). The elements Gw, w ∈ 〈smi+1, smi+2, . . . , smi+ni−1〉,
form the “standard” basis of Hni(q) as a C[q, q
−1]-module, and we have Gw = ϕi(E
p
T
gw). Further,
the algebra Hni(q) is endowed with a canonical symmetrising form τi, such that, for all a ∈ Hni(q),
τi(a) is equal to the coefficient of 1 when a is expressed as a linear combination of the standard
basis elements Gw. From (7.12) and (7.13), we deduce that
(7.14) τ (E˜(i)) = τi(eTi) .
Note now that the expression (7.5) for E
T
can be rewritten as
(7.15) E
T
= Ep
T
E(1)E(2) . . . E(d) = Ep
T
E˜(1)E˜(2) . . . E˜(d) .
As we have seen, for all i = 1, . . . , d, E˜(i) is a linear combination of elements of the form gw, where
w ∈ 〈smi+1, smi+2, . . . , smi+ni−1〉. Note that for i, i
′ ∈ {1, . . . , d} such that i < i′, the elements
26
of 〈smi+1, smi+2, . . . , smi+ni−1〉 commute with the elements of 〈smi′+1, smi′+2, . . . , smi′+ni′−1〉, since
mi′ ≥ mi + ni. This together with (7.14) and (7.15) imply that
τ (E
T
) = τ (Ep
T
)τ (E˜(1))τ (E˜(2)) . . . τ (E˜(d)) = τ (Ep
T
)τ1(eT1)τ2(eT2) . . . τd(eTd) .
For i = 1, . . . , d, the element τi(eTi) is equal to 1/sλ(i) , where sλ(i) is the Schur element for Hni(q)
associated to the partition λ(i) with respect to τi. The form of the Schur element sλ(i) is already
known (see, for example, [ChJa, Theorem 3.2]):
(7.16) s
λ(i)
= q−2η(λ
(i))
∏
θ∈λ(i)
[hl(θ)]q2 .
Using (7.8), we conclude that
τ (E
T
) =
1
dns
λ(1)
s
λ(2)
· · · s
λ(d)
,
whence we deduce that
sλ = d
ns
λ(1)
s
λ(2)
· · · s
λ(d)
,
where we take s∅ := 1. Applying (7.16) yields (7.9). 
Remark 7. Theorem 2, combined with the description of the Schur elements for Yd,n(q) given by
the proposition above, yields the semisimplicity criterion that we proved in the previous section.
Finally, let θ = (x, y, k) be a d-node of the d-partition λ of n. We define the classical content of
θ to be the integer cc(θ) := y − x. The following corollary of Proposition 11 gives an alternative
formula for the Schur elements of Yd,n(q), involving the classical contents of the d-nodes instead of
the function η.
Corollary 5. Let λ ∈ P(d, n). We have
(7.17) sλ = d
n
∏
θ∈λ
qcc(θ){hl(θ)}q ,
where, for all h ∈ N, {h}q := (q
h − q−h)/(q − q−1) = q(h−1) + q(h−2) + · · · + q−(h−2) + q−(h−1).
Proof. In order to prove that (7.17) is equivalent to (7.9), it is enough to show that, for any partition
λ, we have
(7.18) 2η(λ) =
∑
θ∈λ
(
hl(θ)− 1− cc(θ)
)
.
Let λ = (λ1, . . . , λk) be a partition of n and let λ
′ = (λ′1, . . . , λ
′
l) be the conjugate partition. Then
2η(λ) =
l∑
j=1
λ′j(λ
′
j − 1) =
l∑
j=1
(λ′j)
2 − n .
If θ = (i, j) is a node of λ, then hl(θ) = λi − i+ λ
′
j − j + 1 and cc(θ) = j − i. We obtain that∑
θ∈λ
(
hl(θ)− 1− cc(θ)
)
=
k∑
i=1
λi∑
j=1
(λ′j + λi− 2j) =
k∑
i=1
λi∑
j=1
λ′j +
k∑
i=1
(
λ2i − λi(λi+1)
)
=
k∑
i=1
λi∑
j=1
λ′j −n .
Now, since λ′j = #{m | 1 6 m 6 k such that λm ≥ j}, it is easy to see that
k∑
i=1
λi∑
j=1
λ′j =
l∑
j=1
(λ′j)
2.
Therefore, (7.18) holds. 
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