We determine the number of authentic reaction intermediates in the later stages of the photocycle of photoactive yellow protein at room temperature, their atomic structures, and a consistent set of chemical kinetic mechanisms, by analysis of a set of time-dependent difference electron density maps spanning the time range from 5 s to 100 ms. The successful fit of exponentials to right singular vectors derived from a singular value decomposition of the difference maps demonstrates that a chemical kinetic mechanism holds and that structurally distinct intermediates exist. We identify two time-independent difference maps, from which we refine the structures of the corresponding intermediates. We thus demonstrate how structures associated with intermediate states can be extracted from the experimental, time-dependent crystallographic data. Stoichiometric and structural constraints allow the exclusion of one kinetic mechanism proposed for the photocycle but retain other plausible candidate kinetic mechanisms.
T
he protein structures associated with short-lived intermediate states (ISs) that form and decay along a reaction pathway must be determined if the structural basis of function is to be fully understood. Models for such states are normally determined by physical or chemical trapping techniques designed both to greatly increase the lifetime of a particular state and to trap a structurally homogeneous species (1) (2) (3) (4) . However, the trapping techniques themselves may perturb the mechanism and the observed species may still not be structurally homogeneous (5) . If homogeneous structures along the reaction path could be determined directly by using unmodified protein and reactants at near-physiological temperatures, the difficulties associated with trapping could be overcome.
The reaction pathway of a protein is typically described by a chemical kinetic mechanism populated by a reactant state, a set of ISs, and a product state. For such a mechanism to hold, the transit time of an individual molecule from each state to its neighboring state(s) must be short, compared with the lifetimes of the states themselves. That is, equilibration across all other degrees of freedom must be fast with respect to progress along the reaction pathway. The time scales of structural transitions in proteins range from picoseconds for side-chain relaxations (6) to several nanoseconds for protein backbone relaxations (7) . Such protein-specific motions are thought to enable both the transitions between protein conformations or substates within a single state (8, 9) , and those between ISs. If the lifetime of an IS is short compared with the time scales of protein-specific motions, a simple chemical kinetic mechanism (10) is unlikely to hold. If the converse is true, those distinct ISs that accumulate to sufficiently high concentration will be observable. If first-order reactions are considered, the rise and fall of the concentration of each state will be describable by a sum of exponentials.
With time-resolved Laue x-ray crystallography (11), we are able to collect accurate structure amplitudes to high resolution, covering the time scale from 100 ps to hours after reaction initiation (12) . By comparing the structure amplitudes before initiation with those after a time delay, we obtain timedependent difference electron density maps that provide a detailed picture of the structural changes as the reaction proceeds, without any trapping (13) (14) (15) (16) (17) (18) . However, whether or not a simple chemical mechanism holds, several ISs are likely to be populated at all time delays; the difference electron density features associated with each intermediate overlap in each map. Our goal is to identify the number of intermediates and obtain the time-independent structure of each. The time-dependent difference maps must therefore be separated into a small set of homogeneous, time-independent difference maps, one per intermediate. The initial stages of this separation are achieved by applying singular value decomposition (SVD) to the series of experimental, time-dependent difference maps (19) . SVD analysis partitions the complete, time-and real space-dependent data matrix A into left singular vectors (lSVs) in matrix U, each of which contains time-independent structural information; right singular vectors (rSVs) in matrix V T , each of which contains the time dependence of the corresponding lSV; and the SVs in the diagonal matrix S, which serve as weighting factors (19, 20) , according to the equation A ϭ USV T . Analysis of the rSVs determines whether or not they can be represented by a sum of exponentials. If so, a chemical kinetic mechanism is likely to hold, and the number of relaxation times is obtained directly (19, 20) . This number imposes a powerful constraint on the mechanisms that are consistent with the data.
We demonstrate here, to our knowledge, the first application of SVD to experimental, time-resolved crystallographic data, and the extraction of time-independent intermediate structures.
We investigate structural changes taking place in the photocycle of photoactive yellow protein (PYP) from Halorhodospira halophila (21). PYP is a blue light photoreceptor believed to be involved in the regulation of negative phototaxis (22) in various photosynthetic bacteria (23) . Absorption of a photon of blue light triggers trans-to-cis isomerization of the chromophore of PYP, p-coumaric acid, and entry into a photocycle containing a series of at least six spectroscopically distinct states (24) (25) (26) (27) (28) (15) . Here, we quantitatively determine the structures of intermediates and identify plausible kinetic mechanisms from an entire time course of difference maps spanning the later stages of the photocycle of PYP.
Materials and Methods
Laue Data from PYP. Holo-PYP was expressed, purified, and crystallized as described (15) . Typically, crystals of 110 m in diameter and various lengths were used. The reaction was initiated by an intense 7 ns (full width at half maximum) laser f lash of 485 nm wavelength from a neodymium:yttriumaluminum-garnet pumped dye laser. The crystal structure was probed at 15 time delays by an intense polychromatic x-ray flash. All Laue data sets were collected at the BioCARS 14-ID beamline, Advanced Photon Source, Argonne National Laboratory (Argonne, IL), except 9 s, 51 s, and 8dk, which were taken from data cited in ref. 15 . Raw data were reduced with LAUEVIEW (32, 33) . Data statistics are shown in Tables 1 and 2 . Weighted difference maps, ⌬(t), were calculated according to data cited in refs. 15 and 19 . Variation of photoactivation due to fluctuation of the laser power was taken into account by assuming a constant laser beam diameter and, hence, normalizing to a laser pulse energy of 4 mJ. Accordingly, the difference maps were multiplied before further analysis by a factor 4.0͞ E laser . The factors for the 9-and 51-s maps were found to be overestimated, because they appear as outliers in the rSV. Outliers were corrected as demonstrated (19) . The correction factor for both the 9-and 51-s maps was 1.3.
SVD-Driven Analysis. SVD flattening with phase recombination was performed with the time series of difference maps as outlined in ref. 19 with the following extensions. In the first round of phase improvement we used ͉⌬͉ Ͼ 2 for the SVD and gradually decreased this level in subsequent rounds to accept all grid points of the difference map. For the phase recombination, we used modified Laue amplitudes: dark-state model (34) , and ͉F D ͉ obs are structure amplitudes collected without laser illumination, typically from the same crystal as ͉F t ͉. Throughout, we used weighted difference amplitudes, w͉⌬F t ͉ (15, 19) . Difference maps ⌬(t) svd from the last step of the iterative phase improvement established the data matrix AЈ, which was used for the final decomposition. The rSVs were fit by concentrations derived from candidate kinetic mechanisms. The candidate mechanisms were selected from the general mechanism, which accounts for the number of relaxation times observed. The time-independent difference maps ⌬ Ij were generated by projection, using the fitted concentrations (19 The atomic structures modeled into these maps were refined against the extrapolated amplitudes by using CNS (35) .
Posterior Analysis. Posterior analysis uses stoichiometric and structural constraints with the goal of identifying and excluding mechanisms that are incompatible with the data. The major difficulty is that a common scale is absent in the rSVs (36) . The central idea of the posterior analysis is to restore a common or absolute scale by using calculated difference electron density values, which are equivalent to fractional concentration. This analysis can be performed after the structures of the intermediates are determined. Posterior analysis consists of two parts: computational and structural. Initially, the relaxation times are determined from the global analysis of the rSV. The rate coefficients can be uniquely determined only if the number of observed relaxation times is larger than or equal to the number of rate coefficients in the mechanism (37). This result is not normally the case. This situation may be resolved by putting the data on an absolute scale, which is equivalent to introducing stoichiometric constraints. Structural constraints can be introduced to allow a further level of discrimination. Thus, both the absolute values and the shapes of the functions which describe the time-dependent concentrations of the intermediates contribute to discrimination between the mechanisms (19) .
The refined structures of the N intermediates (derived from the SVD analysis) and the dark state are used to derive structure factors F 1 ⅐⅐⅐ F N and F D and time-independent difference structure factors
From these factors, N time-independent difference maps ⌬ calc are calculated. The time-dependent difference maps ⌬(t, k) calc can then be determined on the absolute scale by using the concentrations c n (t, k) of each intermediate, which depend on time t, on the candidate kinetic mechanism itself, and the rate coefficients k in the particular candidate mechanism (18). The observed difference maps ⌬(t) svd were fit to the calculated difference maps ⌬(t, k) calc at all time points t (t ϭ 1⅐⅐⅐T) by using M map grid points in the entire protein region (Eq. 1). Minimization was achieved by varying the rate coefficients k.
The summation is evaluated at those points m, where the magnitude of the difference electron density in the observed and calculated difference maps exceeds 2 or falls below Ϫ2. The fit is weighted by the average of the absolute difference electron density in the observed, SVD-f lattened difference maps, ͉͗⌬͑t͉͒ svd ͘. C PA corresponds to the fractional concentration of activated molecules at the beginning of our analysis and is equivalent to the constant of integration in the solutions to the coupled differential equations, which describe the mechanisms. C PA was determined from the first two pairs of observed and calculated difference maps. The uncertainties of the fits were estimated for each time-point from the overall sigma values svd in the observed, SVD-flattened maps (Eq. 2):
If the assumed mechanism is incorrect, then the concentrations are also incorrectly determined and the ⌬(k, t) calc do not fit the experimental, difference maps ⌬(t) svd . That is, significant density remains in the time-dependent residual maps
Results and Discussion
We probe the time-dependent evolution of structural changes in PYP by analyzing the 15 Laue data sets at time delays ranging from 5 s to 100 ms after initiation of its photocycle by the ns laser pulse. The temporal array of the resulting 15 difference maps constitutes the data matrix A to be decomposed by SVD. From the 15 SVs and their associated lSVs and rSVs, only four contain significant structural signals by the criteria of Schmidt et al. (19) . In Fig. 1 , the experimental difference maps for three representative time delays are shown ( Fig. 1 A-C) together with the corresponding SVD-flattened maps (19) reconstructed from the four significant lSVs (Fig. 1 D-F) . Reconstruction with the remaining 11 lSVs displays only noise ( Fig. 1 G-I ) and thus confirms that signal is confined to the first four lSVs. The SVD procedure results in greatly reduced noise (compare the noise levels in the time-dependent, experimental time series and the SVD-derived time series provided by Fig. 6 , which is published as supporting information on the PNAS web site). The four significant rSVs could be globally fitted by a sum of three exponentials with relaxation times of 170 s, 620 s, and 8.5 ms (Fig. 2) . We draw two important conclusions: a simple chemical kinetic mechanism is likely to hold in this time domain; and the existence of three relaxation times shows that this mechanism must contain at least four states (Fig. 3) . However, a consequence of the closely spaced relaxation times is that there is no time range within which the difference electron density is essentially constant and the underlying structure is homogeneous. Even a perfect trapping experiment would yield a heterogeneous mixture of structures. A structural interpretation is extremely difficult, unless the composite is separated into its pure, authentic components, which can be performed by fitting kinetic mechanisms to the rSVs (19) .
Four simpler candidate mechanisms (sequential, semiparallel, dead end, and parallel) are chosen from the general mechanism containing four states (Fig. 3A) by setting selected rate coefficients to 0. For each of the four candidate mechanisms, three time-independent difference maps, each associated with one of the ISs IS1, IS2, and IS3, can be obtained by fitting the remaining rate coefficients to the observed relaxation times, and identifying the contribution of all four lSVs to each state (see Eqs. 8-10 in ref. 19 ). We find that in this case, all four candidate mechanisms generate three qualitatively similar difference maps. That is, the maps do not distinguish between correct and incorrect candidate mechanisms. However, these maps do enable us to determine intermediate structure(s) by examining the three corresponding electron density maps calculated from extrapolated structure amplitudes. We find that the map representing the IS1 state populated between 5 and Ϸ200 s does not represent a unique structure (Fig. 4D) and hence a unique atomic model could not be refined. When we tried to model a single chromophore conformation (blue in Fig. 4) into the electron density, the residual map (Fig. 4G) clearly showed the large features ⍀ and ; we conclude that the chromophore conformation is heterogeneous. We believe that this heterogeneity is the result of the fact that the 5-s time point occurs in the middle of the photocycle. An earlier intermediate with a different chromophore conformation may also contribute to the electron density. Indeed, there is both spectroscopic (27, 28) and structural (15) evidence of heterogeneity in this time range, associated with the pR spectroscopic state.
In contrast, the second, IS2, and third, IS3, states both arise from a unique structure and can be satisfactorily refined (Table  3) . IS2 is significantly populated from 200 s to Ϸ2 ms. Modeling it by a unique structure (Fig. 4E ) results in a residual map (Fig.  4H ) that displays only noise. In this structure, the very stable hydrogen bond network from Glu-46 and Tyr-42 to the phenolate oxygen of the transchromophore present in the ground state is broken and the cis chromophore is displaced toward the solvent. The phenolate oxygen most likely forms a new hydrogen bond to N of Arg-52 (Fig. 4 B and E) . Arg-52 has swung into the solvent (negative feature and positive feature ; Fig. 4B ) and displays two conformations c1 and c2 at nearly equal occupancy. Conformation c1 closely resembles that found in the photostationary state (30) . Motion of Arg-52 causes structural changes in nearby residues. Thr-50 is hydrogen-bonded in the ground state to Tyr-42; when Thr 50 is displaced, Tyr-42 is pushed out of the plane (Fig. 4B , negative feature and positive feature ) and its O 1 atom is displaced by 1.2 Å. At the tail of the chromophore, very prominent negative difference electron density features are observed (feature ␤) also associated with trans-to-cis isomerization of the double bond in the tail.
IS3 is the longest-lived IS and decays on the 10-ms time scale. It can also be satisfactorily refined with a single conformation (Fig. 4 C, F, and I) . Although the two intermediates IS2 and IS3 are similar, several structural features distinguish them. The features and in IS2 are nearly absent in IS3 (compare Fig.  4 B and C) , which indicates that Tyr-42 has nearly reverted to the dark conformation. In IS3, residues around Arg-52 have changed their position and the prominent feature ␤ near the chromophore carbonyl moiety is greatly reduced in magnitude. However, the phenolate ring is still displaced toward Arg-52 and remains hydrogen-bonded to it; and Arg-52 retains the two conformations c1 and c2, with nearly equal occupancy.
The structurally distinct intermediates IS2 and IS3 may account for the biphasic decay from a photostationary state (38) . However, the structure of that state, which we designate I2-P (30), differs in detail from the present structures: in I2-P, the phenolate ring is further displaced toward Arg-52, which displays only the c1 conformation. Because the photostationary state accumulates the longest-lived intermediate, I2-P may represent an intermediate not populated to a significant extent in a pulsed experiment. We propose that the intermediates IS2 and IS3 correspond to the spectroscopically observed intermediates I 1 Ј and I 2 (21, 27), respectively. The relaxation times and the spectroscopically proposed structures (27) are in accordance with our results.
To identify one or more chemical kinetic mechanism(s) compatible with the data, we employ posterior analysis, which exploits the absolute scale of the crystallographic data (19) . This Factor e is defined and determined as described in Materials and Methods. *R work͞free ϭ ͚ ʈF obs ͉ Ϫ ͉F calc ʈ͚͞ ͉F obs ͉, ͉F obs ͉ are the Laue amplitudes, ͉F calc ͉ are calculated from the atomic structure. R free was determined from 5% of the data. For mechanisms and the rate coefficients, see Fig. 3 . approach is also useful for rejecting certain mechanisms that are incompatible with the data. Because we are unable to separate the admixture of structures in the difference map representing the IS1 state, two chromophore conformations with occupancy 0.5 each were modeled. We further assume that the mixture decays in parallel, which is reasonable because the difference electron density features of the mixture and the residual features (compare Fig. 4G ) have roughly the same lifetimes. It is possible that if these assumptions are not valid, a different mechanism may fit the data better.
The structures of the intermediates and the dark state were used together with the candidate mechanisms to calculate timedependent difference maps ⌬(k, t) calc . These maps were compared with the observed, SVD-f lattened difference maps ⌬(t) svd . The extent of photoinitiation (factor C PA in Eq. 1) was determined to be Ϸ14%. The rate coefficients k of the candidate mechanisms were refined (Table 4) to maximize agreement between the maps. The candidate mechanism S cannot fit the time dependence because ⌬(k, t) calc deviates quantitatively and qualitatively from ⌬(t) svd (Fig. 5) ; this mechanism must be discarded. However, the three candidate mechanisms (Fig. 3 C-E) each generate fits of similar quality and most importantly, the residual maps, ⌬(t) svd Ϫ ⌬(k, t) calc , contain no significant features. We infer that the three mechanisms (parallel, dead end, and semiparallel) are compatible with the present data and remain as plausible mechanisms (see also Figs. 7 and 8, which are published as supporting information on the PNAS web site).
Concluding Remarks. The SVD analysis of experimental, timeresolved crystallographic data on the photocycle of PYP has greatly reduced the noise, established that a chemical kinetic mechanism holds in this time range and permitted the identification of time-independent structural states. Posterior analysis of the SVD-flattened data demonstrates that one candidate mechanism is incompatible with the experimental data, but cannot distinguish among three remaining mechanisms. Authentic ISs within a reaction pathway can now be observed and structurally characterized. Knowledge of intermediate structures and the mechanisms that they populate will allow a deeper understanding of reactivity and macromolecular function at the atomic level.
