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ACOPLAMIENTO EXCITATORIO E INHIBITORIO DE NEURONAS 
PULSANTES ACOPLADAS
TRIGGERING-AND-INHIBITING COUPLING OF PULS-
ING NEURONS 
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RESUMENLa información es representada como patrones de actividad neuro-
nal o pulsos, lo que crea una diferencia significante entre las redes neuronales pulsantes y las redes neuronales clásicas. Una caracte-rística diferente de las redes neuronales pulsantes es que la infor-
mación es codificada en patrones de actividad neuronal y estas se comunican usando trenes de pulsos en lugar de valores individua-
les. Además, este tipo de redes neuronales pulsantes trabajan con una gran cantidad de neuronas donde se requiere grandes recur-
sos computacionales para ser simuladas. En el presente trabajo se realiza un análisis teórico de las redes neuronales pulsantes,  para el caso de dos neuronas acopladas. Se logra obtener teóricamente las condiciones para acoplamiento excitatorio e inhibitorio en las neuronas.
ABSTRACTInformation is represented as neural activity patterns or pulses, 
which creates a significant difference between pulsing neural net-works and classical neural networks. One distinguishing feature of pulsing neural networks is that information is coded into neural activity patterns where neurons communicate using pulse sequen-ces instead of single-valued pulses.  Moreover, this type of pulsing neural networks operates with a great amount of neurons, which requires a great deal of computational resources for simulation. In this work, a theoretical analysis of pulsing neural networks is provided for the case of two coupled neurons. Conditions for the triggering-and-inhibiting coupling of neurons are achieved theore-tically.
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1. INTRODUCCIÓNEl cerebro es un sistema extremadamente com-
plejo. Está compuesto de aproximadamente 
1011 neuronas densamente interconectadas. 
Existen alrededor de 1015 conexiones entre las neuronas. Cada neurona se conecta con alre-
dedor de 104 neuronas y recibe conexiones de 
aproximadamente 104 neuronas. Las neuronas son un tipo de células del sistema nervioso que tienen como característica básica la excitabili-dad de su membrana plasmática; su principal función es la recepción de estímulos y la con-ducción del impulso nervioso (en forma de po-tencial de acción) entre ellas o con otros tipos de células. Las neuronas presentan estructuras morfológicas muy particulares que soportan sus funciones: un cuerpo celular o "pericarión" central; una o varias prolongaciones cortas que generalmente transmiten impulsos hacia el soma celular, denominadas dendritas; y una prolongación larga, denominada axón o "ci-
lindroeje", que conduce los impulsos desde el 
soma hacia otra neurona u órgano. Además las neuronas están rodeadas por un número igual o mayor de células, llamadas células gliales. Se ha logrado establecer que el cerebro se encuen-tra dividido en muchas estructuras que inte-ractúan entre sí. De algunas de ellas se conoce aproximadamente su estructura anatómica y las funciones cerebrales en las que están invo-lucradas. La corteza cerebral, la parte exterior del cerebro y, desde el punto de vista evolutivo, la parte más reciente del cerebro, es un órgano 
muy complejo de aproximadamente dos centí-
metros de espesor y una superficie aproxima-
da de 1600 cm2 [11,12]. A pesar de su com-
plejidad, gran cantidad de circunvoluciones y 
aproximadamente 1010 neuronas densamente 
interconectadas, la corteza tiene un conjun-to de características anatómicas y funcionales que facilitan la elaboración de modelos que nos permiten estudiarla teóricamente. La modelación matemática, en el área de las neurociencias, ha tenido éxito en los distintos niveles de organización del cerebro, basta con recordar uno de los éxitos más famosos, el lo-
grado por los neurofisiólogos A. Hodgkin y A. 
Huxley (H-H), que en el año 1952 [1], constru-
yeron un modelo matemático para explicar la dinámica del potencial de membrana de una neurona, en función de las corrientes iónicas subyacentes. El modelo se toma todavía como 
ejemplo para la elaboración de modelos “rea-
listas” de neuronas [2, 3]. El estudio matemá-
tico de estos modelos es muy complejo y se ha abordado usando diversas herramientas mate-máticas: desde los métodos numéricos, teoría cualitativa de ecuaciones diferenciales, teoría de bifurcaciones, hasta métodos de pequeño 
parámetro [4,5]. En cuanto al estudio dinámico de la actividad cortical y su relación con la di-námica de los electroencefalogramas (EEG), se han elaborado diversos modelos. Estos se pue-
den clasificar a groso modo, en modelos locales, modelos globales y modelos locales-globales.En los modelos locales se trata de explicar la dinámica de la actividad cortical en función de 
lo que ocurre a nivel sináptico [6-9]. En los mo-delos globales, se considera que la dinámica de la actividad cortical se puede explicar usando propiedades macroscópicas de la propia cor-
teza [10] y en los modelos locales-globales, se mezclan ambos niveles. En condiciones de reposo, toda la neurona (cuerpo celular, soma, dendritas) está polariza-da de manera tal que el interior tiene un poten-
cial de -70 mv, considerando que la superficie externa de la membrana es el nivel de referen-cia, es decir, tiene potencial cero. Este potencial de la neurona es llamado potencial de reposo de la membrana. El potencial de reposo puede variar, dependiendo del tipo de neurona, pero el interior de la membrana de la neurona queda siempre cargado negativamente, con respecto 
al exterior de la misma. Además este potencial puede cambiar en respuesta a diversos estímu-los como temperatura, PH, concentraciones ex-tracelulares de iones, corrientes eléctricas, etc. Como ya se mencionó anteriormente la neuro-na recibe la información (de otras neuronas o 
información producida por medios artificiales) a través de las dendritas. Estos datos se presen-tan como un cambio en el potencial eléctrico en las dendritas; las que generalmente se conocen como potenciales postsinápticos. Estos poten-
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en intensidad progresivamente y no se detec-
tan más allá de 1 ó 2 mm del sitio de origen. El cuerpo celular los suma espacial y temporal-mente y cuando se alcanza un cierto umbral, la 
neurona “genera” una señal, llamada potencial de acción. Esta señal es un impulso eléctrico que se propaga por el axón hasta los terminales axónicos, donde la despolarización produce la liberación de neurotransmisores que se propa-gan a través del espacio sináptico y afectan a la membrana postsináptica. Esta afectación modi-
fica el estado eléctrico de la membrana y puede ser de tipo excitatorio despolarizándola y así 
ayudar a la neurona receptora a que “genere” más fácilmente un potencial de acción, o de tipo inhibitorio que tiene el efecto contrario. Estos potenciales postsinápticos serán llamados po-tenciales excitatorios postsinápticos (PEPS) si excitan a la neurona y potenciales inhibitorios postsinápticos (PIPS) si la inhiben.
En el presente trabajo se realiza un modela-miento matemático en el que se estudia el aco-plamiento de dos neuronas.
2. MODELO MATEMÁTICO: DOS NEURO-
NAS ACOPLADASEn los últimos años, el tema de la sincroniza-ción en la actividad neuronal ha originado mu-cha investigación. Las pruebas empíricas sugie-ren que la coordinación entre los potenciales 
de acción de diferentes neuronas puede jugar un papel esencial en la cognición.En forma general, sincronizar es hacer que coincidan en el tiempo dos o más fenómenos, 
es decir, se refiere a que dos o más elementos, eventos u operaciones ocurran en un momento 
predefinido de tiempo o lugar. Las investigacio-nes empíricas acerca de la sincronización entre neuronas se han basado en los ’histogramas de correlación cruzada’ (CCH, por su nombre en in-glés Cross-Correlation histograms). Estudiando 
dos neuronas A y B, un CCH estima la probabi-lidad de que la neurona B se dispare como fun-
ción del tiempo en el que la neurona A se activa (ya sea antes o después), en otras palabras, un CCH es un histograma de los intervalos entre los tiempos de activación de dos neuronas. En 
la mayoría de los casos se ha encontrado que las neuronas tienden a sincronizar su actividad. En 
1949 Hebb propuso el concepto de organiza-ción celular (cell assembly) como un lazo entre la actividad neuronal y el comportamiento. En un momento en particular, y ante la presencia de un estímulo, una célula se puede ligar con un grupo de células más grande, y este enlace puede desaparecer en otras condiciones.
Ahora bien, surge la siguiente inquietud, ¿Cómo se produce la conversión de un tren de pulsos en la corriente dendrítica?Para la construcción de este modelo, es necesa-ria la siguiente variable:
Ψj(t): es la corriente en el tiempo t y dendrita 
j. Ésta corriente es causada por un tren de pulsos generados en el axón de otra neurona.Pk(t-τ): es la representación del pulso o tren de pulsos. Después de que se genera la co-rriente, ésta decae con una constante de 
caída γ.Por último, se debe considerar que todo siste-ma físico tiene ruido F ψ,j (t) donde:
( ) ( ) ( ) ( )t aP t t F t,J k j j} x c}= - - + }oDonde a es la fuerza de la conexión sináptica.Para estudiar la sincronización entre neuronas, 
se introduce un ángulo de fase φ para cada neu-rona. Considérese un faro con su haz de luz ro-tante, de aquí el nombre del modelo. Cada vez que el rayo pasa por un punto determinado se ve un destello, y dependiendo de la rapidez del giro se ve una serie de destellos con determi-
nada frecuencia. Ahora imagínese los pulsos generados por una neurona como los destellos 
de la luz del faro. El ángulo φ se incrementa con 
el tiempo y cada vez que llega a 2nπ se genera un pulso axonal, cada pulso se modela con una 
función δ:
( ( ) ) ( )t n t2d { r {- oPara representar todo el tren de pulsos
(1)
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( ) ( ( )) ( ( ) ) ( )P t f t t n t2 n
n
{ { r {= - o/Se debe tener en cuenta que existe una depen-










+Siendo X la entrada a la neurona. Se puede de-cir que por lo menos, para las condiciones del estado estable, la rata de pulsos axonales es proporcional a la velocidad de rotación φ ̇, es decir:
( )S X \ {oTodas las funciones S que se usan para descri-bir la rata de disparos tienen la siguiente pro-piedad, hay una "región de comportamiento lineal" en la que:
( )S X X\Combinando las dos relaciones anteriores se obtiene:
X \ {oSe estudiará el modelo faro para el caso de dos neuronas acopladas, para ello se tendrá en cuenta que el sistema opera en la estructura li-neal de S, esta es una buena aproximación para entradas que no sean muy grandes y no se con-sideran los términos correspondiente al ruido Fψ,j(t)  en la ecuación (1).
Para la neurona 1:P1:Dendrita:
Axón
Reemplazando las ecuaciones (4) en las ecua-ciones (3), después de efectuar algunos cálcu-los se obtiene:
( )Af C1 1 2 1{ c{ {+ = +p oDonde:
A ac
C P P1 1 1c
=
= +oPara la neurona 2 se realiza el mismo procedi-miento, teniendo como resultado la siguiente ecuación:
( )Af C2 2 1 2{ c{ {+ = +p oDonde:
C P P2 2 2c= +o
Ahora ¿Cómo solucionar el sistema de ecuacio-
nes (5) y (6)?
Se considera un primer caso: Ambas neuro-
nas sujetas a las mismas condiciones C1 = C2; 
φ1 = φ2 : Sincronización
( )Af C2{ c{ {+ = +p oDonde:
( ) ( )f n
n
{ { d { {= -o/
f depende de φ en una forma altamente no li-
neal y también de φ ̇, se puede plantear que en 
promedio  φ ̇, es constante, se asume entonces:
C t X ct X{
c
= + = +
χ es una función desconocida y c= C/γ, la ecua-
ción (7) se reescribe en términos de χ  teniendo en cuenta (8) así:
( )X X Af ct Xc+ = +p oEn los intervalos entre las posiciones de la fase 
φ = φn, cuando ocurren los pulsos de la función 
δ, la fuerza en la anterior ecuación se anula y 
( )af 2 1} { c]= -o
c P1 1 1{ ]= +o
( )t
c
P1 11 1} {= -o^ h
( )t
c
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entonces, para los intervalos tn+ϵ≤t≤tn+1-ϵ, con 
ϵ arbitrariamente pequeño, la ecuación que ob-tenemos es:
X X 0c+ =p oResolviendo la anterior ecuación diferencial, se obtiene  como resultado:
( ) ( )X t X t e ( )n
t tne= + c c e- + +o o
Cuando el valor de ϵ es muy pequeño el valor de eγϵ tiende a 1, obteniendo entonces:
( ) ( )X t X t en
t tne= + c c- +o o
Ahora si t = tn, como en la función f aparecen 
funciones delta de Dirac δ, para usar las propie-dades de esta función se integra en un pequeño 
intervalo (t_n-ϵ,t_n+ϵ) la ecuación (11), llegan-do al siguiente resultado.
( ) ( )X t X t e A( )n n
t t
1
n ne e+ = + +c+ - -o oSuponiendo que los tn son cantidades dadas en la solución del "estado estable", entonces tn+1-tn=Δ que será independiente de n y también ( ) ( )X t X t Xn n1 1e e- = + =+ +o o o Se ob-tiene entonces:








Se ha asumido que los tiempos de disparo tn 
son conocidos; pero uno de los objetivos del problema es determinarlos; para poder hacer-los se tiene en cuenta que de pulso en pulso, la 












Resolviendo la integral anterior se reemplaza 
la función φ dada por la ecuación (8)
























































oEn la anterior ecuación se sustituye ( )X tn e+o
con el valor obtenido en la ecuación (13) y 





D = -c m
Para llegar a una solución, se debe tener en 




Cuando A > 0 el fenómeno es conocido como 
"Acoplamiento excitatorio", es decir, el valor de 
Δ disminuye.
Cuando A < 0 el fenómeno es conocido como 
"Acoplamiento inhibitorio", es decir, el valor de 
Δ aumenta.
3. CONCLUSIONESMediante un formalismo teórico se logra estu-diar el acoplamiento entre dos neuronas, lo-grando determinar el acoplamiento inhibitorio y excitatorio entre las neuronas. 
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