Abstract: In this paper we consider a linear hybrid system which composed by two nonhomogeneous rods connected by a point mass and generated by the equations
Introduction
The null controllability of parabolic equations has been extensively investigated for several decades. After the pioneering works by D. Russell and H. Fattorini [21, 22] , there is a significant progress in the N -dimensional case by using Carleman estimates, see in particular [12] . The more recent developments of the theory are concerned with degenerate coefficients [7, 8] , discontinuous coefficients [1, 3, 10] , or singular coefficients see in particular [24] . In this paper we consider a one-dimensional linear hybrid system which composed by two nonhomogeneous rods connected at x = 0 by a point mass. We assume that the first rod occupies the interval (−1, 0) and the second one occupies the interval (0, 1). The temperature of the first and the second rod will be respectively presented by the functions u = u(x, t), x ∈ (−1, 0), t > 0, v = v(x, t), x ∈ (0, 1), t > 0.
The position of the mass M > 0 attached to the rods at the point x = 0 is denoted by the function z = z(t) for t > 0. The equations modeling the dynamic of this system are the followings
x ∈ (−1, 0), t > 0, ρ 2 (x)v t = (σ 2 (x)v x ) x − q 2 (x)v,
x ∈ (0, 1), t > 0, u(0, t) = v(0, t) = z(t), t > 0, M z t (t) = σ 2 (0)v x (0, t) − σ 1 (0)u x (0, t), t > 0, u(−1, t) = 0, (1.1) with either Dirichlet boundary control v(1, t) = h(t), t > 0, (1.2) or Neumann boundary control v x (1, t) = h(t), t > 0. (1.3) In System (1.1) the first two equations are the one-dimensional heat equation. The third equation imposes the continuity of the three components of the system at x = 0. The fourth equation describes the change in temperature of the point mass at x = 0. The coefficients ρ i (x) and σ i (x) (i = 1, 2) represent respectively the density and thermal conductivity of each rod. The potentials are assumed positively and denoted by the functions q 1 (x) and q 2 (x). Similar hybrid systems involving strings and beams with point masses have been studied in the context of controllability (see e.g., [5, 6, 25] ). Throughout this paper, we assume that the coefficients ρ i , σ i and q i (i = 1, 2) are uniformly positive such that where the triple {u 0 , v 0 , z 0 } will be given in an appropriately defined function space. According to the results in [13, 17] , the solutions of the System (1.1) with the homogenous Dirichlet boundary condition v(1, t) = 0, t > 0, (1.7) can be regarded as weak limits of solutions of a heat equations with densities ρ 1 (x), ρ 2 (x) on the intervals (−1, − ) and ( , 1), respectively and with the density 1 2 on the interval (− , ). Note that when M = 0, we recover the continuity condition of u x at x = 0 and the classical heat equation with variable coefficients occupying the interval (−1, 1) without point mass. In this context, the question of the null controllability of Problems (1.1)-(1.2) and (1.1)-(1.3) (for M = 0) have been treated in the seminal papers [21, 22] and also [10, 18] for q = 0, σ = 1 and some additional conditions on the density ρ(x). Recently, Hansen and Martinez [14] studied the boundary controllability of Systems (1.1)-(1.2) and (1.1)-(1.3) in the case of constant coefficients ρ i (x) ≡ σ i (x) ≡ 1, q i (x) ≡ 0, (i = 1, 2) and M = 1. They proved the null boundary controllability of Problems (1.1)-(1.2) and (1.1)-(1.3) by using the moment method. In this paper we prove the null controllability of Systems (1.1)-(1.2) and (1.1)-(1.3) at any time T > 0. Our approach is essentially based on a precise computation of the associated spectral gap together with the moment method. More precisely, we show that the sequence of eigenvalues (λ n ) n∈N * and (ν n ) n∈N * associated with systems (1.1)-(1.2) and (1.1)-(1.3), respectively, satisfy the gap conditions λ n+1 − λ n ≥ δ 1 > 0, ν n+1 − ν n ≥ δ 2 > 0, n ≥ 1, without further conditions on ρ i , σ i and q i , (i = 1, 2) other than the regularities. In the process of the computation of the spectral gap, we establish an interpolation formula between the eigenvalues of System (1.1)-(1.2) and the eigenvalues of the regular problem (1.1)-(1.2) for M = 0. We think that this result can be useful for other problems related to Systems (1.1)-(1.2) and (1.1)-(1.3) without controls. The rest of the paper is divided in the following way: In section 2 we associate to System (1.1)-(1.7) a self-adjoint operator defined in a well chosen Hilbert space. Moreover, we give some results concerning the well-posedness of system (1.1) with the homogenous Dirichlet boundary condition (1.7). In the next section we establish the asymptotic properties of the associated spectral gap and the asymptotes of the eigenfunctions. In Section 4 we reduce the control problem (1.1)-(1.2) to a moment problem and we prove the null boundary controllability of System (1.1)-(1.2). Finally, in Section 5 we extend our results to the case of Neumann boundary control (1.1)-(1.3).
Operator Framework And Well-posedness
In this section we investigate the well-posedness of System (1.1) with the homogeneous Dirichlet boundary condition (1.7). In order to state the main results of this section, it is convenient to introduce the following spaces
endowed with the norms 
It is easy to show that the space W is densely and continuously embedded in the space H. In the sequel we introduce the operator A defined in H by setting 5) where Y = (u, v, z) t . The domain D(A) of A is dense in H and is given by Proof. Let Y = (u, v, z) t ∈ D(A), then by a simple integration by parts we have
It is clear that the quadratic form has real values so the linear operator A is symmetric. In order to show that this operator is self-adjoint it suffices to show that Ran(A − iId) = H. It is easy to show that the space W is continuously and compactly embedded in the space H, and hence, the operator A −1 is compact in H.
We consider the following spectral problem which arises by applying separation of variables to System (1.1)-(1.7)
Lemma 2.2 The spectrum of System (2.7) is discrete. It consists of an increasing sequence of positive and simple eigenvalues (λ n ) n∈N * tending to +∞
Moreover, the corresponding eigenfunctions ( φ n (x)) n∈N * form an orthonormal basis in H.
Proof. Here we have only to prove the simplicity of the eigenvalues λ n for all n ∈ N * . Let u(x, λ) and v(x, λ) be the solutions of the initial value problems
respectively. Let λ be an eigenvalue of the operator A and E λ be the corresponding eigenspace. For any eigenfunction φ(x, λ) of E λ , φ(x, λ) can be written in the form 
It is clear from the last condition in Problem (2.7) that λ is not an eigenvalue. Now, if u(0, λ) = v(0, λ) = 0, then from the last condition in (2.7) we have
Since u (0, λ) = 0 and v (0, λ) = 0, then c 1 = c 2 σ2(0)v (0,λ) σ1(0)u (0,λ) and Dim(E λ ) = 1. Since the operator A is self-adjoint then the algebraic multiplicity of λ is equal to one.
Obviously, the Cauchy problem (1.1)-(1.7) can be rewritten in the abstract forṁ
where A is defined in (2.5) and
As a consequence of Proposition 2.1 and the Lumer-Phillips theorem (e.g., [9, Theorem A.4 ]), we have the following existence and uniqueness result for the problem (1.1)-(1.7):
Spectral Gap And Asymptotic Proprieties
In this section we investigate the asymptotic behavior of the spectral gap λ n+1 − λ n for large n. Namely, we enunciate the following result:
Theorem 3.1 For all n ∈ N * , there is a constant δ 1 > 0 such that the sequence of eigenvalues (λ n ) n≥1 of the spectral problem (2.7) satisfy the asymptotic
In order to prove this theorem, we establish some preliminary results. Let
where η j and η k are the eigenvalues of the problems
respectively. Obviously, η j and η k can be coincide. Let
Note that if µ n ∈ Γ * (i.e., u(0, µ n ) = v(0, µ n ) = 0), then µ n is an eigenvalue of both Problems (3.2) and (3.3) . In what follows we suppose that if µ n ∈ Γ * , then µ n = µ n+1 . We consider the following boundary value problem
It is clear that for λ ∈ C\ Γ * , the set of solutions of Problem (3.5) is one-dimensional subspace which is generated by a solution of the form
where u(x, λ) and v(x, λ) are the solutions of the initial value problems (2.8) and (2.9), respectively. Note that u(0, λ) = 0 and v(0, λ) = 0 for λ ∈ (µ n , µ n+1 ), since otherwise λ would be an eigenvalue of one of Problems (3.2) or (3.3). Let us introduce the variable complex function
which can be rewritten in the form
It is known in [20, Chapter1] , u(x, λ) and v(x, λ) are entire functions in λ and continuous on the intervals [−1, 0] and [0, 1], respectively. Therefore F (λ) is a meromorphic function. We will show below that its zeros and poles coincide with the eigenvalues of the regular problem (2.7) (for M = 0) and the eigenvalues µ n , n ≥ 1, respectively. Moreover, the solution of the equation
are the eigenvalues λ n , n ≥ 1, of Problem (2.7).
Lemma 3.2
The function F (λ) is decreasing along the intervals (−∞, µ 1 ) and (µ n , µ n+1 ), n ≥ 1 (with µ n = µ n+1 ). Furthermore, it decreases from +∞ to −∞.
Proof. Let (λ, λ ) ∈ (µ n , µ n+1 ) where λ = λ and U (x, λ), U (x, λ ) are two solutions of Problem (3.5). Integrating by parts and taking into account the boundary conditions in (3.5), yield
Subtracting the two equations of Systems (3.9) and (3.10), we obtain
.
and
Passing to the limit as λ → λ in (3.11) and (3.12), we get the identities
(3.13)
Dividing the first equation in (3.13) by u 2 (0, λ) and the second by v 2 (0, λ), it follows
In order to prove the second statement, we firstly establish the asymptotic of F (λ) as λ → −∞. It is known (e.g., [11, Chapter 2] and [20, Chapter 1]), for λ ∈ C and |λ| → ∞ that
where
By use of (3.15) and (3.16), a straightforward calculation gives the following asymptotic
This implies that lim λ→−∞ F (λ) = +∞. Now, we prove that
We put λ = µ n + , where is small enough. Therefore a simple calculation yields
Since µ n is a simple eigenvalue of the two problems (3.2) and (3.3), then ∂u ∂λ (0, µ n ) = 0 and ∂v ∂λ (0, µ n ) = 0. Let denote by
It is easily seen that the eigenvalues η j and η k (j ≥ 1, k ≥ 1) are the poles of F 1 (λ) and F 2 (λ), respectively. In [4, Proposition 4] , by use of Mittag-Lefleur theorem [15, Chapter 4] , F 1 (λ) has the following decomposition
where c j are the residuals of F 1 (λ) at the poles η j , j ≥ 1. It is known that the residuals of F 1 (λ) and F 2 (λ) (at the poles η j and η k , respectively) are given by
According to the proof of Proposition 4 in [4] , we have c j > 0, j ≥ 1. By a change of variable
. Therefore c k < 0 for all k ≥ 1 and
Passing to the limit as → 0 in (3.20), then we prove the first limit in (3.19) . Analogously, we prove the second limit of (3.19). Now, if u(0, µ n ) = 0 and v(0, µ n ) = 0 (or v(0, µ n ) = 0 and u(0, µ n ) = 0), then
, and hence, we arrive to the same conclusion.
From this lemma, it is clear that the poles of F (λ) coincide with the eigenvalues (µ n ) n≥1 . As a consequence of Lemma 3.2, it follows the following interpolation formulas between the eigenvalues λ n , µ n and those of the regular problem (2.7) for M = 0.
Corollary 3.3 Let λ n , n ≥ 1 denote the eigenvalues of the regular problem (2.7) for M = 0. If µ n = µ n+1 , then λ 1 < λ 1 < µ 1 and µ n < λ n+1 < λ n+1 < µ n+1 , n ≥ 1 (3.21)
and if µ n = µ n+1 , then µ n = λ n+1 = λ n+1 .
Proof. According to Lemma 3.2, F (λ) is a decreasing function from +∞ to −∞ along each of the intervals (−∞, µ 1 ) and (µ n , µ n+1 ), n ≥ 1. Therefore Equation (3.8) has exactly one zero in each of these intervals. Moreover, the equation F (λ) = 0 has exactly one zero in each of intervals (−∞, µ 1 ) and (µ n , µ n+1 ), n ≥ 1. It is clear that these zeros (denoted by λ n ) are the eigenvalues of the regular problem (2.7) for M = 0. Consequently, the interpolation properties are simple deductions from the curves of the functions F (λ) and M λ (see. Figure 1) .
Figure 1: Interpolation properties
We are ready now to prove Theorem 3.1. Proof of Theorem3.1. We assume that µ n = µ n+1 , for n ≥ 1. First, we establish the asymptotic
. In view of Corollary (3.3) (µ n , λ n+1 ] ⊂ (µ n , λ n+1 ). Hence,
for some α n ∈ (λ n , λ n+1 ). Using Equation (3.8) and the expression (3.14) of
∂λ , we obtain
Taking into account the asymptotes (3.15) and (3.16), a simple calculation gives
where C is a positive constant. It is known (e.g., [2] and [16, Chapter 6.7] ), that the eigenvalues λ n (of Problem (2.7) for M = 0) satisfy the asymptotes
Since λ n < α n < λ n+1 < λ n+1 , then by (3.25),
, as n → ∞, (3.27) where γ 1 and γ 2 are defined by (3.17) . From (3.19), we have λ n → µ n and G(λ n ) → 0 as → 0. Then by (3.24), (3.26) and (3.27), the desired estimate (3.22) follows. Since (λ n+1 − λ n ) = (λ n+1 − µ n ) + (µ n − λ n ), then by (3.22) the estimate (3.1) is proved.
Now if µ n = µ n+1 , then by Corollary 3.3, µ n = λ n+1 . It is known [20, Chapter 1] , that the eigenvalues η n and η n (of the boundary problems (3.2) and (3.3), respectively) satisfy the asymptotics
Since µ n is an eigenvalue of the both problems (3.2) and (3.3), then from (3.28), we have µ n −µ n−1 = O(n). In view of Corollary 3.3, λ n ∈ (µ n−1 , µ n ), then from the asymptote (3.22) we get
The theorem is proved.
We establish now the asymptotic behavior of the eigenfunctions (φ n (x)) n≥1 of the eigenvalue problem (2.7). Let as denote by φ 
where the set Γ * is defined by (3.4). Then the associated eigenfunctions (φ n (x)) n≥1 of the eigenvalue problem (2.7) satisfy the following asymptotic estimates:
29)
Proof. It is clear that for all n ∈ Λ, u(0, λ n ) = v(0, λ n ) = 0. Then, from the last condition in (2.7), the corresponding eigenfunctions (φ n (x)) n∈Λ have the form
Therefore the asymptotics (3.29) are simple deductions from the asymptotics (3.15), (3.16) and (3.31). Now, if n ∈ N * \Λ, then φ u n (0) = φ v n (0) = 0. We set φ n (x) = λ n U (x, λ n ), (3.32) where U (x, λ n ) is defined by (3.6) . From the asymptotics (3.15), (3.16) and (3.32) we obtain the asymptotics (3.30).
Dirichlet Boundary Control
In this section, we study the boundary null-controllability of Problem (1.1)-(1.2). We do it by reducing the control problem to problem of moments. Then, we will solve this problem of moments using the theory developed in [21, 22] . Namely, we enunciate the following result:
Theorem 4.1 Assume that the coefficients σ i (x), ρ i (x) and q i (x) (i = 1, 2) satisfy (1.4) and (1.5). Let T > 0, then for any
t of the control system (1.1)-(1.2) satisfies
For the proof of this theorem, we establish some preliminary results. Let us introduce the adjoint problem to the control system (1.1)-(1.2)
with terminal data at t = T > 0 given by
By letting Y = ( u, v, z) t , the above problem (4.1)-(4.2) can be written as a Cauchy problem aṡ 
Our assumptions on σ i (x) and q i (x) (i = 1, 2) imply that, H 1 2 is topologically equivalent to the subspace W (where W is defined by (2.2)). Let
) and is given by
Let Y be a weak solution of the control problem (1.1)-(1.2) with h(t) ∈ L 2 (0, T ), and Y be a solution of the adjoint problem (4.4). Then
By a performing integrations by parts, we obtain the identity
where < ., . > denotes the duality product between the two spaces H − , the Cauchy problem (1.1)-(1.2) is well posed in the transposition sense (See, e.g., [19] 
): it has only one solution in this set and there exists a constant C > 0 independent of h(t) ∈ L 2 (0, T ) and
This result is basically well known (See, e.g., [9, Section 2.7.1]). For σ i (x) and q i (x) (i = 1, 2) constant on each interval, the result is proven in [14] and also the proof can be extended to the variable coefficient case. The following Lemma characterizes the problem of null controllability of (1. 
The control is given by w(t) := h(T − t).
Proof. From the previous Lemma, it follows that
2) if and only if it satisfies (4.6). But, since the eigenfunctions ( φ n (x)) n∈N * of the operator A forms an orthonormal basis in H, we have that any initial data Y 0 ∈ H for the control problem (1.1)-(1.2) can be expressed as
where the Fourier coefficients
On the other hand, we observe that
is the eigensolution of the adjoint problem (4.3). We put these solutions in Equation (4.6) to obtain the moment problem (4.7). The proof ends by taking w(t) = h(T − t).
We are now in a position to prove Theorem 4.1.
Proof of Theorem 4.1. From the asymptotics (3.29) and (3.30), it is easy to show that for large n ∈ N * there exists a constant c > 0 such that
It is clear from the initial conditions in (2.9) and the expression (3.31), if n ∈ Λ then (φ
Since the eigenvalues λ n for n ∈ Λ, satisfy the both asymptotics in (3.28), then (φ
Now let n ∈ N * \Λ. Then u(0, λ n ) = 0 since otherwise λ n would be an eigenvalue of Problem (3.2). From the expression (3.32), we have (φ
By use of (4.8), (4.9), (4.10) and the asymptotic (3.27), we deduce that for large n ∈ N * there exists a constants C 1 > 0 and C 2 > 0 such that
On the other hand, by the asymptotic (3.27), we have
From (4.11) together with Theorem 3.1, there exists a biorthogonal sequence (θ n (t)) n∈N * to the family of exponential functions (e −λnt ) n∈N * (see [22, 23] ) such that
Again by (3.27) together with the general theory developed in [21] , there exists constants M > 0 and ω > 0 such that
It is easy to see that the above implies the convergence of the series
which provides a solution to the moment problem (4.7). Therefore, Theorem 4.1 is a direct consequence of the convergence of the series w(t) in L 2 (0, T ) and Proposition 4.3.
Neumann Boundary Control
In this section we study the Neumann boundary null-controllability of Problem (1.1)-(1.3). We consider Problem (1.1) with the homogeneous Neumann boundary condition
× R with the scalar product defined by (2.4). We set
where V 2 = H 1 (0, 1) and V 1 is defined by (2.1). Define
. We associate System (1.1)-(5.1) with a self-adjoint operator A defined in H by (2.5). The domain D(A) of A is dense in H and is given by
Now, we consider the following spectral problem associated with System (1.1)-(5.1) Moreover, the corresponding eigenfunctions ( φ n (x)) n∈N * form an orthonormal basis in H. System (1.1) with the homogeneous Neumann boundary condition (5.1) can be written aṡ
The well-posedness of System (1.1)-(5.1) can be analyzed similarly to that of the Dirichlet case described in Section 2. We discuss now the asymptotic behavior of the spectral gap ν n+1 − ν n for large n.
Theorem 5.1 For all n ∈ N * , there is a constant δ 2 > 0 such that the sequence of eigenvalues (ν n ) n≥1 of the spectral problem (5.3) satisfy the asymptotic
where η j and ζ k are the eigenvalues of Problem (3.2) and the following boundary value problem −(σ 2 (x)y ) + q 2 (x)y = νρ 2 (x)y, x ∈ (0, 1), y(0) = y (1) = 0, (5.6) respectively. Obviously, η j and ζ k can be coincide. Let
We consider the following boundary value problem
It is clear that for ν ∈ C\Γ * , the set of solutions of Problem (5.8) is one-dimensional subspace which is generated by a solution of the form
where u(x, ν) and v(x, ν) are the solutions of the initial value problems 11) respectively. Note that u(0, ν) = 0 and v(0, ν) = 0 for ν ∈ (µ n , µ n+1 ), since otherwise ν would be an eigenvalue of one of Problems (3.2) and (5.6). As in Section 3, we introduce the related meromorphic function
Clearly, the eigenvalues ν n , n ≥ 1 of Problem (5.3) are the solutions of the equation
The function F (ν) is decreasing along the intervals (−∞, µ 1 ) and (µ n , µ n+1 ), n ≥ 1 (with µ n = µ n+1 ). Furthermore, it decreases from +∞ to −∞.
Proof. The first statement about the monotonicity decreasing of the function F (ν) can be shown in a same way as the proof of Lemma 3.2. It is known (e.g., [20, Chapter 1] and [11, Chapter 2] ), for ν ∈ C and |ν| → ∞ that
(5.14)
and 
is similar to that of Lemma 3.2.
From this Lemma, it is clear that the poles and the zeros of F (ν) coincide with the eigenvalues (µ n ) n≥1 and the eigenvalues (ν n ) n≥1 of the regular problem (5.3) ( for M = 0 ). As a consequence of Lemma 5.2, it follows the following interpolation formulas:
Corollary 5.3 Let ν n , n ≥ 1 denote the eigenvalues of the regular problem (5.3) for M = 0. If µ n = µ n+1 , then ν 1 < ν 1 < µ 1 and µ n < ν n+1 < ν n+1 < µ n+1 , n ≥ 1,
Proof of Theorem 5.1. The proof of this theorem is similar to that of Theorem 3.1. We have only to use instead of the asymptotes (3.25), (3.26) and (3.27), the following asymptotic estimates (e.g., [2] and [16, Chapter 6.7] )
We give now the asymptotic behaviors of the eigenfunctions (φ n (x)) n≥1 of Problem (5. 
where the set Γ * is defined by (5.7). Then the associated eigenfunctions (φ n (x)) n≥1 of the eigenvalue problem (5.3) satisfy the following asymptotic estimates:
Proof. The proof of the asymptotics (5.20) and (5.21) is similar to that of Proposition 3.4. Here we have only to use the asymptotics (5.14), (5.15) and the following expressions of (φ n (x)) n∈N * :
where U (x, ν n ) is defined by (5.9).
We may now state our main result.
Theorem 5.5 Assume that the coefficients σ i (x), ρ i (x) and q i (x) (i = 1, 2) satisfy (1.4) and (1.5).
Let us introduce the adjoint problem to the control system (1.1)-(1.3)
x ∈ (0, 1), t > 0, −M z t (t) = σ 2 (0) v x (0, t) − σ 1 (0) u x (0, t), t > 0, u(0, t) = v(0, t) = z(t), t > 0, u(−1, t) = 0, v x (1, t) = 0, t > 0, (5.24) with terminal data at t = T > 0 is given by As in Section 4, we have the following lemma. Therefore, Theorem 5.5 is a direct consequence of the convergence of the series w(t) in L 2 (0, T ) and Proposition 5.7.
