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3Abstract
A cylindrical liner z-pinch configuration has been used to drive converging radia-
tive shock waves into different gases. Experiments were carried out on the MAGPIE
(1.4 MA, 250 ns rise-time) pulsed-power device at Imperial College London [1]. On
application of the current pulse, a series of cylindrical shocks moving at typical
velocities of 20 km s−1 are consecutively launched from the inside liner wall into
an initially static gas-fill. The drive current skin depth calculated prior to resis-
tive heating was slightly less than the liner wall thickness and no bulk motion of
the liner occurred. Axial laser probing images show the shock fronts to be smooth
and azimuthally symmetric, with instabilities developing downstream of each shock.
Evidence for a radiative precursor ahead of the first shock was seen in laser inter-
ferometry imaging and time-gated spatially resolved optical spectroscopy.
In addition to investigating the shock waves themselves, the timing of the shocks
was used together with their trajectories to gain insight into launching mechanisms.
This provided information on the response of the liner to the current pulse, which
is useful for the benchmarking of magneto-hydrodynamics (MHD) codes. A new
load voltage diagnostic provided evidence for two phase transitions occurring within
the liner wall. The voltage probe was also fielded on various other z-pinch loads for
measurements of energy deposition and inductance. The response of magnetically
thick liners was found to differ significantly from the case where the liner wall was
thin with respect to the initial skin depth of the current. In the later case the
evolution of the liner is dominated by the ablation of plasma much like during the
ablation phase of a wire array z-pinch.
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Chapter 1
Introduction
1.1 Background and motivation
Z-pinches have been used as drivers of high energy-density physics (HEDP) exper-
iments for many years, as they provide a means impart large amounts of energy
(10’s - 1000’s kJ) into centimetre scale volumes over very short timescales (10’s -
100’s ns) [2]. One of the most important applications of the z-pinch has been as a
powerful and energetic source of x-rays [3,4]; these sources were studied extensively
as a potential drive for indirect inertial confinement fusion (ICF) experiments. In
the most common and simple configuration, a z-pinch consists of a cylindrical array
of fine metallic wires that are subjected to a large, fast rising current pulse. The
wires are turned to plasma as they are Ohmically heated by the current, and are
then imploded onto the axis by the self-generated j × B force. The kinetic energy
of the imploding material is thermalised as it stagnates on axis, releasing an intense
burst of x-rays as it does so. Over the last few years, interest in z-pinches for ICF
has shifted from the indirect x-ray driven approach, to direct compression of fuel
via the magnetically driven implosion of a solid-walled cylindrical tube (liner) [5].
This motivates the experimental study of the response of a solid-walled liner to a
pulsed current, for the benchmarking of MHD codes working in relatively unexplored
regimes.
Another application of z-pinches has been in the field of laboratory astrophysics
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[6, 7]. This field can be broadly divided into two categories, material properties ex-
periments and dynamic experiments. In material properties experiments the z-pinch
may be used to achieve some astrophysically relevant extreme state in a material
that is consequently diagnosed, and/or to provide diagnostic x-rays. Such experi-
ments may be used to study opacity or equation of state (EOS) [8]. In dynamic
experiments, as the title suggests, the dynamics of the plasma itself are under in-
vestigation. In this case, various z-pinch configurations have been used to generate
plasma jets [9–11], accretion disks and shock waves [12–15], often in cases where
magnetic fields and radiation play an important role in the plasma dynamics.
The experimental study of shock waves is of interest to both laboratory astro-
physics and ICF. In nature, shocks are ubiquitous in astrophysical systems, occur-
ring, for example as spherical blast waves during supernovae (see, eg. [16] p. 296),
as bow shocks at the tip of jets from young stars [17] and black holes [18], and
as reverse shocks in accretion stream-disk impacts [19]. Scaled laboratory shock
experiments can be carried out that are relevant to certain aspects of these phe-
nomena, and can therefore help in our understanding of them. Additionally, shocks
can be used as a tool for heating and compressing material, or else develop when
you try to compress material very quickly. As a consequence, shocks always play a
role in inertial confinement fusion concepts and are also used for EOS studies. The
effects of radiation on shock wave dynamics are not completely understood. Part of
the reason for this is that the various radiative shock regimes are very challenging
to produce and diagnose in the laboratory, and hence that experimental data for
benchmarking radiation-hydrodynamics codes is lacking [20]. This thesis describes
a promising new approach to the production and study of radiative shocks, that will
be of interest to both the astrophysical shock and liner inertial fusion communities.
A very useful parameter to measure in z-pinch experiments is the voltage across
the load. This measurement, together with the current through the load, allows
the load resistance and inductance to be found. More generally, it allows for a
determination of the energy deposition due to resistive heating, and the energy
associated with the magnetic field. This goes some way to calculating the energy
balance of the complete z-pinch system, which will also include components from
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radiation and the kinetic energy of the dynamic plasma. The installation of a much
larger load chamber on the MAGPIE generator in Spring 2009 made possible the
fielding of a geometric resistive voltage divider capable of measuring the high pulsed
voltages across various z-pinch loads.
1.2 Outline of work
The work presented in this thesis constitutes the development of a z-pinch based
experimental platform for the production and study of converging radiative shocks
in gas. In initial experiments the ablation dynamics of cylindrical liner z-pinches
were investigated in the case where the liner wall thickness was less than the initial
skin depth of the applied current pulse. Liner ablation was then investigated as a
mechanism for driving shock waves into a gas-fill contained within the liner, though
with limited success.
The bulk of the experimental data refers to gas-filled liner experiments in the
case where the wall thickness is slightly greater than the initial skin depth of the
current; this leads to several more interactions between the liner and the gas-fill
becoming apparent. In this setup, several converging radiative shock waves are
consecutively launched from the inside surface of the liner wall into the gas-fill.
The shock fronts have a high degree of cylindrical symmetry and occur without any
bulk motion of the liner wall. To the author’s knowledge these experiments are
the first of their kind. The shocks are well diagnosed by two-colour interferometry,
optical streak photography and spatially resolved, time-gated optical spectroscopy.
Evidence is obtained for a radiative precursor ahead of the first shock and the
development of instabilities behind each shock. The precursor and shock jump are
resolved simultaneously.
The shock waves produced are very interesting in their own right. However, in
addition, they were also used as a diagnostic tool to learn more about the response of
the liner itself to the current pulse; this provided useful information for the testing
of equation of state and resistivity models recently implemented in the magneto-
hydrodynamics (MHD) code GORGON [21, 22], and has hinted at the need for a
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strength model to fully reproduce the evolution of liner response. Further investiga-
tions into liner phase transitions were carried out by making measurements of the
liner resistance using a new vacuum high-voltage probe. Voltage measurements are
also presented from current switch, cylindrical and coiled wire array experiments.
1.3 Author’s contribution
All of the experiments reported in this thesis were carried out on the MAGPIE
generator with the assistance of the MAGPIE experimental team. All experiments
relating to cylindrical liner z-pinches were designed and managed by the author,
including the design of loads, experimental hardware and diagnostic setup. In ad-
dition, a significant effort by the author has gone into the continued maintenance
and repair of the pulsed power systems used to drive the experiments, and into the
upkeep and improvement of the laboratory in general, and its diagnostics. The au-
thor has worked on the vast majority of experimental campaigns since joining the
MAGPIE team in October 2008.
Analysis of all experimental data was carried out by the author. Interferometry
analysis was carried out with the use of software developed by George Swadling [23].
Additionally, HELIOS [24] and PrismSPECT [25] simulations were performed by the
author. Communications with the GORGON simulations team within the Plasma
Physics group were ongoing such that experimental data could be used for the
benchmarking of the GORGON code.
The voltage diagnostic was developed by the author and, in addition to its use
on liner experiments, has been fielded on numerous experiments managed by other
members of the MAGPIE team; these include investigations into current switch wire
arrays, and cylindrical, coiled and radial wire arrays.
The results of this work have been presented at numerous international confer-
ences, including the 2010 and 2011 APS DPP conferences in Chicago and Salt Lake
City respectively, the 2011 DZP conference in Biarritz, the 2011 APS SCCM con-
ference in Chicago, the 2012 Liner Fusion workshop in Albuquerque and the 2012
ICOPS conference in Edinburgh. Results will also be presented at the 2012 APS
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DPP conference in Providence. A paper has recently been submitted to HEDP
journal, describing the formation and propagation of shocks in gas-filled liner exper-
iments.
1.4 Shock physics
In this section is a discussion of some important shock physics background theory
that is relevant to the formation, propagation and structure of shocks observed in
experiments described later.
1.4.1 Basic ideas in shock physics
Shock waves are propagating hydrodynamic disturbances characterised by very steep
density and pressure gradients at their leading edge. A shock wave develops in a
medium when a disturbance such a piston motion travels through it supersonically.
Material ahead of the disturbance has no knowledge its approach and so does not
move out of the way, causing a bunching up of material ahead of the initial distur-
bance and producing a propagating region of increased density. These ideas can be
further explained using the ‘hard ball’ model shown in Figure 1.1. In the figure a
solid piston moves from left to right at velocity vpiston into a 1D fluid composed of
a row of initially equally spaced incompressible balls. vpiston > csound in the undis-
turbed fluid. Each row in the figure represents the system being advanced in time
by ∆t = ∆x/2vpiston, where ∆x is the ball spacing. The piston pushes the left most
ball forward, which at a time ∆t later impacts the second ball, causing it too to
start moving. As this gathering up process continues, the space between balls is
eliminated, creating a ‘shocked’ region of increased density. All the balls, or par-
ticles, in this region move at a velocity uparticle = vpiston. The leading edge of the
shocked region is called the shock front; it travels at the shock velocity, us, which is
evidently faster than the piston velocity. In the frame of reference of the shock, the
unshocked material ahead may be considered ‘upstream’ and the shocked material
behind may be considered ‘downstream’. This reference frame is detailed in Figure
1.2 as it will often be used when describing properties of the fluid at either side of
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Figure 1.1: ‘Hard ball’ model of a shock driven by a piston.
the shock boundary. In the shock frame, unshocked material flows into the shock
from the right at velocity u1 and shocked material flows away to the left at velocity
u2.
Material is not only compressed at the shock, it is also heated. The stronger
the shock, i.e. the faster it propagates, the denser and hotter the shocked material.
In the shock frame, the density increase at the shock front is a result of particles
flowing into the shock and slowing down via collisions. A temperature increase
occurs as the collisions randomise the ordered kinetic energy flow into the shock
front. This process is called viscous heating. In a real fluid (unlike the hard ball
fluid) it takes a few collisions for these processes to occur effectively, hence the
shock front has some finite thickness of the order of a few collisional mean free
paths. Such short length scales are difficult to resolve in both experiments and
computer simulations, and particularly so in astrophysical shocks that are a long
way away. When studying shocks the best that can often be done is to ignore the
details of the shock front and instead treat it mathematically as a boundary of zero
extent between the upstream and downstream regions. Conservation laws can then
be used to find find relationships between fluid properties on either side of the shock.
These relationships are called the shock jump conditions.
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Figure 1.2: A coordinate system in the frame of reference of the shock. Upstream
fluid (with properties subscripted 1) flows into the stationary shock from
the right at velocity u1. Downstream fluid (properties subscripted 2)
flows away from the shock to the left at velocity u2. Velocity transfor-
mations from the shock to the laboratory frame are given in the box.
1.4.2 Shock jump conditions
The shock jump conditions are derived in the shock frame from the three fluid
equations (the Euler equations) that describe the conservation of mass, momentum
and energy. These equations can each be written in the following form:
∂
∂t
ρQ +∇ · ΓQ = SQ. (1.1)
Equation (1.1) says that the rate of change in the density of some quantity Q
(i.e. mass, momentum or energy) depends upon the divergence of the flux of the
quantity, ΓQ, from/to the region of interest, and upon sources/sinks of the quantity
per unit volume, SQ [16]. Given the shock has no spatial extent it cannot contain
sources/sinks, hence we need to conserve quantities on either side of the shock. This
means the spatial integral of the time derivative across the shock must equal zero,
and hence that the flux of a quantity into the shock equals the flux of the quantity
out of the shock, unless there are sources/sinks outside of the shock. Since mass
is not created/destroyed (Smass = 0), we have the following jump condition for the
mass flux density:
ρ1u1 = ρ2u2, (1.2)
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where ρ is the mass density and the subscripts 1 and 2 represent the upstream and
downstream quantities respectively. The pressure gradient force from the momen-
tum equation (−∇p) can be considered a momentum source. From Equation (1.1)
this yields the following for the momentum jump condition:
ρ1u
2
1 + p1 = ρ2u
2
2 + p2, (1.3)
Conservation of energy yields the final jump condition:
ρ1u1
(
1 +
u21
2
)
+ p1u1 = ρ2u2
(
2 +
u22
2
)
+ p2u2, (1.4)
where  is the internal energy per particle. The first term on each side of (1.4) repre-
sents the internal energy density flux, the second term is the the kinetic energy flux
due to bulk fluid motion and the third term represents work done by compression.
The jump conditions can be used to obtain useful equations for the compression
and temperature increase achieved by a shock wave. The following derivations can
be found in [16] and [26]. The specific volume, V = 1/ρ, is introduced to simplify
the algebra. Substituting (1.2) into (1.3) gives the following expressions for the
velocities into and out of the shock:
u21 = V
2
1
(
p2 − p1
V1 − V2
)
(1.5a)
u22 = V
2
2
(
p2 − p1
V1 − V2
)
. (1.5b)
Equations (1.5a) and (1.5b) are then substituted into the energy equation (1.4) to
give the following relationship called the Hugoniot relation:
2 − 1 = 1
2
(p2 − p1)(V0 + V1). (1.6)
To proceed further we require an equation of state (EOS) to close the set of equations
(1.2)-(1.4). For an ideal gas the EOS is given by
ρ =
p
γ − 1 , (1.7)
1.4 Shock physics 25
where γ is the adiabatic index (ratio of specific heats) of the fluid and is a very
important quantity in the shock physics of plasmas, for reasons to be discussed
later. For now, taking γ to be constant across the shock and substituting (1.7) into
(1.6) leads to the following expression for the compression ratio, Γ, across the shock:
Γ =
ρ2
ρ1
=
(γ + 1)p2 + (γ − 1)p1
(γ − 1)p2 + (γ + 1)p1 . (1.8)
Substituting (1.5a) into (1.8), and noting that the shock velocity in the laboratory
frame is us = −u1 gives the following for the pressure behind the shock:
p2 =
2ρ1u
2
s
γ + 1
[
1− (γ − 1)p1
2ρ1u2s
]
. (1.9)
The last equation shows that for sufficiently high velocity shocks, the pressure behind
the shock scales as u2s. Such shocks are labelled strong shocks and have an upstream
Mach number of Mu 1, where the upstream Mach number is defined as the ratio
of the shock speed, us, to the upstream sound speed, cs1:
Mu = us/cs1 = us
√
ρ1
γp1
. (1.10)
In the strong shock limit p2  p1 and Equation (1.8) reduces to the following:
ρ2
ρ1
=
γ + 1
γ − 1 . (1.11)
According to Equation (1.11) there is a limit on the amount of compression that can
occur in a shock. The limit depends solely on γ and equals 4 for a monatomic ideal
gas with γ = 5/3. To obtain an estimate for the temperature behind the shock,
we rewrite Equation (1.9) in the strong shock limit and substitute in the ideal gas
equation for the downstream region, p2 = kbρ2T2/Amp (ignoring ionisation). This
gives the following for the post shock temperature; Ts (= T2):
kBTs = Amp.u
2
s.
2(γ − 1)
(γ + 1)2
. (1.12)
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1.4.3 Shocks in plasmas
If a shock is strong enough then sufficient heating will occur at the shock front to
excite and ionise atoms, creating a radiating plasma downstream. Consequently the
post-shock temperature and density differ from the ideal gas case, and the formation
of additional structure both downstream and upstream of the shock front occurs.
Some structural features of a strong shock are summarised in Figure 1.3. It is
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Figure 1.3: Shock structure in a gas that has been ionised by heating at the shock
front.
often insufficient to define a single post shock temperature for strong shocks. It is
the ions, or atoms, that are heated in the thin viscous shock front. In the region
behind, called the relaxation layer, the ions then redistribute their thermal energy
with the electrons, causing the ion temperature, Ti, to decrease whilst the electron
temperature, Te, increases. Further behind the shock front Ti and Te may decrease
together as radiative losses cool the system, with a resulting increase in density that
is in addition to the jump at the shock front. Furthermore, the compression ratio
at the shock front will be greater than the maximum of 4 achieved by a shock in an
ideal gas, due to the excitation of additional degrees of freedom. Finally, radiation
escaping upstream may preheat the region ahead of the shock, as will be discussed
in the next section.
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It was shown that the compression ratio and temperature increase at the shock
depend upon the fluid γ via Equations (1.11) and (1.12) respectively. By the fol-
lowing equation, γ depends upon the number of degrees of freedom, nd, for each
particle in the fluid:
γ = 1 +
2
nd
. (1.13)
Degrees of freedom constitute different ways for energy to be distributed within a
system. In an ideal monatomic gas, there are 3 translational degrees of freedom for
each atom, hence γ = 5/3. Photons have nd = 6 and hence a radiation dominated
fluid has γ = 4/3. A diatomic molecule has nd = 5, 3 translational and 2 rotational.
If you give a diatomic molecule enough of a kick, you can begin to excite vibrational
energy states and nd increases to 7 to include degrees of freedom for the extra kinetic
and potential energy. Similarly, if you deposit enough energy into an atom you can
excite bound and free electronic states, hence excitation and ionisation constitute
more degrees of freedom for the particles in the fluid. Accordingly, γ usually varies
across a strong shock front, as the kinetic energy flux into the shock activates the
extra degrees of freedom. For heavy gases, such as Xe, these effects can lower the
post shock γ to a value close to 1 as there are many possible electronic and ionisation
states.
In the strong shock limit, the form of the expression for the compression ratio
(1.11) remains unchanged, but the general γ is replaced by the post shock γ (see [16],
pp. 113-114). Decreasing γ increases the compression at the shock front. This is
because the kinetic energy into the shock no longer goes purely into increasing
the thermal energy of atoms, but is redistributed in a manner which keeps the
temperature and pressure down. Compression ratios of ∼10 can be achieved in
laboratory experiments with heavy gases (to be discussed later), this is somewhat
above the maximum value of 7 possible with a radiation dominated fluid. In general,
terms involving ionisation, excitation and radiation flux should be included in the
energy jump condition (1.4). The variation in γ for different shock strengths and
gases is the subject of ongoing computational and experimental research [20,27]. To
simplify comparisons between codes and experiments, an effective gamma is often
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quoted that is based upon the observed compression ratio.
The expression for the post shock temperature (1.12) must be revised to allow
for ionisation:
kBTs =
Amp
(Z + 1)
.u2s.
2(γ − 1)
(γ + 1)2
. (1.14)
where Z is the average ionic charge (assumed constant across the shock) and again,
the downstream γ is used. From this expression the effect of ionisation is obviously
to lower the temperature relative to the ideal gas case, as ionisation produces more
particles over which to average the thermal energy. Still, the temperature behind the
shock is essentially unbounded if the shock speed keeps increasing. Shocked material
that is heated sufficiently will radiate. As already mentioned, this radiation can in
turn effect the structure and the dynamics of the shock system. Radiative effects
are the subject of the next section.
1.4.4 Radiative shocks
The effects of radiation on shock dynamics are of particular importance for the
understanding of astrophysical shocks and are discussed at length in the books
by Drake [16] and Zel’dovich and Raizer [26]. At high enough shock velocities
the flux of radiation propagating upstream from the heated compressed material is
sufficient to create an ionised region called a radiative precursor, causing the shock
to flow into preheated material. Energy loss via radiation also affects the degree of
compression downstream of the shock front. Additionally, radiative effects and high
compression can be responsible for the development of shock wave instabilities such
as the Vishniac thin-shell instability [28,29] and thermal cooling instabilities [30,31].
Radiative effects become apparent when the radiation flux from compressed,
heated material behind the shock front becomes comparable to the kinetic energy
flux of material flowing into the shock. If we assume that the shocked material
emits blackbody radiation at a characteristic post shock temperature, Ts, then the
following condition for radiation flux to become significant can be written down:
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σT 4s ∼ ρ1u3s/2, (1.15)
where σ is the Stefan-Boltzmann constant, ρ1 is the upstream mass density and us
is the shock speed. Ts is in turn determined by the speed of the shock via Equation
(1.14) and can be eliminated by substitution to give a critical velocity for radiative
shocks [32]:
2σ
(
Amp
kB(Z + 1)
)4
u5s
ρ1
∼ (γ + 1)
8
16(γ − 1)4 . (1.16)
The critical velocity decreases as the atomic mass increases because heavier atoms
radiate more efficiently. For example, the critical velocity in Xe gas (A = 131) at
ρ1 = 10 mg cm
−3 is 60 km s−1, whereas in CH foam (A = 13) at the same density
the critical velocity is 200 km s−1. For this reason most radiative shock experiments
are carried out in heavy gases since very high shock velocities are more difficult
to produce. A further radiative threshold can be defined for when the radiation
pressure (energy density) exceeds the material thermal pressure. Such radiation
dominated plasmas exist, for example, in stellar interiors. This is a much more
difficult regime to access because the radiation energy density is a factor 1/c smaller
than the radiation energy flux, where c is the speed of light. Shock velocities needed
to reach this regime are probably ×10 greater than for the radiation flux regime [16]
and are currently beyond the realm of laboratory experiments.
A radiative precursor occurs when sufficient radiation escaping the shocked ma-
terial is reabsorbed upstream. This causes a recycling of energy that would otherwise
have been radiated away as the preheated material then flows into the shock. For
precursor formation to occur the flux of ionising photons emitted from the shock
and then reabsorbed upstream must be at least comparable to the flux of neutral
atoms into the shock [33]. The flux of photons can be estimated by assuming the
shocked gas emits as a blackbody, with the irradiance scaled by the emissivity of
the shocked region, 2 (where 2 = 1 for a perfect blackbody). The photon flux (per
sr), as opposed to the photon energy flux, is found by carrying out the following
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integral of the Planck spectral intensity, Bν :∫ ∞
0
Bν
hν
dν =
2
c2
∫ ∞
0
ν2
e
hν
kBT − 1
dν =
4.8
c2h3
× (kBT )3, (1.17)
where h is Planck’s constant and ν is the photon frequency. The condition for
precursor formation can then be written (from [16] or [33]) as
κ× 4.8
c2h3
· (kBT )3 · 12αi & naus, (1.18)
where αi is the fraction of photons emitted by the blackbody with energy greater
than the ionisation potential and 1 is the emissivity of the gas upstream of the
shock. 1 accounts for the likelihood of absorption of a photon in the upstream
gas. κ is a geometric factor determined by integrating Equation (1.17) over the
appropriate solid angle. For Lambertian emission through a plane κ = pi. T should
be chosen as the electron temperature after equilibration with the ions. The right
hand side of Equation (1.18) gives the neutral atom flux into the shock.
The details of the radiation hydrodynamics in a strong shock depend upon the
degree of coupling between the radiation and the material in both the upstream
and downstream regions. This strength of coupling can be quantified by the optical
depth of the material, defined as
τ =
∫ l
0
χν(x)dx, (1.19)
where χν is the frequency dependant opacity that characterises the strength of scat-
tering and absorption and l is the material’s physical thickness. A material is op-
tically thick if the optical depth is greater than 1. If τ  1 the radiation interacts
very strongly with the matter, which is said to be opaque. Given sufficient time
a thermal equilibrium between plasma and radiation will be established and the
plasma will radiate as a surface emitting blackbody. A material is optically thin
if the optical depth is less than 1. In this case some fraction of the radiation can
propagate through the material without interacting. In the limit τ → 0 the mat-
ter is transparent. In the following, the terms ‘optically thick’ and ‘optically thin’
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do not have to refer to the limiting cases. It is possible to identify 4 regimes of
radiative shocks based upon the optical depths of the downstream and upstream
regions [16, 34, 35]. Experiments described later in this thesis are most relevant to
the case where the downstream region is optically thick and the upstream region
is optically thin, the so-called thick-thin regime. Blast waves from supernovae may
exist in this regime (see [16], p. 300). Such shocks are usually characterised by a
transmissive radiative precursor upstream, that may be heated to the same temper-
ature as the downstream region. The extended upstream heating is accompanied by
the development of a thin downstream cooling layer. The thick-thin regime is the
most easily accessed by laboratory experiments.
1.4.5 Blast waves
A blast wave is a shock with a shell-like structure that may evolve from a standard
shock that that has had its energy supply cut off, or similarly be caused by some kind
of impulsive loading, such as an explosion. Many astrophysical shocks will exhibit
a blast wave phase. When the drive ceases, for example when the ‘piston’ stops
or when the explosion has expanded significantly such that it no longer provides a
driving pressure, a rarefaction wave is launched forwards into the back of the shocked
material. Crucially, a shock travels subsonically with respect to the speed of sound
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Figure 1.4: Blast wave formation and decay. Driving pressure behind the shock is
removed at t1. The high pressure region then narrows and decays.
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downstream. This enables information about the drive source to be communicated
to the shock front. Hot shocked material is free to expand out of the rear of the
shock. The rarefaction wave ‘eats’ into the shocked material and catches up with
the shock front, causing a thinning of the hot dense region and creating the shell-like
blast wave structure. Eventually the rarefaction wave overruns the shock altogether
and the shock/blast wave ceases to exist, as shown in Figure 1.4.
1.4.6 Shocks in converging geometry
Experiments described later in this thesis produce strong converging shocks in a
cylindrical geometry. Converging shocks tend to accelerate slightly as they approach
the symmetry axis because there is a focussing of the energy in the shock as its radius
decreases. This increases the thermal pressure in the shock, which responds by
driving the shock front faster. Analytical solutions for convergent shock trajectories
were first reported by Guderley in 1942 [36]. The following self-similar solution
exists for the radial trajectory of cylindrically converging shocks:
r(t)
rinitial
=
∑
i=1
Ai
(
1− t
tc
)αi
, (1.20)
where tc is the time for convergence. The coefficients (Ai) and exponents (αi) depend
on the fluid γ and have been calculated by various authors [37]. The trajectory shape
is shown in Figure 1.5.
Figure 1.5: Analytic radial trajectory of a cylindrically converging shock wave.
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1.4.7 Previous experimental work on radiative shocks
Radiative shock experiments require a powerful, high-energy driver. They are car-
ried out on high-power laser facilities (see [7]) for a review from 2006) and on z-pinch
facilities. Schematics for typical laser and z-pinch driven shock and blast wave ex-
periments are shown in Figure 1.6. The objective for many of these experiments
is to create quasi-1D shocks that are well diagnosed and with sufficient accuracy
for comparison to radiation-hydrodynamics theory and simulations. In laser driven
experiments a drive disk is illuminated by the laser and accelerated by ablation
pressure into either gas or a low density foam contained within a tube. The system
Probe
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Shock tube
High Z gas/
low density foam
Drive disk
a) Laser driven planar shock b) Laser driven blast wave
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Figure 1.6: Schematics of strong shock experiments. a) Laser driven planar shock.
b) laser driven blast wave. c) Z-pinch drive.
is then diagnosed from the side. Shock velocities >100 km s−1 can be produced and
are ample for radiative effects to become apparent. Using this technique, radiative
precursors in Xe have been observed using interferometry at the LULI facility (100
J, 600 ps) [38, 39]. Experiments at the Omega facility (5 kJ, 1 ns) resolved the
precursor in CH foam using x-ray absorption spectroscopy [33]. These experiments
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did not successfully diagnose conditions behind the shock. It is difficult to simulta-
neously diagnose the precursor and the shocked region because the conditions vary
so dramatically. Compression in Xe to >20 times the initial density, occurring as
a result of radiative collapse downstream, was observed using x-ray radiography on
other Omega experiments [40–42]. In this case, however, the precursor could not
be resolved by the radiography diagnostic. Another issue with these experiments is
the small spatial scale (∼1 mm). This introduces 2D effects (such as heating of the
tube wall) and, together with the short temporal scales (∼10 ns), makes diagnosing
the systems even more challenging.
Laser-driven blast wave experiments are relatively simple to set up and involve
the ablation of a small target submersed in ambient gas using a focussed high-power
laser beam. Such experiments were carried out on the Pharos III facility at NRL
(200 J, 5 ns) [43] and more recently on the Z-Beamlet laser at SNL (1 kJ, 1 ns) [44]
to investigate the affects of the atomic number of the gas ambient on the blast
wave evolution. The principle diagnostic technique in both cases was laser schlieren
imaging. The NRL experiments showed that blast wave fronts in nitrogen gas re-
mained uniform, whereas they became highly unstable in Xe. The SNL experiments
showed that even when perturbations were impressed upon a nitrogen blast wave,
they tended to die away. The latter experiments also showed blast waves in Xe
slowing down more quickly than blast waves in nitrogen. All of these observations
were attributed to radiative effects.
In z-pinch driven radiative shock experiments it is the magnetic pressure pro-
duced by the current that drives the system. Plasma flow at velocities of 150 km s−1
and densities of 10−5 g cm−3 occur during the ablation phase of a wire array z-pinch
implosion on modest 1 MA machines. Current experiments on the MAGPIE facility
(1.4 MA, 250 ns) are looking at the shock structures formed by obstructions in the
ablation flow. The large spatial and temporal scales involved (∼cm, 10-100 ns) allow
high resolution data to be obtained. Previous experiments [13] have looked into bow
shock structure at magnetised obstructions, and the effect of changing the atomic
number of the material in the flow. The huge amounts of drive energy available with
large pulsed-power machines make them potential drivers for radiation dominated
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shock physics experiments. In experiments on the Z machine (20 MA, 100 ns) an
imploding cylindrical wire array plasma impacted an axial CH2 foam to launch a
converging cylindrical shock into it at over 300 km s−1 [12]. The shock deposited
180 kJ of x-ray energy into the foam, raising the temperature to 400 eV and the
density to 40 mg cm−3. It was suggested that using a higher Z axial target could
make both the upstream and downstream regions optically thick. The thick-thick
regime is yet to be explored in experiments.
1.5 The magnetised liner inertial fusion (MagLIF)
concept
There is currently a significant interest in cylindrical liner z-pinch implosions for
direct magnetic drive ICF. In particular, a concept called MagLIF (Magnetised Liner
Inertial Fusion) has recently been put forward. In the proposed scheme a 1 cm scale
cylindrical metallic tube (liner) is imploded onto a magnetised (∼10 T), preheated
(∼200 eV) deuterium-tritium gas-fill using the Z generator (25 MA, 100 ns) with the
hope of obtaining 100 kJ fusion yields [5]. A high-gain (50 MJ yield) variant of the
design is proposed for a future 60 MA generator [45]. A schematic for the MagLIF
design is shown in Figure 1.7. The fuel is magnetised using external field coils prior
to the start of the main (axial) drive current. Some time after the drive current
begins the fuel is preheated with around 6 kJ of green laser light over a few ns. The
magnetic pressure generated by the axial current implodes the liner onto the fuel.
The fuel and axial magnetic field are compressed and the fuel is heated and burns.
Magnetisation and preheating of the fuel are needed to reduce the fuel convergence
ratio (rinitial/rfinal) required to reach fusion conditions. Compression in cylindrical
geometry requires higher convergence ratios than in spherical geometry because the
volume scales like r2 as opposed to r3. Preheating the fuel means less PdV heating
is required to reach ignition temperatures, and magnetising the fuel reduces electron
thermal conduction into the liner wall and also makes it more difficult for α particles
to escape, thereby decreasing the arial density required for burn.
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Figure 1.7: Schematic of the MagLIF concept.
There are several practical issues and uncertainties facing this scheme, includ-
ing the susceptibility of the liner implosion to the magneto-Rayleigh-Taylor (MRT)
instability, the ability of the pulsed 10 T axial field in the fuel to first permeate
the liner wall without disturbing it, the uniformity and degree of preheat required,
the best way to deliver the preheat, and the ability of the liner to compress the
embedded axial magnetic flux upon implosion. There is a considerable interest in
the uniformity of current initiation in the liner, the formation of plasma and the dif-
fusion of magnetic fields into the liner wall. Understanding the diffusion process is
very important as the diffusion of the drive current into the liner will be responsible
for bulk melting of the relatively large liner mass (as compared to wire array loads)
and the resulting distribution of current within the liner wall will effect the radial
force distribution during the implosion. Shock breakout and/or plasma ablation flow
from the inside surface of the liner occurring as a result of the implosion/magnetic
diffusion will change the conditions of the enclosed fuel. It is also possible that some
current could switch from the liner into the fuel and cause it to pinch prematurely.
Current initiation is also a critical issue as non-uniformities occurring early in the
current drive can seed instabilities that tear the liner apart upon implosion. Plasma
formation on the outside surface must be minimised as it provides a low impedance
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path for instabilities to become azimuthally correlated, which is bad for maintaining
the integrity of the inside liner surface and hence for the containment of the fuel.
It is very important to carry out relevant experiments that can be used to bench-
mark MHD codes working on this problem. In particular, resistivity and equation
of state (EOS) models for the liner and the fuel need to be accurate. Recent exper-
imental work on the Z machine has concentrated on measuring the growth of the
MRT instability in imploding liners [46, 47]. LASNEX and GORGON simulations
show good agreement with data from the implosion of liners with prescribed pertur-
bations to the liner wall, whilst agreement with growth rates from nominally smooth
liners is currently not so good. Relevant experiments on 1 MA scale generators have
been focused on initiation and plasma formation in planar foils [48], solid rods [49]
and cylindrical foils. Plasma formation and magnetic diffusion in cylindrical liners
form part of the work in this thesis.
1.6 Skin current and magnetic diffusion
Alternating electric currents tend to flow near the surface of good conductors as
shown in Figure 1.8. This is because the imposed magnetic field induces further eddy
currents in the conductor that on average work against the main current towards the
axis and with the main current towards the conductor surface. Put another way it
is simply less inductive for the current to flow close to the conductor surface as such
a current distribution has the smallest possible amount of magnetic flux associated
with it.
Figure 1.8: Diagram showing a pulsed current travelling through a region of thick-
ness δ at the surface of a conductor.
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A general conductor may be considered as a resistor in series with an induc-
tor. Due to the frequency dependance of the inductive impedance (ZL = ωL), the
voltage drops predominantly across the resistance at low frequencies and across the
inductance at high frequencies. The energy is stored in the magnetic field at high
frequencies, as opposed to being deposited in the conductor by means of resistive
heating at low frequencies. The lowest energy state for the high frequency system
occurs when the inductance is minimised, and hence when the current flows in a
thin skin on the conductor surface. The current does not flow exactly at the con-
ductor surface, but diffuses to some depth inside. The characteristic depth down to
which the magnitude of the magnetic field inside the current carrying region is still
appreciable is called the current, or magnetic, skin depth and is given the symbol
δ. The remainder of this section quickly summarises some of the important points
from various parts of the book ‘Magnetic Fields’ by Knoepfel, Ref. [50].
An equation governing the evolution of magnetic field inside a conductor can be
found by substituting Ohm’s law (1.21)
j = σE (1.21)
into Faraday’s law (1.22)
∇× E = −∂(µH)
∂t
(1.22)
to obtain
∇×
(
j
σ
)
= −∂(µH)
∂t
. (1.23)
The current density can then be eliminated using Ampere’s law (1.24);
j = ∇×H (1.24)
to give the following equation for the magnetic field (Knoepfel, p. 157):
∇×
(
1
σ
∇×H
)
= −∂(µH)
∂t
. (1.25)
When the conductivity, σ, and the magnetic permeability, µ, are constant, Equation
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(1.25) reduces to the following linear magnetic diffusion equation:
∇2H = 1
κ
∂H
∂t
, (1.26)
where κ = 1/σµ is the magnetic diffusivity. The diffusion equation (1.26) can be
used to describe the evolution of a boundary magnetic field into a conductor. Exact
solutions depend upon the temporal form of the boundary field, though they are
not very sensitive to it. Qualitatively, solutions show the magnetic field magnitude
decaying approximately exponentially into the conductor from the peak field at the
boundary, at any given time, as shown in Figure 1.9. The field drops considerably
Figure 1.9: Typical spatial profile of a linearly diffused magnetic field in a conductor,
given a boundary field H(0, t) The depth is normalised to the skin depth.
over the skin depth. The definition of the magnetic skin depth is rather loose. It is
usually given by
δ =
√
t0
σµ
, (1.27)
where t0 is some characteristic timescale given by a fraction of the period, T , of
the current pulse. Choosing t0 = T/pi and substituting the resistivity, ρ, for the
conductivity yields the following common expression for the skin depth (Knoepfel,
p. 171):
δ =
√
2ρ
µω
(1.28)
40 Introduction
where ω is the (angular) frequency of the current pulse. The higher the resistivity
and lower the signal frequency the larger the skin depth. In the limit of either a
DC current or a very high resistivity, the current flows uniformly through the cross-
section of the conductor. Likewise if the conductor is very thin then the notion of
magnetic diffusion may again be unimportant.
For sufficiently strong magnetic fields/large currents a significant amount of re-
sistive heating can occur throughout the skin depth of the conductor. This increases
the resistivity and accelerates the rate of diffusion. This is the non-linear magnetic
diffusion regime. In this case the general magnetic diffusion equation given in (1.25)
is coupled to the following thermal equation via the conductivity, which is now
allowed to vary:
∇ · (k∇T ) + j
2
σ
=
∂(cvT )
∂t
(1.29)
The two heating terms on the left hand side represent thermal conduction (con-
duction coefficient k) and Ohmic heating respectively. In general the non-linear set
of equations, which includes Ohm’s law (1.21) and Ampere’s law (1.24), cannot be
solved analytically. However, there does exist a particular boundary magnetic field
that permits an analytical solution sufficient to capture the main characteristics of
Figure 1.10: Coordinate system for a 1D conducting half-space. A boundary mag-
netic field at the x = 0 plane diffuses into an infinite conducting slab.
Adapted from [50], p. 279.
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non-linear diffusion. If we assume that the resistivity of the conductor varies linearly
with its temperature, then the conductivity can be written as
σ =
σ0
1 + βQ
, (1.30)
where σ0 is the initial conductivity, Q = cv∆T is the heat into the conductor and
β = α/cv. Further, cv is the heat capacity per unit volume and α is the temperature
resistivity coefficient. For the 1D conducting half-space geometry shown in Figure
1.10, the set of equations (1.21), (1.24), (1.25) and (1.29) can be rewritten as follows:
∂Hz
∂x
= − σ0
1 + βQ
Ey (1.31a)
∂Ey
∂x
= −µ0∂Hz
∂t
(1.31b)
∂Q
∂t
=
1 + βQ
σ0
(
∂Hz
∂x
)2
. (1.31c)
where we have further assumed heat conduction to be negligible (k ≈ 0). When
βQ  1 an analytical solution exists for the following boundary field (Knoepfel,
p. 280):
H(0, t) = hc
√
t
t0
; H(x, 0) = 0, (1.32)
where
hc =
√
2
µ0β
. (1.33)
The parameter hc is a material property that represents the field at which the
conductivity is reduced to half of its initial value, and can be considered a threshold
between the linear and non-linear regimes. In Equation (1.32), t0 is the time at
which the boundary field reaches hc. In Figure 1.11 the form of this boundary field
is compared to the field at a 3 mm radius generated by an ideal MAGPIE current
pulse. The fields have been plotted in terms of the magnetic induction, B, where
B = µ0H for non-magnetic materials. Clearly the temporal form of the two fields
is quite different, though as already mentioned, the solutions to magnetic diffusion
equations are not strongly dependant on the exact evolution of the boundary field.
The characteristic magnetic field in Tesla, bc (= µ0hc), is indicated for aluminium (39
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Figure 1.11: Comparison of the magnetic field produced by the MAGPIE current at
a radius of 3 mm with a B ∼ t1/2 fit.
T). Evidently this field is easily reached with the MAGPIE current. The solutions
for the magnetic field, heating and current in the conductor are as follows:
Magnetic field
Hz(x, t)
hc
=
(
t
t0
− x
s0
)1/2
(1.34a)
Heating βQ(x, t) =
t
t0
− x
s0
(1.34b)
Current jy(x, t) =
hc
2s0
(
t
t0
− x
s0
)−1/2
, (1.34c)
where s0 is the initial skin depth. A piecewise solution for the magnetic field at all
times and at all depths into the conductor can be constructed by reverting to the
linear diffusion solution when the magnetic field becomes less than the characteristic
field given in Equation (1.33). The general shape of the magnetic field and current
distributions in the conductor are shown in Figure 1.12. Significantly more diffu-
sion occurs in the non-linear regime, with a sharp peak at the front of the current
distribution that eats into the conductor as it Ohmically heats it. Such a process
should be responsible for quickly melting a MagLIF liner near the beginning of the
Z generator current pulse. Given the strength of the magnetic field generated by
the MAGPIE current, the magnetic diffusion through the wall of a liner of radius
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Figure 1.12: Dimensionless spatial profiles of magnetic field and current having dif-
fused into a conductor. Adapted from [50], p. 282.
3 mm will also be in the non-linear regime after some larger fraction of the current
rise, as was shown in Figure 1.11.
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Chapter 2
The MAGPIE generator and
diagnostics
2.1 The MAGPIE generator
Experiments presented in this thesis were undertaken on the MAGPIE facility at
Imperial College London [1]. MAGPIE is a pulsed-power device capable of driving a
1.4 MA, 240 ns rise-time current pulse through a dynamic z-pinch load. The machine
has a high-impedance and as such it is relatively versatile in terms of the type of
load it can push the current through. It was initially specified to drive fiber z-pinch
loads for radiative collapse studies, and now finds a use as a driver for wire array
and laboratory astrophysics experiments. A cartoon of the generator is shown in
Figure 2.1. The energy for an experimental ‘shot’ is stored in 4 Marx bank modules.
Each bank is used to charge a pulse forming line that is switched out via the firing
of a trigatron switch at the load end. The pulse forming lines deliver ∼350 kA each
into a single vertical transmission line. At the end of this line the current is focused
into an experimental load that sits in a vacuum chamber. The various generator
elements of energy storage, pulse formation and transmission into a cm scale load
are discussed in the following sections.
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Figure 2.1: Cartoon showing the main sections of the MAGPIE generator. There
are four Marx banks/PFLs that feed into the VTL in parallel.
2.1.1 Energy storage and high voltage generation in Marx
banks
MAGPIE has four capacitor banks to store electrical energy. Each capacitor bank is
arranged in a Marx configuration to generate the high voltage that ultimately drives
the current through the load. A Marx bank consists of a chain of capacitors that
are charged in parallel over the course of a few minutes and discharged in series in
∼1 µs. Charging and discharging circuits for bipolar Marx banks such as those used
on MAGPIE are shown in Figure 2.2. The charging circuit in Figure 2.2a consists
of two sub-circuits. Opposite facing capacitors are alternately charged by separate
power supplies to ±Vcharge through charging resistors of ∼20 kΩ. The floating
capacitor electrodes are pinned to ground through earthing resistors of ∼20 kΩ.
The voltage between the electrodes of capacitor pairs (2 V) is held off by SF6-filled
spark gaps (labelled G). The capacitors store energy in the electric field between
their conducting plates. At full charge the energy stored in the bank is simply given
by the sum of the energy stored on each capacitor:
Emarx =
1
2
NCV 2charge, (2.1)
where N is the number of capacitors and C is their capacitance. Imposed break-
down of the spark gaps causes the Marx bank to discharge. The discharge circuit is
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Figure 2.2: Charging (a) and discharging (b) circuit diagrams for a bipolar Marx
bank.
shown in Figure 2.2b. The charging and earthing resistors are not shown since they
effectively present open circuits when compared to the highly conducting channels
formed in the spark gaps. Clearly the capacitors are now arranged in a series con-
figuration. To initiate the discharge of a Marx bank a voltage pulse is applied to
the trigger plate of the first spark gap in the chain, causing it to breakdown. The
discharge sequence is as follows [51]: On breakdown of the first switch, the potential
across G1 drops from 2 V to zero; that is a swing of -2 V. Owing to the charge on
capacitor AB, the potential at B (initially grounded) must also swing to -2 V. This
puts the potential at D at -3 V, and hence a potential across G2 of 4 V, causing
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it to self-break. This cascade breakdown continues up the chain. On closing of all
the switches the capacitors discharge in series with a total capacitance, Cmarx, and
open circuit output voltage, Vmarx, given by the following expressions:
1
Cmarx
=
∑
N
1
CN
=
N
C
, (2.2)
Vmarx = NVcharge. (2.3)
Each MAGPIE Marx bank consists of 24× 1.3 µF capacitors alternately charged to
±65 kV. These parameters give Emarx = 66 kJ. Therefore the total energy stored in
all four banks is 264 kJ. The discharge capacitance and open circuit output voltage
are Cmarx = 54 nF and Vmarx = 1.5 MV respectively. To initiate discharge of the
MAGPIE Marx banks the first 5 spark gaps in each bank are triggered simultane-
ously by a voltage pulse from a single smaller (300 kV, 700 J) bank. The output
impulse voltage from the Marx banks is used to charge the pulse forming lines.
2.1.2 Pulse forming lines (PFLs)
The pulse-forming lines (PFLs) are coaxial transmission lines with a de-ionised water
dielectric that act as large capacitors for intermediate storage of the energy from
the Marx banks. They are each pulse charged from the output of a Marx bank over
the course of ∼1 µs and then discharge over 240 ns upon the firing of a trigatron
switch at the opposite end of the line; i.e. they compress the energy pulse in time.
The capacitance and inductance of the PFLs principally determines the rise time
(and therefore the amplitude) of the MAGPIE current pulse.
Each PFL has a characteristic impedance, Z0, of 5 Ω. The four PFLs are arranged
in parallel. Upon closing of the trigatron switches the PFLs are discharged into a
single impedance matched (1.25 Ω) de-ionised water-filled vertical transmission line
(VTL) and their output currents are summed. Impedance matching ensures the
maximum possible amount of energy is transferred to the VTL, at the expense
of losing half the drive voltage. The discharge sequence of the PFLs is shown in
Figure 2.3. When the trigatron fires the PFL/VTL looks like a continuous line, i.e.
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it is symmetric about the switch, except that an electric field, −E, exists at the
boundary of the two regions. With the switch closed, charge can flow to smooth
out the electric field. A voltage pulse of amplitude −V0/2 travels forward into the
VTL, where −V0 is the voltage that the PFL is charged to by the Marx. Due to
the symmetry, a voltage pulse of amplitude V0/2 simultaneously travels back into
the PFL, at the same speed as the forward going wave, depleting it of charge as
it propagates. It takes a transit time τ for this pulse to reach the back end of the
PFL. By this time half the charge has been depleted and the whole PFL is at half its
initial voltage (−V0/2). The reverse pulse is then reflected back towards the VTL
from the impedance mismatch at the Marx/PFL interface and the rest of the charge
is emptied into the VTL. The output voltage of the PFL is theoretically held at half
of the PFL charging voltage for a duration equal to twice the signal transit time of
the line (2τ). The signal transit time depends on the physical length of the line,
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Figure 2.3: Diagram showing the discharge of a pulse forming line into a matched
load (the VTL) in a time equal to twice the transit time for a pulse
down the line.
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l, and the speed of wave propagation, cPFL. The characteristic impedance and the
wave speed are determined by the inductance/m, L′, and capacitance/m, C ′, of the
line via the following equations:
Z0 =
√
L′
C ′
(2.4)
cPFL =
1√
L′C ′
. (2.5)
C ′ and L′ are in turn determined by the geometry of the inner and outer conductors
of the transmission lines, and by the permittivity of the de-ionised water dielectric.
The MAGPIE lines are 100 ns long. When discharged they theoretically supply a
constant voltage for 200 ns. This voltage pulse is used to drive current through the
inductance of the rest of the machine (including the load). A constant voltage drives
a linearly rising current through a constant inductance:
Vind = L
dI(t)
dt
. (2.6)
A linear current rise is not quite achieved on MAGPIE. The real pulse through the
load is better described by the following;
Iload(t) = I0 sin
2
(
pit
2trise
)
, (2.7)
where I0 is the peak current and trise = 240 ns is the 0−100% rise-time of the pulse.
This pulse shape fit captures the foot of the real pulse, and the decreasing dI/dt
towards the top of the pulse.
2.1.3 Vacuum power feed and load section
At the top of the VTL is a short (∼50 cm) conical vacuum power feed, known as a
MITL (magnetically insulated transmission line). It concentrates the current from
the ∼1.5 m diameter of the inner section of the VTL to the ∼1 cm diameter of
the load. A diagram is shown in Figure 2.4. 500 kV may develop across the 1
cm anode-cathode gap at the top of the MITL. The gap is self insulating against
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vacuum breakdown provided the current through the MITL is large enough. The
self-generated magnetic field around the neck of the MITL imparts a gyro-radius on
electrons in the vacuum, and thus inhibits their transport across the gap. The bulge
of the anode plate shields the diode stack from radiation emitted at the load and
decreases the MITL inductance. The diode stack forms the vacuum-water interface.
Figure 2.4: Vacuum power feed and load section. a) MITL (magnetically insulated
transmission line), diode stack (vacuum-water interface) and load in
vacuum chamber. b) Enlargement of load section.
It consists of a column of alternating annular insulators and metal grading rings.
The grading rings ensure a uniform electric field along the height of the stack by
capacitive voltage division. This reduces localised field stresses on the insulator
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surface and hence helps to prevent surface flashover. The inner face of the insulators
is angled at 45◦ to the direction of the electric field, this helps to prevent flashover
in the following ways: 1) An electron liberated at the insulator surface by radiation
from the load will be accelerated away from the insulator surface by the vertical
electric field: 2) The E × B drift from the vertical electric field and the azimuthal
magnetic field around the central conical section will accelerate electrons radially
inwards, again away from the insulator surface. These two drift processes are only
effective up to the time of peak current, after which the electric field reverses and
the diode stack may fail.
The experimental load is fixed to the top of the MITL inside a vacuum chamber.
Typically the load is concentric with a current return structure. The load/return
hardware approximately resembles a short coaxial line with an associated inductance
given by
Lload ≈ µ0l
2pi
ln
rreturn
rload
, (2.8)
where l is the height of the the load, and rload and rreturn are the radii of the load
and return current paths respectively, as shown in Figure 2.4b. Due to the large
inductance of the generator itself, the load inductance can be large (∼50-100 nH)
without adversely effecting the current pulse. This freedom allows the current return
path of the load to be at a large radius, which in turn means that it can have a
low level of azimuthal symmetry without significantly affecting the symmetry of the
magnetic field immediately around the load. Four, 8 mm diameter current return
posts at a radius of 8 cm from the load allow unrestricted diagnostic access to the
experiment from the 16 azimuthal ports on the vacuum chamber. The insensitivity
of the generator current to the load inductance also permits the fielding of novel
load configurations such as arrays of coiled wires and very long imploding-exploding
arrays. Such experiments may not be possible on low impedance generators such as
the Z machine.
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2.2 Diagnostics
A large and varied array of diagnostics is fielded on MAGPIE to image plasmas
and measure plasma parameters such as density, temperature and flow velocity.
Diagnosing z-pinch plasmas is challenging because of the short timescales involved
(from a few to hundreds of ns), the harsh environment (intense radiation field,
high-voltages and a lot of debris) and the possible variation over several orders
of magnitude of plasma parameters during a single experiment. In the following
sections some MAGPIE diagnostics are described. The list presented is far from
exhaustive, including only those that were fielded on experiments detailed later in
this thesis.
2.2.1 Load current diagnostics
The current through the load must be measured in a manner that does not perturb
the experiment. This is achieved via inductive pickup of the time-varying magnetic
field generated by the current pulse. The current probes used are called Rogowski
grooves. A diagram of a Rogowski groove is shown in Figure 2.5. The probe sur-
Figure 2.5: Schematic cross-section of a Rogowski groove current probe.
rounds the current to be measured and the associated magnetic field permeates the
‘groove’. The rate of change of magnetic flux threading the groove, Φ, generates a
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voltage across it, i.e.
V = −dΦ
dt
. (2.9)
This voltage is picked off by a coaxial cable and fed to an oscilloscope. Φ is given
by the integral of the magnetic field over the area of the groove:
Φ =
∫
B.dA. (2.10)
Since the geometry of the probe is fixed, the voltage depends upon the time rate
of change of magnetic field. The magnitude of the magnetic field is in turn linearly
related to its current by
B =
µ0I
2pir
, (2.11)
where r is the distance from the axis of the current carrying region. The voltage
generated is therefore proportional to dI/dt and the current is obtained by integra-
tion of the signal. The proportionality constant, or probe sensitivity, can be found
geometrically by integration of Equation (2.10) using Equation (2.11). The probe
is sensitive to the total enclosed current, so it cannot provide information on the
distribution of current within the load. Typically two Rogowski probes are fielded
on opposing return posts, with each measuring a fraction of the total dI/dt. This
provides redundancy in the current measurement and allows to check for current
symmetry in the load. By fielding the two probes with opposite polarity, i.e. with
one flipped relative to the other, the required dI/dt signal can be decoupled from un-
wanted capacitively coupled voltage signals. The probes have been cross-calibrated
with a Faraday rotation current diagnostic [23] and are accurate to within 10%.
2.2.2 Load voltage diagnostics
The voltage across the load can be an important parameter to know as it allows for
a measurement of the power delivered to the load by the generator (if the current
through the load is also known). Voltage measurements require a physical connection
to the load and as such they run the risk of perturbing the experiment. A voltage
probe consists of some form of voltage divider connected in parallel with the array,
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so that a small fraction of the array voltage can recorded by an oscilloscope. The
voltage division may be via resistive, inductive or capacitive impedance. Provided
the impedance of the probe is much higher than the load, it will draw little current
and will not effect the load performance. A new resistive voltage probe is discussed
in detail in Chapter 6.
2.2.3 Laser probing
Laser probing techniques are employed to image plasmas and make density measure-
ments. 532 nm (green) and 355 nm (UV) beams from a 0.4 ns, 500 mJ, Nd-YAG
laser are used for 2D shadowgraphy, interferometry and schlieren imaging. These
three techniques make use of refractive index variations within the load caused by
the distribution of plasma and are discussed in detail in the following sections.
Figure 2.6a shows a schematic for the layout of the laser probing system. Laser
diagnostics are fielded radially from at least two azimuthal positions; a third arm
can be fielded either axially or radially. Axial laser probing is enabled by placing a
mirror inside a hollow cathode as shown in Figure 2.6b. The probe laser is directed
vertically downwards through a window on the top of the vacuum chamber, after
which it passes through the load region and is redirected by the mirror out through
a radial diagnostic port. Both the UV and green beams are present in the third
arm. Dichroic beamsplitters are used to overlay and separate the two wavelengths,
making it possible to capture two images of the plasma along the same line of sight.
Laser probing images are captured on digital SLR cameras. The gate time of the
images is determined by the temporal width of the laser pulse (0.4 ns) and is very
short compared to timescales in our experiments. The multiple probing paths allow
imaging at three or four different times during an experiment by introducing delays
into the various arms.
Laser light can propagate through the plasma providing its frequency, ω, is
greater than the plasma frequency. The plasma frequency is the natural oscilla-
tion frequency of electrons about ions in a plasma given an initial displacement by
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Figure 2.6: Schematic for the layout of the laser probing system.
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an electric field. It is given by
ωp =
(
nee
2
0me
)1/2
, (2.12)
where ne is the electron density, me is the electron mass and e is the electron charge.
Electrons will oscillate strongly in the electric field of the laser if its frequency is
below ωp, thus removing energy from the beam. For light with a frequency greater
than ωp the inertia of the electrons prevents this from happening efficiently. Equation
(2.12) can be used to calculate the critical electron density, nc above which light of
a given frequency will not propagate:
nc(532 nm) = 4× 1021 cm−3, (2.13a)
nc(355 nm) = 9× 1021 cm−3. (2.13b)
Such high electron densities only occur on MAGPIE experiments in the stagnation
column of a wire array z-pinch implosion [52] and possibly very close to ablating
wire cores. The limit on whether or not the laser can propagate through the plasma
and into the imaging optics is more usually determined by the strength of electron
density gradients that refract laser light out of the beam path.
2.2.3.1 Refractive index
As previously mentioned, laser probing techniques are sensitive to the refractive
index (and its spatial derivatives) of the material through which the laser passes.
The refractive index, N , of a medium is defined as the ratio of the phase speed of
light in vacuum, c, to the phase speed of light travelling through the medium, vph,
i.e.
N ≡ c/vph, (2.14)
where vph and hence N are wavelength dependant. The phase speed is given by
vph = ω/k (2.15)
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where k is the wave vector of the light and ω is its frequency. The phase speed at a
given wavelength is greater than c for a plasma and less then c for a neutral medium,
therefore N < 1 for plasmas and N > 1 for neutrals. vph for a particular medium
can be found from the dispersion relation (ω-k relationship) for EM waves travelling
through it. In an isotropic plasma (with no B field) this is relatively simple to do.
Ampere’s Law and Faraday’s Law are respectively given by
∇×B = µ0j + 1
c2
∂E
∂t
(2.16)
and
∂B
∂t
= −∇× E. (2.17)
Taking the time derivative of (2.16), substituting in (2.17) and using the following
vector triple product relation;
A× (B×C) = (A ·C)B− (A ·B)C , (2.18)
yields the following wave equation:
∇2E−∇(∇ · E) = µ0∂j
∂t
+
1
c2
∂2E
∂t2
. (2.19)
Now we define a plane wave travelling in the zˆ direction with the electric field in
the xˆ direction:
E = Exe
i(kz−ωt) xˆ . (2.20)
Substituting (2.20) into (2.19) and carrying out the differentiations gives
−k2E = µ0∂j
∂t
− ω
2
c2
E . (2.21)
Finally, if thermal and ion motion are ignored, then j is just determined by electron
motion due to the the electric field via:
jx = −neevx (2.22)
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and
−eEx = medvx
dt
, (2.23)
where vx is the electron velocity. Substituting j out of (2.21) yields the dispersion
relation for a plasma:
ω2 =
c2µ0nee
2
me
+ k2c2 = ω2p + k
2c2 . (2.24)
The phase speed is then given by
vph = ω/k = c
(
1−
(ωp
ω
)2)−1/2
, (2.25)
which gives the following for the refractive index:
N =
(
1− ω
2
p
ω2
)1/2
. (2.26)
Note that the refractive index due to electron density is less than 1. Equation (2.26)
can also be written in terms of the critical density;
N =
(
1− ne
nc
)1/2
≈ 1− ne
2nc
for ne  nc. (2.27)
The introduction of a magnetic field breaks the isotropy of the solution and the
refractive index then depends upon the orientation of the magnetic field with respect
to the direction of the laser beam propagation. MAGPIE plasmas are very often
magnetised, though the magnetic field is not strong enough to significantly perturb
the value for N given by Equation (2.26). A thorough derivation of the refractive
index, in 3D and including the effects of magnetic field, can be found in Ref. [53].
The refractive index of a neutral gas is much more complicated to calculate and
its derivation is not attempted here. The general expression for neutral gas refractive
index is given by the Dale-Gladstone relation [54]:
Na = Kρ+ 1, (2.28)
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where ρ is the gas mass density and K is the specific refractivity, which characterises
the strength of the interaction between the EM wave and the neutral gas. The
interaction with the gas is via the electronic polarisation of individual atoms, as
opposed to the generation of free currents in a plasma. Equation (2.28) can be
approximately written in terms of a parameter called the polarisability, α;
Na ≈ 1 + 2piαna, (2.29)
where na is the atom number density. When the wavelength of the incident light
is much longer than excitation wavelengths of electronic transitions, the material
dependant polarisability can be calculated [55] by considering the induced polarisa-
tion of all possible electronic orbitals in the atom. Values for α have been tabulated.
Note that the expression (2.29) says the refractive index for neutral gas is greater
than 1. Every ionisation state in a plasma also makes a unique contribution to the
refractive index in the same manner as the neutral gas. The total refractive index
of the plasma is then the sum of the electronic, atomic and ionic components.
2.2.3.2 Shadowgraphy
The shadowgraphy technique is used to image regions of plasma where the electron
density (and hence refractive index) is very non-uniform. The principle behind shad-
owgraphy is that light rays travelling through a transparent medium are deflected by
refractive index gradients normal (lateral) to their propagation direction. Figure 2.7
shows a light wave travelling in the z direction through a plasma of thickness dl with
a uniform refractive index gradient, ∇N in the (lateral) y direction. ∇N imprints
a uniformly varying phase difference along the wavefront due to the dependance of
vph on N . This deviates the emerging wavefront by an angle θ, given by
θy =
d
dy
∫
N(l)dl. (2.30)
where, in general, N may vary along l. In the ‘direct’ shadowgraphy setup shown
in Figure 2.8, a non-uniform transparent plasma is backlit by a collimated laser
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Figure 2.7: Deflection of a light ray by a lateral refractive index gradient due to
the differential speed of individual Huygen’s wavelets at the wavefront.
Adapted from Settles [56].
beam. The deviation of rays by refraction in the plasma causes localised brightening
and darkening on a screen placed at some arbitrary distance, g, from the plasma.
Intensity variations at the screen only occur if there is curvature in the refractive
index profile; a uniform electron density gradient would simply shift the backlighter
along the y direction. Hence the shadowgraphy technique is sensitive to the second
spatial derivative of the refractive index. The form of the ‘shadow’ on the detector
will vary depending on the distance g. Shadowgraphy on MAGPIE is realised with
Figure 2.8: Schematic of a direct shadowgraphy system. Parallel light rays are de-
flected in the plasma by lateral non-uniformities. Localised brightening
and darkening at the detector plane occurs if there is lateral curvature
in refractive index gradients.
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the ‘focussed’ shadowgraphy setup shown in Figure 2.9. Technically, the collection
optic must be focussed at a certain distance g from the refracting object. The shadow
formed at g then gets relayed via the lenses and imaged onto the SLR camera. In
reality the imaging system is simply focussed on the load. The shadowgraphy effect
should not be visible if the load is perfectly in focus. This is because the lenses map
each point on the load to a unique point on the detector, regardless of the angle at
which the light rays emanate. In practice the shadowgraphy effect is still observed;
firstly because the load has finite thickness along the optical axis, so not all points
can be perfectly focussed at the same time, and secondly because the collection
optic has some depth of focus, meaning shadows formed over a continuous range
of the distance g effectively get imaged. The telescope in Figure 2.9 (made from
Figure 2.9: Schematic of a focussed shadowgraphy system. A shadow of the plasma
region is imaged onto an SLR camera with a demagnifying telescope.
An aperture is placed at the focal point to block a fraction of the self-
emission from the load. The aperture also blocks laser rays deflected
sufficiently by the plasma, as shown.
the two lenses) forms a demagnified image of the shadow at the detector and allows
for an aperture to be placed at the focal point. The exact number of lenses used
in the imaging system is not significant, though the image is usually formed within
a parallel beam, as shown, for use in an interferometry system. The maximum
deviation angle imaged by the system is determined by the acceptance angle, θacc
of the collecting optic; this is given by the radius of the collecting lens divided by
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its distance to the source. An f = 1 m, d = 10 cm lens gives the system a long
depth of focus and a workable acceptance angle. Increasing θacc generally means
more deviated laser light is collected. However, a larger θacc also collects more self-
emission from the load (which is emitted at all angles). Too much self-emission can
overwhelm the laser signal. The circular aperture at the focal point of the collecting
lens also reduces the amount of self-emission that is imaged. Initially parallel laser
light rays that are deviated by a small amount are focussed well enough at this
point to make it through the aperture, whereas self-emission emitted at large angles
is blocked. Just before the detector the light intensity is reduced to a usable level
with nd filters. A laser line filter is placed directly over the SLR aperture block to
all but the laser wavelength. The dependency of the fractional intensity variation at
the detector upon the second derivative of the refractive index makes shadowgraphy
unsuitable for refractive index measurements as unfolding the data would introduce
large errors. Quantitative analysis would also require a very smooth initial intensity
profile across the beam and excellent immunity to self-emission from the experiment.
However, the technique is very useful for qualitative imaging of non-uniform features
in z-pinch plasmas, such as ablation streams, instabilities and shock structures.
2.2.3.3 Schlieren imaging
Schlieren imaging is another technique that depends on the deflection of light rays by
a laterally non-uniform refractive index in the probing path. Unlike shadowgraphy,
schlieren imaging is sensitive to the first spatial derivative of the refractive index
and can therefore be used to visualise electron density gradients. A laser-based
‘dark-field’ schlieren setup as used on MAGPIE is shown in Figure 2.10. To image
electron density gradients in 2D, a beam stop in the form of a circular disk is
placed at the focus of a shadowgraphy system to prevent all undeviated laser light
from reaching the detector. On introducing a non-uniform refractive object into the
probe beam path, rays are deflected by lateral refractive index gradients according to
Equation (2.30). If a ray is deflected by a large enough angle (i.e. density gradient)
then it makes it past the beam stop to be imaged at the detector. The minimum
(cutoff) density gradient that can be imaged is therefore determined by the size of
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the beam stop. The symmetry of the circular beam stop allows density gradients
Figure 2.10: Schematic of a laser-based schlieren system. Light rays undergoing
sufficient deflection due to lateral density gradients in the plasma make
it past the beam stop to the image plane.
in all directions to be imaged, but doesn’t allow the direction of density gradients
to be determined. This is not necessarily a problem, since intuition can often be
used to infer the gradient direction. A laser based schlieren system has practically
zero dynamic range (i.e. points on the detector are either black or saturated) for
reasons to do with the near point-like nature of the laser at its source. As a result
the setup used cannot provide information on the magnitude of density gradients.
Theoretically the cutoff gradient could be calculated geometrically, but in practice
this would be very difficult and of limited use. Quantitative measurements of the
direction and magnitude of density gradients using the schlieren technique generally
require an extended incoherent light source, that in addition must be polychromatic
if imaging gradients in 2D [56]. Despite its limitations, the laser based system is
still useful for qualitative imaging, particularly of shock fronts, where large electron
density gradients occur.
2.2.3.4 Interferometry
Interferometry is used to make quantitative measurements of electron and atom den-
sity. A schematic of a 2D imaging Mach-Zehnder interferometer fielded on MAGPIE
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is shown in Figure 2.11a. A wide beam from the laser is split into two equal inten-
sity beams. The probing beam is sent through the plasma and the reference beam
bypasses it. The two beams then recombine at a second beamsplitter where inter-
ference between the electric fields occurs. The 2D interference pattern produced is
detected on an SLR camera (sensitive to intensity, not electric field).
Figure 2.11: a) Mach-Zehnder interferometry schematic. b) Producing rows of uni-
formly spaced interference fringes with a deliberate misalignment of the
probing and reference beams.
In the absence of plasma in the probing beam a slight misalignment between the
probing and reference beams upon recombination causes an array of straight inter-
ference fringes to fall on the detector, as shown in Figure 2.11b. Both the probing
and reference beams should be collimated at the recombining beamsplitter else a
2D horizontal fringe pattern cannot be formed. This is why the shadowgraphy diag-
66 The MAGPIE generator and diagnostics
nostic, which shares the probing path with the interferometer, throws the imaging
beam to the SLR with a 2f telescope (see Figure 2.9). An image of these background
fringes is obtained pre-shot. The fringes represent contours of constant phase in the
probing beam, and can be assigned a fringe number, or phase order. Introducing a
spatially non-uniform plasma into the probing beam path changes the phase field of
the probing beam at the point of recombination, i.e. points on the wavefront will
be at different positions in their phase cycles depending on the spatially dependant
line-averaged phase speed of the light wave whilst it travelled through the plasma.
The phase change at any given point on the wave front is given by
∆φ =
∫
(kplasmadl − k0dl) =
∫
(N − 1)ω
c
dl . (2.31)
A non-uniform phase change across the probing beam distorts the interference pat-
tern seen at the detector. Substituting in Equation (2.27) and ignoring the effect of
neutral atoms, the phase order at a given position changes by an amount
F =
∆φ
2pi
≈ −4.46× 10−18λ(µm)
∫
(cm−2)
nedl , (2.32)
where the approximate expression is for ne  nc. F is equivalently the amount a
fringe has shifted from its initial position on the background image, in units of fringe
widths. By comparing the position of shot interference fringes to pre-shot fringes,
one can unfold a 2D map of the phase change introduced by the plasma, and hence
a map of
∫
nedl, the line integrated electron density. If the plasma is uniform along
the line of the probe beam then the electron density is easily obtained by dividing
through by the length of the plasma. This analysis relies upon having a reference
point somewhere in the image for zero fringe shifts (no plasma), else only density
changes can be inferred, not absolute density. From Equation (2.32) the 355 nm
beam is less sensitive to plasma refractive index changes than the 532 nm beam. As
a result the UV beam is usually delayed with respect to the green beam to make
electron density measurements at later times when electron densities are typically
higher.
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A phase shift is also introduced by changes in neutral atom density in the probing
line. The shift in this case is given by
∆φ =
2pi
λ
∫
(1−Na)dl, (2.33)
where Na is the refractive index of neutral gas given in Equation (2.29). The total
number of fringe shifts introduced by the plasma is then the sum of the electron and
neutral components. Using Equations (2.29), (2.32) and (2.33);
F = −4.46× 10−18λ
∫
nedl +
2piα
λ
∫
nadl, (2.34)
where λ is in µm and densities are per cm3. The sign of the phase shift is different for
electrons and atoms as vph decreases for an increasing neutral density and increases
for an increasing electron density. The effect of neutral species is small and can
usually be ignored unless the plasma is very weakly ionised. As an example, for an
equal change in argon atom and electron density the neutral gas induced phase shift
is ×10 smaller than the electron induced phase shift for 532 nm (green) light, and ×5
smaller than the electron induced phase shift for 355 nm (UV) light. Simultaneous
probing with two wavelengths can be used to determine the free electron/atom ratio.
Further details of the analysis of interferograms are given in the results section of
Chapter 3.
The resolution of an imaging interferometry system is ultimately limited by the
pixel size of the detector, assuming a good fringe contrast is maintained. Self-
emission from the load and refraction of the probe beam out of the imaging path by
density gradients reduce the fringe contrast of the shot fringes with respect to the
background fringes. To obtain the best fringe contrast the probing and reference
arms must have even intensity when they recombine. For laser systems that are
pulsed this means they must overlap in in time as well as space. For a 0.4 ns
pulse the two arms should have path lengths equal to within ∼ 1 cm, assuming the
coherence length of the laser is not an issue. Nd filters can be placed in one of the
arms to further even out the two arms’ intensities. Fringe contrast can be further
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improved by placing a linear polariser in the recombined beam. The laser beam is
polarised when it leaves the laser, however it is evident that by the time it reaches
the detector there can be a slight elliptical polarisation in each of the interferometry
arms. Elliptical polarisation is the superposition of two orthogonal polarisations
that are slightly out of phase. This effectively creates multiple interference patterns
that are out of phase with each other, and decreases the fringe contrast. The linear
polariser is used to remove all but the strongest interference pattern.
2.2.4 XUV imaging
Z-pinch experiments typically emit a lot of short wavelength radiation. The simplest
way to image sub-visible wavelengths is to use a pinhole camera. A schematic for an
XUV (extreme Ultra-Violet, λ = 10 − 100 nm) pinhole camera is shown in Figure
2.12. The pinholes restrict the rays passing to the detector in such a way that
an inverted 2D image of the load is formed at all distances beyond them. The
magnification at the detector is given by
M =
q
p
, (2.35)
where p is the source-pinhole distance and q is the pinhole-detector distance. Four,
time-gated XUV images are obtained using a rectangular array of pinholes and
an MCP (micro-channel plate) detector divided into four independently triggered
quadrants. The detector consists of a gold photocathode backed by a 2D array of
microscopic glass tubes (the MCP) that function as continuous dynodes. A 6 kV
trigger pulse accelerates electrons liberated at the photocathode across the MCP
to intensify the electron signal before it impacts a phosphor screen. The phosphor
converts the electron signal into a visible one that is imaged with an SLR camera.
The exposure time of each image is a few ns, governed by the width of the trigger
pulse. The 6 kV power supply is connected to the MCP quadrants via cables of
different lengths to produce interframe delays of 5, 10 or 30 ns.
The resolution of the image is determined by a combination of the size of the
pinholes, ∆, the magnification and the wavelength being imaged [57]. At a given
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Figure 2.12: Pinhole imaging schematic.
wavelength the geometric resolution is determined by the angular spread in rays
arriving at a point on the detector:
δg = ∆
(
1 +
1
M
)
. (2.36)
This is 200 µm for 100 µ pinholes andM = 1. For a fixed geometry the resolution will
vary for different wavelengths due to diffraction at the circular aperture. Diffraction
resolution is determined by the angular size of the central spot of the Airy disk,
scaled by the magnification:
δd = 1.22
λq
∆
.
1
M
. (2.37)
This is 600 µm for λ = 100 nm, M = 1, ∆ = 100 µm and q = 0.5 m. Geometric
resolution becomes dominant for photon energies of & 35 eV (λ . 35 nm). Another
consideration when designing a pinhole camera is the intensity of the source, since
the intensity at the detector scales as ∆2/q2.
Hard x-rays can also be imaged with pinholes. MCP cameras are not sensitive
at very short wavelengths so x-ray film must be used to record images that will be
time integrated. The time-integration of hard x-rays is not necessarily an issue as
they are mostly emitted in a short 5 ns burst during the stagnation of a wire array
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implosion [58].
2.2.5 Optical streak photography
Streak cameras on MAGPIE record the time evolution of optical self-emission across
some 1D slice of a load. The principle workings of an optical streak camera are shown
in Figure 2.13. The operation is as follows: An image of the load is formed on the
Figure 2.13: Operation of an optical streak camera. The time evolution of optical
emission from a 1D slice across the diameter of a wire array is imaged
onto a film pack. The x coordinate is into the page in the main diagram.
photocathode. A narrow (∼300 µm) slit over the photocathode is used to sample
1D emission at a desired orientation. In the example shown, radial information at
a certain axial position of a wire array load is sampled. The electron signal from
the photocathode is then accelerated towards a phosphor screen by a constant high
voltage. During transit the electrons are deflected vertically by a linearly rising
voltage applied to the sweep plates over 300 ns; this smears the 1D radial ‘electron’
image in time. The electron signal is amplified by an MCP before being converted
back into a photon signal by the phosphor screen. The phosphor is backed with
optical film to record the streak image. To calibrate the time axis of the image
some light from the laser probing system is directed onto the photocathode via two
2.2 Diagnostics 71
optical fibres of known different lengths. The laser light from the fibres is imaged
onto the film during its exposure to the load. The separation of the laser ‘spots’ on
the film corresponds to the transmission time difference (69 ns) of the two timing
fibres, thus providing a scale for the time axis. The 0 ns fibre is referenced to the
time that the laser probe passes through the load, which is recorded by photodiodes.
The temporal resolution of ∼4 ns is determined by the time it takes the image to
sweep the distance of the slit.
2.2.6 Optical spectroscopy
If the plasma under investigation is not too hot (∼few eV) then bound-bound elec-
tron transitions will occur that produce spectral lines at visible wavelengths. If the
electron density is not too high (∼1017-1018 cm−3) then these spectral lines can be
recorded using an optical spectrometer to make measurements of temperature, and
potentially density.
The 0.5m ANDOR imaging spectrometer fielded on MAGPIE allows spatially
resolved, time gated spectra to be recorded. The setup is shown in Figure 2.14a.
Optical emission from the load is imaged onto the bulkhead of a 7 optical fibre
bundle. The use of fibre optics makes light transmission to the spectrometer very
simple, and allows for the collection region in the plasma to be very well defined,
as will be further explained in Chapter 5. At the output end of the fibres is the
entrance slit to the spectrometer. Inside the light is first collimated before being
spectrally dispersed by the reflecting diffraction grating. Collimation ensures the
angle of incidence on the grating, θ, is the same for all wavelengths, λ. On reflection
from the grating, constructive interference occurs when the path difference between
two rays is equal to an integer number of wavelengths. This occurs at a different
angle, φ, for each wavelength according to the following equation (and as shown in
Figure 2.14b):
d(sin θ + sinφ) = mλ, (2.38)
where d is the grating line spacing and m is the order of diffraction (the number of
integer wavelengths separating the path lengths). A spectrally resolved 1D image
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Figure 2.14: a) Schematic of the imaging optical spectrometer fielded on MAGPIE.
b) Reflection at a diffraction grating. b) is adapted from Hecht [59].
of each fibre is then formed on a time-gated (4 ns) intensified CCD camera. The
spatial resolution, i.e. the size of the point from which each fibre collects its light,
is determined by the arrangement of the collection optics. The spectral resolution,
δλ, depends on the grating used and is given by the following equation:
δλ =
dλ
mD
, (2.39)
where D is the total width of the grating. For a very fine, high resolution grating
(2400 lines/mm), the resolution is instead limited by the entrance slit width, or the
fibre diameter, depending on which is smaller.
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2.2.7 X-ray power
Diamond photo-conducting detectors (PCDs) are used to monitor x-ray emission
from the load. A diagram of a PCD is shown in Figure 2.15. The photosensitive
element is a 0.5 mm thick diamond sheet with a 1×3 mm cross section facing the load.
A -350 V bias is placed across the diamond element. Diamond is a semiconductor
with a band gap of 5.5 eV and hence does not conduct initially. When a photon
with energy greater than the band gap is absorbed, an electron-hole pair is created
and a current flows through the diamond. The diamond behaves as a photo-resistor,
with its resistance decreasing as the incident photon power increases. The resistive
Oscilloscope
-350 V bias
Transmission
filter
Radiation
Diamond
sheet
Decoupling capacitor
50 Ω coax
R
Figure 2.15: Schematic diagram of a PCD. Adapted from [60].
voltage drop is measured on an oscilloscope. A capacitor decouples the transient
PCD signal from the DC bias. PCDs are well suited to diagnosing z-pinch emission
as they have a flat spectral response from 10 eV - 6 keV and a 200 ps temporal
response governed by the electron-hole recombination time in diamond [60]. An
array of 5 PCDs is fielded on MAGPIE experiments. Different radiation filters in
the form of thin metallic and plastic foils are placed in front of each detector so that
the PCD array provides information on the relative intensity of emission in different
spectral bands.
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Chapter 3
Plasma formation and ablation
dynamics in thin-foil cylindrical
liner experiments
In this chapter, the formation of plasma and subsequent ablation dynamics of metal-
lic liner z-pinches is investigated, in the case where the liner wall is thin with respect
to the skin depth of the applied current pulse. The ablation dynamics of wire array
z-pinches have been extensively studied in order to understand and improve the
mechanisms for generating x-rays, both for ICF research and for other HEDP ap-
plications. The ablation dynamics of liners have not yet been studied in any detail.
The dynamics will differ to those of a wire array because both the magnetic field
configuration and the initial azimuthal distribution of mass are different. The cylin-
drical liner has a global magnetic field around the azimuth, whereas a wire array has
a global component, and local components around individual wires. Additionally,
in a liner, there are no gaps through which global magnetic field can push material
ablated at the outside surface radially inwards. Z-pinch based ICF schemes have re-
cently geared away from using wire array implosions as indirect drive x-ray sources,
and have moved towards direct compression of fuel with imploding solid wall lin-
ers (see Chapter 1). Additionally, z-pinch x-ray sources running on more powerful
machines in the future may be able to dispense with using discrete fine wires and
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again turn to liners. With these things in mind, it is of use to the greater z-pinch
community to study liner ablation. In the context of this thesis, liner ablation is
also investigated as a possible mechanism for driving shock physics experiments.
3.1 Design of the experiment
3.1.1 A consideration of liner dimensions
Cylindrical liners necessarily have a much larger mass than a typical wire array that
is designed to be imploded by the MAGPIE current (240 ns, 1.4 MA). The amount
of mass that can be imploded is essentially limited by Newton’s Law, F = ma,
where the force is provided by the magnetic field. An optimised wire array, if made
from aluminium, might consist of 32 × 15 µm diameter wires on an 8 mm radius,
giving a mass of 0.15 mg cm−1. Solid tubes of the same mass per unit length and
with a reasonable diameter for diagnostics (∼6 mm) would require a wall thickness
of ∼1 µm. Such a liner would be very challenging and expensive to fabricate.
It is, however, still possible to study plasma formation and ablation dynamics in
non-imploding liners. Further more, a liner may actually exhibit several distinct
responses to a large pulsed current, as will be discussed at length in Chapters 5 and
6.
Sufficient resistive heating must occur for plasma to form on the inside or outside
surface of a liner. With this in mind, rough limits on possible liner dimensions can be
estimated by considering the amount of heating that is possible with the MAGPIE
current. This is done by equating the power input due to resistive energy deposition
with the corresponding rate of temperature increase for a given amount of heating:
I2(t)R(T ) = mC
dT
dt
, (3.1)
where the resistance, R, is temperature dependant, m is the mass being heated, C
is the specific heat of the material, and all quantities can be written per unit length.
At this point it is assumed that current flows uniformly through the cross section of
the liner, i.e. bulk heating of the entire liner mass will be calculated. In this case we
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can rewrite the resistance in terms of the resistivity, η, and fixed liner dimensions:
R(T ) =
η(T )
2pirδr
, (3.2)
where r is the liner radius, δr is the wall thickness and r  δr. Next we assume
that the resistivity varies linearly with the temperature, which is a reasonable ap-
proximation between room temperature and melting point:
η(T ) = η0 + αη0(T − T0) = a+ bT, (3.3)
where η0 is some reference resistivity evaluated at T0, and α is a material property
called the temperature coefficient of resistivity. Finally, if we write the mass in terms
of the liner dimensions and the density, ρ, and assume the following idealised form
for the MAGPIE current pulse:
I(t) = 1.4 MA. sin2
(
pit
480 ns
)
, (3.4)
then Equation (3.1) can be rewritten in the following integral form:
∫ T1
T0
1
a+ bT
dT =
∫ t1
t0
(1.4 MA)2
(2pirδr)2ρC
sin4
(
pit
480 ns
)
dt. (3.5)
A reasonable minimum requirement for plasma formation is for sufficient energy to
be deposited into the liner to raise its temperature from T0 = 298 K to T1 = Tmelt
by the time of peak current (t1 = 240 ns). Carrying out the integration and putting
in the relevant limits and material constants gives a constraint on the upper limit
of the liner cross section (rδr) for a given material. Table 3.1 gives the cross section
constraint and some material properties for Al, Ni and Cu. An aluminium liner with
a 5 mm radius should have a wall thickness no greater than ∼55 µm. The upper limit
on the radius (lower limit on wall thickness) is constrained by machining capabilities.
The lower limit on the radius (upper limit on wall thickness) is constrained by the
need for good diagnostic access along the liner axis.
As already mentioned, a further consideration is the relative thickness of the
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Table 3.1: Maximum liner cross sections to allow bulk melting by the MAGPIE
current pulse.
Material Tmelt (K) Tboil (K) η(298 K) (nΩ m) rδr (×10−6 m2)
Al 934 2792 26.5 0.27
Ni 1728 3186 69.3 0.41
Cu 1358 2835 17.0 0.18
liner wall with respect to the skin depth of the current. Skin depth was described
in Chapter 1. In experiments described in this chapter and the next, the wall
thickness was less than the skin depth for the MAGPIE current pulse in the room
temperature liner material. In this case the current can be nominally considered
to flow uniformly through the cross section of the liner. Room temperature skin
depths for aluminium and nickel are 60 µm and 90 µm respectively. Liners used
in the following experiments were either 20 µm wall thickness Al, with a 10 mm
or 14 mm outer diameter (OD), or 50 µm wall thickness Ni, with a 3.6 mm OD.
The 20 µm Al liners were hand made by rolling a flat sheet of Al foil around a
cylindrical bar and then gluing along 1 edge such that a ∼1 mm wide seam existed
along the length of the liner at a particular azimuthal position. The 50 µm Ni liners
were bought prefabricated and off the shelf. Liners were 30 mm long in total, unless
otherwise stated, with the central 24 mm subjected to the current pulse.
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3.1.2 Experimental setup
The experimental setup for these experiments is shown in Figure 3.1. The liners
slot into tightly fitting 100 µm thick stainless steel diaphragms as shown in Figure
3.1a. Epoxy is used to secure the liner and silver conducting paint is used to ensure
a good electrical contact. The diaphragms connect to the rest of the load hardware
at a 20 mm radius. Dynamics occurring inside the liner must be diagnosed axially
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Figure 3.1: Schematic of the experimental setup for axial probing of liners in vac-
uum.
(end-on) since the liner wall is solid and opaque to all but very hard radiation.
A mirror angled at 45◦ inside the cathode permits end-on imaging of optical self-
emission and simultaneous imaging interferometry as shown in Figure 3.1b. An end-
on 4-channel XUV framing camera replaced the interferometry diagnostic on some
experiments. Side-on diagnostics were also employed to investigate plasma formation
on the outside liner surface. These included 2-frame laser probing (shadowgraphy,
schlieren and interferometry), a PCD array to monitor x-ray signals and one or two
80 Plasma formation and ablation dynamics in thin-foil liners
XUV framing cameras. A photograph of a handmade 20 µm wall Al liner prior to
loading in the experimental chamber is shown in Figure 3.2a. The photograph in
Figure 3.2b shows the liner mounted in the chamber.
a)
b)
Return
post 
(1 of 4)
Liner
Cathode
Light exit 
hole
Figure 3.2: Photographs of a 20 µm wall aluminium liner. a) Prior to loading. b)
Mounted on the cathode in the load chamber.
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3.2 Results
3.2.1 Axial probing of ablation dynamics inside ‘magneti-
cally thin’ liners
Interferograms from 20 µm Al liner experiments are shown in Figure 3.3. The
two images were obtained on separate experiments and at different times after the
current began to flow in the load. In the first frame (Figure 3.3a) the shifting of
the interference fringes from their pre-shot positions is reasonably uniform in the
azimuthal direction, with a localised perturbation to the symmetry close to the
position of the seam. In the radial direction, fringe shifting is most pronounced near
the liner edge and near the axis. This is consistent with the generation of plasma at
the inner liner surface, a low density radial flow and a build up of material on the
axis. The fringes closest to the axis are lost. This is likely due to density gradients
in the central plasma column refracting laser light out of the acceptance angle of the
interferometer. In the second frame (Figure 3.3b), obtained 23 ns later, there are
14 mm
a)  156 ns    s0812_10       b)  179 ns    s0818_10
Seam
position
14 mm
Figure 3.3: 532 nm interferograms from 20 µm wall aluminium liners at two different
times. Each frame is from a different experiment.
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many radial striations in the flow. These may have developed out of more uniform
conditions like those seen in the earlier frame, though effects from different initial
conditions such as current asymmetry in the load cannot be ruled out as the cause.
Towards the centre of frame two the continual build up of material has led to the
central plasma column expanding to ∼ 1/3 of the liner diameter. At the liner edge
the fringes have been lost, again this is most likely due to strong density gradients.
The interferograms can be unfolded to produce axially averaged electron density
maps in the (r, θ) plane by comparison with a ‘reference’ interferogram obtained
before the experiment. Some interferometry theory was presented in Chapter 2,
Section 2.11. The analysis process begins by tracing over all of the fringes in the
reference and shot interferograms, as shown in Figures 3.4a and 3.4c. A mask (grey)
is placed over all regions where fringes cannot be traced reliably. This may be due to
the fringe contrast having diminished too much, the fringe spacing becoming compa-
rable to the detector pixel size, or shadowgraphy edges confusing the interpretation
of what is/is not a fringe. Once this is complete, a phase order is assigned to each
fringe. Fringe assignment (and the remainder of the analysis) is carried out using
a MATLAB graphical user interface (GUI) developed by G. Swadling [23]. Each
fringe is labelled with a different index corresponding to a colour on an RGB colour
scale, as shown in Figures 3.4b and 3.4d.
The discrete fringes give the positions of maxima in the phase cycle of the probing
laser beam. All other points in the phase cycle are calculated using an interpolation
routine. This produces line integrated phase maps for all (r, θ) positions in each
interferogram. After interpolation the reference phase map is subtracted from the
shot phase map to obtain a map of the phase shift, ∆φ, introduced by plasma in
the probing beam. It is important to note that no absolute phase values are known.
Advances in the phase of the probing beam by 2pin, where n is an integer, give
exactly the same result in terms of observed phase changes. This has implications
for density calculations, as discussed shortly. Ignoring this point for now, once the
phase change map is obtained, a map of the electron line density, Ne, is easily
computed for each position by using the following formula (derived in Chapter 2,
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a)         b)
c)         d)
Reference (pre-shot) fringes
Plasma (shot) fringes
Figure 3.4: a) and c) Traced fringes. b) and d) Assignment of fringe order using an
RGB colour scale.
Section 2.2.3.4):
Ne =
∫
(cm−2)
nedl =
∆φ
2pi · 4.46× 10−18λ(µm) (3.6)
If uniformity is assumed along the direction of the probing beam, then the axially
averaged electron density, ne(r, θ), can be calculated by dividing through by the ex-
tent of the plasma containing region (assumed to be the length of the liner subjected
to the current pulse).
An electron density map unfolded from the interferogram in Figure 3.3a is shown
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in Figure 3.5a. The figure shows higher values for electron density towards the
liner edge and the liner axis, with a lower density region in between. The radial
distribution of plasma is akin to that seen during the ablation phase of a wire
array z-pinch, wherein a coronal plasma surrounding dense wire cores continuously
flows radially inwards, forming a ‘precursor’ column of plasma on axis. The density
scale in Figure 3.5 is not absolutely calibrated. When making axial interferometry
measurements it is not possible to trace the interference fringes out to a position
of known zero plasma density, as is common practice for side-on interferometry
measurements [61]. Hence it is not possible to determine the absolute phase shift
introduced by the plasma, as has previously been mentioned. It could be that
a constant shift in the electron density is needed for all points in each unfolded
interferogram. Each ‘missed’ fringe shift would add 4.3× 1017 cm−2 to the electron
line density (for 532 nm light), and 1.8 × 1017 cm−3 to the electron density, given
the length of these liners; the density plots/maps therefore give a lower limit on the
electron density. Absolute density changes in each interferogram will nonetheless
have the correct value. What is striking about the electron density unfold in Figure
3.5a is the azimuthal symmetry of the plasma formation and flow towards the axis,
given that the liner was ‘handmade’. This is also evident in radial line-outs taken
from the electron density map and shown in Figure 3.5b. The inset map shows
the orientation of the 6 line-outs. These results suggest that experimenting with
cylindrical liners made from flat foils is an adequate way to investigate ablation
from thin cylindrical liners; the advantage being they are very cheap and easy to
make. Interferometry data from 3.6 mm diameter Ni liners is limited. Results look
broadly similar to the Al interferogram in Figure 3.3b.
The average velocity in the flow between the Al liner wall and the axis (the
‘ablation velocity’) is estimated to be of the order of 70 km s−1 based on a time of
flight measurement from the first interferometry frame. This calculation assumed no
plasma formation for the first 50 ns of the current pulse, leaving 100 ns for plasma
formed at the liner wall to travel 7 mm to the axis. The actual average velocity
will be slightly higher, given that material had already been accumulating on the
axis for some time before the interferometry image was captured. Interestingly, the
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Figure 3.5: a) Electron density map from a 20 µm wall, 14 mm OD Al liner at 156
ns, unfolded from the interferogram in Figure 3.3a. b) Radial electron
density line-outs from (a).
ablation velocity is comparable to that measured in Al wire array z-pinches using
a Thomson scattering diagnostic [62, 63]. The Thomson scattering measurements
show that, for an 8 mm radius array, flow velocity increases from 60 km s−1 at a 7
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mm radius to 125 km s−1 at a 1.5 mm radius, with no dependance on the number of
wires in the array. The driving force for the ablation flow is likely some combination
of magnetic and thermal pressure. Thermal expansion of plasma into a vacuum
occurs at approximately 3 times the sound speed of the ions. This gives ZTe = 90
eV for the electron temperature required for expansion of Al at 70 km s−1, where
Z is the average ionic charge. The plasma could also be accelerated to such high
velocities by magnetic pressure if there exists a thin current carrying region close
to the solid liner wall. The contained, high velocity plasma flow could provide a
pressure drive for shock physics experiments.
Further information on ablation dynamics can be obtained from imaging the
radiating plasma. Axial optical streak images from Al and Ni liners are shown in
Figure 3.6. In the Al case, emission is seen from close to the liner wall at the
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Figure 3.6: Axial optical streak images from a) Al and b) Ni liners. The gain of the
streak camera was much reduced in the Ni experiment.
earliest point in the streak image (150 ns). Initially the radial flow does not appear
to radiate; this is probably due to its low density. The time of the interferometry
frame shown in Figure 3.3b is marked on the streak image. It is evident that material
collects on axis for some time before emission begins. At some point (190 ns) the
impact of the ablation flow on the precursor column causes an annular ring to begin
to radiate. The radiating region could be a standing shock front; such structures
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have been observed in precursor columns in wire array z-pinches and are described
briefly in Ref. [64]. The hollow radiation profile collapses onto the axis in ∼30 ns,
as the total width of the precursor increases slightly. The formation of the annular
emitting structure corresponds in time to a peak in the x-ray signal recorded by
a diamond PCD mounted side-on to the liner. Signals from unfiltered and 2 µm
polycarbonate filtered PCDs are shown in Figure 3.7a. The two signals show quite
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a)          b)
Figure 3.7: a) X-ray signals from an Al liner. The unfiltered signal has been attenu-
ated 100× with respect to the filtered signal. b) Transmission functions
for polycarbonate and Al radiation filters.
different temporal profiles. The unfiltered signal is likely due to emission from the
liner’s outer surface. The pulsed filtered signal may be related to precursor dynamics
inside the liner. If this is the case then the radiation from the precursor must have
a spectral component in a band that passes through both the 2 µm polycarbonate
PCD filter and the 20 µm Al liner wall. Figure 3.7b shows a window in the combined
transmission function of the two filters at 1.5 keV (as determined solely by the Al).
In the Ni streak image (Figure 3.6b) a poorly defined precursor begins to radiate
at 135 ns and expands rapidly towards the liner edge. The radiation field is much
more intense than for the Al liner; approximately 70 ns after the formation of the
Ni precursor, radiation burns through the mirror mounted in the cathode, and no
more useful information is recorded.
2D axial imaging of XUV radiation from Al liners (Figure 3.8a) shows the hot
inner wall, radial striations in the plasma flow and perhaps a hollow precursor ra-
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diation profile. Images from Ni liners (Figure 3.8b) appear to show a more uniform
distribution of emitting plasma, as was seen in streak images. This could be due
to the much smaller radial extent of the Ni liners. Radiation from Ni liners was
also imaged through a 2 µm polycarbonate radiation filter, that has a transmission
window at 250 eV.
a)
b)
Hot inner wall
Figure 3.8: Axial XUV images from a) Al and b) Ni liners.
3.2.2 Plasma formation on the outside surface of thin cylin-
drical liners
Pinhole images of XUV emission from the outer liner surface show uneven initiation
along the length of the liner, and also around the azimuth, as shown in Figure 3.9.
This suggests that the current density is not uniform along the length of the liner
at early times, despite the wall thickness being less than the current skin depth.
Uniform emission over the liner surface is achieved within 60 ns of the ends lighting
up, and there is no evidence for any anode-cathode asymmetry. In general, Ni liners
begin to emit XUV radiation approximately 30 ns before Al liners. In addition,
axial striation of the current is usually seen in homemade Al liners.
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a) 20 µm wall, 14 mm OD Al liners, XUV emission
b) 50 µm wall, 3.6 mm OD Ni liners, XUV emission
Figure 3.9: XUV self-emission from the outer wall of a) Al and b) Ni liners.
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The emission of XUV radiation suggests plasma formation on the liner surface.
This plasma was imaged using laser diagnostics. Shadowgraphy images such as
those in Figure 3.10a show thermal expansion of the Ni liners’ outer surface be-
ginning at approximately 140 ns. The interface between the expanding metal and
the magnetic field is unstable. Single wavelength instability modes can be picked
out from approximately 170 ns. The amplitude of the instabilities grows steadily at
10 − 15 km s−1 from 150 − 250 ns. This expansion velocity gives an estimate for
the surface plasma temperature of ZTe = 2 − 4 eV. At 250 ns the dominant mode
has a wavelength of 300− 400 µm and an amplitude of 0.7− 1.0 mm (40− 55% of
the initial liner radius), and the instabilities begin to show correlation between the
LHS and RHS of the images. Plasma formation on the outside of Al liners is much
less pronounced (see Figure 3.10b). This may be due to a combination of a slightly
smaller average current density in the larger Al liners, and the larger conductivity of
Al resulting in less Ohmic heating. The azimuthal correlation of instabilities in Ni
liners at late times is confirmed in XUV images. Figure 3.11 shows bright azimuthal
bands of emission at 274 ns that were barely visible 30 ns earlier.
Azimuthally correlated instabilities present a problem for MagLIF implosions
[5, 46, 47] as they have the potential to tear apart the liner as it stagnates on the
fuel. The correlation of instabilities around the azimuth requires the communication
of conditions, such as pressure gradients, around the circumference of the liner. The
sound speed in the perturbed medium determines the time this takes to occur. Cur-
rently, MHD simulations are unable to reproduce the level of azimuthal correlation
observed in x-ray backlighting data from solid density liner implosion experiments
on the Z machine, unless the simulations are initiated with a low density ambient
plasma surrounding the liner. This is because the sound speed in the solid liner (as
modelled) is too slow to enable azimuthal correlations to develop over the timescale
of the implosion. If correlation is established in the low density material however,
then the instabilities can afterwards locally feed into the solid material. The ap-
parent discrepancy between experiments and simulations could in general be caused
by two things. Firstly, there could be an extraneous source of low density plasma
very early on in the Z current pulse that is not diagnosed. This could be caused,
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a) Shadowgraphy: 50 µm wall, 3.6 mm OD Ni liners
169 ns     227 ns           247 ns
b) 20 µm wall Al liners
10 mm OD
Shadowgraphy, 167 ns
14 mm OD
Schlieren, 298 ns
Initial liner wall position
Figure 3.10: Laser probing of instabilities on the outer wall of a) Ni and b) Al liners.
for example, by electron/UV emission at poor electrode contacts, radiation from
the MITL or the breakdown of low Z material that has been absorbed into the
liner surface. Such effects could to some extent be mitigated against. Secondly,
the formation of plasma could be more fundamentally related to the way a large
pulsed current initially flows through a conducting material, i.e. over its surface. If
this is the case, it means there is something that the simulations are not modelling
correctly, and that mitigation will be somewhat more difficult.
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Figure 3.11: Azimuthal correlation of emission from Ni liners.
3.3 Conclusions
The experiments described in this chapter are some of the first to study plasma
formation and ablation dynamics in cylindrical liner z-pinches. The results provide
a very preliminary understanding of the field. Many of the phenomena observed
appear similar to those occurring during the ablation phase of a wire array z-pinch
implosion. Studies of plasma formation and instability development on the outside
liner surface are perhaps the most relevant to the MagLIF scheme. In addition,
the cylindrical liner z-pinch presents itself as a promising driver for shock physics
experiments in a converging geometry, as the interaction of the fast ablation flow
with a static gas-fill is made possible by the solid walls of the liner. Gas-filled
cylindrical liner experiments are the subject of the following two chapters.
Chapter 4
The interaction of ablation from a
thin-foil liner with a gas-fill
Filling a cylindrical liner z-pinch with a high Z gas before applying the current
pulse was found to dramatically change the dynamics occurring inside. This chapter
describes such experiments in the case where the liner wall was thin with respect to
the current skin depth. These experiments were carried out with a view to using the
converging ablation flow from a thin liner as a driver for shock physics experiments.
4.1 Experimental setup
The experimental setup for these experiments is shown in Figure 4.1. Introducing a
gas-fill necessitates the use of a prefabricated liner to ensure the gas is well contained.
The liners used were 30 mm long, 50 µm wall-thickness Ni (99.5% pure) with a 3.6
mm OD. Liners were attached to annular diaphragms such that the central 24 mm
length was subjected to the current pulse, as described in the previous chapter.
Prior to a shot the liner was filled with 50− 100 mBar of Ar gas via the inlet shown
in Figure 4.1a. There are glass windows at 2 mm from either end of the liner to hold
the gas in place whilst allowing optical diagnostic access. As a result a 5 mm thick
gas-fill region exists at each end along the probing line of sight between the liner
electrical contacts and the glass windows. The interferometry diagnostic in this case
consisted of 355 nm (UV) and 532 nm (green) lines to allow two axial frames to be
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Figure 4.1: a) CAD image of the load hardware for gas-filled liner experiments. b)
Schematic of the experimental setup for axial probing of liners with a
gas fill. Imaging optics have been omitted.
obtained, with the UV beam probing 28 ns after the green beam. The two colours
followed the same optical path and were split with a dichroic beamsplitter before
being imaged onto separate SLR cameras. Axial self-emission was again imaged
onto an optical streak camera to capture 1D information on the emission evolution
across the diameter of the liner over a 100 ns or 300 ns sweep time.
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The application of the current pulse to the gas-filled Ni liner causes a very abrupt
‘switch-on’ of emission across the liner diameter, occurring typically at ∼150 ns.
This process is very reproducible, as can be seen in the optical streak images shown
in Figure 4.2. The streak images look quite different to those produced by vacuum
Ni liners (reproduced in Figure 4.3a).
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Figure 4.2: Optical streak images from 4 gas-filled Ni liner experiments. Intensity
levels in each image have been adjusted to varying degrees.
Timings for the two axial interferometry frames are marked on each streak im-
age. Interferograms obtained before the emission on the streak camera begins appear
identical to reference interferograms obtained pre-shot. This is surprising, since in-
terferometry data from vacuum Ni liners show ablated liner material on axis less
than 120 ns into the current pulse (see Figure 4.3b). Interferograms obtained after
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Figure 4.3: Optical streak (a) and interferometry (b) data from vacuum Ni liners.
emission begins show the probing beam to be almost if not entirely lost from the
interferometry system. An example of this is shown in Figure 4.4. These inter-
ferograms correspond to the streak image from experiment s1207 10 in Figure 4.2.
The UV images appear orange on the SLR cameras, and are reproduced in orange
hereafter. In this experiment the temporal sweep of the streak camera was set to
100 ns to try to better resolve the ‘switch-on’ emission trajectory. Unfortunately
this also leads to a 3-fold decrease in the recorded intensity as compared to 300 ns
streak images. The 532 nm interferogram obtained at 98 ns (green line in Figure
4.2) resembles its reference counterpart. In the UV frame obtained 28 ns later (blue
line in Figure 4.2) the interference fringes are almost entirely gone. A small faint
pattern remains towards the centre of the image.
The loss of the interference pattern is most likely due to strong lateral density
gradients refracting the probing beam out of the acceptance angle of the first imaging
optic. The density gradient required for this to occur can be estimated from the
following formula discussed in Chapter 2, Section 2.2.3.2:
θy =
d
dy
∫
N(l)dl, (4.1)
where N is the refractive index and depends on ne, according to Equation (2.27).
The y direction is perpendicular to the propagation of the laser beam along l. Us-
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Figure 4.4: Interferometry data from a gas-filled Ni liner experiments. The lefthand
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during the experiment.
ing the dimensions outlined in Figure 4.5a, the minimum average radial change in
electron density required to refract an axial light ray out of the acceptance angle
is 1.2 × 1019 cm−3 over the 1.75 mm inner radius of the liner. The initial number
density of Ar atoms in the gas fill is 2.5× 1018 cm−3 for an initial fill pressure of 100
mBar. Hence a modest gradient in the degree of ionisation over the radius could
be responsible for the loss of the probing beam. Loss of light by refraction into the
liner wall could also occur, though according to Figure 4.5b, this would require an
even larger refraction angle, and a corresponding average radial change in electron
density of 3.7× 1019 cm−3 over the 1.75 mm inner radius of the liner. Hence this is
not the immediate limiting factor on the ability to record an interference pattern.
Loss of the probing beam could also potentially be caused by radiation from inside
the liner either generating an absorbing or refracting plasma on the bottom window
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Figure 4.5: Refraction of the interferometry probe beam a) out of the acceptance
angle and b) into the liner wall.
of the gas cell, or burning off the reflective coating of the cathode mounted mirror.
In any case, the loss of the probing beam is related to the start of emission inside
the liner.
The emission does not start instantaneously across diameter of the liner, but
begins at the liner edge and quickly runs in towards the axis. The radial velocity of
the emission front can be estimated from the gradient of its r(t) trajectory, as shown
in Figure 4.6. It takes approximately 10 ns for the emission trajectory to converge
on the axis, corresponding to a trajectory velocity of ∼180 km s−1. The cause of
the emission front is not clear. It could either be a radiating shock front driven by
ablating plasma or an ionisation front driven by radiation from the hot liner wall. A
representative free path of ionising photons can be calculated from λνf.p. = 1/(naσi),
where σi is the photo-ionising cross section for photons at the ionisation energy and
na is the atom number density. For Ar gas, σi has the value 3.1 × 10−17 cm2 [65].
For na = 2.5 × 1018 cm−3, λνf.p. = 130 µm. If transmitted light intensity falls off
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Figure 4.6: Shock trajectories inside gas-filled Ni liners.
exponentially with increasing optical depth according to the following equation;
I(x)
I0
= e−x/λ
ν
f.p. , (4.2)
then 50 % absorption of ionising photons will occur over a depth of 90 µm. Hence
the gas inside the liner may be considered optically thick to ionising radiation over
the radius of the liner, and a diffusive radiation wave may be able to propagate from
the liner wall to the axis. A second radial emission trajectory is also seen in optical
streak images. It is ‘launched’ from the liner edge at roughly the same time as the
first, though the velocity of the emission front is much less, at approximately 25 km
s−1, as indicated in Figure 4.6. Again, we can only speculate as to the cause of this
emission at present. A possible scenario is that after ionisation of the Ar by the first
emission front, some current switches into the gas from the liner, causing Ar to be
swept up by a magnetic piston that produces a cylindrically converging radiating
shock wave.
To better understand the dynamics occurring inside the liner, attempts were
made to image XUV emission using an axial 4-frame MCP camera. The glass win-
dows of the gas cell are opaque to XUV wavelengths. For this reason the top window
was removed and the gas cell was extended up to the required position of the pin-
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Figure 4.7: Hardware for XUV pinhole imaging of gas-filled liners.
holes, as shown in Figure 4.7. The keep the gas within the cell, a thin plastic foil
was placed over the pinholes and sealed with epoxy. The 2 µm polycarbonate foil is
partially transparent to 250 eV radiation, as shown in Figure 4.8. Unfortunately no
useful data was collected with this diagnostic. The camera recorded uniform emis-
sion over entire MCP quadrants, with little or no evidence for imaging of radiation
from directly inside the liner. One possible reason for this is that the plasma in the
liner emits little or no 250 eV radiation, in contrast to vacuum Ni liners. Radia-
Figure 4.8: Radiation transmission functions for thin polycarbonate and Al foils.
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tion emitted at lower energies could have been absorbed by the pinhole foil, causing
secondary heating and emission from the foil itself. Another uncertainty is whether
or not the long (9 cm) gas-fill section between the load and the pinholes becomes
ionised and starts emitting. The setup should be tried with a thin (1 µm) Al foil
over the pinhole that has a transmission window at 50 eV, though from experience
with different gas cells it is challenging to make them airtight in this case. Further
thought with regards to hardware design is required for this diagnostic.
4.3 Conclusions
The introduction of a gas-fill to a cylindrical liner z-pinch significantly alters the
dynamics occurring inside. The gas-fill appears to initially tamper the radial flow of
ablated liner material observed in vacuum Ni liners. After some time two distinct
emission fronts are observed in the Ar gas that travel radially inwards at markedly
different velocities. The system proved challenging to diagnose. One of the reasons
for this was the small diameter of the liners. The first emission trajectory converges
on the axis in approximately 10 ns, a time equal to the jitter of the generator.
Hence obtaining an interferometry frame that captures the phenomenon in progress
is very unlikely. In order to better resolve the dynamics the diameter of the liner
had to be increased. For reasons to do with machining capabilities, this meant also
increasing the thickness of the liner wall. This necessarily led to a study of liner-gas
interactions in the case where the liner wall thickness is greater than the current
skin depth. Such investigations are presented in the following chapter, and form the
main body of results in this thesis.
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Chapter 5
Production and evolution of
multiple converging radiative
shocks inside thick, gas-filled
cylindrical liners
In this chapter a z-pinch based experimental platform which enables the formation
of cylindrically converging radiative shocks in gas is described. A schematic of the
experiment is shown in Figure 5.1. The fast rising (∼240 ns) 1.4 MA MAGPIE
current pulse is applied to a cylindrical aluminium liner that has a wall thickness
slightly greater than the skin depth for the current pulse in cold aluminium. The
interior of the liner is filled with gas (Ar, Xe or N2) at a density of ∼10−5 g cm−3.
The magnetic pressure generated by the current is sufficiently strong to launch fast
(∼20 km s−1) shock waves from the inside wall of the liner into the gas.
The key difference with experiments presented in the previous two chapters, is
that the wall of the cylindrical liner z-pinch load is thicker than the skin depth of the
current pulse as calculated before any resistive heating of the liner occurs. The mass
per unit length of the liners remains below that required for bulk melting to occur
over the time scale of the experiment, as described in Chapter 3. The increased
wall thickness delays the process of ablation from the inside liner wall and allows
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Figure 5.1: Schematic of the gas-filled cylindrical liner z-pinch experiment. The liner
is subject to a fast-rising current pulse along its length. Cylindrically
converging shock waves are launched from the liner wall into the gas.
The diagnostic line of sight is along the axis of the liner.
for other responses of the liner to the current pulse to become apparent, as will be
discussed later. Ablation in thick liners can still occur provided sufficient current
can diffuse through the liner wall to heat material near the inside surface. This in
turn depends on both the peak current and the duration of the current pulse. For
completeness, axial self-emission images from ‘thick’ vacuum Al liners of a 6 mm
OD are shown in Figure 5.2. Optical emission on the axis begins at 225 ns, 50 ns
later than for ‘thin’ Al liners of a 14 mm OD, c.f. Chapter 3, Figure 3.6.
The experiments in this chapter show the formation of several consecutive shocks
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Figure 5.2: Axial emission imaging of thick Al liners in vacuum. (a) XUV emission
images. (b) Optical streak image. Data from two separate experiments.
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in the gas-fill that are highly symmetric. The formation of a radiative precursor
ahead of the first shock and the development of instabilities downstream of each
shock was observed. The radiative effects in these experiments are most relevant
to the optically-thick downstream, optically-thin upstream (thick-thin) regime [34].
The setup allows the properties and evolution of the shocks to be studied using end-
on diagnostics such as interferometry, optical imaging and spectroscopy, providing
information on the radial dependance of ne, Te etc, without the need for Abel in-
version of the data as is often required in cylindrically symmetric systems such as,
for example, radial foil z-pinch experiments [14, 15]. The relatively modest shock
velocities reached in the present experiments as compared to laser driven work re-
viewed in Chapter 1, Section 1.4.7, means that the excitation of bound electronic
states may contribute a significant energy sink for the directed kinetic energy flow
into the shock [27]; to the author’s knowledge this regime has not previously been
studied experimentally.
The timing of the formation of the shocks, and the trajectories of the shocks
inside the z-pinch driven liner, are also of interest for the recently proposed MagLIF
(Magnetised Liner Inertial Fusion) concept [5], see Chapter 1, Section 1.5. The work
presented in this chapter provides information on the response of the inside surface
of a high aspect ratio (AR = 35) liner to a pulsed current. To a good approximation
the system is 1D when close to the liner wall as the current density is nominally
uniform both around the azimuth and along the length of the load, and the radius
of curvature of the liner is large compared to the wall thickness. The experimental
configuration therefore presents a relatively simple 1D test problem for simulations.
In particular, the timing and trajectories of the shock waves provide information
about how they are driven. Knowledge of shock launching mechanisms provides a
test for the accuracy of MHD codes with regards to their resistivity and EOS models
and consequently their ability to simulate magnetic diffusion, shock propagation and
breakout in solid materials.
The remainder of this chapter is organised as follows: In Section 5.1 the ex-
perimental setup of the gas-filled cylindrical liner z-pinch and the accompanying
diagnostics are described. In Section 5.2 experimental data on the formation and
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structure of the first two shocks driven into the gas-fill from the inside liner wall are
presented; in Section 5.3 some comparisons are made between experimental data
and GORGON simulations; in Section 5.4 there is a discussion of some of the main
results.
5.1 Experimental Setup
The cylindrical liners used were diamond-turned from aluminium 6061 to a 6 mm
outer diameter and a wall thickness of (87 ± 2) µm. For reference, the skin depth
for the MAGPIE current pulse in room temperature Al is 60 µm. Liners were 20
mm long in total, with the central 14 mm subjected to the current pulse. Prior to a
shot the liner was filled with either argon, xenon or nitrogen gas at a typical mass
density of 1.3× 10−5 g cm−3 (8 mBar Ar, 2.5 mBar Xe, 15 mBar N2). As described
in the previous chapter, there are glass windows at 2 mm from either end of the
liner to hold the gas in place whilst allowing optical diagnostic access.
The end-on optical diagnostic suite was extended for these experiments as shown
in Figure 5.3. Optical self-emission from shocked, heated material was imaged onto
a streak camera to capture 1D information on shock trajectories across the liner
diameter over a 300 ns sweep. Along the same line of sight, the ∼0.4 ns pulse-width
Nd-YAG laser was used for 2D, two-colour (532 nm and 355 nm) interferometry and
schlieren imaging, with each wavelength pulse separated in time by 28 ns. The in-
terferometers gave information on the axially averaged electron density distribution
in the (r, θ) plane and also acted as imaging diagnostics. The schlieren systems pro-
vided qualitative data on the position and uniformity of shock fronts. A dark-field
configuration was used in order to permanently block the interferometry reference
beam that was also present in the schlieren imaging path.
An imaging optical spectrometer was also fielded to provide time-gated (4 ns),
spatially resolved information on the emitting species, ionisation state and temper-
ature inside the liner. Self-emission exiting the top of the liner was imaged onto an
optical fibre bundle consisting of a linear array of 7, 200 µm fibres, spaced by 490
µm. A photograph of the setup is shown in Figure 5.4. The output of the fibres
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Figure 5.3: Diagram of load hardware and diagnostic setup. Glass windows at each
end of the liner and an angled mirror inside the cathode allow for si-
multaneous fielding of several optical self-emission and laser probing
diagnostics along the axis. Imaging optics have been omitted.
was fed into a 0.5 m imaging ANDOR spectrometer with a 300 lines/mm grating to
record spectra over a ∼100 nm wavelength range. A spectral resolution of 1 nm was
measured from the FWHM of 532 nm laser light. The imaging plane was halfway
along the length of the liner and alignment of the fibres was performed before each
shot by shining light into the fibre bundle from the spectrometer end towards the
load as shown in Figure 5.5. The light falls onto the laser probing imaging path
and an image of the 7 fibres superimposed on a pre-shot interferogram is obtained
on the laser probing SLR cameras, thereby giving the (r, θ) position of the emitting
region collected by each fibre. The ×0.6 magnification of the imaging system limits
the spatial resolution to 330 µm for 200 µm fibres, assuming light is collected only
from the plane midway along the length of the liner. However, the size of the light
collecting cone at the ends of the liner, determined by the acceptance angle of the
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Figure 5.4: Photograph of the setup for end-on imaging optical spectroscopy.
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Figure 5.5: Method for aligning the optical spectrometer before an experiment.
Light is shone out of the collecting fibres and falls onto the laser probing
imaging path. An SLR camera records an image of the fibres superim-
posed on a laser probing background image to determine the collection
position of each fibre on the plane located midway along the liner.
collection optic, limits the spatial resolution further to 800 µm. The spectrometer
was triggered to record spectra at the time the 355 nm laser probe passed through
the experiment.
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5.2 Formation and structure of converging shocks
Some time after the application of the current pulse to the gas-filled liner system, a
number of converging shock waves are successively launched into the gas from the
liner’s inner wall. This occurs without any bulk motion of the liner. Shock waves
seen in laser probing and optical streak images are shown in Figures 5.6 and 5.7;
the data are typical of these highly reproducible experiments. The shock fronts
have a high level of azimuthal symmetry, though instabilities develop in the region
behind the shocks at some stage. Ahead of the first shock, evidence is seen for a
radiative precursor, as will be discussed later. Up to four consecutive shocks may be
observed in total, dependant upon the initial gas density and the shock timing. In
this section follows a discussion of the structure, propagation and possible formation
mechanisms for the first two shocks.
5.2.1 Properties of the first shock
5.2.1.1 Shock structure and propagation velocity
The interferograms in Figure 5.6 capture the first shock propagating into Ar gas
at 8 mBar initial pressure. The shock front is very smooth and narrow, with a
high degree of azimuthal symmetry. The interference fringes towards the centre of
the image, ahead of the shock, very closely resemble the straight pre-shot fringes.
At the position of the shock the fringes bend due to increased electron density.
This is likely due to some combination of ionisation of initially neutral Ar, and
compression in the shock. The probing beam of the interferometer is refracted
by density gradients normal to its direction of propagation. Curvature in these
gradients causes brightening and darkening at the detector plane (the shadowgraphy
effect) that is visible on the interferograms. This shadowgraphy effect is useful for
imaging regions where the electron density distribution is very non-uniform such
as in instabilities and at the edges of shock fronts, and can show details of the
shock structure that the interferometry fringe shifts cannot resolve. To highlight
this, Figure 5.6b shows a magnified detail of the shock in Figure 5.6a; the shock is
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Figure 5.6: (a) 532 nm interferogram of a cylindrically converging shock wave prop-
agating through Ar gas at 8 mBar initial pressure, 182 ns after current
start. The dashed line gives the orientation of the imaging slit on the
optical streak diagnostic, for reference to Figure 5.7. (b) Magnified de-
tail of (a). (c) 355 nm interferogram captured 28 ns after (a), during
the same experiment.
imaged and some small scale structures can be seen behind the shock front. The
uniformity of the shock front is also evident in schlieren images that will be discussed
later (see Figure 5.19a).
To produce axially-averaged 2D electron density maps in the (r, θ) plane, the
interferometry images were analysed in the manner described in Chapter 3, Section
3.2.1. All fringes in both the pre-shot and shot interferograms were traced and a
MATLAB routine [23] was used to produce a map of the number of fringe shifts
introduced by the plasma. From this point a map of Ne(r, θ) was easily computed.
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Figure 5.7: Streak image showing optical self-emission from successive converging
shocks in Ar gas across the full liner dimeter.
Dividing Ne(r, θ) by the axial extent of the plasma containing region (assumed to be
l = 14 mm, the length of the current carrying region) produced a map the electron
density averaged along the length of the liner, ne(r, θ). It should be noted that
an opposing phase shift is also introduced by density changes in neutral species,
though for a given change in electron or Ar atom density this effect is ×10 smaller
than the electron induced phase shift for 532 nm (green) light, and ×5 smaller than
the electron induced phase shift for 355 nm (UV) light, and so was ignored in the
following analysis. Simultaneous imaging at the two different wavelengths can be
used to distinguish between neutral and plasma density changes, and will be carried
out in future experiments. To obtain electron density values from the interferograms
the following assumptions were made: 1) Uniformity along the length of the liner;
2) negligible fringe shift introduced by neutral species; 3) zero electron density on
axis. As discussed previously, when making axial interferometry measurements it is
not possible to trace the interference fringes out to a position of known zero plasma
density; hence the axis is chosen as the best guess for the zero fringe shift reference
point at times before the first shock wave reaches the axis. This may put a constant
shift in the electron density for all points in each unfolded interferogram. However,
absolute density changes in each interferogram will have the correct value.
A map of ne(r, θ) from the interferogram in Figure 5.6a is shown in Figure 5.8a.
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The map shows that the electron density behind the shock is ∼ 2× 1017 cm−3 and
that it is reasonably uniform in the azimuthal direction, although the resolution is
poor at certain azimuthal positions where the bending of the interference fringes
is particularly abrupt. At such low electron densities and correspondingly small
fringe shifts, the density unfold introduces some noise at the spatial frequency of
the interference fringes that is most evident inside the radius of the shock. Figure
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Figure 5.8: (a) Map of electron density produced from the 532 nm interferogram in
Figure 5.6. (b) Radial electron density profile with the orientation of
the red dashed line in (a).
5.8b shows a radial line-out from the electron density map in the direction indicated
in Figure 5.8a. The jump in density at the shock front is representative of the jump
at most azimuthal positions, however the data from inside the position of the shock
is clearly noisy. To reduce the level of noise, radial line-outs were averaged over 6
evenly spaced azimuthal directions. Azimuthally-averaged radial electron density
profiles for the argon shock obtained in the experiment corresponding to Figure 5.6
are shown in Figure 5.9a at the green and UV frame times. Similar line-outs from
an equal initial mass density xenon experiment (2.5 mBar) are shown in Figure 5.9b.
The sharp rise in electron density at r = 1.5−2 mm corresponds to the shock front,
and at the shock the gas is compressed and heated. The initial number density
of atoms in each experiment, natom, is marked on the plots. The peak electron
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density seen at 182 ns in the shock in Figure 5.9a equals natom for the initial 8
mBar argon gas-fill. The peak electron density seen in the xenon shock is 3 times
the initial natom, suggesting a higher degree of ionisation and/or compression in the
xenon shock compared to the argon shock. The balance between compression and
ionisation needed to obtain such electron densities behind the shock is not known,
though some possible scenarios will be discussed later.
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Figure 5.9: Azimuthally averaged radial electron density profiles in the first shock
in equal initial mass density Ar (a) and Xe (b) experiments. Two time
frames are shown for each experiment.
The total number of electrons within the shock can be found by integrating
ne(r, θ) between the position of the shock front and the liner wall. At the early
frame time in Figures 5.9a and 5.9b these numbers of electrons correspond to the
total initial mass of the gas in the region if we assume single ionisation for Ar and
triple ionisation for Xe. As the shock propagates the front steepens and the peak
electron density increases. The increase in electron density can be accounted for
by the accretion of mass in cylindrical geometry, without the need for increased
ionisation as the shock propagates. This can be explained as follows, with reference
to Figure 5.10: The number of particles swept up by the shock (per unit length) as
it propagates from radial position R1 to R2 is given by n0pi(R
2
1 − R22), where n0 is
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Figure 5.10: Density increase in the first shock as a result of the converging geome-
try. The shock propagates to the right.
the initial number density of atoms. For a fixed shock width, ∆, the accreted mass
results in a density increase in the shock, and the following approximate equation
relating the various quantities in Figure 5.10 can be written down:
n0pi(R
2
1 −R22) = δn.2piR2∆, (5.1)
This equation can be used to find the value of ∆ required for the observed increase
in density. Taking numbers from Figure 5.9 yields ∆ = 0.9 mm for the Ar shock and
∆ = 0.6 mm for the Xe shock. These numbers are in agreement with rough shock
widths seen in the line-outs in Figure 5.9. The narrower width calculated for the Xe
shock is also in agreement with the data and is consistent with increased radiative
cooling for higher Z elements. Behind the shock front the electron density decreases.
This suggests that the first shock is better described as a blast wave driven by an
impulse at the inner liner edge as opposed to a constant piston motion. Upon release
of the impulse a rarefaction wave eats into the region behind the shock; this must
occur for a blast wave in order to conserve mass. The decrease in density behind
the first shock is not very pronounced as the second shock always follows closely
behind. Ahead of the shock is a precursor with a non-zero electron density, this is
discussed in detail in the next section.
By comparing the position of the shock front in each laser probing frame, a shock
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speed of 20 km s−1 is obtained for both experiments shown in Figure 5.9. Relative
to the sound speed in the room temperature pre-shot gas-fill, the shock propagates
at Mach 60 in Ar and Mach 110 in Xe. This shock speed is consistent with that
measured from optical streak data. Given the cylindrical symmetry of the shock
waves observed in laser probing images, the 1D streak images of an end-on slice
across the diameter of the liner are regarded as representative of the 2D shock front
and can therefore be used to track the propagation of the shock waves with time.
The emission from the heated, shocked material will be somewhat integrated along
the length of the liner depending upon the optical depth. The optical streak image in
Figure 5.7 is from a shot with an 8 mBar argon gas-fill. The streak image shows that
the first shock is launched ∼150 ns after current start in this case and propagates at
a near constant speed with a very slight but noticeable acceleration as it nears the
axis. This observation is consistent with analytical solutions for converging shock
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Figure 5.11: Guderley analytic fit to the observed trajectory of the first shock. The
analytic solution is for a cylindrically converging shock driven by a
piston motion.
waves driven by piston motions described in, e.g. [36] and discussed in Chapter 1,
Section 1.4.6. An analytical fit to the observed shock trajectory is shown in Figure
5.11. As the shock wave propagates there is a natural increase in the pressure at
the shock front due to the converging geometry. This increases the sound speed
and hence the shock speeds up as it propagates. However, as already discussed,
116 Production and evolution of multiple converging radiative shocks
the first shock is perhaps better described as a converging blast wave. A piston
motion would require a continuous ablation of liner material into the gas, which in
turn would require hot (∼1 eV) liner material at the inside surface. There is no
evidence on the optical streak images for hot, emitting material close to the inside
liner surface at the time that the first shock is launched. In addition, no Al emission
is seen on the optical spectrometer at this time. The blast wave may have been
launched by the blow-off of a small amount of cold liner material and/or low Z
impurities from the liner wall. This could be caused by the breakout of a pressure
wave that has propagated through the liner wall to the mismatched impedance of
the liner/gas interface.
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Figure 5.12: Optical streak images of converging shocks from experiments with re-
duced initial gas densities. a) 1.1 mBar Xe (5.9× 10−6 g cm−3). b) 0.7
mBar Ar (1.2× 10−6 g cm−3).
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The speed of the first shock remained the same at (20± 2) km s−1 in all shots,
regardless of the gas used, when the initial mass density was kept constant. The
shock speed did not depend on the current profile, although the time that the shock
was launched did; this is discussed in more detail in Section 5.2.1.4. Optical streak
images from experiments with lower initial mass density gas-fills are shown in Figure
5.12. A 50% reduction in the initial mass density of the gas was seen to increase
the first shock speed by 10-20%, as shown in Figure 5.12a, from an experiment with
a 1.1 mBar Xe gas-fill. Upon reducing the density further the first shock becomes
difficult to diagnose: The streak image in Figure 5.12b is from an Ar experiment
where the initial gas density was ×10 lower than the experiment that produced the
image in Figure 5.7. The shocked material does not radiate as much and so the first
two shock trajectories are very difficult to observe. In addition, the sensitivity of
the interferometers is reduced to below a usable level for such low gas densities. The
speed of the second shock, discussed in Section 5.2.2, also increases as gas density is
reduced. As an aside, streak images sometimes show expanding emission trajectories
at late times, as indicated in Figure 5.12a. This may be evidence for a shock that
has been reflected at the axis, and would be interesting to investigate further.
5.2.1.2 Radiative precursor ahead of the first shock
Figure 5.9 shows that there is ionised gas ahead of the first shock for both Ar
and Xe. The electron density distribution is not uniform, but increases from the
axis up towards the shock front. This is believed to be evidence for a radiative
precursor [16,26]. Radiation from shocked, heated material travels upstream to pre-
ionise the gas before the arrival of the shock front. Assuming zero electron density on
axis, the electron density in argon due to radiative pre-ionisation reached just before
the shock front is 1/4 of the initial atom density, indicated in the figure. The degree
of pre-ionisation in xenon is higher than that in Ar, with electron densities reaching
the initial density of Xe atoms. This higher level of ionisation in the precursor
of Xe is consistent with an expected increase in radiative effects with increasing
atomic number. A continuous wave point interferometer will be fielded on future
experiments to study the precursor further and determine the possible presence of
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an electron density offset on axis. The contribution of electron thermal conduction
to upstream heating is not believed to be significant, this is discussed in more detail
in Section 5.4.
Evidence for the precursor is also seen in optical spectroscopy data such as
that shown in Figure 5.13. These data are taken from the same Ar experiment
as that described above. Figure 5.13a shows the position of the collection region
for each of the spectrometers’ optical fibres, superposed on the UV interferogram
obtained during the experiment. The interferogram was obtained at the same time
as the spectra and the position of the fibres was determined pre-shot in the manner
described in Section 5.1. The two outermost fibres on each side collect light from
shocked argon gas, and the three central fibres collect light from an unshocked region.
Figure 5.13b shows the spectra recorded by each of the 7 fibres. It is seen that there
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Figure 5.13: (a) Alignment of spectrometer fibres superimposed on a 355 nm Ar shot
interferogram. (b) Raw spectrometer data from each fibre showing a
finite level of emission from unshocked gas and stronger emission from
shocked gas.
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is emission coming not only from the shocked material but also to a lesser extent
from the region inside the radius of the shock.
Spectra obtained from unshocked gas by fibre 4 (axial) and shocked gas by fibre
6 are shown in Figure 5.14. Results of a PrismSPECT [25] calculation of a 2 eV Ar
spectrum at the initial gas density are also plotted. The intensities of the spectra
have been scaled to coincide at the 443 nm line. A comparison of the experimental
data reveals more continuum emission coming from the shocked region. This is
consistent with compression at the shock increasing the electron density and the
amount of brehmsstrahlung/recombination radiation. Some spectral lines unique to
the shocked region can be seen at 450-455 nm and ∼528 nm. In addition, some line
ratios differ considerably between the two spectra. These observations may indicate
a species other than Ar is present in the shock. The differences seen in the two
spectra suggest that emission collected by the axial fibre does indeed come from a
precursor, and is not extraneous radiation picked up from the shocked region. The
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Figure 5.14: Optical spectra collected by fibres 4 and 6 in Figure 5.13. Results
from a 2 eV Ar PrismSPECT calculation at the initial experimental
gas density are also shown along with the wavelengths of the most
prominent lines.
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precursor emission is caused by the relaxation of electronic states that are photo-
excited by radiation coming from shocked material. The PrismSPECT calculation
shows a good agreement with the experimental data, in particular with the precursor
spectrum. All lines in the calculated spectrum are from ArII transitions, the most
prominent of which are indicated on the spectrum and tabulated in Table 5.1. The
Table 5.1: Electron transitions corresponding to the lines highlighted in Figure 5.14.
ArII transition Wavelength (nm)
ground(4p) → ground(4s) 438.1, 442.7, 443.1, 458.0, 459.1, 461.1, 473.7,
480.7, 484.9, 493.5, 501.1, 506.3, 514.7
ground(4p) → ground(3d) 440.1
ground(4p) → ground(4d) 440.1
ground(4p) → 3P(3d) 501.8, 514.3
3P(4p) → ground(4s) 454.6, 465.9, 472.8, 476.6, 488.1, 496.6
1D(4p) → 3P(3d) 448.3
temperature dependance of the fractional population of various Ar ion states is
shown in Figure 5.15 for ρ = 1.3× 10−5 g cm−3. A four-fold increase in the density
(as might be expected at a shock front) makes a negligible difference to the plot.
The observed presence of ArII lines, together with the apparent absence or weakness
of lines from other ionisation states, confines the temperature of both the shocked
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Figure 5.15: Fractional populations of various ionisation stages of Ar from 0.1− 10
eV. Gas density = 1.3× 10−5 g cm−3. The calculation was performed
using PrismSPECT.
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material and apparent temperature of the precursor to 1.5 − 2.5 eV. A narrow
unresolved region of hotter material may exist immediately behind the shock front
and could be responsible for the differences between the shocked spectrum and the
PrismSPECT calculation. ArIII lines first begin to be seen in the calculations at
2.5 eV. A 3 eV calculation at a density of 1.3 × 10−5 g cm−3 is shown in Figure
5.16. The ArIII lines in this plot coincide with some weak features in the shocked
experimental spectrum. The graph includes contributions to the total spectrum
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Figure 5.16: 3 eV Ar PrismSPECT calculation at ρ = 1.3 × 10−5 g cm−3 showing
contributions from ArII and ArIII transitions. Transitions from other
ion states do not occur over this wavelength range.
from ArII and ArIII lines. The ArIII lines rapidly dominate if the temperature
is increased further. The ionisation state of the observed transitions is consistent
with interferometry data, though the spectral resolution of the spectrometer was not
sufficient to determine electron densities in the emitting regions. Higher resolution
data will be obtained on future experiments by using a finer spectrometer grating.
Xenon experiments show qualitatively similar results in terms of lower levels of
precursor emission, and stronger emission behind the shock. Spectra from shocked
and unshocked Xe are shown in Figure 5.17. The intensities of the spectra have been
scaled for comparison. Again there are some differences between each spectrum,
most noticeably at 465 nm and 485 nm. Xe data tables were not available and
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Figure 5.17: (a) Alignment of spectrometer fibres superimposed on a 355 nm Xe shot
interferogram. (b) Corresponding spectra from shocked and unshocked
gas.
so PrismSPECT calculations were not carried out in this case. Further discussion
of the precursor is presented in Section 5.4. There is little or no evidence on the
spectra for aluminium emission, suggesting either it is relatively cold and/or there
is not much of it inside the bulk of the liner after the launching of the first shock.
5.2.1.3 Development of instabilities behind the first shock
Instabilities behind the first shock front develop as the shock propagates. Figures
5.18a and 5.18b show images of the instabilities in Ar and Xe captured with the
interferometry diagnostic. The Ar image (Figure 5.18a) shows ∼50 µm wide ‘fingers’
extending ∼250 µm radially outwards from behind the first shock by the time it
reaches a radius of ∼1.5 mm. In Xe gas (Figure 5.18b) the fingers are ∼70 µm wide
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Figure 5.18: Interferograms showing instabilities behind the first shock in (a) Ar
and (b) Xe gas. (c) Interference fringe shift map unfolded from (b).
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and ∼400 µm long with the shock 1 mm from the axis. The observations of well
defined instabilities are in contrast with minimal perturbations seen behind the first
shock at earlier times, as was shown in Figure 5.6b. The interferometry unfolding
does not resolve these fine details because the size of the features is smaller than
the interference fringe separation. The fringe shift map in Figure 5.18c shows up
larger scale non-uniformities behind the shock. The cause of the instabilities in the
relaxation region is not yet clear, though qualitatively they appear more pronounced
in Xe than in Ar, and hence could be related to the strength of radiative losses
and/or the amount of compression at the shock front. Further atomic mass scans
of the gas-fill are planned for future experiments. Simulations [27] suggest that the
biggest change in radiative effects will occur between lower atomic number gases,
for example between He and Ne as opposed to between Ar and Xe.
a)  8 mBar argon, 532 nm schlieren     b)   15 mBar N
2
, 355 nm schlieren
1st shock
2nd shock
Figure 5.19: Schlieren images from equal initial mass density Ar (a) and N2 (b)
experiments. The level of azimuthal symmetry at the leading edge of
the first shock varies considerably between the two gases, as does the
scale of instabilities behind the shock.
These experiments were also carried out with a nitrogen (N2) gas fill. In this
case the shock structure changed dramatically; the cylindrical symmetry of the first
shock as observed in argon and xenon gas fills was lost. This is highlighted in the
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schlieren images from equal mass density Ar and N2 experiments shown in Figure
5.19. The reason for such a dramatic change in the shape of the shock is not known
at present. A change in initial conditions such as a poor current connection and/or
poor current symmetry in the load cannot be ruled out. However, it is not expected
that this was the case, as all procedures followed in setting up these experiments were
identical to those performed in setting up Ar and Xe experiments, which produced
azimuthally symmetric shocks in all cases. In the two N2 experiments performed so
far the azimuthal symmetry was poor (with structure similar to that shown in Figure
5.19b) and is characterised by an m = 5−6 (∼ hexagonal) structure. Despite this the
shock front itself remains very thin and well defined. It is also very interesting that
despite the structure of the 1st shock, the 2nd shock in N2 appears to be reasonably
symmetric in the azimuthal direction. The change in the dynamics could be related
to the molecular nature of the initial gas fill. In thermal equilibrium about ∼90%
of N2 molecules are dissociated at a temperature of 1 eV and a density of 1× 10−5
g cm−3 [26], therefore we expect a large degree of dissociation to occur across the
shock front, or even in the pre-ionised region ahead of the shock, which in turn
could provide a seed for instabilities to grow. In addition, unlike the noble gasses
nitrogen is not inert, so there is a possibility that chemical interactions with surface
hydrocarbons have played some role.
5.2.1.4 Timing of the first shock
The shock is launched by some event occurring at the inner liner wall, be it a blow-off
of material from the breakout of a shock in the liner itself, a switching of current from
the liner into the gas, a flow of ablated liner plasma, or some other means. As well
as providing a way to track the shock trajectories, the optical streak camera fielded
on gas-fill shots works as a timing diagnostic for such events. The timing of the first
shock was determined by fitting a straight line to the visible shock trajectory on the
streak images and extrapolating back to the point at which the line intersects the
liner edge. This extrapolation was necessary as the shock does not begin to radiate
until it has propagated approximately 0.5 mm from the liner wall. In some shots
during this experimental series the temporal profile of the current pulse deviated
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Figure 5.20: Load current traces from 9 experiments highlighting a range in gener-
ator performance.
from the expected sin2 shape due to non-simultaneous firing of the four line gaps of
the generator [1]. This affected the peak current and the rise-time, and in some cases
introduced a long foot at the start of the current pulse. Example current traces from
9 experiments are shown in Figure 5.20. These experiments were used to investigate
the effect of the current pulse shape on the time the first shock was launched. The
shock timing was found to depend strongly on the temporal current profile applied
to the liner. In experiments where there was either a long foot to the current profile,
or a smaller peak current, the first shock was seen to emerge later from the inside
wall of the liner. These observations are summarised in Figure 5.21, which shows
a plot of the shock breakout time for 9 experiments, versus the average dI/dt of
the current pulse calculated between current start and shock breakout. The timing
of the shock launching mechanism should be independent of the gas-fill, therefore
experiments with various gas-fills are plotted together. The plot shows the shock
breakout time decreasing with increasing average dI/dt.
It is possible that the shock is driven by a blowoff of Al from the inside liner
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Figure 5.21: Dependence of the first shock breakout time on the average rate of
current increase through the liner from current start to shock breakout.
Error in dI/dt is 10%. Error in shock timing is ±15 ns.
surface. For this to occur the magnitude of a pressure wave arriving at the inside
liner surface must exceed the yield strength of the liner material (3 kBar). The ramp
up in magnetic pressure at the outside liner surface, P outB , can be calculated from the
measured current profiles, given the radius of the liner. In all experiments we find
that P outB exceeds the yield strength of the Al by the time the first shock is launched.
The time lag between P outB exceeding the yield strength and the first shock being
launched varies from shot to shot, and may depend on the transit time of a pressure
wave through the liner wall. The transit time will depend on the conditions in the
liner material ahead, which will in turn depend on the current profile up to the time
at which the shock is launched.
The lag time was found to depend strongly on the amount of energy delivered
to the liner by the time the first shock is launched. A figure of merit for the amount
of energy deposited into the load in a certain time is given by the current, or action
integral defined by
J =
∫ t
0
j2dt =
∫ Qf
Q0
σc dQ, (5.2)
where j is the current density, σc is the electrical conductivity assumed to be in-
versely proportional to the temperature, and Q0 and Qf are the internal energy
densities of the conductor in the initial and final state respectively; see, e.g. [50], pp.
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268-270. J has a fixed value for a given material with certain initial and final energy
densities. In the derivation of J , heat conduction is assumed negligible. Certain
significant action values have been determined from exploding wire experiments.
Values required to achieve certain final states in Al and Cu, starting room temper-
ature, are shown in Table 5.2. In the table’s notation, the superscript refers to the
temperature and the subscript refers to the phase (solid/liquid/gas). There are two
J values quoted for the action required to reach the melting temperature at either
side of the solid/liquid phase transition. Likewise there are two values given for
the action required to reach the boiling temperature at either side of the liquid/gas
phase transition.
Table 5.2: Significant experimentally determined values for the action integral, J
[50].
J tempphase [×1017 A2s m−4] Aluminium Copper
Jmeltsolid 0.32 0.89
Jmeltliquid 0.40 1.05
J boilliquid 0.59 1.24
J boilvapour 1.09 1.95
The value of the action integral was computed using the measured current be-
tween current start and the time at which the first shock was launched from the
inner liner surface. This was done for 9 shots where the timing of the shock was
reasonably discernible. The current density was assumed uniform over the cross
section of the liner, which should not be too bad an approximation. Lag times are
plotted against the corresponding current integrals in Figure 5.22. This is useful
information which can be compared with MagLIF relevant hydrodynamics codes
such as GORGON [21,22] and LASNEX that are being used [5] to model magnetic
diffusion, shocking up and strength effects in solid materials.
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Figure 5.22: Plot showing the dependance of the lag time between the yield strength
being exceeded at the outer liner surface and the 1st shock being
launched from the inner liner surface upon energy deposition (
∫
j2)
in the liner at the time the 1st shock is launched.
5.2.2 Properties of the second shock
5.2.2.1 Structure of the shock
The second shock is launched into gas with a non-uniform density that has been
preheated and ionised by the first shock. Electron density maps capturing the
second shock in 8 mBar Ar and 2.9 mBar Xe experiments (equal mass density) are
shown in Figure 5.23. Maps from a 1.1 mBar Xe experiment are shown in Figure
5.24.
Two frames are shown for each shot, and examples of corresponding radial den-
sity line-outs are also given. Line-outs have not been azimuthally averaged as the
degree of symmetry is not so high at these later times. The assumption of zero
electron density on the axis is now unlikely to hold up based on the observation
of radiative pre-ionisation by the first shock. The electron density maps show that
the leading edge of the second shock is also quite smooth and symmetric around
the azimuth. This is despite the growth of instabilities in the region behind the
first shock setting non-uniform initial conditions for the second shock to propagate
into. It has been suggested that shock waves have a natural tendency to smooth
themselves out by shifting material from protruding to lagging regions of the shock
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experiment. (b) Radial electron density profiles from (a). The orienta-
tion of radial profiles is as shown in (a).
front (see Ref. [16], pp. 213-216). The uniformity of the second shock is also evident
in laser schlieren images, an example of which is given in Figure 5.25.
From interferometry data, the region behind the second shock appears to be even
more unstable than that behind the first, and again the instabilities are qualitatively
more pronounced in xenon than in argon. The full extent of the instabilities is likely
to be hidden due to the fact density measurements are averaged along the length
of the liner. The electron density jump at the second shock is much larger than
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Figure 5.25: 532 nm schlieren image showing the uniformity of the second shock
front into Xe gas (1.1 mBar initial pressure).
that at the first, with electron densities on the order of 1018 cm−3 when the shock
reaches a 2 mm radius as opposed to 1017 cm−3 in the case of the first shock. The
electron density line-outs show the density in the second shock ramping up very
rapidly as it propagates. There is also a pronounced dip in the density behind the
shock. Taken together these observations suggest the gas-fill is being swept up in a
snowplough-like implosion.
5.2.2.2 Shock trajectory, mechanism and timing
The second shock is launched approximately 70 ns after the first. Optical streak
images such as that in Figure 5.7 show an accelerating shock trajectory; the position
of the radial inner boundary of emission from the second shock curves towards the
axis as time progresses, significantly more so than in the case of the first shock.
Measurements of the 2nd shock velocity at a given time can be estimated from
the gradient of tangents to the r(t) shock trajectory in optical streak images. In
equal mass density Ar and Xe experiments at 8 mBar and 2.5 mBar initial pressures
respectively, the shock speed was 10−15 km s−1 close to the liner wall, increasing to
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30−45 km s−1 by the time the shock reached a 1 mm radial position. As previously
discussed the first shock travels at a roughly constant 20 km s−1 and as a result the
second shock begins to catch up with the first after a certain time. In experiments
with Xe at 1.1 mBar initial pressure the shock speed was 23 − 27 km s−1 close to
the wall and increased to ∼50 km s−1 upon reaching a 1 mm radial position. One
reason for the observed acceleration could be that the shock is magnetically driven
by current that has diffused through the increasingly resistive liner wall. It is also
noted however, that shocks have a natural tendency to speed up if they are travelling
through preheated material [66].
The shock trajectories measured from optical streak images allow the timing of
the second shock formation to be determined. A comparison of experiments with
different current rise-times found the timing of the second shock formation to be
well correlated with the deposition of energy into the liner being sufficient to heat
it to melting temperature. The value of the action integral, as defined in Section
5.2.1.4, was computed using the measured current between current start and the
time at which the second shock was launched from the inner liner surface. This
was done for 7 shots where the timing of the shock was reasonably discernible. The
current density was assumed uniform over the cross section of the liner; this seems
reasonable as the skin depth for the current pulse in room temperature aluminium is
70% of the wall thickness, and the second shock emerges well into the current pulse
(tshock > 0.7trise). The shock breakout times are plotted against the corresponding
(normalised) action integrals in Figure 5.26. The value of the action integral at
the time the second shock is launched is found to be fairly constant across shots,
regardless of the current profile, and is close in all cases to Jmeltsolid(Al) = 0.32 × 1017
A2s m−4 [50], where Jmeltsolid(Al) is the value of the integral required to bring aluminium
from room temperature to melting point. Bulk melting of the Al liner would cause
a jump in its resistance and a corresponding increase in magnetic/current diffusion
through the wall. The resistivity of liquid Al at the melting point is ×2.5 greater
than that of solid Al at the same temperature, and ×10 greater than that of solid
Al at room temperature [67]. The magnetic skin depth is estimated from δ =
(2ρ/ωµ)1/2, where ρ is the resistivity, ω is the generator frequency and µ is the
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Figure 5.26: Dependence of the timing of the second shock on the action integral,
J . The second shock is launched when sufficient energy is deposited to
melt the liner, i.e. when J = JAlmelt. The error bars on the x-axis are a
result of the ±15 ns uncertainty in the shock breakout time.
magnetic permeability. The initial (cold) value of 60 µm increases to 120 µm (greater
than the liner wall thickness) at the solid melting point before jumping to 190 µm
upon melting. A sudden increase in the amount of current flowing at the inner liner
wall, together with a change in the resistive current division between the liner and
the gas, may cause some fraction of the total current to switch into the pre-ionised
gas inside to drive the second shock. Note that the current integral evaluated at the
time of the first shock varies by a factor of 10 over the 9 shots shown in Figure 5.21
(again assuming a constant current density) and so does not seem to be a critical
variable for the launching of the first shock. To investigate possible phase transitions
further, it was decided to measure the evolution of the liner resistance. This was
done by measuring the resistive voltage drop across the liner, whilst at the same
time monitoring the current going through it. Results from these experiments are
presented in Chapter 6, Section 6.3.
Assuming the second shock is magnetically driven, an order of magnitude esti-
mate for the current in the gas at a point in time can be obtained by considering
the magnetic pressure required to accelerate the mass in the shock at the observed
rate. The acceleration of the shock, a, is found by plotting radius versus time coor-
dinates for the leading edge of the emission on the streak image. These coordinates
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are curve-fitted and this curve is used in the differentiation. The radius, velocity
and acceleration for the 2nd shock in separate argon and xenon shots (with equal
mass densities) are plotted in Figure 5.27; note the different time scales for the two
plots. The mass in the shock at the time of the laser probing can be estimated from
Time (ns)
Shock radius (mm)
Velocity (km s-1)
Acceleration (x1012 m s-2)
Interferometry 
frame time
8 mBar argon
2.9 mBar xenon
Figure 5.27: Radius, velocity and acceleration of the second shock in Ar (a) and Xe
(b) as a function of time.
the radial electron density line-outs shown in Figure 5.23. The electron density is
integrated radially across the shock width to give the number of electrons in the
shock per radian per unit length, ηe. The electrons are then assumed to occupy a
thin shell at a radial position, rshock, equal to that of the peak electron density in the
shock, as shown in Figure 5.28. The force balance equation then takes the following
form [68]:
B2
2µ0
=
µ0I
2
8pi2r2shock
= ηe
(
Amp
Z
)
a, (5.3)
where I is the current in the thin shell, A is the average atomic mass in the shock,
mp is the proton mass and Z is the average ionic charge in the shock. Assuming the
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electron density in the argon shock in Figure 5.23c is due solely to 100% of Ar atoms
being singly ionised (which is reasonable based on spectroscopic data discussed in
Section 5.2.1.2), then the current in the gas is estimated at 50 kA, corresponding
to a magnetic field at rshock of 7 T. Figure 5.27 shows a smaller acceleration for
the shock in xenon than the shock in argon. This could be due to the ∼3 times
larger mass of the xenon atoms. Assuming an average ionisation in the Xe shock of
+2, the current required to drive the shock is 70 kA. To match the 50 kA current
calculated for argon, the required level of ionisation in the xenon is +3.5. This
analysis makes many assumptions and ignores the fact that the plasma shell is not
being accelerated into a vacuum but into the ionised gas-fill. In this case the gas-fill
will provide some back-pressure and the shock will accumulate mass as it propagates,
causing momentum to be imparted into the magnetic piston. The equation of motion
in this case describes a snowplough-like implosion [68,69] and includes both m.dv/dt
and v.dm/dt terms that balance with the magnetic pressure. This analysis therefore
provides a lower estimate for the current in the gas. The corresponding magnetic
field should in theory be measurable with dB/dt magnetic pickup probes (B-dots)
given the high velocity of the shock (and thus short rise-time of the field at a fixed
radius). On future experiments we plan to measure the magnetic field by placing
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miniature B-dot probes such as those described by Greenly [70] inside gas-filled
liners.
Only after the launching of the second shock do we see evidence for plasma
formation at the inner liner surface. At late times we begin to lose interference
fringes at large radii, as shown in the interferometry image in Figure 5.29a from
a 1.1 mBar xenon experiment. This is likely due to a large radial plasma density
gradient near the liner edge refracting the probing laser beam out of the imaging
path. The corresponding schlieren image in Figure 5.29b shows what appear to
Ablation 
streams
1st shock on axis
2nd shock
355 nm interferometry                             355 nm Shlieren
0.5 mm 0.5 mm
2nd shock
Liner edge
1.1 mBar xenon
Figure 5.29: Late-time (250 ns) interferometry (a) and schlieren (b) images from
a 1.1 mBar Xe experiment showing the second shock approaching the
axis and ablation of the inside liner surface.
be streams of plasma ablating from the inner liner surface. These observations
are consistent with a third, broader emission trajectory on optical streak images.
Optical spectra captured after the launching of the second shock are shown in Figure
5.30. Spectra from behind the second shock mostly show continuum emission from
both Ar and Xe gas fills; this emission could have a contribution from Al.
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Figure 5.30: Optical spectra obtained after the second shock is launched. (a-b)
Fibre positions relative to shocks in Ar and Xe respectively. (c-d)
Corresponding spectra from different fibres.
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5.3 Comparisons to GORGON simulations
Simulations of the gas-filled liner experiments have been carried out using the re-
sistive MHD code GORGON [21, 22]. Typically this code is used to model wire
array implosions and laboratory astrophysics experiments in 3D. Recently it has
also been used to model MagLIF [5] implosions and design isentropic compression
experiments. The later two applications present difficulties for a code designed to
model plasmas as they involve the implosion of a solid density, relatively cold fluid.
In such situations, it is not sufficient to model the fluid using Spitzer resistivity
and an ideal gas equation of state (EOS), as may be done for a hot, low density
plasma. Consequently, GORGON has recently been improved to allow the input
of tabulated EOS and transport coefficients. A further consideration that may be
required in order to model liner implosions accurately is that of material strength,
i.e. the strong interaction that occurs between atoms in the solid phase before that
interaction is overwhelmed by the effect of magnetic or thermal pressure. Effects
of material strength are not yet included in GORGON. The experiments that have
been discussed in this chapter present a well characterised test problem for EOS,
resistivity and strength models within MHD codes. The problem is essentially 1D
in nature, since the wall thickness of the liners is small compared to their radius, the
shocks show a high degree of cylindrically symmetry, and the current is nominally
uniform in the z direction.
In the following 1D (radial) simulations, the liner is modelled using tabulated
SESAME EOS and tabulated transport coefficients [71]. The gas-fill is modelled
with an ideal gas EOS and Spitzer resistivity. An experimentally measured current
pulse is applied to the liner. Simulated plots of current density and pressure within
the liner at different times as a function of radial position are shown in Figure 5.31.
The simulations show the current density initially flowing close to the outer liner
surface, and increasing with time as the applied current amplitude increases. The
current density diffuses into the liner over time and builds up at the inner liner wall.
Significantly more diffusion occurs (154 ns and 192 ns plots) as the liner begins to
melt. A pressure wave of increasing amplitude propagates through the liner wall as
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Figure 5.31: GORGON simulation of current density and pressure in the liner wall
at various times. Spatial resolution is 0.47 µm.
the current grows and diffuses.
The first shock as observed in experiments is not reproduced by the simulations.
There are two possible reasons for this: Firstly, it could be a numerical problem
that occurs as a result of the density variation over 5 orders of magnitude present
at the liner/gas interface; secondly, it could be as a result of the lack of a mate-
rial strength model within the code, so that when a critical pressure wave arrives
at the inner liner edge, it does not release correctly to launch the shock into the
gas. The simulations can still be used to observe the time at which the pressure
at the liner’s inside surface reaches the yield strength of the liner material. This
time can then called the simulated shock breakout time, tshock, sim, assuming that
material yield is indeed the driving mechanism for the first shock. Simulations were
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run with two very different experimentally measured current profiles to observe the
effect upon tshock, sim and make comparisons with the corresponding experimentally
observed shock breakout times, tshock, exp. The current profiles are shown in Figure
5.32. Several times are marked for each current profile: Firstly, the time at which
t
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t
shock, sim
t
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Figure 5.32: Comparison of the first shock timing in simulations and experiments,
for a slow rising (black) and fast rising (red) current pulse. tshock, sim is
defined as the time at which the yield pressure is reached at the liner’s
inner surface. Iyield is the current required for the magnetic pressure to
exceed the yield strength.
the magnetic pressure at the outer liner surface reaches the yield strength, tyield
(this is the same for both experiment and simulation); secondly, the observed shock
breakout time in each experiment (tshock, exp); thirdly, the time at which the yield
pressure is reached at the inner liner surface in simulations (tshock, sim); fourthly,
the simulated and experimental lag times defined by tlag, sim = tshock, sim − tyield
and tlag, exp = tshock, exp − tyield respectively. The simulations correctly predict that
the shock emerges later for the slower rising current pulse, though this is mainly
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a result of the magnetic pressure at the outer liner surface taking longer to reach
the yield value in the case of the slower rising pulse. The experimental observa-
tion that tlag, exp increases for a slower rising current pulse is not reproduced by the
simulations. In fact, tlag, sim actually decreases for the slower rising current pulse.
This again suggests that a strength model may be required in order to accurately
simulate shocks driven by blow-off at a solid-gas interface.
The second shock as observed in experiments can be reproduced by the simula-
tions. The shock driving mechanism in the simulations is a current pinch and the
shock velocity and timing are in rough agreement with experiment. To simulate
the second shock, the gas-fill is initialised at 3 eV so that it is pre-ionised to some
extent; in experiments some ionisation is provided by the passage of the first shock
through the gas. Plots of simulated current density, mass density and temperature,
throughout the full radius of the gas/liner system, and at various times up to 316
ns into the current pulse are shown in Figure 5.33. At early times the current flows
almost entirely in the liner, with a very small amount flowing in the gas. The cur-
rent density in the gas slowly increases until at 209 ns the gas is pinched off from
the inner liner wall. This time correlates well with the melting of the liner both in
simulations and experiments. The current pinch then sweeps the gas in towards the
axis, driving the shock that can be seen in the Ar component of the density plots.
Approximately 10% of the total current participates in the pinch. The temperature
reached in the shock is hugely overestimated due to the 1D nature of the simulations
and the absence of radiative losses.
At around 316 ns into the simulations, significant expansion of material at the
liner’s inside surface begins to occur, and a low density wave of ablated material
flows towards the axis. This is consistent with observations of a third shock in end-
on optical streak images. Incidentally this timing is also well correlated with the
onset off emission observed experimentally on the outer liner surface; these results
are presented in the next chapter.
Simulations show good agreement with experimental data in terms of the launch-
ing of the second shock and the onset of ablation. At these times (& 200 ns) , the
liner will be behaving more like a fluid. At earlier times, with the liner in the solid
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Figure 5.33: GORGON simulation of current density, mass density and temperature
in the liner and gas-fill at various times. Spatial resolution is 5.3 µm.
phase, comparisons suggest there may be some short comings in the numerical dif-
fusivity of the GORGON hydrosolver. In addition, the lack of a strength model
may impact the ability to simulate the formation and timing of the first shock. An
important question to understand is whether or not solid material effects are im-
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portant when driving a liner implosion with the 26 MA, 100 ns Z machine, since
the material strength will be exceeded by magnetic pressure within the first few
ns of the current pulse. Critically, processes occurring in those first few ns set the
initial conditions for the bulk implosion of the liner. These experiments, utilising
non-imploding liners driven by 1 MA in 250 ns, effectively allow for a high temporal
resolution study of the response of a liner to the first few ns of the Z current pulse.
They could therefore prove very useful in determining the correct way to initialise
imploding liner simulations.
5.4 Discussion
Radiative effects in shock waves become noticeable when the radiative fluxes ap-
proach the material energy fluxes. [16,26]; this was discussed in Chapter 1, Section
1.4.4. Assuming blackbody emission from the shock, this condition can be written
as the following;
σT 4s ∼ ρ0u3s/2, (5.4)
where Ts is the characteristic post-shock temperature, us is the shock speed, σ is
the Stefan-Boltzmann constant and ρ0 is the initial mass density of the gas. The
right hand side of Equation (5.4) represents the energy input to the system in the
form of the kinetic energy flux into the shock front. From the shock jump relations,
Ts is in turn determined by the speed of the shock:
kBTs =
2(γ − 1)
(γ + 1)2
u2s.
Amp
(Z + 1)
, (5.5)
where γ is the adiabatic index of the fluid, A is the atomic mass number, mp is the
proton mass and Z is the average (post-shock) ionic charge, chosen to be consistent
with Ts. For a shock speed of 20 km s
−1 into an ideal Ar gas with a constant γ = 5/3
and ρ0 = 1.3 × 10−5 g cm−3, the post shock temperature is 6 eV for Z = +4, and
the condition in Equation (5.4) is indeed satisfied. However, Ts = 6 eV and Z = +4
appear to contradict the experimentally measured values of Ts ≈ 2 eV and Z ≈ +1
in Ar experiments. We can go some way to explaining this by noting that Ts in
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Equation (5.5) is effectively the ion temperature immediately behind the shock.
The electron temperature, as measured by spectroscopy, will be lower depending
on how the ion thermal energy is redistributed behind the shock. Simulations of
shock jump conditions that take into account atomic structure [27,29] suggest that,
for shocks propagating in initially cold nobel gases heavier than neon, a significant
fraction (∼50%) of the initial kinetic energy of the shock can go into the excitation
of bound electronic states, particularly for relatively modest shock speeds. This has
the effect of driving γ close to 1, despite the fact that the fluid is not radiation
dominated, and therefore, via Equation (5.5), Ts is reduced. If we simply drop
half the energy from the system, then the energy balance would permit a charge
state of +2.5 for an equilibrium electron-ion temperature of ∼4 eV. These values
remain a factor of 2 from the experimentally measured values. It should be noted
that a potentially significant omission from calculations involving Equation (5.5) is
the thermal energy loss due to ionisation occurring across the shock front. This
effect is not included explicitly in the derivation of the equation, although it may
be accounted for by the use of an effective γ. To obtain the measured charge state
and temperature, a value for γ of 1.05 must be used in Equation (5.5).
Simulations using the 1D radiation-magetohydrodynamics code HELIOS-CR [24]
were carried out for comparison with the ideas just described. Impulsive loading of
a 3 mm long, Ar region at ρ0 = 1.3 × 10−5 g cm−3 was artificially initiated by the
expansion of a hot, low Z gas (hydrogen) at one side. Initial conditions were fixed
such that a shock travelling at 20 km s−1 was launched into the Ar. Results from
these simulations at a time when the shock is halfway through its 100 ns steady-
state phase are shown in Figure 5.34. In the figure a 100 µm thick shocked Ar
region is being driven from right to left by the expanding hydrogen pusher. The ion
temperature of Ti = 9 eV at the shock is consistent with that derived from Equation
(5.5). An equilibrium electron/ion temperature of 3.5 eV is then established just
behind the shock, after which the temperature cools further due to radiative losses.
At the shock the electron temperature, Te, and degree of ionisation, <Z>, are both
higher than observed in experiments. It is likely that the code underestimates the
significance of bound state excitation as an energy sink, and therefore too much
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Figure 5.34: HELIOS-CR [24] simulation of a 20 km s−1 shock in Ar. The shock
moves from right to left through Ar gas initially at 8 mBar and room
temperature. The shock is driven by the expansion of a layer of hy-
drogen initially at 2 eV and 100 µm thick. Compression, heating and
ionisation occur at the shock front, and a precursor appears ahead of
the shock.
energy goes into the ionisation and heating of electrons. The simulations also show
a radiative precursor ahead of the shock with an electron temperature that is in
good agreement with experiments.
A more accurate condition for precursor formation than that given in Equation
(5.4) is for the flux of ionising photons emitted from the shock and then absorbed
upstream to be equal to the flux of neutral atoms into the shock (see [33] or [16],
p. 310). The flux of photons can be estimated by assuming the shock emits as
a blackbody, with the irradiance scaled by the emissivity of the shocked region,
d (where d equals one for a perfect blackbody). The condition can be written
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(from [33] or [16]) as
κ× 7.3× 1022T 3e,iudαi & naus (cgs), (5.6)
where Te,i is the post-shock equilibrium electron/ion temperature in eV, αi is the
fraction of photons with energy greater than the ionisation potential emitted by the
blackbody and u is the emissivity of the gas upstream of the shock. The parameter
u accounts for the likelihood of absorption of a photon in the upstream gas. κ is
a geometric factor and should be close to 4pi for the enclosed cylindrical geometry.
The right hand side of the equation gives the neutral atom flux into the shock.
In Ar gas experiments, the size of the term on the left hand side of Equation
5.6 can be estimated by taking Te,i to be the experimentally measured electron
temperature of 2 eV. The photon spectral radiance for a 2 eV blackbody is shown
in Figure 5.35. A blackbody at 2 eV emits ∼1.5% of photons at or above the
15.8 eV 
= E
ion
[Ar]
Figure 5.35: Photon spectral radiance for a 2 eV blackbody. The 1st ionisation
potential of Ar is marked.
1st ionisation threshold for Ar (15.8 eV). Assuming the gas both upstream and
downstream of the shock is optically thick (u = d = 1), this gives a photon flux
equal to 25% of the neutral atom flux into the shock for us = 20 km s
−1 and
na = 2× 1017 cm−3. This is consistent with the fractional ionisation observed ahead
of the first shock in Ar interferometry data if we assume ne to be close to zero on
the liner axis when unfolding interferograms. In Xe experiments the combination
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of a lower first ionisation energy (12.1 eV), increased radiative losses (due to the
higher atomic number) and a higher initial Ti (for the same shock speed) due to the
larger ion mass, means that a larger number of photons emitted from the shocked
gas will be ionising. The flux of neutral Xe atoms into the shock is also a factor of
∼3 less than in equal mass density Ar experiments. These notions are consistent
with a greater level of precursor ionisation seen in Xe experiments.
The characteristic free path of ionising photons in the gas ahead of the shock can
be calculated from λνm.f.p. = 1/(naσi), where σi is the photo-ionising cross section
for photons at the ionisation energy and has the value σi = 3.1× 10−17 cm2 for Ar
and 6.5× 10−17 cm2 for Xe [65]. Given the known initial gas densities, λνm.f.p. = 1.6
mm in Ar experiments and 2.5 mm in Xe experiments. For an exponential decrease
in intensity with optical depth we obtain 50 % absorption of ionising photons in 1
mm of Ar and 1.7 mm of Xe. Given the dimensions of the liner (r = 3mm) the
gas upstream of the shock can be considered optically thin, although significant
photon absorption will occur across the radius of the gas-fill (hence u = 1 above is
reasonable).
In the optically thin precursor regime it is possible for the upstream gas to be
heated by radiation to a temperature similar to the post-shock temperature (see [16],
pp. 314-317). Experimental spectra and the calculations above suggest this is the
appropriate regime for the precursors described in this paper. In this case there
will be little or no additional ionisation across the shock and as such variations
in ne across the shock will be as a result of compression alone. Compression at
the shock depends on the Mach number and the adiabatic index of the fluid, γ.
Preheat ahead of the shock reduces the effective Mach number of the flow due to
the dependence of the upstream sound speed on
√
T . Using an upper limit for
the precursor temperature in Ar experiments of ∼2 eV (equal to the post shock
temperature) yields M = 7 for a shock speed of 20 km s−1. The expression for
the compression ratio in strong shocks (M  1), given by Γ = ρdownstream/ρ0 =
(γ+ 1)/(γ− 1), remains approximately valid at M = 7. The minimum compression
ratio therefore expected at the shock is Γ = 4, for an ideal gas with γ = 5/3. If there
is no further ionisation across the shock front, and the assumption of zero electron
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density on the axis is accurate, then this level of compression is consistent with the
jump in ne seen in interferometry measurements. A ×4 jump in ne is also seen in
Xe experiments.
Preheat ahead of a shock front can also be caused by electron thermal conduc-
tion from hot, shocked material into the cooler upstream region. For a number of
reasons, the contribution of thermal conduction to upstream heating in the present
experiments is not believed to be significant. The dimensionless Peclet number, Pe,
can be used to assess the relative importance of thermal transport to bulk fluid
motion, see for example Ref. [16], p. 30. Pe is given by the following expression:
Pe = UL/χth, (5.7)
where U and L respectively are some characteristic velocity and spatial scale in the
system, and χth is the thermal diffusivity. χth can be estimated using the following
expression:
χth(cm
2 s−1) = 3.3× 10−3 A[T (eV)]
5/2
ln Λ Z(Z + 1)ρ(g cm−3)
, (5.8)
where ln Λ is the Coulomb logarithm. Taking A = 40, T = 2 eV, ln Λ = 10,
Z = +1 and ρ = 1.3× 10−5 g cm−3 yields χth = 2900 cm2 s−1. For a shock speed of
U = 2× 106 cm s−1 and a scale length of L = 0.2 cm, Pe = 140. Since Pe  1, we
can say that a thermal conduction wave should not be able to outrun the shock.
Additional simulations were carried out using HELIOS-CR to further assess the
relative contribution of radiation and thermal conduction to the experimentally
observed upstream ionisation. These simulations were initialised in the same manor
as those described above. However, the thermal conduction and radiation transport
models within the code were alternately switched off in separate runs. Switching
thermal conduction off does not produce meaningful results because in doing so the
electron-ion energy exchange appears to switch off too. In this case the ions that are
viscously heated in the shock cannot thermalise with the electrons. This produces
an unreasonably high ion temperature of ∼60 eV, whilst the electrons are heated to
only ∼0.5 eV. No ionisation takes place, and a purely hydrodynamic density jump of
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×4 is achieved at the shock front. As a result the radiation field, which couples to the
electrons, is unrealistically weak. Unsurprisingly, no upstream heating is observed
in these simulations, because both thermal conduction and radiation effects are
suppressed. A more appropriate test is to include thermal conduction, but turn off
the radiation transport model. In this case, the plasma becomes optically thin and
all photons that are created leave the system and carry away their corresponding
energy. As shown Figure 5.36, these simulations also show no upstream heating.
This strongly suggests that the observed pre-ionisation is caused by radiation and
not electron thermal conduction.
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Figure 5.36: HELIOS-CR [24] simulation of a 20 km s−1 shock in Ar with radiation
transport switched off. The shock moves from right to left through Ar
gas initially at 8 mBar and room temperature. The shock is driven by
the expansion of a layer of hydrogen initially at 2 eV and 100 µm thick.
No preheat is seen ahead of the shock.
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In earlier analysis of interferograms the contribution of neutral gas to the re-
fractive index of shocked material was ignored. Neutral gas density changes oppose
the phase shift introduced to the interferometers’ probing beam by electron density
changes. The effect is usually small but can be significant if the degree of ionisation
is low (Z¯  1) and leads to an underestimate of the electron density when unfolding
interferograms. The phase shift introduced by neutrals can be calculated if the den-
sity of atoms, na, is known (see, for example [54]). na can be estimated by assuming
a compression of 4 in the shock relative to the initial known density of atoms. In Ar
experiments the degree of ionisation immediately prior to the arrival of the shock
may be as low as Z¯ = 0.25. In this case the electron density results presented in Fig-
ure 5.8 and Figure 5.9a underestimate ne in the shock by ∼30%. If ne in the shock
is increased by this amount and the compression is fixed at 4, then a small amount
of ionisation across the shock front must occur in order to account for the number
of electrons observed. Neutral gas does not affect electron density measurements in
the precursor where electron density increases from zero, but neutral density does
not change significantly. The effect of neutral gas is negligible in Xe experiments
where electron density is at least comparable to the atom density immediately before
compression by the shock. In future experiments we intend to separate the neutral
and electron contributions to interferograms by imaging simultaneously with both
wavelengths of the interferometry diagnostic.
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Chapter 6
Development of a vacuum resistive
divider for measurements of load
voltage
Independent measurements of the voltage across a z-pinch load and the current going
through it enable the load resistance and inductance to be determined. Knowing
the resistance as a function of time allows one to calculate the energy deposited in
the load due to Ohmic (resistive) heating. This in turn can give us an idea of the
overall physical state of the load material. The load inductance provides information
on the effective current path in the pinch, and also the energy associated with the
magnetic field.
The voltage that drops across the load is given by the following general expres-
sion:
Vload(t) = L(t)
dI(t)
dt
+ I(t)
dL(t)
dt
+ I(t)R(t). (6.1)
Note that the load inductance, L, and the load resistance, R, are in general time-
dependant. The inductance can vary for dynamic loads such as wire arrays where
the geometry of the current path changes as time progresses. The first two terms
in Equation (6.1) result from the rapidly changing magnetic flux threading the
load/return post structure. These terms can reach well over 100 kV each due to
the dI/dt from the fast rising MAGPIE current (∼ 5.5 × 1012 A/s), and the large
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dL/dt from the rapidly changing dimensions of a wire array load upon implosion.
The third term represents the resistive voltage drop across the load. The resistance
initially increases as the load material is heated by the current, but may fall again if
highly conducting plasma is formed. A voltage probe is required that is sensitive to
all three voltage components. Measuring the voltage across a MAGPIE load requires
a fast probe that can resist electrical breakdown upon application of a few hundred
kV in an intense UV radiation environment. The design, calibration and fielding of
such a probe is the subject of the following chapter.
6.1 Design of a vacuum voltage divider
The voltage probe was designed along the lines of a resistive/capacitive voltage
divider that was first described by Pellinen in 1980 [72] and later adapted and used
on the Saturn generator (6 MA, 2 MV, 250 ns) [73]. It operates under vacuum, very
close to the load. Making voltage and current measurements at the load is vital if
you want to avoid having to include circuit models in the inductance analysis, as is
the case on the Z machine [74].
The large voltages appearing across an array must be split by a potential divider
so that only a small fraction of the signal is passed along a coaxial cable and out of the
vacuum chamber to an oscilloscope. A simple circuit diagram of a potential divider
in parallel with a load is shown in Figure 6.1. Z1 and Z2 represent impedances that
may in general have resistive, capacitive or inductive components. Vload represents
the input voltage across the load, supplied by the generator. Vscope represents the
output voltage drop across Z2 that is measured by an oscilloscope. For a given Vload,
the output scope voltage will be given by
Vscope =
Z2Vload
Z1 + Z2
. (6.2)
The potential divider is placed in parallel with the array so that the same voltage
drops across both the load and the potential divider. By Equation (6.2), if Z2  Z1
then the oscilloscope will measure some small constant fraction of the total array
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voltage, which can then be inferred if the calibration of the probe is known. The
series impedance of the probe (Z1 + Z2) must be much larger than the impedance
of the load, Zload, so that it draws negligible current and therefore acts as passively
as possible.
V
load
V
scope
Z
load
Z
2
Z
1
 + Z
2
 >> Z
load
Z
1
Figure 6.1: Schematic diagram of a potential divider in parallel with a load
impedance.
The voltage probe fielded on MAGPIE is more complicated than that depicted
in Figure 6.1, and consists of two stages of voltage division. A photograph of the
probe is shown in Figure 6.2a. The primary divider column consists of a ∼25 cm
long stack of alternating annular acrylic insulators and stainless steel grading rings
enclosing a cavity filled with conducting copper sulphate solution. The resistance
of the primary column is ∼400 Ω; this is generally much larger than the resistance
of a wire array, and so current loading is minimal. The stack provides geometric
voltage division along its length, with 1/20th of the array voltage dropping across
each level. A schematic of the stack (blue dashed box in Figure 6.2b) shows a
series of 20 × 20 Ω copper sulphate resistors each in parallel with the capacitance
provided by a pair of grading rings. The grading ring capacitance should overwhelm
any stray capacitance to ground that could vary along the length of the probe
depending on its proximity to the vacuum chamber and other hardware. In this way
the grading rings act to smooth the electric field along the length of the column.
Uniform field division should occur for all input frequencies, with resistive division
dominating at low frequencies, and capacitive division at high frequencies. This is
due to the frequency dependance of capacitive impedance (Zc =
1
ωC
). This feature of
a compensated divider ensures the pulse shape is not distorted by frequency filtering.
156 Development of a vacuum resistive voltage divider
Figure 6.2: a) Photograph of the vacuum resistive voltage probe fielded on MAG-
PIE. b) Schematic circuit diagram of the voltage probe. c) Cross-section
of part of the primary divider column.
Figure 6.2c shows a cross section of the primary divider column. The column
was made as large as could comfortably fit inside the vacuum chamber in order to
minimise the electric field strength across the insulating parts. The insulators are
tapered at 45◦ on the outside surface to reduce the likelihood of surface flash over.
If an electron is liberated from the insulator surface by a photon emitted at the
load, the electric field oriented normal to the grading rings in the direction shown
will accelerate that electron away from the plastic surface so that it cannot cause
a cascade breakdown. The overhang of the metal grading rings also provides some
shielding of the insulator surface and, in addition, some auxiliary shielding to block
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the line of sight of the insulators to the pinch is often employed.
The voltage across the last stage of the primary column is tapped off onto a
secondary divider made from a chain of 10 x 100 Ω volumetric solid state resistors in
series with an output 20 Ω resistor, as shown in the green dashed box of Figure 6.2b.
This section gives a division ratio of 1/51. The series resistance of the secondary
divider (∼1 kΩ) is much greater than that of the last stage in the primary column
(∼20 Ω); this ensures that the exact concentration of the copper sulphate solution
has negligible effect on the final division ratio of the probe. To match the output
impedance of the probe to the 50 Ω input of the scope, a 30 Ω resistor is placed
in the output line. Combined with the 50 Ω terminating resistance this introduces
a further division ratio of 5/8. The total attenuation factor, or calibration, for the
probe is then Vin/Vout(= Varray/Vprobe) = 20× 51× (8/5) = 1600. This attenuation
reduces a signal of 300 kV to 200 V, a level that can then be fed out of the vacuum
chamber and, with further attenuation, into an oscilloscope.
The rise-time of an instrument is typically defined as the time it takes the output
signal to rise between 10-90 % of its final value upon application of a step function
voltage at the input. If the rise-time is larger than the characteristic time period of
the input pulse then the true input waveform cannot be deduced from the output
signal. The rise-time of the voltage probe is yet to be measured experimentally,
but an estimate for the e-folding time-constant τ = RC is easily obtained: The
capacitance of each pair of grading rings is estimated at 7.5 pF from the parallel
plate equation
C||plate =
r0A
d
(6.3)
where A is the surface area of the plates and d is their separation. Capacitors add
in series as
1
Ctotal
=
∑
i
1
Ci
(6.4)
giving a capacitance for the column of 0.4 pF. The total through resistance of the
probe is ∼ 1.5 kΩ. This gives a time constant τ = RC of 0.6 ns. The 10-90 %
rise-time is given approximately by trise ≈ 2.2τ = 1.3 ns. This is adequate for the
short lived (10 ns) resistive phase of wire array implosions.
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6.2 Calibration of vacuum voltage divider
The theoretical calibration of the voltage probe, C, was calculated in the previous
section to be C = Varray/Vprobe = 1600. This calibration was tested experimentally
using a short circuit load on the MAGPIE generator. A short circuit load is simply
a solid metal post that has a constant inductance, Lshort, as it cannot implode, and
a very small resistance due to its large cross-sectional area (∼1 cm2). The voltage
across the short is then given by
Vshort(t) = Lshort
dIshort(t)
dt
. (6.5)
The voltage probe will see some fraction of Vshort dependant upon the amount of
magnetic flux that it samples: The high voltage (HV) connection of the probe with
the load forms a current loop, and the size and position of the loop (i.e. its in-
ductance) determine the voltage generated across the probe. The Rogowski grooves
routinely fielded on current return posts and described in Section 2.2.1 are likewise
sensitive only to dI(t)/dt. The redundancy in these two diagnostics on this type of
load was used to check the voltage probe calibration.
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Figure 6.3: Diagram of voltage probe fielded ‘end-on’ for calibration against a return
post Rogowski groove on a short circuit load. a) side-on view. b) Top-
down view.
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The voltage probe was fielded vertically and end-on to the load as shown schemat-
ically in Figure 6.3. This allowed the magnetic flux threading the current loop shown
in green to be calculated geometrically. The ground electrode of the voltage probe
was connected to the ‘top plate’ of the load hardware via a brass mount. The top
plate is not quite at ground, due to the small voltage drop that occurs across the
return posts. As a result, the coaxial cable that carries the output signal from the
probe to the bulkhead at the vacuum chamber wall is coiled to give it some induc-
tance and prevent it from drawing current. The HV probe connection from the load
is taken radially out midway between two return posts, then goes vertically up to a
position above the top plate of the load hardware before going radially inwards to
the probe. There is assumed to be no magnetic flux above the top plate.
The flux threading the loop is due to the sum of the magnetic field components
from the load and each of the four return posts. The following equation in cylindrical
coordinates gives the magnetic field generated by a set of n infinite parallel wires
aligned along the z axis [75]. The field is purely azimuthal if the wires are separated
equally around the the azimuth;
BΘ =
µ0I
2n
n∑
α=1
r − rα cos(Θ−Θα)
r2 + r2α − 2rrα cos(Θ−Θα)
, (6.6)
where I is the total current and n is the number of wires. For the four return posts
represented in Figure 6.3b, the expression for the field along the (red) line of the
HV connection simplifies to
BretΘ =
µ0I
pi
r3
r4 + r4ret
. (6.7)
Assuming a skin current profile, the magnetic field around the central load is given
by
BloadΘ =
µ0I
2pir
. (6.8)
Summing the field components and integrating over the area of the green loop gives
the total flux, Φ, through the loop, from which the inductance is obtained by dividing
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through by the total current I:
Lconnection =
Φ
I
=
height× µ0
pi
∫ rconnection
rload
r3
r4 + r4ret
− 1
2r
dr. (6.9)
To check the voltage probe calibration, the voltage required to push the dI(t)/dt
measured by the Rogowski groove through the theoretical inductance of the green
loop in Figure 6.3a was compared to the signal measured by the voltage probe. The
results of this experiment are shown in Figure 6.4. The voltage probe and Rogowski
Figure 6.4: Voltage traces from a short circuit load used to check the calibration
of the voltage probe. The blue line gives the raw voltage probe signal
multiplied by its theoretical calibration. The black and red lines show
the dI/dt trace measured by two return post Rogowski grooves multi-
plied by the theoretical inductance of the voltage probe connection. The
traces agree to within 10% until voltage reversal.
data agree to within 10 % (i.e. to within the level of uncertainty in the Rogowski
calibration) until voltage reverses at ∼250 ns. At this point the asymmetric insulting
rings of the voltage probe become less effective; this could lead to breakdown and
the corresponding divergence of the voltage probe and Rogowski signals.
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6.3 Resistance measurements from cylindrical liner
loads
The voltage probe was used together with a Rogowski groove current monitor to
measure the temporal evolution of the resistance of a liner as it was subjected
to the current pulse. The resistance gives an idea of the average state (phase and
temperature) of the load material. The data in these experiments complements that
described in Chapter 5 with regards to the launching mechanisms for shock waves
into a gas-fill. For these shots the voltage probe was again mounted vertically above
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Figure 6.5: Photograph of the voltage probe arrangement for a resistive voltage
measurement. (inset) Schematic of the voltage probe setup.
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the load with its ground electrode connected to the top plate of the load hardware
via a brass mount, as shown in Figures 6.5 and 6.6. The high voltage electrode
of the voltage probe was connected to the cathode via a 1 mm diameter stainless
steel rod that passed down through the centre of the liner. Making the connection
Section
Anode (ground)Cathode
Liner
Return post
Voltage probe
Voltage probe mount
Coaxial cable to oscilloscope
HV connection 
to load
Cathode
‘Top plate’ Liner
M2 g
rub
‘Ground’ electrode
Figure 6.6: CAD drawing of the voltage probe setup for measuring the resistive
voltage drop across a liner.
in this way ensures (theoretically) that none of the magnetic flux associated with
the time-varying current through the load is sampled. The probe is therefore only
sensitive to the resistive component of the voltage drop across the load. The load
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hardware differed slightly in these experiments as compared to those described in
previous chapters in order to accommodate the voltage probe connection as well as
minimise resistive losses extraneous to those in the liner itself. With the voltage
probe connected in this way, it was not possible to fill the liner with gas, or to field
the axial diagnostic suite. The same Al liners were used as for the experiments
discussed in Chapter 5 (87 µm wall, 6 mm OD).
Measurements of the resistive voltage drop across the liner and the current going
through it are shown in Figure 6.7. The voltage signal has been corrected for a small
Time (ns)
Figure 6.7: Resistive voltage drop across the liner (black) and current through the
liner (red). Current start was at 1486 ns.
amount of dI/dt believed to have been picked up by the voltage probe. A graph
showing the raw voltage probe and Rogowski (dI/dt) signals, together with the
adjusted voltage probe signal, is shown in Figure 6.8 for completeness. Several peaks
can be seen in the voltage trace in Figure 6.7, though the data is more meaningful
if it is used to calculate the resistance, using R(t) = V (t)/I(t). The liner resistance
as a function of time is shown in Figure 6.9. Figure 6.9b shows a magnified detail of
a section of Figure 6.9a. Resistive energy deposition, as characterised by the action
integral J (discussed in Chapter 5, Section 5.2.1.4), becomes sufficient to fully melt
and fully vaporise the liner at the times marked by Jmelt and Jboil respectively. A
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Time (ns)
Figure 6.8: Raw oscilloscope signals from the voltage (black) and Rogowski (red)
probes over the first ∼300 ns of the current pulse. Current start was at
1486 ns. The green curve shows the voltage probe trace with a constant
fraction of the Rogowski signal subtracted from it.
peak in the resistance at 1700 ns (∼210 ns after current start) is very well correlated
in time with t(Jmelt). In gas-fill experiments we would expect the second shock to
be launched at this time. The increase in liner resistance up to this point in time
would cause a change in the resistive current division between the liner and a gas-fill.
It would also cause increased magnetic diffusion through the liner wall. These two
effects could cause a fraction of the total current to switch into the gas to drive the
second shock. After this time there is a decrease in the resistance before it begins to
rise again. A change in the gradient of the resistance-time plot at 1830 ns (∼340 after
current start) is reasonably well correlated in time with t(Jboil). As a consistency
check for the measured resistance we can take the resistivity of Al immediately after
the solid-melt phase transition (250 nΩm), together with the liner dimensions, to
calculate a theoretical resistance for the liner at t(Jmelt) of 2.5 mΩ. This value agrees
with the experimentally measured value, as shown in Figure 6.9b.
It is interesting to compare the measured voltage/resistance traces to images of
the liner’s outer surface. Figure 6.10 shows 4 optical framing images of a section of
the liner’s outer surface, captured during the same experiment as the voltage data
just discussed. Emission does not begin at all until 300 ns into the current pulse
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Figure 6.9: Resistance of a liner as calculated from the voltage and current traces
shown in Figure 6.7. a) Full time base. b) First ∼300 ns of current
pulse. The time that the action integral (J) reached the required value
for bulk melting and boiling of the liner is also marked.
(50 ns after peak current). By this time we would expect the first two shocks to
have been launched into a gas-fill. Significant emission begins to occur at a time
well correlated with energy deposition being sufficient to vaporise the bulk of the
liner material. This time also corresponds to a decrease in the rate of increase of
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liner resistance. Azimuthally correlated bands of emission, as discussed in Chapter
3, Section 3.2.2, are seen as soon as the liner begins to emit.
Liner 
edge
1
0
 m
m
299 (1785) ns        329 (1815) ns
359 (1845) ns         389 (1875) ns
Figure 6.10: Optical framing images of the outside surface of the liner. Gate time is
5 ns. Unbracketed times are relative to current start. Bracketed times
correspond to the x-axis in Figures 6.7-6.9.
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6.4 Voltage measurements from other loads
The voltage probe has also been fielded on wire arrays for measurements of induc-
tance and resistive energy deposition. Figure 6.11 shows the typical voltage drop
across a wire array load as measured by the voltage probe, along with the corre-
sponding signal from a return post Rogowski groove. There is a fast spike in the
voltage signal at early times. This is attributed to resistive heating of the wires and
subsequent electrical breakdown upon plasma formation on the wire surface. After
this time the resistance is negligible and an inductive voltage drop dominates the
signal. During the first ∼100 ns of the current pulse there is an overall smooth rise
Figure 6.11: Time-dependant voltage drop across a wire array (black) showing re-
sistive and implosion related components. Except during the resistive
phase, the total voltage matches the Rogowski signal (red) until the
implosion begins and the array inductance becomes time-dependant.
in the total voltage due to the large dI/dt from the generator. This part of the signal
follows the trace from the Rogowski groove, which is sensitive purely to dI/dt. The
total voltage signal begins to deviate from the Rogowski when plasma and current
start to move towards the axis and hence the inductance becomes time-dependant.
Upon the final implosion of the array ∼1 MA of current starts to move radially
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inwards at ∼150 km s−1. Thus the dynamic voltage component IdL/dt becomes
huge and the total voltage deviates strongly from the Rogowski signal.
6.4.1 Implosion dynamics of wire arrays from measurements
of inductance
With a voltage probe signal and dI/dt from a return post Rogowski, it is possible to
reconstruct L(t) during the implosion of a wire array, and thus determine the bulk
implosion trajectory of the current. These measurements have been carried out on
both standard cylindrical arrays and coiled arrays. In a coiled array, each straight
wire in a cylindrical array is replaced with a single helical wire. This arrangement
suppresses the natural ablation wavelength of a cylindrical array, and a new ablation
wavelength fixed at half the wavelength of the coils is introduced [76]. This results
in axial breaks in the wires occurring at predetermined axial positions that can be
correlated around the array axis. Thereafter a more ‘organised’ implosion of the
16 mm16 mm
Initial coil position
}
Discrete gaps in trailing massTrailing mass
Stagnated column StagnationInitial array edge
 a)              b)
Figure 6.12: Laser probing images showing differences in the structure of (a) a stag-
nated cylindrical array (adapted from [78]) and (b) a stagnated coiled
array (adapted from [79]).
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array mass occurs, along with an increase in the x-ray power at stagnation [77].
Laser probing images during the stagnation phases of cylindrical and coiled arrays
are shown in Figure 6.12. A lot of ‘trailing mass’ is seen in the image of the cylindrical
array implosion. Trailing mass provides a relatively low inductance path for the
current to flow along as compared to the path of the successfully imploded mass.
This reduces the amount of current available to pinch the imploded mass on the axis
and therefore reduces the efficiency of the z-pinch as an x-ray source. In the image
of an imploding coiled array the organised implosion results in certain axial regions
being devoid of mass and others where no implosion has occurred. From imaging
diagnostics it appears that the coiled implosion is more effective at pinching the array
mass, although only along half of the length of the array. Inductance measurements
can help to decipher whether this corresponds to a more effective pinching of the
current.
To measure the voltage during the implosion phase the probe is mounted side-on
to the load with the high voltage electrode connected just below the array and the
ground electrode bolted to the wall of the vacuum chamber, as shown schematically
in Figure 6.13 and in the photograph in Figure 6.14. The line of sight from the
pinch to the probe is blocked to protect against photo-electric breakdown of the
probe. With this arrangement the flux threading the green closed loop will generate
a voltage across the probe. In general this voltage will be some fraction of that
between the points A and B in the diagram. It is not possible to accurately calculate
this fraction geometrically, instead it is determined experimentally. To calculate
L(t) it is first necessary to determine the initial load inductance, L0. As a first
approximation the cylindrical wire array can be thought of as a coaxial line for
which the inductance is given by
Lcoax =
µ0l
2pi
ln
rreturn
rarray
, (6.10)
where l is the height of the array, rreturn is the distance of the return posts from the
array axis and rarray is the distance of the array wires from the array axis. The terms
describing the load geometry are shown in Figure 6.15. In reality the discrete nature
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Figure 6.13: Diagram showing the setup for measuring the voltage across a wire ar-
ray during the implosion phase. The voltage probe and array hardware
form a current loop (green) with inductance L0 +m. Pulsed magnetic
flux through this loop generates a voltage across the probe.
Chamber wall (ground)Voltage probe
HV connection
Top plate
Return posts Anode Probe mount
Figure 6.14: Photograph of the voltage probe mounted side-on to the load for a
measurement of dynamic voltage (dL/dt). The array is not yet loaded
in the photograph.
of the wires and return posts disrupts the azimuthal symmetry of the magnetic field.
Each wire and post introduces a private inductance, and some magnetic flux will be
found both inside the load radius and outside the return radius, thus increasing the
total inductance from that given by equation (6.10). A better model for the total
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Figure 6.15: End-on schematic of a wire array section defining the terms used to
describe array geometry.
inductance of a wire array takes the following form [80]:
Larray = Lglobal + L
wires
private + L
returns
private
=
µ0l
2pi
ln
rreturn
rarray
+
µ0l
2pi
1
Nw
[
ln
rarray
Nwrwires
+ 1
]
+
µ0l
2pi
1
Nret
[
ln
rreturn
Nretrpost
+ 1
]
,
(6.11)
where Nw is the number of wires, Nret is the number of return posts, and the other
symbols are defined in Figure 6.15. From this equation it is easy to calculate L0.
As previously stated, the probe will be sensitive to some fraction, f , of the flux
that we are interested in. By ignoring the resistive voltage component we can then
write the following for the voltage across the probe at times before the implosion
begins:
Vprobe = fL0
dI
dt
. (6.12)
Referring to Figure 6.13, this voltage will be due to the array inductance, L0, and
some spurious inductance, m, due to magnetic flux outside of the array hardware.
Hence
Vprobe = (L0 +m)
dI
dt
, (6.13)
and we can find m in terms of f :
m = L0(f − 1) . (6.14)
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f is found by scaling the signal from the voltage probe to match that of the Rogowski
at early times when L(t) = L0. Then, for all times after resistive breakdown (t > t0)
we can write the following for the array voltage:
Varray(t) = Vprobe(t)−mdI(t)
dt
. (6.15)
Integration of Equation (6.15) gives the following expression for the array induc-
tance:
L(t) =
1
I(t)
[∫ t
t0
(
Vprobe(t)−mdI(t)
dt
)
dt− I0L0
]
, (6.16)
where the current I(t) is found by integrating the Rogowski signal, and I0 is the
current at the time of resistive breakdown.
Load voltages from a standard cylindrical array and a coiled array are shown
in Figures 6.16a and 6.16b respectively. Both arrays were designed to stagnate at
peak current. In each plot we see that the voltage probe functions either through or
up to the point of peak x-ray power indicated by the (uncalibrated) 2 µm filtered
PCD signal shown in green on the plots. In the coiled array case (lower plot) the
voltage probe breaks down a few ns after peak radiated power. This is evident from
the instantaneous decrease in the measured voltage at this point. The data in the
top plot should be viewed with caution after the time indicated, as this is the point
at which the shape of the return post Rogowski signal begins to differ from the
shape of the dI/dt pulse as measured in the MITL of the generator. This is likely
due to breakdown across the MITL. The return Rogowski may not be providing a
real measurement of dI/dt through the load after this point. The dynamic voltage
component from the coiled array is ∼3 times larger than that from the cylindrical
array, indicating a much faster, and/or tighter pinch upon the final implosion. The
inductance unfolds for the two arrays are shown in blue. The calculation is carried
out from the time of resistive breakdown, and begins at the value of the initial
inductance calculated for the array, L0. The added inductance due to the axial
magnetic field associated with each coil was included in the calculation of L0 for the
coil shot. The inductance of the straight array remains roughly constant for around
the first 200 ns (80%) of the implosion. This is consistent with emission trajectories
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Figure 6.16: Comparison of voltage (black) across (a) straight and (b) coiled wire
array implosions, with both arrays designed to stagnate at peak cur-
rent. Rogowski signals are shown in red for comparison. Inductance
unfolds are shown in blue. Uncalibrated x-ray signals detected by 2
µm polycarbonate filtered PCDs are shown in green.
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observed on optical streak images. There is a very slight increase in the inductance
during this time, which could be related to a small amount of current being advected
inwards with the flow of ablated plasma from the wires. The inductance begins to
increase when axial breaks occur in the wires and the bulk of the array begins to
implode, bringing with it some fraction of the total current. The inductance of the
coiled array at early times is more variable than that of the straight array, and could
be related to the setting up of complex current paths as described in Reference [76].
There is a dramatic increase in the coiled array inductance when the final implosion
occurs.
The inductance unfolds can be used to estimate the effective radius of the current
in the pinch. We assume the current implodes as a thin cylindrical shell, radius r,
inside a cylindrical return can of radius b:
∆L = L(t)− L0 ≈ µ0l
2pi
[
ln
(
b
r(t)
)
− ln
(
b
r0
)]
= 2l
[
ln
(
r0
r(t)
)]
.
(6.17)
Equation (6.17) is rearranged to give an expression for the current radius:
r(t) =
r0
exp
(
∆L
2l
) . (6.18)
The effective current trajectories for the arrays in Figure 6.16 are shown in Figure
6.17. The time of peak x-ray power (roughly equal in both shots) is marked. The
current in the straight array implodes to an average radius of approximately 4 mm.
This is not a very tight pinch, and is likely due to a large component of the current
flowing in the trailing mass and thus limiting the amount of compression. In the
case of the coil shot, two trajectories are plotted. Imaging diagnostics show half the
array length participating in the final organised implosion of the coiled array; the
question remains about whether the implosion of the current resembles that of the
mass. A maximum and minimum average current radius has been plotted in Figure
6.17 based upon whether the observed inductance change was effectively due to a
10 or 20 mm long array implosion. The final pinch radius should be somewhere
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Figure 6.17: Effective current radii during wire array implosions assuming a thin,
cylindrical, uniformly imploding current sheath. (Black) 32 × 15 µm
straight Al wires. (Red and green) 8 × 15 µm Al coiled array assum-
ing the full array length implodes (green) and half the array length
implodes (red).
between the two extremes of 0.1 − 1 mm. In any case, it is clear that the coiled
array produces a much tighter average current pinch than the straight array. The
upshot of this is that more electrical energy is coupled into the stagnated pinch, and
therefore the efficiency of the x-ray source is increased.
6.4.2 Energy deposition measurements during current pre-
pulsing of a wire array
Resistive energy deposition measurements have been carried out on imploder-exploder
arrays. The array configuration is shown in Figure 6.18a and consists of an implod-
ing (load) array in parallel with an exploding array. In the exploding array the
wires form the current return path around a central cathode rod. The magnetic
pressure around the cathode causes plasma to ablate radially outwards instead of
inwards [61]. At early times there is a roughly equal resistive current division be-
tween the two arrays; this is when a current ‘pre-pulse’ into the load array occurs.
When highly conducting plasma is formed on the exploder wires an inductive cur-
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rent division takes over. Current leaves the load array for a ∼150 ns ‘dwell’ time
and flows preferentially through the less inductive exploding array. Once sufficient
ablation has occurred for axial breaks to form in the exploder wires, their resistance
increases once again, and ∼1 MA of current switches back into the load array in
∼100 ns. In this way the exploder serves to precondition the top array and also
acts as a fast current switch. The preconditioning of the load array is found to
significantly alter the implosion dynamics with respect to a standard cylindrical
wire array implosion [81]. Optical streak images from cylindrical arrays with and
without preconditioning are shown in Figure 6.19. In the standard unconditioned
Figure 6.18: a) Schematic of an imploder-exploder array. A voltage probe is con-
nected to the midpoint of the two arrays to measure the resistive voltage
drop across the imploding load array. b) Voltage and current measure-
ments during the pre-pulse of a 16 mm diameter, 30 mm long, 8x15
µm Al 5056 imploding load array in parallel with an exploding array.
array the wires appear quite narrow and stationary for most of the implosion time.
A precursor is seen on axis before the main implosion begins and the r(t) trajectory
of the main implosion is approximately straight as the acceleration of plasma by
the magnetic field is damped by the sweeping up of pre-filled material. In the pre-
conditioned array the wire material has expanded significantly, with no dense cores
remaining. There is no precursor formation (the array axis is clear) and the main
implosion has an accelerating r(t) trajectory.
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Figure 6.19: Optical streak images showing the effects of a current pre-pulse on wire
array implosion dynamics. (a) Standard cylindrical array (adapted
from [82]). (b) Preconditioned cylindrical array (adapted from [81]).
The voltage probe was used to measure the voltage drop across the load array
during the current pre-pulse. It was connected down through the centre of the
load array to the top of the exploder cathode, as shown in Figure 6.18a. In this
way we minimise the amount of flux threading the probe as in the case of the
liner measurements, and the probe only measures the resistive voltage drop. The
Rogowski groove measures dI/dt through the top array only. Example current and
voltage traces during the pre-pulse are shown in Figure 6.18b. The data was recorded
on a 10 GHz oscilloscope to collect many data points over the 20 ns pre-pulse. A
peak current of 5 kA rising in 10 ns is measured. This causes resistive heating
of the wires after a lag time of a few ns, and a corresponding rise in the resistive
voltage drop across the load. The current begins to fall as the resistance and voltage
continue to increase. The measured voltage peaks at 35 kV before returning to zero
during resistive breakdown; after this point no more heating occurs, and the wire
material is left to equilibrate whilst the current flows through the bottom array. The
current trace does not return to zero, which is perhaps surprising given the gradual
expansion and stability of the wire material during the dwell phase. However, the
inductive current division during the dwell phase will not completely favour the
bottom array, so we should expect some level of current in the top array at all
times.
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The current and voltage measurements are used to calculate the energy depo-
sition in the wires by integrating the product of I(t) and V (t) over time. Figure
6.20a shows the energy deposition during the current pre-pulse into the top array
as a function of time, for four arrays of differing imploder length but an equal total
length of 58 mm. The energy deposition is seen to increase for a decreasing load
length, except in one case (27 mm load) where the pre-pulse differed significantly.
More current should flow in a shorter, less resistive array, and accordingly more
heating will occur. The average energy deposited in the load array per atom was
2 − 3 eV in each case; this is enough to vaporise all of the load material assuming
uniform heating. After the pre-pulse the load wires are left to expand under their
thermal pressure and equilibrate to a near uniform gaseous state with no dense wire
cores. Upon current switch the gaseous ‘wires’ are ionised and a 0D-like implosion
of the load array occurs.
Figure 6.20: a) Measurements of energy deposition into four cylindrical arrays of dif-
ferent lengths during a current pre-pulse driven by a parallel, exploding
array. b) Resistance/m increases consistently for a given energy depo-
sition/m in 3 out of 4 shots.
As a consistency check between the four loads, their resistance per unit length
has been plotted against the energy deposition per unit length in Figure 6.20b. The
resistance increases to the same value for a given amount of energy deposited, as
expected, in three cases. For the shortest (20 mm) load the resistance does not
increase so much. A possible explanation is the increased significance of end effects
6.4 Voltage measurements from other loads 179
for shorter loads. An axially non-uniform expansion of wire material in regions
close to the electrodes is always observed in these arrays. Although the cause of
this is unknown, it does suggest non-uniform heating along the array length. The
measurements described here are not refined to this complex array configuration,
and could as easily be carried out on standard cylindrical arrays.
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Chapter 7
Conclusions and future work
7.1 Conclusions
In this thesis the development of a pulsed-power driven experimental platform for
the production and study of radiative shock waves has been presented. The gas-
filled liner configuration produces radiative shock waves in a converging cylindrical
geometry, in a highly reproducible manner. Several shock waves are consecutively
launched into the gas from the liner’s inner wall in each experiment. They display
a very high degree of cylindrical symmetry and propagate at typical velocities of
∼20 km s−1 for a gas-fill density of ∼10−5 g cm−3. The shocks evolve over length
scales of a few mm and timescales of 10’s of ns, and are well diagnosed with various
optical diagnostics. With the diagnostic line of sight along the axis of the liner,
axially averaged plasma conditions could be obtained. The data produced so far
are somewhat preliminary, but they represent a promising new approach to this
particular branch of laboratory astrophysics, and open up several paths for further,
more in-depth investigations.
In addition to the investigations of shock wave dynamics, a large dataset concern-
ing the response of various liners to the MAGPIE current pulse has been obtained
and analysed. This has come about partly through the study of liner ablation
as a potential pressure drive for shock experiments and partly through the study
of the shock launching mechanisms in the latter, main body of experiments. Re-
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search into plasma formation and ablation dynamics in cylindrical liners has not yet
been reported in the literature. Results in this thesis provide useful data for the
benchmarking of MHD codes that are attempting to simulate liner implosions to
computationally test the MagLIF concept [5, 45] and improve upon its design.
Finally, the development and fielding of a resistive probe for measuring load
voltage has been presented. This diagnostic has proved to be extremely useful
for the determination of several key load parameters. Depending on the type of
load, these parameters include resistance, resistive energy deposition, inductance,
magnetic field energy and Poynting flux. Conclusions regarding radiative shocks
and liner experiments in general are now discussed in more detail.
7.1.1 Converging radiative shocks
The velocity of the shocks launched within the gas-filled liners is sufficient to heat
the gas such that it radiates strongly at visible wavelengths. The radiation field is
strong enough to pre-ionise material ahead of the shock, creating a radiative pre-
cursor. Evidence for the precursor was provided by both the interferometry and
spectroscopy diagnostics. The interferometry diagnostic was able to resolve the pre-
cursor and density jump at the shock simultaneously; this is often not possible in
laser driven radiative shock experiments [20]. Optical spectra from Ar experiments
were compared to PrismSPECT [25] calculations to yield a post shock electron tem-
perature of 2 eV. Calculations of a threshold for precursor formation, based on the
measured temperature and shock speed, are consistent with the observation of frac-
tional ionisation ahead of the shock. Pre-ionisation in Xe experiments, as a fraction
of the initial atom number density, was more significant than in Ar experiments;
this is consistent with an expected increase in the strength of radiative effects with
increasing atomic number. Shock density and temperature profiles were compared
to 1D HELIOS [24] radiation-hydrodynamics simulations. The simulations predict
a radiative precursor, and the ion temperature of 9 eV at the shock is in agreement
with an analytic estimate given the shock speed. In general, however, the electron
temperature and degree of ionisation are too high in the simulations. This is at-
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tributed to a failure of the code to fully take into account the structure of the bound
electronic states within the atoms and their ability to absorb energy.
In addition to the radiative precursor, some other interesting phenomena were
observed. Instabilities develop in the regions downstream of each shock, whilst the
shock fronts themselves remain azimuthally symmetric. The second shock front
in particular remains symmetric despite the growth of instabilities behind the first
shock setting non-uniform initial conditions for it to propagate into. The insta-
bilities are qualitatively more pronounced in Xe than in Ar, and hence could be
related to the strength of radiative losses. More experiments are required in order
to characterise these instabilities more substantially. Experiments with N2 show a
roughly hexagonal global shock structure, superimposed on a very smooth, sharp
shock front. The reason for the differences in shock structure as compared to Ar
and Xe gas-fills is not yet understood. It is believed the additional structure could
be related to the diatomic nature of the gas, or its greater chemical reactivity as
compared to the noble gases.
The conditions achieved in these experiments are most applicable to the optically-
thick downstream, optically-thin upstream (thick-thin) radiative shock regime [16].
The precursor that is formed is transmissive, meaning that radiation from the shock
itself is directly responsible for the pre-ionisation observed, and does not diffuse
through the upstream plasma by a process of continual absorption and re-emission.
In this situation it is possible for the upstream and downstream material to have
the same temperature; this is consistent with experimental data. The relatively
modest shock speeds observed in these experiments puts them in a regime where
the excitation of bound electronic states may contribute a significant energy sink
for the directed kinetic energy flux into the shock. This regime has not previously
been studied experimentally, but has been the subject of a computational study [27].
Simulations predict a very large compression to occur (∼8-10) at shock fronts prop-
agating at 10 − 30 km s−1 through heavy noble gases (Ar, Kr, Xe). Given this, it
is very interesting that compression of only 4-5 is observed in these experiments.
With further measurements (discussed later) these experiments could provide excel-
lent quality, quantitative data for benchmarking radiation-hydrodynamics codes.
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7.1.2 Response of a liner to a pulsed current
The response of cylindrical liners to the MAGPIE current pulse was found to differ
significantly depending on whether or not the liner wall was thin or thick with
respect to the skin depth of the applied current pulse, as calculated before any
resistive heating of the liner has occurred. The ablation dynamics of thin-walled
cylindrical liners look broadly similar to those observed in cylindrical wire arrays.
The liner is resistively heated and plasma is formed at the inner and outer surfaces.
From the inside surface there is a low density plasma flow towards the axis, driven by
thermal and/or magnetic pressure, whilst the bulk of the liner remains in its initial
position. At the axis the infilling plasma stagnates to form a column akin to the
precursor of a wire array implosion. The cylindrically symmetric plasma flow was
investigated as a means to drive converging shocks into a gas-fill within a thin-walled
liner, though these experiments were ultimately unsuccessful. Plasma formed at the
outside surface of the liner cannot be swept to axis by the j×B force, and instead
tries to expand thermally into the vacuum, against the magnetic field pressure. This
expansion is unstable and the continuous nature of the liner allows for instabilities
to become azimuthally correlated over time. The correlation of instabilities in low
density plasma surrounding a solid liner is a concern for MagLIF implosions; in this
scheme it could be the mechanism that provides a seed for the correlated magneto-
Rayleigh-Taylor instability growth that is observed in experiments as MagLIF liners
implode. The process of ablation is delayed for thicker liners, both at the inside and
outside surfaces. At the inside surface this is likely because it takes time for sufficient
current to diffuse through the liner wall to heat the inner surface. The thicker wall
also results in a lower average current density, meaning that bulk heating to the
vapour point takes longer to occur, therefore delaying significant ablation at the
outside surface. Delayed plasma formation allowed for other phase transitions to be
resolved; this makes thick liners a useful tool for testing EOS and resistivity models.
The shock waves launched into a gas-fill within a thick-walled liner were used
to investigate liner response further. In particular, they were used as a timing di-
agnostic for significant occurrences within the liner wall. The launching of the first
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shock may well be related to a loss of material strength (yielding) in the liner, occur-
ring as a result of the applied magnetic pressure. Assuming this is the mechanism
for the first shock, it is difficult to see how else the yielding could be observed ex-
perimentally, other than by the indirect method employed here. The MHD code
GORGON [21, 22] could not reproduce the first shock, which suggests it is not ca-
pable of accurately modelling the behaviour of solid material subjected to a current
pulse. This is perhaps not surprising, considering there is no strength model within
the code. A strength model may need to be introduced in order to realistically sim-
ulate the very early stages of a MagLIF implosion. The timing for the second shock
was found to be well correlated with energy deposition (the J integral) becoming
sufficient to melt the bulk of the liner. Heating and melting cause the liner resistance
to increase, thereby increasing the amount of diffused current flowing at the inner
liner wall, and changing the resistive current division between the gas-fill (ionised by
the first shock) and the liner. These two effects cause a fraction of the total current
to switch into the gas to drive second shock. The observed acceleration of the second
shock is consistent with a current drive. The second shock is well reproduced by
GORGON simulations.
Phase transitions were investigated further by measuring the resistance of a
vacuum liner throughout the duration of the current pulse. A peak in resistance
with a value corresponding to that of the liner in a uniform liquid state is correlated
in time with launching of the second shock in gas-filled experiments. This resistance
peak is also correlated exactly with the J integral required for bulk melting, and with
melting/launching of the shock in simulations. A second feature on the resistance
trace is well correlated with the J integral required for bulk vaporisation of the
liner, and with a third shock seen in experiments. This is also the time at which
the outside surface of the liner begins to emit, and the time at which a low density
ablation flow begins to occur in simulations. This confirms that the first two shocks
are not driven by ablation pressure. Agreement between experiment and simulation
is quite good at later times (& 200 ns). This should be expected as the liner will be
behaving more like a fluid by this point.
186 Conclusions and future work
7.2 Future work
Having established a solid platform for liner-driven radiative shock experiments,
it is certainly worthwhile to spend time improving the quality of the data. There
are currently two significant uncertainties surrounding the measurements of electron
density from interferometry data. The first is in the unknown density offset that
should possibly appear on unfolded density maps. As already discussed, the prob-
lem arises because interferometry is sensitive only to density changes, not absolute
density. The earlier assumption of a zero electron density offset on axis before the
arrival of the first shock is strictly inconsistent with observations of emission from
ionised Ar atoms. The second uncertainty is in the contribution of changes in neu-
tral and ionised gas density to the observed fringe shifts. Failure to account for the
reverse fringe shifting due to atoms and ions can result in underestimates of electron
density. The effect becomes apparent if the degree of ionisation is low (Z¯ < 1).
The zero offset problem will be addressed with the fielding of a continuous-wave
(CW) interferometer. A CW interferometer can be used to measure line-integrated
temporal density changes at a point in space, as opposed to an imaging system,
which can measure line-integrated spatial density changes at a point in time. Such
a diagnostic already exists and has been successfully fielded on various MAGPIE
experiments [23]. The CW interferometer in use is of the quadrature type, the ben-
efits of which are a sensitivity to the direction of the phase change, the elimination
of sensitivity nulls in the phase cycle and an insensitivity to the effects of refraction
due to density gradients. A schematic of the system is shown in Figure 7.1. A
linearly polarised continuous laser beam is split into probing and reference arms in
a Mach-Zehnder configuration. The polarisation of the reference beam is aligned at
45◦ to the fast axis of a quarter wave plate. The quarter wave plate induces circular
polarisation in the reference beam. The circular polarisation consists of orthogonal
polarisation components that are 90◦ out of phase (‘in quadrature’). The plasma
adds a time dependant phase to the probing beam, which then interferers with the
reference. By using a polarising beamsplitter, two interference signals are recorded
on separate diodes. The signals are a quarter cycle out of phase and correspond
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Figure 7.1: CW quadrature interferometer schematic.
to time dependant interference of the probing beam with each of the orthogonal
components of the reference beam. The CW interferometer will be fielded simulta-
neously with the imaging interferometry diagnostic. By recording data from current
start up to the frame time of the imaging system, the absolute phase introduced by
the plasma can be determined for all positions in the interferometry image.
The contribution of atom density to measurements of electron density can be
determined by simultaneous interferometry imaging at two different wavelengths.
As discussed in Chapter 2, Section 2.11, the number of fringe shifts introduced by
electrons and neutral atoms respectively are given by
Fe = −λk1
∫
nedl = −λk1Ne (7.1a)
Fa =
k2
λ
∫
nadl =
k2
λ
Na. (7.1b)
The total observed fringe shift is the combined effect of these two components:
FT = Fe + Fa. (7.2)
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We can then write the total fringe shift at each wavelength (355 nm and 532 nm)
as the following:
F 355T = −355aNe +
b
355
Na (7.3a)
F 532T = −532aNe +
b
532
Na, (7.3b)
where a and b are known constants and F 355T and F
532
T are found from the simulta-
neous interferograms. Much algebra leads to the following expression for the ratio
of atom to electron line density:
Na
Ne
=
−532aF 355T + 355aF 532T
b
355
F 532T − b532F 355T
. (7.4)
This expression can be applied point for point to every cell in the unfolded phase
maps to give the ratio of electrons to ions in the plasma. On a practical level,
implementing this technique simply requires removing the 28 ns delay between the
UV and green interferometry arms.
With regards to spectroscopic measurements, several improvements aimed at
increasing spatial and spectral resolution are planned for future experiments. In the
current setup it is possible for radiation emitted at certain (r, θ, z) positions within
the liner to be imaged to different (r, θ) positions on the fibre bulkhead by a reflection
from the window at the under side of the gas cell. This problem is illustrated in
Figure 7.2a. In the figure a light ray emanating from a ∼1.5 mm radial position
undergoes a reflection at the bottom window. The reflected path falls within the
acceptance cone of the collection lens for light emitted on the axis. The light ray is
therefore imaged onto the central fibre on the bulkhead and appears to originate from
the axis of the liner. Due to this effect, radiation from hot, shocked material could
contribute to the precursor spectrum. To remove the possibility of this happening,
the bottom window will be mounted at an angle. For a sufficiently large window
angle (& 20◦), light rays passing through the image plane on the liner axis having
undergone a reflection at the window do not fall within the acceptance angle. An
example light ray is shown in Figure 7.2b. The required hardware is shown in Figure
7.2 Future work 189
Window
Liner
Image 
plane
Acceptance
cone of imaging
system
Light ray
Reflection
at window
θ
θ = 25 deg
Image 
plane
Acceptance
cone of imaging
system
Liner
Light ray
Window
a)
b)
c)
Angled window
mount
Liner
Cathode
Window
Figure 7.2: Reduction of back-reflections into spectrometer using an angled window
at the bottom of the gas cell.
7.2c and is ready to be fielded. The spatial resolution of the imaging system can
be easily increased by placing an aperture in the imaging path. By halving the
acceptance angle the spatial resolution can be improved from 800 µm to 400 µm.
The reduced photon flux at the detector can be offset by increasing the gain of
the iCCD. Spectral resolution can be increased by selecting a finer grating. This
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will enable a more accurate electron temperature to be determined, and perhaps a
measurement of electron density.
We plan to measure the magnetic field inside the liner using small B-dot probes.
This measurement would be useful in determining the driving mechanism for the
observed shock waves. Hardware for these experiments is shown in Figure 7.3 and is
ready to be fielded. The B-dot probes are formed by connecting the inner core of a
Liner
B-dot probes
Magnetic field
inside liner
B-dot probes
Cathode
Anode
B-dot mount
Liner
B
θ
Figure 7.3: Fielding of miniature B-dot probes to measure magnetic field inside liner.
fine coaxial cable to the outer sheath. Probes can be made with a total diameter of
1 mm, hence it should be possible to field two probes with opposite polarity inside
a 6 mm liner. The hardware design allows for axial diagnostic access. Calculations
in Chapter 5, Section 5.2.2 give an estimate of 7 T for the magnetic field that drives
the second shock. Taking the width of the shock to be 0.5 mm and the shock speed
to be 20 km s−1, we might expect this field to rise in 25 ns. For a typical probe
sensitivity of 10−7 Vs T−1 , the expected voltage on the B-dot cable is 28 V, which
should be measurable above noise.
The growth of instabilities behind the shocks might be better diagnosed by imag-
ing their self-emission with an optical fast framing camera currently on loan to the
7.2 Future work 191
MAGPIE laboratory. The camera can capture 12 frames with an exposure time for
each frame of 5 ns and a inter-frame time that is tuneable down to 5 ns. Some
images of a liner’s outer surface were captured with this camera and are shown in
Chapter 6, Section 6.3. Unfortunately this diagnostic was not available when the
bulk of experiments presented in this thesis were carried out.
The work should also be extended beyond better diagnosis of conditions within
the liner. One interesting extension would be the introduction of an axial magnetic
field inside the liner, applied before the main driving field. Such a field could be
realised with the use of pulsed field coils, as shown schematically in Figure 7.4, else
it could be approximated with permanent magnets. For the axial magnetic field to
affect the shock dynamics, its associated pressure would have to be some reasonable
fraction of the shock ram pressure, given by Pram = ρu
2
s. For the first shock this
B
z
Liner Pulsed field
coils
Cross-section
j
Θ
j
Θ
z
Figure 7.4: Schematic of an axial magnetic field within a liner, produced using a
pair of field coils.
should be of the order of 100 Bar. The magnetic field required to match the ram
pressure is 5 T. Permanent magnets can provide a maximum field of approximately 1
T, which may be enough to perturb the system. The advantage of using permanent
magnets would be in the ease of fielding, as it would require only small modifications
to the existing hardware. A higher magnetic field, requiring the use of pulsed field
coils, is a possibility for further into the future.
192 Conclusions and future work
Other plans for the future include experiments with monatomic low Z gases, the
options being Ne (Z = 10) and He (Z = 4). This will provide further insight into
radiative effects. In particular, the effects of excitation and ionisation on the shock
jump conditions should diminish as Z decreases. Molecular gas-fills also require fur-
ther study. N2 experiments showed interesting preliminary results and they should
be repeated to improve the statistics, the advantages of N2 being it is cheap and
safe to use. Other molecular options are CO2 and perhaps light hydrocarbons. Of
particular interest would be the use of a H2 fill, as it is most relevant to ICF research
and also makes up the majority of material in space plasmas. However, fielding a
H2 gas-fill would be non-trivial as it brings with it some obvious safety issues.
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