This paper considers a conceptual version of a convex optimization algorithm which is based on replacing a convex optimization problem with the root-finding problem for the approximate subdifferential mapping which is solved by repeated projection onto the epigraph of conjugate function.
however only in a few cases the estimates for the rate of convergence were obtained. The most notable case is probably algorithms of proximal point family (PPA), which use the smooth approximation of the original COP by Moreau-Yosida regularization. In this case the superlinear rate of convergence was attained both for conceptional and implementable versions of PPA [11] .
In this paper we suggest another algorithm with attractive rate of convergence at the conceptual level. It was suggested by the author in [8, 15] , but at that time only superlinear convergence for the general convex case was established. The finite convergence was demonstrated for the conical polyhedral functions only. The main attention was given to the implementable versions of the algorithm which used polytope approximations of the epigraph of the conjugate function. The following developments [16, 17] of the implementable versions concentrated on different computational details and applications of these algorithms to some specific problems. However, the positive computational experience obtained, and some new computational ideas [18, 19] which introduced additional cuts into approximation schemes for the epigraph of the conjugate functions, revived the interest into the conceptual version of the main algorithmic idea. The new approach to the study of the conjugate epi-projection algorithm resulted in the new generic estimate of the algorithm progress toward the solution, formulated in terms of directional derivatives of the conjugate function. The new analysis, based on this estimate, reported here, showed that the algorithm does not only attain superlinear rate of convergence in quite general convex case, but the rate of convergence becomes quadratic for objective functions which are slightly more general than strictly convex in a vicinity of optimal solution, and the convergence is finite when objective has sharp minimum. In all cases the convergence is global and does not require differentiability of the objective.
Notations and Preliminaries
Throughout the paper we use the following notations: E is a finite dimensional euclidean space of primal variables of any dimensionality. The inner product of vectors x, y from E is denoted as xy.
The cone of non-negative vectors of E is denoted as E + . The set of real numbers is denoted as R and
The norm in E is defined in a standard way: x = √ xx and for X ⊂ E X = sup x∈X x . This norm defines of course the standard topology on E with the common definitions of open and closed sets and closure and interior of subsets of E. The interior of a set X is denoted as int(X).
The unit ball in E is denoted as B = {x : x ≤ 1}. The support function of a set Z ⊂ E is denoted and defined as (Z) x = sup z∈Z xz. A vector of ones of a suitable dimensionality is denoted by e = (1, 1, . . . , 1). A standard simplex {x : x ≥ 0, xe = 1} with x ∈ E, dim(E) = n is denoted by ∆ E . We use the standard definitions of convex analysis (see f.i. [4] ) related mainly to functions f : E →
Further on all functions are convex in a sense that their epigraphs are convex subsets of R ∞ × E.
The sub-differential of f is well-defined and is a closed bounded convex set for all x ∈ int(dom f ). At the boundary of dom f it may or may not exists. The sub-differential of f is also upper semi-continuous as a multi-function of x when exists.
Definition 2
It is known from convex analysis that ∂f (
is called a conjugate function of f .
The key result of convex analysis is that for a closed function f which epigraph epi f is a closed set
It is also easy to see that if (epi
and the other way around:
The trivial consequence of the Definition 3 is that f
which is the key correspondence used by the conjugate epi-projection algorithm, considered further on. As the conjugate epi-projection algorithm operates in the conjugate space its convergence properties depend upon the properties of the conjugate function of the objective. Therefore we introduce some additional classes of primal functions to ensure the desired behavior of the conjugates.
Definition 4 Convex function f is called sup-quadratic with respect to a point x ∈ int(dom f ) if there exists a constant τ > 0 such that
for any g ∈ ∂f (x) and any y.
We will call τ the sup-quadratic characteristic of f at x. Notice that strongly convex functions are sup-quadratic at any x from their domains, however a function f , sup-quadratic at some x, need not to be strongly convex. A symmetric definition can be given for sub-quadratic functions.
Definition 5 Convex function f is called sub-quadratic with respect to a point x ∈ int(dom f ) if there exists a constant τ > 0 such that
for any y ∈ dom f and some g ∈ ∂f (x).
Notice that it follows from this definition that the function f , sub-quadratic at point x is in fact differentiable at this point. Of course not all functions differentiable at x are sub-quadratic.
Definitions 4 and 5 allow us to establish an important properties of conjugates functions for supquadratic primals.
Conjugate Epi-Projection Algorithm
As it was already mentioned the basic idea of the conjugate epi-projection algorithm consists in considering the convex problem (1) as the problem of computing the conjugate function of the objective at the origin:
We suggest to use for computing f ⋆ (0) the algorithm based on projection onto the epigraph epi f ⋆ . This idea demonstrates some promises for effective solution of (1) and suggests some new computational ideas.
This version of the algorithm consists in execution of an infinite sequence of iterations, which generates the corresponding sequence of points {(ξ k , 0) ∈ R × E, k = 0, 1, . . . } with ξ k → f ⋆ (0) when k → ∞. For each of these iterations it calls a subgradient oracle which for any x ∈ E computes f (x) and arbitrary g ∈ ∂f (x). Also it requires solution of nonlinear projection problem which makes the algorithm strictly speaking unimplementable. However the analysis of the algorithm demonstrate its potential and can show the ways to its practical implementations. The principal details of the iteration of the conjugate epi-projection algorithm are given on the Fig. Algorithm 1 
. For better understanding
Data: The convex function f : E → R, the epigraph epi f ⋆ , the current iteration number k and the current approximation ξ k ≤ f ⋆ (0).
Each iteration consists of two basic operations: Project and Support-Update
Project. Solve the projection problem of the point (ξ k , 0) onto epi f ⋆ :
with the corresponding solution (ξ
We demonstrate in the analysis of the algorithm convergence that f
Support-Update
Compute support function of epi f ⋆ with the support vector
where
Notice that as f is assumed to be a finite function this operation is well-defined. Finally we update the approximate solution with ξ k+1 using the relationship
which actually amounts to
The basic iteration of the conceptual conjugate epi-projection algorithm algorithm of these two operations they are illustrated on the Fig 1, 2 .
Convergence of the Algorithm 1 is confirmed by the following theorem.
Theorem 1 Let f be a finite convex function with the finite minimum f ⋆ = min x f (x) = −f ⋆ (0) and
Proof. Assume that on k-th iteration we have ξ k < f ⋆ (0) as the approximation of f ⋆ (0). According to Algorithm 1 to construct the next (k + 1-th) approximation ξ k+1 the point (ξ k , 0) ∈ R × E is to be projected onto epi f ⋆ first:
As a result the auxiliary point (ξ
for any (ξ, g) ∈ epi f ⋆ .
Conjugate variables g 
It is easy to see that ξ p k > ξ k . Indeed the opposite strict inequality ξ p k < ξ k contradicts the optimality of (ξ
⋆ , and
If
for any (µ, g) ∈ epi f ⋆ as it follows from projection conditions. Hence 0 / ∈ dom(f ⋆ ) which contradicts the assumptions of the theorem.
According to Algorithm 1 the next approximation ξ k+1 is determined from the equality
which gives the following expression for ξ k+1 :
and ξ k+1 = ξ k if and only if g k p = 0 which means that we already obtained the solution. Repeating this operation we obtain the monotone sequence ξ k , k = 0, 1, . . . such that only, and requires no specific knowledge of any specific characteristics of COP, like Lipshitz constants, strong convexity parameter or close enough starting point.
The implementation perspectives for the algorithm depend upon the possibility to produce practical version of the projection operator on epi f ⋆ . From the theoretical point of view it is easy to derive accuracy estimates for its termination so it can be finitely solved for any required accuracy. It can be used to preserve the overall rates of convergence in terms of Algorithm 1 iterations, however the resulting computational complexity requires further investigations.
