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Kurzfassung 
In der heutigen Zeit bilden Netzwerke, auf technologischer sowie sozialer Ebene, die zentralen 
Systeme in der Informationsverarbeitung. Graphen stellen mit ihren mathematischen Eigenschaften 
eine geeignete Art der Beschreibung von Netzwerken dar. Seit 1741, beginnend mit Eulers 
Königsberger Brückenproblem (Euler 1741), werden Graphen für die Visualisierung thematisiert. Mit 
Beginn der Netzwerktechnik Mitte des 20. Jahrhunderts und der Entstehung digitaler sowie sozialer 
Netzwerke wächst das Interesse an der Visualisierung von Graphen. Dies setzt sich zu Beginn des 
21. Jahrhunderts mit dem Aufbau von Firmennetzwerken und deren steigender Komplexität fort. 
Verschiedene Bereiche wie Psychologie, Mathematik, Kunst, Mensch-Maschine-Systemtechnik und 
Mediengestaltung beeinflussen die Ausprägung der Visualisierung von Graphen. Insbesondere 
psychologische Aspekte der visuellen Wahrnehmung und der kognitiven Leistung bilden die 
Grundlage zur Gestaltung von Graphen. 
Netzwerke beinhalten einen hohen Informationsgrad für den Rezipienten. Am Beispiel komplexer 
Firmennetzwerke stellt sich die Herausforderung nach einer effizienten und individuellen Exploration. 
Aktuelle Lösungen in Form von Tabellen und Datenbankabfragesprachen erzeugen eine hohe 
kognitive Last des Nutzers. Die Darstellung von Netzwerken in Graphen unterstützt den Nutzer in der 
Erfassung des Kontexts. Aktuelle Visualisierungskonzepte für Graphen bieten nur geringe 
Möglichkeiten der individuellen Exploration. Dies resultiert in einem „Lost-in-Context“-Effekt und einer 
erhöhten kognitiven Last. 
Das Visualisierungs- und Interaktionskonzept dieser Arbeit ermöglicht die Reduktion des „Lost-in-
Context“-Effekts sowie der kognitiven Last. Dieser Forschungsansatz der Arbeit lässt sich dazu in 
drei Betrachtungsbereiche unterteilen: das Gedächtnismodell zur visuellen Kognition, das globale 
Strukturmittel und die lokalen Strukturmittel der graphenbasierten Exploration. Im Bereich der 
visuellen Kognition wird als Grundlage das Gedächtnismodell von Kosslyn diskutiert und adaptiert. 
Diese Adaption für die graphenbasierte Exploration zeigt die Verwendung von mentalen Karten des 
Nutzers. Dies basiert auf der Identifikation von semantischen und numerischen Werten der 
wahrgenommenen Objekte. 
Das globale Strukturmittel „Multi-Level-of-Detail“-Konzept basiert auf der Abbildung semantischer 
und numerischer Eigenschaften von wahrgenommenen Objekten auf eine mentale Karte. Das 
Gedächtnismodell von Kosslyn wird für die graphenbasierte Exploration angepasst und stellt die 
Grundlage für diese Abbildung dar. Das globale Strukturmittel ermöglicht dem Nutzer, parallel 
mehrere Detailstufen in der Graphvisualisierung zu erzeugen und individuell zu manipulieren. Dies 
reduziert die kognitive Last während der graphenbasierten Exploration. Die Einführung des globalen 
Strukturmittels fordert die Betrachtung lokaler Strukturmittel zur visuellen Wahrnehmung und 
Gestaltung des Graphen. 
Im Bereich der lokalen Strukturmittel werden die verschiedenen graphischen und interaktiven Mittel 
zur graphenbasierten Exploration diskutiert. Vor dem Hintergrund des aufgestellten 
Gedächtnismodells sowie den Grundlagen der Gestaltgesetze wird ein Baukasten visueller Elemente 
zur Gestaltung von Graphen betrachtet. Dieser wird durch die Diskussion der Eigenschaften der 
Graphobjekte, zum Beispiel: Position, Größe, Form, Clustern und Bündeln, beeinflusst. 
In einer prototypischen Umsetzung des Konzepts wird, im Vergleich zu Tabellen und 
Datenbankabfragesprachen, am Beispiel eines komplexen Firmennetzwerks die Reduktion der 
kognitiven Last gezeigt. Die Evaluation der kognitiven Last erfolgt mittels des NASA-TLX. In einem 
„Within-Subject“ Experiment werden Experten zu dem Konzept befragt. Dieses zeigt, dass im 
Vergleich zu aktuellen Graphdarstellungen eine Reduktion des „Lost-in-Context“-Effekts eintritt. 
Zusätzlich konnte gezeigt werden, dass nicht alle gestalterischen Mittel der lokalen Strukturmittel, im 
Vergleich zu aktuellen Lösungen und Konzepten, eine Verbesserung brachten. 
Die zentralen Aspekte des eingeführten Konzepts zeigen die Verwendung von mentalen Karten 
während der graphenbasierten Exploration komplexer Netzwerke. 
  
   
Abstract 
Today networks store technical and social information. Graphs are a well-known structure to explain 
networks and the mathematical properties. Since Euler introduced graphs in 1741 to solve the 
Königsberg bridge problem graph concepts are explored in visualization topics. Complexity of 
networks originates in beginning of the 21st century. In spite of this complexity the interests in 
visualizing networks occur. Different research areas, such as mathematics, psychology, information 
visualization and art have focused on graphs. The nature of visualizing graphs is caused in visual 
perception and implies cognitive load as discussed by psychologists like Kosslyn and Broadbent 
(Broadbent 1982). Networks contain a high density of information that the user wants to explore. 
Regarding complex networks, the research question focus on efficient and individual exploration of 
graphs. 
Current solutions and concepts like tables and data query languages require a high cognitive load for 
the exploration of complex networks. Graph visualization of networks support the user in visual 
cognition. The shortcoming of those graph visualizations is about individual exploration. This leads to 
high cognitive load and a “Lost-in-Context”-effect. 
The introduced visualization and interaction concept reduces the cognitive load and the “Lost-in-
Context”-effect. The hypothesis is discussed in three research contributions: the mental model for 
visual cognition regarding graph based exploration, a global design method as well as local design 
methods. 
The research contribution in visual cognition revises the memory model of Kosslyn. This model is 
extended to support mental maps in graph-based exploration. This extension adopts semantic and 
numeric values of the object identification process. 
The global design method “Multi-Level-of-Detail“-concept consists of multiple parallel existing 
Levels-of-Detail in one graph visualization and enables the reduction of cognitive load. Semantic 
values of the perceived objects are stored in the mental maps and affect the reduction of cognitive 
load during graph-based exploration. The discussion of the global design method requires the 
discussion of local design methods. 
The local design methods emerge graphical and interactive methods focusing on graph based 
exploration. These methods assume that semantic values are stored in memory and used by the 
subsystems of the proposed memory model. This is influenced by the properties of the graph 
objects, e.g. shape, position, clustering or bundling. 
A prototypical implementation shows the use case of a complex company network. The NASA-TLX 
is chosen for validation of the reduction of cognitive load. This evaluation is between tables, data 
query languages and the proposed concept in a “within-group” design. The result leads to a 
reduction of the “Lost-in-Context”-effect compared with zoom able user interfaces and other graph 
visualizations. Additionally, not all local design methods improve the user experience. 
The main aspects of the proposed concept are validated. The concept determines that these design 
methods create a set of visual elements for graph-based exploration. The introduced memory model 
and the design methods evolve from the mental maps during graph based exploration. 
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Hinweise zu Zitaten und Formulierungen 
Die vorliegende Arbeit verwendet die folgenden Zitierungs- und Formulierungskonventionen zur 
Kennzeichnung von inhaltlichen Aspekten. 
- Begriffe und Titel, welche von anderen Autoren übernommen wurden, werden mit den 
deutschen Anführungszeichen „“ umrahmt. 
 
„Metaphernproduktion“ 
 
 
- Direkte Zitate sind in den deutschen Anführungszeichen gesetzt und zusätzlich kursiv. Die 
Rechtschreibung innerhalb der Zitate bleibt unverändert zur Quelle. Zitate innerhalb von 
Zitaten werden durch einfache Anführungszeichen ‚’ gekennzeichnet. 
 
„In der Wahrnehmung können wir nur einige strukturelle Relationen der Außenwelt erkennen, 
nicht jedoch die Trägerelemente dieser Relationen selbst.“ (Mausfeld 2006, S. 100) 
-  
 
- Bezeichnungen, Betonungen und im übertragenen Sinne verwendete Begriffe werden 
typografisch mit französischen Anführungszeichen »« gekennzeichnet. 
 
»Flaschenhals« 
 
 
- Beschriebene Fachausdrücke und Definitionen sind kursiv hervorgehoben und gegenüber 
dem Fließtext ausgerückt. 
 
„Die Menge an Objekten und Relationen in einem Graphen, welche in der Wahrnehmung 
die kognitive Leistung überschreitet, um Zusammenhänge zwischen Details und Kontext 
zu erfassen und zu verarbeiten.“ 
 
 
- Die Bezeichnungen der entwickelten Konzepte werden als Eigennamen aufgefasst. Sie sind 
mit deutschen Anführungszeichen und Bindestrich abgesetzt. 
 
„Multi-Level-of-Detail“-Konzept oder „m-LoD“-Konzept 
 
 
- Variablen und deren Bezeichner sind innerhalb des Fließtexts halbfett, kursiv und mit einer 
anderen Schriftart hervorgehoben. 
 ! ! !!!!! 
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1 Einleitung 
1.1 Historie der Graphvisualisierung 
Während die Ursprünge von Diagrammen auf eine Publikation von William Playfair zurückgehen, ist 
die Entstehung von Graphen weitgehend unbekannt (Playfair 1786). Ein oft verwendetes Beispiel für 
den Ursprung der Graphen(-theorie) ist die Arbeit von Euler (Euler 1741). Dies ist auch durch die 
Arbeiten von König und Biggs et al. ausgeführt (König 1936; Biggs et al. 1976). Jedoch sind 
Graphen bereits Jahrhunderte vor Euler aufgetreten, und es ist bekannt, dass sich Euler selbst nur 
im geringen Maß mit Graphen beschäftigt hat. Eine Verbreitung von Graphen begann erst 
Jahrzehnte später in verschiedenen Domänen. 
Der Begriff „Graph“ geht auf das griechische Verb „gráfein“, zeichnen beziehungsweise 
schreiben“ zurück. Das Nomen „Graphie“ bezeichnet die Schreibung an sich. In weiteren 
Verwendungen wird es als Beschreibung oder Darstellung (Biographie – Lebensbeschreibung), 
sowie in wissenschaftlichen Fachgebietsbezeichnungen als Kunde (Geographie) genutzt. Auch die 
Assoziation zu Personen und Objekten ist geläufig (Stenograph, Seismograph). Eine visuelle 
Abstraktion von Graphen entstand erst in den letzten 150 Jahren. Hingegen wurden geometrische 
Zeichnungen, welche einem Graphen ähnlich sind schon länger verwendet. Ein Beispiel ist das Spiel 
Mühle (vgl. Murray 1952), welches einen Graphen als Spielplan besitzt (siehe Abb. 1). 
 
Abb. 1: Spielplan von Mühle mit Graph als Grundlage (Murray 1952) 
Parker weist in seiner Arbeit darauf hin, dass die frühesten Nennungen in die Zeit Ramses I. (1400 
bis 1366 v. Chr.) zurückgehen (Parker 1909). Eine weitere Darstellung von Graphen sind 
Stammbäume (siehe Abb. 2). Die frühesten überlieferten Beispiele sind von Klapisch-Zuber 
beschrieben und abgebildet (Klapisch-Zuber 1991). Die Abb. 3 zeigt die Darstellung eines K12-
Graphen (12 Knoten, jeder mit jedem verbunden). 
Den Übergang vom antiken, mittelalterlichen Verständnis und Nutzen eines Graphen hin zum 
modernen Graphen und dessen abstrakter Darstellung von Informationen und Zusammenhängen 
markiert Euler mit dem Königsberger Brückenproblem (Euler 1741, S. 128f). Jedoch ist dies nicht 
der Beginn der Graphvisualisierung. Euler selbst bekundete kein Interesse an diesem Gebiet, wie 
durch den ersten Absatz in seiner Arbeit gezeigt wird – er zitiert Leibniz’ Vision einer neuen Art der 
Geometrie ohne Werte und Skalen. Euler beschreibt mit „Knights Tour“ (siehe Abb. 4) ein ähnliches 
Problem auf einem Schachbrett (Euler 1759, S. 310f). Dabei wird die Figur des Springers so über 
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das Schachfeld bewegt, dass sie jedes Feld einmal betritt und am Ende wieder am Ausgangspunkt 
steht. Zwölf Jahre danach überführte Vandermonde dieses Problem in einem Graphen 
(Vandermonde 1771, S. 556f). 
 
Abb. 2: Stammbaum aus der Herzog August Bibliothek, Wolfenbüttel (Chronica regia coloniensis 1150, S. 226) 
 
 
Abb. 3: K12-Graph von Juan de Celaya (Murdoch 1984, S. 65) 
Seit dem späten 18. Jahrhundert erschienen immer wieder neue Formen von Graphvisualisierungen 
aus unterschiedlichen Domänen (vgl. Listing 1848, Hamilton 1859 und Cayley 1857). Neben der 
Mathematik bedienten sich andere Wissenschaften wie die Chemie (vgl. Hauy 1784) und Genetik (vgl. 
Brown 1864) der Graphvisualisierung. 
Die visuelle Analyse komplexer, vernetzter Systeme, wie zum Beispiel Computernetzwerke, soziale 
Netzwerke oder Netzwerke von Genen, hat in der heutigen Zeit Einfluss auf die Graphvisualisierung. 
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Ein Netzwerk beschreibt formal die Struktur und Eigenschaften von Knoten und Kanten. Graphen 
werden in der vorliegenden Arbeit als visuelles Mittel zur Darstellung von Netzwerken verwendet. 
 
Abb. 4: Problem „Knights Tour“ auf einem Schachbrett (Vandermonde 1771, S. 556) 
Die Zeit der komplexen Netzwerkstrukturen und Informationen beginnt gemäß dem Artikel „Science 
and Complexity“ von Weaver mit der Periode der „Probleme der Einfachheit“ (vgl. Weaver 1991, 
S. 449). Es werden Auswirkungen von einer Variable auf eine andere betrachtet. In einer zweiten 
Phase, der „Probleme der desorganisierten Komplexität“, werden mehrere Variable, welche 
chaotisch miteinander reagieren, betrachtet. Diese Phase ist geprägt durch die Arbeit von Moreno. 
Er bildet soziale Strukturen in Netzwerken ab (Moreno 1933). Als abschließende Phase beschreibt 
Weaver die seit dem Jahr 1950 andauernde Phase der „Probleme der organisierten Komplexität“, in 
der die Einflüsse sowie ihre Verbundenheit untereinander bekannt sind. Dieses Bewusstsein der 
Komplexität bedarf neuer Denkweisen, Interaktionen, Visualisierungen und einem pluralistischen 
Verständnis der Systeme sowie der Vorstellung der weiteren Struktur und dem verschlungenen Netz 
von Verbindungen bis hin zu seinen atomaren Strukturen. Es bedarf eines ganzheitlichen 
Systemansatzes: dem „Netzwerkdenken“ (vgl. Weaver 1991, S. 454f). 
Netzwerke sind nicht nur eine omnipräsente Struktur, sondern auch ein Symbol von Autonomie, 
Flexibilität, Kollaboration und Vielfältigkeit. Das junge Alter des Internets ist durch seine heutzutage 
vorherrschende Bedeutung unbewusst. Wie in einem Netzwerk aus Neuronen haben einzelne 
Knoten kaum eine Bedeutung, jedoch in der Summe bilden sie ein wesentliches System. Durch ihre 
nicht-hierarchische Struktur stellen sie eine quasi demokratische Basisform dar. Wenn sich 
geographische Orte überbrücken lassen und Kommunikationsgeschwindigkeit kein Hindernis ist, so 
entsteht eine unbegrenzte facettenreiche Zusammenarbeit. Diese Ansätze zeigen sich auch im 
21. Jahrhundert in der Netzwerkbildung und Analyse, welche durch die stetig steigende Vernetzung 
und die Abbildung sozialer Interaktion weiter gesteigert wird. Das Netzwerkdenken bildet eine 
alternative Sicht auf das zu analysierende System. In der heutigen Zeit agieren und leben wir in 
Netzwerken, daher ist es nur logisch, in Netzwerken zu denken. 
Das 21. Jahrhundert ist vor allem durch die Informationstechnologien und die Verknüpfung von 
Daten geprägt. Die entstandene Vernetzung über verschiedene Bereiche ist global verbreitet. Dies 
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wird in den Arbeiten von Salmen et al. belegt (Salmen et al. 2013a; Salmen et al. 2013b). Salmen et 
al. beschreiben die Kollaboration von Firmen als virtuelle Unternehmen. In diesem Zusammenhang 
wird der Graph als Darstellungsmethode erneut aufgegriffen. Visualisiert werden vor allem komplexe 
Datenstrukturen, Firmennetzwerke und Beziehungen aus verschiedensten Domänen. Die 
Mathematik selbst verwendet Graphen um Verfahren der Optimierung, Reduktion oder Ersetzung zu 
veranschaulichen. Die Biologie und Genetik benutzen Graphen als Mittel zur visuellen Beschreibung 
von Abhängigkeiten einzelner Gene innerhalb der Entwicklung von Organismen sowie deren 
Auswirkungen auf bestimmte Organe oder Strukturen. Graphen unterstützen im Weiteren abstrakte 
Darstellungen von Modellen und Abhängigkeiten in der Softwareentwicklung, wie zum Beispiel in 
Klassen- oder Ablaufdiagrammen. Beziehungen zwischen einzelnen Menschen und Gruppen sind 
Thema der Soziologie und Psychologie, welche die Eigenschaften und Dynamik dieser Verbindungen 
in Graphen abbilden, um Schlüsse über Gruppenbildungen und Beziehungsgeflechte zu ziehen. 
Beachtenswert sind die Bereiche Wirtschaft, Finanzen und Logistik, welche die Interaktion und den 
Transfer von Gütern zwischen verschiedenen Positionen, Standorten und Prozessen beinhalten. 
Diese Bereiche nutzen entsprechende Visualisierungen von Graphen zur Veranschaulichung von 
Engpässen und anderen Eigenschaften des Netzwerks. 
Die grundlegende Intention bei der Verwendung eines Graphen als Visualisierungsmittel ist stets die 
Erschließung von Wissen über das Netzwerk, d.h. die Extrapolation von Eigenschaften und 
Zuständen. Der Erwerb dieses Wissens wird mittels Exploration und Analyse von Graphen realisiert. 
Im Zeitalter der Informationsvisualisierung steigt stetig das Interesse an vernetzen Abbildungen, wie 
sie ein Graph verkörpert (Chen 1999). Mit diesem Interesse fließen weitere Faktoren aus den 
Bereichen Design und Gestaltung in die visuelle Abbildung von Netzwerken als Graphen ein (Ware 
2000). Soziale Netzwerke stellen ein zentrales Beispiel für die Komplexität und das Interesse dar und 
motivieren zur kritischen Auseinandersetzung mit der Darstellung, Wahrnehmung und Interaktion mit 
komplexen Netzwerken und Datenstrukturen (Batagelj 1998). Die Verwendung von Graphen als 
Darstellungsmittel zur Exploration verbindet die Visualisierung mit der Interaktion. Aufgrund der 
Beziehungen zwischen Graphobjekten, semantisch wie auch visuell, wirkt sich die Manipulation eines 
Graphobjekts stets auf die direkt benachbarten Graphobjekte aus. Jede visuelle Darstellungsform 
beinhaltet stets eine oder mehrere Perspektiven, welche Einfluss auf die Interpretation und die 
Wissensgewinnung haben. Im visuellen Bereich besitzt die „Farbperspektive“ nach Groh einen 
Einfluss auf die visuelle Darstellung (vgl. Groh et al. 2005). Hintergrund dieses Einflusses ist die 
Verwendung von Farben in Graphen zur Bewertung und Unterscheidung von Granularitäten, 
Wertigkeiten, Objekten oder Gruppen. 
1.2 Anwendungsfall 
Als repräsentativer Anwendungsfall wird in dieser Arbeit der Bereich der Wirtschaft mit der 
Exploration eines Firmennetzwerks herangezogen. Im heutigen 21. Jahrhundert arbeiten viele Firmen 
zusammen und es werden Plattformen für diese Kooperationen angeboten. Ziel dieser Plattformen 
ist ein gesicherter Austausch von Wissen, Angebot, Nachfrage und die Abwicklung von 
Transaktionen. Die Firma Ariba1 bietet eine derartige Lösung an und etabliert weltweit das größte 
                                                       
1 Die Firma Ariba betreibt ein Netzwerk, welches Firmen die wirtschaftliche Zusammenarbeit erleichtert. 
   21 
Firmennetzwerk. Die »Erkundung« geschieht über verschachtelte Tabellen und das Vorwissen von 
Beziehungen. Dabei werden als Ergebnisse große Tabellen und Listen dargestellt, welche dem 
Nutzer nur einen Bruchteil der Informationen liefern. Zur Erreichung der Antwort auf die Frage des 
Nutzers bedarf es weiterer Explorationsschritte und Anfragen an das System. Diese fordern beim 
Nutzer zusätzliche kognitive Aufwände. Diese entstehen durch das aktiv verbinden von Daten aus 
den Tabellen und Anfragen innerhalb des komplexen Systems. 
Das Netzwerk des Anwendungsfalls beinhaltet Firmen, die mit verschiedenen Werten beschrieben 
sind (zum Beispiel Name, ID, Firmensitz). Weiterhin werden Relationen !!"!!"#$%&'!!"#  und !!"!!"#$%&'(!!" in der Datenstruktur verwendet. Diese Datenstruktur wird als Graph in der SAP 
HANA AIS2 Graphdatenbank abgelegt. Der Fokus einer Graphdatenbank liegt in der Beschreibung 
der Knoten und Relationen. Die Mächtigkeit des Datensatzes für den Anwendungsfall beträgt 3000 
Knoten und 8000 Relationen. 
Die Anforderungen eines Nutzers bestehen in der Erfassung von Details, Relationen, Vergleichen und 
der Herstellung von Zusammenhängen aus den vorliegenden Daten. Die Annahme ist, dass der 
Nutzer bereits Wissen über den Prozess des Kaufs und Verkaufs von Software hat. 
Der Nutzer beginnt die Exploration des Netzwerks stets mit einer konkreten Frage, zum Beispiel: 
Welche Firma hat die meiste Software von SAP gekauft? Das System stellt eine entsprechende 
Antwort dar, sei es ein einzelner Wert oder ein Graph. Daran schließen sich weitere Fragen seitens 
des Nutzers an: Wie entstand der Verkauf von Software an die Firma X?, Welche Firmen haben die 
Software Y gekauft? oder Welche Zusammenhänge führten zum Verkauf der Software Y an die Firma 
X? Aus diesen Fragen lassen sich die Aufgaben sowie der Typ des Nutzers (siehe Abschnitt 5.1 
Definition Persona) beschreiben. Die damit verbundene Exploration beginnt mit der Detailantwort und 
setzt sich fort in der »schrittweisen Erschließung« der Umgebung.  
 
Abb. 5: Prozess zur graphenbasierten Exploration mit verschiedenen „Levels-of-Detail“ (LoD) 
Der Prozess dieser graphenbasierten Exploration ist in Abb. 5 dargestellt und beinhaltet die 
Verbindung verschiedener Ergebnisse der Anfragen zur Gewinnung von Wissen. Dieser Prozess der 
                                                       
2 „SAP ist führender Anbieter von Unternehmenssoftware mit Stammsitz in Walldorf. Seit der Gründung im Jahr 1972 hat sich 
SAP durch Innovation und Wachstum zum führenden Anbieter von Unternehmenssoftware entwickelt. Mehr als 253.500 
Kunden weltweit sind dank der Anwendungen und Services von SAP in der Lage, rentabel zu wirtschaften, sich ständig neuen 
Anforderungen anzupassen und nachhaltig zu wachsen.“ (Business Technology Days 2014) 
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graphenbasierten Exploration steht im Gegensatz zu Shneidermans „Visualization Mantra“, welches 
vom Kontext zur Erschließung von Details führt (vgl. Shneiderman 1996, S. 336). 
Das in dieser Arbeit beschriebene Visualisierungs- und Interaktionskonzept zur graphenbasierten 
Exploration bietet zusätzlich zu dem von Shneiderman verwendeten Interaktionen und 
Visualisierungen, wie zum Beispiel Zoom, Pan, Detail- und Kontextsicht, weitere Möglichkeiten den 
Nutzer zu unterstützen und zu leiten sowie die Freiheit der individuellen Exploration. 
1.3 Motivation 
Die Geschichte der Graphvisualisierung zeigte, dass stets verknüpfte Daten von Netzwerken in 
einem Graphen visualisiert werden. Der Graph als visuelle Darstellungsform erleichtert dem Nutzer 
die Interpretation der Daten durch ihre Aufbereitung mittels Formen, Farben, Position von Objekten 
und Beziehungen. Diese Aufbereitung kann kontextabhängig nach den Bedürfnissen des Nutzers 
geschehen. Im Vergleich zu Listen oder Textdokumenten ist in einem Graphen ein schnellerer 
Vergleich zwischen verschiedenen Daten möglich. Die Abb. 6 zeigt eine Darstellung von Daten des 
Anwendungsfalls in einer Tabelle. Wie zu erkennen ist, kann nur ein Teil der Daten erfasst werden. 
 
Abb. 6: Datenbankanfrage und Tabelle einer aktueller Anwendungen (am Beispiel der SAP HANA AIS, Abbildung 
zeigt das Webinterfaces einer SAP HANA AIS Datenbank) 
Aktuelle Lösungen, wie Tabellen und Listen, stellen eine hohe kognitive Herausforderung an den 
Nutzer zur Beantwortung der an das Netzwerk gestellten Fragen. Graphen hingegen bieten die 
Möglichkeit der Repräsentation von Relationen in einer Darstellung und vermitteln auf diese Weise 
implizit zusätzliches Wissen. Die vorhandenen Verbindungen im Graphen reduzieren die „kognitive 
Last“ des Nutzers. Im Bereich der Exploration und der Verbindung von verschiedenen Detaillösungen 
stellt sich folgende Herausforderung: Der Nutzer bewertet die Antworten unterschiedlich in seiner 
Bedeutung und stellt diese zueinander in Beziehung (zusätzlich zu den vorhandenen Relationen des 
Datensatzes). Aktuelle Graphvisualisierungen bieten keine Möglichkeit, um mehrere Detailstufen 
parallel abzubilden. Dies führt zu einer hohen kognitiven Last des Nutzers, um mehrere Detailstufen 
inhaltlich zu verbinden. Weiterhin entsteht in aktuellen Systemen, wie Tabellen, Listen oder 
Graphvisualisierungen, die Bearbeitung der gestellten Aufgaben zu einem „Lost-in-Context“-Effekt. 
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Die Projektion des Netzwerks auf eine Graphenstruktur ermöglicht ergänzend die Nutzung von 
Eigenschaften der Graphvisualisierung. Zu Beginn und während der Exploration des Graphen gilt es, 
den Nutzer zu leiten und in der Beantwortung seiner Fragen an das Netzwerk zu unterstützen. Dies 
wird die Visualisierung des Graphen entscheidend prägen. Als wesentliche Herausforderungen in 
einer graphenbasierten Exploration, als komplexe Darstellung von Daten eines Netzwerks, gelten vor 
allem: der „Lost-in-Context“-Effekt, die hohe kognitive Last, die Beschreibung frei definierbarer 
Sichten zwischen Detail und Kontext sowie die konsistente Darstellung und Interaktion mit den Daten. 
Zoomable User Interfaces (ZUI) sind ein weitverbreitetes Mittel, um in großen Informationsräumen zu 
navigieren und deren Inhalte zu erschließen. Es wird dabei jeweils ein bestimmtes „Level-of-
Detail“ (LoD) für die Darstellung a) der Kontextsicht, b) der Detailansicht oder c) einer 
dazwischenliegenden Stufe gewählt. Dies gliedert den »Betrachtungsraum« in verschiedene Intervalle. 
Wesentlich für die Konzeption der Visualisierungen ist, dass die Orientierung und Aggregation von 
Detail und Kontext beim Wechsel zwischen den Intervallgrenzen nicht verloren geht. 
Während der Benutzung eines aktuellen ZUI entsteht ein visueller Bruch zwischen Kontext und Detail. 
Befindet sich der Nutzer in der Detailansicht, so ist das benachbarte LoD nur noch partiell zu 
erkennen. Dies gilt ebenfalls für alle Mittelsichten und deren benachbarte LoDs. Im Überblick sind 
Details wenig bis gar nicht zu erkennen oder wurden stark abstrahiert. Damit geht die Aggregation 
der Detailinformation im Kontext verloren. Einzelne Systeme, die einen stufenlosen Übergang 
realisieren, ermöglichen jedoch nur die exakte Betrachtung der Aggregationen zwischen 
benachbarten LoDs. Somit entsteht beim Benutzer der „Lost-in-Context“-Effekt. Dies stellt die 
Herausforderung der Navigation innerhalb der Detailsicht mit Bezug zur Kontextsicht. In aktuellen 
Konzepten fehlt in der Detailansicht die Darstellung des Kontexts und in der globalen Sicht die 
Darstellung der Details. Damit gehen auch die individuellen Interessen des Nutzers an bestimmten 
Sichten verloren. Die Navigation zwischen diesen Sichten wird durch die „mentalen Karten“ des 
Nutzers unterstützt. Sie beschreiben die Repräsentation strukturierter kognitiver Informationen, 
welche ein Nutzer bei der Betrachtung eines Layouts eines Graphen innerlich im Gedächtnis erzeugt 
(vgl. Diehl et al. 2002, S. 23), (siehe Abschnitt 2.3, S. 32). In Bezug auf die visuelle Kognition ist die 
Herausforderung, dass der Nutzer in der Verwendung der mentalen Karten in aktuellen Systemen 
nicht oder nicht hinreichend unterstützt wird. Aus Sicht der Interaktion besteht die Herausforderung 
darin für die visualisierten Datenmengen entsprechende Aktionen, Gesten, Metaphern und 
Visualisierungen bereitzustellen. Dies bezieht sich auf die Aggregation, die Wahl von Repräsentanten 
oder die Filterung. 
Der Nutzer erschließt sich den Inhalt des Netzwerks durch verschiedene Sichten. Die Sichten als 
Visualisierung der Daten bilden für den Betrachter Informationen über das Netzwerk. Der Graph 
bildet die Sichten auf das Netzwerk ab, während die graphenbasierte Exploration die 
Interaktionsformen und Visualisierungen in ihrer Wechselwirkung darstellt. Die zentralen 
Herausforderungen in aktuellen Systemen sind: 
- Die Änderung der Sicht durch den Standpunkt des Nutzers zu einem Graphen 
- Die erweiterte Interaktion zur Unterstützung des Nutzers 
- Die Betrachtung der kognitiven Last sowie die Reduktion des „Lost-in-Context“-Effekts 
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Im Gegensatz zu einer Listendarstellung (siehe Abb. 6) ermöglicht es ein Graph, mehr Wissen über 
denselben Datensatz zu erfassen (siehe Abb. 7). In dem Prozess der Erfassung der Informationen im 
Graph haben drei Graphobjekte eine Rolle: die Knoten, die Kanten und die Beschriftungen. Alle drei 
Graphobjekte haben jeweils einen unterschiedlichen Einfluss auf das Visualisierungs- und 
Interaktionskonzept. Der wesentliche Unterschied zu einer Listendarstellung wird durch die Kanten, 
welche eine Relation zwischen zwei Objekten beschreiben und dementsprechend zusätzliche 
Informationen für den Nutzer generieren, in einem Graphen gebildet. Darüber hinaus sind zusätzliche 
Eigenschaften des Netzwerks direkt ablesbar, welche im Gegensatz zu Tabellen, eine erneute 
Verknüpfung oder Anpassung der Ergebnisdarstellung notwendig machen. Diese erneute 
Verknüpfung erfordert eine zusätzliche „kognitive Leistung“ des Nutzers. 
 
Abb. 7: Graphvisualisierung mit Tool Gephi Version 0.8.2-beta (Gephi 2014) 
Ein Graph bietet dem Betrachter die Möglichkeit, eine Kontextsicht einzunehmen sowie Details von 
einzelnen Graphobjekten zu betrachten. Diese Sichtweisen erleichtern die Identifikation von 
Eigenschaften des abgebildeten Netzwerkes. Im Folgenden sind motivierende Faktoren für die 
Verwendung von Graphen sowie die graphenbasierte Exploration gruppiert: 
Allgemein 
- Graphen nutzen die Eigenschaften der visuellen Wahrnehmung 
- Wechselwirkungen zwischen Graphobjekten sind durch die Visualisierung erkennbar 
- Alle Objekte sind zum selben Zeitpunkt wahrnehmbar und vergleichbar  
- Der Nutzer hat einen Überblick über die Wertigkeit aller Objekte 
Kontext- und Detailsicht 
- Stets Kontext- und Detailansichten möglich 
- Daten werden aufbereitet dargestellt, dadurch wird weniger kognitive Leistung bei der 
Erfassung benötigt 
- Graphen bilden Beziehungen zwischen Objektgruppen ab  
- Bewertung der Beziehungen (Größe, Einfluss, Wertigkeit) 
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Knoten und Datentypen 
- Verschiedenen Datentypen und Attribute können parallel dargestellt und wahrgenommen 
werden 
- Alle Objekte des Kontexts können (teilweise abstrakt) dargestellt werden 
- Relationen zwischen Objekten werden implizit dargestellt 
Darstellungsformen 
- Zeitabhängigkeiten (Historie) 
- Verschiedene Perspektiven  
Interaktion 
- Nutzerdefinierte Interaktion 
- Interaktion zeigt stets Auswirkung auf das gesamte Netzwerk 
Im Zusammenhang mit dem letzten Punkt sei auf den Anwendungsfall verwiesen, welcher die 
Exploration komplexer Firmennetzwerke ermöglicht. Die Exploration erfolgt dabei in folgenden 
Schritten: Der Nutzer beginnt mit einer Anfrage an das System, ohne den gesamten Kontext zu 
kennen und erhält eine spezifische Detailantwort. Der Graph stellt dem Nutzer implizit Wege (die 
Beziehungen zwischen Graphobjekten) zur Erschließung des Kontexts bereit. Die freie Exploration 
erfolgt entlang der Graphobjekte. Der Nutzer ist in der Lage verschiedene Zustände und gewonnene 
Informationen an selbst gewählten Orten auf dem Bezugssystem per »Drag’n’Drop« abzulegen. 
Die Interaktion basiert auf der Intention des Nutzers ein Ziel zu erreichen. In dem Bereich der 
„Mensch-Maschine-Systemtechnik“ (vgl. Timpe et al. 2002) werden zur Exploration von 
Informationen verschiedene Aufgaben definiert. Die Ergebnisse der Aufgaben stellen das Ziel des 
Nutzers dar. Diese Aufgaben untergliedern sich in „High-Level-Aufgaben“ (zum Beispiel: der 
Vergleich von Eigenschaften, Erkennen von Duplikaten) und „Low-Level-Aufgaben“ (zum Beispiel: 
Clustern, Korrelieren) (vgl. Lee et al. 2006, S. 2), (siehe Abschnitt 2.5 zur Definition von Aufgaben für 
die graphenbasierte Exploration). 
1.4 Zielstellung 
Das Ziel dieser Arbeit ist es zu zeigen, welchen Einfluss die Parameter eines Visualisierungs- und 
Interaktionskonzepts zur graphenbasierten Exploration auf die „mentalen Karten“ eines Nutzers 
besitzen. Weiterhin wird dargelegt, wie globale und lokale Strukturmittel für einen Baukasten visueller 
Elemente die kognitive Last und den „Lost-in-Context“-Effekt reduzieren. Diese Zielstellung lässt sich 
in drei Diskussionsbereiche gliedern: 
1. Kognition: ein Gedächtnismodell zur Unterstützung während der graphenbasierten 
Exploration komplexer Netzwerke 
2. Globales Strukturmittel: zur Reduktion der kognitiven Last und des „Lost-in-Context“-Effekts 
in der graphenbasierten Exploration komplexer Netzwerke 
3. Lokale Strukturmittel: ein Baukasten visueller und interaktiver Elemente für die 
graphenbasierte Exploration komplexer Netzwerke 
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In Zusammenhang mit dem Anwendungsfall ergeben sich für die vorliegende Arbeit folgende 
Forschungsfragen zur Diskussion: 
1. Wie wird ein „visuell-kognitives“-Modell zur Abbildung mentaler Karten gestaltet? 
2. Wie werden „mentale Karten“ in der graphenbasierten Exploration unterstützt? 
3. Wie wird die „kognitive Last“ bei der graphenbasierten Exploration reduziert? 
4. Wie wird der "Lost-in-Context"-Effekt bei der graphenbasierten Exploration reduziert? 
5. Welche globalen und lokalen Strukturmittel unterstützen die graphenbasierte Exploration in 
der Visualisierung und Interaktion? 
6. Wie wirken sich visuelle und interaktive Elemente auf die Bedeutung und Wahrnehmung des 
Graphen aus? 
Die gewonnenen Erkenntnisse aus den gestellten Forschungsfragen werden durch eine 
prototypische Umsetzung unter Verwendung des Anwendungsfalls validiert und mit bestehenden 
Konzepten verglichen. 
1.5 Gliederung 
Die vorliegende Arbeit gliedert sich, im Anschluss an Kapitel 1, wie folgt (siehe Abb. 8). 
 
Abb. 8: Gliederung der Arbeit mit den Kapiteln 1 bis 8 sowie deren Abschnitten mit dem Einfluss auf die Hypothesen, 
welche in dem Gedächtnismodell und den Strukturmitteln umgesetzt sind 
In Kapitel 2 (Grundlagen) werden die Forschungsbereiche, die einen Einfluss auf die graphenbasierte 
Exploration besitzen aufgeführt. Der Fokus in diesem Kapitel liegt auf der visuellen Kognition, der 
Gestaltpsychologie und der Graphenexploration. Die weiteren Inhalte des Grundlagenkapitels, 
Metaphernbildung, Perspektivität und Graphästhetik, bauen auf diesen auf. 
Das Kapitel 3 (Stand der Forschung und Technik) gibt einen Überblick über aktuelle Konzepte und 
Systeme im Bereich der Exploration von Graphen. Zunächst werden Graphen definiert und 
mehrstufige Explorationssysteme betrachtet. Daraus leiten sich Interaktionskonzepte aktueller 
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Systeme mit einer Betrachtung von Graphlayoutalgorithmen ab. Abschließend wird die 
Unterstützung der Kognition in aktuellen Konzepten betrachtet. 
Die Folgerungen aus den Grundlagen und dem Stand der Forschung und Technik werden in Kapitel 
4 (Hypothese zur graphenbasierten Exploration) zusammengefasst. Daraus resultiert eine zentrale 
Hypothese, welche in die drei Diskussionsbereiche der Zielstellung gegliedert wird und die einzelnen 
Forschungsansätze der Arbeit im Detail beschreibt. 
In Kapitel 5 (Konzept der graphenbasierten Exploration) erfolgt die Durchführung der Konstruktion 
des Visualisierungs- und Interaktionskonzepts zur graphenbasierten Exploration. Dies beginnt mit der 
Definition der Anforderungen gefolgt von dem kognitiven Konzept zur Beschreibung des 
Gedächtnismodells. Den Kern bilden die Strukturmittel. Es wird zwischen einem globalen und 
mehreren lokalen Strukturmitteln unterschieden. Abschließend wird eine Betrachtung zur 
Skalierbarkeit durchgeführt. 
Die Präzisierung der Konzepte erfolgt in Kapitel 6 (Prototypische Umsetzung). Eine Auswahl aus den 
beschriebenen Konzepten wird in einem Prototyp umgesetzt. Dazu werden die grundlegende 
Architektur und die Umsetzung beschrieben. 
Kapitel 7 (Evaluation) beschreibt die durchgeführten Methoden zur Evaluation der Konzepte und 
diskutiert die Ergebnisse im Vergleich zu aktuellen Konzepten und Systemen. 
Im Kapitel 8 (Forschungsbeitrag) werden die gewonnenen Erkenntnisse zusammengefasst und 
offene, weitere Forschungsfragen abgeleitet. 
Der Anhang enthält die Verzeichnisse, das Glossar, die Evaluationsbögen sowie die verwendeten 
Quellen. 
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2 Grundlagen 
2.1 Einfluss der Forschungsbereiche 
Die graphenbasierte Exploration wird durch die Komponenten „Visualisierung“ und „Interaktion“ des 
Graphen beeinflusst. Darauf aufbauend stellen sich folgende Fragen: 
- Welche Anforderungen bestehen an die Anwendungsdomäne? 
- Welche Daten und Strukturen werden dargestellt? 
- Wie kann der Graph gestaltet werden? 
- Welche visuellen Wahrnehmungsprozesse können unterstützt werden? 
Diese Fragen zur graphenbasierten Exploration lassen sich auf verschiedene Fachgebiete 
zurückführen. Die Abb. 9 stellt die sechs Fachgebiete und ihre Art des Einflusses dar. Diese Einflüsse 
sind auch in der Arbeit von Landesberger beschrieben (vgl. Landesberger et al. 2011, S. 1719f). 
 
Abb. 9: Einfluss der Fachgebiete auf die graphenbasierte Exploration 
Die in der Abb. 9 dargestellten Fachgebiete werden im Folgenden kurz beschrieben und deren 
Einflussfaktoren in den anschließenden Kapiteln diskutiert. 
Das grundlegende und zentrale Element für das Visualisierungs- und Interaktionskonzept zur 
graphenbasierten Exploration ist ein Graph. Dieser lässt sich visuell gestalten und ermöglicht 
Interaktionen mit den repräsentierten Daten. 
Die Graphentheorie beschreibt den Graphen mit seinen Knoten, Kanten sowie Abbildungs- und 
Transformationsvorschriften. Wesentliche Elemente daraus werden in Abschnitt 2.2 beschrieben. 
Diese bilden die strukturelle Grundlage des Graphen, auf der die visuellen Transformationen zur 
Exploration basieren. 
Im Bereich der Psychologie wird in der visuellen Kognition der Einfluss der Wahrnehmung und 
Verarbeitung von visuellen Reizen diskutiert. Dieses Fachgebiet beschreibt weiterhin 
Gedächtnismodelle zur Veranschaulichung der entsprechenden Wahrnehmungsprozesse. Abschnitt 
2.3 stellt aktuelle Grundlagen vor und beschreibt das „visuell-mentale Modell“ von Kosslyn 
(Kosslyn 1994, S. 383). Die Prozesse der visuellen Kognition bilden die Grundlage für die Art und 
Weise der Exploration eines Graphen. Im Anschluss an die Betrachtung des Gedächtnismodells 
gliedert sich die Gestaltung des Graphen mit den Wechselwirkungen in Bezug auf die Wahrnehmung. 
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Wesentlich sind dabei die Aspekte der Gestaltpsychologie (siehe Abschnitt 0). Diese lassen direkt auf 
gestalterische Mittel für die visuelle Darstellung des Graphen schließen. 
Die Herleitung der Anforderungen an den Nutzer und das System wird über die Aufgabenbereiche in 
der „Mensch-Computer-Interaktion“ in Abschnitt 2.5 beschrieben. Diese Anforderungen werden in 
Bezug zur graphenbasierten Exploration gesetzt. 
Der Abschnitt 2.6 beschreibt die Einflüsse aus der Mediengestaltung. Dieser ist eng mit den Inhalten 
aus Abschnitt 2.7, den Einflüssen aus der Kunst und der Perspektivität, verbunden. Diese 
Fachgebiete setzen sich mit der Darstellung von Abbildungen aus verschiedenen Sichten 
auseinander sowie die Verwendung von Metaphern in graphischen Systemen. Verschiedene Sichten 
und Metaphern unterstützen den Nutzer in der Erfassung von Daten in der graphenbasierten 
Exploration. 
Ebenfalls hat der Fachbereich Informationsvisualisierung einen Einfluss auf die graphenbasierte 
Exploration. Insbesondere diskutiert dieser Fachbereich die visuelle Analyse (vgl. Keim et al. 2008, 
S. 76). Diese entwickelte sich aus der Informationsvisualisierung und der wissenschaftlichen 
Visualisierung. Sie wird als Wissenschaft der analytischen Schlussfolgerung bezeichnet, welche 
durch interaktive visuelle Schnittstellen unterstützt wird (Thomas et al. 2005). Graphen stellen dem 
Nutzer die Daten in einer visuellen Struktur dar, welche ebenfalls einen Einfluss auf die 
graphenbasierte Exploration ausüben. 
2.2 Graphentheorie 
Ein Graph beschreibt Objekte und die zugehörigen Beziehungen, welche weiterhin durch 
Eigenschaften beschrieben werden. In der Literatur werden die Objekte innerhalb des Graphen als 
Knoten und die Beziehungen als Kanten bezeichnet. Damit wird ein Graph als eine Menge von 
Knoten und Kanten definiert. Mittels eines Graphen werden verknüpfte Daten visuell dargestellt.  
Ein Netzwerk beschreibt ein System von verbundenen Objekten. Als Folgerung wird ein Netzwerk als 
Menge von Objekten und Verbindungen beschrieben. Für den Anwendungsfall entspricht dies einer 
Menge von Firmen und einer Menge wirtschaftlicher Beziehungen. In beiden Fällen basieren die 
Mengen auf Datenstrukturen in Form von Knoten und Kanten denen Eigenschaften zugeordnet sind. 
Diese Zuordnung, ein Graph mit Attributen, wird in der Informationsvisualisierung als Netzwerks 
bezeichnet. 
In der Mathematik werden die von einem Graphen beschriebenen Mengen als Tupel bezeichnet. 
Damit ergeben sich für Netzwerke und Graphen die in Tabelle 1 dargestellten Tupel. 
Struktur mathematische Beschreibung 
Graph G als Tupel (V, E), mit V ... Knoten und E ... Kanten 
Netzwerk G als Tupel (V, E), mit V ... Objekten und E ... Verbindungen 
Tabelle 1: Vergleich mathematische Beschreibung von Netzwerk und Graph 
Mathematisch betrachtet stellt sich im Vergleich heraus, dass die Tupel von Netzwerk und Graph 
Ähnlichkeiten haben und sich entsprechend gleich beschreiben lassen. In dieser Arbeit wird im 
Weiteren der Graph als visuelle Darstellung eines Netzwerks verwendet. 
   31 
In der Literatur werden Graphen in gerichtete und ungerichtete Graphen untergliedert (Hermann et al. 
2000, S. 24). Ein gerichteter Graph ist eine Menge von Knoten und eine Menge von geordneten 
Knotenpaaren, welche als Kanten bezeichnet werden und eine Ordnung beschreiben. Ein 
ungerichteter Graph wird als Menge von Knoten und Kanten beschrieben, die keiner Ordnung 
unterliegen (Diestel 2005). Diese Definition eines Graphen ermöglicht die Beschreibung von weiteren 
strukturellen Eigenschaften. 
Als ein Teilgraph wird ein Graph !! ! !!!!! ! !!  eines Graphen !! ! !!!!!  bezeichnet, welcher 
durch einen Pfad verbundene Knoten in G sowie in G’ enthält (vgl. Diestel 2005). 
Ein Pfad in einem Graphen ist eine Sequenz von aufeinanderfolgenden Knoten, welche mit Kanten 
verbunden sind und wird definiert als: !"#$! !!! !! ! !!!!! !!!! "#!!!! ! !!!"#!!!!!! !!!!!! ! ! (vgl. 
Diestel 2005). 
In der Literatur werden weitere Formen von Graphen unterschieden, zum Beispiel „Bäume“, 
„Hierarchien“ oder „Assoziationsgraphen“. Hierzu sei auf die Arbeit von Diestel verwiesen (vgl. Diestel 
2005). Graphen unterscheiden sich ebenfalls in ihrer Topologie. Diestel beschreibt für Graphen 
wesentliche Basiseigenschaften: zum Beispiel die Anzahl der Knoten, die Dichte eines Graphen oder 
den Vernetzungsgrad (vgl. Diestel 2005). Diese sind insbesondere bei der Visualisierung und der 
Wahrnehmung von Graphen von Bedeutung. Die Dichte eines Graphen beeinflusst die Lesbarkeit 
der visuellen Darstellung. Je höher die Anzahl der Knoten und Kanten ist, desto mehr Objekte 
werden auf dem (gleichbleibend großen) Bezugssystem dargestellt. Dies beeinflusst die visuelle 
Wahrnehmung, insbesondere das Finden von Objekten in der Darstellung (Buzin 2012a). 
Die Größe eines Graphen ! !  wird durch die Anzahl der Knoten ! !  in einem Graphen bestimmt. 
Die maximale Anzahl an Kanten in einem Graphen beträgt !! ! !!!! . Die Dichte ! eines Graphen 
definiert sich über das Verhältnis der Anzahl vorhandener Kanten !  und die maximale Anzahl an 
Kanten ! ! ! ! . Damit ergibt sich ! ! ! !! ! !!  (vgl. Diestel 2010). Die Begriffe »groß« und 
»klein« in Bezug auf die Anzahl von Knoten in einem Graphen sind in der Literatur nicht genau 
definiert. In der vorliegenden Arbeit wird für eine Anzahl an Knoten größer 1000 der Graphen als 
»groß« und mit einem Wert unter 1000 als »klein« bezeichnet. 
Als weiterer Parameter wird in der Literatur die Zeit in einem Graphen betrachtet. Graphen mit 
diesem Parameter werden als dynamische Graphen bezeichnet und beschreiben die Änderung von 
Eigenschaften über die Zeit. Landesberger klassifiziert Graphen nach dieser Eigenschaft, wie in Abb. 
10 dargestellt (vgl. Landsberger 2011, S. 1722). 
Für die Aufbereitung von Graphen zur Darstellung werden algorithmische Vorverarbeitungstechniken 
verwendet. Diese ermöglichen eine maschinengestützte Aufbereitung durch die Verwendung von 
Filter und Aggregation. Diese Vorverarbeitungstechniken verwenden die beschriebenen Strukturen 
eines Graphen (zum Beispiel: Pfade oder Teilgraphen). 
Es gibt zwei Arten von Filtern: stochastische und deterministische. Die stochastische Filterung findet 
hauptsächlich auf Basis einer zufälligen Auswahl von Knoten und Kanten aus dem ursprünglichen 
Graphen statt (vgl. Leskovec et al. 2006, S. 632). Die deterministische Filterung wird verwendet, 
wenn ein deterministischer Algorithmus für die Auswahl der Knoten oder Kanten zum Einsatz kommt. 
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Diese Filterung kann auf Knoten- oder Kantenattributen basieren, welche topologische Werte wie 
„betweenness“ oder „Zentralität“ beschreiben. Am Beispiel des Anwendungsfalls beschreibt das 
Filtern, basierend auf „betweenness“, alle Firmen und Verbindungen, welche zwischen zwei 
gewählten Firmen in Beziehung stehen. Das Filtern mit „Zentralität“ bestimmt die Entfernung einer 
gewählten Firma zu allen anderen Firmen (vgl. Jia et. al. 2008, S. 1285). 
 
Abb. 10: Klassifizierung von Graphen (nach Landesberger et al. 2011, S. 1722) 
Die Aggregation beschreibt ein mathematisches Mittel zur Strukturierung eines Graphen. Dabei 
werden Knoten und Kanten zusammengeführt. Dies hat eine Reduktion des Graphen zur Folge. Die 
Graphaggregation kann iterativ angewendet werden. Beziehungen zwischen Gruppen von Knoten 
bleiben erhalten. In der Literatur werden unterschiedliche Arten der Graphaggregation aufgeführt: 
Hierarchien, Aggregation nach Attributen oder Cluster (Elmqvist et. al. 2008; Elmqvist et. al. 2010; 
Batagelj et al. 2011). 
2.3 Visuelle Kognition 
Geschichte und extrapolierte Kernfragen 
Mausfeld ordnet historisch die „[...] Entstehung des Interesse[s] an der Wahrnehmung zu 
erkenntnistheoretischen Fragen [...] erstmals von den Vorsokratikern systematisch [...]“ diskutiert 
worden. Dieses Interesse bezieht sich laut Mausfeld (vgl. Mausfeld 2006, S.100) auf die Art, wie sich 
Wissen über die Welt auf Grundlage der Informationen durch Sinne definieren lässt. Diese wurden 
gemeinsam mit Erkenntnistheorie, Physik, Wahrnehmungspsychologie und mit „[...] der 
einhergehenden ‚Entdeckung des Geistes’ (Snell 1946) [...]“ sowie „[...] dem resultierenden 
Spannungsfeld von ‚Innen- und Außenwelt’ (Helmholtz 1855, S. 55) [...]“ (vgl. Mausfeld 2006, S.100) 
diskutiert. Daraus folgte, dass die Wahrnehmungspsychologie erstmals als eigenständiges 
Forschungsgebiet (auf Basis hinreichender Forschung in der Physik und Erkenntnistheorie) etabliert 
wurde. 
Mausfeld beschreibt weiterhin, dass das Wahrnehmungssystem einer Diskrepanz zwischen dem 
Wahrnehmungseindruck und den Erwartungen an die physikalischen Aspekte der Außenwelt 
unterliegt. (vgl. Mausfeld 2006, S.100) Die Wahrnehmungstäuschung wird dabei auf den Verstand 
gelenkt, da dieser sich mit der Interpretation von Informationen beschäftigt. Dies ist seither prägend 
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und wird in vielen Facetten beschrieben. „Das Sinnesorgan täuscht uns dabei nicht, es wirkt in keiner 
Weise regelwidrig, im Gegenteil, es wirkt nach seinen festen, unabänderlichen Gesetzen und es kann 
gar nicht anders wirken. Aber wir täuschen uns im Verständnis der Sinnesempfindung.“ (Helmholtz 
1855, S.100) 
Weiterhin stellt Mausfeld (vgl. Mausfeld 2006, S. 101) heraus, dass sich bei den Versuchen der Natur 
der menschlichen Wahrnehmung auf theoretischer Ebene zu nähern werden in der Literatur zwei 
Kernfragen definiert: " „Was befähigt uns, auf der Basis der vergleichsweise mageren Sinnesinformationen ein so 
reichhaltiges Wissen über die Welt zu erwerben, das weit über alles hinaus geht, was in den 
Sinnen gegeben ist?“ (vgl. Mausfeld 2006, S. 101) " „Wie können aus physikalischen Energiemustern, wie sie auf die Sinnesrezeptoren treffen, 
be- deutungshafte Einheiten entstehen; wie also kann ein biologisches System ‚Bedeutung’ 
generieren?“ (vgl. Mausfeld 2006, S. 101) 
Die weitere Entwicklung stellt Mausfeld (in Mausfeld 2006, S 101) wie folgt dar: Mit der 
systematischen und experimentellen Wahrnehmungspsychologie im 19. Jahrhundert wurde die 
Denkweise nahezu ausschließlich von der „empiristischen Theorie des Geistes“ geprägt, welche den 
Geist bis auf sensorische Konzepte als leer definiert. Wissen über die Außenwelt wird auf 
Mechanismen der „induktiven Inferenz“ (vgl. Mausfeld 2006, S. 96) zurückgeführt, d.h. ein 
beschreibendes Bindemittel von Elementarempfindung zu komplexen Einheiten, in der Literatur als 
Assoziationen bezeichnet. (vgl. Mausfeld 2006, S.101) Helmholtz postuliert diese Bedingungen als 
„unbewusste Schlüsse“, und beschrieb Sinnesempfindungen lediglich als Zeichen für unser 
Bewusstsein (vgl. Helmholtz 1868, S. 2). 
„In der Wahrnehmung können wir nur einige strukturelle Relationen der Außenwelt erkennen, nicht 
jedoch die Trägerelemente dieser Relationen selbst.“ (vgl. Mausfeld 2006, S. 100) 
Daraus folgt nach den Arbeiten von Sabra „[...] dass der mechanistische physiologische Prozess nur 
noch zu einem Mittel der Wahrnehmung wird.“ und „[...] dass sich der Wahrnehmungsprozess nicht 
allein auf der Basis der dabei beteiligten geometrischen Prozesse verstehen ließ, sondern dass 
darüber hinaus nichtgeometrische, psychologische Prozesse beteiligt sein müssen (Sabra 1978, 
1989)“ (vgl. Mausfeld 2006, S.101). 
Für die Kognition der Wahrnehmung und der semantischen visuellen Abbildung gibt es in der 
Literatur zwei Gruppen von Forschungen (Bertel et al. 2009; Schultheis et al. 2007). Die erste 
Gruppe beschreibt den Einfluss mentaler Darstellungen (Bertel 2006; Kosslyn 1994). Die zweite 
Gruppe beschreibt die nicht modularen Ansätze und formalen Strukturen (Jahn 2003; Ragni et al. 
2005; Johnson-Laird 1983). 
Wahrnehmungsprozess 
Die Kognitionspsychologie formuliert die Grundlagen der visuellen Wahrnehmung. Dieses 
Forschungsgebiet stellt damit Ergebnisse zur Wahrnehmung visualisierter Daten bereit (vgl. Eysenck 
2000, S. 2). Diese Grundlagen beinhalten die allgemeinen Prozesse wie Informationen als Fluss eines 
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Reizes vom Objekt, bis hin zur bewussten Wahrnehmung ablaufen. Gleichzeitig werden in den 
Prozessen die »Flaschenhälse« und Transformationen betrachtet. 
Diese setzen sich fort bis hin zur Speicherung von Informationen in den drei Formen des 
Gedächtnisses, dem Kurz-, Mittel- und Langzeitgedächtnis (vgl. Eysenck 2000, S. 314). 
Informationen, welche prägnante oder bekannte Formen und Orte haben und sich auf persönliche 
Erfahrungen beziehen, sind einfacher zu merken und verbinden sich schneller mit Wissen in den 
tieferen Gedächtnisstrukturen. Diese werden als semantische Werte im Gedächtnis beschrieben. 
Grundlage dafür ist die Gestaltung der Information nach den Gestaltgesetzen, welche bestimmte 
Eindrücke beim Betrachter auslösen (vgl. Wertheimer 1922; Wertheimer 1924; Metzger 1936). Direkt 
verbunden mit den Gestaltgesetzen sind optische Täuschungen und Störmuster, welche die 
Lesbarkeit beinträchtigen (siehe Abschnitt 3.7). Dem gegenüber stehen sogenannte „Schlüsselreize“, 
welche sich positiv auf die Wahrnehmung auswirken. Diese haben einen semantischen Bezug zum 
Betrachter und lösen die Verschiebung der Aufmerksamkeit aus. Ein bekanntes Beispiel aus der 
visuellen Wahrnehmung ist das Wahrnehmen einer Bewegung von einem oder mehreren Objekten in 
einer homogenen, statischen Darstellung von mehreren Objekten. 
Bei der Orientierung und Navigation innerhalb »komplexer Strukturen« ordnet der Nutzer mehrere 
semantische Werte den Objekten und Beziehungen zu und setzt diese untereinander in Beziehung. 
Dieses virtuelle Modell der Nachahmung einer realen Szene unterstützt den Prozess der 
Wiederfindung (Orientierung und Navigation). 
Die Bewertung der wahrgenommenen Objekte ist stets subjektiv (Franz 2011). Die Abb. 11 
veranschaulicht den Prozess der subjektiven Wahrnehmung mit Fokus auf die inneren Prozesse, 
welche die „subjektive Wahrnehmung“ bilden. 
 
Abb. 11: Subjektivität der Wahrnehmung (nach Franz 2011) 
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Gedächtnisformen 
Die Gedächtnisformen werden nach Atkinson et al. im Allgemeinen wie folgt unterschieden 
(vgl. Atkinson et al. 1968, S. 89): " Sensorischer Speicher (hält visuelle und akustische Information sehr kurz) " Kurzzeitspeicher (Speicher mit geringer Kapazität für wenige Sekunden) " Langzeitspeicher (Speicher mit nahezu unbegrenzter Kapazität über sehr lange Zeiträume)  
Sperling untersuchte die Kapazität des sensorischen Gedächtnisses und bestimmte diese auf vier 
bis fünf Informationseinheiten, sogenannte Chunks (vgl. Sperling 1960). Die Kapazität des 
Kurzzeitgedächtnisses wurde durch die Evaluationen von Miller auf ! !!!! Chunks bestimmt. 
Zu beachten ist, dass sich die Arbeit von Miller auf akustische Reize bezieht. Zusätzlich untersuchte 
Miller die Auswirkung von Primacy und Recency Effekt bei mehreren Einheiten (! ! !!!!); in diesem 
Fall werden nur die ersten und letzten drei Chunks verarbeitet. Die Arbeit von Miller wird unter den 
folgenden Randbedingungen durchgeführt (vgl. Miller 1956, S. 81): " als Dimensionen wurden akustische words und non-words betrachtet " das Experiment von Miller beschäftigt sich mit der Kapazität des Kurzzeitgedächtnisses " die Anzahl der Dimensionen wurde nicht variiert, es bleibt bei einem unidimensionalen 
Aspekt des Experiments (keine Veränderung der Parameter wie z.B. Länge, Komplexität) " es wurde auch nur auf absolute Korrektheit untersucht 
In Betrachtung der visuellen Ausrichtung der vorliegenden Arbeit wird zur Verwendung der 
grundlegenden Arbeit von Miller folgende Diskussion geführt. Es wird theoretisch dargelegt, wie sich 
die Aussage der Menge an akustischen Chunks auf eine Menge visueller Chunks übertragen lässt. 
Dabei wird auf Arbeiten der aktuellen Forschung verwiesen. Eine experimentelle Überprüfung wird 
nicht im Rahmen dieser Arbeit stattfinden. 
Wie Shiffrin und Sperling beschrieben, erfolgt die Wahrnehmung und Verarbeitung von visuellen 
Dimensionen und Eigenschaften innerhalb von Hunderten Millisekunden. (Shiffrin 1976; Sperling 
1960) Diese zeitliche Grenze lässt sich in dem Verarbeitungsprozess im Bereich des 
Kurzzeitgedächtnisses einordnen. Die Veränderung der visuellen Dimensionen wurde in 
verschiedenen Arbeiten diskutiert und betrachtet (Lockhead 1970; Monahan et al. 1977; 
Baddeley 1990, 1994, 1997; Baddeley et al. 1974). Dies zeigt sich im Betrachtungsraum und in den 
Mustern während der Wahrnehmung. Der unidimensionale Ansatz wird von Shiffrin et al. ebenfalls 
kritisiert (vgl. Shiffrin et al. 1994, S. 357). Grundlegend ist der unidimensionale Ansatz des 
Experiments auf den visuellen Bereich übertragbar. In Bezug auf visuelle Chunks, unter Beibehaltung 
der Kritik, kann diese Übertragung erfolgen. Es wird darauf hingewiesen, dass in einer 
multidimensionalen Betrachtung diese Überführung nicht validiert ist. Daraus folgt, dass einzelne 
Dimensionen diesbezüglich übertragbar wären, eine Kombination nicht. Weiterhin führte Millers 
Experiment nur zu einer Angabe der Kapazität in Bezug auf die absolute Korrektheit. In den 
Gestaltgesetzen wird gezeigt, dass die visuelle Wahrnehmung fehlertolerant ist. Dies ist für die 
Überführung der Angabe der akustischen Kapazität auf visuelle Kapazität ein wesentlicher Faktor. 
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Die Prüfung der Korrektheit des visuell erkannten Objektes kann durch die unbewusste Adaption 
nicht direkt beeinflusst werden. Die Fehlertoleranz kann sich wie folgt auf die Kapazität auswirken: " positiv, d.h. mehrere Objekte werden erkannt, auch welche mit Fehlern in der Wahrnehmung " negativ, d.h. höherer Aufwand im Gedächtnis zur Erkennung, Objekte werden nicht erkannt 
Diese Frage verfolgten Luck et al. in ihrer Arbeit und schließen, analog zu dem akustischen 
Gedächtnis von Miller, auf eine Form der Chunks für das visuelle Gedächtnis (vgl. Luck et al. 1997, 
S. 280). Das Ergebnis ist ein berechneter Wert der Kapazität des visuellen Gedächtnisses von drei 
bis vier. In weiteren Studien erweiterten Luck et al. diese Ergebnisse in Bezug auf mehrere 
Eigenschaften (multidimensionale Betrachtung). Eine Kombination (Synchronisation) der Veränderung 
der Eigenschaften erhöhte die Kapazität auf acht. Eine weitere Studie von Luck et al., welche mit vier 
Eigenschaften und vier Objekten durchgeführt wurde, ergab eine Kapazität von 16, wobei die 
Kapazität durch die Anzahl der Objekte beschränkt ist. (vgl. Luck et al. 1998, S. 280). In einer 
aktuellen Diskussion ergab die Arbeit von Wheeler et al., dass diese Beschränkung nicht auf die 
Anzahl der Objekte, sondern auf die Anzahl der Eigenschaften zurückgeführt werden kann (vgl. 
Wheeler et al. 2002, S. 60). Als Resultat erwägen Wheeler et al. ein Model, welches Eigenschaften 
von Objekten parallel in je einem eigenen Bereich speichert. In jedem Bereich ist die Kapazität 
beschränkt, untereinander haben die Bereiche keinen Einfluss auf die Kapazität.  
 
Abb. 12: Klassifikation von explizitem und implizitem Gedächtnis (nach Ebbinghaus 1885) 
Das Arbeitsgedächtnis besteht aus drei Komponenten: eine zentrale, ausführende Komponente, eine 
akustische und eine visuelle Komponente (vgl. Baddley 1997, S. 47). Die zentrale Komponente führt 
dabei die kognitiven Arbeiten durch und ist den anderen übergeordnet. Dieses Modell ermöglicht 
Erklärungen wie die parallele Verarbeitung von Reizen, die über das Kurz- / 
Langzeitgedächtnismodell hinausgehen. Dies basiert auf der von Ebbinghaus erstellten Unterteilung 
des Gedächtnisses (siehe Abb. 12) (Ebbinghaus 1885). " implizit: keine bewusste Operation zum Abrufen von Informationen " explizit: bewusste Operation zum Abrufen von Informationen " deklarativ: Fakten, Ereignisse " prozedural: wie Dinge getan werden " episodisch: Langzeitgedächtnis für autobiografische Daten 
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" semantisch: Langzeitgedächtnis für kategorisch Daten 
Das Langzeitgedächtnis ist verantwortlich für die Speicherung von Daten und wird von Tulving in das 
semantische und episodische Gedächtnis unterteilt (Tulving 1972, S. 402). Im episodischen 
Gedächtnis werden autobiographische Daten und im semantischen Gedächtnis Daten über die 
umgebende Welt abgelegt. Collin et al. erweitern das semantische Gedächtnis in ein 
Gedächtnisnetzwerk (Collin et al. 1975, S. 407). Es wird postuliert, dass ein Netzwerk vorhanden ist, 
welches bestimmte Daten miteinander assoziiert und semantische Inhalte abbildet. Das Beispiel von 
Collin et al. lautet: 
„Es dauert ca. eine Sekunde, um von jemandem die Frage: ‚Ist die Amsel ein Vogel?’ beantwortet zu 
bekommen. Genauso lang dauert es, um eine Antwort auf die Frage: ‚Ist ein Ferrari eher rot oder 
silbern?’ zu bekommen.“ (Collin et al. 1975, S. 407) 
Dies lässt schlussfolgern, dass das Gedächtnis hochgradig organisiert ist und semantische 
Verknüpfungen existieren, welche als „semantische Gedächtnisnetzwerke“ bezeichnet werden. 
An dieses grundlegende Modell gliedern sich weitere Theorien, Konzepte und Modelle, welche 
jeweils auf spezielle Eigenschaften wie »Flaschenhälse« in der Informationsaufnahme oder der 
parallelen Verarbeitung eingehen. Das Modell des Arbeitsgedächtnisses von Baddley (Baddley et al. 
1974, S. 10) sowie Tulving, welcher zwei Arten des Langzeitgedächtnisses unterscheidet: 
episodisches und semantisches (vgl. Tulving 1972, S. 402), ist in einer Übersicht zu den 
verschiedenen Gedächtnisformen in Eysenck zu finden (Eysenck 2000, S. 315f). Mit dem Fokus auf 
die visuelle Exploration und Bildung von semantischen Zusammenhängen wird in dieser Arbeit das 
„visuell-mentale Modell“ von Kosslyn als Grundlage verwendet (Kosslyn 1994, S. 379). Kosslyn 
postuliert ein umfassendes Modell (siehe Abb. 13) zur visuellen Wahrnehmung. 
 
Abb. 13: Gedächtnismodell mit visuellem Puffer (nach Kosslyn 1994, S. 383) 
Dies impliziert bereits gewonnenes Wissen, zeigt Wege der kognitiven Verarbeitung und Prozesse 
die zur Anwendung von Gestaltgesetzen wichtig sind. Die Tabelle 2 beschreibt die einzelnen 
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Subsysteme in Anlehnung an Schwaninger (vgl. Schwaninger 2001, S. 1-4) auf Basis von Kosslyn 
(Kosslyn 1994). 
Visueller Puffer (VP) Zusammenfassung der Strukturen des zentralen 
Nervensystems zur Figur-Grund-Unterscheidung 
„Die Repräsentation des visuellen Puffers ist topographisch 
organisiert [...] dass nur derjenige Teil der dritten Dimension 
repräsentiert ist, welcher vom Objekt zum Betrachter 
projiziert.” (vgl. Kosslyn 1994, S. 70 in  Schwaninger 2001, S. 
1) 
Aufmerksamkeitsfenster 
 
Fokusbereich für die Objekterkennung (lokal, global) 
Weiterleitung der Objekterkennung 
Reizbasierte 
Aufmerksamkeitskontrolle  
Subsystem, welches auf Stimuli im VP reagiert und 
entsprechend das Aufmerksamkeitsfenster steuert 
Aufmerksamkeits-
verschiebungssystem 
“Neben der präattentiven Steuerung kann die Aufmerksamkeit 
auch durch höhere Areale des Cortex beeinflusst werden. […] 
Dazu gehören Areale im posterioren Parietalcortex …” 
(Schwaninger 2001, S. 1) 
Vorverarbeitendes 
Subsystem 
“Kosslyn postuliert ein Preprocessing-Subsystem, welches 
rotations- und translations- invariante Objektmerkmale 
(Nonaccidental Properties, S.109) extrahiert und sie 
zusammen mit dem Bild innerhalb des Attention Windows an 
das visuelle Gedächtnis schickt.” (vgl. Kosslyn 1994, S. 109 in 
Schwaninger 2001, S. 1) 
Musteraktivierungssystem “Das visuelle Gedächtnis wird von Kosslyn als Pattern 
Activation Subsystem bezeichnet. Es enthält visuelle 
Repräsentationen von Objekten in Form von Feature-
Vektoren. Es handelt sich dabei um eine nicht topographische 
Repräsentation, welche unter anderem die Nonaccidental-
Properties und ihre relative Position beinhaltet.” (vgl. Kosslyn 
1994, S. 119, 126 in Schwaninger 2001, S. 1) 
Räumliches 
Zuordnungssubsystem 
Beschreibt das s.g. ventrale System (Was-System) für die 
Objekterkennung. Es „Das dorsale System (Where-System) 
liefert dagegen genau die Informationen, von welchen das 
ventrale System abstrahiert. […] ermöglicht die Berechnung 
von Ort, Grösse und Orientierung von Objekten indem die 2.5 
D Repräsentation des Visual Buffers (retinope Koordinaten) in 
dreidimensionale Koordinaten umgerechnet warden.” (vgl. 
Kosslyn 1994, S. 168, 170, 192 in  Schwaninger 2001, S. 1) 
Räumliches Relations-
kodierungssubsystem 
3D Information wird ausgewertet, um Beziehungen zu 
benachbarten Objekten und dem Referenzraum zu erstellen. 
Formverschiebungs-
subsystem 
Bildet den Rückkanal des Musteraktivierungssystems zum 
visuellen Puffer. 
Es ergänzt das wahrgenommene Bild mit metrischen Daten 
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Tabelle 2: Beschreibung der Subsysteme aus dem Modell von Kosslyn 1994 (vgl. Schwaninger 2001, S. 1-4) 
Die in dem Modell von Kosslyn beschriebenen Subsysteme ermöglichen die Beschreibung von 
Vorgängen der Erkennung von Objekten unter folgenden Bedingungen: " In unterschiedlicher Entfernung " An unterschiedlichen Orten im Gesichtsfeld (Bezugssystem) " Durch Transformation der Objekte in Form und Anordnung " Durch eine unscharfe Abbildung auf der Netzhaut 
Die Objekterkennung bei unterschiedlicher Entfernung basiert auf der Extraktion von nicht-zufälligen 
Eigenschaften und aktiviert eine visuelle Repräsentation durch Zuliefern von metrischen Daten 
(Kosslyn 1994, S. 109). Der Prozess der Erkennung wird mittels eines Rückkanals angepasst, bis 
eine Übereinstimmung erfolgt. 
Ist das Objekt an unterschiedlichen Orten im Gesichtsfeld (beziehungsweise auf einem 
Bezugssystem) positioniert wird dies durch die unabhängige, reizbasierte Aufmerksamkeitskontrolle 
erkannt. Daraus folgt, dass die gleiche Objektform überall gleich wahrgenommen wird. 
Die Bestimmung von rotations- und translationsinvarianten Merkmalen unterstützt die Erkennung von 
Objekten trotz Rotation oder Transformation, unter Verwendung des Musteraktivierungssubsystems. 
Verschwommene oder partiell wahrgenommene Objekte werden durch den Rückkanal 
vervollständigt. Dies reduziert Störungen in der Darstellung des Objektes bei der Wahrnehmung. Ist 
ein Objekt auf eine Weise verdreht, sodass die Anordnung seiner Teile dem Betrachter unbekannt ist, 
wird die Übereinstimmung des Objektes zwischen dem Bild im visuellen Puffer sowie der 
Gedächtnisrepräsentation vorerst nicht erkannt. “Ist ein Objekt auf eine Weise verdreht, so dass die 
Anordnung seiner Teile dem Betrachter unbekannt ist, so ist die Übereinstimmung zwischen dem 
Bild im Visual Buffer und der Gedächtnisrepräsentation oftmals unterschwellig, das Objekt als ganzes 
wird also vorerst nicht erkannt.([Kosslyn 1994,] S. 216)” (Schwaninger 2001, S. 4). Es wird versucht, 
das Objekt durch einen iterativen Prozess wahrzunehmen. Dabei werden Teile des Objektes mittels 
des Musteraktivierungssubsystems erkannt und metrische Daten hinzugefügt (räumliches 
Relationscodierungssubsystem). Dieses aktiviert eine Strukturbeschreibung mit metrischen 
Eigenschaften und richtet die Aufmerksamkeit entsprechend auf das Objekt, bis dieses als Ganzes 
identifiziert ist. 
aus dem räumlichen Zuordnungssystem 
Eigenschaftsnachschlage-
subsystem 
 
Ist Teil des assoziativen Gedächtnisses und enthält strukturelle 
Beschreibungen von Objekten. 
„Eine solche Repräsentation beschreibt das Objekt als eine 
Hierarchie von untergeordneten Objekten mit räumlichen 
Relationen (metrische und kategoriale), sowie ihrer Distinktheit. 
Anhand dieser Informationen kann nun das visuelle System 
die Aufmerksamkeit geziehlt zu Orten im Gesichtsfeld lenken, 
wo besonders distinkte Merkmale vorhanden sein 
müssten.“ (vgl. Kosslyn 1994, S. 216 in  Schwaninger 2001, 
S. 1) 
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Das Modell von Kosslyn beschreibt die Verwendung des Hippocampus als System zur Verknüpfung 
von Daten (Kosslyn 1994, S. 223). Der vorangestellte Wiedererkennungsprozess ist die Identifikation 
einer Aktivierung multimodaler Repräsentationen im assoziativen Gedächtnis (Kosslyn 1994, S. 220). 
Es sei weiterhin auf die Unterscheidung von Wiedererkennung und Identifikation zu achten. 
„Wiedererkennung findet dann statt, wenn ein Input mit einer visuellen Gedächtnisrepräsentation 
hinreichend übereinstimmt und man daher ein Objekt als bekannt erlebt. Die Identifikation tritt dann 
ein, wenn ein Input eine multimodale Gedächtnisrepräsentation im Assoziativen Gedächtnis aktiviert 
und man dadurch Zugang zu weiteren multimodalen und konzeptuellen Informationen über das 
Objekt hat [...]“. (Schwaninger 2001, S. 1) 
Weiterhin wird in der Literatur das MIRAGE-Modell von Barkowsky beschrieben (Barkowsky 2001, S. 
378). Die Arbeit von Barkowsky beschäftigt sich mit der Abbildung von geographischem Wissen in 
mentalen Prozessen beziehungsweise in „mentalen Karten“. Dies stellt eine Analogie zu dem 
allgemeineren System des Graphen dar. Motivierend fügt Barkowsky aus, dass mentale 
Darstellungen von räumlichen Systemen individuell zu den entsprechenden Aufgaben angepasst 
werden können. (vgl. Barkowsky 2001, S. 372) Die mentale Darstellung bedarf einem inneren 
System (Vektoren oder Raster). In Bezug auf Johnson-Laird und Kosslyn argumentiert Barkowsky, 
dass das Arbeitsgedächtnis für visuelle und räumliche Informationen eine bildhafte Darstellung sowie 
faktenbasierte Darstellung verwendet. (vgl. Barkowsky 2001, S. 374) Zusätzlich beschreibt 
Barkowsky, dass eine tief gehende Darstellung (mit Bezug auf das Langzeitgedächtnis) sowie eine 
visuelle und räumliche Darstellung (mit Bezug auf das Kurzzeitgedächtnis) zu unterscheiden ist. 
Abschließend argumentiert Barkowsky in dem MIRAGE-Modell für eine parallele Ausführbarkeit der 
drei „Gedächtnisse“. 
Das Modell von Kosslyn aus dem Jahr 1994 wurde in der Literatur bereits auf unterschiedliche 
Weisen interpretiert und angewendet (vgl. Montello 2009, S. 1f; Johnson-Laird 1998, S. 441f). In 
Hinblick auf die Verwendung mentaler Karten sei insbesondere die Arbeit von Montello erwähnt, die 
sich mit der Wahrnehmung geographischer Karten befasst (vgl. Montello 2009, S. 1f). Am Beispiel 
der Informationsgewinnung bei Bewegungen durch die Umwelt zeigt Montello, dass die aktuellen 
Interpretationen des kognitiven Modells von Kosslyn der Wahrnehmung nicht genügen. Er bezieht 
sich dabei auf das räumliche Relationscodierungssystem, welches direkte Linien zwischen zwei 
Objekten beschreiben kann. Montello zeigte, dass in dem Modell von Kosslyn die Entfernung 
zwischen zwei Punkten A und B unterschiedlich aufgefasst wird, wenn sich der Ausgangspunkt 
ändert. Das Ziel von Montello ist ein Modell zur Bestimmung der Distanz mit mehreren Prozessen 
und Informationsquellen. Als wesentlich stellt sich der Bezug auf bereits bekanntes Wissen heraus. 
Dies hat Auswirkungen auf die Anwendung im Bereich der Graphvisualisierung. Kann ein Graph so 
dargestellt werden, dass die Kanten keine feste Bedeutung für die Entfernung haben, so ist diese 
Kritik hinfällig. Das bedeutet, dass die Werte der Kanten in einem bestimmten Bereich Toleranzen 
unterliegen. 
Als weitere Kritik an dem Modell von Kosslyn ist die Arbeit von Johnson-Laird (vgl. Johnson-Laird 
1998, S. 463f, Knauff 2002, S. 363f) zu sehen. Johnson-Laird beschreibt, dass mentale Modelle 
abstrakt sind und räumlichen Abbildungen entsprechen. Dies steht in Kontrast zu den Ausführungen 
von Kosslyn, welcher sich in seinem Modell unter anderem auf Farben, Texturen und Formen stützt. 
Weiterhin können mentale Modelle Textsymbole enthalten. Dies ist in dem Kosslynschen Modell von 
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1994 nicht abgebildet. (vgl. Johnson-Laird 1998, S. 444; Knauff et al. 2002, S. 370). Johnson-Laird 
gewährt, in Bezug auf die Visualisierung, dass das Kosslynsche Modell verwendet werden kann - 
insbesondere im Bereich des Schlussfolgerns. 
In Bezug auf die Visualisierung von Graphen werden, mittels der Gestaltgesetze, Dimensionen wie 
zum Beispiel Farbe, Form oder Position betrachtet. Die Eignung des Modells für diese Dimensionen 
wird durch Kosslyn gezeigt und durch die Arbeit von Johnson-Laird belegt. 
Die Betrachtung von Positionen von mehreren Objekten mit dem Kosslynschen Modell bringt die 
Kritik auf, dass sich Objekte in ihrer Position nicht scharf trennen lassen und eine „kognitive 
Kollage“ entsteht (vgl. Tversky 1993, S. 14). Tversky adaptiert dies auf geographische Karten und 
bringt eine Unschärfe in das Modell. In einem Graphen sind Objekte (Knoten und Kanten) stets 
sauber getrennt. Die individuelle Exploration verändert die Positionen und erlaubt Überschneidungen, 
insbesondere, wenn zusätzlich Eigenschaften wie Größe, Form oder Farbe verändert werden. 
In Betrachtung des Fokus auf die grundlegenden visuellen Eigenschaften in Graphen und von 
Graphobjekten (Form, Größe, Farbe und Position) kann das Modell von Kosslyn aus dem Jahr 1994 
für die Arbeit in Bezug auf die graphenbasierte Exploration angewendet werden. 
Dieses Modell lässt sich auf das Visualisierungs- und Interaktionskonzept der graphenbasierten 
Exploration übertragen, beziehungsweise adaptieren. Die Adaption basiert auf der Betrachtung der 
Erkennung von semantischen und numerischen Werten sowie der Objekttrennung und 
Bilderkennung im Graphen. Der Bezug auf das visuelle Gedächtnis unterstützt die Annahme der 
Wiedererkennung von Mustern in Graphen sowie die semantische, bildsprachliche Wirkung. 
In der vorliegenden Arbeit wird als Grundlage das 1994er-Modell von Kosslyn verwendet. Wesentlich 
sind die Betrachtung der Objekttrennung, der Bilderstellung sowie das Einbringen von Wissen aus 
dem Langzeitgedächtnis. In seinem Werk „Image & Brain“ entwickelte Kosslyn ein Modell, welches 
die beiden Leistungen erklärt. Es basiert auf der Wahrnehmungspsychologie, Psychophysik und 
Neurowissenschaften. 
Ortsgedächtnis 
Das Ortsgedächtnis ist eine Form der Erinnerung an physische Orte sowie deren Relationen 
zueinander und einer inneren geistigen Repräsentation (vgl. Rieser 1999, S. 168). Es wird 
unterschieden zwischen einem:  " Räumlichen Referenzrahmen, welcher Positionen relativ zum Bezugssystem abbildet " Egozentrischen Referenzrahmen, welcher Positionen relativ zum Betrachter abbildet " Exozentrischen Referenzrahmen, welcher Positionen relativ zu einem anderen Objekt oder 
Subjekt abbildet " Geozentrischen Referenzrahmen, welcher Positionen relativ zu Objekten der Umwelt 
abbildet 
Die Unterscheidung von räumlicher Wahrnehmung wird im Umfeld des Nutzers in drei Bereiche 
unterteilt (vgl. Cutting et al. 1995), den: 
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" Persönlichen Bereich, dieser bezieht sich auf einen Radius von zwei Metern " Aktionsbereich, welcher sich bis zu einem Radius von 30 Metern ausdehnt  " Ausblicksbereich, über 30 Meter Radius hinaus  
Die von Previc definierten Bereiche des neuropsychologischen Models der Distanz-Nähe sind 
„peripersonal“ und „extrapersonal“ und haben einen wesentlichen Einfluss auf den räumlichen 
Bereich des Interesses während des Wahrnehmungsprozesses (vgl. Previc 1998, S. 123). Für die 
fortlaufende Orientierung sind eine Aktualisierung des Ortsgedächtnisses und eine Erweiterung der 
gespeicherten Informationen notwendig. Diese Aktualisierung basiert auf der externen 
Änderungswahrnehmung von Orten, Umweltzuständen, Beschleunigungs- und 
Neigungsänderungen sowie der visuellen Änderung (vgl. Loomis et al. 1999, S. 125f; Mittelstaedt et 
al. 1982, S. 290-294). Diese Eigenschaften lassen sich auf virtuelle Bezugssysteme, wie sie für die 
Darstellung von Graphen genutzt werden, übertragen. Als Beispiel gilt die Arbeit von Montello zur 
Betrachtung der Eigenschaften mentaler Karten in Bezug auf geographische Karten als Abbild von 
realen Objekten (vgl. Montello 2009, S. 1f). 
Nach Welch beschreibt die Wahrnehmungsanpassung die Änderung in der Wahrnehmung oder der 
Wahrnehmungsbewegungskoordinaten und entsteht als Resultat zwischen Sensormodalitäten (vgl. 
Welch et al. 1986, S. 638). Diese Änderung entsteht (beschränkt auf die Eigenschaften der visuellen 
Wahrnehmung) durch eine Reduktion oder Verstärkung von Eigenschaften wie Farbe, Helligkeit, 
Ausrichtung oder Bewegung. 
Die Speicherung der Änderungsinformation im Gedächtnis wird als räumliches Wissen bezeichnet 
und beschreibt ein multidimensionales Konstrukt, welches durch das Zusammenwirken von 
verschiedenen Sensoren und Einflüssen entsteht (Golledge 1999, S. 7). Zusätzlich postuliert Shelton, 
dass jede Umgebung eine intrinsische Struktur hat, ähnlich einem Layout, und als Referenzsystem 
abgelegt wird (Shelton et al. 2001, S. 274f). Dieses Referenzsystem basiert auf Vektoren, beeinflusst 
durch die Stimulusänderung, und führt zu einer Menge an Änderungserinnerungen als räumliches 
Gedächtnis, auch als Ortsgedächtnis bezeichnet. Die Studien von Shelton beweisen dies mittels 
statischer Anordnung von Objekten auf einem Referenzsystem (Shelton et al. 2001, S. 274f). 
Ortsgedächtnis und mentale Karten 
Nachgelagert an die Speicherung einer Menge von Vektoren im Ortsgedächtnis erfolgt die 
Exploration, im Speziellen die der »Pfadsuche« (Golledge 1999, S. 5f). Dabei wird ein Start-Ziel-
Vektor festgelegt und ein Pfad entlang von Vektoren im Ortsgedächtnis gesucht. Diese Suche 
beginnt an einem Startpunkt und beinhaltet alle ausgehenden Pfade. Im Anschluss erfolgt die 
Betrachtung aller bekannten Orientierungspunkte oder die Verwendung einer Art Vogelperspektive 
zur Kontextdefinition. Die Wahl der spezifischen Vektoren basiert auf den Empfindungen, den 
Interessen (wie sie in den einzelnen Nahbereichen auftreten) und den umweltbedingten 
Gegebenheiten. 
Wie Thompson beschreibt, sind im Bereich der Visualisierung akkurate Werte von Skalierung und 
räumlicher Anordnung wichtig (Thompson 2011, S. 348f). Die Transformation von virtuellen Bildern in 
»mentale Abbildungen« erzeugt eine hohe kognitive Last. Diese Transformation verwendet die 
Orientierung und das Ortsgedächtnis (Gordin et al. 1995, S. 250). In der Forschung zur 
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Visualisierung steht die Effektivität der Interaktivität bei räumlichen Aufgaben im Fokus. Diese 
Forschungen sind jedoch nicht konsistent, sie beschreiben zum einen Verbesserungen und zum 
anderen Verschlechterungen (Wilson 2002, S. 635). Ein Grund dafür liegt in dem Wissen über die Art 
und Weise der Interaktion mit der Visualisierung (vgl. Keehner et al. 2008, S. 1099). Aus Sicht der 
Psychologie wird gefordert, dass weitere Studien zur Untermauerung der motorischen Benutzung 
visueller Darstellungen und der Unterstützung des Ortsgedächtnisses notwendig sein (Thompson 
2011, S. 351). 
Der Begriff der „mentalen Karte“ bezieht sich auf die strukturierten kognitiven Informationen, welche 
ein Nutzer bei der Betrachtung eines Layouts im Gedächtnis erzeugt (vgl. Diehl et al. 2002, S. 23). 
Zusätzlich werden für mentale Karten Metaphern, insbesondere der Geographie, verwendet: 
„kognitive Karte“, „kognitiver Atlas“ oder „kognitive Kollage“. Der Begriff der „kognitiven Karte“ (in der 
Literatur auch als „mentale Karte“ bezeichnet) wird mit Eigenschaften einer geographischen Karte 
assoziiert. Dieses Konzept basiert auf der Arbeit von Kosslyn zur »Bildgebung« (Kosslyn 1980). 
Kosslyn argumentiert, dass Bilder ähnlich einer inneren Wahrnehmung sind und sehr ähnlich dem, 
was gesehen wird. Kuipers erweitert das Modell von Kosslyn durch den Aspekt der Sammlung von 
Karten in einem „kognitiven Atlas“ (vgl. Kuipers 1982, S. 202). Dieser enthält neben Lücken auch 
unterschiedliche Skalierungen. Weiterhin sei auf die Arbeit von Tversky mit der Einführung der 
„kognitiven Kollage“ verwiesen (vgl. Tversky 1993, S. 14). Dieses Modell hebt hervor, dass die 
mentale Repräsentation und Exploration fragmentiert, partiell und konstruiert ist. Es lässt sich folgern, 
dass die räumlich mentale Abbildung nicht ausschließlich von metrischen Werten beschrieben ist. 
Diese interne Darstellung der strukturierten kognitiven Informationen spiegelt das Verständnis des 
Nutzers über die wahrgenommene Struktur wieder. Es ist wesentlich, dass dieses Verständnis 
während der gesamten Exploration erhalten bleibt und Änderungen dem Nutzer transparent 
zugänglich gehalten werden. In diesem Bereich argumentiert Coleman mit dem Erhalt „mentaler 
Karten“ während der Betrachtung und Manipulation (vgl. Coleman 1996, S. 1415). 
Handlungen in Zusammenhang mit der visuellen Wahrnehmung 
Werden Handlungen in Zusammenhang mit der visuellen Wahrnehmung gebracht, entstehen in 
erster Linie Interaktionen mit Objekten aus den Bereichen des peripersonalen und extrapersonalen 
Umfelds. In diesem Bezug gliedert sich die Arbeit von Gibson mit dem beschriebenen 
„umweltbezogenen Ansatz“ zur Wahrnehmung (Gibson 1979, S. 7). Die große Menge an 
Informationen in der Umgebung des Betrachters und ein sich bewegender Betrachter sind die 
wichtigsten Bedingungen für Gibsons Ansatz. Gibson postuliert die direkte Wahrnehmung als 
Prozess der „Informationsaufnahme“, wobei Informationen über die Umgebung eindeutig durch die 
Bewegung des Nutzers gegeben sind. Gibson argumentiert, dass die Änderungen in der direkten 
Wahrnehmung durch die Bewegung des Nutzers und die darin resultierende Änderung in den 
optischen Abbildungen auf der Netzhaut die visuelle Information liefern. Diese visuelle Änderung wird 
als Trigger für die Handlungen angenommen. Lappe et al. zeigten, dass der Nutzer 
Änderungsbewegungen von 1° in optischen Abbildungen wahrnehmen kann, um darauf zu reagieren 
(Lappe et al. 1999, S. 329). In der Literatur gibt es weitere Diskussionen, wie sehr sich die Systeme 
der Wahrnehmung und nachgelagerten Handlung abgrenzen (Held 1968; Schneider 1969; 
Trevarthen 1968; Ungerleider et al. 1982) oder miteinander verzahnt sind (Philbeck et al. 1997; 
Hutchison et al. 2006). 
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Die Visualisierung wird durch die Interaktion und Handlung mit den visuell dargestellten Daten 
beeinflusst. Die Änderungswahrnehmung in der visuellen Darstellung erzeugt eine Handlung beim 
Nutzer, beziehungsweise das Bedürfnis die Änderung zu erfassen. Insbesondere ist dies in 
Visualisierungen der „Augmented Reality“ zu beobachten (vgl. Klatzky et al. 2008, S. 1). 
Wie bereits von Kosslyn im Jahr 1994 postuliert, besitzen die visuelle Aufmerksamkeit und visuelle 
Suche eine tragende Rolle in der Verarbeitung visuell wahrgenommener Daten. Die visuelle 
Aufmerksamkeit agiert dabei als System zur Reduktion der aufgenommenen Informationen. Dieser 
Prozess wird als „selektive Aufmerksamkeit“ bezeichnet (vgl. Posner et al. 1978, S. 158). 
Während der visuellen Suche und der „selektiven Aufmerksamkeit“ entstehen Augenbewegungen. 
Diesen wird eine wesentliche Bedeutung bei der Erfüllung der Aufgaben zugeschrieben (vgl. Kowler 
1995). Zusätzlich wird die Aufmerksamkeit zwischen raumbasiert und objektbasiert unterschieden. 
Aufgrund raumbasierter Aufmerksamkeit reagiert der Betrachter auf bestimmte Reize in einer 
Umgebung beziehungsweise dem Raum (Posner et al. 1978, S. 158). Eine bekannte Metapher 
dieser Arbeitsweise ist die des »Lichtspots auf einer Bühne«, der „Spot-Theorie“. Eine Erweiterung 
der „Spot-Theorie“ ist die „Zoom-Linsen-Theorie“, welche zusätzlich die Detailstufe im Fokus erhöht. 
Die objektbasierte Aufmerksamkeit hingegen postuliert, dass die Aufmerksamkeit sich stets auf 
Objekte richtet und nicht über den Raum hinaus agiert (vgl. Baylis et al. 1993, S .451). 
Im Bereich der visuellen Suche ist vor allem die „Feature integration theory“ von Bedeutung 
(Treisman et al. 1980, S. 97f). Diese setzt eine „Voraufmerksamkeit“ oder „fokussierte 
Aufmerksamkeit“ voraus. Die Suche mittels Voraufmerksamkeit wird ohne Aufmerksamkeit für ein 
bestimmtes Ziel, wie Farbeigenschaft oder Form, durchgeführt. Dies ist der Fall, wenn das gesuchte 
Objekt keine Eigenschaften der Umgebung hat (zum Beispiel ein „O“ inmitten von „Ls“ zu finden; 
runde und geradlinige Eigenschaften). Hingegen wird die fokussierte Aufmerksamkeit aktiv, wenn ein 
gesuchtes Objekt und die Umgebung sich Eigenschaften teilen (zum Beispiel ein „T“ zwischen 
„Ls“ zu finden; nur geradlinige Eigenschaften). 
Wie bereits diskutiert, ist das visuelle System für den Prozess der Objektidentifizierung verantwortlich. 
Anschließend an diese Grundlage folgt die Ereigniserkennung. Dies ist ein sehr leistungsfähiger 
Prozess, der viele verschiedene Objekte und ihre Eigenschaften bewerten kann. Zusätzlich bewertet 
dieser Prozess, ob Ereignisse natürlich oder unnatürlich sind, wie es zum Beispiel bei Kollisionen sein 
kann. 
Baker erklärt in seiner Arbeit, dass die Welt in Bezug auf individuelle Objekte aus Ereignissen 
zusammengesetzt ist (Baker 1963, S. 1). Gibson erweiterte diese Beschreibung der Ereignisse als 
Änderungen auf der Oberfläche, zum Beispiel durch Translation, Rotation, Kollision oder 
Deformationen (vgl. Gibson 1979, S. 7). In virtuellen Umgebungen werden Ereignisgrenzen durch 
Nachahmung natürlicher Grenzen wie Türen, Stufen oder Kanten gesetzt (vgl. Radvansky et al. 
2006). Die aufgeführten Eigenschaften „mentaler Karten“ und des Ortsgedächtnisses werden als 
Grundlage für die Gestaltung verwendet und ermöglichen die Übertragung von natürlichen Verhalten 
auf virtuelle Räume und Bezugssysteme.  
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2.4 Gestaltpsychologie 
Gestaltgesetze 
Die sensualistischen und konstruktivistischen Wahrnehmungstheorien gehen davon aus, dass jede 
Information, über die der Mensch verfügt, wahrgenommen wurde. Einflüsse unserer Umwelt bilden 
eine komplexe Wahrnehmung. Daraus folgt eine selektive Wahrnehmung durch Affekte, 
Gefühlslagen, Interessen, latente Erfahrungen sowie Wertvorstellungen.  
Die unterschiedlichen Einflüsse erzeugen für jede Person eine individuelle Wahrnehmung. Dies 
basiert unter anderem auf dem Determinismus, welcher stets eine Ursache für jede menschliche 
Handlung beschreibt (vgl. Eysenck 2000, S. 33-35, 40). Ursachen für die menschliche Handlung 
basieren auf freiwilligen und unfreiwilligen Verhalten (vgl. Eysenck 2000, S. 33). Determinismus 
bestimmt die Einflüsse auf die Wahrnehmung und die folgende Aktion (Exploration in einem Graphen).  
Die Individualität der Wahrnehmung für jede Person basiert auf den in der Fachliteratur 
beschriebenen inter- und intraindividuellen Unterschieden. Intraindividuelle Unterschiede können 
durch die Wiederholung von Aufgaben beobachtet werden. Insbesondere in der freien Exploration 
eines Bezugssystems kann das Verhalten einer Person sich bei Wiederholung unterscheiden. 
Interindividuelle Unterschiede sind durch die unterschiedliche Persönlichkeit der Personen 
beschrieben. „Persönlichkeit ist die dynamische Ordnung derjenigen psychophysischen Systeme im 
Individuum, die seine einzigartigen Anpassungen an seine Umwelt bestimmen.“ (vgl. Allport 1959, 
S. 49; auch in WWW_Allport 2014). Diese interindividuellen Unterschiede führen zu einer individuellen 
Wahrnehmung. 
In Bezug auf die visuelle Wahrnehmung von Graphen wird insbesondere auf die Erinnerungsleistung 
eingegangen. Die Wiedererkennung von bekannten Mustern unterstützt die kognitive Leistung 
(Eysenck 1979, S. 363). Die visuelle Wahrnehmung besitzt einen additiven Teil, d.h. wenn eine 
Türklinke gesehen wird, dann wird auch angenommen, dass auf der anderen Seite der Tür ebenfalls 
eine Türklinke ist. Diese Wahrnehmungen führen zur Erstellung der Gestaltgesetze (Wertheimer 
1922; Wertheimer 1924), welche heute als konstruktive Wahrnehmung gelten: " Gesetz der Ähnlichkeit " Gesetz der Nähe " Gesetz der Verbundenheit " Gesetz der Geschlossenheit " Gesetz der Prägnanz " Figur Grund Gesetz " Gesetz der Gleichartigkeit " Gesetz der gemeinsamen Region " Gesetz der Kontinuität " Gesetz des gemeinsamen Schicksals 
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Abb. 14: Gestaltgesetze (nach Wertheimer 1922; Wertheimer 1924) 
Huang beschreibt, wie die kognitive Last ermittelt wird und welche Auswirkungen sie auf die 
Lesbarkeit und Gestaltung von Graphen hat. 
Dabei geht Huang auf die folgenden Bereiche ein (vgl. Huang 2006, S. 98): " Domänenkomplexität " Datenkomplexität " Aufgabenkomplexität " Visuelle Komplexität " Demographische Komplexität " Zeitliche Komplexität 
Damit ergibt sich, dass eine »gute« Visualisierung, welche nicht nur die richtige Information ausdrückt, 
zusätzlich die Eigenschaften der menschlichen Wahrnehmung und Gedächtnisleistungen in Betracht 
zieht. Dies basiert auf der Beobachtung, dass viele Wahrnehmungsprozesse nicht ausschließlich 
durch einen Reiz, sondern gleichsam von innen her organisiert sind. Zusätzlich wird das Wesen 
einzelner Elemente durch das Ganze bestimmt. 
Die von Mausfeld (vgl. Mausfeld 2006, S. 105) geführt Diskussion stellt heraus, dass die 
Gestaltpsychologie, insbesondere die Bildung bedeutungshafter Einheiten eine aktive Leistung des 
Wahrnehmungssystems ist und nicht aus dem Reiz gewonnen werden kann.  
„Mit dem Konzept der ‚Gestalt’ – als etwas das unter bestimmten Transformationen erhalten bleibt – 
lenkte die Gestaltpsychologie zudem den Blick auf die Bedeutung von Invarianten, deren Rolle für die 
Wahrnehmungstheorie ist erstmals durch Ernst Cassirer (Cassirer 1944) explizit untersucht 
wurde.“ (vgl. Mausfeld 2006, S. 102) Im weiteren Sinne zählt die „experimentelle Phänomenologie”, 
geprägt durch die Werke von Michotte, ebenfalls zur Gestaltpsychologie (Michotte 1954).  
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Neben Wertheimer bildet die Arbeit von Koffka die Grundlage der Gestaltpsychologie und der 
Gestaltgesetze. Sie beschreiben eine Menge von Regeln zur Gestaltung von Objekten, zum Beispiel 
ob etwas als eine Figur oder als Hintergrund gesehen wird. (Koffka 1935) 
Objekt und Szenenwahrnehmung 
Der Prozess der Objekt- und Szenenwahrnehmung beschreibt die Bestimmung von Eigenschaften 
sowie die Erkennung von Mustern. Dieser Prozess wird durch die visuelle Suche und die selektive 
Aufmerksamkeit unterstützt. Im Anschluss erfolgt eine Übereinstimmung mittels einer 
Objektkategorisierung. Diese greift auf ein Repertoire an Objektmodellen zurück und aktualisiert 
diese gegebenenfalls. 
Wie bereits in Abschnitt 2.3 beschrieben erfolgt die Eigenschaftsbestimmung auf Basis von Mustern, 
Helligkeit, Farbe, Form oder relativer Bewegung. Der Übereinstimmungsprozess evaluiert die 
erkannten Eigenschaften und vergleicht diese mit bereits bekannten Objektkategorien und Modellen. 
Zugleich hat der Übereinstimmungsprozess Einfluss auf die Eigenschaftsbestimmung, um 
gegebenenfalls weitere Eigenschaften des betrachteten Objektes zu identifizieren. 
Die am häufigsten zitierten Ansätze zur Objektidentifizierung basieren auf den Eigenschaften von 
Formen und der Blickrichtung, aus der sie betrachtet werden. Es werden zwei wesentliche Ansätze 
in der Literatur diskutiert: die Strukturzerlegung, welche insbesondere im dreidimensionalen Raum 
auf der Zerlegung in Objektprimitive basiert (vgl. Binford 1971, S. 262), sowie die charakteristischen 
Sichten, welche auf eine zweidimensionale Abbildung eine erwartete Repräsentation des Objektes 
identifizieren (Chakravarty et al. 1982, S. 37f). 
Für die Szenenwahrnehmung besteht für den Betrachter in den meisten Fällen mehr als ein Objekt 
zur Identifikation. Während dieses Identifikationsprozesses unterstützen viele identifizierte Objekte die 
Szenenwahrnehmung. Je präziser die Szene wahrgenommen wird, desto präziser können auch die 
darin enthaltenen Objekte identifiziert werden. Beides zusammen erschließt den Kontext. Das 
menschliche visuelle System ist sehr schnell in der Erfassung einer Szene. Während einer 
Betrachtungsdauer von 20ms bis 70ms können Objekttyp, Kategorie der Umgebung, geometrische 
Skalierung sowie Navigierbarkeit identifiziert werden (vgl. Greene et al. 2009, S. 464; 
Thrope et al. 1996, S. 520). 
Diese Eigenschaften des Prozesses zur Objekt und Szenenwahrnehmung spielen eine wichtige Rolle 
in der graphenbasierten Exploration. Die Erkennung der komplexen Darstellung eines Graphen 
erfolgt schnell und präzise. 
2.5 Graphenexploration 
Die Exploration komplexer Graphen ist im Ansatz mit der Verwendung einer Suchmaschine (zum 
Beispiel dem »Googlen«) vergleichbar. Ausgehend von einem Startpunkt und einer nicht näher 
erkennbaren Menge an Daten sowie einem nicht weiter spezifizierten Pfad zum Ziel. Der Nutzer 
befindet sich bei der graphenbasierten Exploration, ähnlich wie beim »Googlen«, in einem Zustand 
indem er kein Wissen über das Netzwerk, die Länge des zu beschreitenden Pfades und die Anzahl 
der Interaktionsschritte hat. Groh beschreibt in seiner Arbeit „Das Bild des Googlens“ die Exploration 
der Trefferliste als Konstruktion, um den räumlichen Aspekt zu verdeutlichen. Es resultiert ein 
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zeitabhängiger Beziehungsraum (vgl. Groh 2008, S. 74). Die von Groh über die Zeit beschriebenen 
Zustände der Exploration sind unabhängig von dem Typ der Darstellung der zu explorierenden Daten. 
Für die graphenbasierte Exploration komplexer Netzwerke lassen sich die beschriebenen Zustände 
aus der Arbeit von Groh (vgl. Groh 2008, S. 74) übertragen: " Kontext- und Detailsicht " Gewinnung von Informationen " Unterscheidung verschiedener Aufgaben während der Exploration " Bildung von Assoziationen und Aggregationen  " semantische Wirkung 
Chi beschreibt eine Taxonomie in einem Referenzmodell zur Informationsvisualisierung. Dieses 
beginnt mit der Betrachtung der Rohdaten und überführt diese durch eine Transformation in eine für 
den Nutzer verständliche Sicht. (Chi 2000, S. 71) In Bezug auf das von Chi beschrieben 
Referenzmodell bezieht sich die graphenbasierte Exploration auf die Schritte zwischen der „visuellen 
Transformation“ und der Sicht des Nutzers auf die transformierten Daten. Der in Abb. 5 
beschriebene Explorationsprozess bezieht sich auf die Interaktion des Nutzers auf der „View“ (vgl. 
Buzin 2012b; Buzin 2013a). In Bezug auf das Referenzmodell von Chi wird der Prozess „Visual 
Mapping Transformation“ durch die Änderungen des Nutzers beeinflusst. 
Als Interaktionen auf der „View“ werden Navigationsaktionen wie Pan und Zoom verwendet. Für die 
Exploration werden die Konzepte semantischer Zoom und Clustern verwendet. Diese sind in 
Abschnitt 3.3 beschrieben. 
Die Auswirkungen auf die „View“ äußern sich in verschiedenen Darstellungen. Diese beziehen sich, 
wie von Card et al. beschrieben, auf verschiedene Sichten, insbesondere auf Detail- und 
Kontextsicht (vgl. Card et al. 1999, S. 285). Diese Explorations- und Interaktionsformen basieren auf 
dem Erwerb von Informationen beim Nutzer durch konkrete Aufgaben. 
Ausgehend von der Aufgabenstellung, die mit der Suche in einem komplexen Netzwerk verbunden 
ist, wird auf die Informationsgewinnung mittels graphenbasierter Exploration gesetzt. Die 
unterschiedlichen Sichten sowie Arten der Informationsvisualisierung unterstützen diesen Prozess. 
Der Begriff Information wird in der Literatur auf verschiedene Weisen definiert. In Bezug auf die 
graphenbasierte Exploration, als Prozess der Erschließung von Wissen, sind die folgenden 
Definitionen aus der Literatur relevant: 
„Information ist die Teilmenge von Wissen, die von einer bestimmten Person oder Gruppe in einer 
konkreten Situation benötigt wird und häufig nicht explizit vorhanden ist.“ (Fachrichtung 
Informationswissenschaft: Definition: Information 2014) 
Dies beschreibt den Bedarf an Neuigkeit der Information, der durch die Exploration des Graphen 
gestützt wird. Dies bezieht sich auf die Exploration in für den Nutzer noch nicht erschlossene 
Bereiche des Graphen. Im Folgenden werden die Prozesse der Informationsgewinnung zur 
Verringerung von Ungewissheit definiert: 
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„Information ist die Verringerung von Ungewissheit aufgrund von fachlichen 
Informationsprozessen.“ (Fachrichtung Informationswissenschaft: Definition: Information 2014) 
Die Definition bezieht sich dabei auf die Tätigkeit des Senders, was in der graphenbasierten 
Exploration in der Ausgangsituation der Fall ist. Die folgende Definition vertritt einen nutzerorientierten 
Ansatz, der die handlungsrelevante Wissensveränderung in den Mittelpunkt stellt: 
„Information ist der (geglückte) Transfer von Wissen, ist also das (neue) Wissen, das beim 
Rezipienten zu einer Veränderung des bisherigen Wissens führt. Im engeren Sinne ist es das Wissen, 
das einem Menschen (oder einer Institution) zuvor fehlte, um bei einem aktuellen Problem eine 
sachgerechte Entscheidung zu treffen.“ (Fachrichtung Informationswissenschaft: Definition: 
Information 2014) 
Abschließend sei folgende Definition erwähnt, welche auf die Interaktion während der 
graphenbasierten Exploration bezogen werden kann. 
„Information ist Wissen in Aktion“ (Fachrichtung Informationswissenschaft: Definition: Information 
2014) 
Aus den vorliegenden Definitionen sei für die vorliegende Arbeit und die Domäne der 
graphenbasierten Exploration der Begriff „Information“ wie folgt definiert: 
Information entsteht als Resultat einer Aktion und dem (geglückten) Transfer von Wissen 
in einer konkreten Situation und verringert in seiner Wirkung beim Betrachter die 
Ungewissheit über eine bestimmte Struktur eines nicht erschlossenen Bereichs oder einer 
Beziehung. 
Die Domäne der graphenbasierten Exploration wird mit einer Aufgabe, als externer oder interner 
Trigger, initiiert. Im Folgenden wird die Art der Aufgaben betrachtet. In der Literatur ist die 
Unterscheidung der Aufgaben in „datenzentriert“ und „taxonomienzentriert“ von Amar beschrieben 
(vgl. Amar et al. 2005, S. 112). Im Bereich der datenzentrierten Aufgaben ist Bertin mit seiner 
Synopsis zur Unterscheidung zwischen geordneten, nominalen und topographischen Daten zu 
nennen (Bertin 1981, S. 42 ff). Der Ansatz zur Taxonomie wird durch Wehrend und Lewis mit einer 
Taxonomie der „kognitiven Aufgaben“ beschrieben (siehe Tabelle 3), (Wehrend et al. 1990, S. 140). 
Diese kognitiven Aufgaben sind relevant für die Domäne der graphenbasierten Exploration. Eine 
Adaption ist in Abschnitt 5.5 beschrieben. Dies äußert sich in der visuellen Analyse von Daten. Die 
visuelle Analyse ist die weitere Interpretation der visuellen Wahrnehmung unter Verwendung von 
bekanntem Wissen, aktuellen Zuständen und der aktuellen, subjektiven Wahrnehmung der 
Darstellung. In Bezug auf einen Graphen und die Exploration lassen sich Aufgaben der visuellen 
Analyse aufteilen. 
Die Aufgaben erfordern es, die Sicht auf die Daten und damit auf die Darstellung des Graphen zu 
ändern. Dabei wird zwischen drei Sichten unterschieden: Kontextsicht, Zwischensicht und 
Detailsicht. Die Kontextsicht beschreibt die globale Sicht und damit die Darstellung aller Objekte 
(eines Graphen). Sie existiert für jeden Graphen nur einmal. Die Detailsicht ist die atomare Sicht auf 
ein Graphobjekt. Sie existiert für jedes Graphobjekt nur einmal. Die Zwischensicht ist in verschiedene 
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Stufen unterteilbar. Sie existiert in einer vom Nutzer definierten Anzahl. Alle drei Sichten und ihre 
Unterteilungen werden in der Visualisierung als „Level-of-Detail“ (LoD) bezeichnet. 
Aufgabe Beschreibung 
Identifizieren Erkennen bestimmter Objekte 
Lokalisieren Position eines Objektes oder einer Gruppe bestimmen 
Kategorisieren Eigenschaften bewerten und vergleichen 
Unterscheiden Objekte anhand von Eigenschaften trennen 
Clustern Ähnlichkeiten finden 
Verteilen Raum des Bezugssystems nutzen zur Verteilung der Objekte 
Ordnen Hierarchien auf die Positionierung oder Eigenschaften anwenden 
Vergleichen mit Entitäten Eigenschaftsbewertung zu Entitäten durchführen 
Vergleichen zwischen 
Beziehungen 
Unterschiedliche Beziehungsarten des Datensets betrachten 
Assoziieren Beziehungen zwischen Objekten oder Gruppen herstellen 
Korrelieren Erkennen von Beziehungen zwischen Werten und Attributen zweier 
Datensets 
Tabelle 3: Kognitive Aufgaben zur Exploration (nach Wehrend et al. 1990, S. 140) 
Die Visualisierung von Graphen (und Diagrammen) wird von Bertin in dem Werk „Graphische 
Semiologie“ ausführlich beschrieben (Bertin 1973). Zusätzlich beschreibt Bertin die Dimensionen 
unbestimmter, graphischer, visueller Darstellungen: " zwei Dimensionen der Ebene (Position) " Größe " Helligkeit " Muster " Farbe " Richtung " Form 
Es bilden sich daraus drei Funktionen für die graphische Darstellung: Informationsregistrierung, 
Informationsvermittlung und Informationsweiterverarbeitung (vgl. Bertin 1973). In der Ableitung bilden 
sich daraus für einen Graphen die folgenden Konstruktions- und Trennungsregeln. " Information in Form eines graphischen Bildes oder mit einem Minimum an erforderlichen 
graphischen Bildern zu konstruieren " Vereinfachen, ohne die Zahl der Beziehungen zu reduzieren " Reduktion des graphischen Bildes 
Weitere Parameter für die graphische Darstellung werden von Becker et al. beschrieben. Diese sind 
unter anderem: Statik, Ebenen, Topologie, Zeit, Aggregation, Größe und Farbe. (vgl. Becker et al. 
1995, S. 27 - 29) Weiterhin ist die umfassende Arbeit zur graphischen Wahrnehmung von Daten und 
Informationen in Graphen und Diagramme von Cleveland et al. zu erwähnen. (vgl. Cleveland et al. 
1984). 
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Diese Ansätze und Parameter spiegeln sich in den Regeln der Graphästhetik wieder (siehe Abschnitt 
2.8) und werden in der Diskussion zur graphenbasierten Exploration in Abschnitt 2.5 aufgegriffen. 
Abschließend steht die Definition der Komplexität eines Graphen. Ein Graph stellt eine visuelle 
Darstellung eines Netzwerkes dar, welches eine Beschreibung von Daten, basierend auf Objekten 
und Relationen, ist. Dies folgert in der Definitionsfindung, die Anzahl an Objekten und Relationen als 
Variablen zu diskutieren. Die Höhe der Wahrnehmung der Komplexität ist abhängig von der 
kognitiven Leistung, welche je Nutzer unterschiedlich ist. Ungeachtet des konkreten Wertes wird 
»komplex« in dieser Arbeit definiert als: 
Die Menge an Objekten und Relationen in einem Graphen, welche in der Wahrnehmung 
die kognitive Leistung überschreitet, um Zusammenhänge zwischen Details und Kontext 
zu erfassen und zu verarbeiten. 
Damit ist die Anzahl von Objekten und Relationen in einem Graphen in Zusammenhang mit der 
kognitiven Leistung eines Nutzers gebracht (siehe Abschnitt 7.3.2, Forschungsansatz zum NASA-
TLX und Abschnitt 2.3, Gedächtnisleistung). 
2.6 Metaphernbildung 
„Die Metapher ist ein Begriff der Linguistik. Etymologisch ist das Wort Metapher auf »das 
Übertragene« rückführbar. Es wird die bildhafte Bedeutung eines Wortes (einer Wendung) auf eine 
andere Bedeutung übertragen. Wenn zwar zahlreiche Metaphern auf vorgestellten Bildern beruhen, 
so stehen die konkreten Bildstrukturen, ihre Details oder ihre Gestaltungsprozesse nie im Mittelpunkt 
einer sprach-theoretischen Analyse.“ (Groh et al. 2012, S. 44) 
Der in dieser Arbeit verwendete Ansatz für den Begriff der Metapher in der 
„Interfacegestaltung“ basiert auf dem von Groh dargelegten Ansatz (vgl. Groh 2007, S. 70 ff.). Dieser 
beschreibt die Kombination von »bildhafter Struktur«, »sprachbasierter Struktur« und »technischer 
Struktur« als Schnittmenge der beiden zuerst genannten Bereiche. Zusätzlich definiert Groh die 
Begriffe „Motiv“ und „Metapher“ (siehe Abb. 15). 
 
Abb. 15: Beziehung zwischen technischen, bildhaften und sprachbasierten Strukturen (nach Groh 2007, S. 68) 
In dieser Diskussion führt Groh weiter fort, dass konstruktive Prinzipien strukturbezogen sind. In der 
Übertragung auf ruhende oder bewegte Bilder zeigt Groh: „[…] dass sich ‚gestalterische’ Prinzipien 
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in Strukturen realisieren, deren Zustand dem entspricht, was aus der Sicht der Semiotik als 
syntaktische Struktur bezeichnet wird […] “. (Groh 2007, S. 69) Diese Struktur gilt es auf Basis der 
beschriebenen Elemente „Motiv“ und „Metapher“ zu beschrieben. 
Motiv: „Das Motiv wird vom Gestalter in der zu gestaltenden Struktur als übergreifender 
Ordnungsansatz erkannt und ihr unmittelbar zugeordnet. Motiv und Struktur sind ähnlich.“ (Groh 
2007, S. 78) 
Metapher: „Die Metapher wird aus einem bestehenden und bekannten Repertoire ausgewählt und 
der zu gestaltenden Struktur zugewiesen. Metapher und Struktur sind einander zugeordnet.“ (Groh 
2007, S. 78) 
Die Konkretion und die Abstraktion werden als Gegengewichte dargelegt. Sie basieren dabei auf der 
Nutzung von Metaphern, welche die Semantik von Objekten aus der realen Welt (Konkretion) zur 
Abbildungswelt (Abstraktion) überführt (Groh 2007, S. 76). Dieses Prinzip wird in der 
graphenbasierten Exploration individuell von jedem Nutzer verwendet. 
Nardi und Zarmer zeigten in den frühen 1990er Jahren den Bedarf an visuellen Formalismen. „ […] it 
is time to devote more resources to the problems of the semantic interface. Complex problem 
solving activities, e.g, for design and analysis tasks, benefit from clear visualizations of application 
semantics […]“ (deutsche Übersetzung: “ […] es ist Zeit mehr Ressourcen den Problemen 
semantischer Schnittstellen zu widmen. Komplexe Problemlösungen zum Beispiel für Design- und 
Analyseaufgaben, profitieren von klar strukturierten Visualisierungen in der Anwendungssemantik 
[…]“ (Nardi et al.1990, S. 478) 
Ein visueller Formalismus definiert als: „Visual formalisms are diagrammatic notations with well-
defined semantics for expressing relations. They are based on simple visual notations such as tables, 
graphs, plots, panels and maps – objects that contain their own semantics and do not 
metaphorically recreate the semantics of some other domain.“ (deutsche Übersetzung: „Visuelle 
Formalismen sind schematische Notierungen mit wohlgeformten Semantiken für den Ausdruck von 
Relationen. Sie basieren auf einfachen visuellen Notationen wie zum Beispiel Tabellen, Graphen, 
Grundrissen, Tafeln, Karten – Objekte, welche sich selbst beinhalten, können jedoch nicht 
metaphorisch andere Semantiken anderer Domänen erstellen.“) (Nardi et al. 1991, S. 479) 
Daraus resultiert eine neue strikte Definition einer Semantik ohne den Einfluss verschiedener 
Domänen, wie sie in Metaphern verwendet werden, sondern sie ist in verschiedenen Domänen 
universell einsetzbar und kann direkt verstanden werden, ohne den Kontext zu erarbeiten. Ein 
weiterer Vorteil ist die technische Abstraktion und Automatisierung zur Generierung von visuellen 
Formalismen. Die Grenze der visuellen Formalismen liegt in der Komplexität der Daten. Die visuellen 
Formalismen sind in einem begrenzten Bereich der Datenkomplexität einsetzbar – sie haben eine 
untere und obere Grenze. Die genaue Definition dieser Grenzen ist Inhalt der aktuellen Forschung 
und steht nicht im Fokus dieser Arbeit. 
Wie in Eibl et al. beschrieben, bedarf es weiterer Betrachtungen zum korrekten Einsatz von 
Metaphern und visuellen Formalismen (Eibl et al. 2001, S. 1). Grundlegender Aspekt in der 
Diskussion ist dabei die Abhängigkeit von der spezifischen Situation und den kulturellen 
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Hintergründen, insbesondere in der Verwendung von Metaphern. Eibl et al. fassen die Metapher als 
Konstitution von drei Elementen zusammen:  " den Tenor als Subjekt der Metapher " den Fokus als Objekt der Metapher " die Basis als Schnittmenge von Subjekt und Objekt.  
Die Basis wird in vier verschiedenen Theorien diskutiert, welche entsprechend Eibl et al. kurz 
genannt werden (vgl. Eibl et al. 2001, S. 1): " Vergleichende Theorie 
Die Basis der Metapher wird durch eine Teilmenge von Eigenschaften des Tenors und 
des Fokus definiert, welche den Vergleich begründen. Führt der Tenor einen neuen 
Begriff ein, wird dieser auf Grundlage des Vergleichs auf einen Begriff im Fokus 
transferiert. " Anomalitätstheorie 
Diese Theorie basiert auf Unähnlichkeiten. Der Interpret der Metapher hat beim Lesen 
das Problem der Anomalie zu lösen. " Interaktionstheorie 
Die Interaktionstheorie nimmt eine Neustrukturierung des Tenors an. Dabei können 
Eigenschaften des Fokus nicht direkt auf den Tenor übertragen werden, da diese selbst 
metaphorisch sind. " Domänen beeinflussende Theorie 
In dieser Theorie werden die Einflüsse der Umgebungen mit in Betracht gezogen. 
Übereinstimmende Konzepte der Umgebungen von Tenor und Fokus führen zu einer 
Änderung der Sicht des Tenors. 
Die Verwendung von Metaphern unterstützt die Orientierung in unbekannten Umgebungen, dabei 
werden visuell kognitive Prozesse aktiv, um die Übereinstimmungen von unbekannten Mustern und 
bereits bekanntes Wissen zu finden. Ein repräsentatives Beispiel ist der „virtuelle Papierkorb“, 
welcher ein realistisches Abbild darstellt und durch die direkte Manipulation von Objekten per 
„Drag’n’Drop“ den Vorgang des Wegwerfens übernimmt (Eibl et al. 2001, S. 1). Damit wird 
begründet, dass das Verständnis der Metapher durch wiederholtes Verwenden stets größer wird. 
Kritik an der Metapher besteht hauptsächlich in folgenden Punkten:  " Messung der Qualität " Verständnis ist abhängig von Umgebung " Erschaffung der Metapher ist schwer und gelegentlich nicht hinreichend 
Der aktuelle Stand der Technik in der Darstellung von Daten bildet eine Kombination von Metapher 
und visuellen Formailsmen in einem Interface. Diese Kombination bietet die Vorteile der 
metaphorischen Darstellung und der strikten Klarheit der visuellen Formalismen. 
In der Bildsprache nach werden verschiedene Objekte abstrahiert und ergeben durch eine definierte 
Semantik einen einheitlichen Kontext (vgl. Groh 2007, S. 50). Diese Bildsprache lässt sich durch die 
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Abstraktion von Objekten in Graphen übertragen (siehe Abschnitt 5.4.3 und 5.4.4) und daraus eine 
semantische Wirkung erzeugen. Weitere Einflüsse sind durch die Arbeit zur Ikonographie von 
Panofsky geprägt (Panofsky 1978).  
Durch die Verwendung von Daten und Datenstrukturen als Grundlage zur Darstellung in einem 
Graphen werden Daten erst durch die Betrachtung des Nutzers zur Information. 
2.7 Perspektivität 
Die Perspektivität hat verschiedene mathematische, psychologische sowie philosophische 
Bedeutungen. 
„Der Geschichte der Perspektive werden wir nicht gerecht, wenn wir in ihr nur den verwickelten 
Werdegang einer Fertigkeit, einer Zeichen- und Malmethode sehen. Hingegen stand sie von ihren 
Ursprüngen an bis zu Beginn der Neuzeit in engstem, teils widersprüchlichem Zusammenhang zu 
den Verhaltensweisen wie zu den kultischen, religiösen, wissenschaftlichen und kulturellen 
Strömungen in der Menschheitsentwicklung. Dies können wir heute kaum noch ermessen, weil wir 
von Kindheit an mit der perspektivischen Darstellung vertraut sind.“ (Geyer 1994, S. 1) 
Die vorliegende Arbeit bezieht sich auf die mathematische und psychologische Bedeutung. Das Wort 
Perspektivität stammt aus dem Latein „perspicere“ (hindurchsehen, hindurchblicken) und bezeichnet 
ein räumlich, lineares Verhältnis von Objekten im Raum. Aus mathematischer Sicht ist es die 
Differenz zweier Projektionen von einem Punkt auf verschiedene Ebenen (vgl. Thompson et al. 2011, 
S. 152). Wird dieses Prinzip auf einer Darstellungsebene verwendet, so entsteht der Eindruck von 
Tiefe. 
 
Abb. 16: Perspektivität – zwei Linien treffen sich in einem Punkt und erzeugen die Wirkung von Tiefe 
Zwei parallele Linien auf einer ebenen Darstellungsfläche, welche nicht rechtwinklig zur 
Projektionsachse sind, erzeugen die Illusion der Tiefe, indem sie in einem Punkt aufeinandertreffen 
(siehe Abb. 16). Der Schnittpunkt, in dem die Linien aufeinandertreffen, kann sich auch außerhalb 
der Darstellungsfläche befinden (siehe Abb. 17). 
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Abb. 17: Perspektivität – Änderung der Tiefenwirkung durch Verlagern des Fluchtpunkts 
Perspektive wird außerdem durch Überlappung, Größenunterschiede und Abstand zum 
Referenzraum (Darstellungsfläche) erzeugt (siehe Abb. 18). Die Perspektivität eines Objektes wird 
durch andere Objekte auf derselben Darstellungsebene, seien sie vom gleichen Typ oder ein 
Referenzobjekte wie zum Beispiel ein Schatten, erzeugt (siehe Abb. 19). 
 
Abb. 18: Perspektivität durch Referenzobjekte 
 
Abb. 19: Perspektivität durch Abstand Objekt zu Schatten 
Die subjektive Perspektive entstand mit den Höhlenmalereien auf einer Fläche. Hier wurden Tiere, 
Personen und Gegenstände planar abgebildet ohne einen Fixpunkt. Die Perspektive bezog sich 
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dabei auf die Wichtung in der Wahrnehmung und den persönlichen Bedürfnissen. Im Zeitalter der 
Pyramiden entstand die unechte Perspektive. Hier wurden Parallelverschiebungen und quasi 
isomorphe Abbildungen erzeugt, welche Ansätze der heutigen Axonometrie hatten. Den Blick in die 
quasi Unendlichkeit konstruierten der Philosoph Demokrit aus Abdera (um 460 v.Chr.) sowie Euklid 
(365 v.Chr.). Dabei nutzen sie die Fluchtpunktperspektive zur Konstruktion des griechischen 
Theaters. 
Aus dem nördlichen Italien entsteht um das Jahr 1300 die Prospektiva. Sie hebt die Flächigkeit der 
bildlichen Darstellung auf und ermöglicht das Quasi-Hindurchschauen durch Objekte. Der zentrale 
Fluchtpunkt in der Perspektive sowie auch die geometrisch-mathematische und physikalische 
Gestaltung stellten für Leonardo da Vinci in seinem Abendmahl eine einzigartige Komposition von 
Ausdruck und Verinnerlichung dar (da Vinci 1495/97). Carl August Richter zeichnete ein 
fischaugenähnliches Panorama von Dresden in einer Radierung und betonte dabei die 
Wahrnehmung der Höhe und Weitläufigkeit der Stadt Dresden (Richter 1824). Die Variierung der 
Perspektive wurde bis zu hyperbolischen Verzerrungen fortgesetzt, wie sie in aktuellen Systemen der 
Informatik verwendet wird. Die Geschichte der Perspektivität entwickelte folgende Formen: " Veränderung der Sicht mit gestalterischen Mitteln " Farb-, Multi-, Bedeutungs-, Zentral- und Parallelperspektive " Verschiebung und Verzerrung der Darstellung " Fischauge " Panorama, „Multiperspektive“ 
Für die Graphen wirkt sich dies so aus, dass auf eine zentrale Perspektive gesetzt wird, welche in 
ihrem Ursprung (ohne Verwendung von Exploration, Navigation oder Abstraktion) idealisiert ist. 
Die Bedeutung und Evolution der Farbperspektive bis in die heutige Zeit der digitalen Medien und ihr 
Potential zur Navigation in virtuellen Welten ist von Groh beschrieben. Die Bedeutung der 
Farbperspektive erhielt bereits im Mittelalter eine wesentliche Rolle bei der Gestaltung von Bildern 
und „[…] stellt im Hinblick auf die Anwendung von Farbe einen ersten Höhepunkt dar […] “ (Groh et 
al. 2005, S. 55). 
Groh schreibt weiterhin: „Vor historischen und theoretischen Hintergründen der Bildsprache und der 
Farbwissenschaften können innovative Methodiken sowie Werkzeuge für eine navigationsförderliche 
Farbgebung und –verwendung, insbesondere für die Interfaceentwicklung, aufgezeigt 
werden.“ (Groh et al. 2005, S. 55) Im Weiteren beschreibt Groh, dass die Farbperspektive und 
Farbordnung im Kontext von Navigation eine Schnittmenge von angewandter Informatik, 
Wahrnehmung und Psychologie sowie Bildwissenschaft darstellt. 
Für den Einstieg in die Interaktion mit der virtuellen Welt wird das Interaktionsbild beschrieben, 
welches sich aus dem Datenbild, einer computergrafischen Abbildung von Daten, und dem 
Navigationsbild, „[…] einem Navigator - quasi ein Bild zum Bild […] “ (Groh et al. 2005, S. 56), 
zusammensetzt. Groh stellt dabei heraus: „Das Ziel ist eine verbesserte Kommunikation via 
Interaktionsbild, die insbesondere durch die Farbwahl gestützt wird; denn das Navigationsbild 
bestimmt den Grad einer möglichen Navigation und somit letztlich die Effizienz und den Erfolg eines 
Interaktions- aber auch Identifikationsprozesses.“ (Groh et al. 2005, S. 57)  
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Die Farbperspektive wird als eine malerische Regel verwendet, welche die psychologischen Aspekte 
der visuellen Wahrnehmung berücksichtigt. Sie wird oft in der Anwendung mit der Luftperspektive 
verbunden und erzeugt die Illusion der Raumtiefe (vgl. Franke et al. 2005, S. 1). Im Konkreten ist dies 
durch Trübung (von leuchtend zu trüb), Verblauung (von warm zu kalt), Aufhellung (von dunkel zu 
hell) sowie Unschärfe zu erkennen. In der Flächenwirkung unterstützt die Farbperspektive die 
Bedeutung von Objekten in einer bildsprachlichen Betrachtung (Panofsky 1985). 
Für die Eingliederung einer Farblehre zur Erschließung der Navigation bezieht sich Groh auf das 
Modell von Küppers (vgl. Groh 1999; Groh et al. 2005). Die resultierende Fusion, wie von Groh 
beschrieben, ist in Abb. 20 dargestellt (vgl. Groh et al. 2005). 
Daraus resultiert nach Groh, dass das Datenbild mittels Algorithmen automatisiert und 
computergrafisch abgebildet werden kann. Das Navigationsbild hingegen „[…] ‚gehört’ dem Nutzer, 
es ist ein ‚Okular’ ins Datenbild […] “ (Groh et al. 2005, S. 60). 
 
Abb. 20: Fusion von syntaktischen Feldern und projizierten Farbring (nach Groh et al. 2005, S. 60 Abb. 3) 
 
Abb. 21: Interaktionsförderliche Farbgebung (Groh et al. 2005, S. 61 Abb. 4) 
Mit der Zuordnung von Interaktionspotentialen der syntaktischen Felder beschreibt Groh eine 
„interaktionsförderliche Farbgebung“ (siehe Abb. 21) (Groh et al. 2005, S. 55 ff). 
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2.8 Graphästhetik 
Die Graphästhetik beschäftigt sich mit der ästhetischen (in der Literatur beschrieben als: feinsinnig, 
formvollendet, geschmackvoll, kunstvoll, schön, stilvoll (Duden 2006, S. 202, ästhetisch/Ästhetik)) 
Abbildung und Gestaltung von Graphen. Sie umfasst dabei Bereiche der Gestaltgesetze und 
Informationsvisualisierung. Der Begriff der Ästhetik kommt aus dem Altgriechischen „aísth!sis“ und 
bedeutet Wahrnehmung oder Empfindung. 
Der Begriff der Graphästhetik wird in der vorliegenden Arbeit unter dem Aspekt der Gestaltgesetze 
und die daraus resultierende Erhöhung der Lesbarkeit in Graphen, d.h. Reduktion von 
Kantenschneidungen, Kantenbiegung und die Einbringung von Symmetrie, verwendet. 
Das Thema der Graphästhetik ist seit den 1980er Jahren in der Forschung motiviert und 
entsprechend diskutiert. Das Ziel der Ästhetik von Graphen besteht in einer Verbesserung der 
Lesbarkeit der Struktur des Graphen und basiert auf den Analysen wie Graphen gelesen werden. 
Aus dieser Analyse lassen sich Gestaltungsempfehlungen ableiten, wie zum Beispiel die Symmetrie 
(vgl. Eades 1984, S. 146f), minimale Kantenschneidungen (vgl. Ferrari et al. 1969) sowie ein 
Minimum an Krümmungen von Kanten (vgl. Trickey 1988, S. 171).  
Im Weiteren betrachtete Ware Eigenschaften wie die Anzahl der Kanten, die den kürzesten Pfad 
kreuzen und die Kontinuität von „Multi-Kanten-Pfaden“ (vgl. Ware 2000, S. 293f). Die Arbeit von 
Ware zeigte, dass die meisten Probanden Highlights als Ausgangspunkt der Betrachtung und 
Exploration verwendeten und die (kulturelle) Leserichtung einen Einfluss hat. Zusätzlich zeigte Ware, 
dass die Kantenüberschneidungen weitestgehend ignoriert werden. (vgl. Ware et al. 2002, S. 103) 
Es ist anzumerken, dass in dem verwendeten Graphen fast alle Kanten im Winkel von 90 Grad 
ausgerichtet waren. Weiterhin stand als Ergebnis der Untersuchung das hervorgehobene und 
zentrale (und semantisch wichtige) Knoten öfters betrachtet werden und die Antwort mehrfach 
verifiziert wurde. 
Wie in Abschnitt 2.3 beschrieben, verarbeitet der Mensch die Informationen über den visuellen Puffer 
und legt sie im Arbeitsgedächtnis ab. Eine unangemessene Darstellung kann zu einer höheren 
kognitiven Belastung führen. Eine visuell ästhetische Darstellung von Daten kann die kognitive Last 
verringern und ermöglicht es, mehrere Aufgaben mit derselben kognitiven Leistung zu erfüllen. 
Daraus lässt sich ableiten, dass eine entsprechend gestaltete Visualisierung zum externen 
Gedächtnis werden kann. 
Die Grundlagen aus Abschnitt 2 beeinflussen die Gestaltung von Graphen. Das menschliche Gehirn 
kann visuelle Muster erfassen und bis zu einem gewissen Grad fehlende Informationen ergänzen. 
Dieses Verhalten wird als Mittel in der ästhetischen Gestaltung von Graphen genutzt. Das Gesetz der 
Kontinuität wird dabei als wesentlich betrachtet – insbesondere im Fokus für die Eigenschaft des 
kürzesten Pfads. Dieser sollte stets eine kontinuierliche Richtung aufweisen (vgl. Ware et al. 2002, S. 
103). 
Die Auswahl der Gestaltungsempfehlungen zur Graphästhetik ist vom Anwendungsbereich und der 
Anforderungen an die Visualisierung abhängig (vgl. Coleman et al. 1996, S. 1415). Im 
Anwendungsbereich der graphenbasierten Exploration ist eine Abwägung der 
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Gestaltungsempfehlungen notwendig, wobei sich Gestaltungsempfehlungen nicht stets ergänzen, 
sondern auch als Gegenspieler agieren. Zusammenfassend lassen sich die 
Gestaltungsempfehlungen, in Anlehnung an die Arbeiten von Beck, Battista und Purchase, in drei 
Gruppen gliedern: Allgemein, Dynamik und Skalierbarkeit (Beck et al. 2009; Battista et al. 1999; 
Purchase 1997). 
An diese Gruppen der Gestaltungsempfehlungen knüpft die vorliegende Arbeit, mit dem Fokus auf 
die Gestaltung und visuelle Wahrnehmung der graphenbasierten Exploration, an und bezieht sich 
dabei auf die Kategorien der Graphobjekte: " Knoten 
o Nähe der Knoten untereinander hat Einfluss auf semantische Wirkung 
o Position hat Auswirkung auf Wahrnehmung (zentrale Position vs. Randposition) 
o Minimaler Knotenabstand erzeugt Nähe 
o Knoten mit ähnlichem Bezug sollten gemeinsam präsentiert werden 
o Knoten clustern (zum Beispiel nach semantischen Inhalten) 
o Knoten sollten nicht zu nah an Kanten sein " Kanten 
o Minimierung der Schnittpunkte von Kanten 
o Verzicht auf Kantenbiegung verringert die Lesbarkeit 
o subjektive Wahrnehmung der Anzahl an Schnittpunkten 
o Überschneidungen sind von der Relevanz der Aufgabe abhängig 
o Geringe Anzahl an Kreuzungen ist den Biegungen vorzuziehen 
o Vermeiden von Kantenkreuzungen 
o Gesamtlänge der Kanten soll minimal sein 
o Kanten sollten lesbar und unterscheidbar sein 
o Kantenlänge ähnlich 
o Kantenrichtungen (zum Beispiel durch Pfeile) sollten ähnlich sein 
o Dicke der Kantendarstellung hängt von der Größe der Präsentation ab " Allgemein 
o Konsistente Leserichtung verbessert die Wahrnehmung 
o Größe des Gesamtlayouts sollte minimal sein 
o Graph über die gesamte Darstellungsfläche verteilen 
o Anwenden der kulturellen Leserichtungen im Graph 
o Graph soll symmetrisch sein 
o Symmetrie unterstützen und Elternknoten direkt über den Kindknoten platzieren 
o Knoten sollten in den Grenzen einer minimalen Bounding Box platziert sein 
o Annotationen sollten so nah wie möglich an den betreffenden Objekten stehen 
o Minimale Anzahl an Farben und Formen bei Knoten 
o Einfache Formen bevorzugen und konsequent einsetzen 
o Hervorheben von relevanten Knoten 
o Konsistentes Aussehen der einzelnen Elemente 
o Vermeidung, dass Kanten Knoten durchschneiden 
o Vermeidung einer zufälligen Verteilung von Kanten und Knoten 
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In Anbetracht der Tatsache, dass nicht alle graphästhetischen Gestaltungsempfehlungen gleichzeitig 
erfüllt und angewendet werden können, sind mit den vorhergehend genannten Punkten eine Menge 
an Regeln definiert. Die Anwendung der Gestaltungsregeln basiert auf der Definition von 
Randbedingungen des Anwendungsfalls (Anzahl der Knoten in der Darstellung des Ergebnisses, Ort 
der Positionierung von Knoten, Clusterbildung) und der Leistungsspezifikation des Systems (zum 
Beispiel: Größe der Darstellungsfläche oder Rechenleistung). 
Diese Gestaltungsregeln werden von Purchase in Metriken zur Bewertung der Graphästhetik 
überführt. Die von Purchase definierten Metriken sind: Kantenüberschneidungen, Kantenbiegungen, 
minimale Winkel zwischen Kanten, orthogonale Ausrichtung von Kanten sowie eine einheitliche 
Fließrichtung. Kritisch merkt Purchase jedoch an, dass eine vollständige Optimierung auf ein 
Kriterium, zum Beispiel die komplette Eliminierung von Kreuzungen, die Lesbarkeit eines Graphen 
beeinflussen kann. (vgl. Purchase 2002, S. 501). 
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3 Stand der Forschung und Technik 
3.1 Graphen 
Die graphische Darstellung von großen Datenmengen in Form von Graphen hat verschiedene 
Facetten. Eine umfassende Sammlung verschiedenster Ausprägungen ist in Manuel Limas „Visual 
Complexity: Mapping Patterns of Information“ (vgl. Lima 2011) und „Beautiful Visualization“ (vgl. 
Steele et al. 2010) veranschaulicht. Je nach Anwendungsfall und Fragestellung unterscheiden sich 
die Formen der Repräsentation der Daten. Der Fokus in der Unterscheidung liegt in der Darstellung 
und Bedeutung von Knoten oder Relationen. Wie Landesberger zusammenfasst, können diese 
Darstellungsformen in drei Gruppen eingeteilt werden (vgl. Landesberger et al. 2011, S. 1726): " Knoten-Kanten basiert " Matrix basiert  " Hybride Techniken 
Ein Vergleich von Knoten-Kanten und Matrix Techniken ist von Gansner durchgeführt worden. Aus 
den Gestaltgesetzen folgt Gansner die These, dass Knoten-Kanten Darstellungsformen besser 
lesbar sind (vgl. Gansner et al. 2010, S. 207). Wie in Abschnitt 2.8 zur Graphästhetik beschrieben, ist 
ein wesentlicher Faktor die Anzahl der Knoten und Kanten, welcher den Haupteinfluss auf die 
Lesbarkeit eine Graphen hat. Techniken in diesem Bereich basieren auf der Anwendung der 
Gestaltgesetze (siehe Abschnitt 2.4 zur Gestaltpsychologie). In der Literatur werden drei Gruppen 
von Graphen diskutiert: " Knoten-Kanten Graphen " Raum füllende Graphen  " hybride Darstellungen von Graphen 
Zur ersten Gruppe gehören Bäume und Bäume mit Relationen. Die zweite Gruppe wird durch 
„Spring Layouts“, „Space Division Layouts“, „Space Nested Layouts“ und „3D Layouts“ gebildet. Die 
dritte Gruppe enthält „Hybride Layouts“ wie „Elastic hierarchies“ (Zhao 2005, S. 57). 
 
Abb. 22: Graph als Baum mit zusätzlichen Relationen 
Eine besondere Art der Graphen bilden Bäume als Darstellung von hierarchischen Daten. Zusätzlich 
zu der semantischen Wirkung der Hierarchie kann diese durch die Richtung der Abhängigkeit 
verstärkt werden (siehe Abb. 23). Dies bildet die Form des gerichteten Baums. Weitere Formen sind 
„Bäume mit Relationen“ (siehe Abb. 22), „H-Bäume“, d.h. Binärbäume werden in ein rechteckiges 
Raster eingebettet (siehe Abb. 24), und „3D-Bäume“ (siehe Abb. 25). 
62 
Bäume mit Relationen ermöglichen dem Nutzer zwei verschiedene Aspekte eines Datensatzes 
gleichzeitig zu betrachten. Dieser Graph vereint zwei verschiedene Sichten. Zum einen die 
hierarchische Sicht der Knoten (siehe Abb. 22 schwarze Kanten) und zum anderen die zusätzlichen 
Beziehungen zwischen den Knoten (siehe Abb. 22 grüne Kanten). Die Herausforderung an einem 
derartigen Graph ist, dass zwei Sichten den Graphen nicht ästhetisch wirken lassen. Die Menge der 
Kanten steigt zusätzlich und erzeugt gegebenenfalls eine hohe Anzahl an Überschneidungen. Daraus 
resultiert eine reduzierte Lesbarkeit, die in der Erfassung des Graphen zu einer erhöhten kognitiven 
Last führt. 
Die Abb. 23 zeigt einen Graph, welcher einen hierarchischen Baum abbildet. Für diesen gilt, dass ein 
Wurzelknoten existiert, von dem aus sich alle Kanten verzweigen und keine Zyklen entstehen. Diese 
nicht veränderbare Sicht auf einen Graphen stellt den Nutzer vor die Herausforderung, dass Daten 
stets an dieses Schema angepasst werden müssen und daraus eine vordefinierte semantische 
Wirkung entsteht. 
 
Abb. 23: Hierarchischer Graph mit Highlight des Wurzelknotens sowie Elemente aus zwei weiteren Ebenen 
Der „H-Baum“ (siehe Abb. 24) ist eine spezielle visuelle Darstellung des Binärbaums und wird in der 
Arbeit von Shiloach beschrieben (Shiloach 1976). Er besitzt einen Wurzelknoten von dem aus sich 
stets zwei Kanten zu einem neuen Knoten verzweigen, welcher wiederum zwei abgehende Kanten 
zu neuen Knoten hat. Die Besonderheit der Darstellung des „H-Baums“ ist sein rechteckiges Layout, 
aus dem der Name resultiert. Binärbäume sind visuelle Darstellungen für binär verzweigende 
Datensätze. Aus Sicht der Graphästhetik bilden sie eine klare Struktur, basierend auf der Symmetrie. 
 
Abb. 24: H-Baum 
Weitere Layouts für hierarchische Bäume sind 3D-Darstellungen, wie „Phyllotrees“ (siehe Abb. 25) 
(vgl. Neumann et al. 2006, S. 63). 
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Die Darstellung „Phyllotrees“ von Neumann et al. stellt den Nutzer vor die Herausforderung der 
Exploration einer dreidimensionalen Visualisierung auf einer zweidimensionalen Oberfläche (Neumann 
et al. 2006, S. 63). Die Überdeckung von Knoten verhindert die Erfassung des Kontexts. 
 
Abb. 25: Phyllotrees (Neumann et al. 2006, S. 63) 
Weiterhin ist die Arbeit von Royer zu „PowerGraphs“ aus der Domäne der Genetik zu erwähnen 
(Royer et al. 2008, S. 1f). Der „PowerGraph“ ist eine sehr domainspezifische Visualisierung 
komplexer Netzwerke. Der Kern der Arbeit ist die Reduktion des hohen Vernetzungsgrads im 
Graphen. Abb. 26 zeigt an drei Beispielen, wie dieser hohe Vernetzungsgrad reduziert wird. 
 
Abb. 26: PowerGraphs (Royer et al. 2008, S. 2) 
Abschließend sind „Spanning Trees“ zu nennen, welche einen nicht hierarchischen Graphen 
abbilden können. Der „Spanning Tree“ beschreibt eine Ableitung aus einem hierarchischen Baum 
beginnend bei dem Wurzelelement (Kruskal 1956). Die Herausforderung ist jedoch die Komplexität 
der Darstellung. 
Raumfüllende Techniken 
In der Gruppe der raumfüllenden Darstellungen wird der Graph in einem definierten visuellen 
Darstellungsbereich abgebildet. Dies hat zur Folge, dass der Graph vollständig auf der 
Darstellungsfläche abgebildet wird. Ein Nachteil ist die Beschränkung in der Erkennung von Objekten 
bei steigender Komplexität des Graphen. Dies sei am Beispiel von „Treemaps“ dargestellt (siehe Abb. 
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27) (Johnson et al. 1991, S. 284). Eine weitere hierarchische Verschachtelung einer Baumstruktur in 
einer Sequenz von Boxen wird in der Arbeit von Sindre et al. unter dem Namen „Onion 
Graph“ diskutiert (Sindre et al. 1993, S. 287). Grundlage ist eine hierarchische Datenstruktur. Die 
visuelle Gestaltung ist, analog zu „Treemaps“, in der Darstellungsfläche beschränkt. Im Gegensatz 
zur „Treemap“ sind die Relationen zwischen den einzelnen Objekten erkennbar. 
 
Abb. 27: Treemaps (nach Johnson et al. 1991) 
 
Abb. 28: Onion Graph (nach Sindre et al. 1993) 
In Analogie zu „Treemaps“ und „Onion Graphs“ ist das Layout „Venn Diagramm“ zu nennen, welches 
sich auf die visuelle Darstellung der hierarchischen Ordnung bezieht. Ein „Venn Diagramm“ stellt eine 
hybride Darstellung von „Treemaps“ und „Onion Graphs“ dar. Wie in Abb. 29 zu sehen, wird ein 
Großteil der Fläche nicht verwendet. Dies steigert die Lesbarkeit. Einen Nachteil bilden tiefere 
Hierarchien, welche die Lesbarkeit reduzieren (siehe linker Teil der Abb. 29). 
 
Abb. 29: Venn Diagramm 
Van Ham und Van Wijk argumentieren in ihrer Arbeit, dass die Darstellung der Hierarchie in „Venn 
Diagrammen“ und „Treemaps“ zwei wesentliche Probleme hat. Zum einen, die schwer lesbaren 
Formen von Rechtecken oder Ellipsen. Dies erschwert den Vergleich und die Interaktion. 
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Insbesondere, je kleiner die visuelle Darstellung wird. Zum anderen, die Beschränkung der Fläche, 
was zu einer schweren Erfassung der Hierarchie bei komplexen Graphen führt. Diese Argumentation 
von Van Ham und Van Wijk führte zur Entwicklung von „Beam Trees“. (Van Ham et al. 2002, S. 93)  
Die Rechtecke der Blattknoten werden verkleinert und verschoben, sodass die darunterliegenden 
Knoten zum Vorschein kommen. Man erhält somit zusätzlich eine Tiefeninformation. Diese 
Weiterentwicklung bildet die hierarchischen Baumstrukturen in einem zweidimensionalen Rechteck, 
unter optimaler Nutzung des zur Verfügung stehenden Platzes, ab (siehe Abb. 30). 
 
Abb. 30: Beam Trees (nach Van Ham et al.2002) 
Abschließend sei auf die visuelle Darstellung der „Voronoi Diagramme“ eingegangen. Diese 
beschreiben die Zerlegung einer definierten Fläche mit einer vorgegebenen Menge an Punkten. Die 
angrenzenden Flächen werden durch ihre Nähe bestimmt, basierend auf der euklidischen Metrik. 
(Aurenhammer 1991, S. 345) Einen Anwendungsbereich bildet die Darstellung von Software 
Metriken in der Softwareentwicklung (Balzer et al. 2005, S. 165). 
 
Abb. 31: Voronoi Diagramme (Beispiel, Ausschnitt) 
Mit Fokus auf die Exploration von Graphen ist zu argumentieren, dass diese raumfüllenden 
Darstellungen eine hohe kognitive Leistung erfordern, welche durch die fehlende Unterstützung von 
Relationen und klaren Darstellungen (siehe Graphästhetik) verursacht wird. 
Hyperbolische Layouts 
Die Interaktion mit komplexen Darstellungen bildet die Herausforderung in den vorhergehend 
genannten Lösungen. Vor diesem Hintergrund entwickelten Lamping et al. eine geometrische 
Abbildung für große Hierarchien, den „Hyperbolic Browsers“ (siehe Abb. 32) (Lamping et al. 1995, 
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S. 401). Hyperbolische Visualisierungen gehen stets von einem Wurzelknoten aus. Dieser Ansatz ist 
analog zu der Visualisierung von „Sunburst“ (siehe Abb. 33) (Stasko et al. 2000, S. 57). 
Der von Herman et al. beschriebene Ansatz eines hyperbolischen Layouts unterscheidet sich von 
den vorher beschriebenen Methoden (Hermann et al. 2000, S. 24). Die Ergebnisse von Herman et al. 
zu reproduzieren ist schwer, da sie auf den Euklidischen Axiomen beruhen (vgl. Coxter 1961, 
S. 208-210). 
 
Abb. 32: Hyperbolic Browser, schematische Abbildung (Lamping 1996, S. 401)  
 
Abb. 33: Sunburst, schematische Abbildung (Stasko et al. 2000, S. 58) 
Die unterschiedlichen räumlichen Eigenschaften der hyperbolischen Geometrie ermöglichen es, das 
Layout von einer Wurzel aus mehreren Teilgraphen rekursiv und zirkular aufzubauen. Diese rekursiv 
zirkulare Entstehung nutzt den Raum, zur Darstellung größerer Mengen. 
Weitere Formen der hyperbolischen Darstellungen sind durch Munzner in einem dreidimensionalen 
hyperbolischen Raum (vgl. Munzner 1997, S. 2), durch Robinson mittels einen „EBI Hyperbolic 
Viewer“ (Robinson 1998) und Wilson in „Dynamic Hierarchy Specification Visualization“ (Wilson et al. 
1999, S. 625) beschrieben. 
Die Betrachtung der visuellen Darstellung von hyperbolischen Layouts stellt den Nutzer vor weitere 
Herausforderungen in der Interaktion. Es ist, trotz des Fokus auf Interaktionen, ein Spannungsfeld 
entstanden, welches sich zwischen der Interaktion und der komplexen Hierarchie des Graphen 
aufbaut. Je komplexer der Graph, desto feiner sind die Objekte im Graphen abgebildet. Die 
kreisförmige Darstellung bedingt eine nach innen gerichtete Verengung der Darstellungsfläche und 
reduziert die Fähigkeit der Interaktion mit den abgebildeten Elementen. 
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Die vorangegangenen Lösungen und Konzepte bieten unter dem Aspekt der Perspektivität nur eine 
Sicht auf die abgebildeten Daten. Für jede weitere Sicht werden die Daten neu dargestellt. Dies führt 
zu einer Veränderung der Struktur. 
3D Layouts  
Im Bereich der dreidimensionalen Darstellungen von Graphen bleibt die Struktur erhalten. Der Nutzer 
bewegt sich individuell um das Objekt. Dies verändert die Perspektive und ist der Beginn der 
individuellen graphenbasierten Exploration. Konzepte zu dreidimensionalen Layouts für Graphen 
verwenden die zusätzliche, dritte Dimension als Informationsraum. 
 
Abb. 34: 3D Graph „Information Cube“ (Rekimoto 1993, S. 127) 
Der „Information Cube“ von Rekimoto ist eine Übertragung der Darstellung von Treemaps in die 
dritte Dimension (Rekimoto 1993, S. 125). Die Herausforderung bleibt jedoch bestehen, dass die 
Erkennung der tatsächlichen Hierarchie und der Abhängigkeiten eine hohe kognitive Last erzeugt. 
Zusätzlich ist die Erkennung der Hierarchien nicht immer eindeutig. Weiterhin stellt die Lesbarkeit von 
Objekten in tieferen Hierarchien ein Problem dar (siehe Abb. 34). 
 
Abb. 35: Ausschnitt des Systems Vitesse als schematische Abbildung (Nigay und Vernier 1998, S. 42) 
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Das Konzept „ConeTree“ erweitert die Interaktion im Graphen ohne dass der Nutzer seinen 
Standpunkt verlassen muss (Robertson et al. 1991, S. 189). Die Interaktion beschränkt sich auf das 
Rotieren von Gruppen in der gleichen Ebene der Hierarchie sowie das Verschieben einzelner Knoten. 
Der Nutzer generiert mit diesen Interaktionen Teilsichten, die unabhängig von der globalen Sicht sind. 
Weiterhin besteht das Problem der Verdeckung.  
Auf Basis der Baumstruktur eines Dateisystems wird das Konzept des „SGI File System 
Navigators“ als 3D-Model umgesetzt (Tesler et al. 1992). Resultat ist eine dreidimensionale 
Darstellung von Knoten, die in die Tiefe auf einer Ebene projiziert sind. Das Konzept Vitesse (siehe 
Abb. 35) erzeugt dreidimensionale Sphären und bildet die Daten auf der Fläche ab (Nigay et al. 1998, 
S. 37). Die wesentliche Herausforderung neben der Gestaltung der Graphen in einer 
dreidimensionalen Umgebung ist die Interaktion, insbesondere die Navigation. 
Zeitbasierte Layouts  
Abschließend ist die Gruppe der zeitbasierten Graphen zu erwähnen, welche explizit die 
Transformation des Graphen von unterschiedlichen Zuständen abbilden. Dies basiert auf der 
Änderung der Daten, die dem Graphen zugrunde liegen. Ein wesentlicher Aspekt in der visuellen 
Darstellung ist die Änderungswahrnehmung des Nutzers (Buzin 2012a). Diese wird durch 
Animationen unterstützt, d.h. der Nutzer kann die Transformation nachverfolgen. In der Literatur wird 
zwischen zwei Gruppen der zeitlichen Variabilität unterschieden: Attributsänderungen und 
Relationsänderungen wie in „Timeline Trees“ (siehe Abb. 36) (Bruch et al. 2008, S. 75).  
 
Abb. 36: Timeline Trees als schematische Abbildung (Bruch et al. 2008, S. 75) 
Weitere Konzepte der dynamischen Graphen basieren auf der Animation von Attributen in 
Kombination mit animierten Knoten (vgl. Saraiya et al. 2005, S. 225). In Bezug auf die Änderung der 
Struktur eines Graphen ist auf die Arbeiten von Cohen et al. verwiesen (Cohen et al. 1995, S. 970). 
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3.2 Mehrstufige Explorationssysteme 
Wie in den Konzepten und Lösungen aus Abschnitt 3.1 erkennbar ist, sind nur wenige, in den 
meisten Fällen nur eine Sicht auf den Graphen möglich. Die Exploration eines Graphen stellt die 
Bedingung, dass verschiedene Sichten erforderlich sind. Dies basiert auf der Definition von 
Information (siehe Abschnitt 2.5), welche durch die Änderung der Sicht auf den Graph gewonnen 
wird. Es resultiert die Anforderung, dass dem Nutzer während der Exploration mehrere Sichten zur 
Verfügung gestellt werden. In der aktuellen Literatur werden folgende Systeme und Konzepte, unter 
Verwendung verschiedener Sichten, aufgeführt: " Vergrößerung von Ausschnitten durch Verzerrung, zum Beispiel „Fisheye View“ " dedizierte Detailstufen, wie zum Beispiel semantischer Zoom " unterschiedliche Gruppierungen von Objekten, zum Beispiel Clusterbildung oder Reduktion " Erweiterung der Menge, zum Beispiel mittels Filtern beziehungsweise Facettieren 
Vergrößerung eines Ausschnitts durch Verzerrung – Fisheye 
Mit dem Konzept des „Fisheye View“ wurde erstmals ein System eingeführt, welches in einer 
Darstellung verschiedene Sichten ermöglicht (Furnas 1986, S. 16). Das Konzept basiert auf der 
Linsenkrümmung, wie sie in der Natur von dem Fischauge bekannt ist. Furnas beschreibt diesen 
Effekt als ein generalisiertes System. Der Ansatz von Sarkar et al. adaptiert den Fisheye-View auf 
einen Graphen (siehe Abb. 37) (vgl. Sarkar et al. 1994, S. 86). 
 
Abb. 37: Graph mit Fisheye View (Sarkar et al. 1993, S. 86) 
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Als Resultat des Konzepts entstehen drei Bereiche (siehe Abb. 38):  " die zentral dargestellte Detailsicht auf einen gewählten Bereich " die Kontextsicht, in welcher sich das zu betrachtende Detail befindet  " ein Verzerrungsbereich als Übergang der beiden Sichten 
 
Abb. 38: Verzerrungsbereich, Detail und Kontext (am Beispiel von Sarkar et al. 1993, S. 86 unten rechts) 
Die Kontextsicht bietet einen Überblick ohne erkennbare Details. Die Detailsicht ist der Gegenspieler 
und stellt einen bestimmten, gewählten Ausschnitt vergrößert dar. In dem dazwischen liegenden 
Übergangsbereich ist durch die Verzerrung weder ein Detail noch ein Kontext erkennbar (siehe Abb. 
38). Diese einfache aber leistungsstarke Methode ist eine der wichtigsten Formen der Navigation und 
Exploration von komplexen Netzwerken beziehungsweise großen Datenmengen. 
Für einen Graphen bedeutet dies, dass sich das Zentrum der Verzerrung auf einem Knoten befindet 
und damit alle Objekte (Knoten und Kanten) im Bereich des Radius vergrößert und verzerrt darstellen. 
Der Radius kann unterschiedlich definiert werden, durch: " eine geometrische Länge auf dem Bezugssystem " die Anzahl an Nachbarn  " die Summe der Bewertung von Kanten. 
Sarkar et al. beschreiben den Grad des Interesses (engl.: degree of interesst, DoI) (Sarkar et al. 
1993). Der DoI ist für bestimmte Knoten durch die entsprechende semantische Hervorhebung 
beziehungsweise visuelle Vergrößerung definiert. Dieses Konzept ermöglicht die Exploration mit 
Fokus auf genau einen Knoten im Graphen. Der Nachteil besteht in der Erschwerung des Vergleichs 
von verschiedenen Graphobjekten. 
Dedizierte Detailstufen – semantischer Zoom 
Eine Weiterentwicklung des Fisheye Views sind Konzepte mit dedizierten Detailstufen (Level of 
Details, LoDs). Der Nutzer ist in der Lage den LoD auf einer vorgegebenen Skala zu definieren und 
dadurch die Sicht auf den Graphen zu verändern. Diese Konzepte benutzen Änderungen in der 
Auflösung auf globaler Ebene und erzeugen zusätzliche Sichten oder verändern den Detailgrad der 
Sicht. 
Das Konzept „SocialAction“ (siehe Abb. 39) von Perer und Shneiderman beschreibt die Kontextsicht 
auf einen Graph, mit der anschließenden Änderung der Sicht auf ein bestimmtes Detail 
(Perer et al. 2006, S. 693). Dies basiert auf dem „Visualization Seeking Mantra“ (Shneiderman 1996, 
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S. 337). Die Transformation von der Kontextsicht zur Detailsicht wird als Zoom bezeichnet. Der 
Nutzer hat, ähnlich wie beim Fisheye View, die Möglichkeit sich ein Objekt des Interesses näher zu 
betrachten.  
 
Abb. 39: SocialAction, schematische Abbildung des Graphvisualisierungstools, Tool zur Arbeit von Perer et al. 
(Perer et al. 2006, S. 693) 
Eine Verzerrung tritt in diesem Konzept nicht auf. Es entsteht eine Verschiebung aller Objekte, die 
sich um das Objekt des Interesses herum befinden, in den nicht sichtbaren Bereich. Die 
Herausforderung bei einer graphenbasierten Exploration besteht in dem Behalten des Überblicks 
und der Zusammenhänge der einzelnen Objekte. Im Weiteren bietet „SocialAction“ die Interaktion 
Panning, welche die Darstellungsfläche unterhalb des Betrachtungsausschnittes verschiebt. Beide 
Interaktionen und das Visualisierungskonzept führen durch iterative Ausführung zu einem „Lost-in-
Context“-Effekt. Tools, die auf dem Prinzip des Wechsels von verschiedenen Detailstufen basieren, 
werden in der Literatur als „Zoomable User Interfaces“ (ZUI) bezeichnet. ZUIs stellen dem Nutzer die 
Funktion bereit, zwischen Detail und Kontext zu wechseln. Cockburn et al. bildet vier verschiedene 
Kategorien der ZUIs: Detail und Kontext, Zoom, Fokus und Kontext sowie Cue-basierte ZUIs 
(vgl. Cockburn et al. 2008, S. 2). In der Betrachtung folgerten Cockburn et al., dass die verwendete 
Kategorie vom Nutzungskontext abhängig ist. Weitere Konzepte von ZUIs basieren auf dem Prinzip 
des kontinuierlichen Änderns des LoDs. Ein repräsentatives Beispiel ist „FacetZoom“ (siehe Abb. 40) 
(vgl. Dachselt et al. 2008, S. 1356). Wie bereits bei „SocialAction“ beschrieben, besteht auch in 
diesem Konzept der Effekt, dass der Nutzer einen „Lost-in-Context“-Effekt erfährt. 
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Abb. 40: FacetZoom im Mambo-Browser (Dachselt et al. 2008, S. 1356) 
Die abstrakteste Lösung von ZUIs bilden Linien als Indikatoren innerhalb einer Scrollbar für das 
Vorkommen von Objekten. Das Konzept wird als „Value Bars“ beschrieben (Chimera 1992, S. 293). 
Dabei bildet die Scrollbar die Kontextsicht und die Linien die Detailsicht. 
Das Konzept „PolyZoom“ erstellt für jeden gewählten Bereich einen neuen Ausschnitt und damit ein 
neues LoD (Javed 2012, S. 287). Am Beispiel einer geographischen Karte wird dies von Javed 
verdeutlicht. Den Ausgangspunkt bildet die Kontextsicht (siehe Abb. 41, Weltkarte im obersten 
Ausschnitt). 
 
Abb. 41: PolyZoom (Javed 2012, S.287) 
Von diesem beginnt die Exploration durch verschiedene LoDs. Hierarchisch bauen sich mehrere 
verschiedene Ebenen mit je einem bestimmten LoD auf. Die Exploration schließt mit einer Detailsicht 
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(siehe Abb. 41, Ausschnitt unten rechts, Süd-England). Die Wahl des Ausschnitts auf der 
darunterliegenden Ebene wird durch Linien und Rechtecke als Markierung im übergeordneten LoD 
unterstützt. Die Herausforderung dieser Lösung besteht im Erhalt des Zusammenhangs zwischen 
Detail- und Kontextsicht für den Nutzer. Bei einer geringen Anzahl an LoDs zwischen Kontextsicht 
und Detailsicht ist dies mit einer geringen kognitiven Last möglich. Wenn die Anzahl der LoDs steigt, 
dann reduziert sich die Darstellungsfläche je LoD. Dies erzeugt eine Unschärfe in der Darstellung 
beziehungsweise in der Wahrnehmung und steigert die kognitive Last. 
Gruppierung von Objekten – Clustern und Bündeln 
In Abschnitt 2.8 zur Graphästhetik sowie in Abschnitt 2.3 zur visuellen Kognition wird gezeigt, dass 
eine große Anzahl an Knoten und Kanten die Lesbarkeit des Graphen verringert. Basierend auf 
diesem Forschungsresultat entstanden Konzepte zur Reduktion der Anzahl der Graphobjekte. Dies 
hat Auswirkungen auf die Leistung der Algorithmen zur Darstellung und auf die Skalierbarkeit. Je 
größer die Menge an Knoten und Kanten, desto größer die Störmuster. Daraus folgt, dass der 
Algorithmus mehrere Reduktionsschritte berechnen muss. Diese Reduktion verbessert jedoch die 
visuelle Wahrnehmung (siehe Abschnitt 3.7). In Bezug auf die Konzepte aus der aktuellen Literatur 
bezieht sich die Reduktion von Störmustern auf Knoten und Kanten, sowie ihre Positionierung auf 
dem Bezugssystem. Dabei werden Lösungsansätze wie das „Clustern“ oder „Bündeln“ beschrieben. 
Als „Clustern“ wird die Anordnung von mehreren Objekten, insbesondere Knoten, auf einem 
beschränkten Raum bezeichnet. In der Literatur wird „Clustern“ als Prozess der Findung und Bildung 
von Gruppen, Klassen oder Kategorien verwendet. Das „Clustern“ hat eine semantische Wirkung. 
Die Prozesse zur Entstehung der semantischen Wirkung werden als „Cluster Analyse“, 
„Gruppierung“, „Clumping“ oder „Klassifikation“ beschrieben in der Arbeit von Everitt dargelegt 
(Everitt 1974). Die Literatur unterscheidet zwei Arten des „Clusterns“: strukturelles (vgl. 
Roxborough et al. 1997, S. 291) und inhaltliches (Mukherjea et al. 1995, S. 331). Das strukturelle 
Clustern bezieht sich auf die Organisation von vorhandenen Graphobjekten und deren Beziehungen. 
Das inhaltliche Clustern basiert auf der Auswertung von Attributen und semantischen Werten. Beide 
Arten unterstützen die Filterung und Suche innerhalb des Graphen. Das Hauptziel des Clusterns ist 
es disjunkte Gruppen zu bilden, um Überlappungen zu vermeiden und somit eine einfachere 
Navigation zu erreichen.  
 
Abb. 42: Kantenerhaltendes Clustern (Wills 1998, S. 412) 
Eine Technik ist es Cluster auf Basis der geringsten Anzahl an Kanten zwischen den Knoten zu 
finden (Mirkin 1996, S. 173f). Cluster können rekursiv erzeugt werden und bilden dadurch eine 
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Übersicht. Dieses Konzept wurde von Wills verwendet und in einem separaten Fenster dargestellt 
(Wills 1998, S. 402), (siehe Abb. 42). In seiner Arbeit beschreibt Wills, wie das Konzept den Erhalt 
von Kanten im Cluster realisiert und zusätzlich das Störmuster der Kantenkreuzungen reduziert (Wills 
1998, S. 402). Die semantische Wirkung des Clusterns erzeugt eine Struktur mit verschiedenen 
LoDs, welche eine Hierarchie abbilden. 
 
Abb. 43 Edgebundling nach Holton (Holton und van Wijk 2009, S. 989) 
In Bezug auf das Graphobjekt Kante wird das so genannte „Bündeln“ verwendet. Die Technik des 
„Bündelns“ beschreibt das Zusammenführen von Kanten über den größeren Teil der Strecke 
zwischen den Knoten. Es basiert auf dem „Confluent Drawing“ (vgl. Dickerson 2004, S. 1). In der 
Arbeit von Holten wird diese Technik unter Verwendung der „Force-Directed“ Eigenschaften 
eingesetzt (siehe Abb. 43) (Holton et al. 2009, S. 989). Das Konzept von Holten basierte auf der 
Manipulation eines einzelnen Parameters zur Kontrolle der Bündelung. Als Resultat entstehen eine 
starke Reduktion der Kantenkreuzungen und eine klare Struktur der Kantenmuster. 
Reduktion/Erweiterung – Filtern/Facettieren 
Im Bereich der inhaltlichen Strukturierung stellen „Filtern“ und „Facettieren“ die zentralen Konzepte in 
der aktuellen Literatur dar. Das Filtern wird zur Einschränkung der Menge an Daten in der aktuellen 
Darstellung verwendet. Hingegen bildet Facettieren neue Mengen aus den Daten für die Darstellung. 
Während der Exploration von komplexen Datenmengen ist ein wesentlicher Aspekt die 
Partitionierung von Daten in Teilmengen. Dies ist abhängig vom Interesse des Nutzers und kann 
durch direkte Auswahl dem »Stöbern« (engl. Browsen), oder dem »Abfragen« (engl. Querying) 
erfolgen. In beiden Fällen ist dies bei großen Datenmengen sehr aufwendig. 
Filtern basiert auf der Reduktion der vorhandenen Menge an Daten durch die Auswahl spezifischer 
Attribute mittels logischer Verknüpfungen. Konzepte dieser Art werden auch als „See-Through“-
Systeme bezeichnet (Fekete et al. 2002, S. 117). Amar definiert Filtern als konkrete Bedingungen für 
Eigenschaften mit denen Daten gefunden werden (Amar 2005, S. 111). 
Auf Basis von Datenattributen werden orthogonale Dimensionen, sogenannte „Facets“ (Metadaten), 
gebildet (Hearst et al. 2002, S. 42). Diese werden nicht nur als strukturelles Suchergebnis verwendet, 
sondern ermöglichen dem Nutzer die Formulierung von logischen Fragestellungen. Hearst zeigte 
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anhand von Suchaufgaben in Texten und Bildern, dass die Exploration mittels „Facets“ die kognitive 
Last reduziert. „Facet Browsing“ ist ein aktuelles Konzept zur Exploration von Bibliotheken und ist 
der Tätigkeit des »Stöberns« angelehnt. Hearst definiert Facetten als eine Menge bedeutungsvoller 
Labels. Sie sind in der Art organisiert, dass sie das Konzept der relevanten Domäne darstellen 
(Hearst et al. 2002, S. 42). Ein weiterer Ansatz ist die Kombination von „Facet Browsing“ mit einem 
ZUI ähnlich dem Ansatz im „Mambo Browser“ (siehe Abb. 40, Seite 72) (Dachselt 2008, S. 1353). 
Dieses Konzept verwendet eine inhärente hierarchische Struktur als Grundlage, mit einer interaktiven 
Baumvisualisierung. 
Die Arbeit „Facet Streams“ von Jetter et al. basiert auf Graphen (Jetter et al. 2011, S. 3013). „Facet 
Streams“ verwendet ein Konzept zur facettierten, kollaborativen Produktsuche. Es verwendet einen 
hybriden Ansatz von Interaktionen mittels Tangiables und Graphvisualisierungen. Mehrere 
„Facets“ zu bestimmten Produkten werden über logische Verknüpfungen zu einem Graphen 
zusammengestellt. Als Resultat entsteht eine immer weiter verfeinerte Ergebnismenge.  
Der Ablauf gestaltet sich in der Erstellung von Anfragen, welche als Token oder auch Knoten 
interpretiert werden. Diese werden über Streams visuell und logisch verbunden und beeinflussen ihre 
Nachkommen. Das Resultat ist ein gerichteter hierarchischer Graph zur Erschließung einer Domäne. 
In einem nicht gerichteten und nicht hierarchischen Graphen kann die direkte Beeinflussung von 
Nachkommen zu Zyklen führen, wobei die Definition der Nachkommen nicht geklärt ist. 
3.3 Interaktionskonzepte 
Zu Beginn wird der Begriff „Interaktion“, anhand des Interaktionsbilds nach Groh, geklärt und für die 
bildsprachliche Wirkung betrachtet (vgl. Groh 2007, S. 32). Groh definiert den Interaktionsprozess als 
„[...] iterierende, zyklische oder auch zielgerichtete Annäherung an einen Zustandswechsel [...]“ (Groh 
2007, S. 32). Daraus leitet sich ab, dass die Interaktions- und Navigationsmöglichkeiten wesentlich in 
der (Informations-)Visualisierung von Graphen sind.  
In Hinblick auf den Aspekt der Exploration und die stetige Zustandsänderung des Graphen gilt es 
diese mit einem entsprechenden Modell zu belegen. Allein die Visualisierung genügt nicht, um die 
Herausforderungen großer Graphen zu bewältigen. Vielmehr ist es die Anwendung der Enthüllung 
der Struktur eines Graphen, welche der Visualisierungs- und Interaktionskonzepte bedarf. Wie auch 
Groh beschreibt: „[…] im konkreten Anwendungsfall [...] in einem Interaktionsprozeß [sic]…“ (Groh 
2004, S. 32, S. 99 ff.) ist die Ausrichtung auf die Aufgabe bei der Interaktion wesentlich. Lee et al. 
beschreiben die Wirkung der Interaktion auf die Änderung der Topologie (Lee et al. 2006, S: 1). Sie 
folgern, dass die Erhaltung der Topologie für die Wirkung der Interaktion wichtig ist. 
Die Daten innerhalb der Visualisierung des Graphen sind nicht ausschließlich informativ, sondern viel 
mehr interaktiv. Dies bedeutet, dass der Nutzer diese Daten aktiv verwendet. Dabei werden folgende 
Interaktionsbereiche unterschieden:  " Globaler Interaktionsbereich, alle Daten und das gesamte Layout betreffend " Lokaler Interaktionsbereich, eine selektierte Gruppe und deren Layout betreffend 
Jeder dieser Bereiche wird durch die folgenden Interaktionsformen beeinflusst und spiegelt sich 
entsprechend in der Visualisierung wieder. Eine allgemeine Diskussion von Attributen einer 
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Graphdarstellung ist in der Arbeit von Berry et al. beschrieben. Es werden Aspekte der Flexibilität 
sowie der Animation der graphischen Darstellung diskutiert. (vgl. Berry et al. 1997, S. 426, 430) Im 
Bereich der Interaktion für Graphen gelten aus der vorhergehend genannten Literatur die folgenden 
Techniken als wesentlich: " Exploration und Navigation " Zoom & Pan " Auswahl " Filtern " Kodieren 
Exploration und Navigation 
Explorations- und Navigationstechniken verändern die Sichten auf Daten und damit die 
Visualisierung des Graphen. Diese Veränderung bildet unterschiedliche Aspekte der Daten im 
Graphen ab. Dabei wird zwischen inkrementellen Techniken, Techniken in Bezug auf die Topologie 
und Techniken in Bezug auf das Interesse des Nutzers unterschieden. Inkrementelle 
Explorationstechniken stellen die Graphobjekte mit der größten Wichtung dar und ermöglichen 
anschließend eine Detailsicht (Zeiliger 1998). Das Resultat ist eine optimale Nutzung der 
Darstellungsfläche, unter anderem durch Erzeugen zusätzlicher oder neuer Darstellungsflächen, wie 
in „NESTOR“ (Zeiliger 1998, S. 91). In Bezug auf die Explorationstechniken für Topologie und das 
Nutzerinteresse besteht eine enge Verbindung zur kognitiven Leistung, insbesondere zum 
Kurzzeitgedächtnis. Es lässt sich daraus folgern, dass die Explorationstechniken dieser Anforderung 
entsprechend folgen.  
 
Abb. 44: Traversierung zur Auswahl in verschiedenen Ebenen; a) Über der Traversierung: Knoten werden bis zu 
einem Level dargestellt, b) Unter der Traversierung: Knoten werden unterhalb des Levels dargestellt, c) Auf der 
Ebene der Traversierung: Knoten werden innerhalb der Ebene dargestellt, d) Bereich der Traversierung: Knoten 
werden in verschiedenen Ebenen dargestellt, e) Freie Traversierung: verschiedene Bereiche des Graphen werden 
dargestellt (nach Elmqvist 2010, S. 443) 
Die Explorations- und Navigationstechnik entlang der Topologie basiert auf der Traversierung in 
Graphen und visualisiert eine Menge an Nachbarknoten, ausgehend vom selektierten Knoten und 
dem gewählten Abstand (Heer et al. 2005, S. 32). Die Traversierung wird in fünf Arten unterschieden 
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(siehe Abb. 44) (Elmqvist et al. 2010, S. 439). Ebenfalls wird eine Technik, basierend auf dem 
Nutzerinteresse, zur Navigation und Exploration verwendet. Grundlage dafür ist die Definition eines 
„Degree of Interest“ (DoI). Der DoI wird anhand eines vom Nutzer gewählten Knotens ermittelt. 
Darauf basierend werden angrenzende Knoten mit dem wahrscheinlichsten Interesse dargestellt 
(Heer et al. 2005, S. 32). 
Zoom und Pan 
Die Exploration und Navigation durch einen Graphen kann durch die Interaktionen Zoom und Pan 
getätigt werden. Beide Techniken haben je eine geometrische und eine semantische Wirkung auf 
den Graph. Die Interaktion Zoom ändert das LoD und wird in einen „geometrischen Zoom“ und 
einem semantischen Zoom unterschieden (Elmqvist et al. 2008, S. 443). Der geometrische Zoom 
basiert auf der Neuberechnung von Linien einer Teilmenge des Graphen und ändert die Darstellung 
des ausgewählten Bereichs (vgl. Furnas 1986, S. 16).  
 
Abb. 45: Schematische Darstellung des „Semantischen Zooms“ in drei Detailstufen (Perlin 1993, S. 59) 
Die Verwendung des „semantischen Zooms“ hat eine Änderung der Menge des dargestellten 
Inhaltes zur Folge. Die Interaktion Zoom manipuliert den sichtbaren Ausschnitt von Detail- bis 
Kontextansicht und fordert eine Translation des sichtbaren Ausschnitts über den Rand des 
Bezugssystems hinaus (siehe Abb. 45). Mit der Translation von dargestellten Daten in den nicht 
sichtbaren Bereich des Bezugssystems steigt die kognitive Last des Nutzers. Dieser muss zusätzlich 
das Gedächtnis zur Erinnerung an Objekte außerhalb des sichtbaren Bezugssystems verwenden.  
 
Abb. 46: Interaktion: Pan (grau als sichtbarer Ausschnitt, roter Pfeil als Richtung des Pans) 
Die Interaktion Pan ermöglicht dem Nutzer die geometrische Verschiebung und damit die Änderung 
des Ausschnitts des sichtbaren Bereichs. Die Abb. 46 zeigt mittels der roten Pfeile die Interaktion 
Pan auf dem Kartenausschnitt. 
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Es kann zwischen zwei Bezugssystemen der Interaktion Pan unterschieden werden: Das Gerät bleibt 
ortsstabil und das virtuelle Bild wird verschoben (siehe Abb. 46) oder das virtuelle Bild bleibt 
ortsstabil und das Gerät wird verschoben (siehe Abb. 47). 
 
Abb. 47: Physische Bewegung des Geräts, virtuelle Karte ist statisch (Baudisch et al. 2003, S. 481) 
Wird die Fläche für die Interaktion Pan beschränkt, führt dies zur Stauchung der Darstellung an den 
Rändern. Dies hat ähnliche Auswirkungen, wie die Verzerrungsbereiche des Fisheye Views (siehe 
Abb. 48). Der Unterschied zwischen Zoom und Pan liegt in der Richtung der Bewegung (siehe Abb. 
49). 
 
Abb. 48: Interaktion Pan auf beschränkter Fläche erzeugt Stauchung (zum Beispiel der Kanten) 
 
 
Abb. 49: Zoom (durch LoDs bewegen) vs. Pan (auf LoD bewegen) 
Die Interaktion Zoom verändert das LoD und die Interaktion Pan bewegt das LoD. Ein Hybrid aus 
Zoom und Pan ist „Speed-Dependent Automatic Zooming“, welche die Bewegungsgeschwindigkeit 
durch eine dargestellte Datenmenge mit dem LoD verbindet. Je schnell der Nutzer sich durch die 
dargestellte Datenmenge bewegt, desto geringer ist das LoD. (Igarashi et al. 2000, S. 139) 
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Auswahl 
Die Auswahl beschreibt die Erstellung einer Teilmenge aus den vorhandenen (dargestellten) Daten. 
Dies gilt als Vorbereitung für weitere Interaktionen wie zum Beispiel das Gruppieren, Löschen, Filtern 
oder Verschieben. Verschiedene Arten der Auswahl werden in der Arbeit von Wills beschrieben (Wills 
1998). In der Arbeit von Wills werden Aspekte der Fortführung der Auswahl beschrieben, d.h. folgt 
im Anschluss einer Selektion eine weitere Selektion steht die Frage: Was geschieht mit der aktuellen 
Selektion? Möglichkeiten wären die Erweiterung der Selektion oder der Verlust der vorhergehenden 
Selektion. Ein weiterer Aspekt der den Bereich der Auswahl betrifft: Wird eine Stelle selektiert, so 
kann dies ein atomares Element (zum Beispiel Knoten oder Kante eines Graphen) betreffen oder eine 
Region (zum Beispiel ein Cluster im Graphen). Abschließend sei die Unterstützung des Nutzers durch 
das System für die Selektion genannt. Mit einer spezifizierten Distanz kann die Selektion einer Menge 
an Knoten in einem Graphen erleichtert werden. 
Die Auswahl repräsentiert stets ein Bedürfnis des Nutzers und markiert eine Teilmenge von Objekten, 
welche für den Nutzer von Interesse sind. In der Domäne der Graphen ist es notwendig, mehrere 
Objekte gleichzeitig zu selektieren. 
Filtern & Facettieren 
Die Interaktionen Filtern und Facettieren beziehen sich auf eine Menge an Daten, welche vorher 
ausgewählt wurden. 
Eine genaue Definition für die Interaktion Filtern ist in der Literatur nicht beschrieben. Die Interaktion 
Filtern wird über ihre Funktionalität erklärt und beschreibt die Reduktion der Daten um eine Menge, 
welche nicht dem Interesse des Nutzers entsprechen: „Filter: filter out uninteresting 
items“ (Shneiderman 1996, S. 339). Der Ansatz der Reduktion ist als Kontrolle des Nutzers über das 
System beschrieben. Diese Kontrolle wird durch die Verwendung von Schiebereglern, Knöpfen oder 
anderen Kontrollelementen mit einer schnellen Aktualisierung realisiert. Die Forschung der 
Informationsvisualisierung kategorisiert die Interaktion Filtern in drei Ansätze: „Top-Down“, „Bottom-
Up“ und „Middle-Out“, welche im Folgenden für Graphen beschrieben sind. 
Der Ansatz „Top-Down“ beginnt mit der Kontextsicht auf den Graphen, analog dem „Visualization 
Mantra“ (Shneiderman 1996, S. 339). Der Nachteil besteht darin, dass der gesamte Graph 
dargestellt werden muss, was bei komplexen Graphen zu einer reduzierten Lesbarkeit und erhöhten 
Systemlast führt. 
Im Gegensatz dazu bietet der Ansatz „Bottom-Up“ eine Detailsicht, insbesondere einen dedizierten 
Knoten, wie von Furnas beschrieben, und stellt in der weiteren Exploration zusätzliche Graphobjekte 
dar (Furnas 1986). Dies wird durch unterschiedliche Navigation erreicht. Zum einen die Navigation 
entlang der Graphstruktur und zum anderen die Navigation nach Interesse (siehe Absatz zur 
Navigation und Exploration in Abschnitt 3.3). Der „Middle-Out“ Ansatz ist ein Hybrid aus den beiden 
vorhergehenden Ansätzen. Es wird ein reduzierter Graph zu Beginn dargestellt, welcher sich 
anschließend reduzieren oder erweitern lässt (Wong et al. 2009, S. 147). 
Als Alternative zur Reduktion der Datenmenge wird der Ansatz des Facettierens in der Fachliteratur 
beschrieben. Facettieren beschreibt „Facets“ als Metadaten zu einem Objekt. Dies ermöglicht die 
80 
Einordnung eines Objektes in verschiedene Kategorien (Yee et al. 2003, S. 401). Als Beispiel wird ein 
System beschrieben, welches Dokumente über Filme enthält und diese mittels der Facets 
„Regisseur“, „Veröffentlichungsdatum“ und „Genre“ beschreibt. Jedes Facet bildet eine eigene 
Hierarchie, welche durch Nutzer kombiniert werden können. Facettierungssysteme werden mit drei 
Eigenschaften beschrieben: " eine definierte Anzahl an „Facets“ mit zugeordneten Werten aus vorangegangenen 
Suchergebnissen und der aktuellen Suchanfrage " eine interaktive Anpassung, respektive Verfeinerung, der Suche " entfernen von bereits gewählten „Facets“, welches eine Expansion des Suchraums zur 
Folge hat 
Das Hauptproblem der Facettierung ist die Identifikation der „Facets“ und ihrer Wertzuordnung. 
Kodierung als strukturierte Darstellung der Daten 
Die Kodierung beschreibt die Bereitstellung verschiedener Perspektiven auf die Daten als Anpassung 
der Anordnung. Dies ermöglicht die Darstellung verschiedener Teilmengen des Datensatzes. Die 
Kriterien zur Darstellung werden durch den Nutzer definiert und beeinflussen die Sicht. Dies ändert 
ebenfalls die Gewinnung von Informationen. Diese Änderung der Sicht ist geprägt durch die 
Änderung der Art des Graphen. Die Daten werden gemäß der Abbildungsvorschrift, welche der des 
Graphen zugrunde liegt, angeordnet. In einem Graphen äußert sich dies wie folgt. Für einen 
gewählten Knoten kann der Graph sich um den Knoten als zentrales Element anordnen oder diesen 
als Wurzelknoten in einer hierarchischen Sicht abbilden. Die Änderung der Sicht und 
Kodierungsweise erzeugt neue Erkenntnisse über den Graphen (vgl. Zhao et al. 2005). Weiterhin 
wird in der Literatur der Ansatz der Abbildung von Daten in parallel dargestellten Graphen diskutiert. 
Einen Überblick und die Auswirkungen auf die Gewinnung von Informationen bieten die Arbeiten von 
Andrews und Munzner (vgl. Andrews et al. 2009; Munzner et al. 2003). Die parallele Darstellung 
eines Datensatzes in zwei Graphen hat Auswirkungen auf die Interaktionen, wie zum Beispiel die 
Auswahl, welche sich in beiden Darstellungen auf dieselben Objekte beziehen muss. 
Dies resultiert in der Änderung des Layouts und der Bildung von Teilgraphen. Das Ergebnis dieser 
Betrachtung ist die Nutzung von Animationen während der Veränderung des Layouts zur 
Wahrnehmungsunterstützung. 
3.4 Graphalgorithmen 
Die Betrachtung des Bereiches der Graphalgorithmen wird in zwei Bereiche gegliedert: zum einen in 
Algorithmen zur visuellen Darstellung von Graphen, inklusive der Optimierung und Reduktion von 
Störmustern, zum anderen in die mathematischen, theoretischen Algorithmen für die Manipulation 
von Graphstrukturen. Die vorliegende Arbeit legt den Fokus auf die Visualisierung und Interaktion und 
wird sich dementsprechend in diesem Abschnitt auf die Betrachtung von Graphalgorithmen zur 
visuellen Darstellung beschränken. Diese Graphalgorithmen sind in Anlehnung an 
Herausforderungen bei der Gestaltung und Wahrnehmung von Graphen entstanden. 
Die Graphanalyse ist die automatische Aufbereitung eines Datensatzes zur Visualisierung. Dabei 
werden bestimmte Interessen des Nutzers anhand von Grapheigenschaften wie zum Beispiel: Größe, 
   81 
Gruppen, Gleichheit oder Ähnlichkeiten verfolgt. Die Identifikation wichtiger Knoten in einem Graphen 
ist ein wesentlicher Punkt in der Analyse. Diese Knoten besitzen meist Extremwerte in den 
Eigenschaften und werden je nach Ausprägung, als „Hub“ oder „Autorität“ bezeichnet und 
entsprechend visualisiert (Ovalle-Perandones et al. 2009, S. 514). 
In der Betrachtung von Kanten wird die Wertigkeit analysiert, zum Beispiel im Kürzesten-Pfad-
Problem. Dabei werden zwei beliebige Knoten selektiert und die Analyse über die Verbindung 
zwischen diesen ausgeführt (Heer et al. 2005, S. 32). Die Grundlage ist das spezifische Interesse des 
Nutzers. Substrukturen im Graphen spielen vor allem in sozialen Netzwerken und Firmennetzwerken 
eine entscheidende Rolle zur Identifikation von Cliquen, dem Vernetzungsgrad einer Substruktur 
oder dem Vernetzungsgrad nach außen. Eine Übersicht dazu bietet die Arbeit von McPherson 
(McPherson et al. 2005, S. 1231). 
Die Änderung dieser Eigenschaften wirkt sich direkt auf die Topologie des Graphen aus (zum 
Beispiel Löschen oder Hinzufügen von Graphobjekten). Landesberger klassifiziert die Algorithmen 
basieren auf der Topologie (Landesberger et al. 2009, S. 331). 
Die Abb. 50 zeigt die von Mutzel et al. eingeführte Klassifikation verschiedener Layoutalgorithmen 
(Mutzel et al. 1998, S. 456). Weitere detaillierte Beschreibungen dieser Algorithmen sind von 
Hermann et al. dargelegt (Hermann et al. 2000, S. 24). Der Anwendungsfall der Arbeit stellt die 
Annahme, dass alle Knoten in dem visualisierten Graphen gleichwertig sind, d.h. sie unterliegen 
keiner Hierarchie. Infolgedessen wird ein Algorithmus zur Gleichbehandlung aller Graphobjekte für 
das initiale Layout verwendet. Der „Force-Directed”-Algorithmus organisiert alle Knoten und Kanten 
einheitlich, basierend auf physikalischen Gesetzen der Anziehung und Abstoßung, auf dem 
Bezugssystem (Fruchterman et al. 1991, S. 1229). Mit bestimmten Bedingungen (horizontale und 
vertikale Ausrichtung, keine Überlappung, Kantengleichrichtung und Nähe von gruppierten Knoten) 
zur Knotenpositionierung wird der „Force-Directed”-Algorithmus erweitert und als „Constraint-
Based-Layout“ bezeichnet. 
 
Abb. 50: Klassifikation von Graphlayoutalgorithmen (nach Mutzel et al. 1998, S. 456) 
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Eine weitere Darstellung sind „Multi-Scale-Layouts“. Basierend auf der Zerlegung einer Hierarchie in 
Teilgraphen werden diese von einer groben Struktur zu einer feineren Struktur erweitert (Keim et al. 
2008, S. 76). Dies steigert die Effektivität der Darstellung des Algorithmus. 
In Bezug auf die Nutzung von Perspektivität durch verschiedene Ebenen in der visuellen Darstellung 
des Graphen platzieren „Layer-Layouts“ (in der Literatur auch als ‚hierarchische Layouts’ bezeichnet) 
die Knoten entlang von horizontal parallel verlaufenden Ebenen (Gansner et al. 1993, S. 201). 
Ein Vergleich der Lesbarkeit von Huang hat gezeigt, dass der „Force-Directed”-Algorithmus eine 
wesentlich bessere Leistung in der Darstellung als „Layerd Layouts“ hat (Huang 2007, S. 97). 
Ebenfalls wird in einer Nutzerstudie die Zufriedenheit der Nutzer gegenüber dem „Force-Directed”-
Algorithmus belegt (Dwyer et al. 2009, S. 961). 
3.5 Kognitionsunterstützung in Graphen 
In der aktuellen Forschung zur Kognitionsunterstützung der Visualisierung von komplexen 
Netzwerken (in Form von Graphen) wird die Metapher der geographischen Karte verwendet (vgl. 
Montello 2009, S. 1; Tversky 1993, S. 14). Diese beschreibt die Abbildung von physischen 
beziehungsweise virtuellen Karten als imaginäre „mentale Karte“ in dem Gedächtnissystem. Dabei 
beschreibt Montello die Verbindung zwischen Langzeitgedächtnis und dem Arbeitsgedächtnis zur 
Verarbeitung und dem Abruf von Informationen bezüglich Positionen und Entfernungen. Diese 
quantitative Wertzuordnung kann in der Exploration von Graphen analog gesetzt werden. Ein 
Vergleich der Dimensionierung wird angenommen, da komplexe Graphen betrachtet werden und 
Montello sich auf große geographische Gebiete bezieht (vgl. Montello 2009, S. 5, 6 ff). 
In Bezug auf die Exploration komplexer Netzwerke, dargestellt in Form eines Graphen, kann die 
Analogie zu den geographischen Karten genutzt werden. Insbesondere sind Eigenschaften von 
Graphen in den geographischen Karten abgebildet (zum Beispiel: Kreuzungen von Straßen 
repräsentieren Knoten, Straßen repräsentieren Kanten). Die Arbeit von Montello beschreibt die 
abstrakte Abbildung von Informationen auf ein imaginäres Bild als eine mentale Karte (Montello 2009, 
S. 6). Weiterhin unterstützen Karten den Prozess der Exploration. Die Metapher der Karte stellt 
zudem die Verbindung zwischen bekanntem und unbekanntem Wissen her. Werden hingegen 
Artefakte als Repräsentationsformen des imaginären Bilds verwendet, so bilden sich nur Ausschnitte 
(einer Karte) ohne einen Zusammenhang. Die Metapher der Karte wird von Cañas et al. in „Concept-
Maps“ zur Veranschaulichung von Wissen verwendet. (Cañas et al. 2005, S. 205) Dies basiert auf 
der Verbindung von Wissen als einzelne Einheiten. 
Der Einsatz von mentalen Karten spiegelt sich ebenfalls in den Layoutalgorithmen wieder. Grundlage 
ist die Wiedererkennung der Layouts durch den Nutzer und die stets identische Wiederherstellung 
des gleichen Layouts durch den Algorithmus. (Misu et al. 1995, S. 183) 
Darauf aufbauend entstehen in der Forschung Arbeiten zur Art und Weise der Graphdarstellungen 
sowie zur Organisation, Anordnung und Berechnung. Die Bedeutung der Kognition in Graphen wird 
in der Arbeit von Bertel belegt (vgl. Bertel 2005). Zusätzlich argumentiert Bertel, dass die mentale 
Repräsentation während des Prozesses des schematischen Schlussfolgerns auf Basis von visuellen, 
semantischen Systemen erfolgt (vgl. Bertel et al. 2009, S. 2). Fokus in diesen Untersuchungen bildet 
das räumliche Schlussfolgern, welches durch die Bindung von mentaler und externer Darstellung 
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durch räumliche Strukturbildungen sowie die visuelle Aufmerksamkeit während des Prozesses 
erzeugt wird. Dies basiert auf der Annahme des Gebrauchs von adäquaten Diagrammen für 
bestimmte Aufgaben. Die Struktur der visuellen Abbildung ist der Struktur der zugrundeliegenden 
Daten ähnlich oder gleich. In Bezug auf die kognitive Leistung wird die Annahme getroffen, dass die 
visuelle Wahrnehmung sequentiell sowie hochgradig selektiv abläuft. Mittels dieser Annahme werden 
Augenbewegungen als Grundlage zur Schlussfolgerung für das Verständnis der Exploration von 
schematischen Abbildungen verwendet (vgl. Bertel et al. 2009, S. 2). 
In der Domäne des Schlussfolgerns haben Graphen gleiche semantische Eigenschaften wie 
Diagramme, welche eine Untergruppe von Graphen bilden. Damit lassen sich Ergebnisse und 
Eigenschaften von der Untergruppe übertragen. Im Bereich der Mensch-Computer-Interaktion wird 
argumentiert, dass das Schlussfolgern in semantischen Systemen für die Aufmerksamkeit wesentlich 
ist und die Nutzung unterstützt (vgl. Bertel 2007, S. 2). Dabei geht Bertel auf das Zusammenspiel der 
visuellen Kognition, dem kognitiven System sowie dem System der Wahrnehmungsflüsse ein. Diese 
kognitiven Systeme beeinflussen sich insbesondere während der Aufgabe der visuellen Suche (vgl. 
Bertel 2007, S. 2). Weiterhin veranschaulicht Bertel, dass eine gegenseitige Beeinflussung von 
Aufmerksamkeit und Arbeitsgedächtnis, wie dies von Kosslyn (siehe Abschnitt 2.3) postuliert wurde, 
besteht. Anschließend fokussiert Bertel die Wichtigkeit von wiederkehrenden Mustern zur 
Unterstützung der Wahrnehmung und dem Verständnis. Die Exploration von komplexen Systemen 
basiert auf dem Modell zur Aufmerksamkeitssteuerung (vgl. Bertel 2007, S. 2). 
Im Speziellen ist die Analyse von Augenbewegungen und deren Einfluss während der visuellen 
Suche ein treibender Faktor (vgl. Bertel 2007, S. 1f). Nicht untersucht wurde, wie sich die kognitive 
Last durch die Verwendung von visuellen Mitteln zur Unterstützung der Exploration reduzieren lässt. 
3.6 Graphen auf mobilen Geräten 
Die Verbreitung mobiler Geräte stellt den Anspruch, die Visualisierung von Graphen auf diese zu 
übertragen. Insbesondere stellen sich dabei folgende Herausforderungen:  " Verhältnis von Darstellungsfläche und Datenmenge " Verhältnis der Rechenleistung zur Komplexität der Datenstruktur " Navigation innerhalb des Graphs und Reduktion durch Filtern 
Die Tabelle 4 zeigt die Gegenüberstellung von Aspekten der Herausforderungen zu den 
Eigenschaften von mobilen Geräten und den Anforderungen eines Graphen. 
Aspekt Mobiles Gerät Graph 
Darstellungsfläche klein groß 
Rechenleistung mittel hoch 
Sichtbarkeit verwackelt/mobil stabil 
Navigation einfach komplex 
Interaktion einfache Gesten komplexe Interaktion 
Tabelle 4: Gegenüberstellung der Aspekte von mobilen Geräten und Graphen 
In Bezug auf ein mobiles Gerät entsteht im Hinblick auf die Visualisierung und Interaktion ein 
Interessenkonflikt zwischen großen Datenmengen und kleiner Darstellungsfläche (siehe Abb. 51). 
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Diese Aspekte diskutierte Chittaro in seiner Arbeit zur Visualisierung von Daten auf mobilen Geräten 
(Chittaro 2006, S. 40). Aus heutiger Sicht sind einige Aspekte hinfällig geworden (zum Beispiel: die 
geringe Rechenleistung), nicht jedoch Aspekte bezüglich der Darstellung und Interaktion (zum 
Beispiel: eine kleine Displaygröße und das „Fat-Thumb-Problem“, die Verzerrung des Bildes während 
des mobilen Einsatzes).  
 
Abb. 51: Visualisierungs- und Interaktionskonflikt für komplexe Netzwerke auf mobilen Geräten 
Diese Faktoren sind insbesondere für die Darstellung und Wahrnehmung von Graphen auf mobilen 
Geräten wesentlich. Die Wahrnehmung von Daten auf einem kleinen Bildschirm ist zeitlich 
aufwendiger um Informationen wahrnzunehmen. Hierzu gab es verschiedene Untersuchungen 
bezüglich der Zeit im Vergleich zum Finden eines Objektes in der Abhängigkeit von der 
Bildschirmgröße bei konstanter Informationsdichte (siehe Abb. 52) (Buzin 2012a). 
 
Abb. 52: Wahrnehmungszeit im Verhältnis zur Bildschirmgröße (Buzin 2012a) 
Im Ergebnis zeigte sich, dass die Bildschirmgrößen mit 10 Zoll eine optimale Größe zum Finden von 
Objekten auf der Darstellungsfläche bieten. Kleinere und größere Bildschirme verschlechterten den 
Zeitwert. Auf größeren Bildschirmen sind die dargestellten Daten zu sehr auf einer großen Fläche 
verteilt und auf kleineren Bildschirmen zu dicht gedrängt oder ragen über die sichtbare Fläche hinaus, 
was zusätzlich zu einem „Lost-in-Context“-Effekt führt. 
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Weiterhin stellen sich in der Adaption von Visualisierungen auf mobile Gräte die folgenden 
Herausforderungen: " Abstraktion der Daten zur Kodierung auf einer kleineren Fläche " Auswahl der Daten, die dargestellt werden " Interaktionsformen zur Navigation, Exploration und Manipulation " Kognitive Faktoren, welche die Wahrnehmung und Verarbeitung beeinflussen (kein Wackeln 
und damit Verzerrungen der visuellen Wahrnehmung) 
Damit belegt Chittaro den Aspekt, dass technische Herausforderungen sich in Zukunft ändern 
können, jedoch kognitive und physische Faktoren in Bezug auf Mobilität weiter bestehen bleiben 
(Chittaro 2006, S. 40). 
3.7 Grenzbereiche 
Graphen unterstützen die Visualisierung von Netzwerken und die Interpretation von Daten in Bezug 
auf Relationen und Eigenschaften. Wie in Abschnitt 3.6 gezeigt, stellen Graphvisualisierungen 
Herausforderungen an die Technik, Interaktion, Visualisierung und Kognition. Dieser Abschnitt zeigt 
die aktuellen Grenzbereiche der Graphvisualisierung. 
Skalierbarkeit des Graphen 
Mit der Definition der Komplexität eines Graphen steht die Größe der assoziierten Datenmenge in 
Verbindung. Diese Größe hat Auswirkungen auf die Leistung, visuelle Darstellung und Wahrnehmung 
sowie die Interaktion. Im Bereich der Leistung bilden sich Herausforderungen bezüglich: " Darstellung des Standardlayouts des Graphen: je größer die Datenmenge ist, desto mehr 
Leistung wird für die Darstellung benötigt " Anpassung bei Interaktion: die Überführung des Layouts in ein gefiltertes Layout erfordert 
die Veränderung der Darstellung in Bezug zu der Interaktion " Filterung auf der Datenmenge: je komplexer der Graph, desto mehr Rechenaufwand ist 
nötig für ein Ergebnis in derselben Zeit im Vergleich zu weniger komplexen Graphen " Änderung der Sicht/Kodierung: Transformation der Struktur des Graphen 
Aus den genannten Herausforderungen lässt sich folgern, dass die Größe des Graphen einen 
entscheidenden Einfluss auf die Leistung hat. Je größer die Datenmenge ist, welche der Graph 
darstellt, desto höher ist die benötigte Rechenleistung, um eine gleichbleibende 
Darstellungsgeschwindigkeit zu erreichen. Im Umkehrschluss folgt daraus, dass kleine Graphen mit 
geringerem Leistungsaufwand dargestellt werden können. 
Die Größe des Graphen beeinflusst die Darstellung und Wahrnehmung. Je mehr Knoten und Kanten 
dargestellt werden, desto mehr Objekte müssen dargestellt und wahrgenommen werden. Im Bereich 
der Darstellung ist die Größe durch die Darstellungsfläche beschränkt. Die theoretische Anzahl an 
möglichen Knoten entspricht der Anzahl an Pixel, die für die Darstellungsfläche verwendet wird (die 
Darstellung von Kanten wird dabei vernachlässigt). Dieses Extrem lässt im Bereich der 
Wahrnehmung darauf schließen, dass eine Unterscheidung der Knoten ermöglicht werden muss. 
Wird die Menge der darzustellenden Knoten und Kanten so gewählt, dass diese von- und 
86 
untereinander zu unterscheiden sind, so stellt sich die visuelle Darstellung der Herausforderung der 
visuellen Störmuster. Im Bereich der visuellen Darstellung und Wahrnehmung ergeben sich folgende 
Herausforderungen: " Die Anzahl der darzustellenden Objekte ist durch die Darstellungsfläche beschränkt " Je mehr Objekte dargestellt werden, desto höher ist die kognitive Last zur Verarbeitung der 
Darstellung " Je mehr Objekte dargestellt werden, desto schwieriger ist die optische Differenzierung " Je mehr Objekte dargestellt werden, desto mehr visuelle Störmuster entstehen 
Dies resultiert in der Dichte des Graphen, welche sich aus der Fläche des Bezugssystems sowie der 
Anzahl und Größe der Graphobjekte bestimmen lässt. Bei der Darstellung komplexer Graphen 
unterstützen aktuell folgende Ansätze die Wahrnehmung: " Bildung von Teilgraphen " Partitionierung von Graphen  " Interaktive Exploration von Graphen 
Die Herausforderungen im Bereich der Interaktion für einen Graphen basieren auf denen der 
Darstellung und Wahrnehmung. " Je größer die Graphdichte, desto filigraner die Interaktion in Bezug auf ein einzelnes 
Graphobjekt " Je größer die Graphdichte, desto aufwendiger die Interaktion in Bezug auf eine Menge von 
Graphobjekten 
Es lässt sich folgern, dass die Interaktion durch die Anzahl der dargestellten Graphobjekte gehemmt 
wird. Die kognitiven und motorischen Anforderungen steigen mit der Anzahl der Graphobjekte. Damit 
stellt die Skalierbarkeit bei Graphen die Herausforderung bezüglich der Leistung von 
Layoutalgorithmen, welche lesbare Graphen erzeugen. Je größer der Graph, desto höher ist der 
Aufwand, um die Lesbarkeit zu erhöhen und die Anzahl an Rechenoperationen zu verringern. In 
aktuellen Lösungen werden viele Daten nachgeladen. Die Veränderung und Skalierung von Layouts 
betrifft ebenfalls die mentale Leistung des Betrachters. Dabei ist die minimale Änderung des 
Graphen zur Unterstützung der Wahrnehmung wesentlich und grundlegend für die Wiedererkennung. 
Visuelle Störmuster 
Visualisierungen von Graphen, wie sie im Abschnitt 3.1 und 3.2 in der aktuellen Literatur genannt 
werden, verwenden abstrakte Symbole zur Darstellung von Knoten und Kanten. Diese sind 
hauptsächlich Kreise und Linien. Dabei entstehen durch die Gestaltgesetze und Wahrnehmung 
Störmuster. Diese lassen sich in den jeweiligen Kategorien der visuellen Elemente eines Graphen 
aufteilen (siehe Tabelle 5): 
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Kategorie Störmuster Ursachen(n) 
Knoten Haufen Nähe 
Cluster Ähnlichkeit in Farbe und Form 
Imaginäres Objekt Gleiche Bewegungsform 
Überdeckung Fehlende Abstraktion, semantische 
Gruppierung 
Kanten Wellen Symmetrische Überschneidungen 
Verdickung Lineare Überschneidung, zentraler Knoten 
Label Überdeckung Zu viele dargestellte Daten auf zu wenig Raum 
Tabelle 5: Kategorisierung von Störmustern 
Diese Störmuster führen zum Teil zu Unterscheidungsproblemen von einzelnen Knoten und Kanten. 
Als Beispiel gilt Abb. 53 mit der Entstehung von Kreisen durch Kantenkreuzungen. Dieses 
Störmuster basiert auf der Wahrnehmung von Grauwerten, welche durch das systematische 
Wiederkehren im Graphen gebildet werden. Huang zeigte, dass die Reduktion von Störmustern, 
insbesondere von sich kreuzenden Kanten, einen wesentlichen Einfluss auf die Lesbarkeit des 
Graphen hat und belegte dies mittels einer Eye-Tracking Studie (Huang 2007, S. 97). 
 
Abb. 53: Optische Störmuster durch Kanten (nach Huang 2007) 
Ein weiteres Beispiel eines Störmusters ist in Abb. 54 dargestellt. Von einem zentralen 
Ausgangspunkt gehen Pfeile verschiedener Stärke ab und beschreiben die Entfernung zu den 
dargestellten Punkten. Je kürzer desto dicker, je länger, desto dünner.  
 
Abb. 54: Reduktion von visuellen Störmustern durch Kanten mit Confluent Drawing (Dickerson et al. 2004, S. 34) 
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Es bilden sich dabei, insbesondere in der Nähe des Ausgangspunkts starke Überlappungen und 
damit Störmuster. Die rechte Abbildung zeigt die Reduktion des Störmusters mittels „Confluent 
Drawing“ (Dickerson et al. 2004, S. 34). 
Die Reduktion von visuellen Störmustern ist ein wesentliches Ziel sowie eine Herausforderung an 
aktuelle Lösungen in der Visualisierung von Graphen. Es lassen sich drei Visualisierungselemente für 
die Entstehung von Störmustern unterscheiden (siehe Tabelle 6). 
Kategorie Reduktionsmethode 
Knoten Clustern 
Semantische Gruppen 
Abstraktion/Repräsentant 
Kanten Confluent Drawing 
Kantenverschiebung 
Beschriftungen on-demand 
Tabelle 6: Reduktionsmethoden je Graphobjekt 
Im Bereich der Störmuster bei Knoten bieten aktuelle Lösungen die Möglichkeit des Clusterns, die 
Bildung von semantischen Gruppen, die Darstellung von Repräsentanten und die Nutzung von 
geographischen Koordinaten, sofern vorhanden. Für die Kategorie der Kanten werden Algorithmen 
zur Verschiebung dieser eingesetzt, zum Beispiel „Confluent Drawing“ von Dickerson et al. 
(Dickerson et al. 2004, S. 34). Für die Beschriftungen wird in der aktuellen Literatur sowie bei 
aktuellen Systemen auf „on-demand“ gesetzt. Das bedeutet, dass die entsprechenden Daten erst 
zum Zeitpunkt der Verwendung geladen und angezeigt werden. 
Über alle drei Kategorien hinweg werden Layer verwendet. Dies ermöglicht dem Benutzer die Menge 
an Daten zu variieren. Dies geschieht jedoch global und in diskreten Zuständen. 
 
Abb. 55: Schematische Bildung von Clustern zur Reduktion von Störmustern durch Knoten (Kontakte von Steffen 
Buzin aus dem Business Netzwerk Xing als Graph kategorisiert nach Firmen, Kanten stellen Bekanntschaft der 
Personen dar) 
Aktuelle Visualisierungsmethoden stehen im Bereich großer Datenmengen vor der Herausforderung 
auftretende visuelle Störmuster zu verhindern. Insbesondere sind diese bei komplexen Strukturen zu 
beobachten. 
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Das Problem der Lesbarkeit von Beschriftungen tritt bei einer hohen Graphdichte auf. Eine Lösung 
ist es Daten „on-demand“ darzustellen oder eine Abstraktion für den Komplexitätsgrad einzuführen.  
Purchase zeigte, dass die Reduktion von Kantenkreuzungen wichtiger als die Minimierung der 
Kurven und die Maximierung der Symmetrie ist (Purchase 1997, S. 248). Weitere Methoden zur 
Reduktion von Störmustern sind: das Bündeln von Kanten (Holton et al. 2009, S. 983), die 
Reduktion von Überlappungen (Gansner et al. 2010, S. 201) sowie die Reduktion der Anzahl von 
Graphobjekten (Bertin 1973). 
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4 Hypothese zur graphenbasierten Exploration 
4.1 Eingrenzung offener Forschungsfragen 
Ein Graph, als die visuelle Darstellung eines Netzwerks, wird durch verschiedene 
Forschungsbereiche beeinflusst (siehe Abschnitt 2.1). Diese unterschiedlichen Einflüsse sind im 
Detail in Kapitel 2 beschrieben und führen zu verschiedenen aktuellen Konzepten und Lösungen, 
welche in Kapitel 3 dargelegt sind. Aus diesen Konzepten und Lösungen lassen sich, in Bezug auf 
die graphenbasierte Exploration, verschiedenen Herausforderungen abzuleiten. 
Der zentrale Punkt in der Betrachtung der Grundlagen und den aktuellen Konzepten ist die 
Visualisierung und Interaktion mit Fokus auf die graphenbasierte Exploration. Darauf aufbauend 
wurden Visualisierungs- und Interaktionskonzepten für Graphen und Explorationssysteme betrachtet. 
Im Bereich der Kognition stehen visuelle Wahrnehmungsprozesse sowie Verarbeitung von 
Informationen mittels der Gestaltgesetze im Fokus. 
Ausgehend vom Grundlagenkapitel folgt, dass der Schwerpunkt im Forschungsbereich der 
graphenbasierten Exploration für Visualisierungs- und Interaktionskonzepte auf der visuellen 
Wahrnehmung liegt. Im Bereich der visuellen Kognition wird im Abschnitt 2.3 auf die Architektur 
eines „visuell-mentalen Modells“ (Kosslyn 1994, S. 379) eingegangen sowie auf die Prozesse der 
Informationswahrnehmung und deren »Flaschenhälse«. Als Resultat der Betrachtung der Grundlagen 
wird das Modell von Kosslyn aus dem Jahr 1994 für die weitere Diskussion gewählt. Zusätzlich 
werden Chunks für die Strukturierung der Wahrnehmung des Graphen verwendet. Die 
Herausforderung in Bezug auf die Exploration besteht darin, dass die aktuellen Modelle keine 
explizite Definition für mentale Karten enthalten. Diese ist in anderen kognitiven Subsystemen 
integriert. In Bezug auf die aktuellen Erklärungen und Definitionen der kognitiven Subsysteme zeigen 
sich Ansätze für die Einführung eines dedizierten Subsystems für mentale Karten.  
Die Eigenschaften und Konzepte aus den Bereichen der Graphenexploration (Abschnitt 2.5) und der 
Graphästhetik (Abschnitt 2.8) verwenden die Gesetze der Gestaltpsychologie (Abschnitt 0). Das 
Resultat dieser grundlegenden Betrachtungen besteht in der Beschreibung von Regeln zur effektiven 
Gestaltung, d.h. Aspekte der Lesbarkeit und schnelleren Wahrnehmung stehen als Ziel für die 
Anpassung des Gestaltbildes der graphenbasierten Exploration. 
Die in Kapitel 3 beschriebenen Konzepte fokussieren sich auf die Techniken zur Exploration von 
komplexen Datenmengen und –strukturen. Zentrales Element ist die Darstellung eines Graphen. 
Ergänzend dazu gilt es im Bereich der Exploration, die Eigenschaft verschiedener Detailsichten und 
Kontextsichten zu erhalten. Die Interaktion betrachtet die Möglichkeiten der Manipulation von 
globalen und lokalen Strukturmitteln in Bezug auf komplexe Datenmengen und –strukturen in einer 
Graphdarstellung. 
Weiteren Einfluss auf die Auswahl der Konzepte der aktuellen Forschung haben die Grundlagen, 
insbesondere visuelle Kognition, Metaphernbildung und Gestaltgesetze. Es wurden Konzepte wie 
„SocialAction“, „Mambo“, „Fisheye-View“ und verschiedene Graphdarstellungen (zum Beispiel 
„Bäume mit Relationen“ oder „Treemaps“) betrachtet. Im Bereich der Visualisierungen entsteht bei 
diesen Explorationssystemen die Herausforderung dem Nutzer eine übersichtliche Darstellung von 
Kontext und Detail abzubilden. Nicht betrachtete beziehungsweise nicht hinreichend gelöste Aspekte 
92 
sind die Zusammenhänge zwischen Objekten in verschiedenen Detailstufen. Dies ist in Bezug auf die 
visuelle Kognition eine Herausforderung, die in aktuellen Konzepten nicht erfüllt wird. Der Nutzer wird 
in der Verwendung seiner mentalen Karten nicht oder nicht hinreichend unterstützt sowie durch nur 
einzeln sichtbare Detailstufen in einen „Lost-in-Context“-Effekt geführt.  
Im Bereich der Interaktion entstehen weitere Herausforderungen mit komplexen Datenmengen und 
Datenstrukturen. Hierzu werden Gesten und Techniken für die Aggregation, Repräsentantenwahl 
oder Filterung verwendet. Diese Techniken basieren auf dem Ergebnis, dass weniger komplexe 
Strukturen kognitiv einfacher zu verarbeiten sind und der Nutzer Metaphern zur Organisation 
verwendet. Diese Techniken sind in der aktuellen Forschung und Literatur nicht explizit auf Graphen 
angewendet.  
In Bezug auf die graphenbasierte Exploration sind aktuelle Lösungen und Konzepte nicht hinreichend 
betrachtet. Zusammenfassend lassen sich die in siehe Tabelle 7 aufgeführten Herausforderungen 
kategorisieren. 
Herausforderung betrachtet/offen  Einschränkung 
Sichten für Detail und Kontext betrachtet nur einzelne Sicht 
LoDs wählbar betrachtet nur stufenweise 
Darstellung komplexer Datenstrukturen betrachtet keine (für Graphen) 
Interaktion auf komplexen Datenmengen 
und Datenstrukturen 
betrachtet keine 
Aggregation von Detail und Kontext betrachtet Verzerrungen führen zu 
semantischen Bruch 
Stufenlose Anpassung der 
Kontext/Detaildarstellung  
offen  
Klare Trennung von Detail und Kontext 
ohne Unschärfe durch Verzerrungen 
offen  
Änderung der Perspektivität in Bezug auf 
Verdeckung in der aktuellen Darstellung 
offen  
Individuelle Exploration offen  
Unterstützung mentaler Karten offen  
Tabelle 7: Zusammenfassung der Herausforderungen in aktuellen Konzepten in Bezug auf Anforderungen zur 
graphenbasierten Exploration 
Diese Herausforderungen werden zusätzlich durch die Grenzbereiche von Graphen (Abschnitt 3.7) 
beeinflusst. Grenzbereiche von Graphen sind Einschränkungen im Bereich der visuellen, interaktiven 
und rechnergestützten Aspekte. Wesentliche Faktoren dieser Aspekte in der graphenbasierten 
Exploration stellen die Größe und Komplexität des Graphen dar. Es lässt sich zusammenfassen: je 
größer und komplexer der Graph, desto mehr kognitiver Aufwand, Rechenleistung und 
Anpassungen der Visualisierung ist zu erbringen, um ein gleichwertiges Verständnis des durch einen 
Graphen repräsentierten Netzwerks zu erhalten. 
Diese Grenzbereiche stellen sich ebenfalls in dem Anwendungsfall der graphenbasierten Exploration 
eines Firmennetzwerks dar. Wie in Abschnitt 1.2 beschrieben, beginnt die Exploration stets mit einer 
konkreten Frage, wie zum Beispiel: Welche Firma hat die meiste Software von SAP gekauft? und 
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setzt sich anhand der vom System bereitgestellten Antwort fort: Wie entstand der Verkauf der 
Software an die Firma BMW?, Welche Firmen haben die Software HANA gekauft? oder Welche 
Zusammenhänge führten zum Verkauf der Software HANA an die Firma BMW? 
Der individuelle Explorationsprozess stellt die Anforderungen an die Unterstützung durch mentale 
Karten. Diese wird mittels semantischer und numerischer Werte für die Verortung und Vektoren 
vorgenommen. Diese Anforderungen werden in einem visuell-mentalen Modell eingeführt. Der 
Vergleich von verschiedenen Graphobjekten, zum Beispiel Firmen und Beziehungen, erfordert die 
gleichzeitige Darstellung von verschiedenen Gruppen in verschiedenen Detailstufen sowie den Bezug 
zum Kontext. 
Der Anwendungsfall, die Herausforderungen aus aktuellen Konzepten, die Betrachtung der 
Grenzbereiche sowie die Grundlagen bilden die folgenden Anforderungen an die Forschung im 
Bereich eines mental-visuellen Modells für ein Visualisierungs- und Interaktionskonzept zur 
graphenbasierten Exploration komplexer Netzwerke: " Unterstützung der Kognition des Nutzers " Individuelle Exploration des Netzwerks " Anpassung an spontane Änderung der Exploration " Unterstützung der Wahrnehmung von Objekten in Graphen 
Es leiten sich folgende offene Forschungsfragen ab: 
1. Wie wird ein visuell-kognitives Modell zur Abbildung mentaler Karten gestaltet? 
2. Wie werden mentale Karten in der graphenbasierten Exploration unterstützt? 
3. Wie wird die kognitive Last in der graphenbasierten Exploration reduziert? 
4. Wie wird der "Lost-in-Context"-Effekt in der graphenbasierten Exploration vermieden? 
5. Welche globalen und lokalen Strukturmittel unterstützen die graphenbasierte Exploration in 
der Visualisierung und Interaktion? 
6. Wie wirken sich Änderungen der Perspektivität von visuellen Elementen auf die Bedeutung 
und Wahrnehmung des Graphen aus? 
Diese aus den Grundlagen und aktuellen Konzepten der Literatur herausgestellten, offenen 
Forschungsfragen werden im folgenden Abschnitt in eine Hypothese überführt und als 
Forschungsansätze formuliert. 
4.2 Hypothesen 
Graphen bilden komplexe Datenmengen und -strukturen von Netzwerken ab. Die Exploration steht 
vor der Herausforderung der Darstellung von Detail- und Kontextsicht sowie der Abbildung der 
Zusammenhänge zwischen einzelnen Graphobjekten. Dies hat Auswirkungen auf die kognitive 
Leistung des Nutzers und die Abbildung auf eine mentale Karte. Die im Folgenden aufgestellten 
Hypothesen leiten sich aus den Grundlagen, den Herausforderungen aktueller Konzepte sowie den 
Anforderungen an die graphenbasierte Exploration ab. Sie werden mit einer endlichen Anzahl an 
Beobachtungen mittels empirischer Methoden verifiziert. Damit gilt zugleich, dass diese Hypothesen 
nur in den genannten Rahmenbedingungen gültig sein können. Die Hypothesen bilden ein 
strukturelles System und verwenden die Grundlagen aus dem Kapitel 2 in Zusammenhang mit dem 
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Anwendungsfall (Abschnitt 1.2). Aus den offenen Forschungsfragen ergeben sich die folgenden 
Aspekte für die Hypothesen: " Modell zur Beschreibung mentaler Karten " Visualisierungs- und Interaktionskonzept zur Unterstützung mentaler Karten " Reduktion der kognitiven Last " Reduktion des „Lost-in-Context"-Effekts " Globale und lokale Strukturmittel für die graphenbasierte Exploration einführen " Semantische Wirkung visueller Elemente in der graphenbasierten Exploration 
Das Ziel dieser Arbeit ist es in einem Visualisierungs- und Interaktionskonzept die Reduktion der 
kognitiven Last und des „Lost-in-Context“-Effekts für die graphenbasierte Exploration zu erreichen. 
Dies fordert die Verwendung eines personalisierten Ortsgedächtnisses. Das Lernen und Erinnern von 
neuen Strukturen wird durch die Verwendung von Metaphern unterstützt. Dies führt zu der 
Anforderung, dass eigene Metaphern zur Anordnung von Objekten auf einem virtuellen 
Bezugssystem (computergraphische Abbildung) in Analogie zu einem imaginären Bezugssystem 
(mentale Abbildung) genutzt werden. 
Diese Aspekte der offenen Forschungsfragen sowie die Anforderungen des Anwendungsfalls bilden 
den Kern des Forschungsbeitrags und lassen in der folgenden (zentralen) Hypothese beschreiben: 
1. Hypothese 
Durch das Visualisierungs- und Interaktionskonzept der globalen und lokalen Strukturmittel 
kann die kognitive Last und der „Lost-in-Context“-Effekt während der graphenbasierten 
Exploration mittels eines visuell-mentalen Gedächtnismodells zur Verarbeitung 
semantischer und numerischer Werte, zur Abbildung virtueller Positionen von Objekten auf 
die mentale Karte, unterstützen werden. 
Diese Hypothese bildet den Kern der Arbeit und lässt sich bezüglich des Gedächtnismodells, des 
globalem und der lokalen Strukturmittel sowie der Interaktion in folgende Hypothesen gliedern: 
2. Hypothese 
Die erzeugte mentale Karte, als Teil des visuell-mentalen Gedächtnismodells, basiert auf 
numerischen und semantischen Werten, welche aus den Informationen während der 
graphenbasierten Exploration gewonnen werden. 
3. Hypothese 
Das globale Strukturmittel „Multi-Level-of-Detail“ unterstützt die graphenbasierte 
Exploration und Verarbeitung der Positionen von Graphobjekten in der Reduktion der 
kognitiven Last und des „Lost-in-Context“-Effekts. 
4. Hypothese 
Die lokalen Strukturmittel unterstützen die graphenbasierte Exploration und die visuelle 
Verarbeitung von Graphobjekten in der Reduktion der kognitiven Last und des „Lost-in-
Context“-Effekts. 
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Im Bereich der lokalen Strukturmittel ergeben sich folgende Hypothesen: 
5. Hypothese 
Die Verwendung der Perspektivität, durch die Verschiebung von Ebenen, verringert die 
kognitive Last in der Wahrnehmung der Relationen während der graphenbasierten 
Exploration. Dies wird durch die Abbildung semantischer Eigenschaften aus der 
Graphvisualisierung in den Subsystemen des Gedächtnismodells ermöglicht. 
6. Hypothese 
Das Gedächtnismodell ist stabil gegenüber den Eigenschaften der Gestaltgesetze, der 
Graphästhetik sowie der Objekt- und Szenenwahrnehmung, unabhängig von der Art der 
Graphobjekte in der graphenbasierten Exploration. 
7. Hypothese 
Die Konzepte der visuellen Exploration, die visuellen Elemente zur Gestaltung sowie die 
Semantik und Bildsprache lassen sich durch das Gedächtnismodell herleiten und einen 
Baukasten visueller Elemente zur graphenbasierten Exploration überführen. 
Für den Forschungsbereich der Interaktion in der graphenbasierten Exploration stellt sich die 
folgende Hypothese: 
8. Hypothese 
Interaktionen besitzen Eigenschaften, welche semantische sowie numerische Werte in 
dem Gedächtnismodell abbilden und die graphenbasierte Exploration in Bezug auf die 
Reduktion der kognitiven Last unterstützen. 
Diese Hypothesen werden im Anschluss an die Definition der Forschungsansätze in Kapitel 5 
diskutiert und im Rahmen der gestellten Bedingung des Anwendungsfalls belegt. 
4.3 Lösungsansätze 
Das Ziel des Lösungsansatzes ist die Reduktion der kognitiven Last und des „Lost-in-Context“-
Effekts. Zu dessen Erreichung wird, unter Verwendung von globalen und lokalen Strukturmitteln 
sowie einer mentalen Karte, ein Visualisierungs- und Interaktionskonzept für die graphenbasierte 
Exploration gefordert. Aus den Hypothesen ergeben sich die nachfolgenden Forschungsansätze für 
das postulierte Konzept. 
Das „visuell-mentale Modell“ von Kosslyn aus dem Jahr 1994 wird entsprechend erweitert. Diese 
Erweiterung basiert auf der Zuordnung von semantischen und numerischen Werten der 
wahrgenommenen Objekte. Darauf baut die Einführung des Subsystems „mentale Karte“ und die 
Erweiterung beziehungsweise Anpassung der Subsysteme „Verortung“ und „Vektor“ auf. 
Es wird dargelegt, dass die Einführung eines globalen und mehrerer lokaler Strukturmittel die 
mentale Karte des Nutzers unterstützt und die Reduktion der kognitiven Last während der 
graphenbasierten Exploration zur Folge hat. Ebenfalls gilt es die Reduktion des „Lost-in-Context“-
Effekts durch eine individuelle Verortung von Graphobjekten in Bezug zur mentalen Karte zu belegen. 
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Im Bereich des globalen Strukturmittels wird durch die Einführung des Visualisierungs- und 
Interaktionskonzepts „Multi-Level-of-Detail“ eine Reduktion des „Lost-in-Context“-Effekts während 
der Navigation im Graphen erwartet. Zusätzlich ist eine Reduktion der kognitiven Last in der 
Bearbeitung von Aufgaben zu erwarten. Es ist zu zeigen, dass das globale Strukturmittel die 
individuelle Verortung von Graphobjekten auf dem Bezugssystem unterstützt. Der Forschungsansatz 
des globalen Strukturmittels basiert auf der Einführung der mentalen Karte in dem Gedächtnismodell. 
Die lokalen Strukturmittel bilden eine Nebenbedingung des globalen Strukturmittels. Sie beschreiben 
den Forschungsansatz bezüglich der Gestaltung der Graphobjekte. Dies basiert auf den 
Anforderungen aus den Bereichen der Perspektivität, Gestaltgesetze und Graphästhetik und der 
semantischen Wirkung visueller Elemente. Es ist zu zeigen, wie sich die einzelnen lokalen 
Strukturmittel auf die Reduktion der kognitiven Last und des „Lost-in-Context“-Effekts auswirken. 
Weiterhin gilt es die Eigenschaften dieser Anforderungen zu betrachten und mit der Abbildung der 
semantischen und numerischen Eigenschaften des Gedächtnismodells zu vergleichen.  
Zusätzlich gilt es im Bereich der Interaktion zu zeigen, dass bekannte Interaktionen für die 
graphenbasierte Exploration und das Gedächtnismodell mit der mentalen Karte adaptiert werden 
können. 
Die Verwendung des globalen und der lokalen Strukturmittel sowie der Interaktionen sind in einem 
Baukasten visueller Elemente zur Beschreibung der Darstellung von Graphobjekten während der 
visuellen Exploration zusammenzufassen. 
Die aufgestellten Hypothesen werden in den Forschungsansätzen diskutiert (Kapitel 5) sowie durch 
Evaluationen (Kapitel 7) mittels eines Prototypen (Kapitel 6) in Bezug auf den Anwendungsfall 
(Abschnitt 1.2 und 5.1) belegt. 
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5 Konzept der graphenbasierten Exploration 
5.1 Anforderungen 
Die Anforderungen an die graphenbasierte Exploration leiten sich aus den Grundlagen, den 
Herausforderungen aktueller Lösungen sowie den offenen Forschungsfragen und Hypothesen ab. Im 
Folgenden werden die Anforderungen an den Nutzer, die Datenstrukturen, die Graphexploration, die 
Visualisierung, die Interaktion sowie die Kognitionsunterstützung beschrieben. 
Anforderungen an den Nutzer 
In Anlehnung an den Anwendungsfall gilt es, die genauen Anforderungen des Nutzers an eine 
graphenbasierte Exploration zu erfassen. Die Literatur beschreibt verschiedene Methoden zur 
Anforderungsanalyse: Interviews, Use Case Analysen, Usability Test, heuristische Evaluationen (vgl. 
Lazar et al. 2010, S. 20) sowie die Definition von Personas (Cooper 1999, S. 158). 
Auf Grundlage des in Abschnitt 1.2 beschriebenen Anwendungsfalls erfolgt die Anforderungsanalyse 
und Ableitung von spezifischen Aufgaben der graphenbasierten Exploration. Zusätzlich basiert auf 
dem Anwendungsfall die Definition von Personas, welche in der heuristischen Evaluation als Vorlage 
für die Auswahl der Experten genutzt werden. Der Anwendungsfall orientiert sich an dem 
Explorationsprozess (siehe Abb. 5, Seite 21) und beginnt mit einer konkreten Fragestellung des 
Nutzers. Die Domäne und die Existenz des Netzwerks sind dem Nutzer bekannt, nicht aber die 
Ausprägung oder die enthaltene Detailinformation. Im Anschluss an die Detailantwort des Systems 
beginnt der Nutzer mit der Exploration zur Einordnung der Detailantwort in den Kontext. Die 
Exploration endet mit einer gefilterten Darstellung des Netzwerks. Der Anwendungsfall lässt sich, in 
Anlehnung an den Explorationsprozess, in sechs Schritte gliedern (siehe Tabelle 8). 
Schritt Aktion des Nutzers Wissen des Nutzers Graphdarstellung 
1 Anfrage stellen Existenz des Netzwerks Antwort mit Detailsicht und 
Ausblick auf Graph 
2 Zoom/Pan Peripherie der 
Detailantwort 
erweiterten Kontext zeigen, 
verschiedene Detailstufen 
3 Clustern von Objekten Substrukturen des 
Netzwerks 
Cluster bilden, Neuanordnung 
von Knoten und Kanten 
4 Pooling von Objekten Wissen über gebildete 
Gruppen 
Reduktion der Anzahl von 
Graphobjekten 
5 LoDs erstellen komplexes Verständnis verschiedene LoDs parallel  
6 Filtern individuelle gefilterte 
Sicht des Netzwerks 
angepasster Graph 
Tabelle 8: Gliederung der graphenbasierten Exploration in Schritte zur Darstellung des Graphen und dem beim 
Nutzer vorhandenen Wissens über das Netzwerk 
Anhand der Schritte des Anwendungsfalls leiten sich die Fragestellungen des Nutzers ab (siehe 
Tabelle 9). 
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Schritt  Wissen abgeleitete Fragestellung 
1 Existenz des Netzwerks Wo finde ich das Objekt und seine Beziehungen? 
2 Peripherie der 
Detailantwort 
Welchen Einfluss haben benachbarte Objekte auf die 
Detailantwort? 
3 Substrukturen des 
Netzwerks 
Welchen Einfluss hat meine individuell erzeugte Struktur? 
4 Wissen über gebildete 
Gruppen 
Wie verändern sich die Beziehungen durch die Bildung von 
Gruppen? 
5 komplexes Verständnis Welche Wechselwirkungen existieren zwischen den 
Graphobjekten? 
6 individuelle gefilterte 
Sicht des Netzwerks 
Welche anderen Sichten auf das Netzwerk sind möglich? 
Tabelle 9: Ableitung der Fragestellungen des Nutzers je Schritt der graphenbasierten Exploration 
Im Weiteren werden aus den Eigenschaften und Fragestellungen in Tabelle 8 und Tabelle 9 folgende 
Personas definiert (siehe Tabelle 10). Die Erhebung der Daten für die Personas erfolgte durch 
Interviews mit Experten, welche täglich komplexe Netzwerke in dem beschriebenen Szenario 
explorieren. Fokus der Erhebung der Daten lag auf den Anforderungen. Das Interview beinhaltete die 
Fragen:  " Alter " Beruf, Ausbildung " „Welche Anforderungen haben sie an ein System zur Exploration des ihnen vorliegenden 
Netzwerks?“ 
Persona 1 Name, Alter: Sebastian, 39 
Beruf, Ausbildung: Software Consultant, Wirtschaftsinformatik 
Anforderung: „Ich brauche ein System, das mich in der Exploration 
des Netzwerks unterstützt.“, „Ich muss verschiedene 
Gruppen bilden und vergleichen können.“ 
 
Persona 2 Name, Alter: Horst, 48 
Beruf, Ausbildung: Vertragswesen, Logistik 
Anforderung: „Das System soll mir ermöglichen, Beziehungen im 
gesamten Kontext zu sehen.“, „Filterung und freie 
Anordnung von Objekten ist ein Muss.“ 
 
Persona 3 Name, Alter: Helga, 52 
Beruf, Ausbildung: Reporting, BWL 
Anforderung: „Das System soll mir schnell Antworten geben und den 
Vergleich von mehreren Objekten im Detail 
ermöglichen, ohne den Kontext zu verlieren.“ 
 
Tabelle 10: Personas des Anwendungsfalls 
Die Anzahl der befragten Personen beläuft sich auf ! ! !". Die in Tabelle 10 abgeleiteten Personas 
sind wie folgt auf die Stichprobe verteilt: Persona 1 liegt im 1. Quartil, Personas 2 liegt im Median 
und Persona 3 liegt im 3. Quartil. Die Zuordnung von Beruf, Ausbildung und Anforderungen stellt die 
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jeweils häufigsten Nennungen innerhalb der Stichprobe dar. Für die Einordnung in die Population 
ergeben sich ein arithmetisches Mittel von ! ! !" und eine Standardabweichung von!!! ! !. 
Die beschriebenen Fragestellungen der Personas bilden die Grundlage für die Anforderungen der 
Interaktion und Visualisierung. Diese sind in den nachfolgenden Abschnitten beschrieben. Der Fokus 
des Anwendungsfalls liegt auf der graphenbasierten Exploration des Netzwerks. Die Anforderungen 
der Personas schließen auf die folgenden Aspekte bezüglich der graphenbasierten Exploration: " Explorationsunterstützung für komplexe Netzwerke " Interaktion auf komplexen Datenmengen 
o Gruppieren 
o Zusammenfassen 
o Filtern " Vergleich von verschiedenen Graphobjekten " Freie Anordnung von Graphobjekten " Zusammenhang zwischen Detail und Kontext darstellen 
Diese Anforderungen der Personas an das System sind konform mit den offenen Forschungsfragen 
und Hypothesen aus Abschnitt 4.2. 
Anforderungen an Datenstrukturen 
Die Grundlage der graphenbasierten Exploration, wie auch das Beispiel des Firmennetzwerks Ariba 
zeigt, ist ein Graph. In der Abbildung des Netzwerks, sowie im Netzwerk selbst existiert kein 
oberstes (Wurzel-) und unterstes (Blatt-) Objekt. Alle Objekte sind auf einer Ebene und ihre 
Relationen beschreiben keine Hierarchien. Aus den Grundlagen und dem aktuellen Stand der 
Forschung und Technik leiten sich die Annahmen ab, dass in einem Graphen nur Objekte und 
Relation existieren, welche zwischen mindestens zwei Graphobjekten bestehen. Der Graph als 
Visualisierung unterstützt diese Datenstruktur. Im Hinblick auf die Visualisierung und Interaktion mit 
dem Graphen lassen sich die Elemente Knoten, Kante und Beschriftung in einem Graphen 
unterscheiden. 
Graph Datenstruktur Semantische Beschreibung 
Knoten Objekt Datencontainer 
Kante Beziehung Beschreibung des Zusammenhangs 
Beschriftung Eigenname von Objekt 
oder Beziehung 
Verstärkung der visuellen Darstellung 
Tabelle 11: Beziehung von Graphobjekt, Objekt der Datenstruktur und semantischer Bedeutung  
Die Tabelle 11 stellt dar, dass die Beschriftung in einem Graphen eine Teilmenge der 
Datenstrukturen Objekt und Beziehung ist. Die Menge aller Daten besteht damit ausschließlich aus 
denen die in den Datenstrukturen Objekt und Beziehung enthalten sind. Für die Projektion auf die 
Beschriftung des Graphen wird der Eigenname beziehungsweise die Bezeichnung von Objekt und 
Beziehung verwendet. Strenggenommen kann diskutiert werden, dass im Graphen die Beschriftung 
von Knoten und Kante eine Teilmenge dieser ist und eine separate Auflistung nicht notwendig sei. Im 
Bereich der Visualisierung und Interaktion erfordert dies eine abgesonderte Betrachtung der 
Beschriftung. 
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Die Anforderungen an die Datenstruktur beziehen sich auf die Definition von Objekt und Beziehung 
sowie die Beschriftung als Eigenname. Auf der Datenebene, d.h. Text, Zahlen oder logische Werte, 
ist keine weitere Restriktion gesetzt. 
Anforderungen an die Graphenexploration 
Der Graph bildet die grundlegende Visualisierungsstruktur für das Konzept in dieser Arbeit. Durch die 
Wahrnehmung und das vorhandene Wissen erfolgt eine semantische und numerische Verknüpfung 
der dargestellten Objekte. 
Semantische Fragen entstehen während der Betrachtung des Graphen und beziehen sich in erster 
Linie auf naheliegende Eigenschaften wie: " Einschätzung der Mächtigkeit  
o Anzahl der Knoten 
o Beziehung von Knoten 
o Verbindung vorhanden " Informationsfluss 
o Richtung der Verbindungen von Quellen zur Senke 
o Vernetzungsgrad 
o Wichtigkeit im Netzwerk " Bildung von Teilgraphen 
o Erkennung von (autarken) Gruppen 
o Ähnlichkeiten 
o Merkmalsbasierte Bewertung 
Diese Anforderungen an semantisch lesbare Eigenschaften basieren auf der Anwendungsdomäne 
und den verbundenen Aufgabenstellungen. 
Weiteren Einfluss auf semantische Anforderungen hat insbesondere die visuelle Analyse (siehe 
Abschnitt 2.5). Diese beschäftigt sich mit den Fragestellungen an die Verknüpfbarkeit von Daten und 
visuellen Elemente, um eine andere - neue Sicht - auf das Netzwerk zu erlangen. Daraus leiten sich 
die folgenden Fragen ab: " Welche hierarchischen Ebenen entstehen durch eine graphenbasierte Exploration? " Wie werden Daten zur Gewinnung von Informationen segmentiert? " Welchen Einfluss haben die Aggregation von Graphobjekten und die Änderung der 
Auflösung in der Darstellung? " Wie gestaltet sich eine Merkmalspräsentation der Zusammenhänge? 
Die semantischen Anforderungen wirken sich direkt auf die visuelle Darstellung und die Interaktion 
der graphenbasierten Exploration aus (siehe Abschnitte 5.3). Sie stehen in Wechselwirkung mit der 
visuellen Wahrnehmung, den Gestaltgesetzen und der Graphästhetik. 
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Anforderungen an die Visualisierung 
Basierend auf den Anforderungen aus den vorhergehenden Abschnitten – wie bereits erwähnt, 
besteht zwischen den Anforderungen an die Datenstruktur und den Anforderungen an die 
semantischen Fragen eine Wechselwirkung – werden im Folgenden die Anforderungen an die 
visuelle Gestaltung definiert. 
Für die visuelle Darstellung eines Graphen wird in dieser Arbeit ein existierender Algorithmus 
verwendet. Bevor die Wahl auf einen Algorithmus fällt, werden entscheidende Faktoren erläutert. 
Hierzu zählen insbesondere die Auswirkungen der visuellen Kognition auf die Gestaltung (Abschnitt 
2.3 und 0). Diese fordern, dass bei wiederholter Ausführung die initial entstehenden Darstellungen 
stark ähnlich, idealerweise identisch sind. Jeder Start der Exploration setzt das System in einen 
wiederkehrenden, konsistenten Ausgangszustand. Diese Anforderung wurde in Abschnitt 2.8 durch 
die Graphästhetik beschrieben und zeigt die Steigerung des Verständnisses eines Graphen. 
Zusätzlich gilt die Anforderung an die hierarchielose Darstellung aller Objekte in einem Graphen. Dies 
dient dazu, dem Nutzer einen maximalen Freiheitsgrad in der Exploration zu geben, ohne ihm eine 
vorgegebene Struktur aufzuzwingen. Die einzigen Strukturen stellen die Beziehungen zwischen den 
Objekten dar. 
Die Anforderung an die Visualisierung lässt sich damit definieren als gleichwertige Darstellung. Der 
„Force-Directed“-Algorithmus von Fruchterman et al. beschreibt genau diese Eigenschaften 
(Fruchterman et al. 1991, S. 1131). Alle Knoten werden mit ihren Beziehungen gleichwertig 
behandelt und in ähnlichem Abstand zueinander abgebildet. Die Eignung dieses Algorithmus ist 
hinreichend belegt und in der Fachwelt anerkannt – weitere Ausführungen dazu sind in Literatur zu 
finden (vgl. Eades 1984, S. 146). Eine Wichtung der dargestellten Daten obliegt zu Beginn der 
Exploration ausschließlich dem Nutzer. 
In näherer Betrachtung seien die Fachgebiete Gestaltgesetze, Metaphernbildung und Perspektivität 
zur Bildung von Anforderungen an die Visualisierung des Graphen herangezogen. Die Graphästhetik 
stellt die Anforderung an die Lesbarkeit. Dies äußert sich zum Beispiel in der Vermeidung von 
Kantenüberschneidung und der Reduktion von Kurven, ohne diese vollständig zu entfernen. Eine 
zusätzliche Anforderung ist ein ausgeglichenes Verhältnis der Größe der gebildeten Cluster 
zueinander sowie eine geringe Tiefe im Cluster selbst. 
Weitere Anforderungen aus dem Bereich der Kunst und Perspektivität sind eine geschlossene und 
vollständige Darstellung des Graphen, der Wechsel von Sichten und der Einsatz der Farbperspektive 
zur Verstärkung der Wahrnehmung. 
Wie in Abschnitt 2.5 beschrieben, sind Kontext und Detailsichten essentiell für das Verständnis eines 
Graphen. Insbesondere die Darstellung der Zusammenhänge während der Exploration erleichtern 
dem Nutzer die Wahrnehmung und die Gewinnung von Wissen über das Netzwerk. Damit bildet die 
gleichzeitige Darstellung verschiedener Detailstufen eine zentrale Anforderung. Dies wird auf ähnliche 
Weise in aktuellen Systemen mit der Einschränkung, dass der Nutzer stets die Detailstufen linear 
durchlaufen muss und an deren vorgeschriebenen Einteilungen gebunden ist, umgesetzt. Als 
Anforderung daraus leitet sich die Nutzung frei definierbarer Detailstufen ab. Dies wird ergänzt durch 
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die Anforderung, dass mehrere unterschiedliche Detailstufen in ein und derselben Darstellung parallel 
nebeneinander existieren können. 
Eine weitere Anforderung aus der Graphästhetik ist, dass der Graph nicht mit Details überladen wird. 
Dies folgert in der separaten Darstellung aller Details eines Graphobjekts außerhalb des Graphen. 
Innerhalb des Graphen werden Details nur bis zu einem bestimmten Grad dargestellt. 
Die graphische Darstellung der einzelnen Objekte (Knoten, Kanten und Beschriftungen) in einem 
Graphen wird durch die Grundlagen der Gestaltpsychologie, der visuellen Kognition, der Perspektive 
und Metaphernbildung beeinflusst. Daraus folgt die Anforderung, dass jedes Graphobjekt 
entsprechend dieser Grundlagen gestaltet wird. Neben der Gestaltung einzelner Graphobjekte ist 
zudem auf eine einheitliche Darstellung des Graphen zu achten, sodass dieser denselben 
Anforderungen genügt. 
Anforderungen an Interaktionen 
Die Anforderungen an die Interaktion sind mit den Bedürfnissen des Nutzers verbunden. In der 
graphenbasierten Exploration stehen die Anforderungen: Filterung, Clustern und Suchen im 
Vordergrund. Im Bereich der Interaktion können diese Aktionen in navigationsbasierte und 
manipulationsbasierte Aktionen unterteilt werden: " Navigationsbasierte Aktion 
o Topologie erhaltende Exploration 
o Erzeugen verschiedener Detailstufen 
o Anordnung von Objekten 
o Expansion und Reduktion von Knoten/Kanten " Manipulationsbasierte Aktionen 
o Ändern der Form von Graphobjekten 
o Selektion von Submengen im Graphen 
Anforderungen an die Kognitionsunterstützung 
Wie in Kapitel 3 erörtert, unterstützen aktuelle Systeme die nutzergestützte Exploration komplexer 
Graphen nicht (hinreichend). Dies liegt an der fehlenden Unterstützung der mentalen Karten während 
des Explorationsprozesses. Dieser Aspekt geht auf die Anforderung aus der Visualisierung zurück, 
welche mehrere frei arrangierbare Detailstufen fordert. Jeder Nutzer orientiert sich in einem 
komplexen Netzwerk auf seine eigene Weise. Daraus lässt sich die Anforderung ableiten, dass das 
System dem Nutzer die Freiheit in der Anordnung und Gestaltung seiner Exploration gewährleisten 
muss. Es wird gefordert, dass während der graphenbasierten Exploration semantische und 
numerische Werte erzeugt werden, welche in ein visuell-mentales Modell überführt werden. 
Als resultierende Anforderung daraus gilt, dass während der graphenbasierten Exploration die 
kognitive Last zu senken ist (siehe 1. Hypothese Abschnitt 4.2, Seite 94). 
Bei der Betrachtung und Exploration von Graphen hat die kognitive Last eine wichtige Rolle. Sie 
bezieht sich auf die visuellen Prozesse in dem Gedächtnismodell. Die Erfahrung in der Nutzung von 
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graphenbasierten Systemen fehlt, da diese vor allem in der Forschung zu finden sind. Daraus folgert, 
dass zu Beginn ein höherer kognitiver Aufwand für die Einarbeitung in eine graphenbasierte 
Darstellung und Exploration benötigt wird. 
5.2 Kognitives Konzept 
5.2.1 Gedächtnismodell 
Die graphenbasierte Exploration stützt sich auf der visuellen Kognition und die Gestaltung des 
Graphen. Bevor die Gestaltungsmöglichkeiten diskutiert werden, ist eine Auseinandersetzung mit der 
kognitiven Leistung des visuellen Prozesses nötig. 
Wie in Abschnitt 2.3 beschrieben, entwickelten sich in den vergangenen Jahrzenten verschiedene 
Modelle zur Beschreibung der visuellen Kognition. Unter Betrachtung der Anforderungen aus 
Abschnitt 5.1 und der Diskussion der aktuellen Forschung, wie in Abschnitt 3.5 dargestellt ist, wird 
für die folgenden Ausführungen und Erarbeitungen des Konzeptes auf das Gedächtnismodell von 
Kosslyn gesetzt (Kosslyn 1994, S. 379). Die Abb. 13 (siehe Seite 37) stellt das Modell von Kosslyn 
dar. Dieses ist bereits in der Forschung anerkannt (Bertel 2006, S. 241; Barkowsky 2001, S. 371). 
Insbesondere die Fokussierung auf den visuellen Puffer (VP) und die Anbindung an das Gedächtnis 
zur Speicherung von Orten ist für die graphenbasierte Exploration relevant. Im Weiteren beschreibt 
dieses Modell die Grundlagen der Verarbeitung von Gestaltgesetzen, welche im späteren Verlauf der 
Diskussion eine Rolle spielen (siehe Abschnitt 5.4.2). 
Das Modell von Kosslyn wird dahingehend erweitert, dass es eine Unterstützung der mentalen 
Karten und deren Eigenschaften genügt. Im Gegensatz zu den Ausführungen von Barkowsky wird 
ein dediziertes Subsystem zur Abbildung mentaler Karten eingeführt. (vgl. Barkowsky 2001, S. 378) 
Die Anforderung an das Gedächtnismodell, Orte imaginär abzubilden und durch die Kombination aus 
mehreren Orten eine mentale Karte zu bilden, ist die Grundlage für die Erweiterung. 
Ein Ort wird als physikalischer Punkt in der realen Umgebung beschrieben und mit Koordinaten, 
welche ein virtuelles Abbildungssystem darstellen, versehen. Dabei wird zwischen zwei Arten von 
Koordinaten unterschieden: den räumlichen (kartesische) und den zeitlichen Koordinaten. Das 
zeitliche Koordinatensystem sei im Weiteren nicht näher betrachtet. Die kartesischen Koordinaten 
bilden ein virtuelles System. Bei der Übertragung von kartesischen Koordinaten in das Gedächtnis 
wird das von Kosslyn beschriebene räumliche Relationskodierungssystem verwendet. Dieses 
abstrahiert verschiedene Eigenschaften der realen Welt und erzeugt eine imaginäre, mentale 
Abbildung eines Ortes. 
In der realen Welt wird die Distanz zwischen zwei Objekten durch einen Vektor beschrieben. Dieser 
repräsentiert eine virtuelle Einheit im kartesischen Koordinatensystem zur Beschreibung des 
Abstands zweier Punkte. Die Erkennung von Distanzen zwischen verschiedenen Orten wird in 
Kosslyns Modell durch die Erweiterung des sogenannten Aufmerksamkeitsfensters ausgelöst. Es 
wird, analog dem kartesischen Koordinatensystem, stets der Ausgangspunkt mit in Betracht 
gezogen, um den Vektor zu bilden. 
Die Abb. 56 zeigt die Übertragung von Koordinaten und Vektor aus der realen Welt in die mentale 
Welt. Die Erkennung der einzelnen Koordinaten und Vektoren ist in Kosslyns Modell dargelegt. Eine 
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Abbildung auf eine mentale Karte wird in dem Modell von Kosslyn jedoch nicht weiter beschrieben. 
Die von Kosslyn beschriebenen Systeme agieren autark und liefern für die weitere Diskussion 
hinreichende Eigenschaften, d.h. eine Koordinate und einen Vektor. 
 
Abb. 56: Abbildung von Ort und Relation in realer und mentaler Welt 
Für die graphenbasierte Exploration wird ebenfalls ein virtuelles Referenzsystem verwendet, welches 
unterschiedliche Ausprägungen besitzen kann. Dies hängt von den Erfahrungen des Nutzers ab 
(siehe Abschnitt 2.5).  
Mit steigender Komplexität des Graphen steigt die kognitive Last. Diese basiert auf zwei Aspekten. 
Zum Ersten, dass die Menge an Objekten, welche mit Koordinaten assoziiert werden, größer wird. 
Zum Zweiten, die Identifikation von Vektoren wird erschwert, je größer die Abstände zwischen zwei 
Objekten sind.  
Die Ursache ist, dass nach Kosslyns Modell die Auflösung im Aufmerksamkeitsfenster erhöht werden 
muss und weitere Objekte in dem Aufmerksamkeitsfenster zu erfassen (siehe Abb. 57). Diese 
können die Wahrnehmung stören. 
 
Abb. 57: a) Aufmerksamkeitsfenster (AF) in kleinen Bereich des Graphen, b) AF größer, Suche / Bezug 
Für die weitere Betrachtung wird das Modell von Kosslyn auf die Subsysteme visueller Puffer, 
räumliche Zuordnung, räumliche Beziehung, Muster und Gedächtnis reduziert. Es wird angenommen, 
dass die anderen Subsysteme weiterhin existieren und entsprechend im Modell agieren. Dabei wird 
das Subsystem „räumliche Zuordnung“ in Verortung und das Subsystem „räumliche Beziehung“ in 
Vektoren überführt. 
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Abb. 58: Abstraktion von Kosslyns Modell (Kosslyn 1994) 
Abb. 58 zeigt das reduzierte Modell von Kosslyns und fokussiert auf die Abbildung von Koordinaten 
und Vektoren. 
5.2.2 Verortung 
Während der graphenbasierten Exploration werden über den visuellen Puffer viele Knoten und 
Kanten wahrgenommen, welche in den nachgelagerten Systemen identifiziert werden. Ebenfalls wird 
in diesem Wahrnehmungsprozess, wie in Abschnitt 5.2.1 beschrieben, eine Abbildung der Objekte 
von der realen Welt auf die mentale Welt erstellt. Als reale Welt sei die virtuelle graphische 
Darstellung von Kanten und Knoten auf einer Bildschirmoberfläche definiert. 
Die Verwendung eines Subsystems zur räumlichen Einordnung ist der Anfang der Verortung von 
Objekten in der mentalen Welt. Im Genaueren betrachtet findet an dieser Stelle eine Zuordnung von 
Koordinaten, analog der geographischen Welt mit dem kartesischen Koordinatensystem, statt. Die 
rein mathematische Repräsentation, welche eine individuelle Exploration fordert, wird mit einem 
subjektiven Aspekt erweitert. Dieser Aspekt der Exploration stellt sich, parallel zu den kartesischen 
Koordinaten, in Form einer zusätzlichen, semantischen Bewertung dar (siehe Abb. 59). 
 
Abb. 59: Abbildung von kartesischen Koordinaten der realen Welt auf die mentale Welt als Verortung 
Es folgt daraus, dass kartesische Koordinaten nebst der mathematischen, numerischen Abbildung 
im Gedächtnis eine semantische Abbildung erzeugen. Jeder Nutzer erstellt zu einer Verortung eines 
Graphobjekts auf dem Bezugssystem eine semantische Repräsentation im Gedächtnis. Dies führt zu 
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einer Anpassung des Gedächtnismodells für die Assoziation von numerischen, mathematischen und 
semantischen Werten zu einem Graphobjekt. Die Abb. 60 veranschaulicht dies in Bezug auf das 
Gedächtnismodell. 
 
Abb. 60: Auswahl der Repräsentation eines Ortes aus dem Gedächtnis, es existieren jeweils numerisch, 
mathematische (graph. Hilfe, links) und semantische (Metapher, rechts) Werte 
Dies erfordert eine Erweiterung des Modells von Kosslyn für den Teil der räumlichen Zuordnung. Es 
folgert die Erweiterung des Subsystems „räumliche Zuordnung“ durch die Aufteilung in eine 
mathematische, numerische Repräsentation und eine semantische Repräsentation. Beide 
Repräsentationen werden als Verortung definiert und in das erweiterte Gedächtnismodell 
eingebracht (siehe Abb. 61). 
 
Abb. 61: Überführung des Subsystems “räumliche Repräsentation” In das Subsystem “Verortung” mit zwei 
untereinander verbundenen Repräsentationen 
Verschiedene Darstellungen des Bezugssystems haben zusätzlichen Einfluss auf die Verortung. Es 
werden folgende Bezugssysteme betrachtet: " Leer  d.h. ohne Markierungen " Raster d.h. orthogonal stehende, wiederkehrende Linien mit gleichem Abstand " Kreise d.h. sich wiederholende Kreise mit gleichem Abstand um einen Mittelpunkt  
Die Evaluation (siehe Abschnitt 7.2) stellt heraus, dass in der freien Anordnung auf einer leeren 
Fläche viele semantische Begriffe verwendet wurden. Bei der Verwendung des Rasters 
beziehungsweise den Kreisen wurden häufiger mathematische, numerische Werte zur Beschreibung 
der Verortung verwendet. Die Menge der Graphobjekte ergab in der Untersuchung keine Änderung 
des Ergebnisses und lässt damit auf keinen Einfluss schließen. Auffällig war, dass zur Beschreibung 
der Verortung von Graphobjekten andere Graphobjekte zur Unterstützung verwendet wurden. Dies 
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lässt auf eine Verknüpfung schließen und soll im folgenden Abschnitt „mentale Karten“ weiter 
diskutiert werden. 
5.2.3 Mentale Karten 
Ein komplexer Graph besitzt eine Vielzahl von Knoten und Kanten. Diese Graphobjekte, 
insbesondere die Knoten, werden als mentale Abbilder im Gedächtnis repräsentiert. 
Aus Sicht der realen Welt wird der Graph mit seinen Knoten und Kanten über die Metapher Karte 
repräsentiert. Die Knoten stellen feste Bezugspunkte in der visuellen Darstellung des Graphen mit 
einer eindeutigen Position auf dem Bezugssystem dar. Wie bereits beschrieben, sind diese als Orte 
assoziiert und werden entsprechend in das mentale Modell übertragen. Die Metapher der Karte 
beschreibt Verbindungen zwischen zwei Punkten als Wege. Auf den Graphen übertragen sind diese 
Punkte die Knoten. Damit ergibt sich, dass die Metapher „Weg“ die Kanten in einem Graphen 
beschreibt. 
Die Erhöhung der Auflösung des Aufmerksamkeitsfensters ermöglicht die Erkennung der räumlichen 
Beziehung. Die erkannten Beziehungen werden mittels semantischer und mathematischer, 
numerischer Werte beschrieben. Diese Eigenschaften der Beziehung werden, mit dem in Abschnitt 
5.2.2 erweiterten Modell für die Verortung, in Übereinstimmung gebracht. Ähnlich der Verortung 
werden auch Beziehungen mit dem gleichen Typ von Werten beschrieben (mathematisch, 
numerisch sowie semantisch) und können zusammen weiterverarbeitet werden. Diese 
Übereinstimmung reduziert zugleich die kognitive Last bei der weiteren Verarbeitung. 
Für das angepasste Gedächtnismodell gilt es, wie in Abb. 62 dargestellt, folgende Überführung zu 
realisieren.  
 
Abb. 62: Überführung der Darstellungsform von Daten in einen Graph, in eine numerische und semantische 
Beschreibung zu einer mentalen Karte 
Zur weiteren Diskussion der „mentalen Karte“ wird die Abbildung der Beziehung zwischen zwei 
Objekten beschrieben. Mathematisch beschrieben wird diese Beziehung als „Vektor“ definiert und 
bezieht sich dabei stets auf zwei Objekte, welche die Grenzen des Vektors bilden. Zusätzlich wird 
dem Vektor ein semantischer Wert zugewiesen. Dieser semantische Wert ist durch die gegebene 
Anwendungsdomäne geprägt. 
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Die Überführung von Werten des Objektes Vektor in der realen Welt in die Darstellung der mentalen 
Welt ist in Abb. 63 dargestellt. 
 
Abb. 63: Abbildung von kartesischen Vektoren der realen Welt auf die mentale Welt als semantischer Wert 
In dieser Arbeit wird das von Kosslyn beschriebene Subsystem „räumliche Beziehung“ in Vektor 
umbenannt. Funktional werden die angepassten Subsysteme Verortung und Vektor durch die Werte 
numerisch, mathematisch sowie semantisch definiert. 
Die Verwendung gleicher Werte (numerisch, mathematisch sowie semantisch) für die Subsysteme 
Vektor und Verortung ermöglicht in der Kombination die Erstellung einer mentalen Karte (siehe Abb. 
64). 
 
Abb. 64: Einführung des Subsystems “mentale Karte” in das Modell von Kosslyn 
Mentale Karten bilden ein eigenes Subsystem. Dies unterstützt die Exploration und wird in der 
aufgestellten 2. Hypothese (siehe Abschnitt 4.2, Seite 94) postuliert. In einer Evaluation zur Verortung 
von Graphobjekten kann die Verwendung der Eigenschaften der Subsysteme Verortung und Vektor 
sowie mentale Karte dargelegt werden. 
In der Evaluation in Abschnitt 7.2 sowie 7.3 wird die Wirkung auf die kognitive Last während der 
graphenbasierten Exploration exemplarisch untersucht. 
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5.2.4 Erweitertes Gedächtnismodell 
Das von Kosslyn beschriebene Modell mit dem visuellen Puffer (siehe Abb. 13, Seite 37) wurde für 
die Diskussion zur graphenbasierten Exploration abstrahiert (siehe Abb. 58, Seite 105). Nach der 
Einführung und Diskussion der Eigenschaften für die graphenbasierte Exploration und die damit 
verbundenen Anforderungen aus Abschnitt 5.1 ergibt sich ein abstrahiertes und angepasstes 
Gedächtnismodell (siehe Abb. 65). 
Der Einsatz von mentalen Karten basiert auf der Grundlage und Annahme, dass das mentale System 
Orte im Gedächtnis miteinander verknüpfen und diesen numerische, mathematische sowie 
semantische Werte zuordnen kann. 
 
Abb. 65: Erweitertes Gedächtnismodell, basierend auf dem Modell von Kosslyn aus dem Jahr 1994 
Die Unterstützung des Erinnerungsvermögens des Gedächtnisses sowie die Erkennung von Mustern 
beeinflussen und unterstützen diese Zuordnung. Der Ausgangspunkt ist der visuelle Puffer (VP) mit 
dem Aufmerksamkeitsfenster (AF). 
Der VP beschreibt die Detektion von Objekten und deren Eigenschaften und kann entsprechend 
dem Interesse des Nutzers die Auflösung des AFs variieren. Für die Verortung und die Vektoren 
werden zusätzlich semantische Werte verwendet. Diese erweitern das Gedächtnismodell. Zusätzlich 
wird neben den Subsystemen Verortung und Vektor die mentale Karte eingeführt. Diese Erweiterung 
bildet das neue Gedächtnismodell, welches für die graphenbasierte Exploration verwendet wird 
(siehe Abb. 65).  
Das Zusammenspiel von im Gedächtnis abgelegten Vektoren und Verortungen von mehreren 
Objekten erzeugt eine mentale Karte. Diese kann mit im Gedächtnis abgelegten Versionen verglichen 
oder ergänzt werden. Diese Eigenschaft erfordert Funktionen der Verknüpfung und kann nicht als 
Teil des Subsystems Gedächtnis oder der Subsysteme zur Identifikation von Orten und Beziehungen 
agieren. Es gilt damit die mentale Karte als dediziertes Subsystem im Gedächtnismodell zu 
betrachten. 
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5.3 Globales Strukturmittel der graphenbasierten Exploration  
5.3.1 Detailstufen 
Wie aus den Grundlagen hervorgeht, ist die Kapazität in der Verarbeitung der visuellen 
Wahrnehmung beschränkt. Die Filtertheorie von Broadbent beschreibt, dass nur eine bestimmte 
Menge an Informationen gleichzeitig wahrgenommen werden kann (vgl. Broadbent 1982). 
Komplexe Graphen bestehen aus vielen Knoten und Kanten sowie ihren impliziten Eigenschaften, 
wie Farbe, Form oder Position. Dies resultiert in einem hohen Informationsgehalt in einem Graphen. 
Wie in Abschnitt 2.3 und 0 beschrieben, besteht eine Beschränkung in der gleichzeitigen 
Wahrnehmung von Objekten und resultiert in der Definition von Chunks. Chunks werden für den 
Betrachter als atomar, d.h. nicht weiter zerlegbare Einheiten ohne Verlust von Information, 
wahrgenommen. Sie bilden einen Container für den Transport von Informationen (siehe Abschnitt 2.3 
und 0). 
In der graphenbasierten Exploration bilden Knoten und Kanten Chunks; sie sind atomar für die 
graphische Darstellung des Graphen. Daraus lässt sich folgern, dass der Graph mit mehr als neun 
Objekten komplex ist und darüber hinaus der „Lost-in-Context“-Effekt eintritt. Die Verwendung von 
Detailstufen ermöglicht mehrere Objekte (auch verschachtelt) darzustellen. Detailstufen sind 
Zusammenfassungen von Objekten mit ähnlichen Eigenschaften. Diese Detailstufen werden durch 
einen Repräsentanten oder eine Eigenschaft, welche über alle Objekte der Detailstufe gleich ist, 
dargestellt. Dieses Verfahren wird global auf das Darstellungssystem angewendet. Eine Alternative 
stellt die Bildung von Clustern dar, welche in der Visualisierung von Graphen als Mittel zu Reduktion 
von Störmustern verwendet wird (siehe Abschnitt 3.7). 
Für die graphenbasierte Exploration ist der Zusammenhang von Chunks und Clustern essentiell, 
insbesondere für die Projektion als mentale Karte. Dies ermöglicht die Abbildung von mehreren 
Objekten in der mentalen Karte. 
Die Bildung von verschiedenen Detailstufen basiert auf der Anzahl der Wahrnehmung von Objekten 
innerhalb des Graphen. Diese Detailstufen werden als „Level-of-Detail“ (LoD) bezeichnet. Während 
des Explorationsprozesses bildet der Nutzer verschiedene Cluster und erstellt unterschiedliche 
Detailstufen. Dies wirkt sich auf den gesamten Graphen aus, wobei verschiedenen Sichten gebildet 
werden, beginnend bei der lokalen Detailsicht bis hin zur globalen Kontextsicht. 
Das Anwendungsszenario beschreibt die Exploration, beginnend mit einer Detaildarstellung als 
Antwort auf die vom Nutzer gestellte Frage. Anschließend ordnet der Nutzer die Graphobjekte 
entsprechend seiner Exploration und Fragestellung an. Diese beeinflusst die Darstellung des 
Graphen. Die Topologie des Graphen bleibt erhalten. 
Abhängig vom Explorationsprozess ändern sich die Sicht, das LoD und die mentale Abbildung. 
Tabelle 12 zeigt diese Abhängigkeiten und benennt die verwendeten Subsysteme des 
Gedächtnismodells. 
Als zusätzliche Einflussfaktoren für die Exploration gelten die persönlichen Präferenzen, kulturellen 
Einflüssen und das vorhandene Wissen des Nutzers. Die ersten beiden Faktoren sind aus der 
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„Subjektivität der Wahrnehmung“ abgleitet (siehe Abb. 11, Seite 34). Der dritte Faktor spiegelt sich in 
dem Modell in Abb. 65 in Abschnitt 5.2.4 wieder. 
Explorationsprozess 
Sicht  lokal ! global 
Graph statisch dynamisch statisch 
LoD Detail Ausschnitt Kontext 
Mentale Abbildung Objekt Cluster Karte 
Subsystem Verortung Vektoren mentale Karte 
Tabelle 12: Veränderung der Sicht während des Explorationsprozesses sowie Auswirkung auf den Graph, die mentale 
Repräsentation und Gedächtnissubsysteme 
 
Abb. 66: Darstellung der Veränderung des Graphen, LoD und mentaler Abbildung während der graphenbasierten 
Exploration  
Diese Faktoren sind für jeden Nutzer individuell und fordern entsprechende Freiheitsgrade in Bezug 
auf die Exploration sowie die Anordnung und Gestaltung. Im Weiteren resultiert daraus, dass jeder 
Nutzer eine individuelle Abbildung des Graphen als mentale Karte erhält. Diese innere erzeugte 
Darstellung spiegelt das Verständnis des Nutzers über die dargebotene Struktur wieder. Es ist 
wesentlich, dass dieses Verständnis während der gesamten Exploration erhalten bleibt und bei 
Änderungen den Bedürfnissen des Nutzers angepasst werden kann. 
Als Folge der individuellen Abbildung von Clustern gilt es zu klären, wo und welche Arten von Cluster 
während der graphenbasierten Exploration entstehen und abgebildet werden können. Zusätzlich 
wird die Art des Einflusses auf die Orientierung des Nutzers betrachtet. Die Bildung von Clustern 
während der graphenbasierten Exploration ist individuell sowie die daraus entstehenden Muster und 
die Anzahl an beinhalteten Graphobjekten. Es wird zwischen den folgenden Verteilungen von 
Graphobjekten unterschieden: " verstreut d.h. verteilt über das gesamte Bezugssystem " gebündelt d.h. in einzelnen Bereichen des Bezugssystems angeordnet " hybrid  d.h. einzeln, verstreut und gebündelt angeordnet 
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Diese individuelle Anordnung und Bildung von Clustern aus Graphobjekten wird wie folgt evaluiert. 
Hierzu wird die Aufgabe gestellt, dass der Nutzer den Inhalt des Graphen mit einer freien Exploration 
erschließen soll. Diese Untersuchung wird in Abschnitt 7.1 beschrieben. 
Als Merkmal zur Bildung von Clustern werden gleiche Eigenschaften der zugrundeliegenden 
Datenstruktur verwendet. Die Verbindungen zwischen Graphobjekten existieren nur durch die 
vorgegebene Datenstruktur und werden nicht verändert. 
Weiterhin werden durch den Nutzer Verbindungen hergestellt, die nicht in der Datenstruktur 
abgebildet sind. Dies ist insbesondere durch die Subjektivität der Wahrnehmung des Nutzers 
geprägt. 
Aus mathematischer Sicht lässt sich eine weitere Struktur ableiten. Diese entsteht durch die 
Anordnung all derjenigen Objekte, welche nicht in Clustern arrangiert sind. 
Für die mentale Karte und die graphenbasierte Exploration lässt sich ableiten, welche Strukturen 
gebildet werden. Tabelle 13 zeigt dies entsprechend als Analogie zum Prozess der graphenbasierten 
Exploration (siehe Abb. 5, Seite 21). 
Explorationsprozess 
Anzahl der 
Graphobjekte 
einzeln Paar Cluster Graph 
LoD Detail Wenige Mehrere Mehrere 
Chunks 2 (Detail & Rest) Anzahl der Paare 
& Rest 
Anzahl der 
Cluster & Rest 
Mehrere, 
individuell 
Mentale 
Abbildung 
Punkt Weg Pfade Karte 
Tabelle 13: Explorationsprozess und Veränderung der LoDs 
Das Ergebnis der Evaluation lässt die Schlussfolgerung zu, dass während der graphenbasierten 
Exploration stets mehrere Chunks gebildet werden. Basierend auf den Eigenschaften der Daten und 
der eigenen Präferenzen können diese verschachtelt sein. Damit werden parallel auf dem 
Bezugssystem unterschiedliche Detailstufen dargestellt. Mit steigender Anzahl an Clustern und 
Graphobjekten steigt die Anzahl der Chunks. 
Als Folge für die Visualisierung und Interaktion der graphenbasierten Exploration steht die 
Unterstützung dieses Verhaltens durch ein System. Dieses beinhaltet die Funktion mehrere 
individuelle Detailstufen zu verwenden, ohne die Topologie des Graphen zu verändern. Zusätzlich 
sind die Eigenschaften der Subsysteme des Gedächtnismodells zu beachten. 
5.3.2 „Multi-Level-of-Detail“-Konzept 
Die im vorhergehenden Kapitel beschriebenen Detailstufen, welche mehrfach und parallel auf dem 
Bezugssystem angeordnet werden, sind im Folgenden als neuartiges Visualisierungs- und 
Interaktionskonzept „Multi-Level-of-Detail“-Konzept („m-LoD“-Konzept) beschrieben. Dieses Konzept 
basiert auf der Bildung von mehreren LoDs, repräsentiert als Cluster und wahrgenommen über 
Chunks, auf dem Bezugssystem. Dieses Konzept ist ebenfalls in Analogie zu dem angepassten 
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Gedächtnismodell erstellt. Es resultiert in einer Reduktion der kognitiven Last sowie des „Lost-in-
Context“-Effekts während der graphenbasierten Exploration. Das in Abschnitt 5.2 hergeleitete 
Gedächtnismodel unterstützt die Verortung von mehreren Graphobjekten sowie deren Bezug 
zueinander in einer mentalen Karte (siehe Abb. 65 in Abschnitt 5.2.4). Die Projektion von Daten auf 
die mentale Abbildung ist, zum einen numerisch, mathematisch und zum anderen semantisch. 
Wie in Abb. 67 zu sehen wird der visuelle Puffer verwendet, um die entsprechenden Graphobjekte 
zu identifizieren. Je nach Größe und Fokussierung ändert sich die Auflösung des 
Aufmerksamkeitsfensters. 
 
Abb. 67 Projektion des Graphen auf mentale Karte mittels Subsysteme und der Überführung der Eigenschaften in 
das Gedächtnismodell 
Chunks stellen den Träger der Informationen dar, um Graphobjekte in die weiteren Subsysteme des 
Gedächtnismodells zu transportieren (siehe Abb. 68.) Die als Chunks verarbeiteten Cluster 
erleichtern diesen Transportprozess (siehe Abschnitt 5.3.1). 
 
Abb. 68: Chunks als Transportmittel für Graphobjekte 
Wie in Abschnitt 2.3 beschrieben entsteht ein Engpass, wenn zu viele Objekte erfasst, verortet und 
zugeordnet werden. Dieser Engpass wird durch die Verwendung des „m-LoD“-Konzepts teilweise 
überbrückt. Dies ist möglich, indem das Konzept Eigenschaften der Subsysteme widerspiegelt und 
die Adaption in die mentale Projektion erleichtert (siehe Abb. 69) sowie durch die LoDs Chunks bildet. 
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Abb. 69: Übertragung der Eigenschaften von Gedächtnismodell auf „m-LoD“-Konzept 
Das Visualisierungs- und Interaktionskonzept „Multi-Level-of-Detail“ unterstützt die „mentalen 
Karten“ des Nutzers und reduziert die kognitive Last. Dieses Konzept beschreibt die aufgestellte 
Hypothese (3. Hypothese, Abschnitt 4.2, Seite 94), dass das „Multi-Level-of-Detail“-Konzept die 
kognitive Last und der „Lost-in-Context“-Effekt während der graphenbasierten Exploration reduziert 
werden. 
Das „m-LoD“-Konzept ist in Abb. 70 am Beispiel des Anwendungsfalls dargestellt und zeigt, wie 
verschiedene Graphobjekte auf einem Bezugssystem parallel in verschiedenen Detailstufen 
dargestellt werden können. 
Die erste Vorevaluation wird als Usabilitytest (siehe Abschnitt 7.1) durchgeführt und zeigt die 
allgemeine Akzeptanz des „m-LoD“-Konzepts. Es wird die Zeit zur freien Exploration des Graphen 
wird, im Gegensatz zu bekannten Systemen sowie Abfragesprachen wie SQL, nach einer 
Einarbeitungszeit betrachtet. 
Die aufgestellte Hypothese (1. Hypothese Abschnitt 4.2, Seite 94) wird in einem ausführlichen 
Nutzertest validiert und die Eigenschaften des „m-LoD“-Konzepts in Bezug auf den Anwendungsfall 
gezeigt. Diese Evaluation ist in Abschnitt 7.3 beschrieben. 
 
Abb. 70: „Multi-Level-of-Detail”-Konzept, zum Beispiel aus vier verschiedenen LoDs bestehend, welche weitere 
Objekte enthalten 
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5.4 Lokale Strukturmittel der graphenbasierten Exploration 
5.4.1 Perspektivität 
Der Begriff „Perspektivität“ geht auf das lateinische Wort „perspicere“ zurück und trägt die 
Bedeutung „deutlich sehen“ beziehungsweise „mit dem Blick durchdringen“. Letztere Bedeutung soll 
in diesem Abschnitt betrachtet werden - die Perspektivität während der graphenbasierten 
Exploration als durchdringende Sicht für ein Netzwerk. Jede Betrachtung eines Graphen erzeugt 
stets eine Perspektivität, ausgehend vom Nutzer zum Graphen. 
Entsprechend dem Anwendungsfall beginnt der Nutzer die Exploration des Graphen in einer 
Detailsicht und erarbeitet sich den Kontext nach seinen Bedürfnissen. Als grundlegende Anordnung 
des Graphen wurde, wie in Abschnitt 5.1 in den Anforderungen diskutiert, der „Force-Directed”-
Algorithmus gewählt, um dem Nutzer die Exploration frei von vorgegebenen Hierarchien zu 
ermöglichen. Dies hat gleichzeitig Auswirkungen auf die Perspektivität - alle Graphobjekte werden in 
ihrer Projektion auf das Bezugssystem gleich dargestellt. Dies entspricht jedoch nicht der Sicht des 
Nutzers. In dieser müssten strenggenommen, aus Sicht des Nutzers, alle Graphobjekte derselben 
mathematischen Projektion folgen. Der Nutzer nimmt durch diese nicht korrekte mathematische 
Projektion für jedes Graphobjekt einen dedizierten Standpunkt ein (siehe Abb. 71). 
 
Abb. 71: Multi- und Uni-Perspektive im Graphen als Äquivalent zur Anzahl der Standpunkte und Auswirkung auf die 
visuelle Projektion auf dem Bezugssystem 
Die Folge dieser Darstellung ist ein Wechsel der Perspektivität von einer Uni-Perspektivität zu einer 
Multi-Perspektivität. Daraus ist zu folgern, dass die Änderung der Perspektivität eine semantische 
Änderung erzeugt. Es gilt die aufgestellt 5. Hypothese aus Abschnitt 4.2: 
Die Verwendung der Perspektivität, durch die Verschiebung von Ebenen, verringert die 
kognitive Last in der Wahrnehmung der Relationen während der graphenbasierten 
Exploration. Dies wird durch die Abbildung semantischer Eigenschaften aus der 
Graphvisualisierung in den Subsystemen des Gedächtnismodells ermöglicht. 
Während des Explorationsprozesses ist zu beobachten, dass die Graphobjekte durch den Nutzer 
verschoben werden und es zu Überlappungen sowie Veränderungen der Anordnung kommt. In der 
Betrachtung wird dabei auf die Objekte eines Graphen (Knoten, Kanten und Beschriftungen) 
eingegangen. 
Diese Art der Überlappungen wird durch eine neue, vom Nutzer gewählte, Position erzeugt. Wie in 
den Anforderungen genannt ist die Erhaltung der Topologie wesentlich. Dies hat zur Folge, dass 
Kanten und Knoten sich durch nutzerdefinierte Positionen überlappen. 
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Weitere Arten der Perspektivität in Graphen können durch den Einsatz von Filtern, Blickrichtungen 
und der Verschiebung des Fluchtpunkts erzeugt werden. Im mittleren Teil der Abb. 72 ist dargestellt, 
wie durch einen Filter eine neue Perspektivität des Graphen entsteht. 
 
Abb. 72: Änderung von Semantik und Kontext als Auswirkung auf Perspektivität 
Diese ändert den Kontext. Der rechte Teil der Abb. 72 stellt eine Änderung des Fluchtpunktes dar. 
Die Topologie des Graphen bleibt erhalten, jedoch ändert sich die Wichtung der Graphobjekte. Dies 
ist durch die Gestaltgesetze und Gestaltpsychologie beeinflusst (siehe Abschnitt 5.4.2). Der Einsatz 
der Perspektivität als Filter wird nicht explizit in der Evaluation betrachtet (siehe Abschnitt 7.3). 
Es wird angenommen, dass die Perspektivität die semantischen Werte des Subsystems Vektor 
unterstützt, die Erkennung von Beziehungen fördert und damit einen Einfluss auf die mentale Karte 
hat. 
Die Evaluation in Abschnitt 7.3 widerlegte diese Annahme. Die aufgestellte These konnte damit nicht 
belegt werden. Die Nutzer verwendeten die Funktion der Perspektivität nicht für die Exploration. 
Eine Untersuchung der Änderung der Knotenform durch eine perspektivische Verzerrung wurde 
nicht durchgeführt. Es wird sich auf die semantischen Eigenschaften der Knoten bezogen. Eine 
Änderung der Perspektivität wird durch die Verzerrung der Knoten erzeugt (siehe Abb. 73). 
 
Abb. 73: Die Auswirkung der Verzerrung auf die semantische Bedeutung während der graphenbasierten Exploration 
Die Verzerrung des Knotens hat keinen Einfluss auf die Entfernung. In beiden Szenarien (mittlerer 
und rechter Graph in Abb. 73) ist die Entfernung gleich. Daraus folgt, dass die semantischen 
Eigenschaften für das Graphobjekt Knoten in der Verwendung der Perspektivität durch Veränderung 
der Position und Verzerrung der Knoten erhalten bleiben. 
Im Anschluss an die Betrachtung der Auswirkungen der Perspektivität einzelner Graphobjekte auf die 
Wahrnehmung während der graphenbasierten Exploration wird im Folgenden die Auswirkung der 
Perspektivität durch mehrere Graphobjekte untersucht. 
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Die Bildung von Clustern ist gleichzusetzen mit der Bildung einer Teilmenge. Die Wahl der Objekte in 
der Teilmenge wird durch den Nutzer individuell bestimmt. 
Es entstehen zwei Mengen, die Teilmenge und die Gesamtmenge abzüglich der Teilmenge. Beide 
Mengen sind über den Kontext und gegebenenfalls Relationen im Graphen verbunden. Für die 
visuelle Darstellung existieren damit zwei semantische Gruppen, welche als Ebenen dargestellt 
werden. Dies gilt für eine beliebige Zahl an Teilmengen. In der Abb. 74 ist die Überführung in ‚virtuelle’ 
(durch den Nutzer gewählte Eigenschaften) Ebenen dargestellt. 
 
Abb. 74: Bildung von Ebenen als Auswirkung der Nutzung von Clustern durch gleiche Eigenschaften und daraus 
folgend die semantische Erzeugung von Perspektivität 
Der Einsatz von Ebenen als Konsequenz aus der Bildung von semantischen Gruppen durch die 
Nutzung von Clustern wird als Art der Perspektivität verwendet. Als Folge daraus wird der Graph in 
Ebenen zerlegt und kann schichtweise exploriert werden (siehe Abb. 75). 
 
Abb. 75: Schichtweise Exploration des Graphen durch Ebenen 
Der Prototyp verwendet diese Art der Bildung von Ebene. Als Interaktion wird die gegeneinander 
Verschiebung der Ebenen benutzt und in die Evaluation in Abschnitt 7.3 untersucht. Als Hypothese 
(5. Hypothese, Abschnitt 4.2, Seite 95) für diese Untersuchung steht: 
Die Verwendung der Perspektivität durch Verschiebung von Ebenen verringert die 
kognitive Last in der Wahrnehmung der Relationen während der graphenbasierten 
Exploration. Dies wird durch die Übertragung semantische Eigenschaften aus der 
Graphvisualisierung in den Subsystemen des Gedächtnismodells ermöglicht. 
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Die Evaluation widerlegt, dass Beziehungen zwischen Objekten signifikant besser verstanden und 
die Erfassung von Gruppen erleichtert werden. Die Probanden erhielten kein besseres Verständnis 
des Netzwerks durch die Verwendung der Perspektivität. Als Alternative zu der Bildung von Ebenen 
steht die Verwendung von Rastern auf dem Bezugssystem (siehe Abb. 76). 
 
Abb. 76: Arten der Perspektivität in einem Graphen (oben rechts: Ebenen, unten rechts: Raster) 
 
Abb. 77: Ein Raster als Äquivalent zur Strukturierung in der Auswirkung auf das Gedächtnismodell 
Die Änderung der Perspektivität mittels Rasters verändert die visuelle Organisation der Graphobjekte 
auf dem Bezugssystem – die Topologie bleibt erhalten. Dieser Fall der Verortung wird durch die 
Verwendung von Metaphern unterstützt. Abb. 77 zeigt die Änderung der Verschiebung der Knoten 
auf das Raster. 
 
Abb. 78: Zusammenhang semantischer Eigenschaften des Graphen mit Rastern als Perspektivität und den 
Eigenschaften des Gedächtnismodells 
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Zusammenfassend kann die aufgestellte 5. Hypothese nicht für die Perspektivität stehen. Die 
Nutzung von Rastern unterstützt die graphenbasierte Exploration im Gegensatz zur Verschiebung 
von gebildeten Ebenen. Abb. 78 zeigt den Zusammenhang der Nutzung von Rastern, welche 
semantische Eigenschaften haben, und der Einordnung in den Subsystemen des Gedächtnismodells. 
5.4.2 Gestaltgesetze und Graphästhetik 
Die graphenbasierte Exploration stellt dem Nutzer stets ein visuelles Abbild der Daten dar. Abhängig 
vom Explorationsschritt ist dieses durch den Nutzer abgewandelt. Die Topologie des Graphen bleibt 
weiterhin erhalten. Der Graph selbst stellt als visuelles Gestaltmittel den Mittelpunkt der 
Repräsentation dar und wird durch ästhetische Faktoren beeinflusst. Diese Faktoren basieren auf 
den Gestaltgesetzen sowie der Objekt- und Szenenwahrnehmung (siehe Abschnitt 2.8). 
Mit dem aufgestellten Gedächtnismodell aus Abschnitt 5.2.4 knüpft die vorliegende Arbeit an die 
aktuelle Forschung an und betrachtet in diesem Abschnitt die Einflüsse von Gestaltgesetzen, Objekt- 
und Szenenwahrnehmung sowie der Graphästhetik als Mittel der visuellen Repräsentation eines 
Graphen. Als Annahme steht, dass die Auswirkung der Gestaltgesetze auf die visuelle 
Repräsentation unabhängig von dem Graphobjekt ist. Dies ist in der 6. Hypothese beschrieben 
(siehe Abschnitt 4.2, Seite 95): 
Das Gedächtnismodell ist stabil gegenüber den Eigenschaften der Gestaltgesetze, der 
Graphästhetik sowie der Objekt- und Szenenwahrnehmung, unabhängig von der Art der 
Graphobjekte in der graphenbasierten Exploration. 
Die Objektwahrnehmung basiert auf dem Prozess zur Bestimmung von Eigenschaften und den 
Abgleich mit einem Repertoire visueller Elemente aus dem Gedächtnis. Der Prozess der visuellen 
Aufmerksamkeit sowie der visuellen Suche wird zur Identifikation von Mustern verwendet. 
Nachgelagert erfolgt eine Übereinstimmung mittels einer Objektkategorisierung, welche auf das 
genannte Repertoire zurückgreift und dieses gegebenenfalls aktualisiert. Dieser in der aktuellen 
Forschung anerkannte Ansatz beschreibt die Eigenschaften des visuellen Puffers, des 
Aufmerksamkeitsfensters sowie dem Gedächtnis, welches das Repertoire repräsentiert (siehe 
Abschnitt 0 zur Objekt- und Szenenwahrnehmung). Bekannte Muster sind im Gedächtnis stets mit 
semantischen Eigenschaften verknüpft. Für die Objektwahrnehmung in Graphen folgt, dass diese auf 
der Strukturzerlegung in geometrische Primitive basiert. Es schließt daraus, dass der Aufwand dieses 
Prozesses reduziert werden kann, wenn bereits geometrische Primitive verwendet werden. Die 
Szenenwahrnehmung basiert auf der Wahrnehmung von Objekten und deren Bezug zueinander. Je 
präziser Objekte innerhalb der Szene wahrgenommen werden, desto präziser wird die Szene 
wahrgenommen. Diese Eigenschaften lassen sich auf die graphenbasierte Exploration und das 
aufgestellte Gedächtnismodell übertragen. 
Jedem Objekt der Szene werden Eigenschaften der Verortung zugeteilt und diese Objekte werden 
durch Eigenschaften der Vektoren zueinander in Beziehung gesetzt. Im Zusammenspiel mit 
mehreren Objekten, welche in Graphen existieren, lässt sich die Eigenschaft der Szenenerkennung 
durch die Präzisierung der Erkennung von mehreren Objekten zueinander in eine mentale Karte 
überführen (vgl. Abschnitt 5.2.3, S. 107). Diese Identifikation von einzelnen Objekten in der 
zugehörigen Szene ist die Grundlage der Erkennung von Detailstufen. Wie in Abschnitt 5.3 gezeigt, 
beinhaltet das aufgestellte Gedächtnismodell entsprechende Eigenschaften mehrere Objekte zu 
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einer mentalen Karte zusammenzufügen. Die Tabelle 14 beschreibt die Eigenschaften der einzelnen 
Gestaltgesetze in Bezug auf die graphenbasierte Exploration. Die Folgerung auf die verwendete 
graphische Darstellung ist in Tabelle 15 aufgeführt. 
Gestaltgesetz Eigenschaft in Bezug auf graphenbasierte Exploration 
Prägnanz Verwenden von bekannten Mustern, Erkennen von Eigenschaften 
Ähnlichkeit Wiedererkennung von Eigenschaften an anderen Objekten 
Nähe Geringe Abstände zwischen Graphobjekten erkennen 
Kontinuität Eigenschaften in verschiedenen Objekten mit einem geringen 
Unterschied als zusammengehörig identifizieren 
Geschlossenheit Erkennen von semantischen Zusammenhängen als Verbund von 
Graphobjekten  
Gemeinsame 
Bewegung 
Identische Veränderung der Position mehrerer Graphobjekte folgert in 
ein graphisch konsistentes Subsystem 
Fortsetzung (Linie) Erkennen von Kreuzungen und Beibehaltung der aktuellen 
„Bewegungsrichtung“ 
Gemeinsame Region Erkennen der Anordnung mehrerer Graphobjekte in einem Sektor als 
Teil der Verortung von Clustern 
Gleichzeitigkeit Erkennen der gleichzeitigen Änderung einer Eigenschaft in mehreren 
Graphobjekten bildet ein Cluster 
Verbundene Elemente Identifikation von aufeinanderfolgenden Vektoren zwischen 
Graphobjekten 
Tabelle 14: Eigenschaften der Gestaltgesetze in Bezug auf die graphenbasierte Exploration 
Tabelle 15: Eigenschaften aus Gestaltgesetzen in Anwendung auf Darstellungen im Graphen 
 
Darstellung Eigenschaft in Bezug auf graphenbasierte Exploration 
geometrische Primitive 
und Muster 
Verwenden von bekannten Mustern durch Erkennen von 
Eigenschaften 
gleiche Eigenschaften Wiedererkennung von Eigenschaften an anderen Objekten 
Abstand zweier Kanten Geringe Abstände zwischen Graphobjekten erkennen 
Kantenbiegung Eigenschaften in verschiedenen Objekten mit einem geringen 
Unterschied als zusammengehörig identifizieren 
Pfade Erkennen von semantischen Zusammenhängen bildet einen 
Verbund von Graphobjekten  
Cluster verschieben Identische Veränderung der Position mehrerer Graphobjekte 
folgert in ein graphisch konsistentes Subsystem 
Kanten/Pfade Erkennen von Kreuzungen und Beibehaltung der 
„Bewegungsrichtung“ 
Cluster/Teilgraph Erkennen der Anordnung mehrerer Graphobjekte in einem Sektor 
als Teil der Verortung von Clustern 
gleiche Eigenschaften  Erkennen der gleichzeitigen Änderung einer Eigenschaft in 
mehreren Graphobjekten bildet ein Cluster 
Pfad, Teilgraphen Identifikation von aufeinanderfolgenden Vektoren  
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Die Bedeutung der Gestaltgesetze für die graphenbasierte Exploration und deren Anwendung auf die 
Darstellungsformen im Graphen leiten sich im nächsten Schritt auf das entsprechende 
Gedächtnissubsystem ab. Das entsprechende Gedächtnissubsystem erkennt diese Eigenschaften 
und ist damit für die visuelle Wahrnehmung der Darstellungsform verantwortlich (siehe Tabelle 16). 
Darstellung Eigenschaft in Bezug auf 
graphenbasierte Exploration 
Gedächtnissubsystem 
geometrische Primitive 
und Muster 
Verwenden von bekannten Mustern 
durch Erkennen von Eigenschaften 
Gedächtnis und Muster 
gleiche Eigenschaften Wiedererkennung von Eigenschaften 
an anderen Objekten 
Visueller Puffer 
Abstand zweier 
Objekte, insbesondere 
Kanten 
Geringe Abstände zwischen 
Graphobjekten erkennen 
Vektoren 
Kantenbiegung Eigenschaften in verschiedenen 
Objekten mit einem geringen 
Unterschied als zusammengehörig 
identifizieren 
mentale Karte 
Pfade Erkennen von semantischen 
Zusammenhängen bildet einen 
Verbund von Graphobjekten  
mentale Karte / Vektoren 
Cluster verschieben Identische Veränderung der Position 
mehrerer Graphobjekte folgert in ein 
graphisch konsistentes Subsystem 
Eigenschaftsidentifikation im 
visuellen Puffer 
Kanten/Pfade Erkennen von Kreuzungen und 
Beibehaltung der aktuellen 
„Bewegungsrichtung“ 
Vektor, mentale Karte 
Cluster/Teilgraph Erkennen der Anordnung mehrerer 
Graphobjekte in einem Sektor als Teil 
der Verortung von Clustern 
mentale Karte, Verortung 
gleiche Eigenschaften  Erkennen der gleichzeitigen Änderung 
einer Eigenschaft in mehreren 
Graphobjekten bildet einen Cluster 
Verortung 
Pfad, Teilgraphen Identifikation von 
aufeinanderfolgenden Vektoren 
zwischen Graphobjekten 
mentale Karte, Verortung 
Tabelle 16: Überführung der identifizierten Eigenschaften einer graphischen Darstellung auf ein 
Gedächtnissubsystem 
Die Tabelle 17 fasst die Zuordnung aus der Tabelle 15 und Tabelle 16 zusammen. 
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Gestaltgesetz Gedächtnissubsystem Darstellung im Graphen 
Prägnanz Gedächtnis und Muster geometrische Primitive 
Ähnlichkeit visueller Puffer gleiche Eigenschaften 
Nähe Vektoren Abstand zweier Objekte, 
insbesondere Kanten 
Kontinuität mentale Karte Kantenbiegung 
Geschlossenheit mentale Karte / Vektoren Pfade 
Gem. Bewegung Eigenschaftsidentifikation im 
Visuellen Puffer 
Cluster verschieben 
Fortsetzung (Linie) Vektor, mentale Karte Kanten/Pfade 
Gemeinsame Region mentale Karte, Verortung Cluster/Teilgraph 
Gleichzeitigkeit Verortung gleiche Eigenschaften  
Verbundene Elemente mentale Karte, Verortung Pfad, Teilgraphen 
Tabelle 17: Zuordnung Gestaltgesetze über Eigenschaften zu Graphdarstellung und Gedächtnissubsystem 
Dies zeigt die Zuordnung der Eigenschaften der Gestaltgesetze auf die Gedächtnissubsysteme und 
die Darstellung des Graphen. Die Hypothese gilt als belegt, wenn sich die Eigenschaften aus den 
bekannten Gestaltgesetzen in einem Prototyp mit einer entsprechenden Graphdarstellung validieren 
lassen. 
Gestaltgesetz verwendetes Muster in 
Exploration 
Gedächtnissubsystem 
Prägnanz geometrische Primitive für Knoten Gedächtnis und Muster 
Ähnlichkeit Erkennung von Gruppen über 
gleiche Eigenschaften 
Visueller Puffer 
Nähe Erkennung von 
Zusammengehörigkeit durch 
geringen Abstand von Knoten 
Vektoren 
Kontinuität Folgerung von Verbindungen 
mittels geeigneter Kantenbiegung 
mentale Karte 
Geschlossenheit Identifikation von Pfaden mentale Karte / Vektoren 
Gemeinsame 
Bewegung 
Bildung und Verschiebung von 
Clustern 
Visueller Puffer, Vektoren, 
Gedächtnis 
Fortsetzung (Linie) Nachvollziehen von Pfaden Vektor, mentale Karte 
Gemeinsame Region Bilden und identifizieren von 
Clustern und Teilgraphen 
mentale Karte, Verortung 
Gleichzeitigkeit Identifikation von gleichzeitiger 
Änderung gleicher Eigenschaften 
Verortung 
Verbundene Elemente Erkennen von Clustern, Pfaden 
und Teilgraphen 
mentale Karte, Verortung 
Tabelle 18: Zusammenhang zwischen den Gestaltgesetzen, Explorationsmustern und den Gedächtnissubsystemen 
als Folgerung der Eigenschaften der graphenbasierten Exploration 
Die Hauptevaluation (siehe Abschnitt 7.3) sowie die Vorevaluation zur Verortung von Graphobjekten 
(siehe Abschnitt 7.2) zeigen, dass während der graphenbasierten Exploration die Gestaltgesetze 
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verwendet werden. Die bildsprachliche Wirkung der einzelnen Gestaltgesetze in einem Graphen wird 
in Abschnitt 5.4.4 beschrieben. Abschließend sind Eigenschaften der Graphästhetik beschrieben. 
Kriterium Graphästhetik Gestaltgesetz 
Allgemein  
 Konsistente Leserichtung  Kontinuität 
 Größe des Gesamtlayouts minimal  Gemeinsame Region 
 Graph auf minimaler Fläche zeichnen Gemeinsame Region 
 Graph soll symmetrisch sein  Ähnlichkeit 
 Knoten in minimalen Bounding Box  Geschlossenheit 
 Labels nah an Objekten  Nähe 
 Minimale Anzahl an geometrische Primitiven Prägnanz 
 Konsistentes Aussehen der einzelnen Elemente  Ähnlichkeit 
Knoten  
 Position hat Auswirkung auf Wahrnehmung Gemeinsame Region 
 Ähnliche Knoten gemeinsam präsentiert  Ähnlichkeit 
 Knoten Clustern  Ähnlichkeit 
Kanten  
 Minimierung der Schnittpunkte Fortgesetze Linie 
 Gesamtlänge der Kanten soll minimal sein  Nähe 
 Kanten sollten lesbar und unterscheidbar sein  Prägnanz 
 Kantenlänge gleichförmig Ähnlichkeit 
 Kantenrichtungen gleich Kontinuität, fortgesetzte Linie 
Tabelle 19: Zuordnung von Kriterien der Graphästhetik zu den Gestaltgesetzen 
Wie Abschnitt 2.8 ausführlich darlegt, stellen die Gestaltgesetze die Grundlage für die Kriterien der 
Graphästhetik dar. Tabelle 19 zeigt eine Auswahl der in der Literatur am häufigsten diskutierten 
Kriterien und deren Zuordnung auf das entsprechende Gestaltgesetz. Wesentlich in dieser 
Betrachtung ist die Vermischung von Graphobjekten, wie zum Beispiel ein geringer Abstand von 
Label zu Knoten oder Kante. 
Mittels dieser Zuordnung der Kriterien der Graphästhetik zu den Gestaltgesetzen lässt sich die 
Anwendung auf das Gedächtnismodell zeigen. Der Zusammenhang der Eigenschaften der 
Gestaltgesetze und dem aufgestellten Gedächtnismodell wurden in Tabelle 17 aufgelistet. Es lässt 
sich folgern, dass die Eigenschaften der Gestaltgesetze auf die Regeln der Graphästhetik für die 
graphenbasierte Exploration übertragbar sind. Damit genügt es, dass die Gestaltgesetze für die 
graphenbasierte Exploration evaluiert werden. Die Verwendung und Evaluation der einzelnen 
Gestaltgesetze in einem Graphen wird in Abschnitt 5.4.4 beschrieben. 
5.4.3 Semantik in Graphen 
Obwohl die graphenbasierte Exploration stets von individuellen und kulturellen Faktoren beeinflusst 
ist, werden diese Faktoren in der nachfolgenden Darlegung nicht in die Betrachtung einbezogen. Der 
Fokus der Betrachtung liegt auf den allgemeinen semantischen Aspekten während der 
graphenbasierten Exploration, welche unabhängig von der Art der Graphobjekte sind.  
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Diese allgemeinen semantischen Aspekte sind:  " Detail und Kontext " Aggregation und Assoziation " Wechselwirkung zwischen den Graphobjekten 
Sie bilden die Grundlage für eine Bildsprache und das daraus abgeleitete Repertoire an visuellen 
Elementen für die graphenbasierte Exploration. Die semantischen Aspekte von Detail und Kontext, 
als Beschreibung des Graphen, sind ein wesentlicher Bestandteil des „m-LoD“-Konzepts. Die Sicht 
der visuellen Wahrnehmung mittels Chunks zur Erstellung von Clustern folgt dem entsprechenden 
Gedächtnismodell. Dieses beinhaltet im Speziellen für die Vektoren und die Verortung semantische 
Eigenschaften. 
Der Nutzer erhält mittels des „m-LoD“-Konzepts die Möglichkeit, den Graphen mit eigenen Detail- 
und Kontextsichten zu explorieren. Diese unterschiedlichen Sichten sind geprägt durch eine 
unterschiedliche Informationsdichte und erzeugen für den Nutzer verschiedene semantische 
Bedeutungen. Das aufgestellte Gedächtnismodell beinhaltet Eigenschaften zur Verarbeitung von 
semantischen Werten der wahrgenommenen Objekte. Ein Objekt im Sinne der graphenbasierten 
Exploration ist ein einzelner Knoten, eine Menge von Knoten (Cluster) oder ein Teilgraph. Die 
Zuordnung semantischer Werte ist unabhängig von der Art des Objektes. Diese Graphobjekte 
werden als Chunks verarbeitet. 
Die unterschiedlichen Mengen der Objekte können als LoD beschrieben werden. Ist ein einzelnes 
Objekt in einem LoD enthalten, so wird diesem der semantische Wert ‚Detail’ zugeordnet. Je größer 
die Anzahl an Objekten innerhalb eines LoDs, desto mehr nähert es sich dem semantischen Wert 
‚Kontext’. Es lässt sich folgern, dass die Begriffe Detail und Kontext in der graphenbasierten 
Exploration die semantischen Eigenschaften in dem aufgestellten Gedächtnismodell abbilden. Diese 
Folgerung basiert auf dem gezeigten Zusammenhang der Begriffe Detail und Kontext zum „m-LoD“-
Konzept, welches die Eigenschaften des Gedächtnismodells sowie die Zuordnung der semantischen 
Werte beinhaltet. 
Die Gruppierung mehrerer Graphobjekte zu einem Cluster hat eine semantische Wirkung im Graphen. 
Es werden verschiedene Graphobjekte in eine Darstellungsform überführt. Wie aus den 
Gestaltgesetzen hervorgeht, wirken einzelne Graphobjekte als Gruppe. Im Graphen wird eine 
Subtraktion einer Menge von Graphobjekten vorgenommen und durch das neue Graphobjekt, das 
Cluster, ersetzt. 
 
Abb. 79: Ersetzung einer Selektion als Aggregationsmittel im Graph 
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Dies ist jedoch nur in der visuellen Wahrnehmung des Nutzers und verändert nicht die Topologie des 
Graphen. Im Gegensatz dazu wird durch das Pooling die Topologie im selektierten Bereich 
angepasst. Sie bleibt für den Rest des Graphen bestehen. Die in Abb. 79 dargestellte Anpassung 
der Topologie basiert auf der Annahme, dass mindestens zwei Knoten durch ein Cluster ersetzt 
werden. 
Die semantische Wirkung der Assoziation ist im Graphen implizit enthalten und wird in erster 
Interpretation auf die Relationen, die visuell als Kanten dargestellt sind, bezogen. Eine zweite 
semantische Wirkung der Assoziation entsteht mittels Identifikation von gleichen Eigenschaften 
unterschiedlicher Graphobjekte (siehe Abb. 80). Die Abb. 80 und Abb. 81 zeigen die Identifikation 
der semantischen Wirkung im Graphen. Wie in dem Gedächtnismodell gezeigt, nutzen die 
Subsysteme ‚Vektor’, ‚Verortung’ und ‚mentalen Karte’ die semantischen Werte. 
 
Abb. 80: Kanten und (Knoten-) Eigenschaften als Assoziationsmittel im Graphen zur Bildung semantischer Wirkung 
 
Abb. 81: Identische Eigenschaften über verschiedene Graphobjekte bezüglich Farbe, Größe und Form zur Bildung 
semantischer Wirkung 
 
Abb. 82: Semantische Wirkung durch gleiche Farbe, Form und Größe (Gruppierung und Isolation) 
Die visuelle Darstellung der Assoziation für eine semantische Wirkung wird im Folgenden für die drei 
Kategorien der Graphobjekte beschrieben. 
Für die Knoten werden die visuellen Eigenschaften Form, Farbe/Muster, Größe und Position für eine 
semantische Assoziation diskutiert. Die Abb. 82 zeigt wie sich ähnliche Eigenschaften auf die 
semantischen Werte im Graphen auswirken. Dabei werden zwei Ausprägungen der Eigenschaften 
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betrachtet: Gleichheit über mehrere Elemente und Differenzierung über unterschiedliche Elemente. 
Die Tabelle 20 zeigt die Zuordnung visueller Eigenschaften zu einer semantischen Bedeutung. 
Visuelle Eigenschaft des Knotens semantische Wirkung im Graphen 
Form Gruppierung, Isolation 
Farbe/Muster Gruppierung, Isolation  
Wichtung 
Größe Wichtung 
Entfernung bei Perspektivität 
Position Entfernung, Wichtung 
Tabelle 20: Zuordnung semantischer Wirkung zu visueller Eigenschaft 
Für die Kanten werden die visuellen Eigenschaften Form, Endpunkte, Farbe und Länge für eine 
semantische Wirkung diskutiert. Die folgenden Abbildungen zeigen dies exemplarisch. 
 
Abb. 83: Semantische Wirkung bei Kanten durch Verformung 
Als semantische Bedeutungen entstehen dabei die in Tabelle 21 aufgeführten Zuordnungen. 
Form der Kante semantische Wirkung im Graphen 
gerade Stabilität, direkter Weg 
gebogen Ausweichen für andere 
gebündelt Weg hat Bedeutung 
Tabelle 21: Semantische Wirkung für unterschiedliche Kantenformen 
Die semantische Wirkung für die Eigenschaft der Endpunkte einer Kante bezieht sich auf die 
Leserichtung und stellt die Art der Assoziation dar. Diese kann ungerichtet (keine besonderen 
visuellen Elemente am Ende der Kante), gerichtet (an einer Seite der Kante befindet sich ein 
zusätzliches visuelles Element, zum Beispiel Pfeilspitze) oder beidseitig (an beiden Seiten der Kante 
sind zusätzliche visuelle Elemente vorhanden) sein.  
 
Abb. 84: Semantische Wirkung für unterschiedliche Ausprägung der Endpunkte einer Kante im Graphen 
Aus der Assoziationsart und der Leserichtung lässt sich für den Nutzer eine Ordnung ableiten, 
welche in einer Verstärkung der semantischen Wirkung folgert (siehe Abb. 84). 
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Die semantische Wirkung von Mustern beziehungsweise Farben als Eigenschaften einer Kante sind 
in Abb. 85 veranschaulicht. Im Bereich der Farbe haben kulturelle Einflüsse eine starke Wirkung und 
seien daher in der Diskussion nicht weiter betrachtet. Als weiteres Gestaltungsmittel bilden Muster in 
der Visualisierung von Kanten eine semantische Wirkung. Sie lassen auf die Stärke der Verbindung 
schließen. Dabei wird unterschieden zwischen: geschlossene (Linie durchgehend), angedeutete 
(Linie nicht durchgehend) und lose Verbindungen (Linie weist Lücken auf). Im letzteren Fall sei 
weiterhin zwischen der Anzahl und Größe der Lücken für die Ausprägung der semantischen Wirkung 
zu unterscheiden. Zur Vervollständigung sei der Fall ohne Kante zu nennen, welcher auf das Fehlen 
einer Assoziation hinweist. 
 
Abb. 85: Semantische Wirkung für unterschiedliche Ausprägung der Muster einer Kante im Graphen 
Zusätzlich zu den bereits erwähnten Eigenschaften einer Kante ist die Länge als Eigenschaft mit 
einem Einfluss auf die semantische Wirkung zu nennen. Diese hat die Wirkung der Entfernung und 
basiert auf der visuellen Wahrnehmung durch das Subsystem ‚Vektor’. Zu beachten ist, dass je 
größer die direkte Entfernung oder je länger der Pfad zwischen Graphobjekten ist, desto höher muss 
die Auflösung des Aufmerksamkeitsfensters sein. Eine kurze Kante deutet in der semantischen 
Wirkung auf Nähe und eine lange Kante auf Distanz hin. Diese Eigenschaft wird durch die Position 
der Knoten beeinflusst. Dies ist mathematisch bedingt, d.h. die kürzeste Kante zwischen zwei 
Punkten ist eine Gerade. Es folgt, dass eine Verstärkung der Kante nicht durch ihre Verkürzung 
erfolgen kann, jedoch der umgekehrte Fall möglich ist (siehe Abb. 86). 
 
Abb. 86: Semantische Wirkung für unterschiedliche Ausprägungen der Länge einer Kante im Graphen 
Die Betrachtung der Eigenschaften des Graphobjekts Label wird auf Größe und Entfernung zu dem 
Bezugsobjekt beschränkt. Weitere Eigenschaften sind durch das Thema Schrift beeinflusst und 
werden in der nachfolgenden Diskussion nicht betrachtet. Dies würde den Rahmen der Arbeit 
überschreiten. Es sei an dieser Stelle auf die entsprechende Literatur zur Schriftgestaltung verwiesen, 
zum Beispiel von Bollwage (Bollwage 2001, S. 8). 
Labels werden als Hilfsmittel zur Erfassung von Eigenschaften eines Graphen oder einzelner 
Graphobjekte verwendet. Dies ist insbesondere der Fall, wenn die graphischen Mittel nicht 
hinreichend genügende Informationen transportieren, dann wird durch Labels der betreffende 
Kontext genauer beschrieben. Ein Label drückt stets ein visuell abgebildetes Graphobjekt in Schrift 
aus. Daraus lässt sich folgern, dass die Positionierung dieses Labels in der unmittelbaren Nähe des 
Graphobjekts den Bezug herstellt. Mit wachsender Distanz verliert das Label die unterstützende 
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Wirkung. Es ist dabei nicht auszuschließen, dass der Kontext verändert wird. Es werden zwei 
grundsätzliche Bezugssysteme zur Positionierung des Labels unterschieden (siehe Abb. 87).  
 
Abb. 87: Position des Labels innerhalb und außerhalb des Bezugsobjekts (am Beispiel des Graphobjekts Knoten) 
Der erste Fall stellt mit der Positionierung des Labels innerhalb des Graphobjekts eine direkte 
Beziehung dar. Im zweiten Fall erfolgt die Positionierung des Labels außerhalb des Graphobjekts und 
führt zu einer Diskussion über die Zuordnung des Labels in Abhängigkeit der Entfernung. 
Die Betrachtung des zweiten Falls ergibt für die Abhängigkeit der semantischen Wirkung von der 
Entfernung, dass zwischen vier Fällen unterschieden wird. Die Tabelle 22 nennt diese Fälle und 
beschreibt ihre semantische Wirkung. 
Abstand von Label zu Bezugsobjekt semantische Wirkung 
Kein Abstand, Positionen sind identisch Direkter Bezug, d.h. Verstärkung der visuellen 
Wirkung durch die Schrift Abstand ist kleiner als die Größe des 
Bezugsobjekts 
Abstand ist gleich der Größe des 
Bezugsobjekts 
Abstand ist größer als die Größe des 
Bezugsobjekts und der Abstand zu anderen 
Objekten ist gleich dem Abstand Label-
Bezugsobjekt 
 
Abstand ist größer als die Größe des 
Bezugsobjekts und der Abstand zu anderen 
Objekten ist kleiner dem Abstand Label-
Bezugsobjekt 
 
Verlust der Wirkung und Übertragung auf 
Kontext beziehungsweise Bildung von Clustern 
 
 
Verlust der Wirkung zum eigentlichen 
Bezugsobjekt, Erzeugen einer 
Doppeldeutigkeit durch geringeren Abstand zu 
anderen Graphobjekten 
Tabelle 22: Semantische Wirkung des Abstands von Label zum Bezugsobjekt 
Die Abb. 88 veranschaulichet die in der Tabelle 22 beschriebenen semantischen Wirkungen durch 
die Variation des Abstands von Label zu Bezugsobjekt am Beispiel der Beschriftung eines Knotens. 
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Abb. 88: Abstand des Labels zum Graphobjekt (Knoten), a) tangiert (Lesbarkeit beeinträchtigt), b) Abstand größer 0 
und kleiner gleich der Größe des Graphobjekts (Zuordnung eindeutig), c) gleicher Abstand zwischen den 
Graphobjekten (Zuordnung nicht eindeutig), d) Abstand größer als Graphobjekt (Verlust des Bezugs) 
Abschließend sei die Labeleigenschaft Größe betrachtet, wie in Abb. 89 dargestellt. 
 
Abb. 89: Wirkung der Größe eines Labels in Bezug auf gleiche Größe eines Graphobjekts 
Die Größe wird durch die Gestaltgesetze beeinflusst und lässt auf die Verstärkung beziehungsweise 
Abschwächung der Wichtigkeit des Objektes schließen. Die semantische Wirkung wird durch die 
Wechselwirkung mit der Größe des Graphobjekts beeinflusst. Wie in den Gestaltgesetzen 
beschrieben, werden größere Objekte im Vordergrund positioniert wahrgenommen und damit als 
Gestaltmittel verwendet und als wichtiger interpretiert. 
Der Abschnitt zeigte die semantische Wirkung von visuellen Elementen in einem Graphen. Dabei 
wurde Bezug auf die drei Kategorien der Graphobjekte genommen. Die Gestaltgesetze als 
Grundlage für semantische Wirkung visueller Elemente zeigte die Transformation der Eigenschaften 
auf die mentale Karte. Mit den in Abschnitt 5.4.1 und 5.4.2 dargelegten Erkenntnissen zur 
Übertragung der Eigenschaften auf das Gedächtnismodell wurde gezeigt, dass das 
Gedächtnismodell aus Abschnitt 5.2.4 für die semantische Wirkung visueller Elemente im Graphen 
valide ist. 
5.4.4 Bildsprache eines Graphen 
Im Anschluss an die Darlegung der semantischen Wirkung von visuellen Elementen eines Graphen 
folgt die Klärung der bildsprachlichen Wirkung der einzelnen visuellen Elemente. Diese wird im 
Rahmen dieser Arbeit als „Bildsprache eines Graphen“ definiert. 
Die visuelle Darstellung aller Daten einer Anwendungsdomäne in einem Graphen unter 
Verwendung von Gestaltgesetzen, Aspekten der Graphästhetik sowie Einflüssen der 
Perspektivität aus der Malerei bestimmen die semantische und visuelle Wirkung in Form 
von Mustern und gelten damit als ‚Bildsprache’ eines Graphen. 
Aus der Evaluation zur Verortung (siehe Abschnitt 7.2) resultiert die Annahme, dass die Anordnung 
von Graphobjekten einen Einfluss auf das Muster hat. Ein weiteres Resultat der Evaluation zur 
Verortung ist, dass der Nutzer ausschließlich die Knoten zur Bildung von Mustern verwendet und für 
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die Kanten die Annahme stellt, dass der Rechner die Aufgabe der Anordnung dieser übernimmt. 
Damit lassen sich zwei Arten der Musterbildung unterscheiden: manuell durch den Nutzer, dies hat 
eine sehr individuelle Anordnung zur Folge sowie die automatische Anordnung durch den Rechner, 
welche nach einem Algorithmus arbeitet. Keiner der Nutzer hat versucht die Labels neu zu 
positionieren, zum Beispiel um das Objekt herum. Die automatische Anordnung wird nicht weiter 
betrachtet. Der Fokus liegt auf der Exploration durch den Nutzer und die damit gebildeten Muster in 
der Anordnung. Es wird im Folgenden zwischen Musterbildung durch Knoten und Musterbildung 
durch Kanten als Bildsprache eines Graphen unterschieden. 
Muster durch Knoten 
Die Knoten als Graphobjekte stehen, nach Auswertung der Evaluation aus Abschnitt 7.2, an erster 
Stelle der Betrachtung. Die Evaluation zeigte, dass der Nutzer zur Bildung von Gruppen, Clustern, 
Haufen und speziellen Formen neigt und damit Ordnungen und Strukturen erzeugt. 
 
Abb. 90: Anordnung von Knoten nach Eigenschaften 
Die Begriffe Gruppe, Cluster, Haufen und spezielle Form werden wie nachstehend im Folgenden 
gebraucht (siehe Abb. 90): " Gruppe:  Anordnung von Knoten mit mindestens einer gleichen Eigenschaft " Cluster:  Anordnung von Knoten, die untereinander verbunden sind " Haufen:  Anordnung von Knoten frei von Gleichheit der abgebildeten Eigenschaften  " Spezielle Form:  Anordnung von Knoten nach einem Raster des Nutzers 
Die Bildung von Gruppen, Clustern oder Haufen geht auf die Identifikation von Eigenschaften und die 
Zuordnung semantischer Werte durch den Nutzer zurück. Wie das Gedächtnismodell zeigt, wird dies 
in den Subsystemen ‚Vektor’ und ‚Verortung’ vorgenommen. Zusätzlich werden Eigenschaften wie 
Farbe, Form, Größe und Position als Faktoren für die Bildung von Mustern verwendet.  
Die Abb. 91 (siehe Seite 131) zeigt, wie sich diese Eigenschaften auf die Bildung von Gruppen, 
Clustern oder Haufen in einem Graphen auswirken. Objekte mit gleichen Eigenschaften werden 
unabhängig von ihrer Entfernung als zusammengehörig wahrgenommen. Dies geht auf die 
Gestaltgesetze zurück. 
Die Bildung von Gruppen, Clustern oder Haufen hat eine Reduktion der wahrgenommenen 
Informationen, respektive der Anzahl der Objekte, zur Folge. Je dichter die Objekte angeordnet 
werden oder je ähnlicher diese sind, desto weniger werden sie als einzelnes Objekt in der Gruppe, 
Cluster oder dem Haufen wahrgenommen, sondern als eine Einheit. 
 
   131 
 
Abb. 91: Gruppenbildung durch gleiche Eigenschaften von Knoten in einem Graphen, basierend auf den 
Gestaltgesetzen 
Ein weiterer Aspekt für die Bildung von Gruppen, Clustern beziehungsweise Haufen stellen die 
Kanten im Graphen dar. Dies basiert auf der Ähnlichkeit der visuellen Darstellung. Eine hohe Dichte 
an Kanten an einem Knoten wird als dunkler wahrgenommen (dies begründet sich in der visuellen 
Wahrnehmung von Mustern). Treten mehrere Knoten mit einer hohen Anzahl an Kanten im Graphen 
auf, so werden diese als eine Gruppe wahrgenommen. Daraus lässt sich folgern, dass das 
entsprechende Objekt in der semantischen Wirkung eine hohe Bedeutung hat (siehe Abb. 92). 
 
Abb. 92: Semantische Bedeutung von Knoten in einem Graphen durch hohe Anzahl von Kanten 
Die hier aufgeführten Strukturmittel lassen sich in implizite und explizite Strukturmittel untergliedern. 
Die Tabelle 23 zeigt die unterschiedlichen Merkmale und den Einfluss der Gestaltgesetze. 
Strukturierungsmerkmal Einfluss der Gestaltgesetze 
Implizit " Gleiche visuelle Eigenschaften der Knoten " Anzahl der Kanten eines Knoten 
Von Beginn an der Betrachtung bis zur 
abschließenden Anordnung des Nutzers 
Explizit " Externes, vom Nutzer hinzugefügtes Wissen, 
welches nicht im Graphen abgebildet ist 
Nach Abschluss der Strukturierung 
Tabelle 23: Verwendung der Gestaltgesetze in Bezug auf das Auftreten in der Verwendung von impliziten und 
expliziten Strukturmitteln 
Implizit bezieht sich auf Eigenschaften, die im Graphen visuell abgebildet sind und durch den Einfluss 
der Gestaltgesetze entsprechend wahrgenommen werden. Explizit bezieht sich auf Eigenschaften, 
die durch externe Einflüsse und Wissen, welches nicht im Graphen enthalten ist, gebildet werden. 
Bei der Verwendung expliziter Strukturmittel entsteht der Einfluss der Gestaltgesetze nach der 
Strukturierung, bei den impliziten Strukturierungsmerkmalen hingegen von Beginn an. 
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Im Bereich der graphenbasierten Exploration lässt sich die Anforderung der Bereitstellung von 
Strukturmitteln zur Unterstützung des Nutzers ableiten. Diese sind durch die Gestaltgesetze sowie 
die Eigenschaften der Knoten und dem Wissen des Nutzers beeinflusst. Die automatisierten 
Strukturmittel für Knoten stellen eine Beeinflussung der freien Exploration des Nutzers dar und 
werden in dieser Arbeit nicht betrachtet. 
Muster durch Kanten 
Die Kanten als Graphobjekte werden, nach Auswertung der Evaluation aus Kapitel 7, vom Benutzer 
als Mittel zu Strukturierung und Gestaltung während der graphenbasierten Exploration vernachlässigt. 
Die Grundlagen sowie die aktuelle Forschung zeigten, dass Kanten in einem Graphen einen Einfluss 
auf die Wahrnehmung und die Bildung einer semantischen Wirkung haben. Dieser Einfluss wird 
durch Aspekte der Gestaltgesetze und Graphästhetik beschrieben. 
Vor der Betrachtung des Einflusses und der semantischen Wirkung von Kanten sei das Auftreten von 
Kanten innerhalb des Graphen beschrieben (siehe Tabelle 24 und Abb. 93). 
Auftreten Ausprägung 
Am Knoten Anzahl: 0,1, n 
Zwischen den Knoten Bezug: ja, nein 
Graph Muster 
Tabelle 24: Auftreten von Kanten in einem Graphen 
 
Abb. 93: Auftreten von Kanten in einem Graphen 
Analog zur Betrachtung der Knoten lassen sich für die Kanten entsprechende Muster und daraus 
semantische Wirkungen ableiten, welche als Strukturmittel einer Bildsprache verwendet werden. 
Auswirkung auf die bildsprachliche Gestaltung haben die Eigenschaften Form, Dicke und Muster der 
Kante. In Verbindung mit der Position im Graphen ergeben sich folgende, in Tabelle 25 dargelegte, 
bildsprachliche Wirkungen: 
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 Am Knoten Zwischen Knoten Graph 
Form 
 gerade 
 gebogen 
 eckig 
 
direkt / gerichtet 
 – 
 – 
 
direkt / gerichtet 
ablenkend / anziehend 
umleitend 
 
Stabil/geradlinig 
Anziehend/abstoßend 
Umleitend 
Dicke 
 dünn 
 dick 
 
leichte Verbindung 
starke Verbindung 
 
beengend / dehnend 
durch Umgeben 
 
zerbrechlich 
stabil 
Muster 
 Lücken 
 Durchgehend 
 
Lockere/spezielle 
Stabil 
 
perforierend 
stabil 
 
locker/lose 
ausgeprägt 
Tabelle 25: Bildsprachliche Wirkung von Kanten in Bezug auf Eigenschaften und Position im Graphen 
Kanten stellen stets einen Bezug zwischen Objekten her, in diesem Fall zwischen Knoten. Aus den 
Kriterien der Graphästhetik leiten sich folgenden Eigenschaften für Kanten ab: " Geringe Kantenschneidungen " Keine 90° Schnittwinkel " Symmetrie " Geringe Kantenbiegung 
Es lassen sich folgende allgemeine Formen ableiten: Linie (fortgesetzte, gerade/gebogene), Raster, 
Stern, Bündelung und die zufällige Anordnung (siehe Abb. 94). 
 
Abb. 94: Formen der bildsprachlichen Wirkung von Kanten 
Das Gestaltgesetz der fortgesetzten Linie beeinflusst die semantische Wirkung der geraden und 
gebogenen Linie. Es beschreibt die Kontinuität in der Fortsetzung und wirkt sich als einheitliches 
Gebilde in der Bildsprache eines Graphen aus. Es wirkt als Kausalität. 
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Ein Raster hingegen beschreibt ein geschlossenes System, ähnlich dem eines Clusters, nur mit 
deutlich abgegrenzten und strukturierten Positionen der Knoten und Kanten. Die bildsprachliche 
Wirkung ist die Stabilität des gebildeten Systems. 
Die visuelle Darstellung der Linien in einem Stern bildet eine Art von Cluster, jedoch ist dieser weniger 
stabil in seiner Darstellung als das Raster und erscheint durch den fehlenden Rahmen offen. Je 
größer die Anzahl der Linien in einem Stern, desto bedeutender die bildsprachliche Wirkung als 
Zentrum. 
Im Weiteren sei die Veränderung der Kante durch die Bündelung als bildsprachliche Wirkung im 
Graphen betrachtet. Bündeln beschreibt das Zusammenführen von Kanten mit ähnlichen Richtungen 
bis kurz vor ihrer Abzweigung zu den Endpunkten. Das Bündeln (in der Literatur mit dem englischen 
Begriff ‚Bundling’ bezeichnet) vereint damit die Eigenschaft der Zentralität des Sterns und der 
Stabilität des Rasters. Je mehr Kanten aus einer Richtung an den Knoten gehen, desto bedeutsamer 
ist die Wirkung. Die Stabilität wird durch die Anzahl der Kanten auf dem Bündel (Bündelung der 
Kanten mit ähnlichen Richtungen) erzeugt. 
Eine weitere bildsprachliche Wirkung des Bündelns entsteht durch die Richtung aus der die Kanten 
auftreffen. Wie die Abb. 94 (unten links, Bündelung) zeigt, ergibt sich: alle Knoten auf der linken Seite 
haben eine Auswirkung auf den mittleren Knoten. Dieser wiederum beeinflusst die Knoten auf der 
rechten Seite. Die Bündelung von Kanten gruppiert damit Knoten als bildsprachliche Wirkung. 
Abschließend sei auf die bildsprachliche Wirkung der Labels verwiesen. Wie bereits anfangs erwähnt, 
wurden diese in der Nutzerstudie vollständig von den Nutzern als Gestaltungs- und Interaktionsmittel 
vernachlässigt. Label als Graphobjekte basieren auf der Gestaltung von Text und damit den 
Aspekten der Schriftgestaltung. Eine Vertiefung dieses Aspekts übersteigt den Rahmen der Arbeit, 
es sei an dieser Stelle auf die aktuelle Literatur verwiesen, zum Beispiel Bollwage (Bollwage 2001). 
5.4.5 Baukasten visueller Elemente 
Die Konzepte der Kognitionsunterstützung, visuelle Elemente eines Graphen sowie Semantik und 
Bildsprache bieten Möglichkeiten zur gezielten Gestaltung der graphenbasierten Exploration. Das 
Gedächtnismodell zeigt, dass während der graphenbasierten Exploration entsprechende 
Eigenschaften aus der visuellen Darstellung des Graphen abgeleitet werden. Es lässt sich folgern, 
dass entsprechend visualisierte Graphen dieses Gedächtnismodell unterstützen und ein Baukasten 
visueller Elemente auf Basis der eingeführten Konzepte gebildet werden kann. Wie in der 7. 
Hypothese (Abschnitt 4.2, Seite 95) beschrieben: 
Die Konzepte der visuellen Exploration, die visuellen Elemente zur Gestaltung sowie die 
Semantik und Bildsprache lassen sich durch das Gedächtnismodell herleiten und einen 
Baukasten visueller Elemente zur graphenbasierten Exploration überführen. 
In den vorangehenden Kapiteln wurde der Zusammenhang zwischen Gedächtnismodell, dem „Multi-
Level-of-Detail“-Konzept zur graphenbasierten Exploration sowie den Gestaltgesetzen und 
Graphästhetik gezeigt. 
Vorab der Beschreibung der visuellen Elemente steht die Betrachtung der Einflussfaktoren auf den 
Prozess der Exploration, welche durch den Nutzer beeinflusst sind. Wie in dem Anwendungsfall 
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beschrieben, beginnt der Nutzer die Exploration mit einer Frage und erarbeitet sich den Kontext 
ausgehend von der Antwort. Diese Antwort stellt für den Nutzer das Objekt von Interesse dar. Die 
Identifikation des Kontexts ist abhängig von der Anzahl der Objekte und dem Wissen über diese. Die 
Erschließung des Kontexts erfolgt über die Erfassung der ‚konzeptionellen Entfernung’ zwischen den 
Objekten. Mit steigender Menge an Informationen steigt die ‚a priori Relevanz’, d.h. die globale 
Relevanz des Objektes sowie der ‚Degree of Interest’ (DoI), bestimmt durch den Nutzer (siehe Abb. 
95). 
 
Abb. 95: Semantik der Exploration (Fokaler Punkt [blau], konzeptionelle Entfernung [violett], A Priori Relevanz [grün], 
Degree of Interest [rot]) 
Die in Abschnitt 5.1 gestellten Anforderungen beschreiben das Ausgangslayout eines Graphen als 
nicht hierarchisch. Während der Exploration passt der Nutzer die Position der Graphobjekte an und 
verändert das Layout. Es lassen sich zwei Arten von Layouts unterscheiden: das „Standardlayout“, 
welches zu Beginn der Exploration abgebildet wird und das „Gefilterte Layout“, welches durch den 
Nutzer manipuliert wurde. Diese Layouts seien wie folgt definiert: 
„Standardlayout (Ausgangssituation): in einem Standardlayout haben alle Objekte die 
gleiche Wertigkeit für das Interesse des Nutzers, es existiert ein Fokaler Punkte (basierend 
auf dem Anwendungsfall). Dieses Layout ist stets die initiale Abbildung des Graphen.“ 
„Gefiltertes Layout (Explorationssituation): ist eine Sicht auf eine Teilmenge des Graphen 
mit bestimmten, vom Nutzer definierten Randbedingungen. Diese können graphischer 
(farbliche Wertebereiche), interaktiver (Zoom, Pan), visueller (unterschiedliche Layouts) 
oder einschränkender Natur (alpha-numerische Filter) sein.“ 
Die Exploration und die damit zusammenhängende Gewinnung von Wissen über das Netzwerk ist 
ein Wechselspiel zwischen Wissen durch Details und Wissen durch Kontext. Je mehr Wissen über 
Details bekannt ist, desto genauer kann der Kontext erfasst werden. Andererseits lässt sich folgern, 
dass ein genaueres Wissen des Kontexts eine präzisere Einordnung der Details ermöglicht (siehe 
Abb. 96). Auf visueller Ebene ist diese Wechselwirkung von Bertin unter den Begriffen 
„monosemiotisches System“ und „polysemiotisches System“ beschrieben: 
„Ein System heißt monosemiotisch, wenn die Betrachtung einer Zeichen-Verbindung die 
Kenntnis der Bedeutung jedes einzelnen Zeichens voraussetzt. [...] wenn die Bedeutung 
jedes einzelnen Gliedes einmal eindeutig festgelegt worden ist.“ (Bertin 1973, S. 10) 
„Ein System heißt dagegen polysemiotisch, wenn die Bedeutung des einzelnen Zeichens 
erst aus der Betrachtung der Zeichen-Verbindungen folgt und abzuleiten ist. Diese 
Bedeutung ist damit an eine Person gebunden und anfechtbar.“ (Bertin 1973, S. 10) 
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Dies bedeutet, dass die visuellen Elemente des Baukastens sich gegenseitig in ihrer semantischen 
Wirkung beeinflussen. Dieses Wechselspiel steht in Analogie zum visuellen Puffer und der Erkennung 
von Eigenschaften der Umgebungen und dem damit verbundenen Aufmerksamkeitsfenster. 
 
Abb. 96: Wechselwirkung von monosemiotisch und polysemiotisch während der graphenbasierten Exploration 
Dem visuellen System zur Darstellung des Graphen werden allgemeine graphische Eigenschaften 
zugeordnet: " ein Minimum an erforderlichen graphischen Objekten verwenden " Darstellung vereinfachen oder die Anzahl der Beziehungen reduzieren (Bilden von Clustern 
etc.) " die graphische Darstellung auf das Wesentliche reduzieren 
Im Folgenden seien die aus dem vorangegangenen Kapitel beschrieben visuellen Elemente mit ihren 
Eigenschaften, den semantischen und bildsprachlichen Wirkungen sowie der Verankerung im 
Gedächtnismodell zu einem Baukasten visueller Elemente zusammengefasst. 
Die Knoten eines Graphen bilden das prägnanteste Objekt. Die visuellen Eigenschaften des Knotens 
sind: Größe, Form, Farbe/Muster und Position im Graphen. Bedingt durch die Position mehrerer 
Knoten zueinander, entsteht die Eigenschaft Cluster. Die Tabelle 26 beschreibt die Eigenschaften mit 
der semantischen und bildsprachlichen Wirkung. 
Eigenschaft semantische und bildsprachliche Wirkung 
Größe Wichtigkeit  [gering, hoch] 
Einfluss   [rezessiv, dominant] 
Informationsgehalt [niedrig, hoch] 
Position Entfernung  [nah, fern] 
Verteilung  [gleichmäßig, ungleichmäßig] 
Form Geschlossenheit  [abgeschlossene Form, offene Form] 
Stabilität  [Anzahl der Kanten] 
Farbe/Muster Hell/Dunkel  [Wichtung, Position] 
Cluster Gruppenbildung  [Ähnlichkeit, Hierarchie, Gruppe/Isolation] 
Überlappung Dominanz  [partiell, vollständig] 
Tabelle 26: Eigenschaften von Knoten und Zuordnung semantischer und bildsprachlicher Wirkungen 
Das zweite wesentliche Objekt eines Graphen ist die Kante. Diese stellt die Beziehung zwischen den 
Knoten dar. Ihre visuellen Eigenschaften sind: Länge, Position, Form, Farbe/Muster und Endpunkte. 
Die Eigenschaften Form und Position sind Teil der Eigenschaft Bündelung. 
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Eigenschaft semantische und bildsprachliche Wirkung 
Länge Entfernung  [nah, fern] (Aggregation, Assoziation, Kontext) 
Position Kreuzungseinfluss [keine, wenig, viel] 
Form Kausalität  [fortgesetzt, geschlossen] 
Biegung  [Einfluss anderer Objekte – Anziehung/Abstoßung] 
Farbe/Muster Stabilität  [keine, lose, feste, in Entstehung] 
Endpunkte Richtunggebend [ungerichtet, gerichtet (uni, bidirektional)] 
Bündelung Wichtung (Anzahl Verb) [gering, hoch] 
Richtungsgebend [links, rechts, oben, unten] 
Polwirkung  [anziehend, abstoßend] 
Tabelle 27: Eigenschaften von Kanten und Zuordnung semantischer und bildsprachlicher Wirkungen 
Die graphische Nähe der Biegung einer Kante zu anderen Knoten impliziert einen semantischen 
Zusammenhang zwischen der Kante und dem Abstand zu einem dritten Objekt (siehe Abb. 97) 
 
Abb. 97: nicht explizit visualisierte semantische Verbindung eines dritten Knoten als Einfluss auf eine Kante 
Das dritte Graphobjekt ist das Label, welches als textbasierte Unterstützung die semantische 
Wirkung im Graphen verstärkt. Für das Label werden folgende Eigenschaften in dem Baukasten 
visueller Elemente betrachtet: Position und Größe. 
Eigenschaft semantische und bildsprachliche Wirkung 
Größe Wichtigkeit  [gering, hoch] 
Einfluss   [rezessiv, dominant] 
Informationsgehalt [niedrig, hoch] 
Position Entfernung  [Bezug] 
Tabelle 28: Eigenschaften von Labels und Zuordnung semantischer und bildsprachlicher Wirkungen 
Die weiteren visuellen Elemente des Baukastens entstehen durch mehrere Graphobjekte und das 
visuelle Zusammenspiel der Eigenschaften. 
Die Perspektivität wird wesentlich von der Position und der Wirkung durch Größenunterschiede 
beeinflusst (siehe Abschnitt 2.7), sowie durch die farbliche Wahrnehmung. Im Weiteren entsteht 
durch die Bildung von Clustern und Bündelung eine Änderung der Perspektivität. 
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Eigenschaft semantische und bildsprachliche Wirkung 
Größe Geschlossenheit  [geschlossen, zerklüftet] 
Position Betrachterstandort [eine Sicht, mehrere Sichten] 
Farbe/Muster Bedeutung  [hell, dunkel; warm, kalt] 
Ähnlichkeit  [gleich, verschieden] 
Gruppen Ebenen   [einzeln, mehrere, verschachtelt] 
Tabelle 29: Eigenschaft der Perspektivität und Zuordnung semantischer und bildsprachlicher Wirkungen 
Das neu eingeführte und zentrale Konzept „Multi-Level-of-Detail“ der graphenbasierten Exploration 
beschreibt die individuelle Exploration, d.h. die Anordnung von Graphobjekten und die Erstellung von 
Clustern sowie individuellen Detailstufen unter Beibehaltung der Topologie. Die Eigenschaften sind: 
Anzahl der LoDs, Abstand zwischen minimalem und maximalem LoD, Verteilung der LoDs. 
Eigenschaft semantische und bildsprachliche Wirkung 
Anzahl LoDs Explorationsdichte [niedrig, hoch] 
 
Abstand  
min-max LoD 
Explorationstiefe  [gering, hoch] 
Verteilung Strukturierung  [keine, linear, Hierarchie, Gruppen] 
Tabelle 30: Eigenschaften von m-LoD und Zuordnung semantischer und bildsprachlicher Wirkungen 
Dieser Baukasten visueller Elemente ist entsprechend der Annahmen der graphenbasierten 
Exploration angelegt und unterstützt die Eigenschaften der visuellen Wahrnehmung des aufgestellten 
Gedächtnismodells sowie die Gestaltgesetze. 
5.5 Interaktion im „Multi-Level-of-Detail“-Konzept 
5.5.1 Interaktionen der graphenbasierten Exploration 
Die Transformierung von einem Standardlayout in ein gefiltertes Layout wird mittels der visuellen 
Elemente und des Gedächtnismodells unterstützt. Die Anforderungen und der Anwendungsfall der 
graphenbasierten Exploration stellen den Nutzer in den Mittelpunkt. Das Zentrieren des Nutzers wird 
ebenfalls durch die natürliche Interaktion mit den dargestellten Daten beschrieben (Buzin 2013b). Die 
Interaktion des Nutzers beschreibt die Transformation vom Standardlayout in das gefilterte Layout. 
Dies wird von Groh als Interaktionsbild beschrieben (Groh et al. 2005). Es setzt sich aus dem 
Datenbild und dem Navigationsbild, einem „[…] Navigator, quasi ein Bild zum Bild […]“ (Franke 2005, 
S. 3), zusammen. Das Navigationsbild „[…] ‚gehört’ dem Nutzer, es ist ein ‚Okular’ ins Datenbild 
[…]“ (Groh et al. 2005, S. 6). Das Datenbild ist in der graphenbasierten Exploration durch die 
Verwendung des „Force-Directed”-Algorithmus beschrieben. Das Interaktionsbild nach Groh stellt 
damit keine Einschränkungen an die graphenbasierte Exploration. Daraus folgt, dass die in Abschnitt 
3.3 beschriebenen Interaktionen gültig sind und sich insbesondere als Navigationsbild anwenden 
lassen. Tabelle 31 zeigt die Zuordnung der Interaktionen zu den syntaktischen Feldern sowie die 
Abbildung in die graphenbasierte Exploration. Als Resultat folgt die Einordnung der Interaktionen zur 
graphenbasierten Exploration als Interaktionsbild. Als Folge der Zuordnung vom Datenbild, mit dem 
„Force-Directed”-Algorithmus und Interaktionen lässt sich auf ein Navigationsbild für die 
graphenbasierten Exploration schließen. 
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Interaktion syntaktisches Feld Graphenbasierte Exploration 
Zoom Bewegung Multi-Level-of-Detail 
Pan Dauer Anordnung 
Selektion Gestalt Selektion 
Navigation Dauer und Bewegung Multi-Level-of-Detail 
Kodierung Raum Muster 
Filter Raum Cluster 
Wertänderung Gestalt Wertänderung 
Tabelle 31: Zuordnung Interaktionen zu graphenbasierter Exploration mittels syntaktischer Felder 
In Betrachtung der Transformation eines Standardlayouts in ein gefiltertes Layout ergeben sich durch 
die Unterschiede in den Zuständen folgende Interaktionen (siehe Tabelle 32). 
Standardlayout Gefiltertes Layout Transformation 
Einzelne selektierte Knoten einzelner Knoten Zusammenfassen (von 
selektierten Knoten) 
Graphobjekte verteilt Graphobjekte in Mustern 
angeordnet 
Anordnung 
Ein LoD Mehrere LoDs (parallel 
nebeneinander)  
Detail/Kontextsicht 
Direkte Kanten Kanten mit gemeinsamen „Ziel“ so 
früh wie möglich verschmelzen 
Zusammenführen 
Graphobjekte im nicht 
sichtbaren Bereich 
Nicht sichtbaren Bereich entfernen, 
Graphobjekte am Rand anordnen 
Sichtbarkeit 
Alle Graphobjekte 
abgebildet 
Teilmenge mit Eigenschaften der 
Filterwahl abgebildet 
Reduktion 
Tabelle 32: Transformation ableiten aus Anfangs- und Endzustand 
Mittels der aufgeführten Transformationen und der visuellen Ausprägung im Graphen lassen sich die 
folgenden Interaktionen für die graphenbasierte Exploration definieren (siehe Tabelle 33). 
Transformation Visuelle Ausprägung im Graphen Interaktion 
Zusammenfassen (von 
selektierten Knoten) 
Repräsentant wählen  Pooling 
Anordnung Musterbildung Clustern 
Detail/Kontextsicht Größenänderung m-LoD 
Zusammenführen Annäherung Bündeln 
Sichtbarkeit Graphobjekte außerhalb am Rand 
anordnen 
Catch 
Reduktion Weniger Graphobjekte auf 
Darstellungsfläche 
Filter 
Tabelle 33: Ableiten der Interaktion aus Transformation und visueller Ausprägung 
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Die hier aufgeführten Interaktionen lassen sich entsprechend der in den Grundlagen beschriebenen 
Kategorien zuordnen und sind über die syntaktischen Felder als Interaktionen für das Navigationsbild 
gültig. Sie transformieren das Layout und sind als visuelle Ausprägung im Graphen sichtbar. 
5.5.2 Gedächtnismodell zur Interaktion 
Die Transformation des Layouts mittels Interaktionen hat stets eine semantische und eine numerisch, 
mathematische Änderung zur Folge. Es stellt sich folgende Hypothese (8. Hypothese, Abschnitt 4.2, 
Seite 95) für die Interaktionen in der graphenbasierten Exploration. 
Interaktionen besitzen Eigenschaften, welche semantische sowie numerische Werte in 
dem Gedächtnismodell abbilden und die graphenbasierte Exploration in Bezug auf die 
Reduktion der kognitiven Last unterstützen. 
Zentraler Punkt ist das eingeführte Subsystem der mentalen Karte in dem aufgestellten 
Gedächtnismodell. Die Interaktion ‚Pooling’ wird definiert als das Zusammenfassen einer selektierten 
Menge an Graphobjekten zu einem Graphobjekt und der Darstellung mittels eines Repräsentanten 
(siehe Abb. 98). 
Diese Interaktion ist frei von der Gleichheit oder Ähnlichkeit von Eigenschaften der Graphobjekte. Die 
Auswirkung auf die visuelle Darstellung ist der Wegfall aller selektierten Graphobjekte und das 
Hinzufügen eines Repräsentanten, welcher automatisch oder nachträglich manuell gewählt werden 
kann. Das Resultat ist eine Ortsänderung in der Visualisierung. Die numerisch, mathematische 
Ortsänderung beschreibt neue Koordinaten. Die semantische Ortsänderung beschreibt die Wirkung 
des neuen Graphobjekts in dem gefilterten Layout. 
 
Abb. 98: Pooling von Knoten 
Im Gedächtnismodell agiert das Gedächtnis in Kombination mit der mentalen Karte auf den Wegfall 
der selektierten Knoten. Die Subsysteme visueller Puffer, Verortung und Vektor erfassen das neue 
Graphobjekt mit seinen semantischen und numerischen, mathematischen Eigenschaften und ordnen 
es entsprechend in die mentale Karte ein.  
In Bezug auf die semantischen Werte ist die Wahl des Repräsentanten werterhaltend. Der Nutzer ist 
in der Lage eine Assoziation zwischen den selektierten Graphobjekten und dem Repräsentanten 
herzustellen (Metapher). Diese Wechselbeziehung zwischen mentaler Karte und Gedächtnis auf 
Basis der semantischen Wertzuordnung ist in dem Gedächtnismodell abgebildet (siehe Abb. 99). 
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Abb. 99: Anpassung des Wissens im Gedächtnismodell durch die Interaktion Pooling 
Die Verwendung von Pooling beschreibt eine unterstützende Interaktion zur Reduktion der Menge 
von Graphobjekten. In der Evaluation wird gezeigt, dass diese die Reduktion der kognitiven Last 
während der graphenbasierten Exploration zur Folge hat (siehe Abschnitt 7.3). Damit ist die 
aufgestellte Hypothese für die Interaktion Pooling validiert. 
Die Interaktion Clustern kann automatisch oder manuell erfolgen. Das automatische Clustern ordnet 
die Graphobjekte anhand definierter Eigenschaften an. Hingegen ist das manuelle Clustern nicht 
explizit auf die Eigenschaften der Daten beschränkt. Beide Arten des Clusterns starten, analog zum 
Pooling, ebenfalls mit einer Selektion von Graphobjekten. Dies hat Auswirkung auf die Position der 
Objekte im Graphen sowie die in Zusammenhang stehenden Kanten. Es werden, analog zum 
Pooling, semantische und numerische, mathematische Werte der Verortung und Vektoren verändert. 
Im Unterschied zum Pooling wird in der mentalen Karte nur die Position des Graphobjekts 
aktualisiert (siehe Abb. 100). 
 
Abb. 100: Gedächtnismodell und Cluster 
Die Evaluation in Abschnitt 7.3 legt dar, dass die individuelle Verortung von Graphobjekten die 
graphenbasierte Exploration unterstützt und das Verständnis des Inhalts erhöht. In Korrelation dazu 
ist zu erkennen, dass die kognitive Last reduziert wird. Dies basiert auf den Eigenschaften der 
semantischen und numerischen, mathematischen Wertzuordnung in den Gedächtnissubsystemen 
Verortung, Vektor und mentale Karte. Dies zeigt, dass die Interaktion Clustern den Eigenschaften 
des Gedächtnismodells folgt. 
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Die Darstellung des Graphen kann über die Darstellungsfläche hinausgehen. In diesem Fall wird dem 
Nutzer nur ein Ausschnitt des Graphen gezeigt. Dies hat zur Folge, dass der Nutzer mittels 
Interaktionen wie Zoom oder Pan den Inhalt außerhalb der Darstellungsfläche in den sichtbaren 
Bereich verschieben muss (siehe Abb. 101). 
 
Abb. 101: Zoom und Pan als Mittel der Exploration 
Die mentale Karte wird durch die semantischen Eigenschaften ergänzt, welche über die Verortung 
transportiert werden (siehe Abb. 102, S. 142). Dies kann den „Lost-in-Context“-Effekt zur Folge habe. 
Als Mittel der Sichtbarkeit für die außerhalb der Darstellungsfläche abgebildeten Graphobjekte wird 
die Interaktion ‚Catch’ eingeführt. Sie bewegt alle außerhalb der Darstellungsfläche befindlichen 
Graphobjekte an den inneren Rand der Darstellungsfläche. Dies basiert auf der Annahme, dass die 
aktuelle, individuelle Darstellung nicht durch Überdeckung, Positionsanpassung, Änderung von LoDs 
gestört wird und der Kontext des gesamten Graphen auf der Darstellungsfläche abgebildet wird. 
Als Folge dessen lassen sich die nachstehenden Eigenschaften ableiten:  " alle zentralen Darstellungen werden nicht verändert " das Aufmerksamkeitsfenster wird vergrößert (Änderungswahrnehmung am Rand) 
 
Abb. 102: Erweitern der mentalen Karte durch Anordnung von Graphobjekten aus dem nicht sichtbaren Bereich am 
Rand der Darstellungsfläche 
Die neu sichtbaren Graphobjekte am Rand werden als Gruppe wahrgenommen. Dies erleichtert die 
Wahrnehmung durch eine feste Position und die Erfassung dieser Graphobjekte als eine Information. 
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Die Evaluation (Abschnitt 7.3) zeigte, dass die Nutzung der Interaktion Catch das Wissen über den 
Kontext steigern konnte. Die bisher betrachteten Interaktionen verändern beziehungsweise ersetzen 
die aktuelle Position von Graphobjekten. Dies ist bei der Interaktion ‚Filtern’ nicht der Fall. Es wird 
eine Entfernung ähnlich dem Pooling von Graphobjekten vorgenommen, jedoch ohne eine Ersetzung 
durch einen Repräsentanten. Die Interaktion ‚Filtern’ überführt das Standardlayout in ein gefiltertes 
Layout, dass ausschließlich Graphobjekte mit den entsprechenden Eigenschaften abbildet. Die 
mentale Karte des Nutzers wird aktualisiert und entsprechend reduziert. Dabei werden die 
semantischen Beziehungen innerhalb der Karte angepasst (siehe Abb. 103). 
Die Eigenschaft der Positionsänderung ist in allen Subsystemen, semantisch wie auch numerisch 
und mathematisch, gegeben. Die Reduktion der Menge an Informationen reduziert implizit die 
kognitive Last. Daraus lässt sich schließen, dass die Hypothese für die Interaktion Filter in der 
graphenbasierten Exploration valide ist. 
 
Abb. 103: Aktualisierung der mentalen Karte durch Interaktion Filtern, es folgt der Vergleich von Versionen der 
mentalen Karte mit dem Gedächtnis 
Abschließend sei die Interaktion ‚Bündelung’ betrachtet. Diese beeinflusst ausschließlich die Kanten. 
Dabei wird die Kanteneigenschaft Form durch Biegung verändert (siehe Abb. 104). Die 
Zusammenhänge zwischen den Knoten bleiben unverändert. 
Diese Biegung beeinflusst die semantische Wirkung der Kante im Graphen. Es folgt eine Änderung 
des semantischen Werts im Gedächtnissubsystem Vektor mit Auswirkung auf die mentale Karte 
(siehe Abb. 104). 
Die Grundlage der Änderung der semantischen Werte bei der Nutzung der Interaktion Bündeln ist 
die bildsprachliche Wirkung (siehe Abschnitt 5.4.3). Neben der bildsprachlichen Wirkung entsteht 
eine visuelle Veränderung des Graphen bezüglich der Dichte der Kanten und damit des Grauwerts, 
welcher reduziert wird. Dies erleichtert die visuelle Wahrnehmung. Die bildsprachliche Wirkung 
unterstützt die semantischen Eigenschaften des Graphen und reduziert die kognitive Last. Die 
aufgestellte Hypothese ist entsprechend der Darlegung für die Interaktion Bündeln gültig. 
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Abb. 104: Bündeln von Kanten, während die Knoten stabil bleiben, die semantische Wirkung ändert sich, 
Kantenbiegung verursacht Anpassung semantischer Werte in mentaler Karte 
Die Interaktionen für die graphenbasierte Exploration haben entsprechende Eigenschaften zur 
Unterstützung des Gedächtnismodells. Für jede Interaktion lässt sich zeigen, dass eine Reduktion 
der kognitiven Last sowie des „Lost-in-Context“-Effekts erfolgt. 
5.6 Skalierbarkeit 
Dieser Abschnitt beschreibt die Aspekte des globalen und der lokalen Strukturmittel der 
graphenbasierten Exploration in Bezug auf die Skalierbarkeit. Als Aspekte werden die Visualisierung, 
der Graph, die Interaktion, die Rechenleistung und die Nutzeranzahl betrachtet. 
Das zentrale Element in der graphenbasierten Exploration ist der Graph. Wie in Abschnitt 3.7 zu den 
Grenzbereichen eines Graphen beschrieben, haben die Größe und Komplexität eine wesentliche 
Auswirkung auf das Konzept. 
In der Tabelle 34 werden die Aspekte und deren Skalierung beschrieben, dabei wird jeweils nur ein 
Aspekt variiert, während alle anderen Aspekte konstant bleiben. 
  
Aspekt Skalierung Dimension / Erwartung 
Visualisierung Displayauflösung " Kleiner: weniger Objekte darstellbar  " Größer: mehr Objekte, jedoch  
Displaygröße " Kleiner: Interaktion aufwendiger, da genauer " Größer: Darstellung wird vergrößert, jedoch 
nicht die Anzahl an Objekten 
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Aspekt Skalierung " Dimension / Erwartung 
Graph Knotenanzahl " Geringer: weniger kognitive Last in der 
Wahrnehmung " Höher: kognitive Last steigt, Grenzbereich für 
Visualisierung und Interaktion beachten 
Kantenanzahl / 
Vernetzung 
" Geringer: Graph kann mit geringerer kognitiver 
Last exploriert werden " Höher: Interaktion steigt zur Strukturierung des 
Graphen, als Mittel zur Reduktion der höheren 
Anforderung an kognitiver Last 
Interaktion Interaktionen " Geringer: eine geringere Anzahl an Interaktionen 
hemmt den Nutzer in der Exploration und führt 
zu einer Steigerung der kognitiven Last sowie 
des „Lost-in-Context“-Effekts " Höher: eine höhere Vielfalt an Interaktionen mit 
dem System bieten weitere Freiheiten und 
steigern die Usability (bis zu einem bestimmten 
Grad, zu viele Interaktionen wirken verwirrend) 
Rechenleistung Operationen pro 
Zeiteinheit 
" Geringer: Reaktion des Systems in der 
Darstellung des Graphen reduziert sich, es führt 
zu einer Reduktion der Usability  " Höher: Reaktion des Systems auf 
Nutzereingaben steigt, mehre Graphobjekte 
können bearbeitet werden 
Nutzer Anzahl paralleler 
Nutzer 
" ein Nutzer: individuelle Exploration " mehrere Nutzer: Abbildung im Graphen wird 
durch das Zusammenwirken der Nutzer erstellt, 
Darstellungsbereiche können aufgeteilt werden 
und individuelle Abbildungen enthalten, nicht 
aber auf dem gleichen Datensatz 
Tabelle 34: Aspekte der Skalierung 
Eigenschaft Ausprägung 
Display HD Auflösung  
mindestens 24 Zoll im 16:10 Format 
Rechenleistung 1000 Graphobjekte mit 24fps darstellen  
(Ein Graphobjekt beinhaltet eine Information und ein Label) 
Eingabesystem Tastatur, Maus  
gegebenenfalls Multitouch 
Nutzeranzahl Einzelnutzer 
Tabelle 35: Ausprägung der Eigenschaften des Zielsystems 
Das beschriebene Konzept zur graphenbasierten Exploration hat als Zielsystem einen 
Arbeitsplatzrechner mit den in Tabelle 35 beschriebenen Eigenschaften. 
146 
In der heutigen Zeit sind mobile Geräte stark verbreitet und ihre Zahl soll nach Schätzungen weiter 
zunehmen (Gartner 2013). Gartner unterscheidet in dieser Studie zwischen PC (Bürocomputer und 
Laptop), Tablets, Mobiltelefonen und anderen. In der Forschung werden in Bezug auf die 
Displaygröße und Auflösung noch zusätzlich die „Wall“3 und die „Cave“4 mit in Betracht gezogen. 
Beide Systeme sind nicht als mobiles Gerät kategorisiert. In Bezug auf die Interaktion stellen beide 
ein natürliches Userinterface bereit, welches ganz auf Eingabegeräte wie Maus und Tastatur 
verzichtet. Die Darstellungsfläche einer „Cave“ entspricht einem virtuellen Raum, welcher den Nutzer 
umgibt. Bei der „Wall“ wird dem Namen her eine Darstellungsfläche in der Größe einer Wand 
verwendet. Die Eigenschaften sind in Tabelle 36 dargestellt. 
Eigenschaft Handy Tablet Laptop/PC Wall Cave 
Display 2 bis 5 Zoll 
SD / HD 
7 bis 12 Zoll 
HD 720/180 
12 bis 50 Zoll 
HD 720/1080 
Über 50 Zoll 
1080 bis 4K 
Virtuell, 
umgebend 
Rechen-
leistung 
Single/Dual 
CPU 
Dual/Quad 
CPU 
Dual/Quad 
CPU 
Quad CPU Rechnercluster 
Nutzeranzahl Einzelnutzer Einzelnutzer Einzelnutzer Mehrnutzer Mehrnutzer 
Tabelle 36: Eigenschaften mobiler und statischer Systeme zur Visualisierung 
Für die Kategorie „Handy“ gilt für die Skalierung in Bezug auf die graphenbasierte Exploration, dass 
die Displaygröße und die steigende Auflösung ein Hindernis in der Darstellung komplexer Graphen 
bilden. Als Interface wird bei dieser Gerätekategorie auf (Multi)Touch gesetzt. Dies hat folgende 
Nachteile: " „Fat-Finger-Problem“, erzeugt durch hochauflösende Displays bei kleiner Größe und 
konstanter Darstellung eines Objektes, d.h. das Objekt kann so klein werden das mit einer 
Interaktion nicht das gewünschte Objekt ausgewählt wird " im mobilen Einsatz wird durch die stetige Bewegung eine Unschärfe in der visuellen 
Wahrnehmung erzeugt, was in Bezug auf graphische Objekte auf dem Display zu einer 
Störung beziehungsweise Erhöhung der kognitiven Last führt 
Die Rechenleistung dieser Gerätekategorie kann sich nur auf die aktuelle Technik beziehen, da zu 
erwarten ist, dass diese in den kommenden Jahren steigt. Damit wird der Flaschenhals 
Rechenleistung (wahrscheinlich) verringert. Die Exploration auf einem Handy/Smartphone ist für 
einen einzelnen Nutzer ausgelegt. Zusammenfassend lässt sich diese Kategorie für die 
graphenbasierte Exploration, aufgrund der Displaygröße, als nicht geeignet einstufen. 
Die Gerätekategorie Tablet hat im Unterschied zu den Handys ein wesentlich größeres Display. 
Dennoch ist das Tablet weiterhin portabel. Wie in der vorherigen Gerätekategorie wird in der 
Interfacetechnologie auf (Multi)Touch gesetzt (die Anbindung von Peripherie sei außen vorgelassen). 
Die Displaygröße befindet sich im Skalenbereich der vorhergehend genannten Gerätekategorien. Im 
                                                       
3 Die Wall ist eine große visuelle Arbeitsfläche (DynaWall 5mx2,7m (Geissler 1998)). Sie wird häufig für die kollaborative Arbeit 
verwendet und aus mehreren Bildschirmen oder Projektionen zusammengesetzt. Die Interaktion wird über Gestenerkennung 
realisiert. 
4 Die CAVE ist eine „Virtual Realtity“ Umgebung, bestehend aus drei oder mehr Wänden. Sie wird meist in Verbindung mit 
Datenbrillen verwendet sowie der Gestenerkennung. Sie ermöglicht den Nutzer virtuelle Welten zu „erleben“. (Cruz-Neira et al. 
1993) 
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unteren Bereich steht dem Nutzer dennoch eine hinreichend große Fläche bereit, welche das „Fat-
Finger-Problem“ kompensieren kann. Das Problem der Unschärfe im mobilen Einsatz setzt sich in 
dieser Gerätekategorie fort. Es wurde gezeigt, dass die Wahrnehmung, validiert durch Messung von 
Zeit zum Finden eines Objektes, im Vergleich zu den anderen Kategorien am geringsten ist (Buzin 
2012a). Jedoch ist mit steigender Komplexität und Größe des Graphen diese Darstellungs- und 
Interaktionsfläche ebenfalls beschränkt. Die Nutzung in Bezug auf die Exploration eines Graphen 
erfolgt einzelnutzerbasiert und die Rechenleistung ist ähnlich der Gerätekategorie Handy. Die 
graphenbasierte Exploration auf einem Tablet ist zusammenfassend als kurz bis mittelfristig geeignet 
zu bewerten. Dies hat als Hauptgrund die Größe des Displays, welche die Explorationen auf 
kleineren sowie weniger komplexen Datensätzen mit moderatem, kognitiven Aufwand ermöglicht. 
Die Gerätekategorie Laptop/PC bildet die Eigenschaften ab, für die das Konzept entwickelt wurde. 
Dies ist in den Anforderungen des Konzepts (siehe Abschnitt 5.1) sowie den technischen 
Rahmenbedingungen (siehe Abschnitt 6.1) dargelegt. Die Displaygröße stellt eine hinreichend große 
Fläche dar zur Abbildung eines komplexen Datensets in einem Graphen. Der zusätzliche Platz, im 
Vergleich zu Tablets, ermöglicht eine effektivere Exploration. Die Interaktion erfolgt hauptsächlich mit 
Tastatur und Maus. Die Maus bildet mit ihrer Abstraktion der Hand auf einen Punkt ein ideales 
Werkzeug zur Interaktion mit komplexen Strukturen. Dies ermöglicht eine präzise Auswahl der 
Objekte. Es lässt sich folgern, dass diese Gerätekategorie optimal für den längeren Gebrauch zur 
graphenbasierten Exploration geeignet ist. 
Abschließend werden die „Wall“ und „Cave“ genannt. Die entsprechende Displaygröße und 
Auflösung ermöglichen wesentlich mehr Daten zu visualisieren. Kritisch in dieser Dimensionierung ist, 
dass der „Lost-in-Context“-Effekt auftreten kann. Dieser wird nicht als fehlender Kontext, sondern als 
Assoziationsproblem durch die große Darstellungsfläche erzeugt. Es empfiehlt sich, im Vergleich zu 
PC/Laptop, die Menge an darzustellenden Daten nicht weiter zu erhöhen. Das Konzept der 
graphenbasierten Exploration beschreibt verschiedene parallele Detailstufen, die sich optimal für den 
Mehrnutzerbetrieb eignen. Die Interaktion wird über Gesten oder zusätzliche Zeigergeräte realisiert 
und stellt eine Abstraktion der Hand auf einen Punkt dar. Dies eignet sich für feingranulare 
Interaktionen. 
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6 Prototypische Umsetzung 
6.1 Funktionsumfang 
Zur Untersuchung des Visualisierungs- und Interaktionskonzepts werden ausgewählte Funktionen 
der globalen und lokalen Strukturmittel in einem Prototyp umgesetzt. Der Fokus liegt auf der 
Auswahl der Funktionen für die Durchführbarkeit des Anwendungsfalls. Weiterhin gilt die 
Anforderung, dass mit den umgesetzten Funktionen die Eigenschaften der Verwendung der 
eingeführten und angepassten Gedächtnissubsysteme gezeigt werden. 
Im Detail bedeutet dies, dass das globale Strukturmittel „Multi-Level-of-Detail“-Konzept in dem 
Prototyp umgesetzt wird. Dies ist für den Nachweis der Eigenschaften der Gedächtnissubsysteme 
mentale Karte, Vektor und Verortung notwendig. Dies ermöglicht weiterhin in einer Evaluation, die 
Auswirkungen auf die kognitive Last und den „Lost-in-Context“-Effekt zu zeigen. 
Im Bereich der lokalen Strukturmittel wird sich auf die Eigenschaften der Knoten fokussiert. Die 
Eigenschaften Form, Größe und Position (freie Anordnung) im Graphen stellen die Grundlage für die 
semantische Wirkung dar. Dies ermöglicht die Bewertung als gestalterisches Mittel während der 
graphenbasierten Exploration. Die Unterstützung von Mustern, Form, Farbe und Anordnung lässt 
sich aus diesen Eigenschaften ableiten. 
Im Weitern wird die Perspektivität als lokales Strukturmittel in dem Prototyp umgesetzt. Diese soll die 
Exploration unterstützen, indem verdeckte Objekte verschoben werden. Die Verschiebung basiert 
auf der Bildung von Gruppen durch den Einsatz von Ebenen. 
Abschließend werden aus dem Bereich der Interaktion die Funktionen ‚Catch’ und ‚Pooling’ in dem 
Prototyp implementiert. Die Funktion Catch unterstützt die Kontextwahrnehmung. Sie ordnet alle 
nicht auf dem Bezugssystem dargestellten Objekte am Rand des Bezugssystems an. Die Interaktion 
Pooling ermöglicht es dem Nutzer eine beliebige Gruppe von Graphobjekten zu selektieren und in 
einem Graphobjekt zu bündeln. Diese Art der Knotenbündelung basiert auf dem Prinzip der Wahl 
eines Repräsentanten. 
Damit ergibt sich folgender Funktionsumfang für den Prototyp, aus dem im Kapitel 5 beschriebenen 
Konzepten (siehe Tabelle 37). 
Konzept Funktion 
globales Strukturmittel „m-LoD“-Konzept 
lokales Strukturmittel Knoteneigenschaften 
 Form 
 Größe 
 Position 
Perspektivität 
Interaktionen Catch 
Pooling 
Tabelle 37: Funktionsumfang der prototypischen Umsetzung 
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6.2 Technologie und Architektur 
Die technischen Anforderungen und Designentscheidungen sowie der Anwendungsfall beeinflussen 
die Architektur des Prototyps (siehe Abb. 105). Diese beschreiben eine webbasierte Anwendung 
unter Verwendung von SAPUI5 und SAP HANA. Im Weiteren wird aus der Anforderung an die 
graphenbasierte Exploration der AIS zur Abbildung der Daten als Graph verwendet, sowie der 
„Force-Directed”-Algorithmus aus der D3JS-Bibliothek. 
Die Umsetzung des Prototyps basiert auf der „Zwei-Schicht-Architektur“. Auf der Datenschicht wird 
die Datenbank SAP HANA mit dem AIS und der XS-Engine realisiert. Die Anwendungsschicht bildet 
eine Webanwendung zur Graphvisualisierung. Diese verwendet das Framework SAPUI5 sowie die 
D3JS Bibliothek für den „Force-Directed”-Algorithmus. 
 
Abb. 105: Architektur des Prototyps 
Das SAPUI5 Framework liefert das Grundlayout für die Webanwendung. Dies gilt als Anforderung 
aus dem Anwendungsfall und unterstützt die Probanden in ihrer gewohnten Umgebung. Die D3JS 
Bibliothek stellt zusätzlich zum „Force-Directed”-Algorithmus weitere Funktionen zur Manipulation 
des gezeichneten Graphen bereit, zum Beispiel Knotenersetzung oder Beschriftungen. 
Die Daten liegen in der SAP HANA Datenbank und werden mittels AIS als Graphdatenbank 
abgebildet. Die Datenbankanfrage erfolgt von der Anwendung aus per WIPE-Aufruf über HTTP. Sie 
liefert ein JSON Objekt mit den entsprechenden Graphdaten zurück. Der WIPE Aufruf wird direkt an 
die XS Engine geleitet. Diese greift auf den AIS zu, verarbeitet den Aufruf entsprechend und liefert 
das Ergebnis als JSON-Objekt zurück. 
6.3 Umsetzung der Konzepte 
Die Umsetzung des Visualisierungs- und Interaktionskonzepts bezieht sich auf die 
Anwendungsebenen der Architektur des Prototyps. Anhand des beschriebenen Anwendungsfalls 
und des Explorationsprozesses stellte sich das globale Strukturmittel „Multi-Level-of-Detail“-Konzept 
heraus. 
Die Anforderung besteht darin, dem Nutzer während einer graphenbasierten Exploration die freie 
Anordnung der Graphobjekte zu ermöglichen und deren „Level-of-Detail“ (LoD) individuell zu 
variieren. Daraus bildet sich das gefilterte Layout des Graphen. Die Abb. 106 zeigt den Prototyp mit 
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dem Standardlayout. Als Datensatz wird das aus dem Anwendungsfall beschriebene 
Firmennetzwerk verwendet. 
 
Abb. 106: Prototyp mit Graph im Standardlayout 
Die Interaktion der freien Anordnung wird mittels „Drag’n’Drop“ realisiert. Alle neu positionierten 
Objekte unterliegen nicht den Auswirkungen des „Force-Directed”-Algorithmus“ und bleiben an der 
vom Nutzer bestimmten Position. Die Interaktion bezüglich des LoDs wird zwischen globalem LoD 
und lokalen LoD unterschieden. Das globale LoD wirkt sich auf den gesamten Graph aus und 
verändert stufenlos den Zoom (siehe Abb. 107). Das lokale LoD beschreibt den Kern des „Multi-
Level-of-Detail“-Konzepts. Dies ermöglicht dem Nutzer frei definierte Mengen mit einem stufenlosen 
Zoom in das gewünschte LoD zu überführen. Das lokale LoD unterliegt dem globalen LoD, wird aber 
konserviert. 
 
Abb. 107: Prototyp, Graph mit globalem und lokalem Zoom (blaue größere Kreise) 
Weiterhin wird im globalen Strukturmittel dem Nutzer implizit die Interaktion des Pans bereitgestellt. 
Aus technischer Sicht werden die Eigenschaften des im DOM beschriebenen Graphobjekts 
manipuliert. Dies wird durch das D3JS-Framework unterstützt. 
Die Funktionen der lokalen Strukturmittel beeinflussen besonders die semantische Bedeutung. Die 
Anforderung des Nutzers ist es, besondere Objekte in einer Detailsicht visuell zu markieren. Aus 
technischer Sicht stellt dies eine Manipulation der Darstellungsparameter Größe und Position der 
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Graphobjekte respektive der DOM-Objekte dar. Abb. 106 stellt die Kontextsicht im Standardlayout 
dar. Eine Änderung des lokalen Zooms in der Detailsicht ändert die semantische Wirkung (siehe Abb. 
107). Weiterhin wird die Funktion zur Manipulation der Form des Graphobjekts umgesetzt. Dies 
beeinflusst die bildsprachliche Wirkung in Bezug auf die Verwendung von Metaphern und unterstützt 
die Bildung von Gruppen (zusätzlich zu der vom System vorgegeben Farbgruppierung). Abb. 108 
stellt den Wechsel der Form einer Menge von Knoten dar. 
 
Abb. 108: Prototyp, Graph mit verschiedenen Formen der Knoten 
Die technische Umsetzung erfolgt durch die Manipulation der Eigenschaft „shape“ des DOM-
Objektes als SVG. Diese Funktion wird durch die D3JS Bibliothek geliefert. Die Funktion der 
Perspektivität wird im Prototyp als Verschiebung von Submengen auf virtuellen Ebenen realisiert. 
Dazu werden die vom System generierten Gruppen (nach vordefinierten Eigenschaften) verwendet 
und als Ebenen betrachtet.  
 
Abb. 109: Prototyp, Perspektivität des Graphen (drei Ebenen, blau, gelb, rot) 
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Alle Objekte auf dieser Ebene unterliegen der gleichen Manipulation der Position. Dies basiert auf 
dem Gestaltgesetz des gemeinsamen Schicksals. Technisch wird die Position jedes einzelnen DOM-
Objekts um den gleichen Wert manipuliert. Zusätzlich kann der Nutzer eine der Ebenen als stabil 
gegenüber der Manipulation setzen. Dies bedeutet, dass alle anderen Ebenen sich relativ zu der 
stabilen Ebene bewegen (siehe Abb. 109).  
Die Perspektivität wird über einen Modus aktiviert und ist an die Bewegung der Maus innerhalb des 
Bezugssystems gekoppelt. Ebene und Geschwindigkeit der Verschiebung werden über je einen 
Schieberegler variiert. Als zusätzliche visuelle Unterstützung sind die Gruppen durch ein farbiges 
Rechteck gruppiert. Im Folgenden ist die Interaktion „Catch“ dargestellt (siehe Abb. 110). 
 
Abb. 110: Prototyp, Catch Funktionalität – alle Objekte auf der sichtbaren Fläche 
Die Interaktion „Catch“ ändert den Darstellungsmodus und realisiert die Anordnung aller 
Graphobjekte, die sich außerhalb des sichtbaren Bereichs des Bezugssystems befinden, am inneren 
Rand der sichtbaren Fläche (siehe Abb. 110).  
Wesentliche Auswirkung hat die Interaktion Pan. Alle Graphobjekte werden weiterhin mit der Pan-
Funktion verschoben (auf dem Bezugssystem). Jedes dieser am Rand lokalisierten Graphobjekte 
wird entsprechend seiner Position durch das Pan auf der sichtbaren Fläche weiter bewegt (siehe 
Abb. 111). 
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Abb. 111: Prototyp, Catch und Pan (alle Objekte bleiben auf sichtbarer Fläche) 
Als abschließende Interaktion wird das „Pooling“ umgesetzt (siehe Abb. 112).  
 
Abb. 112: Prototyp mit Interaktion Selektion (oben), markierte Knoten (Mitte) und Pooling der markierten Knoten 
(unten) 
Dies ermöglicht es Graphobjekte zusammenzufassen. Die semantische Wirkung ist ähnlich der Wahl 
eines Repräsentanten. Die technische Umsetzung erfolgt durch die Erzeugung eines neuen 
Graphobjekts, welches alle Verbindungen der selektierten Knoten erhält. Alle selektierten Knoten 
werden aus dem sichtbaren Graphen entfernt. Form und Label werden vom ersten Element der 
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Selektion übernommen, können aber weiterhin verändert werden. Bei dem Depooling wird der 
Ausgangszustand der Selektion wiederhergestellt. 
Das Depooling wird durch ein Doppelklick auf den einzelnen Knoten realisiert (siehe Abb. 112 unten) 
und wird in den Ausgangszustand (siehe Abb. 112 oben) überführt. 
6.4 Kritische Betrachtung des Prototyps 
Im Anschluss an die Umsetzung der geforderten Eigenschaften für das Visualisierungs- und 
Interaktionskonzept zur graphenbasierten Exploration steht eine kritische Betrachtung der 
spezifischen Eigenschaften des Prototyps. Hintergrund ist die Auseinandersetzung mit den 
Ergebnissen (der Evaluation in Kapitel 7) in Bezug auf die spezifischen Eigenschaften des Prototyps. 
Der erstellte Prototyp genügt insoweit den Eigenschaften für die Evaluation, dass die Anforderungen 
aus dem Anwendungsfall erfüllt sind. Darüber hinaus kann der erstelle Funktionsumfang für die 
folgenden Aspekte generalisiert werden:  " Verwendung einer variable (Graph-)Datenquelle 
o Änderung der Anzahl der Graphobjekte 
Die Anzahl der darstellbaren Graphobjekte ist für den Prototyp frei wählbar 
und hängt von der Datenquelle sowie der Leistung des darstellenden 
Systems ab. " Layoutalgorithmus ist austauschbar 
o Veränderung des Standardlayouts 
Der Layoutalgorithmus kann ausgetauscht werden, sodass ein 
veränderbares Standardlayout (zu jedem Start) erscheint. 
o Veränderung des Verhaltens bei Manipulation des Graphen 
Der Layoutalgorithmus kann ausgetauscht werden, sodass ein 
abweichendes Layout während der Manipulation des Graphen entsteht. 
o Veränderung des gefilterten Layouts 
Der Layoutalgorithmus kann bezüglich des gefilterten Layouts ausgetauscht 
werden, sodass der Nutzer eine für seine individuellen Präferenzen 
bevorzugte Darstellung erhält. " Kombination von Darstellungseigenschaften 
o Veränderung der Anzahl der wahrnehmbaren Objekte 
Die Kombination von Darstellungseigenschaften kann zu einer Veränderung 
der Anzahl, der wahrgenommen Objekte führen. 
o Veränderung der kognitiven Last 
Werden mehrere Darstellungseigenschaften miteinander kombiniert, führt 
dies zu einer Veränderung der kognitiven Last in der Bearbeitung der 
Aufgaben. 
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o Veränderung des „Lost-in-Context“-Effekts 
Werden mehrere Darstellungseigenschaften miteinander kombiniert, führt 
dies zu einer Veränderung des „Lost-in-Context“-Effekts während der 
Bearbeitung der Aufgaben. 
Zusätzlich wirken diese speziellen Eigenschaften des Prototyps verändernd auf die visuelle 
Wahrnehmung, die kognitive Last sowie den „Lost-in-Context“-Effekt. 
Die Änderung der Anzahl der Graphobjekte wirkt sich auf die visuelle Wahrnehmung, die Zeit zur 
Bearbeitung der Aufgaben und die Verwendung des Multi-Level-of-Detail Konzepts aus. Wird der 
Layoutalgorithmus dahingehend ausgetauscht, dass das Standardlayout variiert, so wird dies die 
kognitive Last erhöhen und den Lost-in-Context-Effekt bestärken. Für den Fall, dass der 
Layoutalgorithmus Inkonsistenzen während der Darstellung und Manipulation erzeugt, so steigert 
dies den Lost-in-Context-Effekt. In dem Fall, dass der Layoutalgorithmus Inkonsistenzen im 
gefilterten Layout erzeugt, so steigert dies den Lost-in-Context-Effekt und erhöht die kognitive Last 
in der Bearbeitung der Aufgaben. Eine sich verändernde Anzahl an wahrnehmbaren Objekten 
beeinflusst die Durchführung der Aufgabe, die Darstellung des Kontexts und damit die kognitive Last. 
Werden mehrere Darstellungseigenschaften kombiniert, so kann dies zu einer veränderten 
Wahrnehmung führen. Dies ist abhängig von der Anzahl der Darstellungseigenschaften sowie dem 
entstandenen Unterschied zum Original (ohne Kombination von Darstellungseigenschaften). Es 
können Schwellwerte auftreten, welche eine Begünstigung oder Verschlechterung in der kognitiven 
Last auftreten lassen. 
Die Kombination von Darstellungseigenschaften kann sich begünstigend oder negativ auf den „Lost-
in-Context“-Effekt auswirken. Begünstigend durch Eigenschaften, welche die Orientierung und 
Interaktion erleichtern (zum Beispiel Übersichten) oder negativ durch Überladung von visuellen und 
graphischen Merkmalen. 
Weiterhin entstehen in dem Prototyp Eigenschaften, welche als Störfaktoren für die Generalisierung 
der Ergebnisse auftreten. Diese lassen sich in technisch basierte und Benutzer basierte Störfaktoren 
untergliedern. " Technische Störfaktoren 
o Das System ist zu langsam für Darstellung 
o Die Daten sind zu komplex für die Visualisierung 
o Die Darstellung ist fehlerhaft " Benutzbarkeit 
o Der Prototyp zeigt unerwartetes Verhalten 
o Das Layout des Prototyps wirkt nicht übersichtlich 
o Die Funktionalität im Prototyp ist unbekannt 
o Die Darstellung als Graph erzeugt eine Hemmschwelle in der Benutzung 
o Die Interaktionsmöglichkeiten im Prototyp werden nicht oder falsch verstanden 
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In Bezug auf die Generalisierbarkeit der zu erwartenden Ergebnisse in der Evaluation wurde für die 
Betrachtung der technischen Störfaktoren ein Leistungsindikator für den Prototyp verwendet. Die 
Usability Guideline ISO 9241 empfiehlt eine flüssige Darstellung (DIN E 9241 2008). Eine Darstellung 
gilt als flüssig, wenn die Anzahl der Bilder pro Sekunde den Wert von 24 überschreiten. Der 
Leistungsindikator ist damit ein Zähler für die Anzahl der durch das System dargestellten Bilder. Wird 
dieser Wert während der Bearbeitung der Aufgaben unterschritten, kann dies einen Einfluss auf die 
zu messenden Werte haben. 
Die Betrachtung der korrekten Darstellung wurde durch den Algorithmus gesichert, welcher zu 
Beginn stets dieselbe Darstellung erzeugt. Dies liegt in der Determinierung des Algorithmus zur 
Erstellung des Standardlayouts begründet. (Fruchtermann et al. 1991, S. 1129) 
Im Bereich der Benutzbarkeit wird während der Durchführung zusätzlich das Verhalten des 
Prototyps beobachtet. Bei Unregelmäßigkeiten werden diese notiert. Wiederholungen in der 
Durchführung der Aufgaben durch ungewolltes Verhalten können einen Lerneffekt erzeugen und 
damit die kognitive Last reduzieren. 
Die gewählte Darstellung der Daten in einem Graphen kann eine Hemmschwelle in dessen 
Benutzung erzeugen. Selbiges gilt für die Interaktionsmöglichkeiten mit dem Graphen. Hierzu wird 
auf eine Einarbeitungsphase gesetzt, welche den Nutzer mit den Eigenschaften des Prototyps, der 
gewählten Darstellungsform sowie den Interaktionsmöglichkeiten vertraut macht. Zur Verhinderung 
von Lerneffekten muss einer der Aufgabenstellungen fremder Datensatz gewählt werden. 
Die Ergebnisse können, unter Beachtung der spezifischen Eigenschaften des Prototyps und der 
damit entstehenden Wechselwirkungen, für die Generalisierbarkeit in der Evaluation betrachtet 
werden. 
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7 Evaluation 
7.1 Erste Vorevaluation - „Multi-Level-of-Detail“-Konzept 
Das Ziel der ersten Vorevaluation ist es, eine Bewertung der Akzeptanz und Benutzbarkeit des 
„Multi-Level-of-Detail“-Konzepts zu erhalten. Dem Nutzer werden ein komplexes Netzwerk sowie 
eine Menge an Aufgaben zur Exploration vorgegeben. Die erste Evaluation des Konzepts wurde in 
einem sehr frühen Stadium der Arbeit durchgeführt. Sie bezieht sich ausschließlich auf die 
Funktionalität der Bildung von verschiedenen „Levels-of-Detail“ (LoD) und deren freie Anordnung. 
Hintergrund ist, die für den Nutzer unbewusste Unterstützung der mentalen Karte. Die gestellten 
Aufgaben wurden weiterhin mit einer Datenbankabfragesprache und dem 
Graphvisualisierungssystem Gephi verglichen. 
Evaluationsmethode und Testdesign 
Die Auswahl der Evaluationsmethode basiert auf der Anforderung, dass die Nutzerakzeptanz und 
Benutzbarkeit des „Multi-Level-of-Detail“-Konzepts gemessen werden soll. Weiterhin ist dieser Test 
in einem frühen Stadium der Arbeit entstanden. Daraus folgt, dass das System als Blackbox evaluiert 
wird, d.h. es wird deren Funktionalität gegenüber dem Nutzer und nicht der Code gegenüber dem 
System evaluiert. Diese Bewertung des Nutzers gegenüber der Funktionalität des Konzepts wird 
mittels eines formativen Usability-Tests evaluiert. Alternative Methoden wären ein Interview oder ein 
„cognitive-walkthrough“. Beide Alterativen haben einen wesentlichen Nachteil in der Transkription 
der Beschreibungen durch den Nutzer durch den Experimentleiter. Weiterhin ist auch die punktuelle 
Verfügbarkeit der Bereitschaft zur verbalen Äußerung notwendig. Der hier verwendete formative 
Usability-Test kann zeitlich und ortsunabhängig durchgeführt werden. Die Ergebnisse werden durch 
den Probanden direkt auf der dem Test zugrunde gelegten Skala abgebildet. Dies bedeutet auch, 
dass eine Menge an repräsentativen Nutzern für die Testdurchführung gewählt wird, welche 
entsprechend unabhängig von Zeit und Ort ist.  
Die Daten stellen einen Auszug aus dem Arbeitsbereich der Nutzer dar und erzeugen damit den 
Bezug zum originalen Arbeitsplatz und den Aufgaben. Die Aufgabenstellungen wurden aus den in 
Abschnitt 5.1 definierten Personas abgleitet. Diese Art des Usability-Tests wird in der Literatur als 
summativer Test bezeichnet und hat das Ziel Design- beziehungsweise Konzeptentscheidungen in 
dem Prototyp zu evaluieren (Dumas et al. 2009, S. 231). Die unabhängigen Variablen sind die 
Gestaltungsmittel der graphenbasierten Exploration:  
! Anzahl der LoD 
Die abhängigen Variablen sind:  
! Akzeptanz / Benutzbarkeit des „Multi-Level-of-Detail“-Konzepts 
Als confounding Variablen (Störfaktoren) werden in der Auswertung folgende Faktoren betrachtet: 
! Technische Störfaktoren 
o Geschwindigkeit der Darstellung 
o Visuelle Komplexität 
o Darstellungsfehler 
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! Benutzbarkeit 
o Der Prototyp zeigt unerwartetes Verhalten 
o Die Funktionalität im Prototyp ist unbekannt 
o Die Darstellung als Graph erzeugt eine Hemmschwelle in der Benutzung 
o Die Interaktionsmöglichkeiten im Prototyp werden nicht oder falsch verstanden 
Testumgebung 
Die Testumgebung wird der Arbeitsplatz des Probanden sein. Damit ist der Proband in einer für sich 
»natürlichen« Umgebung (vgl. Lazar et al. 2010, S. 145) und kann Stressfaktoren in Bezug auf sich 
selbst, einer Bewertung zu unterliegen, ausschließen beziehungsweise reduzieren. 
Alle Arbeitsplätze sind jedoch relativ gleich aufgebaut mit: Monitor, Maus als Eingabegerät, Tastatur, 
Anbindung an das interne Firmennetzwerk sowie hinreichend Licht an einem Schreibtisch mit einem 
Stuhl.  
Alle Probanden führten die Aufgaben ohne andere Personen im Raum durch. 
Nutzer 
Die Auswahl der Samplingstrategie für diese Evaluation, welche in der qualitativen Forschung 
eingeordnet ist, basiert auf inhaltliche Repräsentativität. Eine Zufallsstichprobe wird ausgeschlossen, 
da diese kontraindiziert in der qualitativen Forschung sein kann. Die Wahl von Probanden mit dem 
entsprechenden Fachwissen reduziert die Fehlerauswirkungen auf das Ergebnis und damit relevante 
Fällen im realen Einsatzbereich. 
Die Menge der potentiellen Probanden wurde über ein Mitarbeiterregister und das Attribut der 
fachlichen Qualifikation bestimmt. Diese Anforderungen gehen mit dem Anwendungsfall einher. Die 
ausgewählte Nutzergruppe besteht aus Fachleuten aus den Bereichen: User Experience / Usability, 
Human-Computer-Interaction / Informationsvisualisierung (InfVis), Graphentheorie, 
Computernetzwerke, und UI Designer, welche sich mit der Erstellung und Forschung im Bereich 
Software für komplexe Datenmengen beschäftigen. Es wurde eine Anfrage zur 
Teilnahmebereitschaft an eine mehr als 20 Personen gesendet. Es haben sich final 20 Personen als 
Probanden bereit erklärt. 
Damit wurde die Evaluation mit insgesamt 20 Probanden durchgeführt. Die Menge der Probanden 
für eine Evaluation im HCI-Bereich wird in der Literatur auf Werte zwischen fünf (Virzi 1992, S. 457) 
und 15 (Nielsen et al. 1993, S. 206) beziffert. Weiterhin wird jedoch durch Lewis beschrieben, dass 
die Menge der Probanden durch die zu erreichende Genauigkeit definiert wird (Lewis 2006, S. 29). 
Die „Entscheidung“ 20 Probanden in den Test einzubeziehen basiert auf der Fokussierung auf eine 
geringe Anzahl an Aufgaben und die Spezialisierung der Gruppe der Probanden. Weiterhin ist die 
Dauer von 15 Minuten bei der Durchführung der Aufgaben je Proband hinreichend gering um ein 
angemessenes Verhältnis von Nutzen und Aufwand zu erreichen. 
Die Betrachtung der Faktoren Alter, Geschlecht Standort und spezifischer Einsatzbereich wurden als 
nicht relevant bei der Auswahl betrachtet. Diese können jedoch einen Einfluss haben. 
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Die demographische Analyse der Nutzer ergab, das 5/20 weiblich und 15/20 männliche Probanden 
im Alter von 18 bis 50 Jahren (18-30: 2, 31-40: 11, 41-50: 7) sind. Das Diagramm 1 zeigt die 
demographische Auswertung (links: Geschlecht, rechts: Alter). 
 
Diagramm 1: Demographische Auswertung – erste Vorevaluation m-LoD (N=20) 
Es ist auffällig, dass nur ein Viertel der Probanden weiblich sind. Dies kann gegebenenfalls eine 
Auswirkung auf die Aussagefähigkeit der Ergebnisse haben, da hier keine Normalverteilung 
gegenüber der Population besteht. Jedoch muss darauf hingewiesen werden, dass in dem Bereich, 
in dem das Sample der Probanden erhoben wurde, die Population eine andere Verteilung des 
Attributs Geschlecht aufweist. (Statistisches Bundesamt 2013) 
Die Verteilung der Erfahrungsbereiche zeigt sich wie folgt (siehe Diagramm 2). 
 
Diagramm 2: Auswertung Fachbereiche – erste Vorevaluation m-LoD (N=20) 
Durchführung 
Die Durchführung der Evaluation wird in der Literatur in vielen Facetten beschrieben, siehe (Lazar et 
al. 2010). Konsens besteht darin, dass alle Konzepte in drei Phasen gegliedert werden: 1) Planung, 
2) Durchführung und 3) Analyse der Daten. 
Die erste Vorevaluation wird wie folgt gegliedert und basiert auf den drei Phasen mit zusätzlichen 
Subphasen aus der Literatur (Lazar et al. 2010, S. 262). " Planung 
o Auswahl der Nutzer 
o Auswahl der Methode 
o Auswahl der Aufgaben 
o Auswahl der Messdaten " Durchführung 
o Einweisung 
o Einarbeitungszeit 
15"
5"
männlich" weiblich"
2"
11"
7"
18-30" 31-40" 41-50"
4"
12" 12" 13" 11"
UX" UI Design" InfVis" Graphen" Netzwerke"
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o Aufgaben bearbeiten 
o Interview / Fragebogen " Analyse der Daten 
o Säubern der Daten 
o Auswertung 
o Ergebnis einordnen 
Für den vorliegenden Evaluationsfall der Akzeptanz und der Benutzbarkeit des „Multi-Level-of-
Detail“-Konzepts ergibt sich daraus folgende konkrete Ablaufstruktur: " Planung 
o Nutzer (Experten im Bereich der Visualisierung von komplexen Systemen) 
o Methode zur Evaluation (Usability Test, Zufriedenheitsstudie, Zeiterfassung) 
o Aufgaben aus den Personas bestimmt/abgeleitet (Einsatzbereich des Konzepts) 
o Messdaten: Zufriedenheit, Nutzerakzeptanz mittels Likert-Skala, Zeitmessung zur 
Bearbeitung der Aufgaben " Durchführung 
o Einweisung (in die Aufgaben, Testumgebung) 
o Einarbeitungszeit (Testumgebung, insbesondere Graph-Tool Gephi) 
o Aufgaben bearbeiten (Tool und Aufgaben wurden zufällig gewählt) 
o Interview / Fragebogen " Analyse der Daten 
o Auswerten der Antworten und das Entfernen von ungültigen Daten 
o Auswertung 
o Ergebnis einordnen 
Die Likert-Skala ist eine anerkannte Methode zur Bewertung der Einstellung des Nutzers gegenüber 
dem zu testenden Konzept. 
Der erste Teil besteht aus allgemeinen, statistischen Fragen zur Person. Im zweiten Teil wird auf das 
Konzept sowie die Darstellung und Exploration eingegangen. In diesem zweiten Teil wird die 
Bewertung mittels der Likert-Skala durchgeführt. 
Im Weiteren wird die Zeit gemessen, welche der Proband benötigt um eine Aufgabe mit dem 
entsprechenden Tool zu bearbeiten. Als Auswahl steht dazu die Abfragesprache SQL (alle 
Probanden sind mit dieser vertraut), das Visualisierungstool Gephi, welches eine 
Standardvisualisierung eines Netzwerks ermöglicht und eine prototypische Implementierung des „m-
LoD“-Konzepts zur graphenbasierten Exploration. 
Alle Probanden führten die Aufgaben mit jedem Tool durch. Damit wurde ausgeschlossen, dass bei 
dem Sampling der Probanden interindividuelle Unterschiede in der Handhabung mit einzelnen Tools 
auftreten. Es wird jedoch darauf hingewiesen, dass Lerneffekte auftreten können. Dies wird 
dahingehend verhindert, dass die Antwort erst durch Erreichen der Antwort mit dem System 
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gewertet wird. Weiterhin wird per Zufall die Reihenfolge der Tools je Proband festgelegt. Die 
Reihenfolge der Aufgaben kann nur zum Teil variiert werden. Aufgabe 1 und 5 (die letzte Aufgabe) 
müssen an diesen Positionen durchgeführt werden. Aufgabe 1 dient zur Erfassung des Netzwerks 
im Allgemeinen und als Voraussetzung für die Bearbeitung der Aufgaben 2 bis 4. Aufgabe 5 kann 
nur als Abschluss bearbeitet werden, da diese die Beschreibung des Netzwerks als Ziel hat. Die 
Aufgaben 2, 3 und 4 wurden per Zufall in der Reihenfolge variiert. Hierzu wurde die Zufallsfunktion in 
„StatPlus“ für Apple Macintosh und Microsoft Excel verwendet. Weiterhin wurde Microsoft Excel in 
Verbindung mit dem Tool „StatPlus“ für die statistische Auswertung und die Datenanalyse verwendet. 
Die Aufgaben und der Datensatz sind mit allen Tools lösbar. Mit der Messung der Zeit für die 
Bearbeitung der Aufgaben wird in einer ersten Analyse auf die kognitive Last geschlussfolgert, d.h. 
der Aufwand zur Bearbeitung einer Aufgabe. 
Aufgabenstellung 
Der Proband erhält in der Ausgangssituation die Darstellung des Netzwerks. Für die beiden 
Graphvisualisierungen ist dies jeweils das Standardlayout. In dem SQL Tool werden beide Tabellen 
(Objekte und Relationen) sowie ein leerer Texteingabebereich dargestellt. 
Die Graphdaten basieren auf dem im Anwendungsfall beschriebenen Netzwerk um die Firma SAP 
und deren Kauf- und Verkaufsbeziehungen. Zusätzlich wird im „m-LoD“-Konzept der Graph mittels 
des „Force-Directed”-Algorithmus visualisiert, um die Gleichheit in der Darstellung zwischen den 
Elementen zu erreichen. 
Die abgeleiteten Aufgaben aus den Personas lauten wie folgt: 
1. Explorieren Sie das Netzwerk frei nach ihren Bedürfnissen und verschaffen Sie sich einen 
Überblick. 
2. Suche Sie im Netzwerk nach der Firma BMW. 
3. Welche Firma hat (ihrer Meinung nach) den höchsten Vernetzungsgrad? 
4. Bilden Sie Gruppen von Firmen, die Sie als interessant betrachten oder denken, dass diese 
wichtig in dem Netzwerk sind. 
5. Beschreiben Sie das Netzwerk, welches Sie exploriert haben. 
Analyse der Messwerte und Einordnung des Ergebnisses 
Die Auswertung der Antworten des Interviews sowie der Messwerte hat ergeben, dass alle 20 
Messungen zu den drei Tools verwendet werden können. Die Auswertung erfolgte in Bezug auf 
Vollständigkeit der Datenreihen sowie ob Störungen während der Messung auftraten. Die 
vollständigen Daten sind auf dem der Arbeit beigelegten Datenträger zu finden. 
Vorab der Auswertung der Daten wird auf Normalverteilung geprüft. Hierzu wurde der Chi-Quadrat-
Test verwendet. Das Ergebnis zeigt, dass die Daten einer Normalverteilung entsprechen. Es lässt 
sich folgern, dass eine größere Menge an Probanden in dem gewählten Sample dem Ansatz eher 
zustimmend geneigt ist. Dies spiegelt sich in der Tabelle 38 wieder. Weiterhin wurde der p-Wert 
bestimmt um die Signifikanz zu prüfen. Dieser hat einen Wert p<0.01 und das Ergebnis kann als 
signifikant eingestuft werden. 
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Die Betrachtung des Usability Tests mit 25 Fragen zur Einstellung des Nutzers bezüglich des „m-
LoD“-Konzepts ergab, dass kein Mangel in den Daten in Bezug auf den „Ceiling-Effekt“, d.h. die 
übermäßige Zustimmung, und den „Floor-Effekte“, d.h. die übermäßige Ablehnung, vorhanden ist. 
Es wird die Null-Hypothese !! , dass zwischen den Tools kein Unterschied in Bezug auf die 
Akzeptanz besteht, aufgestellt. Als Alternativhypothese !!!wird angenommen, dass zwischen den 
Tools ein signifikanter Unterschied in Bezug auf die Akzeptanz besteht. !! ! !!!"# ! !!!"#!! ! !!!!"# !! ! !!!"# ! !!"#!! ! !!!!"# 
Für den F-Test ergab die Prüfgröße einen Wert von !!"# ! !"!!!"#!! ! !"!!"!!!!!"# ! !"#!!" . 
Dieser Wert ist größer als der Referenzwert von ! ! !!!". Daraus folgt, mit einer Konfidenz von 95 %, 
dass ein Unterschied in den Systemen besteht. Die Auswertung der Rohdaten nach der Likert-Skala 
ergab, gemittelt über alle Probanden, eine zustimmende Haltung gegenüber dem „m-LoD“-Konzept. 
Die Symbolik für Diagramm 3 lautet wie folgt: trifft zu (++), trifft eher zu (+), teils-teils (o), trifft eher 
nicht zu (-), trifft nicht zu (--). 
 
Diagramm 3: Akzeptanz des „m-LoD“-Konzepts (Likert Skala) 
 -- - o + ++ 
Arithmetisches Mittel 2,05 1,3 4,85 11,65 5,15 
Median 1 1 4 8 4 
Mode 0 1 2 6 4 
Bandbreite 6 4 8 13 13 
Varianz 2,82 1,21 6,44 13,81 10,69 
Standardabweichung 1,68 1,10 2,54 3,72 3,27 
Tabelle 38: Akzeptanz des „m-LoD“-Konzepts (Likert Skala) 
Der Fragebogen basiert auf den genannten Eigenschaften zur Bestimmung der Messwerte auf der 
Likert-Skala und ist im Anhang 13.1 dargestellt. Tabelle 38 und Diagramm 3 zeigen die statistische 
Auswertung der Anzahl der Nennungen in Bezug auf das „m-LoD“-Konzept. Im Ergebnis zeigt sich, 
dass das Konzept von den Nutzern angenommen und entsprechend positiv bewertet wird. 
Im Weiteren wurde die Zeit zur Bearbeitung der einzelnen Aufgaben gemessen und zwischen den 
drei Tools verglichen. Die Erwartungen an das Ergebnis ist eine schnellere Exploration des 
Netzwerks in den graphenbasierten Tools im Gegensatz zu der SQL/Tabellen-Darstellung sowie eine 
weitere Verbesserung in der graphenbasierten Exploration mit dem „m-LoD“-Konzept im Vergleich 
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zum Tool Gephi. Es wird weiterhin erwartet, dass die Aufgabe des Suchens und Findens eines 
einzelnen Elements mit SQL/Tabelle schneller ist als in einem der graphenbasierten Tools. 
Die Aufgabe „Freie Exploration des Netzwerks“ ergab dabei folgende Messwerte, welche alle 
Probanden zusammengefasst darstellen. 
Es wird die Null-Hypothese !!!mit der Aussage, dass zwischen den Tools kein Unterschied in Bezug 
auf die Dauer besteht, aufgestellt. Als Alternativhypothese !!!wird angenommen, dass zwischen den 
Tools ein Unterschied in Bezug auf die Dauer besteht. !! ! !!!"# ! !!!"#!! ! !!!!"# !! ! !!!"# ! !!"#!! ! !!!!"# 
Eine Prüfung der Daten auf Normalverteilung ergab, dass die erhobenen Messwerte in dem Sample 
der Normalverteilung entsprechen und damit die Voraussetzung für den F-Test gegeben ist. 
Für den F-Test ergab die Prüfgröße einen Wert von !!"# ! !"#!!!"#!! ! !!!!!!!"# ! !". Dieser 
Wert ist größer als der Referenzwert von ! ! !!!". Daraus folgt, mit einer Konfidenz von 95 %, dass 
ein Unterschied in den Systemen besteht. 
 
Diagramm 4: Freie Exploration des Netzwerks (Zeit in Sekunden, N=20) 
Freie Exploration SQL Gephi m-LoD 
Arithmetisches Mittel 138 72 30 
Modus 112 82 24 
Bandbreite 113 58 34 
Varianz 1206 201 72 
Standardabweichung 35 14 8 
Median 137 75 31 
1. Quartil 111 62 25 
Minimum 87 42 10 
Maximum 200 100 44 
3. Quartil 163 82 36 
Tabelle 39: Messwerte zur „freien Exploration“ über alle Probanden (N=20) 
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Das Diagramm 4 zeigt, dass die freie Exploration des Graphen mit dem Tool SQL signifikant länger 
dauert als mit den graphenbasierten Tools und im Weiteren, dass das „m-LoD“-Konzept signifikant 
weniger Zeit für Exploration beansprucht als mit einem Tool ohne dem Konzept. Die Signifikanz gilt 
nur in Bezug auf die gewählte Gruppe an Probanden. Eine Prüfung auf Signifikanz bezüglich der 
Population wurde nicht durchgeführt. Um Lerneffekte auszuschließen, wurde die Reihenfolge der 
Tools zufällig festgelegt. 
Die Aufgabe 2 „Suchen eines bestimmten Elements in dem Netzwerk“ setzt die Randbedingung 
voraus, dass dieses Element auch wirklich im Netzwerk existiert. Es wird erwartet, dass sich die 
graphenbasierten Tools langsamer bedienen als das SQL Tool. Dies basiert auf der Annahme, dass 
in den graphenbasierten Tools das einzelne Element durch die Gesamtheit des Netzwerkes 
überdeckt wird. Hingegen lässt sich bei SQL die Anfrage direkt stellen ohne visuelle Störungen. 
Es wird die Null-Hypothese !!!mit der Aussage, dass zwischen den Tools kein Unterschied in Bezug 
auf die Dauer besteht, aufgestellt. Als Alternativhypothese !!!wird angenommen, dass zwischen den 
Tools ein signifikanter Unterschied in Bezug auf die Dauer besteht. Vorab der Auswertung der Daten 
wird auf die Normalverteilung geprüft. Das Ergebnis zeigt, dass die Daten einer Normalverteilung 
entsprechen. !! ! !!!"# ! !!!"#!! ! !!!!"# !! ! !!!"# ! !!"#!! ! !!!!"# 
Für den F-Test ergab die Prüfgröße einen Wert von !!"# ! !"!!!!!!"#!! ! !"!!"!!!!!!"# ! !"!!. 
Dieser Wert ist größer als der Referenzwert von ! ! !!!". Daraus folgt, mit einer Konfidenz von 95 %, 
dass ein Unterschied in den Systemen besteht. 
Die Messwerte zur Aufgabe A2 belegen die Annahme, dass die Suche nach einem bestimmten und 
bekannten Element mit dem Tool SQL schneller ist als mit der visuellen Suche über ein 
graphenbasiertes Tool. Weiterhin lässt sich aus den Messwerten ableiten, dass die Nutzung des „m-
LoD“-Konzepts die Suche unterstützt, was sich in einem schnelleren Finden des gesuchten 
Elements manifestiert. Der Ausschluss von Lerneffekten wurde mittels zufälliger Wahl der 
Reihenfolge der Tools gesichert. 
 
Diagramm 5: Suche nach einem bestimmten Element im Netzwerk (Zeit in Sekunden, N=20, über alle Probanden) 
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Freie Exploration SQL Gephi m-LoD 
Arithmetisches Mittel 18 51 30 
Modus 18 56 24 
Bandbreite 21 30 21 
Varianz 20 88 41 
Standardabweichung 4 9 6 
Median 18 53 30 
1. Quartil 16 44 24 
Minimum 12 36 20 
Maximum 33 66 41 
3. Quartil 20 57 33 
Tabelle 40: Messwerte zur „Suche nach einem bestimmten Element im Netzwerk“ über alle Probanden (N=20) 
Für die Aufgabe A3 „Element mit höchstem Vernetzungsgrad finden“ wird eine verbale Antwort des 
Probanden erwartet. Die zu erwartenden Resultate sollten ähnlich denen aus Aufgabe A1 sein, d.h. 
mit der Benutzung der graphenbasierten Tools ist das Ergebnis signifikant eher zu erwarten. 
Es wird die Null-Hypothese !!!mit der Aussage, dass zwischen den Tools kein Unterschied in Bezug 
auf die Dauer besteht, aufgestellt. Als Alternativhypothese !!!wird angenommen, dass zwischen den 
Tools ein signifikanter Unterschied in Bezug auf die Dauer besteht. Vorab der Auswertung der Daten 
wird auf Normalverteilung geprüft. Das Ergebnis zeigt, dass die Daten einer Normalverteilung 
entsprechen. !! ! !!!"# ! !!!"#!! ! !!!!"# !! ! !!!"# ! !!"#!! ! !!!!"# 
Für den F-Test ergab die Prüfgröße einen Wert von !!"# ! !"!!!!!!"#!! ! !"!!"!!!!!!"# ! !!!!. 
Dieser Wert ist größer als der Referenzwert von ! ! !!!". Daraus folgt, mit einer Konfidenz von 95 %, 
dass ein Unterschied in den Systemen besteht. Die Ergebnisse der Messwerte für die Aufgabe A3 
sind in Diagramm 6 und Tabelle 41 dargestellt. 
 
Diagramm 6: Element mit höchstem Vernetzungsgrad finden (Zeit in Sekunden, N=20, über alle Probanden) 
Die Annahme, dass sich mit graphenbasierten Tools das Ergebnis signifikant schneller erreichen 
lässt, hat sich bestätigt. Jedoch sei insbesondere bei den Ergebnissen zum graphenbasierten Tool 
mit dem „m-LoD“-Konzept zu bemerken, dass dieses sehr schnell das Ergebnis lieferte. Der 
Ausschluss von Lerneffekten wurde über die zufällige Wahl der Reihenfolge der Tools gesichert. 
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Freie Exploration SQL Gephi m-LoD 
Arithmetisches Mittel 79 27 11 
Modus 86 20 11 
Bandbreite 79 34 9 
Varianz 391 88 5 
Standardabweichung 20 9 2 
Median 80 25 11 
1. Quartil 66 23 10 
Minimum 41 10 8 
Maximum 120 44 17 
3. Quartil 93 33 12 
Tabelle 41: Messwerte zur „Element mit höchstem Vernetzungsgrad finden“ über alle Probanden (N=20) 
Die Bildung von Gruppen kann mit den Tools durch einzelne Abfragen in SQL sowie Auswahl von 
Datenmengen aus dem Netzwerk in Gephi und der visuellen Organisation von Graphobjekten im „m-
LoD“-Konzept realisiert werden. Die Erwartungen an das Ergebnis sind, das ein Nutzer des 
graphenbasierten Tools schneller Gruppen gebildet hat als ein Nutzer mit SQL. Weiterhin wird 
erwartet, dass die direkte visuelle Manipulation des Graphen mit dem „m-LoD“-Konzept signifikant 
schneller als die mit dem Gephi Tool ist. 
Es wird die Null-Hypothese !!!mit der Aussage, dass zwischen den Tools kein Unterschied in Bezug 
auf die Dauer besteht, aufgestellt. Als Alternativhypothese !!!wird angenommen, dass zwischen den 
Tools ein signifikanter Unterschied in Bezug auf die Dauer besteht. !! ! !!!"# ! !!!"#!! ! !!!!"# !! ! !!!"# ! !!"#!! ! !!!!"# 
Vorab der Auswertung der Daten wird auf Normalverteilung geprüft. Das Ergebnis zeigt, dass die 
Daten einer Normalverteilung entsprechen. Für den F-Test ergab die Prüfgröße einen Wert von !!"# ! !"#!!"!!!!"!!! ! !"#!!"!!!!!!"# ! !"!!". Dieser Wert ist größer als der Referenzwert von ! ! !!!". Daraus folgt, mit einer Konfidenz von 95 %, dass ein Unterschied in den Systemen besteht. 
Die Auswertung der Messwerte zur Aufgabe A4 bestätigt die Annahme. Die Gruppenbildung mit SQL 
ist signifikant langsamer gegenüber der mit graphenbasierten Tools. Weiterhin stellt sich heraus, 
dass das „m-LoD“-Konzept eine weitere signifikante Steigerung der Exploration und Gruppenbildung 
ermöglicht und das entsprechende Ergebnis schneller liefert (siehe Tabelle 42 und Diagramm 7).  
Im arithmetischen Mittel (N=20) ergibt sich, dass, im Vergleich zu SQL, mit der Benutzung von Gephi 
nur 64% der Zeit benötigt werden das Ergebnis zu liefern. Weiterhin ergibt sich, dass, im Vergleich 
zu SQL, mit der Benutzung des „m-LoD“-Konzepts nur 33% der Zeit benötigt werden das Ergebnis 
zu liefern. Dies ist eine Reduktion der Zeit um 49% im „m-LoD“-Konzept gegenüber dem Gephi. 
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Diagramm 7: Bilden von Gruppen (Zeit in Sekunden, N=20) 
Freie Exploration SQL Gephi m-LoD 
Arithmetisches Mittel 278 178 91 
Modus 271 188 99 
Bandbreite 132 45 34 
Varianz 1026 207 85 
Standardabweichung 32 14 9 
Median 280 184 91 
1. Quartil 270 168 85 
Minimum 199 155 73 
Maximum 331 200 107 
3. Quartil 298 188 99 
Tabelle 42: Messwerte zur „Bilden von Gruppen“ über alle Probanden (N=20) 
In einer abschließenden Aufgabe A5 wird die mündliche Wiedergabe des Netzwerks betrachtet. Der 
Proband sollte die Inhalte des Netzwerks darlegen. Die Sicherstellung der Korrektheit wurde durch 
Einspruch des Durchführenden der Evaluation mit der Antwort „korrekt“ beziehungsweise „nicht 
korrekt“ realisiert. Alle Probanden hatten nach ihrem eigenen Ermessen Zeit das Netzwerk 
wiederzugeben. Weiterhin musste der Versuchsdurchführende bei keinem Probanden die Antwort 
„nicht korrekt“ geben. Im Ergebnis wird erwartet, dass die graphenbasierten Tools eine geringere 
Zeit zur Wiedergabe des Netzwerks hervorrufen als das SQL Tool. Dies basiert auf der Grundlage 
der visuellen Darstellung und Interaktion mit den Daten gegenüber einer abstrakten Abfragesprache. 
Es wird die Null-Hypothese !!!mit der Aussage, dass zwischen den Tools kein Unterschied in Bezug 
auf die Dauer besteht, aufgestellt. Als Alternativhypothese !!!wird angenommen, dass zwischen den 
Tools ein signifikanter Unterschied in Bezug auf die Dauer besteht. !! ! !!!"! ! !!!"#!! ! !!!!"# !! ! !!!"# ! !!"#!! ! !!!!"# 
Vorab der Auswertung der Daten wird auf Normalverteilung geprüft. Das Ergebnis zeigt, dass die 
Daten einer Normalverteilung entsprechen. Für den F-Test ergab die Prüfgröße einen Wert von !!"# ! !"!!!!"#!! ! !"!!!!!!"# ! !"!!". Dieser Wert ist größer als der Referenzwert von ! ! !!!". 
Daraus folgt, mit einer Konfidenz von 95 %, dass ein Unterschied in den Systemen besteht. 
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Die Ergebnisse sind ebenfalls durch zufällige Reihenfolge der Tools gegen Lerneffekte gesichert. Die 
Messwerte der Aufgabe A5 ergaben eine schnellere Wiedergabe des Netzwerks unter der 
Verwendung des „m-LoD“-Konzepts. Weiterhin ist zu beobachten, dass die Tools SQL und Gephi 
keinen signifikanten Unterschied aufweisen. 
 
Diagramm 8: Beschreiben des Netzwerks (Zeit in Sekunden, N=20) 
Beide Tools unterscheiden sich im arithmetischen Mittel um 1 Sekunde bei einer Bandbreite von 22 
zu 25 Sekunden sowie einer Standardabweichung von 6 und 7 Sekunden, dies belegt ebenfalls der 
Median, welche bei 57 Sekunden liegt für beide Tools (Diagramm 8 und Tabelle 43). 
Freie Exploration SQL Gephi m-LoD 
Arithmetisches Mittel 57 56 25 
Modus 49 59 22 
Bandbreite 25 22 14 
Varianz 46 31 16 
Standardabweichung 7 6 4 
Median 57 57 26 
1. Quartil 52 53 22 
Minimum 47 44 19 
Maximum 72 66 33 
3. Quartil 61 59 28 
Tabelle 43: Messwerte zur Aufgabe „Beschreiben des Netzwerks“ über alle Probanden (N=20) 
Zusammenfassend für die erste Vorevaluation zum „m-LoD“-Konzept ist zu schließen, dass in der 
graphenbasierten Exploration sich eine signifikante Steigerung in der Benutzungszeit und der 
Zufriedenheit gegenüber anderen graphenbasierten Tools und einer Datenbankabfragesprache (SQL) 
abzeichnet. Die Ausnahme ist die Suche nach einem einzelnen bekannten Element in der Menge. 
Diese Suche wird durch eine konkrete Suchanfrage wesentlich schneller durchgeführt. 
7.2 Zweite Vorevaluation – Verortung von Graphobjekten 
Das Ziel der zweiten Vorevaluation ist es die Art und Weise wie der Nutzer Graphobjekte auf dem 
Bezugssystem verortet zu evaluieren. Dabei können Form und Position zur Bildung von Clustern 
variiert werden. Weiterhin wird zwischen verschiedenen Bezugssystemen unterschieden: leerer 
Hintergrund, quadratisches Raster, magnetisches quadratisches Raster und konzentrische Kreise. 
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Ziel ist es auf Eigenschaften zur Unterstützung mentaler Karten und der Verwendung von Metaphern 
zur Orientierung in komplexen und unbekannten Systemen zu schließen. 
Evaluationsmethode 
Als Evaluationsmethode wird eine Fallstudie verwendet. Diese stellt eine spezifische Aufgabe in 
einem realen Kontext. In diesem Fall die Anordnung von Graphobjekten während der 
graphenbasierten Exploration zur Orientierung in einem komplexen Netzwerk. Fallstudien können 
verwendet werden, um Hypothesen abzuleiten oder diese, im Rahmen der Bedingungen des 
Experiments, zu belegen. Ebenfalls, wie bei der ersten Vorevaluation, wären die alternativen 
Testmethoden ein Interview oder ein „cognitive-walkthrough“. Beide Alterativen haben einen 
wesentlichen Nachteil in der Transkription der Beschreibungen durch den Nutzer durch den 
Experiementleiter.  
Weiterhin ist auch die punktuelle Verfügbarkeit der Bereitschaft zur verbalen Äußerung notwendig. 
Der hier verwendete formative Usability-Test kann zeitlich und ortsunabhängig durchgeführt werden. 
Die Ergebnisse werden durch den Probanden direkt auf der dem Test zugrunde gelegten Skala 
abgebildet. Dies bedeutet auch, dass eine Menge an repräsentativen Nutzern für die 
Testdurchführung gewählt wird, welche entsprechend unabhängig von Zeit und Ort ist. 
Wie bereits in Abschnitt 7.1 beschrieben wird die Anzahl !  der Probanden in der Literatur 
weiträumig und auf verschiedene Weisen diskutiert. Ein entsprechendes ! für eine Evaluation im 
HCI-Bereich wird in der Literatur auf Werte zwischen fünf (Virzi 1992, S. 457) und 15 (Nielsen et al. 
1993, S. 206) beziffert. Wesentlich von Bedeutung für die Fallstudie ist ein konkreter Anwendungsfall 
für die Evaluation der Eigenschaften. Weiterhin beschreibt Lazar eine Fallstudie mit vier 
Kernaspekten: (vgl. Lazar et al. 2010, S. 150) " Geringe, tiefgründige Untersuchung von Fällen " Untersuchung im Kontext " Verschiedene Datenquellen " Qualitative Datenanalyse 
Im konkreten Fall ergibt sich daraus folgendes: " Anordnung und Verwendung von Eigenschaften der Graphobjekte zur Bildung von Mustern 
als Mittel der mentalen Repräsentation zur Navigation in komplexen Systemen " Firmennetzwerk, welches Käufe und Verkäufe abbildet " unterschiedliche Größe (veränderte Variable ist das Land, in dem die Firma sitzt) " Auswertung der Anzahl der Veränderungen (Form, Position) in Kombination mit dem 
Bezugssystem zur Ableitung von Mustern in Clustern 
Die unabhängigen Variablen sind die Gestaltungsmittel der graphenbasierten Exploration:  
! Netzwerkgröße 
! Bezugssystem 
! Form der Knoten 
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Die abhängigen Variablen sind:  
! Clusterform  
! Clusterposition 
Als confounding Variablen (Störfaktoren) werden in der Auswertung folgende Faktoren betrachtet: 
! Technische Störfaktoren 
o Geschwindigkeit der Darstellung 
o Visuelle Komplexität 
o Darstellungsfehler 
! Benutzbarkeit 
o Der Prototyp zeigt unerwartetes Verhalten 
o Die Funktionalität im Prototyp ist unbekannt 
o Die Darstellung als Graph erzeugt eine Hemmschwelle in der Benutzung 
o Die Interaktionsmöglichkeiten im Prototyp werden nicht oder falsch verstanden 
Testumgebung 
Die Testumgebung wird der Arbeitsplatz des Probanden sein. Damit ist der Proband in einer für sich 
»natürlichen« Umgebung (vgl. Lazar et al. 2010, S. 145) und kann Stressfaktoren in Bezug auf sich 
selbst, einer Bewertung zu unterliegen, ausschließen beziehungsweise reduzieren. 
Alle Arbeitsplätze sind jedoch relativ gleich aufgebaut mit: Monitor, Maus als Eingabegerät, Tastatur, 
Anbindung an das interne Firmennetzwerk sowie hinreichend Licht an einem Schreibtisch mit einem 
Stuhl. Alle Probanden führten die Aufgaben ohne andere Personen im Raum durch. 
Nutzer 
Die Auswahl der Samplingstrategie für diese Evaluation, welche in der qualitativen Forschung 
eingeordnet ist, basiert auf inhaltliche Repräsentativität. Eine Zufallsstichprobe wird ausgeschlossen, 
da diese kontraindiziert in der qualitativen Forschung sein kann. Die Wahl von Probanden mit dem 
entsprechenden Fachwissen reduziert die Fehlerauswirkungen auf das Ergebnis und damit relevante 
Fällen im realen Einsatzbereich. 
Die Menge der potentiellen Probanden wurde über ein Mitarbeiterregister und das Attribut der 
fachlichen Qualifikation bestimmt. Diese Anforderungen gehen mit dem Anwendungsfall einher. Die 
ausgewählte Nutzergruppe besteht aus Fachleuten aus den Bereichen: User Experience / Usability, 
Human-Computer-Interaction / Informationsvisualisierung (InfVis), Graphentheorie, 
Computernetzwerke, und UI Designer, welche sich mit der Erstellung und Forschung im Bereich 
Software für komplexe Datenmengen beschäftigen. Die Evaluation wurde mit insgesamt 6 
Probanden durchgeführt. Wie in Lazar diskutiert, kann für Fallstudien eine geringe Menge von 
Probanden als hinreichend erachtet werden (vgl. Lazar et al. 2010, S. 147f). Die Betrachtung der 
Faktoren Alter, Geschlecht Standort und spezifischer Einsatzbereich wurden als nicht relevant bei 
der Auswahl betrachtet. Diese können jedoch einen Einfluss haben. Die demographische Analyse 
der Nutzer ergab, das 1/6 weiblich und 5/6 männliche Probanden im Alter von 18 bis 50 Jahre (18-
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30: 2, 31-40: 3, 41-50: 1) sind. Das Diagramm 9 zeigt die demographische Auswertung (links: 
Geschlecht, rechts: Alter). 
 
Diagramm 9: Demographische Auswertung – zweite Vorevaluation Verortung (N=6) 
 
 
Diagramm 10: Auswertung Fachbereiche – zweite Vorevaluation Verortung (N=6) 
Es ist auffällig, dass nur ein Sechstel der Probanden weiblich sind. Dies kann gegebenenfalls eine 
Auswirkung auf die Aussagefähigkeit der Ergebnisse haben, da hier keine Normalverteilung 
gegenüber der Population bezogen auf alle Menschen besteht. Jedoch muss darauf hingewiesen 
werden, dass in dem Bereich in dem das Sample der Probanden erhoben wurde, die Population 
eine andere Verteilung des Geschlechts aufweist. (Statistisches Bundesamt 2013) Die Verteilung der 
Erfahrungsbereiche zeigt sich in Diagramm 10. 
Durchführung 
Analog zur Durchführung der ersten Vorevaluation wird die zweite Vorevaluation strukturiert in: 1) 
Planung, 2) Durchführung und 3) Analyse der Daten. Die Unterscheidung folgt in der Durchführung, 
welche eine Fallstudie verwendet. " Planung 
o Auswahl der Nutzer 
o Auswahl der Methode 
o Auswahl der Aufgaben 
o Auswahl der Messdaten " Durchführung der Fallstudie 
o Einweisung in Aufgabe 
o Aufgaben bearbeiten  
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" Analyse der Daten 
o Säubern der Daten 
o Auswertung 
o Ergebnis einordnen 
Für den vorliegenden Evaluationsfall der Anordnung und Verwendung von Eigenschaften der 
Graphobjekte zur Bildung von Mustern als Mittel der mentalen Repräsentation zur Navigation in 
komplexen Systemen unter Verwendung des „m-LoD“-Konzepts ergibt sich daraus folgende 
Ablaufstruktur: " Planung 
o Nutzer (Experten im Bereich der Visualisierung von komplexen Systemen) 
o Methode zur Evaluation (Fallstudie) 
o Aufgaben aus den Personas bestimmt/abgeleitet (Strukturierung des Netzwerks 
nach Erwerb von Lizenzen) 
o Messdaten: Anzahl der Formen, Position und Art der Muster in Clustern " Durchführung 
o Einweisung in die Aufgabe 
o Aufgaben bearbeiten (Datensätze werden zufällig gewählt) " Analyse der Daten 
o Auswerten der Antworten und Entfernen von ungültigen Daten 
o Auswertung 
o Ergebnis einordnen 
Im ersten Teil der Auswertung werden Anzahl und Art der verwendeten Eigenschaften analysiert. 
Daraus wird abgeleitet, wie häufig diese verwendet wurden und im Weiteren, in welchen Mustern 
diese auftraten. Die Aufgabe ist mit jedem Datensatz lösbar. Die gebildeten Muster aus Formen und 
Position lassen auf die Repräsentation in einer mentalen Karte folgern. 
Alle Probanden führten die Aufgaben unter allen Bedingungen durch. Damit wurde ausgeschlossen, 
dass bei dem Sampling der Probanden interindividuelle Unterschiede in der Handhabung mit 
einzelnen Tools auftreten. Es wird jedoch darauf hingewiesen, dass Lerneffekte eintreten können. 
Dies wird dahingehend verhindert, dass die Antwort erst durch Erreichen der Antwort mit dem 
System gewertet wird. Weiterhin wird per Zufall die Reihenfolge der Netzwerke und Bezugssysteme 
je Proband festgelegt.  
Weiterhin wurde Microsoft Excel in Verbindung mit dem Tool „StatPlus“ für die statistische 
Auswertung und die Datenanalyse verwendet. 
Aufgabenstellung 
Der Proband erhält in der Ausgangssituation die Darstellung des Netzwerks. Für beide Datensätze 
gilt jeweils das Standardlayout. Der Datensatz basiert auf dem in der ersten Vorevaluation 
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eingeführten Firmennetzwerk (Kauf- und Verkaufsbeziehungen der Firma SAP). Die zwei Datensätze 
der Netzwerke unterscheiden sich in der Größe: " Kleines Netzwerk 
o 120 Verbindungen 
o 70 Knoten " Großes Netzwerk  
o 8000 Verbindungen 
o 3000 Knoten 
Zusätzlich wird der Graph mittels des „Force-Directed”-Algorithmus zur gleichwertigen Anordnung 
der Elemente auf dem Bezugssystem visualisiert. Die gestellte Aufgabe lautet wie folgt: 
1. Bilden Sie Gruppen in Bezug auf die Anzahl der Lizenzen – Kauf und Verkauf sind dabei 
nicht zu unterscheiden auf dem Bezugssystem 
a. Leere Fläche 
b. Quadratisches Raster 
c. Quadratisch magnetisches Raster 
d. Konzentrische Kreise 
Analyse der Messwerte und Einordnung des Ergebnisses 
Die Auswertung der ermittelten Datensätze hat ergeben, dass alle erhobenen Daten verwendet 
werden können. Alle Daten je Proband sind vollständig und es gab keine Abweichungen oder 
Störungen während der Untersuchung.  
Vorab der Auswertung der Daten wird auf Normalverteilung geprüft. Hierzu wurde der Chi-Quadrat-
Test verwendet. Das Ergebnis zeigt, dass die Daten einer Normalverteilung entsprechen. Es lässt 
sich folgern, dass eine größere Menge an Probanden in dem gewählten Sample dem Ansatz eher 
zustimmend geneigt ist. Weiterhin wurde der p-Wert bestimmt um die Signifikanz zu prüfen. Dieser 
hat einen Wert p<0.01 und das Ergebnis kann als signifikant eingestuft werden. 
Für die Bildung von Clustern wird für beide Netzwerktypen erwartet, dass sich die Anzahl der Cluster 
durch ein Bezugssystem reduziert. Dieses Bezugsystem stellt eine Ordnungsstruktur 
beziehungsweise ein Muster bereit. Daraus folgt, dass der Nutzer bereits in der Strukturierung 
unterstützt wird. 
Die Auswertung des gebildeten Clusters ergab für beide Netzwerke, dass auf einem leeren 
Bezugssystem die Anzahl der gebildeten Cluster höher ist als auf einem Bezugssystem mit einem 
zusätzlichen Strukturmittel. Das Diagramm 11 und Tabelle 44 zeigt dies für das kleine Netzwerk 
sowie Diagramm 12 und Tabelle 45 für das große Netzwerk. 
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Diagramm 11: Anzahl der gebildeten Cluster (kleines Netzwerk, N=6) 
Bezugssystem Frei Quadratisch Quad. Magnet. Kreis 
Arithmetisches Mittel 8 4 4 5 
Modus 7 4 3 5 
Bandbreite 6 2 3 4 
Varianz 5 1 2 2 
Standardabweichung 2 1 1 2 
Median 8 4 4 5 
1. Quartil 7 3 3 5 
Minimum 6 3 3 3 
Maximum 12 5 6 7 
3. Quartil 9 5 5 7 
Tabelle 44: Anzahl der gebildeten Cluster (kleines Netzwerk, N=6) 
Die Auswertung der Messwerte zeigt, dass sich die Annahme bestätigt hat. Auf einem 
Bezugssystem mit Strukturmittel (quadratisches Raster, konzentrische Kreise) werden weniger 
Cluster bei gleichem Netzwerk gebildet. Weiterhin ist zu beobachten, dass das Bezugssystem mit 
dem Strukturmittel quadratisches Raster eine weitere Verringerung der Anzahl der gebildeten Cluster 
zur Folge hat.  
 
Diagramm 12: Anzahl der gebildeten Cluster (großes Netzwerk, N=6) 
Für das kleine Netzwerk ergibt sich, im Vergleich freies Bezugssystem zu quadratischem 
Bezugssystem, eine Verringerung um 50% und für das große Netzwerk eine Verringerung um 19% 
der Anzahl der gebildeten Cluster. 
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Bezugssystem Frei Quadratisch Quad. Magnet. Kreis 
Arithmetisches Mittel 16 13 15 17 
Modus 15 13 14 17 
Bandbreite 7 7 4 5 
Varianz 7 7 2 3 
Standardabweichung 3 3 2 2 
Median 16 13 15 17 
1. Quartil 15 12 14 16 
Minimum 12 10 12 14 
Maximum 19 17 16 19 
3. Quartil 19 15 16 18 
Tabelle 45: Anzahl der gebildeten Cluster (großes Netzwerk, N=6) 
Für die Form der Knoten kann der Nutzer zwischen sechs verschiedenen Strukturen wählen: Kreis, 
Quadrat, Dreieck nach oben, Dreieck nach unten, Kreuz und Raute. 
 
Diagramm 13: Anzahl der verwendeten Formen für Knoten (kleines Netzwerk, N=6) 
 
Bezugssystem Frei Quadratisch Quad. Magnet. Kreis 
Arithmetisches Mittel 5 3 3 3 
Modus 6 3 3 3 
Bandbreite 3 2 3 3 
Varianz 1 1 1 1 
Standardabweichung 1 1 1 1 
Median 6 3 3 3 
1. Quartil 5 2 3 3 
Minimum 3 2 2 2 
Maximum 6 4 5 5 
3. Quartil 6 3 4 4 
Tabelle 46: Anzahl der verwendeten Formen für Knoten (kleines Netzwerk, N=6) 
Im Bereich der gewählten Formen für die Knoten wird angenommen, dass der Nutzer für ein 
Bezugssystem mit einem Strukturmittel weniger verschiedene Formen verwendet werden. Diese 
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Annahme folgt aus dem Ergebnis der Anzahl der gebildeten Cluster, welche zeigt, dass ein 
vorhandenes Strukturmittel bereits genutzt wird. 
 
Diagramm 14: Anzahl der verwendeten Formen für Knoten (großes Netzwerk, N=6) 
Bezugssystem Frei Quadratisch Quad. Magnet. Kreis 
Arithmetisches Mittel 5 5 3 5 
Modus 6 5 3 6 
Bandbreite 3 2 3 3 
Varianz 1 1 1 1 
Standardabweichung 1 1 1 1 
Median 6 5 3 6 
1. Quartil 5 5 3 5 
Minimum 3 4 2 3 
Maximum 6 6 5 6 
3. Quartil 6 6 4 6 
Tabelle 47: Anzahl der verwendeten Formen für Knoten (großes Netzwerk, N=6) 
Die Auswertung der Messwerte zeigt, dass sich die Annahme bestätigt hat. Auf einem 
Bezugssystem mit Strukturmittel (quadratisches Raster, konzentrische Kreise) werden weniger 
Formen je Cluster bei gleichem Netzwerk gebildet. Weiterhin ist zu beobachten, dass für ein großes 
Netzwerk die Verwendung von verschiedenen Formen nur auf dem magnetisch quadratischen 
Bezugssystem gering ausfällt. In allen anderen Fällen werden alle verfügbaren Formen verwendet. In 
einem kleinen Netzwerk zeigte sich, dass mit einem zusätzlichen Bezugssystem wesentlich weniger 
verschiedene Formen genutzt werden. Die Art des Bezugssystems scheint dabei keinen Einfluss zu 
haben. 
Zusammenfassend gilt, dass die Annahme der Reduktion von Clustern und verwendeten Formen zur 
Strukturierung von Graphobjekten durch zusätzliche Strukturmittel auf dem Bezugssystem erfolgt. Es 
kann gefolgert werden, dass dies den Prozess der Verortung unterstützt und semantische sowie 
numerische Werte im Gedächtnis leichter verarbeitet werden. Die verwendeten Raster werden 
während des Explorationsprozesses als Metapher für die Lokalisierung der verorteten Graphobjekte 
verwendet.  
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7.3 Hauptevaluation – graphenbasierte Exploration 
7.3.1 Evaluationsziel 
Das Ziel der Hauptevaluation ist es zu zeigen, dass der Nutzer während der graphenbasierten 
Exploration mentale Karten verwendet. Diese werden durch die in Kapitel 5 beschrieben 
Strukturmittel (ein globales sowie mehrere lokale) unterstützt. Die Hauptevaluation soll belegen, dass 
diese Strukturmittel und die damit erfolgte Unterstützung der mentalen Karten die kognitive Last und 
den „Lost-in-Context“-Effekt reduzieren. 
Im Detail ergeben sich daraus folgende Ziele der Hauptevaluation: " Nutzung mentaler Karten während der graphenbasierten Exploration " Globales Strukturmittel „Multi-Level-of-Detail“ reduziert die kognitive Last und den „Lost-in-
Context“-Effekt " Lokale Strukturmittel unterstützen die Abbildung semantischer und numerischer Werte in der 
mentalen Karte " Gestalterische Mittel (Perspektive, Gestaltgesetze) werden auf den Graphen angewendet 
und unterstützen die Wahrnehmung während der graphenbasierten Exploration " Interaktionen zur graphenbasierten Exploration unterstützen die Änderungswahrnehmung 
und reduzieren die kognitive Last 
Aus diesen Zielen werden vier Bereiche der Evaluationsfragen abgeleitet: Verortung, Exploration, 
Gestaltung und Interaktion. Im Folgenden werden diesen Bereichen entsprechende 
Evaluationsfragen zugeordnet, welche sich in den Aufgaben der Evaluationsdurchführung 
widerspiegeln. 
! Verortung 
o Welchen Einfluss hat das „Multi-Level-of-Detail“-Konzept auf die kognitive Last 
während der Verortung von Graphobjekten? (Aufgabe 1) 
o Wie steht die Anzahl der „Level-of-Detail“ in Zusammenhang mit der korrekten 
Wiedergabe des Netzwerks? (Aufgaben 1, 3, 5) 
o Wie steht die Anzahl der „Level-of-Detail“ in Zusammenhang mit Zeit der 
Exploration? (Aufgabe 1) 
o Wie ändert sich die kognitive Last durch die Verwendung von strukturierten 
Bezugssystemen bei der graphenbasierten Exploration? (Aufgabe 2) 
! Exploration 
o Wie ändert sich das Verständnis durch die Catch-Funktion? (Aufgabe 1) 
o Verbessert sich das Verständnis des Zusammenhangs von Verortung und Kontext? 
(Aufgabe 1, 4a) 
o Verbessert sich das Verständnis des Zusammenhangs von Detail und Kontext 
durch das „Multi-Level-of-Detail“-Konzept? (Aufgabe 4b) 
o Welche Auswirkungen hat die Änderung der Perspektivität auf die kognitive Last bei 
der graphenbasierten Exploration? (Aufgabe 2b)  
180 
! Gestaltung 
o Wie ändert sich die kognitive Last durch die Verwendung von Gestaltmitteln bei der 
graphenbasierten Exploration? Wird das Erinnerungsvermögen dadurch verändert? 
(Aufgabe 1, 2a) 
" Gestaltmittel Kanten: Form/Dicke, Länge (Aufgabe 5) 
" Gestaltmittel Knoten: Form, Größe (Aufgabe 2a) 
o Welche graphischen Muster bildet der Nutzer zur Reduktion der kognitiven Last und 
damit Verbesserung der Erinnerung? (Aufgabe 1, 3) 
! Interaktion 
o Welche Arten der Interaktion werden zur graphenbasierten Exploration als 
Unterstützung gewählt (nach einer Einarbeitungsphase)? 
" m-LoD (Aufgabe 1) 
" Formen für Kanten und Knoten (Aufgabe 1) 
" Pooling (Aufgabe 2a, 4b) 
" Catch (Aufgabe 1) 
" Pan & Zoom (Aufgabe 1) 
o Welchen Einfluss hat die Menge der gebildeten Gruppen/Cluster auf die kognitive 
Last bei der graphenbasierten Exploration? (Aufgabe 4) 
7.3.2 Evaluationsmethode 
Die Hauptevaluation wird als „Within-Subject“ Methode durchgeführt. Wie Lazar beschreibt, eignet 
sich diese Evaluationsmethode für mehrere unabhängige Variablen und verschiedene Bedingungen 
sowie für eine geringe Anzahl an Probanden, welche jedoch Experten auf dem Gebiet sind (Lazar et 
al. 2010, S. 147f). Die „Within-Subject“ Methode hat jedoch zwei Nachteile: 1) Erschöpfung der 
Probanden, da sie unter mehreren Bedingungen wiederholt testen und 2) Lerneffekte während der 
Durchführung. Vorteil ist die effektive Identifikation von Eigenschaften des zu testenden Systems, da 
es sich um Experten handelt, sowie eine geringe Samplegröße. 
Die unabhängigen Variablen sind die Gestaltungsmittel der graphenbasierten Exploration:  
! Knotenform 
! Knotengröße 
! Kantenmuster 
! Muster durch Cluster  
! Anzahl der LoD 
Die abhängigen Variablen sind:  
! kognitive Last  
! „Lost-in-Context“-Effekt 
Als confounding Variablen (Störfaktoren) werden in der Auswertung folgende Faktoren betrachtet: 
! Technische Störfaktoren 
o Geschwindigkeit der Darstellung 
o Visuelle Komplexität 
o Darstellungsfehler 
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! Benutzbarkeit 
o Der Prototyp zeigt unerwartetes Verhalten 
o Die Funktionalität im Prototyp ist unbekannt 
o Die Darstellung als Graph erzeugt eine Hemmschwelle in der Benutzung 
o Die Interaktionsmöglichkeiten im Prototyp werden nicht oder falsch verstanden 
Es wird zwischen zwei Bedingungen für die Durchführung der Aufgaben unterschieden: 
! Graphenbasierte Exploration mit „m-LoD“-Konzept 
! Graphenbasierte Exploration ohne „m-LoD“-Konzept 
Kognitiv - NASA-TLX 
Die Bestimmung der kognitiven Last, wie in der Hypothese beschrieben, wird mittels des NASA-
TLXs (Hart 2006) durchgeführt. Dieser Test wurde zur Bestimmung der Last im Arbeitsgedächtnis 
erarbeitet. Die direkte Verbindung des Subsystems mentale Karte mit dem Gedächtnis wird in das 
Arbeitsgedächtnis eingegliedert (siehe Abschnitt 2.3 und 5.2). 
Der NASA-TLX gilt als ein psychologisches Messverfahren mit validierter Beurteilungsskala. Er 
verwendet sechs Subskalen vor dem Hintergrund eines mehrdimensionalen 
Beanspruchungskonzeptes (vgl. Hart et al. 1988, S. 904). Der NASA-TLX bezieht sich darauf, dass 
die Arbeitslast ein hypothetisches Konstrukt ist, welches die Kosten menschlicher Aufwände zur 
Erreichung eines bestimmten Levels an Leistung definiert. Es reflektiert verschiedene Eigenschaften, 
welche unterschiedlich bei verschiedenen Menschen auftreten können.  
In der Arbeit von Anderson wird belegt, dass die persönliche Meinung der Wertung der Arbeitslast 
der Bewertung der kognitiven Last am nächsten kommt (Anderson 1982, S. 444). Das NASA-TLX 
Modell basiert auf dem von Anderson und beschreibt die psychologische Struktur der subjektiven 
Arbeitslast. 
Die verbal geäußerte kognitive Last setzt sich aus den physischen !", geistigen !" und zeitlichen !" Anforderungen zusammen. Diese werden durch das Ausmaß ! und die Relevanz ! beeinflusst. 
Zugleich agieren die Erfahrung !", die Erwartung !" und das Verständnis !" als Faktoren. Diese 
Faktoren ergeben emotionale !" , kognitive und physische !" , individuelle Arbeit !"  und das 
Verhalten !". Abschließend fließt ein allgemein skalierter Wert ! ein und bildet einen kombinierten 
Wert der Arbeitslast !"#. Dieser wird in eine explizite Darstellung überführt !"#. 
Die sechs Komponenten der Bewertungsskalen werden paarweise verglichen und gehen als Faktor 
(Anzahl der Nennungen) in die Bewertung der Arbeitslast mit ein. Im Weiteren wird jede einzelne 
Komponente in ihrer Ausprägung mit einem Wert von 0 (keine Last) bis 100 (hohe Last) bewertet. 
Der Fragebogen zum NASA-TLX ist im Anhang 0 abbildet. Er besteht aus einem einleitenden Teil zur 
Beschreibung der Dimensionen, einem vergleichenden Teil zur Gegenüberstellung der Dimensionen 
und einem bewertenden Teil zur Messung der Dimensionen. 
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Abb. 113: Bestimmung der kognitiven Last mittels des NASA-TLXs (nach Hart und Staveland 1988) 
Alternative Methoden zur Bestimmung der kognitiven Last kann eine Messung der 
Augenbewegungen ergeben. Diese Methode wurde nicht gewählt da die Experten nicht zu einem 
Eye-Tracking-System anreisen konnten. Weiterhin würde dies eine Laborumgebung erzeugen und 
damit eine höhere Anzahl an Probanden bedingen. Ziel war es die Probanden in ihrer gewohnten 
Umgebung zu belassen und in diesem Szenario das System zu evaluieren. 
Quantitativ - Systemeigenschaften 
Mit der Durchführung der Aufgaben werden verschiedene Variablen in der Testumgebung betrachtet 
und gemessen, diese sind in Tabelle 48 (siehe Seite 183) aufgeführt. 
Im Anschluss an die Erhebung der Messdaten, mit Ausnahme der Bewertung des NASA-TLXs, 
werden deskriptive statistische Werte zur Bestätigung der gemessenen Daten durchgeführt. Im 
Einzelnen werden die folgenden Werte zur Einordnung der Lage der Messdaten bestimmt. " ‚Zentrale Tendenz’ als Lagemaß einer Häufigkeitsverteilung 
o Arithmetisches Mittel 
o Median 
o Modus " Verteilung eines Punktes vom Zentrum der Messung 
o Bandbreite 
o Varianz 
o Standardabweichung 
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Variable Messgröße 
Granularität (Summe aller LoDs) Zahl 
Summe aller LoDs pro Bezugssystem Zahl 
Anzahl der Cluster  Zahl 
Anzahl der Poolings Zahl 
Anzahl und Art der entstandenen Muster Zahl, Mustertyp 
Anzahl der Knotenformen Zahl 
Anzahl der Formen je Gruppe Zahl 
Anzahl der Formen je Hintergrund Zahl 
Anzahl der Linienänderungen Zahl 
Anzahl der Änderungen der Perspektivität Zahl 
Anzahl der verwendeten Layouts Zahl 
Nutzung der Catch Funktion Bool 
Nutzung der Perspektive Bool 
Anzahl der Zoom/Pan Interaktionen Zahl 
Zeit zum Erfüllen der Aufgaben Sekunden 
Korrektheit der Wiedergabe des Netzwerkes   " Zeit für die Wiedergabe Sekunden " Korrektheit (4 Eigenschaften: ungefähre Größe, kleinste, 
größte Gruppe, Teilgraphen) 
Prozent 
Kognitive Last je Aufgabe NASA-TLX Bewertung 
Tabelle 48: Messwerte zur Bestimmung der Systemeigenschaften des „Multi-Level-of-Detail“-Konzepts der 
graphenbasierten Exploration 
Im Anschluss an die statistische Analyse der Daten wird eine Fehlerbetrachtung zur Identifikation von 
zufälligen und systematischen Fehlern durchgeführt. Diese kann in weiteren (nicht Teil dieser Arbeit) 
Experimenten durch eine größere Anzahl an Probanden reduziert werden. 
7.3.3 Anforderungen 
Testumgebung 
Der Proband wird in seiner gewohnten Umgebung über einen Fernzugriff den Test durchführen. Dies 
hat den Vorteil, dass der Proband als Experte in seiner gewohnten Umgebung agieren kann. Als 
Testsystem wird ein Standard Arbeitsrechner mit zwei Bildschirmen verwendet. Die Anwendung ist 
im Vollbild auf einem Bildschirm zu sehen. Eine Webcam wird zur Beobachtung des Probanden 
verwendet. Die sprachliche Kommunikation wird über ein Telefon realisiert. Der Leiter des 
Experiments hat ebenfalls einen Arbeitsrechner mit zwei Bildschirmen, an denen er die Anwendung 
und den Probanden beobachten kann. Die Anwendung folgt den technischen Beschreibungen des 
Prototyps wie in Abschnitt 6.1 dargelegt. 
Datensatz & Szenario 
Das Szenario besteht darin, dass ein Proband verschiedene Aufgaben im Bereich Vertragswesen zur 
Auswertung der Lizenzverkäufe und Lizenzkäufe tätigen muss. Als Grundlage dient ein Datensatz mit 
8000 Verbindungen und 3000 Knoten. Dieser repräsentiert alle Firmen die Softwarelizenzen von der 
Firma SAP gekauft und weiterverkauft haben. Für die Evaluation wird der gesamte Datensatz als 
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großes Netzwerk bereitgestellt und visualisiert. Die konkreten Aufgaben des Nutzers sind im 
Abschnitt 1.2 beschrieben. 
Nutzer / Personenkreis 
Analog zu den beiden Vorevaluationen basiert die Auswahl der Samplingstrategie auf inhaltliche 
Repräsentativität. Eine Zufallsstichprobe wird ausgeschlossen, da diese in der qualitativen Forschung 
kontraindiziert sein kann. Die Wahl von Probanden mit dem entsprechenden Fachwissen reduziert 
die Fehlerauswirkungen auf das Ergebnis. Damit lassen sich die Ergebnisse auf relevante Fälle im 
realen Einsatzbereich übertragen. Die Menge der potentiellen Probanden wurde über ein 
Mitarbeiterregister und das Attribut der fachlichen Qualifikation bestimmt. Die ausgewählte 
Nutzergruppe besteht aus Fachleuten mit Bildung in den Bereichen: User Experience / Usability, 
Human-Computer-Interaction / Informationsvisualisierung (InfVis), Graphentheorie, 
Computernetzwerke, und UI Designer, welche sich mit der Erstellung und Anwendung im Bereich 
Software für komplexe Datenmengen beschäftigen. Das Sample wird auf Basis der beschriebenen 
Personas gebildet. Der Fachbereich beschreit dabei die Ausbildung, nicht den aktuellen 
Tätigkeitsbereich. 
Die Evaluation wurde mit insgesamt ! ! !!Probanden durchgeführt. Die Menge der Probanden für 
eine Evaluation im HCI-Bereich wird in der Literatur auf Werte zwischen fünf (Virzi 1992, S. 457) und 
15 (Nielsen et al. 1993, S. 206) beziffert. Weiterhin wird jedoch durch Lewis beschrieben, dass die 
Menge der Probanden durch die zu erreichende Genauigkeit definiert wird (Lewis 2006, S. 29). Die 
Entscheidung sechs Probanden in den Test einzubeziehen basiert auf der hohen Anzahl an 
Aufgaben und die Spezialisierung der Gruppe der Probanden. Weiterhin ist die Dauer der 
Durchführung mit ca.: 180 Minuten je Proband sehr umfangreich. Damit ergibt sich mit ! !!!Probanden ein angemessenes Verhältnis von Nutzen und Aufwand. 
  
Diagramm 15: Demographische Auswertung – Hauptevaluation (N=6) 
 
Diagramm 16: Auswertung Fachbereiche – Hauptevaluation (N=6) 
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Die demographische Analyse der Nutzer ergab, dass 1/6 weiblich und 5/6 männliche Probanden im 
Alter von 18 bis 50 Jahre (18-30: 2, 31-40: 4) sind. Das Diagramm 15 zeigt die demographische 
Auswertung (links: Geschlecht, rechts: Alter). 
Es ist auffällig, dass nur ein Sechstel der Probanden weiblich sind. Dies kann gegebenenfalls eine 
Auswirkung auf die Aussagefähigkeit der Ergebnisse haben, da hier keine Normalverteilung 
gegenüber der Population bezogen auf alle Menschen besteht. Jedoch muss darauf hingewiesen 
werden, dass in dem Bereich in dem das Sample der Probanden erhoben wurde die Population eine 
andere Verteilung des Geschlechts aufweist. (Statistisches Bundesamt 2013) Die Verteilung der 
Erfahrungsbereiche zeigt sich in Diagramm 16. 
7.3.4 Durchführung 
Wie bereits in den vorhergehenden Vorevaluationen wird die Hauptevaluation ebenfalls in drei 
Phasen gegliedert: 1) Planung, 2) Durchführung und 3) Analyse der Daten. " Planung 
o Auswahl der Nutzer 
o Auswahl der Methode 
o Auswahl der Aufgaben 
o Auswahl der Messdaten " Durchführung 
o Einweisung 
o Einarbeitungszeit 
o Aufgabenbearbeitung 
" Einzelaufgabe bearbeiten 
" Fragebogen 
o Interview 
o Analyse der Daten 
o Säubern der Daten " Auswertung 
o Ergebnis einordnen 
Im Detail ergibt sich für die Hauptevaluation folgende Ablaufstruktur: " Planung 
o Nutzer gemäß der Personas des Szenarios auswählen (Experten auf dem Gebiet 
des Vertragswesens mit Bildung in entsprechenden Fachbereich) 
o Methode zur Evaluation bestimmen (NASA-TLX, quantitative Messungen) 
o Aufgaben aus den Personas bestimmt (gemäß Anwendungsfall typische Aufgaben)  
o Messdaten: Kognitive Last, sowie quantitative Messungen (siehe Tabelle 48) 
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" Durchführung 
o Einweisung in die Aufgaben und die Testumgebung 
o Einarbeitungszeit für das Graph-Tool mit „m-LoD“-Konzept 
o Aufgabenbearbeitung mit „m-LoD“-Konzept (Aufgaben 1 bis 5) 
" Einzelaufgabe bearbeiten 
" NASA-TLX Fragebogen 
o Aufgabenbearbeitung ohne „m-LoD“-Konzept (Aufgabe 1,3 und 5) 
" Einzelaufgabe bearbeiten 
" NASA-TLX Fragebogen " Interview 
o Analyse der Daten 
o Auswerten der Antworten und Entfernen von ungültigen Daten 
o Auswertung 
o Ergebnis einordnen 
Die Inhalte des Interviews beziehen sich im ersten Teil auf allgemeine statistisch, demographische 
Fragen zur Person. Im zweiten Teil des Interviews werden die gemessenen quantitativen Werte 
bestätigt, insbesondere die Messung der Korrektheit der Wiedergabe des Netzwerks.  
Zusätzlich wird nach der Ausführung jeder Aufgabe die Messung der kognitiven Last durchgeführt. 
Hierzu wird der Fragebogen des NASA-TLXs verwendet. 
Im Weiteren wird die Zeit gemessen, die der Proband benötigt, um eine Aufgabe mit dem 
entsprechenden Tool zu bearbeiten. 
Zu beachten ist in der Auswertung, dass nicht alle Aufgaben mit beiden Tools bearbeitet werden 
können. Die Ausnahmen sind die Aufgaben 2 und 4. Daraus folgt, dass in der Auswertung nur ein 
Vergleich der beiden Konzepte (mit und ohne „m-LoD“-Konzept) zu den Aufgaben 1, 3 und 5 
erfolgen kann. Die Messungen werden dennoch vollständig für alle Aufgaben erhoben. 
Aufgabenstellung 
Der Proband erhält in der Ausgangssituation die Darstellung des Netzwerks im Standardlayout. Der 
Datensatz basiert auf dem in den Vorevaluationen eingeführten Firmennetzwerk (Kauf- und 
Verkaufsbeziehungen zur Firma SAP). Der Datensatz des Netzwerks hat eine Größe von 8000 
Verbindungen und 3000 Knoten. 
Zusätzlich wird der Graph mittels des „Force-Directed”-Algorithmus visualisiert zur gleichwertigen 
Anordnung der Elemente auf dem Bezugssystem. Alle vom Nutzer verorteten Graphobjekte während 
der Exploration werden den Bedingungen des „Force-Directed”-Algorithmus entzogen. 
Alle Probanden führen die Aufgaben mit und ohne dem „m-LoD“-Konzept durch. Damit wurde 
ausgeschlossen, dass bei dem Sampling der Probanden interindividuelle Unterschiede in der 
Handhabung auftreten. Es wird jedoch darauf hingewiesen, dass Lerneffekte eintreten können. Dies 
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wird dahingehend verhindert, dass die Antwort erst durch Erreichen der Antwort mit dem System 
gewertet wird. Weiterhin wird per Zufall die Reihenfolge der Verwendung mit und ohne dem „m-
LoD“-Konzept je Proband festgelegt. Die Reihenfolge der Aufgaben kann nur zum Teil variiert 
werden. Aufgabe 1 muss immer zu Beginn durchgeführt werden. Die Aufgaben 3 und 4 müssen 
stets nacheinander durchgeführt werden, können aber ihre Position bezüglicher der anderen 
Aufgaben variieren. Aufgabe 1 dient zur Erfassung des Netzwerks im Allgemeinen und als 
Voraussetzung für die Bearbeitung der anderen Aufgaben. 
Es gilt für den Probanden folgende Aufgaben zu bearbeiten: 
1. Exploration 
o Explorieren Sie den Graphen, frei nach ihren Bedürfnissen mit den verfügbaren 
Techniken des Tools. 
2. Gruppenbilden 
a. Pooling 
" Bilden Sie unter Verwendung des Poolings Gruppen zur Einordnung der 
Firmen nach der Anzahl ihrer Lizenzen. 
b. Verorten 
" Organisieren Sie diese Gruppen, Cluster, einzelne Objekte auf der 
Bezugsfläche für weitere Explorationsschritte. 
3. Suchen nach einem bestimmten Objekt 
" Suchen Sie die Firma BMW. 
4. Zuordnen in eine Gruppe 
a. Exploration der eigenen Verortung 
" Suchen Sie die kleinste Gruppe in ihrer Exploration. 
b. Pooling 
" Erweitern Sie die Gruppe um die Firma BMW. 
5. Exploration von Kanten 
" Ändern Sie die Anzeige der Kanten auf „Direction“ und suchen Sie die 
Firma Siemens AG. 
Es werden zwei Durchgänge unterschieden. Ein Durchgang wird mit „m-LoD“-Konzept über alle 
Aufgaben durchgeführt und ein Zweiter ohne „m-LoD“-Konzept nur auf den Aufgaben 1, 3 und 5. 
Die Aufgaben 1, 3 und 5 sind in beiden Durchgängen lösbar. Für die Aufgabe 2 und 4 wird das „m-
LoD“-Konzept benötigt. In der Analyse können nur die Aufgaben 1, 3 und 5 miteinander verglichen 
werden. 
7.3.5 Auswertung und Analyse 
Im Anschluss an die Durchführung der Aufgaben und die Aufnahme der Messwerte wurde 
festgestellt, dass die Experimente durch keine Störungen beeinflusst wurden. Die Abwesenheit der 
Störfaktoren (confounding) wird durch Beobachtung während des Tests geschlossen. In beiden 
beschriebenen Bereichen, der technischen Seite sowie der Benutzbarkeit, sind keine Störungen 
aufgetreten. Ein konkreter Einfluss sollte in weiteren Experimenten mit einer höheren Zahl an 
Probanden evaluiert werden. 
Weiterhin wurden alle Werte, entsprechend der vorstehenden Auswertung (ANOVA) auf 
Normalverteilung geprüft. Dazu wurde der Chi-Quadrat-Test verwendet. Das Ergebnis zeigt, dass die 
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Daten einer Normalverteilung entsprechen. Die Überprüfung auf Signifikanz des Samples in Bezug 
auf die Population wird auf Grund der geringen Größe des Samples nicht durchgeführt. 
Damit können alle Messwerte der Probanden ! ! !  verwendet und mit den entsprechenden 
Verfahren (ANOVA) ausgewertet werden. Die Auswertung der Aufgaben erfolgt für die quantitativen 
Messwerte mit dem „m-LoD“-Konzept über alle Aufgaben sowie für die kognitiven Messwerte mit 
und ohne dem „m-LoD“-Konzept für die Aufgaben 1, 3 und 5. Weiterhin wurde ein t-Test über die 
gemessen Werte durchgeführt (Lazar et al. 2010, S. 76f).  
Zur Unterstützung der Auswertung wurde Microsoft Excel in Verbindung mit dem Tool „StatPlus“ für 
die statistische Auswertung und die Datenanalyse verwendet. Die vollständigen erhobenen Daten 
sind auf dem beigefügten Datenträger. 
Es wird die Null-Hypothese !!!mit der Aussage, dass zwischen den Gruppen mit und ohne „m-
LoD“-Konzept kein Unterschied besteht, aufgestellt. Als Alternativhypothese !!!wird angenommen, 
dass zwischen den Gruppen mit und ohne „m-LoD“-Konzept ein signifikanter Unterschied besteht. !! ! !!!!!!!"# ! !!!!!! !!!!!!"# ! !!!!! !!!!!!"# ! !!!! !! ! !!!!!!!"# ! !!!!!! !!!!!!"# ! !!!!! !!!!!!"# ! !!!! 
Für den t-Test ergab die Prüfgröße einen Wert von !!! ! !!!"!!!! ! !!!"!!!! ! !!!". Dieser Wert ist 
größer als der Referenzwert von ! ! !!!". Es kann mit einer Konfidenz von 95 % behauptet werden, 
dass ein Unterschied zwischen den Konzepten besteht. Für das Sample ergibt sich als Auswirkung 
auf die Population ein Wert !!!!!!"# ! !!!!"#$%!! !!!!!!"# ! !!!!"#$!! !!!!!!"# ! !!!!"#$% damit 
gilt ! ! !!!" und kann als relevant für die Population eingestuft werden. 
Im Weitern wurde die Effektstärke nach Cohen (Cohen 1992) bestimmt. Dabei stellte sich folgendes 
Ergebnis heraus (siehe Tabelle 49). 
Aufgabe Mittelwert Standardabweichung Konfidenzintervall dCohen 
A1 – ohne m-LoD 
A1 – mit m-LoD 
57,3 
39,8 
11,6 
39,8 
-1,736 
bis 
-0,574 
-0,581 
A3 – ohne m-LoD 
A3 – mit m-LoD 
54,7 
15,3 
13,8 
4,9 
-5,702 
bis 
-1,908 
-3,805 
A5– ohne m-LoD 
A5 – mit m-LoD 
65,7 
32,5 
31,8 
39,4 
-2,118 
bis 
0,264 
-0,927 
Tabelle 49: Anzahl der verwendeten Formen für Knoten (großes Netzwerk, N=6) 
Die Auswertung der Werte zur zentralen Hypothese „Reduktion der kognitiven Last mittels des ‚m-
LoD’-Konzepts“ (1. Hypothese) ergab für die Aufgabe 1, 3 und 5 eine deutliche Verringerung des 
Werts der kognitiven Last. Das Diagramm 17 zeigt jeweils nebeneinander die Aufgaben: erster Wert 
ohne „m-LoD“-Konzept und zweiter Wert mit „m-LoD“-Konzept. 
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Diagramm 17: Kognitive Last der Aufgaben 1, 3 und 5 mit und ohne „m-LoD“-Konzept (N=6) 
Die einzelnen Werte der Aufgabe zeigen die Reduktion der kognitiven Last durch die Einführung des 
„m-LoD“-Konzepts. Die aufgestellte Hypothese ist damit belegt. Im Weiteren kann aus diesen 
Ergebnissen die Reduktion des „Lost-in-Context“-Effekts gefolgert werden. Dies wird durch den 
ermittelten Wert der Aufgabe 3 bestätigt. Der Nutzer hatte zuvor die Aufgabe das Netzwerk für sich 
zu explorieren (Aufgabe 1) und zu organisieren (Aufgabe 2). Anschließend erfolgte die 
graphenbasierte Suche nach einer vom Leiter des Experiments bestimmten Firma. 
Der NASA-TLX hat, wie bereits im Abschnitt zur Evaluationsmethode beschrieben, einen 
Wertebereich von 0 bis 100. Dabei gilt 100 als höchster Wert für die kognitive Last. Die Auswertung 
der Aufgaben 1, 3 und 5 ergab ohne den Einsatz des „m-LoD“-Konzepts eine hohe kognitive Last. 
Ausschlaggebende Faktoren in diesen Werten stellen die geistige, zeitliche sowie die ausführende 
Anforderung dar (siehe Tabelle 50). 
Aufgabe Geistig Körperlich Zeitlich Ausführend Anstrengend Frustrierend 
1 60 8 85 60 40 25 
3 68 5 70 70 18 25 
5 83 13 85 68 38 18 
Tabelle 50: Beanspruchungshöhe nach NASA-TLX ohne „m-LoD“-Konzept (N=6, Werte entsprechen dem Median 
über alle Probanden) 
Im Allgemeinen ist eine Steigerung des Verständnisses des Netzwerkes zu beobachten. Dies zeigt 
sich in einer geringeren Zeit zur Exploration und der höheren Korrektheit der Wiedergabe des 
Inhaltes des Netzwerkes. Mit der Verwendung des „m-LoD“-Konzepts ergibt sich eine Steigerung 
von 40% in der Korrektheit der Wiedergabe des abgebildeten Netzwerks gegenüber einer 
Wiedergabe nach einer Exploration ohne dem „m-LoD“-Konzept. 
Ein ähnliches Ergebnis zeigt sich bei der zeitlichen Bearbeitung der Aufgaben. Die Gesamtzeit zur 
Bearbeitung der Aufgaben mit dem „m-LoD“-Konzept beträgt 44% der Zeit zur Bearbeitung der 
Aufgaben ohne dem „m-LoD“-Konzept. 
Der ausführliche Test zur kognitiven Last wurde mit dem NASA-TLX (NASA Task Load Index) 
evaluiert. Als Resultat zeigte sich eine signifikante Reduktion der kognitiven Last während der 
graphenbasierten Exploration unter Verwendung des „m-LoD“-Konzepts. Je nach Aufgabe wird eine 
Reduktion der kognitiven Last auf 70% bis zu 28% der kognitiven Last ohne die Verwendung des 
„m-LoD“-Konzepts erreicht. Mit diesem Ergebnis korreliert die Reduktion des ‚Lost-in-Context’-
0"
20"
40"
60"
80"
ohne m-
LoD"
mit m-LoD" ohne m-
LoD"
mit m-LoD" ohne m-
LoD"
mit m-LoD"
Aufgabe 1" Aufgabe 3" Aufgabe 5"
190 
Effekts. Dies basiert auf der individuellen Anordnung von Graphobjekten relativ zum Bezugssystem 
unter Beibehaltung der Topologie. 
Die aufgestellten Annahmen und Eigenschaften, welche von dem Gedächtnismodell und dem „m-
LoD“-Konzept beschreiben werden, konnten validiert werden. Der erfolgreiche Einsatz des „m-LoD“-
Konzepts, welcher mit einer signifikanten Verbesserung in der Benutzung bewiesen wurde, belegt 
die angenommenen Eigenschaften. Die Annahme zeigt die Überführung der Eigenschaften auf das 
Gedächtnismodell. 
Im Folgenden wird für die weiteren Aufgaben sowie die quantitativen Messwerte das Ergebnis der 
Evaluation im Detail betrachtet. Im Vergleich stehen die Werte für eine Bearbeitung der Aufgaben mit 
dem „m-LoD“-Konzept. Anhand der Skala ist die Reduktion deutlich zu erkennen (siehe Diagramm 
18). Dies spiegelt sich in den einzelnen Faktoren zur Bestimmung der kognitiven Last wieder (siehe 
Tabelle 51). Auffällig in dem direkten Vergleich sind dabei die Faktoren der geistigen und zeitlichen 
Anforderung. Diese sind signifikant geringer als bei der Durchführung der graphenbasierten 
Exploration mit dem globalen „m-LoD“-Konzept. Dies unterstützt die quantitative Analyse der 
Bearbeitungszeit der Aufgaben. Die Gesamtzeit der Bearbeitung mit dem „m-LoD“-Konzept ist 
signifikant geringer und beträgt im Median nur 44% der Zeit ohne dem „m-LoD“-Konzept (siehe 
Diagramm 19). 
 
Diagramm 18: Kognitive Last aller Aufgaben mit „m-LoD“-Konzept (N=6) 
Aufgabe Geistig Körperlich Zeitlich Ausführend Anstrengend Frustrierend 
1 18 8 48 60 40 5 
2a 18 5 63 35 53 5 
2b 15 3 53 30 38 3 
3 10 5 18 15 18 5 
4a 8 5 13 30 20 3 
4b 8 10 20 18 18 5 
5 30 13 35 33 38 18 
Tabelle 51: Beanspruchungshöhe nach NASA-TLX mit „m-LoD“-Konzept (N=6, Werte entsprechen dem Median über 
alle Probanden) 
Es wird die Null-Hypothese !!!mit der Aussage, dass zwischen den verwendeten Konzepten kein 
Unterschied in Bezug auf die Dauer besteht, aufgestellt. Als Alternativhypothese !!! wird 
angenommen, dass ein signifikanter Unterschied in Bezug auf die Dauer besteht. 
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!! ! !!!!!"# ! !!!!!"! !!"# !! ! !!!!!"# ! !!!!!"! !!"# 
Für den F-Test ergab die Prüfgröße einen Wert von !!!!"# ! !"#!!!!!!"! !!"# ! !"#. Dieser Wert 
ist größer als der Referenzwert von ! ! !!!. Es kann mit einer Konfidenz von 95 % behauptet 
werden, dass ein Unterschied besteht. 
Nach Durchführung der Aufgaben wurde der Proband aufgefordert das Netzwerk zu beschreiben 
und die nachfolgenden Fakten zu benennen, welche zu je 25% in die Bewertung eingehen. 
! Größe des Netzwerks 
! Anzahl der Teilgraphen 
! Objekt mit höchstem Vernetzungsgrad 
! Objekt mit geringstem Vernetzungsgrad 
Es wird angenommen, dass unter Verwendung des „m-LoD“-Konzepts eine korrektere Wiedergabe 
des Netzwerks möglich ist. Weiterhin besteht die Annahme, dass eine geringere Zeit zur Betrachtung 
und Interaktion mit dem Netzwerk eine weniger korrekte Wiedergabe entstehen lässt. Die Analyse 
der Zeiten ergab, dass mit der Verwendung des „m-LoD“-Konzepts wesentlich weniger Zeit in 
Anspruch genommen wurde.  
 
Diagramm 19: Zeit in Sekunden zur Bearbeitung aller Aufgaben mit und ohne „m-LoD“-Konzept (N=6) 
 
Diagramm 20: Korrektheit der Wiedergabe des Netzwerks mit „m-LoD“-Konzept (N=6, Korrektheit in Prozent je 
Proband) 
Die Korrektheit der Wiedergabe in Diagramm 20 zeigt, dass mit dem „m-LoD“-Konzept die 
Wiedergabe korrekter erfolgte als ohne dem „m-LoD“-Konzept und die zeitliche Reduktion 
wahrscheinlich keine Auswirkungen auf die Korrektheit hat. 
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Die Hypothese für die Verwendung mentaler Karten beschreibt das globale Strukturmittel „Multi-
level-of-Detail“-Konzept und die lokalen Strukturmittel der Form, Position, Größe und der erzeugten 
Muster durch Cluster und Pooling. Diese Eigenschaften in der Gestaltung des Graphen sind so 
gewählt, dass sie die Gedächtnissubsysteme unterstützen. Das heißt, sie erzeugen Metaphern und 
ihre semantischen und numerischen Eigenschaften werden über Chunks wahrgenommen. 
Die Hypothesen (siehe Abschnitt 4.2) werden durch die Messung quantitativer Werte validiert. 
Jeweils mit und ohne dem „m-LoD“-Konzept für das vorhergenannte große Netzwerk. Das globale 
Strukturmittel wird mit dem Zoom & Pan Konzept verglichen. Der Proband kann zu einem Zeitpunkt 
auf seinem Bezugssystem nur ein LoD erzeugen (ohne Verwendung des „m-LoD“-Konzepts). Die 
Analyse der Messwerte bezüglich der Anzahl der verwendeten LoDs, Cluster und Poolings ergab für 
das Szenario mit „m-LoD“-Konzept folgende Werte (siehe Diagramm 22). 
 
Diagramm 21: Korrektheit der Wiedergabe des Netzwerks ohne „m-LoD“-Konzept (N=6, Korrektheit in Prozent je 
Proband) 
 
Diagramm 22: Anzahl der gebildeten LoDs, Cluster, Pooling; Exploration mit „m-LoD“-Konzept (N=6) 
Der hohe Wert in der Verwendung von verschiedenen LoDs zeigt, dass das globale Strukturmittel 
intensiv genutzt wurde. In Zusammenhang mit der geringen Zeit zur graphenbasierten Exploration 
weißt dies auf eine Unterstützung der kognitiven Prozesse hin. Dies wurde ebenfalls mit dem NASA-
TLX belegt. Hingegen werden Cluster und Poolings im geringeren Maße verwendet. Daraus lässt 
sich schließen, dass das globale Strukturmittel hinreichend ist für die graphenbasierte Exploration. 
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Diagramm 23: Anzahl der gebildeten LoDs, Cluster, Pooling; Exploration ohne „m-LoD“-Konzept (N=6) 
Im Vergleich zu einer graphenbasierten Exploration ohne „m-LoD“-Konzept (siehe Diagramm 23) 
zeigt sich die intensivere Nutzung von Clustern. Der Wert für die Verwendung von Poolings ist im 
arithmetischen Mittel identisch mit dem Wert des Poolings unter Verwendung des „m-LoD“-
Konzepts. 
Die im Diagramm 23 dargestellte Menge der LoDs ist der Vollständigkeit halber aufgeführt und weist 
auf die Verwendung von Zoom & Pan hin, d.h. der Proband kann nur ein Level-of-Detail zu einem 
Zeitpunkt darstellen. Dieser Unterschied ist in Tabelle 52 dargelegt. 
 Mit m-LoD ohne m-LoD 
Arithmetisches Mittel 26 46 
Median 27 46 
Standardabweichung 4 4 
Tabelle 52: Anzahl der Pan Interaktionen zur graphenbasierten Exploration (N=6) 
Aus der intensiven Nutzung paralleler, verschiedener LoDs zu einem Zeitpunkt auf dem 
Bezugssystem lässt auf eine semantische Bedeutung für den Nutzer folgern. Diese wird durch das 
Subsystem mentale Karten unterstützt. 
Weitere semantische Werte lassen sich durch die Verwendung von Gestaltgesetzen erzeugen. Dazu 
werden im Folgenden die Messwerte zu den gestaltgebenden Eigenschaften der Knoten, Kanten 
und der gebildeten Muster analysiert. 
Die maximale Anzahl an unterschiedlichen Linientypen beträgt drei (durchgehend, halbe Strecke, 
ohne Mittelbereich). In beiden Explorationen (mit und ohne „m-LoD“-Konzept“) wurden maximal zwei 
Linientypen verwendet. Unter ‚Verwendung eines Linientyps’ wird Folgendes definiert: die Auswahl 
des Linientyps und der anschließende Beginn der Exploration. Erfolgt keine Exploration, wird der 
Linientyp als nicht verwendet eingestuft. 
Die Messwerte ergaben, dass der Linientyp „halbe Strecke“ in beiden Explorationskonzepten nicht 
verwendet wurde. Für die Exploration mit dem „m-LoD“-Konzept wurden die beiden anderen 
Linientypen genutzt, während ohne dem „m-LoD“-Konzept nur die durchgehende Linie verwendet 
wurde. Dies lässt auf eine semantische Unterstützung durch das „m-LoD“-Konzept schließen. 
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Ein ähnliches Verhalten der Probanden zeigt sich in der Verwendung der Anzahl verschiedener 
Formen für die Knoten. 
 Mit m-LoD ohne m-LoD 
Arithmetisches Mittel 4 5 
Median 4 5 
Standardabweichung 1 1 
Minimum 3 4 
Maximum 4 6 
Tabelle 53: Anzahl der verwendeten Knotenformen während der graphenbasierten Exploration (N=6) 
Die Auswertung ergibt, dass klar unterscheidbare Formen verwendet wurden. Diese sind: 
! Kreis (vorgegebene Form im Standardlayout) 
! Quadrat 
! Dreieck (Spitze oben) 
! Kreuz 
Zusätzlich wurde in der Exploration ohne „m-LoD“-Konzept das Dreieck mit der Spitze nach unten 
verwendet sowie von zwei Probanden die Raute. 
Die Verwendung klar unterscheidbarer Formen wurde von den Probanden mit der Menge der 
dargestellten Knoten argumentiert. Daraus folgt, dass diese Formen ein ausschlaggebendes 
Strukturmittel für die graphenbasierte Exploration bilden. Eine weitere Folgerung aus den Daten ist, 
dass nur eine bestimmte Menge an verschiedenen Strukturmitteln wahrgenommen werden kann und 
eine entsprechende Sättigung dieser Menge eingetreten ist. Aus der Bildung der Cluster und der 
verwendeten Formen der Knoten lassen sich verschiedene Muster ableiten. Die Analyse der Muster 
in den Clustern ergab, dass die Form des Clusterns identisch zu der am häufigsten auftretenden 
Form der Knoten oder dem zentral positionierten Knoten ist (siehe Abb. 114). 
 
Abb. 114: Bildung von Muster durch Anordnung von Knoten im Cluster, die Form des zentralen Knotens wird durch 
den Cluster repräsentiert 
Daraus folgt, dass ein entsprechender Baukasten an visuellen Elementen für die graphenbasierte 
Exploration in der Verwendung auf eine geringe Menge an visuellen Elementen reduziert wird. Es 
wird empfohlen weitere Untersuchungen bezüglich der Menge durchzuführen. Es wird angenommen, 
dass der Wert sich um ! !!!! visuelle Elemente bewegt, welcher sich bereits in der Literatur zur 
Wahrnehmung und zur Wiederholung visueller Elemente als hinreichend erwiesen hat. 
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Die Catch-Funktion wurde von allen Nutzern, unabhängig von der Exploration mit oder ohne „m-
LoD“-Konzept, verwendet. Die Auswertung des Interviews ergab, dass diese Funktion nützlich 
bezüglich des Gesamtnetzwerks ist. Dies zeigt auch der Zeitpunkt der Verwendung. Zum einen, zu 
Beginn der Exploration im Standardlayout, in der sich viele Knoten außerhalb der sichtbaren Fläche 
und zum anderen, zur Orientierung vor der Pan-Interaktion. Dies geschah ebenfalls unabhängig von 
dem Einsatz des „m-LoD“-Konzepts. Daraus lässt sich folgern, dass dieses lokale Strukturmittel eine 
allgemeine Unterstützung der graphenbasierten Exploration ist. 
Abschließend steht die Analyse zur Nutzung der Funktion „Perspektivität“. Diese ermöglichte dem 
Nutzer, Gruppen auf verschiedenen Ebenen perspektivisch zu verschieben. Die Erwartung an die 
Auswertung besteht darin, dass die Probanden diese Funktion verwenden um Beziehungen und 
Objekte zu erkennen. Die Auswertung des Interviews und der Messwerte ergab, dass die 
Verschiebung in perspektivischen Ebenen keinen Mehrwert brachte. Alle Probanden nutzen diese 
Funktion einmalig und nur kurz. 
Abschließend der detaillierten Auswertung der Messergebnisse lässt sich folgern, dass die 
eingeführten globalen und lokalen Strukturmittel die Nutzung der mentalen Karten unterstützen. 
Weiterhin wurde die Reduktion der kognitiven Last durch das globale Strukturmittel „Multi-Level-of-
Detail“-Konzept gezeigt. Der „Lost-in-Context“-Effekt wurde ebenfalls reduziert. Dies ist unter 
anderem durch die Interaktion Catch zusätzlich verstärkt. Im Bereich der lokalen Strukturmittel 
konnte die Bereitstellung von visuellen Elementen eine gestalterische Wirkung erzeugen, welche sich 
auf semantische und numerische Werte während der graphenbasierten Exploration bezieht. 
7.4 Schlussfolgerung 
Die Evaluationen zur graphenbasierten Exploration mit dem globalen und lokalen Strukturmitteln 
haben gezeigt, dass diese wesentlichen Vorteile in den Bereich der visuellen Kognition und der 
Visualisierung und Interaktion für die graphenbasierte Exploration bringen. Insbesondere die 
Unterstützung der mentalen Karten führte zu einer Reduktion der kognitiven Last und des „Lost-in-
Context“-Effekts. Die Evaluation zeigt, dass komplexe Netzwerke effektiver (schneller und korrekter) 
mit einer Graphvisualisierung exploriert werden können, als mit Tabellen oder 
Datenbankabfragesprachen. 
Die erste Vorevaluation zeigte weiterhin, dass das globale Strukturmittel „m-LoD“-Konzept 
wesentliche Vorteile in der Verortung, Wiedererkennung und Interaktion gegenüber aktuellen Tools 
der Graphvisualisierung bietet. Dies wurde im Detail durch die Hauptevaluation belegt. Ebenfalls 
wurden zur visuellen Unterstützung lokale Strukturmittel verwendet. Diese basieren auf den 
Gestaltgesetzen und unterstützen die visuelle Wahrnehmung. 
Die zweite Vorevaluation belegt weiterhin, dass die Verortung der Graphobjekte abhängig von dem 
Bezugssystem ist. Ein Bezugssystem mit Struktur reduziert die Anzahl der Interaktionen und der 
verwendeten lokalen Strukturmittel. 
Die Annahme, dass ein einzelnes Objekt mit der graphenbasierten Exploration aufwendiger zu 
lokalisieren ist, hat sich bestätigt. In diesem Aspekt haben Datenbankabfragesprachen einen Vorteil, 
insbesondere wenn bekannt ist, dass das Objekt in der Menge enthalten ist. 
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Hingegen wurde widerlegt, dass die Auswirkung der perspektivischen Verschiebung als 
Unterstützung zur Identifikation von überdeckten Relationen förderlich ist. 
Die durchgeführten Evaluationen gelten als Grundlage für die Bewertung der eingeführten 
Strukturmittel der graphenbasierten Exploration. Weitere Untersuchungen werden empfohlen, 
insbesondere in Hinblick auf die Verwendung von visuellen Elementen und Strukturmitteln. Es 
zeichnet sich ab, dass diese Menge auf ! !!!! Strukturmittel / visuelle Elemente beschränkt ist. 
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8 Forschungsbeitrag 
Der Ansatz dieser Arbeit liegt in der Untersuchung, welche gestalterischen Mittel in Graphen für die 
Exploration komplexer Netzwerke genutzt werden können. Die Unterstützung der Nutzer durch 
Strukturmittel während des Explorationsprozesses zeigt eine Reduktion der kognitiven Last sowie 
des „Lost-in-Context“-Effekts. 
Die Exploration komplexer Netzwerke wird in aktuellen Lösungen durch Tabellen und 
Abfragesprachen realisiert, welche zur inhaltlichen Erschließung eine hohe kognitive Last erzeugen. 
Einige aktuelle Systeme setzen auf die visuelle Darstellung der Netzwerke als Graphen. Diese 
steigern das Verständnis für Detail- oder Kontextsichten. Für die individuelle Exploration fehlt es an 
Freiheitsgraden in der Visualisierung und Interaktion. Aus dem Anwendungsfall und den 
Herausforderungen aktueller Systeme stellt sich folgende Hypothese: 
Durch das Visualisierungs- und Interaktionskonzept der globalen und lokalen Strukturmittel 
kann die kognitive Last und der „Lost-in-Context“-Effekt während der graphenbasierten 
Exploration mittels eines visuell-mentalen Gedächtnismodells zur Verarbeitung 
semantischer und numerischer Werte, zur Abbildung virtueller Positionen von Objekten auf 
die mentale Karte, unterstützt werden. 
Als Resultate der Detaildiskussion der Hypothese und der durchgeführten Evaluationen lassen sich 
die folgenden Forschungsbeiträge herausstellen. 
Mentale Karten und das Gedächtnismodell 
Die Abbildung mentaler Karten im Gedächtnis erfordert die Verwendung von numerischen und 
semantischen Werten. Als Grundlage diente das visuell-mentale Modell von Kosslyn aus dem Jahr 
1994 (Kosslyn 1994). Dies beschreibt, wie numerische Werte erfasst und im Arbeitsgedächtnis 
verarbeitet werden. Es stellt sich folgende Hypothese: 
Die erzeugte mentale Karte, als Teil des visuell-mentalen Gedächtnismodells, basiert auf 
numerischen und semantischen Werten, welche aus den Informationen während der 
graphenbasierten Exploration gewonnen werden. 
Es wurde gezeigt, dass zusätzlich semantische Werte sowie Beziehungen zwischen Objekten in 
Form von Vektoren eine wesentliche Rolle in der Orientierung und der Abbildung in einer mentalen 
Karte spielen. Diese Eigenschaften sind sehr präsent in der Verarbeitung und Beschreibung durch 
den Nutzer. Daraus resultiert die Adaption des Modells von Kosslyn. Es wurden die Subsysteme 
„Verortung“ und „Vektoren“ durch die Einführung semantischer Werte in Kombination mit 
numerischen Werten angepasst. Beide Subsysteme liefern Werte, welche im Subsystem mentale 
Karte zusammengefasst werden. Diese entstandenen Karten werden abschließend im Gedächtnis 
gespeichert beziehungsweise mit bekannten Versionen verglichen. 
Des Weiteren folgt als Forschungsbeitrag die Anpassung der gestalterischen Mittel zur 
graphenbasierten Exploration. Diese werden in ein globales und mehrere lokale Strukturmittel 
untergliedert. 
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Globales Strukturmittel 
Das globale Strukturmittel „Multi-Level-of-Detail“-Konzept bildet den zentralen Punkt dieser Arbeit 
und damit den Kern des Forschungsbeitrags. 
Das globale Strukturmittel „Multi-Level-of-Detail“ unterstützt die graphenbasierte 
Exploration und Verarbeitung der Positionen von Graphobjekten in der Reduktion der 
kognitiven Last und des „Lost-in-Context“-Effekts. 
Das globale Strukturmittel gliedert sich in zwei Aspekte. Zum einen, die frei und individuelle 
Verortung von Graphobjekten auf dem Bezugssystem und zum anderen, die parallele und 
unabhängige Erstellung mehrerer „Levels-of-Detail“ (LoD). Beide Aspekte erhalten die Topologie des 
Graphen. Dies resultiert in einer für jeden Nutzer individuellen Anordnung der Graphobjekte auf dem 
Bezugssystem. Die Menge aller Verortungen und Vektoren bildet die mentale Karte. In der Evaluation 
wurde gezeigt, dass die im Gedächtnismodell eingeführten mentalen Karten eine graphenbasierte 
Exploration unterstützen. Diese Unterstützung wird durch das globale Strukturmittel „Multi-Level-of-
Detail“-Konzept gebildet. 
Lokale Strukturmittel 
Im Bereich der lokalen Strukturmittel ergeben sich aus der vorliegenden Arbeit folgende 
Forschungsbeiträge. 
Die Auswirkungen der Gestaltgesetze, der Graphästhetik sowie Objekt- und Szenenwahrnehmung 
wurden gegenüber dem Gedächtnismodell und dessen Eigenschaften validiert. Die Hypothese 
lautet: 
Das Gedächtnismodell ist stabil gegenüber den Eigenschaften der Gestaltgesetze, der 
Graphästhetik sowie der Objekt- und Szenenwahrnehmung, unabhängig von der Art der 
Graphobjekte in der graphenbasierten Exploration. 
Im Detail zeigte die Analyse der gestalterischen Mittel für die graphenbasierte Exploration, dass die 
Nutzung von geometrischen Primitiven die Objekt- und Szenenwahrnehmung unterstützt. Die Nutzer 
verwendeten unterschiedliche geometrische Primitive zur Organisation und Verortung der 
Graphobjekte. Die Einbindung eines Bezugssystems mit einem vorgegebenen Raster unterstütze 
den Prozess der Verortung der Graphobjekte. Im Prototyp und in der Evaluation wurden 
konzentrische Kreise sowie ein quadratisches Raster den Probanden als Bezugssysteme 
bereitgestellt. Weiterhin stellte sich als Ergebnis heraus, dass durch die Verwendung eines 
strukturierten Bezugssystems der „Lost-in-Context“-Effekt reduziert wurde. Es lässt sich folgern, 
dass die Verwendung der Eigenschaften aus den Gestaltgesetzen in der graphenbasierten 
Exploration die Reduktion der kognitiven Last und die Reduktion des „Lost-in-Context“-Effekts 
unterstützen. 
Die Regeln der Graphästhetik nutzen als Grundlage die Gestaltgesetze. Eine Validierung dieser 
Regeln erfolgte indirekt. Damit gilt, dass diese Regeln unter der Annahme der ausschließlichen 
Verwendung von Gestaltgesetzen, für die graphenbasierte Exploration und das Gedächtnismodell 
gültig sind. 
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Als Reduktionsmittel von Störmustern durch Kanten und Knoten wurde der „Force-Directed”-
Algorithmus gewählt. Dieser reduziert die Anzahl der Kantenschneidungen auf ein Minimum. Die 
geringere Anzahl an Kantenschneidungen reduziert die kognitive Last während der Exploration. 
Dieses Mittel wurde unter der Annahme eines komplexen Netzwerks gewählt. Eine hohe Anzahl an 
Kantenschneidungen erhöht, unabhängig von der Aufgabe, die kognitive Last. Der Algorithmus 
wurde dahingehend angepasst, dass dieser sich nur auf das Standardlayout auswirkt. Dies 
Unterstützt ebenfalls die Objekt- und Szenenwahrnehmung. 
Die Verwendung von semantischen Werten, basierend auf den aufgeführten gestalterischen Mitteln, 
erzeugt einen Baukasten visueller Elemente in der graphenbasierten Exploration. 
Die Konzepte der visuellen Exploration, die visuellen Elemente zur Gestaltung sowie die 
Semantik und Bildsprache lassen sich durch das Gedächtnismodell herleiten und in einen 
Baukasten visueller Elemente zur graphenbasierten Exploration überführen. 
Eine beschränkte Menge an visuellen Elementen zur Manipulation der Graphobjekte unterstützt den 
Nutzer in der graphenbasierten Exploration. Die Beschränkung der Menge an visuellen Elementen 
verhindert einen „Lost-in-Context“-Effekt. Zugleich fördert sie die Bildung von Metaphern durch den 
Nutzer. Diese werden in Form von visuellen Mustern in den gebildeten Clustern wiedergegeben. Die 
Verwendung von Metaphern reduziert die kognitive Last. Der Nutzer greift auf bekanntes Wissen 
zurück und assoziiert dies mit dem unbekannten Wissen. 
Interaktion 
Für den Forschungsbereich der Interaktion in der graphenbasierten Exploration stellt sich folgende 
Hypothese: 
Interaktionen besitzen Eigenschaften, welche semantische sowie numerische Werte in 
dem Gedächtnismodell abbilden und die graphenbasierte Exploration in Bezug auf die 
Reduktion der kognitiven Last unterstützen. 
Im Speziellen wurde der Forschungsbereich Interaktion für die graphenbasierte Exploration 
dahingehend untersucht, wie der „Lost-in-Context“-Effekt durch die Nutzung einer temporären 
Kontextsicht unterstützt wird. Dazu wurde erfolgreich die Interaktion „Catch“ eingeführt und validiert. 
Diese ordnet alle nicht sichtbaren Graphobjekte am Rand des Bezugssystems an. Dies unterstützt 
den Nutzer in der visuellen Wahrnehmung und Einordnung seiner aktuellen Sicht auf den Graph. 
Zugleich reduziert dies die kognitive Last und verringert die Zeit, welche zur Bearbeitung der 
Aufgaben, im Vergleich zu aktuellen Konzepten (ein LoD zu einem Zeitpunkt), benötigt wird. Der 
Nutzer bleibt in seinem Bereich der Wahrnehmung und Interaktion und kann zusätzliche 
semantische und numerische Werte zur Einordnung in der mentalen Karte erfassen. 
Die Interaktion „Pooling“ (und die Gegenfunktion das „De-Pooling“) unterstützen den Nutzer auf zwei 
Arten. Zum einen als Metapher durch die Wahl eines Repräsentanten für eine Menge (dies bezieht 
sich auf das „Pooling“) und zum anderen als Reduktionsmittel in der visuellen Darstellung des 
Graphen. Beide Arten reduzieren die kognitive Last in der Exploration durch eine Verringerung der 
Menge an Graphobjekten. Die Interaktion Pooling ist Topologie erhaltend. 
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Die Vorevaluationen zeigten, dass die Verwendung von Graphen gegenüber Tabellen in der 
Exploration komplexer Netzwerke effektiver ist (basierend auf der Zeit zur Bearbeitung der Aufgaben). 
Darüber hinaus konnte gezeigt werden, dass die eingeführten Konzepte des globalen und der 
lokalen Strukturmittel eine weitere Steigerung im Verständnis des Netzwerks und der Bearbeitung 
der Aufgaben liefert. 
Herausforderungen des Konzepts 
Die kritische Betrachtung und die durchgeführten Evaluationen der eingeführten Konzepte zeigten, 
dass folgende Herausforderungen bestehen. 
Die Exploration des Graphen bezüglich eines einzelnen, bekannten Objektes ist mittels 
Datenbankabfragesprachen schneller und effektiver als eine graphenbasierte Exploration.  
Weiterhin wurde gezeigt, dass der Einsatz der Perspektivität (als perspektivische Verschiebung von 
Gruppen in Ebenen) keine weitere Information erzeugt. Die aufgestellte Hypothese war: 
Die Verwendung der Perspektivität, durch die Verschiebung von Ebenen, verringert die 
kognitive Last in der Wahrnehmung der Relationen während der graphenbasierten 
Exploration. Dies wird durch die Abbildung semantischer Eigenschaften aus der 
Graphvisualisierung in den Subsystemen des Gedächtnismodells ermöglicht. 
Die Unterstützung der Perspektivität konnte nicht nachgewiesen werden. Damit ist die Hypothese 
widerlegt. 
Abschließend steht als Herausforderung die Skalierbarkeit des Systems. In Bezug auf mobile 
Systeme ergab die Betrachtung, dass es nicht möglich ist, auf eine effektive graphenbasierte 
Exploration zu setzen. Dies ist vor allem durch die geringe Größe des Bildschirms beeinflusst. 
Zukünftige, offene Forschungsfragen 
In Anlehnung an die erarbeiteten Forschungsbeiträge ergaben sich weitere Ansätze zur 
Untersuchung von Eigenschaften in Bezug auf das visuell-mentale Modell und die graphenbasierte 
Exploration. 
In der Implementierung des Prototyps wurden sechs verschiedene geometrische Formen als 
gestalterische Mittel verwendet. Die Evaluation zeigte, dass nahezu alle Formen verwendet wurden. 
Die resultierende offene Forschungsfrage zielt auf ein Maximum in der Verwendung von 
geometrischen Formen zur Strukturierung während der graphenbasierten Exploration ab. Es wird 
angenommen, dass diese Zahl auf den Wert von ! !!!!!steigen wird. Als Randbedingungen sollten 
zusätzliche Strukturmittel mit beachtet werden, und welchen Einfluss diese Menge auf die Zahl der 
geometrischen Formen hat. 
Die graphästhetischen Mittel basieren zum größten Teil auf den Gestaltgesetzen. Als offene 
Forschungsfrage bleibt, wie sich diese, unter der Annahme, dass graphästhetische Mittel nicht auf 
den Gestaltgesetzen basieren, auf die graphenbasierte Exploration und den Baukasten visueller 
Elemente auswirken. Es wird angenommen, dass dies von den Aufgabenarten während des 
Explorationsprozesses sowie von der Komplexität des Graphen abhängig ist. 
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Die Widerlegung der erfolgreichen Nutzung der Perspektivität mündet in der Frage wie sich andere 
Arten der Perspektivität auf die graphenbasierte Exploration auswirken. Im Besonderen sind die 
Auswirkungen der Annahmen zur Multiperspektive und die Gestaltung von parallelen Sichten auf den 
Graphen für die Exploration von Interesse. Daran anknüpfend folgt die Betrachtung der kognitiven 
Last während der Bearbeitung von Aufgaben mit mehreren, parallelen Graphdarstellungen. 
Zusätzlich ist die Forschungsfrage: „Wie sich der Baukasten visueller Elemente entsprechend 
ändert?“ offen. 
Als abschließende Forschungsfrage für weitere Betrachtungen stellt sich die Nutzbarkeitsprüfung 
des Konzepts für andere Technologien wie zum Beispiel „Augmented Reality“-Brillen oder einer 
„Cave“. Diese bieten einen größeren Interaktionsraum sowie eine größere Darstellungsfläche. Welche 
Auswirkungen auf das Konzept durch eine den Nutzer vollständig umgebende Darstellung eines 
Graphen entstehen? 
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10 Glossar 
Begriff Erklärung 
AIS (HANA AIS) Active Information Store, Graphdatenbank der SAP HANA 
Datenbank (Rudolf et al. 2013) 
Ariba Anbieter eines Netzwerk zur wirtschaftlichen Kollaboration von 
Firmen 
Aufmerksamkeit Ein bewusster oder unbewusster Prozess zur Aufnahme von 
Information aus der Umwelt oder dem Körper. 
Bezugssystem Ein virtuelles System, meist eine Fläche, auf der Objekte 
angeordnet werden können. Es ist in den meisten Fällen mit Skalen 
versehen zur Unterteilung und genauen Bestimmung der Position 
von angeordneten Objekten. 
Bildsprache Die semantische Wirkung von graphischen Elementen als 
Zusammenspiel aller auf dem Bezugssystem dargestellten Objekte. 
Catch Interaktion zur Anordnung aller Graphobjekte, die sich außerhalb 
des sichtbaren Bezugssystems befinden an dem inneren Rand des 
sichtbaren Bezugssystems. 
Chunks Einheiten zur Wahrnehmung und Verarbeitung von Information. 
Clustern Die Organisation von Graphobjekten auf sehr engen Raum. 
D3JS Eine auf JavaScript basierende Bibliothek von Methoden zur 
Darstellung von Graphen. (Bostock et al. 2011) 
Degree of Interest (DoI) Beschreibt den vom Nutzer erzeugten Grad des Interesses an 
einem Objekt. 
Detail Kleinste semantische Auflösung beim Zoomen mit der 
höchstmöglichen Information. 
Exploration Die Gewinnung von Information in einem unbekannten System. 
Farbperspektive Ist in Bezug auf die Tiefe ein Mittel der fließenden Übergänge. In 
Bezug auf die Fläche ein Mittel der Relation. 
Filtern Reduktion einer Menge durch die Definition von Parametern und 
Metriken. 
Filtertheorie Ein Engpass im Wahrnehmungsprozess in der Verarbeitung von 
Reizen aus der Umwelt. 
Force-Directed-Algorithmus Ein Algorithmus zur Anordnung von Knoten und Kanten auf 
Grundlage von Anziehung und Abstoßung. Er ermöglicht die 
gleichberechtigte Anordnung aller Graphobjekte auf dem 
Bezugssystem. (Fruchtermann et al. 1991) 
Gedächtnismodell Eine Unterteilung der Funktionen der Wahrnehmung in Subsysteme 
und die Beschreibung der Zusammenhänge und des Flusses der 
Reize und der Entstehung von Information. 
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Gestaltgesetze Eine Menge von Regeln zur Beschreibung der Gestaltung und 
Erklärung der visuellen Kognition. (Wertheimer 1922) 
Graph Eine ist Menge von Knoten und Kanten. (Diestel 2010) Er 
beschreibt Relationen zwischen Objekten in einer visuellen 
Darstellung. 
Graphästhetik Ein Bereich der Gestaltung, welcher die Gestaltgesetze auf die 
visuelle Darstellung von Graphen anwendet. (Purchase 1997) 
Graphobjekte Alle Kanten, Knoten eines Graphs und die dazugehörigen Labels 
(Diestel 2010) 
Graphenbasierte Exploration Beschreibt die Gewinnung von Information in unbekannten 
Systemen, welche als Graph dargestellt sind. 
Graphvisualisierung Beschreibt die Übertragung von Daten in eine visuelle, 
graphenbasierte Darstellung. 
Grenzbereiche (von Graphen) Beschreiben die Extreme der Darstellung in Bezug auf das 
verwendete System, den Nutzer sowie die Daten, welche 
visualisiert werden. 
HANA (SAP HANA) Ein Datenbanksystem der SAP AG. (Rudolf et al. 2013) 
Information Information entsteht als Resultat einer Aktion und dem (geglückten) 
Transfer von Wissen in einer konkreten Situation und verringert in 
seiner Wirkung beim Betrachter die Ungewissheit über eine 
bestimmte Struktur eines nicht erschlossenen Bereichs oder 
Beziehung. (Fachrichtung Informationswissenschaft: Definition: 
Information 2014) 
Informationsvisualisierung Ein Forschungsbereich, der sich mit der Darstellung von 
aufbereiteten Daten beschäftigt.  
Interaktion Beschreibt das Einwirken des Nutzers auf die Darstellung von 
Daten sowie die Bereitstellung von möglichen Funktionen der 
Manipulation für den Nutzer. 
Kognition Forschungsbereich, der sich mit den Wahrnehmungsprozessen 
und der Entstehung von Information durch Reize beschäftigt. 
Kognitive Last Beschreibt den Aufwand des menschlichen Gehirns zur 
Wahrnehmung der dargestellten Gestaltung und die zugehörige 
Interaktionsmöglichkeit. (Welcher Zusammenhang besteht 
zwischen der instruktionalen Gestaltung und der Gestaltung von 
Merkmalen der menschlichen kognitiven Architektur) (Sweller et al. 
1990) 
Kontext Die globale Sicht auf ein System oder Datensatz. Es zeigt den 
großen Zusammenhang, ohne auf Details einzugehen. Meist eine 
abstrahierte Darstellung aller Details. 
Level of Detail Eine Stufe zwischen Detail und Kontext. 
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Lost in Context Effekt Ein Effekt, der während der Exploration eines Systems auftritt. Er 
beschreibt den Verlust des Zusammenhangs während der 
Exploration. 
Mentale Karte Eine mentale Repräsentation der wahrgenommenen Objekte in 
einem nicht realen Bezugssystem. Es werden Eigenschaften des 
realen Systems (numerische Werte) übertragen. (Lynch et al. 1965) 
Multi Level of Detail Mehrere parallel, in einer Darstellungsebene präsente Detailstufen, 
ohne linearer Abhängigkeit an den Berührungskanten (Buzin 2013a) 
NASA-TLX Der NASA-TLX bezieht sich darauf, dass die Arbeitslast ein 
hypothetisches Konstrukt ist, welches Kosten menschlicher 
Aufwände zur Erreichung eines bestimmten Levels an Leistung 
definiert. Es reflektiert verschiedene Eigenschaften, welche 
unterschiedlich bei verschiedenen Menschen auftreten können. 
(Hart et al. 1988) 
Netzwerk Alle Systeme, deren Struktur sich als ein Graph beschreiben lässt.  
Objekt- und 
Szenenwahrnehmung 
Der Prozess der Objekt- und Szenenwahrnehmung beschreibt die 
Bestimmung von Eigenschaften sowie die Erkennung von Mustern 
(Binford 1971) 
Ortsgedächtnis Das Vermögen sich an Orte zu erinnern (Yates 1992) 
Personas Eine prototypische Darstellung einer Gruppe mit bestimmten 
Eigenschaften. Diese Gruppe gilt als Nutzerkreis des Produkts. 
(Cooper 1999). 
Perspektivität Das Wort Perspektivität stammt aus dem Latein ‚perspicere’ 
(„hindurchsehe“, „hindurchblicken“) und bezeichnet ein räumlich, 
lineares Verhältnis von Objekten im Raum. Aus mathematischer 
Sicht ist es die Differenz zweier Projektionen von einem Punkt auf 
verschiedene Ebenen (Thompson et al. 2011, S. 152) 
Pooling / Depooling Das Zusammenfassen von mehreren, vom Nutzer frei gewählten, 
Graphobjekten zu einem repräsentativen Graphobjekt. Das Pooling 
ist topologieerhaltend. Depooling beschreibt die Umkehrung des 
Poolings. 
Primacy Effekt Besagt, dass sich an früher eingehende Reize besser erinnert wird 
als an andere Reize. (Atkinson et al. 1968) 
Recency Effekt Besagt, dass sich an später eingehende Reize besser erinnert wird 
als an andere Reize. (Atkinson et al. 1968) 
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SAP AG „SAP ist führender Anbieter von Unternehmenssoftware mit 
Stammsitz in Walldorf. Seit der Gründung im Jahr 1972 hat sich 
SAP durch Innovation und Wachstum zum führenden Anbieter von 
Unternehmenssoftware entwickelt. Mehr als 253.500 Kunden 
weltweit sind dank der Anwendungen und Services von SAP in der 
Lage, rentabel zu wirtschaften, sich ständig neuen Anforderungen 
anzupassen und nachhaltig zu wachsen.“ (Business Technology 
Days 2014) . 
SAPUI5 Bibliothek für die Erstellung von Webseiten für 
plattformübergreifende Systeme. 
Strukturmittel Visuelle und interaktive Konzepte zur Gestaltung von Graphen unter 
Beachtung der Gestaltgesetze und den Gedächtnismodellen. 
Topologie (eines Graphen) Beschreibt die mathematische Struktur eines Graphen. 
Verortung Mediale Organisation von Objekten auf einer virtuellen Oberfläche 
(Yates 1992) 
Visuell kognitives Modell Bezeichnet ein System mit kognitiven Funktionen der visuellen 
Informationsverarbeitung. Visuell-kognitive Modelle beinhalten 
Prozesse der Aufmerksamkeit, der Wahrnehmung, des Denkens 
und Problemlösens sowie die Gedächtnisstrukturen. 
Visuelle Störmuster Entstehen als ungewollte Erscheinung bei der Gestaltung von 
graphischen Systemen und reduzieren die Wahrnehmung von 
Daten. 
Wahrnehmung Beschreibt den Prozess der Informationsgewinnung aus Reizen. 
(Eysenck 2000) 
XS Engine Script basiertes Interface für den Zugriff auf die Graphdatenbank 
von HANA (Rudolf et al. 2013) 
  
Zoomable User Interface (ZUI) Eine graphische, skalierbare Darstellung von Daten in einer 
Benutzeroberfläche mit unterschiedlichen Detailstufen. 
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13 Anhang 
13.1 Fragebogen erste Vorevaluation 
Fragen zur Person 
Geschlecht ! männlich  ! weiblich 
Alter ! 18 – 30 ! 31-40 ! 41-50 ! 51-60 ! 60+ 
Kenntnisse Keine Basis Fortgeschritten Experte  
UX ! ! ! !  
UI Design ! ! ! !  
Informations-
visualisierung 
! ! ! ! 
 
Graphen 
Theorie 
(mathematisch) 
! ! ! !  
Erfahrung mit 
Netzwerken 
! ! ! !  
 
Fragen zum Prototyp 
1. Allgemein 
Ich bin mit dem Prototyp als Tool zur Exploration und Visualisierung von Netzwerken zufrieden. 
trifft nicht zu trifft eher nicht zu Unentschieden trifft eher zu trifft zu 
! ! ! ! ! 
 
Ich würde das Tool weiter empfehlen. 
trifft nicht zu trifft eher nicht zu Unentschieden trifft eher zu trifft zu 
! ! ! ! ! 
 
Das Tool reagiert auf meine Fehler entsprechend ohne mich in meinen Aufgaben zu unterbrechen. 
trifft nicht zu trifft eher nicht zu Unentschieden trifft eher zu trifft zu 
! ! ! ! ! 
 
Ich finde das Konzept verständlich. 
trifft nicht zu trifft eher nicht zu Unentschieden trifft eher zu trifft zu 
! ! ! ! ! 
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2. Visualisierung 
Der Bereich zur Darstellung des Netzwerks ist ausreichend 
trifft nicht zu trifft eher nicht zu Unentschieden trifft eher zu trifft zu 
! ! ! ! ! 
 
Das Netzwerk ist gut erkennbar. 
trifft nicht zu trifft eher nicht zu Unentschieden trifft eher zu trifft zu 
! ! ! ! ! 
 
Die unterschiedlichen Knoten sind gut erkennbar. 
trifft nicht zu trifft eher nicht zu Unentschieden trifft eher zu trifft zu 
! ! ! ! ! 
 
Ich hab m-LoD genutzt um das Netzwerk für mich abzubilden 
trifft nicht zu trifft eher nicht zu Unentschieden trifft eher zu trifft zu 
! ! ! ! ! 
 
Die Perspektive gibt mir zusätzliches Wissen über das Netzwerk 
trifft nicht zu trifft eher nicht zu Unentschieden trifft eher zu trifft zu 
! ! ! ! ! 
 
Die Gruppierung verschiedener Knoten in einen Knoten ändert die Farbe - diese farbliche Zuordnung 
ist für mich verständlich. 
trifft nicht zu trifft eher nicht zu Unentschieden trifft eher zu trifft zu 
! ! ! ! ! 
 
3. Interaktion 
Die Möglichkeit alle Knoten auf der Darstellungsfläche zu haben ist gut für das Verständnis während 
der Interaktion um die Änderung der Beziehungen zu verfolgen. 
trifft nicht zu trifft eher nicht zu Unentschieden trifft eher zu trifft zu 
! ! ! ! ! 
 
Die Verwendung von m-LoD ist einfach. 
trifft nicht zu trifft eher nicht zu Unentschieden trifft eher zu trifft zu 
! ! ! ! ! 
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Die Verwendung der Perspektive ist einfach. 
trifft nicht zu trifft eher nicht zu Unentschieden trifft eher zu trifft zu 
! ! ! ! ! 
 
Die Gruppierung von Knoten verschiedener Gruppen ist verständlich. 
trifft nicht zu trifft eher nicht zu Unentschieden trifft eher zu trifft zu 
! ! ! ! ! 
 
Die Freie Anordnung von Elementen ist verständlich. 
trifft nicht zu trifft eher nicht zu Unentschieden trifft eher zu trifft zu 
! ! ! ! ! 
 
4. Gebrauchstauglichkeit 
Ich denke, dass ich das System gerne häufig benutzen würde. 
trifft nicht zu trifft eher nicht zu Unentschieden trifft eher zu trifft zu 
! ! ! ! ! 
 
Ich fand das System unnötig komplex. 
trifft nicht zu trifft eher nicht zu Unentschieden trifft eher zu trifft zu 
! ! ! ! ! 
 
Ich fand das System einfach zu benutzen. 
trifft nicht zu trifft eher nicht zu Unentschieden trifft eher zu trifft zu 
! ! ! ! ! 
 
Ich glaube, ich würde die Hilfe einer technisch versierten Person benötigen, um das System 
benutzen zu können. 
trifft nicht zu trifft eher nicht zu Unentschieden trifft eher zu trifft zu 
! ! ! ! ! 
 
Ich fand, die verschiedenen Funktionen in diesem System waren gut integriert. 
trifft nicht zu trifft eher nicht zu Unentschieden trifft eher zu trifft zu 
! ! ! ! ! 
 
Ich denke, das System enthielt zu viele Inkonsistenzen. 
trifft nicht zu trifft eher nicht zu Unentschieden trifft eher zu trifft zu 
! ! ! ! ! 
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Ich kann mir vorstellen, dass die meisten Menschen den Umgang mit diesem System sehr schnell 
lernen. 
trifft nicht zu trifft eher nicht zu Unentschieden trifft eher zu trifft zu 
! ! ! ! ! 
 
Ich fand das System sehr umständlich zu nutzen. 
trifft nicht zu trifft eher nicht zu Unentschieden trifft eher zu trifft zu 
! ! ! ! ! 
 
Ich fühlte mich bei der Benutzung des Systems sehr sicher. 
trifft nicht zu trifft eher nicht zu Unentschieden trifft eher zu trifft zu 
! ! ! ! ! 
 
Ich musste eine Menge lernen, bevor ich anfangen konnte das System zu verwenden. 
trifft nicht zu trifft eher nicht zu Unentschieden trifft eher zu trifft zu 
! ! ! ! ! 
 
13.2 Fragebogen Hauptevaluation 
13.2.1 Demographisch 
Fragen zur Person 
Geschlecht ! männlich  ! weiblich 
Alter ! 18 – 30 ! 31-40 ! 41-50 ! 51-60 ! 60+ 
Kenntnisse Keine 
(kein Wissen in 
dem Bereich 
vorhanden) 
Basis  
(Grundlegendes 
Wissen) 
Fortgeschritten 
(Konzepte und 
Anwendung) 
Experte 
(tiefgreifendes 
Wissen in dem 
Bereich) 
Spezialist 
(erstellen von 
eigenen 
Konzepten in 
dem Bereich) 
UX ! ! ! ! ! 
UI Design ! ! ! ! ! 
Informations-
visualisierung 
! ! ! ! ! 
Graphen 
Theorie 
(mathematisch) 
! ! ! ! ! 
Erfahrung mit 
Netzwerken 
! ! ! ! ! 
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13.2.2 NASA-TLX (deutsche Fassung) 
Beanspruchungsstruktur 
Geben Sie bitte an, welche relative Bedeutung für die empfundene Gesamtbeanspruchung bei der 
eben durchgeführten Aufgabe die sechs Beanspruchungsdimensionen für Sie hatten: 
! Geistige Anforderung 
o Wie viel geistige Anstrengung war bei der Informationsaufnahme und der 
Informationsverarbeitung erforderlich (Denken, Entscheiden, Rechnen, Erinnern, 
Hinsehen, Suchen)? War die Aufgabe leicht oder anspruchsvoll, einfach oder 
komplex, erfordert sie hohe Genauigkeit oder ist sie fehlertolerant? 
! Körperliche Anforderung 
o Wie viel körperliche Aktivität war erforderlich (ziehen, drücken, drehen, steuern, 
aktivieren)? War die Aufgabe leicht oder schwer, einfach oder anstrengend, 
erholsam oder mühselig? 
! Zeitliche Anforderung 
o Wie viel Zeitdruck empfanden Sie hinsichtlich der Häufigkeit oder dem Takt mit den 
Aufgaben oder Aufgabenelemente auftraten? War die Abfolge langsam und 
geruhsam oder schnell und hektisch? 
! Aufgabenausführung 
o Wie erfolgreich haben Sie ihrer Meinung nach die vom Versuchsleiter (oder Ihnen 
selbst) gesetzten Ziele erreicht? Wie zufrieden waren Sie mit ihrer Leistung bei der 
Verfolgung dieser Ziele? 
! Anstrengung 
o Wie hart mussten Sie arbeiten, um ihren Grad an Aufgabenerfüllung zu erreichen? 
! Frustration 
o Wie unsicher, entmutigt, irritiert, gestresst und verärgert (vs. sicher, bestätigt, 
zufrieden, entspannt und ausgeglichen) fühlten Sie sich während der Aufgabe? 
Im Folgenden werden jeweils zwei der sechs Dimensionen in verschiedenen Kombinationen 
gegenübergestellt. Geben Sie jeweils an, welche der Dimension Sie empfunden haben. (Die 
Ausprägung selbst wird nicht evaluiert.) 
Anstrengung ! ! geistige Anforderung 
Körperliche Anforderung ! ! Zeitliche Anforderung 
Anstrengung ! ! Geistige Anforderung 
Frustration ! ! Körperliche Anforderung 
Anstrengung ! ! Frustration 
Geistige Anforderung ! ! Zeitliche Anforderung 
Körperliche Anforderung ! ! Anstrengung 
Zeitliche Anforderung ! ! Ausführung der Aufgaben 
Frustration ! ! Geistige Anforderung 
Zeitliche Anforderung ! ! Frustration 
Ausführung der Aufgaben ! ! Anstrengung 
Anstrengung ! ! Zeitliche Anforderungen 
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Frustration ! ! Ausführung der Aufgaben 
Ausführung der Aufgaben ! ! Körperliche Anstrengung 
Geistige Anforderung ! ! Ausführung der Aufgaben 
Geistige Anforderung ! ! Körperliche Anstrengung 
Kontrollieren Sie bitte, dass Sie kein Paar vergessen haben. 
Beanspruchungshöhe 
Geben Sie bitte an, wie hoch die Beanspruchung in den einzelnen Dimensionen war. 
Geistige Anforderung 
 
Körperliche Anforderungen 
 
Zeitliche Anforderungen 
 
Ausführung der Aufgaben 
 
Anstrengung 
 
Frustration 
 
 !!
