Introduction
The objective of this paper is to provide an algorithm that generates real ( , ) X n m with a desired feasible intercorrelation matrix, ( , ) , R m m where n stands for the number of observations (or sample size) and m n < is the number of variates (or variables). In simulation-oriented works, it is often required to generate a matrix of sample variates, ( , ) X n m , that characterizes a desired (feasible) intercorrelation matrix, ( , ) .
R m m If each column (variate) of ( , ) X n m has zero mean and unit standard deviation then the intercorrelation matrix . It may well be viewed as the dispersion matrix of the standardized variables. One may begin with a valid intercorrelation matrix, R (positive semidefinite), or an invalid matrix, Q (negative definite), whose main diagonal elements are unity and the rest of the elements are between -1 and 1.
Being the quadratic form (see Theil, 1971, pp. 22-29) , a valid product moment intercorrelation matrix, R , is necessarily a positive semidefinite matrix. All the successive principal minors of R are non-negative (see Takayama, 1974, pp. 118-121, pp. 383-385) or stated differently all the eigenvalues of R are non-negative. Each element ij r R ∈ is the cosine of angle ij θ between the vectors . This case being very specific and trivial (and so set apart in practice), one requires to generate R, which is a positive definite matrix.
Methods to generate random numbers
First, let us look into the procedure that may be used to generate a single variate. Generally, the exercise begins with the uniformly distributed random numbers generated by some procedure such as the power residue method or the mid-square-bit method (see Krishnamurthy and Sen, 1976, pp. 302-304) . Uniformly distributed random numbers may be transformed into x ∼ N(0,1); 1 2 { 2 ln( )}{ (2 )} x u Cos u π = − where u 1 and u 2 are uniformly distributed independent random numbers lying between (0,1) and x is the standard normal variate (see Knuth (1969 ), Texas Instruments Inc (1979 , p. 54). Alternatively, one may generate N(0, 1) from uniformly distributed (0, 1) U numbers, by using the Central Limit Theorem (see Gillett (1979, p. 519) . However, this method is less accurate and time consuming than Knuth's method. Normally distributed variate, x , may be used to generate Gamma distributed variate, g, since, if x is a standard normal variate, then g = 2 2 x is a Gamma variate with parameter 1 2 . Due to the additive property of Gamma variates, if x i ( i =1,2,…,n) are n independent normal variates with means m i and standard deviations σ ι then g = Kapur and Saxena, 1982, pp. 292, 386, 288-289 and 427 . In general, starting from uniformly distributed variates, we may obtain a variate with almost any kind of distribution by a sequence of suitable transformations.
Generation of multivariate distributions with desired parameters began with Hoffman (1924) who proposed a method to generate two variables that satisfy a given bivariate correlation (coefficient). However, his method cannot be applied to generate 2 m > variables that satisfy a given correlation matrix. Kaiser and Dichman (1962) generalized Hoffman's method for 2 m ≥ variables. The Kaiser-Dichman method is based on factorization of ( , ).
R m m It presumes that ( , )
R m m is a positive definite matrix (that has all its eigenvalues positive). Moreover, it generates variables that have a multinormal distribution. Fleishman (1978) introduced an algorithm to generate normal or non-normal random numbers satisfying the first four moments (mean, variance, skewness and kurtosis). His method does not depend on factorization of the desired R matrix. Tadikamalla (1980) proposed several methods to generate non-normally distributed random numbers. Vale and Maurelli (1983) proposed a method for generating multivariate (normally as well as non-normally distributed) variates with desired first four moments of each variate satisfying the specified intercorrelation matrix. Headrick and Sawilowski (1999) 
are not the genuine product moment intercorrelation matrices, , R obtainable from some real X although they may appear to be so. For example, the following three matrices appear to be genuine (product moment) intercorrelation matrices while they are not. 
Det(Q 1 ) = -0.13, Det(Q 2 ) = -0.316 and Det(Q 3 ) = -0.0465. One of the eigenvalues of each matrix is negative. Several such examples may be generated. We will name such matrices as the invalid or pseudo intercorrelation matrices or Q matrices against the R matrices that are necessarily positive semidefinite. 
Q is obtained from 2 2 2 ( , ) X n m : 1 2 n n > , and 12
Then Q could fail to be positive semidefinite. Thirdly, when the off diagonal entries in Q are large (say 0.9 or still larger) in magnitude, but recorded with substantial error or approximation, Q may fail to be positive semidefinite. Fourthly, when the elements of near-singular matrices are rounded off (for reporting in research papers, etc.) without a due care taken to the possible effects of rounding off on the status of the matrices regarding the properties such as positive definiteness etc, the reported matrices may lose the properties that they originally have had.
A telling example of this is the positive semidefinite matrix obtained by Higham (see Higham, 2002, p. 335 : the matrix was singular in the original). However, the reported matrix (rounded off at the fourth place after decimal) has its determinant = -2.441038E-05 (one of the eigenvalues being -1.343337484E-05, instead of zero). Surely, a negative value of the determinant is due to rounding off. Lastly, in simulation, especially when Q is an initial approximation to R large in dimension, the analyst has to arbitrarily fill in the values of ; , 1, 2,..., , .
We accomplish this task here and for the sake of comparison present some results. As an exercise we first take a matrix from Higham's (2002) paper. The resul ts are as follows. Note: Higham's estimated matrix (see Higham, 200 2, p. 335) has turned negative definite. We perturbed it slightly on the fifth place after decimal to make it a positive definite matrix.
Then we take a matrix from Al-Subaihi's ( Thus we have two alternative methods to obtain the nearmost positive semidefinite matrices from the given negative definite matrix, Q , the one proposed by Higham that minimizes ˆF ∆ and the other proposed by us in this paper that minimizes ˆm ∆ . Use of either norm has its own justification. The min(max norm) does not allow any element î j i j r ≠ ∈R to deviate too much from its corresponding ij q , while the min(Frobenius norm) may permit excessive deviation of a few elements if so required to bring other element of R closer to their counterpart elements (of Q ). However, to disallow any element î j i j r ≠ ∈R to deviate too much from its corresponding ij q amounts to place a high degree of confidence on the elements of Q . If not, replace them by unity. Consider it as Q and go to step 2, else stop.
The Algorithms

II. The second algorithm that generates ( , )
X n m from a valid (positive definite) intercorrelation matrix runs in the following steps:
Y n m from a random number generator that yields Y ∼ (0,1 
Z n m is column-wise orthogonal.
Standardize ( , )
Z n m such that each one of its columns has zero mean and unit standard deviation. This ( , )
Z n m will be used at step 10. 7. Choose an intercorrelation matrix, ( , ) R m m . This is the intercorrelation matrix that is induced into .
Z In choosing R one must be cautious to see that it should not violate the properties of an intercorrelation matrix described earlier. None of its eigenvalues should be negative. This is done in the next step. 8. Compute all eigenvalues (say, L ) of R and the associated vectors (say E ). If any of the eigenvalues are negative, change the R matrix since no intercorrelation matrix, by necessity, can have negative eigenvalues (if X is real). In that case, go to step 7. 9. Standardize E to obtain W such that each of its column has a squared (Euclidean) norm equal to the eigenvalue associated with it. Let . Standardize X such that each of its column has zero mean and unit standard deviation.
FORTRAN Computer Programs
We provide here the source codes of the computer programs that implement the algorithms given above. The first main program (PROG 1 ) checks if the Q matrix fed by the user is not a negative definite matrix. If Q is not a positive definite matrix, it is best approximated by a positive definite matrix, R . It is stored in a file named by the user. PROG 1 invokes two subroutine and one function subprograms. The second main program (PROG 2 ) reads a valid intercorrelation matrix (may be the output of PROG 1 ) and generates ( , ).
X n m PROG 2 invokes three subroutine and one function subprograms. The function that generates random numbers and the subroutine that finds eigenvalues are common to both (PROG 1 and PROG 2 ). While compiling PROG 2 it should be linked to the subroutine EIGEN and function RAND. Some procedures in the computer program (especially, the one that computes eigenvalues and eigenvectors) have been adapted from Krishnamurthy and Sen (1976) , pp. 242-247. These source codes may easily be translated into any other computer language such as Pascal, C ++ or even BASIC, if needed. Some languages may not have a provision to perform double precision arithmetic. In that case, single precision arithmetic may be used. The results would be sufficiently accurate for the desired purpose. In its present FORTRAN codes, the programs may be compiled by any suitable FORTRAN compiler. We have compiled the programs by Microsoft FORTRAN Compiler.
Inputs to the Computer Programs
When these programs are run, they ask for the following parameters (and inputs). Although they have been sufficiently explained in the program queries, they are explained here.
PROG 1 : Before running the program, the Q matrix should be stored in some file. This can be done by some text editor such as EDIT.COM (a DOS program of MICROSOFT). The name of this file is, say inputfile. When the program runs, it asks for the value of m (order of the matrix) and the inputfile name (in which Q is stored). The file name should be in single quotes 'inputfile'. Then it asks for the seed to generate random number: With this seed the uniformly distributed random numbers lying between (0, 1) = U(n,m) are generated. This number should lie between -32767 and 32767, zero excluded. This is a suitable number for most personal computers.
The program runs and if Q is not negative definite, it terminates. If so, the inputfile and the outputfile of PROG 1 are identical. If Q is negative definite, the program obtains R and asks for the outputfile name to store it. The file name should be in single quotes 'outputfile'. This outputfile then is used by PROG 2 as its inputfile. PROG 1 should be run once more on its own output file to ensure that the resulting matrix is positive semidefinite. This is required because the output file stores correlation matrix with rounded off elements. Since the output matrix is almost always near-singular, rounding off may often make it negative definite. Note that a negative definite correlation matrix, Q , is a problematic and pathological case. It has to be handled with care and patience. PROG 2 : If the original Q fed by the user was already valid, the inputfile of PROG 1 is also the inputfile of PROG 2 . Otherwise, the outputfile of PROG 1 is the inputfile of PROG 2 . When PROG 2 runs, it asks for the following inputs. 4. Seed to generate random number: With this seed the uniformly distributed random numbers lying between (0, 1) = U(n,m) are generated. This number should lie between -32767 and 32767, zero excluded. 5. File in which correlation matrix is stored : As explained before, if the original Q fed by the user was already valid, the inputfile of PROG 1 is also the inputfile here. Otherwise, the outputfile of PROG 1 is the inputfile here. 6. Output file in which the generated X(n,m) characterizing intercorrelation matrix R will be stored : the output file name in single quotes ' outputfile' is fed. 7. On termination the program stores the results X(n,m) in the outputfile. It also stores the computed R matrix there, which may be different from the desired matrix R only slightly (may be at the 9 th or the 10 th place onwards after decimal).
Presently, in the codes given here, maximum N is 100 (=NL) and the maximum M is 10 (=ML). These parameters can be increased. Accordingly, dimensions in the program may be changed before compilation. Sometimes two variables Y and Z are each cointegrated with another variable X, but Y and Z do not appear to be cointegrated with each other, although, intuitively, one would expect that they should be cointegrated with each other and the transitivity property would be exhibited. By carrying out a Monte Carlo simulation, Ferré (2004) showed that even though the two variables were in fact cointegrated, the test for cointegration was not able to pick this up due to the interplay of the error terms of the relationships between the variables. By using the algorithm presented here, several such examples may be generated for experiments and further investigation. We present here two intercorrelation matrices which can be used (as inputs to the program given here) to generate X(n,m) that would show intransitivity of cointegration.
Fields of Application
In the matrix given below, 1 5 ( , ) r x x is zero while other elements are large enough to exhibit cointegration. If this matrix is used to generate X(n,m) for n howsoever large (say 500 or so), we will obtain an example to show a lack of transitivity relation in cointegration. Finally, experiments that directly or indirectly use multivariate analysis methods (such as Principal components analysis, Canonical correlation analysis, Factor analysis or Cluster analysis; see Kendall and Stuart, 1968) as a procedure may require X(n,m) with a desired R matrix. In such experiments our algorithms may be useful.
Limitations and possibilities of improvement
Although theoretically there are no snags in minimizing the maximum norm of deviation of R from , Q our algorithm has clearly two weaknesses, (1) it fails if at any stage of iteration the intermediate R turns out to be extremely near-singular, and, for some pathological cases of , Q PROG 1 may not converge; and (2) the random walk method is a very crude and slow method of optimization. It is easy to preclude extreme near-singularity of R at any intermediate stage. But it would be a further research work to replace the random walk method of optimization by some more efficient method such as the Genetic Algorithm (see Holland, 1975; Goldberg, 1989; Wright, 1991) . 
C --------------PROG1 to generate R from Q ------------
NL AND ML ARE THE HIGHEST PERMISSIBLE DIMENSION LIMITS TO C X(NL,ML) MATRICES. OTHER MATRICES HAVE COMPATIBLE DIMENSIONS C CHANGE THEM IF REQUIRED AND PERMISSIBLE BY MEMORY LIMITS. 
