ABSTRACT. We consider the wreath product of two symmetric groups as a group of blocks permutations and we study its conjugacy classes. We give a polynomiality property for the structure coefficients of the center of the wreath product of symmetric groups algebra. This allows us to recover an old result of Farahat and Higman about the polynomiality of the structure coefficients of the center of the symmetric group algebra and to generalize our recent result about the polynomiality property of the structure coefficients of the center of the hyperoctahedral group algebra. A particular attention is paid to the cases when the blocks contain two or three elements.
INTRODUCTION
The conjugacy classes of the symmetric group S n can be indexed by partitions of n. The conjugacy class associated to a partition λ is the set of all permutations with cycle-type λ. The center of the symmetric group algebra is the algebra over C generated by the conjugacy classes of the symmetric group. Its structure coefficients have nice combinatorial properties. In [1] , Farahat and Higman, gave a polynomiality property for the structure coefficients of the center of the symmetric group algebra. By introducing partial permutations in [3] , Ivanov and Kerov, gave a combinatorial proof to this result.
We introduce in this paper the group B k kn which permutes n blocks of k elements each. The permutation of the k elements in each block is allowed. This group is the symmetric group S n if k = 1 and in case k = 2 it is the hyperoctahedral group H n on 2n elements. In general, we show that the group B k kn is isomorphic to the wreath product S k ∼ S n of the symmetric group S k by the symmetric group S n . It is well known that the conjugacy classes of H n are indexed by pairs of partitions (λ, δ) verifying |λ| + |δ| = n, see [2] and [7] . We show that in general, for any fixed integer k, the conjugacy classes of the group B k kn are indexed by families of partitions λ = (λ(ρ)) ρ⊢k indexed by the set of partitions of k such that the sum of the sizes of all λ(ρ) equals n. This comes with no surprise since it was shown by Specht in [6] that the conjugay classes of S k ∼ S n are indexed by families of partitions indexed by the set of partitions of k, see [4] and [5] for more information about this fact.
groups. Thus we obtained again the result of Farahat and Higman for the structure coefficients of the center of the symmetric group algebra. In addition we gave a polynomiality property for the structure coefficients of the center of the hyperoctahedral group algebra in [10, Section 6.2] .
In this paper we show that the general framework we gave in [10] contains the sequence of groups (B k kn ) n when k is a fixed integer. Thus, we will be able to give a polynomiality property for the structure coefficients of the center of the group B k kn algebra. A particular attention to the cases k = 2 (hyperoctahedral group) and k = 3 is given. The question whether the partial permutation concept of Ivanov and Kerov can be generalized to obtain a combinatorial proof to this result arises directly. We will try to answer this question in another paper.
The paper is organized as follows. In Section 2, we review all necessary definitions of partitions and we describe the conjugacy classes of the symmetric group. Then, we define explicitly the group B k kn in section 3 and we study in details its conjugacy classes. Then, we show that it is isomorphic to the wreath product S k ∼ S n . In sections 4.1 and 4.2 a special treatment is given for the cases k = 2 and k = 3 respectively. The last section contains our main result, that is a polynomiality property for the structure coefficients of the center of the group B k kn algebra. In addition some examples are given for the cases k = 2 and k = 3.
PARTITIONS AND CONJUGACY CLASSES OF THE SYMMETRIC GROUP
If n is a positive integer, we denote by S n the symmetric group of permutations on the set
The λ i are called the parts of λ; the size of λ, denoted by |λ|, is the sum of all of its parts. If |λ| = n, we say that λ is a partition of n and we write λ ⊢ n. The number of parts of λ is denoted by l(λ). We will also use the exponential notation λ = (1
, where m i (λ) is the number of parts equal to i in the partition λ. In case there is no confusion, we will omit λ from m i (λ) to simplify our notation.
. If λ and δ are two partitions we define the union λ ∪ δ and subtraction λ \ δ (if exists) as the following partitions:
A partition is called proper if it does not have any part equal to 1. The proper partition associated to a partition λ is the partitionλ :
The cycle-type of a permutation of S n is the partition of n obtained from the lengths of the cycles that appear in its decomposition into product of disjoint cycles. For example, the permutation (2, 4, 1, 6)(3, 8, 10, 12)(5)(7, 9, 11) of S 12 has cycle-type (1, 3, 4 2 ). In this paper we will denote the cycle-type of a permutation ω by ct(ω). It is well known that two permutations of S n belong to the same conjugacy class if and only if they have the same cycle-type. Thus the conjugacy classes of the symmetric group S n can be indexed by partitions of n.
) is a partition of n, we will denote by C λ the conjugacy class of S n associated to λ :
The cardinal of C λ is given by:
where
THE CONJUGACY CLASSES OF THE GROUP B k kn
In this section we define the group B k kn then we study its conjugacy classes. We show in Proposition 3.5 that these latter are indexed by families of partitions indexed by all partitions of k. Then in Proposition 3.6 we give an explicit formula for the size of any of its conjugacy classes. The group B k kn is isomorphic to the wreath product S k ∼ S n as will be shown in Proposition 3.8. However, we decided to work with this copy of the wreath product in this paper since it seems very natural to present our main result.
If i and k are two positive integers, we denote by p k (i) the following set of size k :
The above set p k (i) will be called a k-tuple in this paper. We define the group B k kn to be the subgroup of S kn formed by permutations that send each set of the form p k (i) to another set with the same form: The group B k kn as it is defined here appears in [10, Section 7.4] . When k = 1, it is clear that B 1 n is the symmetric group S n . When k = 2, the group B 2 2n is the hyperoctahedral group H n on 2n elements, see [9] where the author treats H n as being the group B 
The decomposition of a permutation ω ∈ B k kn into product of disjoint cycles has remarkable patterns. To see this, fix a k-tuple p k (i) and a partition ρ = (ρ 1 , ρ 2 , · · · , ρ l ) of k. Suppose now that while writing ω as product of disjoint cycles we get among the cycles the following pattern:
We should remark that since ω ∈ B k kn , if we consider b j = ω(a j ) for any 1 ≤ j ≤ |ρ| then there exists r ∈ [n] such that:
This can be redone till we reach a 2 which implies that in cycle C 1 , we have the same number of elements between a i and a i+1 for any 1 ≤ i ≤ ρ 1 − 1. Thus the size of the cycle C 1 is a multiple of ρ 1 , say |C 1 | = mρ 1 . The same can be done for all the other cycles C i and in fact for any 1 ≤ i ≤ l, |C i | = mρ i . In addition, if we take the set of all the elements that figure in the cycles C i we will get a disjoint union of m k-tuples. That means:
This integer m can be obtained from any of the cycles C j by looking to the number of elements that separate two consecutive elements of the same k-tuple. Now construct the partition ω(ρ) by grouping all the integers m as above.
Remark 3.2. We should pay the reader's attention to two important remarks after this construction. First of all, for any partition ρ of k there are rk elements involved when adding the part r to ω(ρ). That means:
krm r (ω(ρ)) = kn which implies ρ⊢k r≥1 rm r (ω(ρ)) = n. Now let p ω denotes the blocks permutation of n associated to ω. That is p ω (i) = j whenever ω(p k (i)) = p k (j). Adding a part r to one of the partitions ω(ρ) implies that r is the length of one of the cycles of p ω . Thus we have:
In other words, one may first find the cycle-type of p ω and then distribute all its parts between the partitions ω(ρ) according to the above construction. The first red cycle contains all the elements of p 3 (1) thus it contributes to ω(3). In it, there are two elements between 1 and 3 thus we should add 2 to the partition ω(3). The brown cycle contributes to ω(3) by 2 also, thus ω(3) = (2, 2). By looking to the blue cycles we see that 5 and 6 belong to the same cycle while 4 belongs to the other, thus these cycles will contribute to ω(2, 1). The distance between 5 and 6 is two (the same can be done by looking to the cycle containing 4 but in this case since 4 is the only element of p 3 (3) in this cycle we count the distance between 4 and 4 which is 2) which means that ω(2, 1) contains a cycle of length 2.
The green cycle will add 1 to ω(2, 1) to become the partition (2, 1). The black cycles give ω(1, 1, 1) = (1). The reader should remark that p ω is the permutation (1, 4)(2, 7)(3)(5, 6)(8) of 8 and that: Proof. Suppose α = γβγ −1 for some γ ∈ B k kn and fix a partition ρ of k. Suppose that the cycles C 1 , · · · , C l of Equation (1) contribute to β(ρ) then the cycles
. . .
, will contribute to α(ρ) and they have respectively the same lengths as C 1 , · · · , C 2 . This proves the first implication.
Conversely, type(α) = type(β) means that α(ρ) = β(ρ) for any partition ρ of k. In order to simplify, we will look at the elements of two fixed k-tuples, say p k (1) = {1, 2, · · · , k} for α and p k (2) = {k + 1, k + 2, · · · , 2k} for β, such that the distribution of the elements of p k (1) among the cycle decomposition in α is similar to that of the elements of p k (2) in β. In other words, the cycle decompositions of α and β are as follows:
Construct γ to be the permutation that orderly takes each element of the above cycles of α to each element with the same order in β, that is:
Proof. Suppose that ct(p ω ) = λ, where λ is a partition of n. We will explain how to obtain all the elements γ ∈ B k kn that have the same type as ω. First of all, p γ must be decomposed in cycles with sizes equivalent to those of p ω . In other words, p γ should have the same cycle-type as p ω and there are n! z λ choices to make p γ . Now suppose that m r (λ) = 0 for some r ∈ [n]. That means that there are exactly m r (λ) cycles of length r distributed in the family (ω(ρ)) ρ⊢k . Suppose they all appear in the partitions ω(ρ 1 ), · · · , ω(ρ m ). In order to have type(γ) = type(ω), we should make γ(ρ 1 ) = ω(ρ 1
between any two consecutive elements of the fixed k-tuples in any chosen cycle. By bringing together all the above arguments, the size of the conjugacy class of ω is:
This equality is due to the fact that
We turn now to show that the group B k kn is isomorphic to the wreath product S k ∼ S n . The wreath product S k ∼ S n is the group with underlying set S n k × S n and product defined as follows:
The identity in this group is (1; 1) := ((1 k , 1 k , · · · , 1 k ); 1 n ), where 1 i denotes the identity function of S i . The inverse of an element ((σ 1 , σ 2 , · · · , σ n ); p) ∈ S k ∼ S n is given by
For each permutation ω ∈ B k kn and each integer i ∈ [n], define ω i to be the normalized restriction of ω on the block p −1 ω (i). That is:
where % means that the integer is taken modulo k (for a multiple of k we use k instead of 0). The blocks permutation associated to α is p α = (1, 4, 5, 6)(2)(3). In addition, we have:
, 2) and α 6 = (2, 3).
Proposition 3.8. The application
is a group isomorphism.
Proof. ψ is clearly a bijection with inverse given by:
On the right hand we have:
and on the left hand we have:
This shows that both functions φ(x.y) and φ(x)φ(y) are equal which finishes the proof. (4)(5)(6) .
Now we can easily verify that ψ(αβ) = ψ(α).ψ(β).
SPECIAL CASES
In this section we will treat two special cases, the case of k = 2 and that of k = 3. We will see that when k = 2, the group B 2 2n is the hyperoctahedral group on 2n elements. There are many papers in the literature, see [7] and [2] for examples, that study the representations of the hyperoctahedral group. Especially we are interested here in studying its conjugacy classes. We will recover some of its nice properties using our approach. . We use the same arguments given in [10, Section 6.2] . If a ∈ p 2 (i), we shall denote by a the element of the set p 2 (i) \ {a}. Therefore, we have, a = a for any a ∈ [2n]. As seen in our general construction, the cycle decomposition of a permutation of B 2 2n will have two types of cycles. To see this, suppose that ω is a permutation of B 2 2n and take the following cycle C of its decomposition: C = (a 1 , · · · , a l ). We distinguish two cases :
(1) a 1 appears in the cycle C, for example a j = a 1 . Since ω ∈ B 2 2n and ω(a 1 ) = a 2 , we have ω(a 1 ) = a 2 = ω(a j ). Likewise, since ω(a j−1 ) = a 1 , we have ω(a j−1 ) = a 1 which means that a l = a j−1 . Therefore,
and l = 2(j − 1) is even. We will denote such a cycle by (O, O).
(2) a 1 does not appear in the cycle C. Take the cycle C which contains a 1 . Since ω(a 1 ) = a 2 and ω ∈ B 2 2n , we have ω(a 1 ) = a 2 and so on. That means that the cycle C has the following form,
and that C and C appear in the cycle decomposition of ω. The cycles of the first case will contribute to ω(λ 2 ) while those of the second will contribute to ω(λ 1 ). Suppose now that the cycle decomposition of a permutation ω of B 2 2n is as follows:
where the cycles C i (resp. (O j , O j )) are written decreasingly according to their sizes. From this decomposition, we obtain that the parts of the partition ω(λ 1 ) are the sizes of the sets C j , while the parts of the partition ω(λ 2 ) are the sizes of the sets O i : Its decomposition into product of disjoint cycles is as follows: ω = (1, 14, 3)(2, 13, 4)(7)(8)(9, 12)(10, 11)(5, 16, 6, 15).
Then ω(λ 1 ) = (3, 2, 1) and ω(λ 2 ) = (2).
Apply Proposition 3.6 to obtain the following result.
Corollary 4.2. The size of the conjugacy class of a permutation ω ∈ B 2 2n is:
.
The above Corollary 4.2 is a well known formula for the sizes of the conjugacy classes of the hyperoctahedral group, see [7] and [2] . 4.2. Case k = 3. In a way similar to that of case k = 2, the fact that there are only three partitions of 3 suggests that there are three types of cycles in the decomposition into product of disjoint cycles of a permutation ω ∈ B 3 3n . Let C be a cycle of ω ∈ B 3 3n , we distinguish the following three cases: (1) first case: all three elements of a certain p 3 (s) belong to C. For simplicity, suppose:
Since ω ∈ B 3 3n , the sets {a 2 , a j+1 , a l+1 }, {a 3 , a j+2 , a l+2 }, · · · , {a j−1 , a l−1 , a k } all have the form p 3 (m) and thus C is a cycle of length 3(j − 1) that contains a union of sets of the form p 3 (r).
(2) second case: two and only two elements of a certain p 3 (s) belong to C. Say,
Since ω ∈ B 3 3n , there exists integers
. . all three cycles will have the same lengths and each one of them will contain elements belonging to different triplets. Now for any permutation ω ∈ B 3 3n , define γ ω to be the partition obtained from the lengths divided by three of the cycles of the first case, β ω the partition obtained from the lengths of the cycles of the second case divided by two and α ω the partition obtained from the lengths of the cycles of the third case. It would be clear that
For example, for the permutation ω of Example 3.3, we have: γ ω = (2, 2), β ω = (2, 1) and α ω = (1).
Using Proposition 3.6, we obtain the following result. 3n is:
. n! z αω z βω z γω .
THE CENTER OF THE GROUP
In this section, we present in Theorem 5.2 a polynomiality property for the structure coefficients of the center of the group B k kn algebra. This can be seen as a generalisation of the Farahat and Higman result in [1] and our result in [10] that gave polynomiality properties for the structure coefficients of the center of the symmetric group and the hyperoctahedral group algebras respectively. A special treatment for the cases k = 2 and k = 3 is given. and for each such a family its associated conjugacy class C x is C x = {t ∈ B k kn such that type(t) = x} while its formal sum of elements is
From now on and unless stated otherwise, x is a family of partition would mean x = (x(λ)) λ⊢k with the condition 2. Let x and y be two family of partitions. In the algebra Z(C[B . When k = 1, Farahat and Higman were the first to give a polynomiality property for the structure coefficients of the center of the symmetric group algebra in [1] . In the case of the center of the hyperoctahedral group algebra, we gave a polynomiality property for its structure coefficients in [10] . The goal of this section is to generalize these results and show that the structure coefficients of Z(C[B k kn ]) have a polynomiality property for any fixed k.
The most natural way to see a permutation ω ∈ B k kn as an element of ω ∈ B k k(n+1) is by extending it by identity. By doing so, the new permutation will have the same type as ω except that the partition ω(1 k ) will become ω(1 k ) ∪ (1).
Definition 5.1. A family of partitions x = (x(λ)) λ⊢k is said to be proper if and only if the partition x(1 k ) is proper. If x = (x(λ)) λ⊢k is a proper family of partitions such that |x| < n, we define C x (n) to be the set of elements t ∈ B k kn that have type equals to x except that
If x = (x(λ)) λ⊢k is a proper family of partitions such that |x| = n 0 then for any n > n 0 we have by Proposition 3.6 the following result:
we have the following equation:
where the sum runs through all proper partitions γ satisfying |γ| ≤ |λ| + |δ|. If we apply Theorem 5.2, we re-obtain the following result of Farahat and Higman in [1, Theorem 2.2].
Theorem 5.3. Let λ, δ and γ be three proper partitions and let n ≥ |λ|, |δ|, |γ| be an integer. The structure coefficient c γ λδ (n) of the center of the symmetric group algebra defined by Equation (5) is a polynomial in n with non-negative coefficients and deg(c γ λδ (n)) ≤ |λ| + |δ| − |γ|. Example 5.4. See [8] for more information about the computation of the following two complete expressions in the center of the symmetric group S n , C (1 n−2 ,2) C (1 n−2 ,2) = n(n − 1) 2 C (1 n ) + 3C (1 n−3 ,3) + 2C (1 n−4 ,2 2 ) for any n ≥ 4, and C (1 n−2 ,2) C (1 n−3 ,3) = 2(n − 2)C (1 n−2 ,2) + 4C (1 n−4 ,4) + C (1 n−5 ,2,3) for any n ≥ 5.
k=2:
The hyperoctahedral group. In Section 4.1, we showed that the conjugacy classes of the hyperoctahedral group are indexed by pairs of partitions (λ, δ) such that |λ| + |δ| = n. The partition λ is that associated to the partition (1, 1) of 2 while δ is associated to the partition (2). The size of the class C (λ,δ) is given in Corollary 4.2 |C (λ,δ) | = 2 n n! 2 l(λ)+l(δ) z λ z δ .
By Definition 5.1, the pair (λ, δ) is proper if and only if the partition λ is proper. For a proper pair (λ, δ) of partitions and for any integer n > |λ| + |δ|, we define the following pair of partitions:
(λ, δ) n := (λ ∪ (1 n−|λ|−|δ| ), δ).
Let (λ 1 , δ 1 ) and (λ 2 , δ 2 ) be two proper pairs of partitions. We have the following equation in the center of the hyperoctahedral group algebra for any integer n greater than |λ 1 | + |δ 1 |, |λ 2 | + |δ 2 |, Corollary 5.5. Let (λ 1 , δ 1 ), (λ 2 , δ 2 ) and (λ 3 , δ 3 ) be three proper pairs of partitions, then for any n ≥ |λ 1 | + |δ 1 |, |λ 2 | + |δ 2 |, |λ 3 | + |δ 3 | the structure coefficient c (λ 3 ,δ 3 ) (λ 1 ,δ 1 )(λ 2 ,δ 2 ) (n) of the center of the hyperoctahedral group algebra defined in Equation (6) is a polynomial in n with non-negative coefficients and we have deg(c +6C ((1 n−2 ),∅,(1 2 )) .
