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It is easy to deﬁne modular functions and forms, but less easy to say why they are important,
especially to number theorists. Thus I shall begin with a rather long overview of the subject.
Riemann surfaces
Let X be a connected Hausdorff topological space. A coordinate neighbourhood of P 2 X is a
pair .U;z/ with U an open neighbourhood of P and z a homeomorphism of U onto an open subset
of the complex plane. A compatible family of coordinate neighbourhoods covering X deﬁnes a
complex structure on X. A Riemann surface is a connected Hausdorff topological space together
with a complex structure.
For example, any connected open subset X of C is a Riemann surface, and the unit sphere
can be given a complex structure with two coordinate neighbourhoods, namely the complements of
the north and south poles mapped onto the complex plane in the standard way. With this complex
structure it is called the Riemann sphere. We shall see that a torus can be given inﬁnitely many
different complex structures.
Let X be a Riemann surface, and let V be an open subset of X. A function f WV ! C is said
to be holomorphic if, for all coordinate neighbourhoods .U;z/ of X, f z 1 is a holomorphic
function on z.U/. Similarly, one can deﬁne the notion of a meromorphic function on a Riemann
surface.
The general problem
We can state the following grandiose problem: study all holomorphic functions on all Riemann
surfaces. In order to do this, we would ﬁrst have to ﬁnd all Riemann surfaces. This problem is
easier than it looks.
Let X be a Riemann surface. From topology, we know that there is a simply connected topo-
logical space Q X (the universal covering space of X/ and a map pW Q X ! X which is a local homeo-
morphism. There is a unique complex structure on Q X for which pW Q X ! X is a local isomorphism
of Riemann surfaces. If   is the group of covering transformations of pW Q X ! X, then X D   n Q X:
THEOREM 0.1 AsimplyconnectedRiemannsurfaceisisomorphicto(exactly)oneofthefollowing
three:
(a) the Riemann sphere;
(b) CI
(c) the open unit disk D
def D fz 2 C j jzj < 1g.
PROOF. This is the famous Riemann mapping theorem. 2
The main focus of this course will be on Riemann surfaces with D as their universal covering
space, but we shall also need to look at those with C as their universal covering space.
Riemann surfaces that are quotients of D
In fact, rather than working with D, it will be more convenient to work with the complex upper half
plane:
H D fz 2 C j =.z/ > 0g:
1The map z 7! z i
zCi is an isomorphism of H onto D (in the language the complex analysts use, H
and D are conformally equivalent). We want to study Riemann surfaces of the form   nH, where
  is a discrete group acting on H. How do we ﬁnd such   ’s? There is an obvious big group acting
on H, namely, SL2.R/. For  D
 
a b
c d

2 SL2.R/, deﬁne
.z/ D
azCb
czCd
:
Then
=.z/ D =

azCb
czCd

D =

.azCb/.cN zCd/
jczCdj2

D
=.adzCbcN z/
jczCdj2 :
But =.adzCbcN z/ D .ad  bc/=.z/, which equal =.z/ because det./ D 1. Hence
=.z/ D =.z/=jczCdj2
for  2 SL2.R/. In particular,
z 2 H H) .z/ 2 H:
Later we shall see that there is an isomorphism
SL2.R/=fIg ! Aut.H/
(bi-holomorphic automorphisms of H/. There are some obvious discrete groups in SL2.R/, for
example,   D SL2.Z/. This is called the full modular group. For any N, we deﬁne
 .N/ D

a b
c d

  a  1;b  0;c  0;d  1mod N;

and call it the principal congruence subgroup of level N. There are lots of other discrete subgroups
of SL2.R/, but the main ones of interest to number theorists are the subgroups of SL2.Z/ containing
a principal congruence subgroup.
Let Y.N/ D  .N/nH and endow it with the quotient topology. Let pWH ! Y.N/ be the quo-
tient map. There is a unique complex structure on Y.N/ such that a function f on an open subset
U of Y.N/ is holomorphic if and only if f p is holomorphic on p 1.U/. Thus f 7! f p de-
ﬁnes a one-to-one correspondence between holomorphic functions on U  Y.N/ and holomorphic
functions on p 1.U/ invariant under  .N/, i.e., such that g.z/ D g.z/ for all  2  .N/:
The Riemann surface Y.N/ is not compact, but there is a natural way of compactifying it by
adding a ﬁnite number of points. The compact Riemann surface is denoted by X.N/. For example,
Y.1/ is compactiﬁed by adding a single point.
Modular functions.
A modular function f.z/ of level N is a meromorphic function on H invariant under  .N/ and
“meromorphic at the cusps”. Because it is invariant under  .N/, it can be regarded as a mero-
morphic function on Y.N/, and the second condition means that it remains meromorphic when
considered as a function on X.N/, i.e., it has at worst a pole at each point of X.N/rY.N/:
In the case of the full modular group, it is easy to make explicit the condition “meromorphic at
the cusps” (in this case, cusp). To be invariant under the full modular group means that
f

azCb
czCd

D f.z/ for all

a b
c d

2 SL2.Z/:
2Since
 
1 1
0 1

2 SL2.Z/, we have that f.zC1/ D f.z/. The function z 7! e2iz deﬁnes an isomor-
phism C=Z ! Crf0g, and so any function satisfying this condition can be written in the form
f.z/ D f .q/, q D e2iz. As z ranges over the upper half plane, q.z/ ranges over Crf0g. To say
that f.z/ is meromorphic at the cusp means that f .q/ is meromorphic at 0; hence that f has an
expansion
f.z/ D
X
n N0
anqn
in some neighbourhood of 0.
Modular forms.
To construct a modular function, we have to construct a meromorphic function on H that is invariant
under the action of  .N/. This is difﬁcult. It is easier to construct functions that transform in a
certain way under the action of  .N/; the quotient of two such functions of same type will then be
a modular function.
This is analogous to the following situation. Let
P1.k/ D .kkrorigin/=k
and assume that k is inﬁnite. Let k.X;Y / be the ﬁeld of fractions of kX;Y . We seek f 2 k.X;Y /
such that .a;b/ 7! f.a;b/ deﬁnes a function on the complement in P1.k/ of a ﬁnite set of points —
functions arising in this way are said to be rational. Thus we need f.X;Y / to be invariant under
the action of k, i.e., such that f.aX;aY / D f.X;Y /, all a 2 k. Recall that a homogeneous form
of degree d is a polynomial h.X;Y / such that h.aX;aY / D adh.X;Y / for all a 2 k. Thus, to get
a rational function f on P1, we only need to take f D g=h with g and h homogeneous forms of
the same degree and h ¤ 0.
TherelationofhomogeneousformstorationalfunctionsonP1 isexactlythesameastherelation
of modular forms to modular functions.
DEFINITION 0.2 A modular form of level N and weight 2k is a holomorphic function f.z/ on H
such that
(a) f.z/ D .czCd/2k f.z/ for all  D
 
a b
c d

2  .N/I
(b) f.z/ is “holomorphic at the cusps”.
For the full modular group, (a) again implies that f.zC1/ D f.z/, and so f can be written as
a function of q D e2iz; condition .b/ then says that this function is holomorphic at 0, so that
f.z/ D
X
n0
anqn:
The quotient of two modular forms of level N and the same weight is a modular function of
level N.
Afﬁne plane algebraic curves
Let k be a ﬁeld. An afﬁne plane algebraic curve C over k is deﬁned by a nonzero polynomial
f.X;Y / 2 kX;Y . The points of C with coordinates in a ﬁeld K  k are the zeros of f.X;Y /
in K K; we write C.K/ for this set. Let kC D kX;Y =.f.X;Y //, and call it the ring of
regular functions on C. When f.X;Y / is irreducible (this is the most interesting case so far as
3we are concerned), we write k.C/ for the ﬁeld of fractions of kC, and call it the ﬁeld of rational
functions on C.
We say that f.X;Y / is nonsingular if f ,
@f
@X,
@f
@Y have no common zero in the algebraic closure
of k. A point where all three vanish is called a singular point on the curve.
EXAMPLE 0.3 Let C be the curve deﬁned by Y 2 D 4X3 aX  b, i.e., by the polynomial
f.X;Y / D Y 2 4X3CaX Cb:
Assume char k ¤ 2. The partial derivatives of f are 2Y and  12X2Ca D  
d.4X3 aX b/
dX . Thus
a singular point on C is a pair .x;y/ such that y D 0 and x is a repeated root of 4X3  aX  b.
Therefore C is nonsingular if and only if the roots of 4X3 aX  b are all simple, which is true if
and only if its discriminant 
def D a3 27b2 is nonzero:
PROPOSITION 0.4 Let C be a nonsingular afﬁne plane algebraic curve over C; then C.C/ has a
natural structure as a Riemann surface.
PROOF. Let P be a point in C.C/. If .@f=@Y /.P/ ¤ 0, then the implicit function theorem shows
that the projection .x;y/ 7! xWC.C/ ! C deﬁnes a homeomorphism of an open neighbourhood of
P onto an open neighbourhood of x.P/ in C. This we take to be a coordinate neighbourhood of P.
If .@f=@Y /.P/ D 0, then .@f=@X/.P/ ¤ 0, and we use the projection .x;y/ 7! y. 2
Projective plane curves.
AprojectiveplanecurveC overk isdeﬁnedbyanonconstanthomogeneouspolynomialF.X;Y;Z/.
Let
P2.k/ D .k3rorigin/=k;
and write .a W b W c/ for the equivalence class of .a;b;c/ in P2.k/. As F.X;Y;Z/ is homogeneous,
F.cx;cy;cz/ D cmF.x;y;z/ for every c 2 k, where m D deg.F.X;Y;Z//. Thus it makes sense
to say F.x;y;z/ is zero or nonzero for .x W y W z/ 2 P2.k/. The points of C with coordinates in a
ﬁeld K  k are the zeros of F.X;Y;Z/ in P2.K/. Write C.K/ for this set. Let
kC D kX;Y;Z=.F.X;Y;Z//;
and call it the homogeneous coordinate ring of C. When F.X;Y;Z/ is irreducible, so that kC
is an integral domain, we write k.C/ for the subﬁeld of the ﬁeld of fractions of kC of elements
of degree zero (i.e., quotients of elements of the same degree), and we call it the ﬁeld of rational
functions on C:
A plane projective curve C is the union of three afﬁne curves CX, CY, CZ deﬁned by the
polynomials F.1;Y;Z/, F.X;1;Z/, F.X;Y;1/ respectively, and we say that C is nonsingular if all
three afﬁne curves are nonsingular. There is a natural complex structure on C.C/, and the Riemann
surface C.C/ is compact.
THEOREM 0.5 Every compact Riemann surface S is of the form C.C/ for some nonsingular pro-
jective algebraic curve C, and C is uniquely determined up to isomorphism. Moreover, C.C/ is the
ﬁeld of meromorphic functions on S:
Unfortunately, C may not be a plane projective curve. The statement is far from being true for
noncompact Riemann surfaces, for example, H is not of the form C.C/ for C an algebraic curve.
See p19.
4Arithmetic of Modular Curves.
The theorem shows that we can regard X.N/ as an algebraic curve, deﬁned by some homogeneous
polynomial(s) with coefﬁcients in C. The central fact underlying the arithmetic of the modular
curves (and hence of modular functions and modular forms) is that this algebraic curve is deﬁned,
in a natural way, over QN, where N D exp.2i=N/, i.e., the polynomials deﬁning X.N/ (as an
algebraic curve) can be taken to have coefﬁcients in QN, and there is a natural way of doing this.
This statement has as a consequence that it makes sense to speak of the points of X.N/ with
coordinates in any ﬁeld containing QN. In the remainder of the introduction, I shall explain what
the points of Y.1/ are in any ﬁeld containing Q:
Elliptic curves.
An elliptic curve E over a ﬁeld k (of characteristic ¤ 2;3) is a plane projective curve given by an
equation:
Y 2Z D 4X3 aXZ2 bZ3; 
def D a3 27b2 ¤ 0:
When we replace X with X=c2 and Y with Y=c3, some c 2 k, and multiply through by c6, the
equation becomes
Y 2Z D 4X3 ac4XZ2 bc6Z3;
and so we should not distinguish the curve deﬁned by this equation from that deﬁned by the ﬁrst
equation. Note that
j.E/
def D 1728a3=
is invariant under this change. In fact one can show (with a suitable deﬁnition of isomorphism)
that two elliptic curves E and E0 are isomorphic over an algebraically closed ﬁeld if and only if
j.E/ D j.E0/.
Elliptic functions.
What are the quotients of C? A lattice in C is a subset of the form
 D Z!1CZ!2
with !1 and !2 complex numbers that are linearly independent over R. The quotient C= is
(topologically) a torus. Let pWC!C= be the quotient map. The space C= has a unique complex
structure such that a function f on an open subset U of C= is holomorphic if and only if f p is
holomorphic on p 1.U/:
To give a meromorphic function on C= we have to give a meromorphic function f on C
invariant under the action of , i.e., such that f.zC/ D f.z/ for all  2 . Deﬁne
}.z/ D
1
z2 C
X
2;¤0

1
.z /2  
1
2

This is a meromorphic function on C, invariant under , and the map
z 7! .}.z/ W }0.z/ W 1/WC= ! P2.C/
deﬁnes an isomorphism of the Riemann surface C= onto the Riemann surface E.C/, where E is
the elliptic curve,
Y 2Z D 4X3 g2XZ2 g3Z3
5with
g2 D 60
X
2;¤0
1
4; g3 D 140
X
2;¤0
1
6.
See I 3.
Elliptic curves and modular curves.
We have a map  7! E./ D C= from lattices to elliptic curves. When is E./  E.0/? If
0 D c for some c 2 C, then
z 7! czWC= ! C=0
is an isomorphism, and in fact one can show
E./  E.0/  0 D c, some c 2 C:
By scaling with an element of C, we can normalize our lattices so that they are of the form
./
def D Z1CZ;some  2 H:
Note that ./ D .0/ if and only if there is a matrix
 
a b
c d

2 SL2.Z/ such that 0 D aCb
cCd. Thus
we have a map
 7! E./WH ! felliptic curves over Cg=;
and the above remarks show that it gives an injection
 .1/nH ,! felliptic curves over Cg= :
One shows that the function  7!j.E.//WH!C is holomorphic, and has only a simple pole at the
cusp; in fact
j./ D q 1C744C196884qC21493760q2C; q D e2i:
It is therefore a modular function for the full modular group. One shows further that it deﬁnes
an isomorphism jWY.1/ ! C. The surjectivity of j implies that every elliptic curve over C is
isomorphic to one of the form E./, some  2 H. Therefore
 .1/nH
1W1
$ felliptic curves over Cg= :
There is a unique algebraic curve Y.1/Q over Q that becomes equal to Y.1/ over C and has the
property that its points with coordinates in any ﬁeld L containing Q are given by
Y.1/.L/ D felliptic curves over Lg=;
where E  E0 if E and E0 become isomorphic over the algebraic closure of L.
From this, one sees that arithmetic facts about elliptic curves correspond to arithmetic facts
about special values of modular functions and modular forms. For example, let E be an elliptic
curve over a number ﬁeld L; then, when regarded as an elliptic curve over C, E is isomorphic to
E./ for some  2 C, and we deduce that
j./ D j.E.// D j.E/ 2 L;
i.e., the transcendental function j takes a value at  which is algebraic! For example, if ZCZ is
the ring of integers in a quadratic imaginary ﬁeld K, one can prove in this fashion that, not only is
j./ algebraic, but it in fact generates the Hilbert class ﬁeld of K (largest abelian extension of K
unramiﬁed over K at all primes, including the inﬁnite primes).
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7CHAPTERI
The Analytic Theory
In this chapter, we develop the theory of modular functions and modular forms, and the Riemann
surfaces on which they live.
1 Preliminaries
In this section we review some deﬁnitions and results concerning continuous group actions and Rie-
mann surfaces. Following Bourbaki, we require (locally) compact spaces to be Hausdorff. Recall
that a topological space X is locally compact if every point in X has a compact neighbourhood;
then every compact subset of X has a compact neighbourhood.1 We often use x to denote the
equivalence class containing x.
Continuous group actions.
Recall that a group G with a topology is a topological group if the maps
.g;g0/ 7! gg0WGG ! G; g 7! g 1WG ! G
are continuous. Let G be a topological group and let X be a topological space. An action of G on
X;
.g;x/ 7! gxWGX ! X;
iscontinuousifthismapiscontinuous. Then, foreachg 2G, x 7!gxWX !X isahomeomorphism
(with inverse x 7! g 1x/. An orbit under the action is the set Gx of translates of an x 2 X. The
stabilizer of x 2 X (or the isotropy group at x) is
Stab.x/ D fg 2 G j gx D xg:
If X is Hausdorff, then Stab.x/ is closed because it is the inverse image of x under the continuous
map g 7! gxWG ! X. There is a bijection
G= Stab.x/ ! Gx , g Stab.x/ 7! gxI
1Let A be a compact subset of X. For each a 2 A, there exists an open neighbourhood Ua of a in X whose closure
is compact. Because A is compact, it is covered by a ﬁnite family of Ua’s, and the union of the closures of the Ua’s in
the family will be a compact neighbourhood of A.
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in particular, when G acts transitively on X, there is a bijection
G= Stab.x/ ! X:
Let GnX be the set of orbits for the action of G on X, and endow GnX with the quotient topology.
This is the ﬁnest topology for which the map pWX !GnX, x 7!Gx, is continuous, and so a subset
U of GnX is open if and only if the union of the orbits in U is an open subset of X. Note that p is
an open map: if U is an open subset of X, then p 1.p.U// D
S
g2G gU, which is clearly open.
Let H be a subgroup of G. Then H acts on G on the left and on the right, and HnG and G=H
are the spaces of right and left cosets.
LEMMA 1.1 The space G=H is Hausdorff if and only if H is closed in G:
PROOF. Write p for the map G ! G=H, g 7! gH. If G=H is Hausdorff, then eH is a closed point
of G=H, and so H D p 1.eH/ is closed (here e is the identity element of G).
Conversely, suppose that H is a closed subgroup, and let aH and bH be distinct elements of
G=H. Since G is a topological group, the map
f WGG ! G , .g;g0/ 7! g 1g0;
is continuous, and so f  1.H/ is closed. As aH ¤ bH, .a;b/  f  1.H/, and so there is an open
neighbourhood of .a;b/, which we can take to be of the form U V , that is disjoint from f  1.H/.
Now the images of U and V in G=H are disjoint open neighbourhoods of aH and bH. 2
As we noted above, when G acts transitively on X, there is a bijection G= Stab.x/ ! X for any
x 2 X. Under some mild hypotheses, this will be a homeomorphism.
PROPOSITION 1.2 Suppose that G acts continuously and transitively on X. If G and X are locally
compact and Hausdorff, and there is a countable base for the topology of G, then the map
g 7! gxWG= Stab.x/ ! X
is a homeomorphism.
PROOF. We know the map is a bijection, and it is obvious from the deﬁnitions that it is continuous,
and so we only have to show that it is open. Let U be an open subset of G, and let g 2 U; we have
to show that gx is an interior point of Ux.
Consider the map G G ! G, .h;h0/ 7! ghh0. It is continuous and maps .e;e/ into U, and
so there is a neighbourhood V of e, which we can take to be compact, such that V V is mapped
into U; thus gV 2  U. After replacing V with V \V  1, we can assume V  1 D V . (Here V  1 D
fh 1 j h 2 V g; V 2 D fhh0 j h;h0 2 V g.)
As e 2 V , G D
S
gV (union over g 2 G/. Each set gV is a union of open sets in the countable
base, and we only need to take enough g’s in order to get each basic open set contained in a gV at
least once. Therefore, there is a countable set of elements g1;g2;::: 2 G such that G D
S
gnV:
As gnV is compact, its image gnVx in X is compact, and as X is Hausdorff, this implies that
gnVx is closed. The following lemma shows that at least one of the gnVx’s has an interior point.
But y 7! gnyWX ! X is a homeomorphism mapping Vx onto gnVx, and so Vx has interior point,
i.e., there is a point hx 2 Vx and an open subset W of X such that hx 2 W  Vx. Now
gx D gh 1hx 2 gh 1W  gV 2x  Ux
which shows that gx is an interior point of Ux. 2
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LEMMA 1.3 (BAIRE’S THEOREM) If a nonempty locally compact (hence Hausdorff) space X is
a countable union X D
S
n2NVn of closed subsets Vn, then at least one of the Vn has an interior
point.
PROOF. Suppose no Vn has an interior point. Take U1 to be any nonempty open subset of X whose
closure N U1 is compact. As V1 has empty interior, U1 is not contained in V1. Now V1 \U1 is
proper compact subset of the locally compact space U1, and so there exists a nonempty open subset
U2 of U1 such that N U2  U1 rU1 \V1. Similarly, U2 is not contained in V2, and so there exists
a nonempty open subset U3 of U2 such that N U3  U2 rU2 \V2. Continuing in this fashion, we
obtain nonempty open sets U3, U4 ... such that N UnC1  UnrUn\Vn. The N Un form a decreasing
sequence of nonempty compact sets, and so
T N Un ¤ ?, which contradicts X D
S
Vn. 2
Riemann surfaces: classical approach
Let X be a connected Hausdorff topological space. A coordinate neighbourhood for X is pair
.U;z/ with U an open subset of X and z a homeomorphism of U onto an open subset of the complex
plane C. Two coordinate neighbourhoods .Ui;zi/ and .Uj;zj/ are compatible if the function
zi z 1
j Wzj.Ui \Uj/ ! zi.Ui \Uj/
is holomorphic with nowhere vanishing derivative (the condition is vacuous if Ui \Uj D ;). A
family of coordinate neighbourhoods .Ui;zi/i2I is a coordinate covering if X D
S
Ui and .Ui;zi/
is compatible with .Uj;zj/ for all pairs .i;j/ 2 I I. Two coordinate coverings are said to be
equivalent if their union is also a coordinate covering. This deﬁnes an equivalence relation on the
set of coordinate coverings, and we call an equivalence class of coordinate coverings a complex
structure on X. A space X together with a complex structure is a Riemann surface.
Let U D .Ui;zi/i2I be a coordinate covering of X. A function f WU ! C on an open subset U
of X is said to be holomorphic relative to U if
f z 1
i Wzi.U \Ui/ ! C
is holomorphic for all i 2 I. When U0 is an equivalent coordinate covering, f is holomorphic
relative to U if and only if it is holomorphic relative to U0, and so it makes sense to say that f is
holomorphic relative to a complex structure on X: a function f WU ! C on an open subset U of
a Riemann surface X is holomorphic if it is holomorphic relative to one (hence every) coordinate
covering deﬁning the complex structure on X:
Recall that a meromorphic function on an open subset U of C is a holomorphic function f on
the complement U r of some discrete subset  of U that has at worst a pole at each point of
 (i.e., for each a 2 , there exists an m such that .z  a/mf.z/ is holomorphic in some neigh-
bourhood of a). A meromorphic function on an open subset U of a Riemann surface is deﬁned in
exactly the same way.
EXAMPLE 1.4 Any open subset U of C is a Riemann surface with a single coordinate neighbour-
hood (U itself, with the inclusion zWU ,! C). The holomorphic and meromorphic functions on U
with this structure of a Riemann surface are just the usual holomorphic and meromorphic functions.
EXAMPLE 1.5 Let X be the unit sphere
X W x2Cy2Cz2 D 1
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in R3. Stereographic projection from the north pole P D .0;0;1/ gives a map
.x;y;z/ 7!
xCiy
1 z
WX rP ! C:
TakethistobeacoordinateneighbourhoodforX. Similarly, stereographicprojectionfromthesouth
pole S gives a second coordinate neighbourhood. These two coordinate neighbourhoods deﬁne a
complex structure on X, and X together with this complex structure is called the Riemann sphere.
EXAMPLE 1.6 Let X be the torus R2=Z2. We shall see that there are inﬁnitely many nonisomor-
phic complex structures on X:
A map f WX ! X0 from one Riemann surface to a second is holomorphic if for each point
P of X, there are coordinate neighbourhoods .U;z/ of P and .U 0;z0/ of f.P/ such that z0 f 
z 1Wz.U/ ! z.U 0/ is holomorphic. An isomorphism of Riemann surfaces is a bijective holomor-
phic map whose inverse is also holomorphic.
Riemann surfaces as ringed spaces
Fix a ﬁeld k. Let X be a topological space, and suppose that for each open subset U of X, we are
given a set O.U/ of functions U ! k. Then O is called a sheaf of k-algebras on X if
(a) f;g 2 O.U/ ) f g, fg 2 O.U/; the function x 7! 1 is in O.U/ if U ¤ ;;
(b) f 2 O.U/, V  U ) f jV 2 O.V /I
(c) let U D
S
Ui be an open covering of an open subset U of X, and for each i, let fi 2 O.Ui/;
if fijUi \Uj D fjjUi \Uj for all i;j, then there exists an f 2 O.U/ such that f jUi D fi
for all i.
When Y is an open subset of X, we obtain a sheaf of k-algebras OjY on Y by restricting the
map U 7! O.U/ to the open subsets of Y, i.e., for all open U  Y, we deﬁne .OjY /.U/ D O.U/:
From now on, by a ringed space we shall mean a pair .X;OX/ with X a topological space and
OX asheafofC-algebras—weoftenomitthesubscriptonO. Amorphism'W.X;OX/!.X0;OX0/
of ringed spaces is a continuous map 'WX ! X0 such that, for all open subsets U 0 of X0,
f 2 OX0.U 0/ ) f ' 2 OX.' 1.U 0//:
An isomorphism 'W.X;OX/ ! .X0;OX0/ of ringed spaces is a homeomorphism such that ' and
' 1 are morphisms. Thus a homeomorphism 'WX ! X0 is an isomorphism of ringed spaces if, for
every U open in X with image U 0 in X0, the map
f 7! f 'WOX0.U 0/ ! OX.U/
is bijective.
For example, on any open subset V of the complex plane C, there is a sheaf OV with
OV .U/ D f holomorphic functions f WU ! Cg;
all open U  V . We call such a pair .V;OV / a standard ringed space.
The following statements (concerning a connected Hausdorff topological space X) are all easy
to prove.
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1.7 Let U D .Ui;zi/ be a coordinate covering of X, and, for any open subset U of C, let O.U/ be
the set of functions f WU ! C that are holomorphic relative to U. Then U 7! O.U/ is a sheaf of
C-algebras on X.
1.8 Let U and U0 be coordinate coverings of X; then U and U0 are equivalent if and only they
deﬁne the same sheaves of holomorphic functions.
Thus, a complex structure on X deﬁnes a sheaf of C-algebras on X, and the sheaf uniquely
determines the complex structure.
1.9 A sheaf OX of C-algebras on X arises from a complex structure if and only if it satisﬁes the
following condition:
./ there is an open covering X D
S
Ui of X such that each .Ui;OXjUi/ is isomorphic
to a standard ringed space.
Thus to give a complex structure on X is the same as giving a sheaf of C-algebras satisfying ./.
EXAMPLE 1.10 Let n 2 Z act on C as z 7! zCn. Topologically, C=Z is cylinder. We can give it a
complex structure as follows: let pWC!C=Z be the quotient map; for any point P 2C=Z, choose a
Q2f  1.P/; thereexistneighbourhoodsU ofP andV ofQ suchthatp isahomeomorphismV !
U; take any such pair .U;p 1WU !V / to be a coordinate neighbourhood. The corresponding sheaf
of holomorphic functions has the following description: for any open subset U of C=Z, a function
f WU ! C is holomorphic if and only if f p is holomorphic (check!). Thus the holomorphic
functions f on U  C=Z can be identiﬁed with the holomorphic functions on p 1.U/ invariant
under the action of Z, i.e., such that f.zCn/ D f.z/ for all n 2 Z (it sufﬁces to check that f.zC
1/ D f.z/, as 1 generates Z as an abelian group).
For example, q.z/ D e2iz deﬁnes a holomorphic function on C=Z. It gives an isomorphism
C=Z ! C (complex plane with the origin removed)—in fact, this is an isomorphism of both of
Riemann surfaces and of topological groups. The inverse function C ! C=Z is (by deﬁnition)
.2i/ 1log:
Before Riemann (and, unfortunately, also after), mathematicians considered functions only on
open subsets of the complex plane C. Thus they were forced to talk about “multi-valued functions”
and functions “holomorphic at points at inﬁnity”. This works reasonably well for functions of
one variable, but collapses into total confusion in several variables. Riemann recognized that the
functions were deﬁned in a natural way on spaces that were only locally isomorphic to open subsets
of C, that is, on Riemann surfaces, and emphasized the importance of studying these spaces. In
this course we follow Riemann—it may have been more natural to call the course “Elliptic Modular
Curves” rather than “Modular Functions and Modular Forms”.
Differential forms.
We adopt a naive approach to differential forms on Riemann surfaces.
A differential form on an open subset U of C is an expression of the form f.z/dz where f
is a meromorphic function on U. With any meromorphic function f.z/ on U, we associate the
differential form df
def D
df
dzdz. Let wWU ! U 0 be a mapping from U to another open subset U 0 of
C; we can write it z0 D w.z/. Let ! D f.z0/dz0 be a differential form on U 0. Then w.!/ is the
differential form f.w.z//
dw.z/
dz dz on U:
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Let X be a Riemann surface, and let .Ui;zi/ be a coordinate covering of X. To give a dif-
ferential form on X is to give differential forms !i D f.zi/dzi on zi.Ui/ for each i that agree
on overlaps in the following sense: let zi D wij.zj/, so that wij is the conformal mapping zi 
z 1
j Wzj.Ui \Uj/ ! zi.Ui \Uj/; then w
ij.!i/ D !j, i.e.,
fj.zj/dzj D fi.wij.zj//w0
ij.zj/dzj:
Contrast this with functions: to give a meromorphic function f on X is to give meromorphic
functions fi.zi/ on zi.Ui/ for each i that agree on overlaps in the sense that
fj.zj/ D fi.wij.zj// on zj.Ui \Uj/:
A differential form is said to be of the ﬁrst kind (or holomorphic) if it has no poles on X, of the
second kind if it has residue 0 at each point of X where it has a pole, and of the third kind if it is
not of the second kind.
EXAMPLE 1.11 The Riemann sphere S can be thought of as the set of lines through the origin in
C2. Thus a point on S is determined by a point (other than the origin) on the line. In this way, the
Riemann sphere is identiﬁed with
P1.C/ D .CCrf.0;0/g/=C:
We write .x0Wx1/ for the equivalence class of .x0;x1/; thus .x0Wx1/ D .cx0Wcx1/ for c ¤ 0:
Let U0 be the subset where x0 ¤ 0; then z0W.x0 W x1/ 7! x1=x0 is a homeomorphism U0 !
C. Similarly, if U1 is the set where x1 ¤ 0, then z1W.x0 W x1/ 7! x0=x1 is a homeomorphism
U1 ! C. The pair .U0;z0/, .U1;z1/ is a coordinate covering of S. Note that on U0 \U1, z0 and
z1 are both deﬁned, and z1 D z 1
0 ; in fact, z0.U0 \U1/ D Crf0g D z1.U0 \U1/ and the map
w01Wz1.U0\U1/ ! z0.U0\U1/ is z 7! z 1:
A meromorphic function on S is deﬁned by a meromorphic function f0.z0/ of z0 2 C and a
meromorphic function f1.z1/ of z1 2 C such that for z0z1 ¤ 0, f1.z1/ D f0.z 1
1 /. In other words,
it is deﬁned by a meromorphic function f.z/.D f1.z1// such that f.z 1/ is also meromorphic on
C. (It is automatically meromorphic on Crf0g.) In all good complex analysis courses it is shown
that the meromorphic functions on S are exactly the rational functions of z, namely, the functions
P.z/=Q.z/, P;Q 2 CX, Q ¤ 0.
A meromorphic differential form on S is deﬁned by a differential form f0.z0/dz0 on C and a
differential form f1.z1/dz1 on C, such that
f1.z1/ D f0.z 1
1 /
 1
z2
1
for z1 ¤ 0:
Analysis on compact Riemann surfaces.
We merely sketch what we need. For details, see for example R. Gunning, Lectures on Riemann
Surfaces, Princeton, 1966, or P. Grifﬁths, Introduction to Algebraic Curves, AMS, 1989. Note that
a Riemann surface X (considered as a topological space) is orientable: each open subset of the
complex plane has a natural orientation; hence each coordinate neighbourhood of X has a natural
orientation, and these agree on overlaps because conformal mappings preserve orientation. Also
note that a holomorphic mapping f WX ! S (the Riemann sphere) can be regarded as a mero-
morphic function on X, and that all meromorphic functions are of this form. The only functions
holomorphic on the whole of a compact Riemann surface are the constant functions.
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PROPOSITION 1.12 (a) A meromorphic function f on a compact Riemann surface has the same
number of poles as it has zeros (counting multiplicities).
(b) Let ! be a differential form on a compact Riemann surface; then the sum of the residues of !
at its poles is zero.
SKETCH OF PROOF. We ﬁrst prove (b). Recall that if ! D fdz is a differential form on an open
subset of C and C is any closed path in C not passing through any poles of f , then
Z
C
! D 2i
0
@
X
poles
Resp!
1
A
(sum over the poles p enclosed by C). Fix a ﬁnite coordinate covering .Ui;zi/iD1;:::;n of the
Riemann surface, and choose a triangulation of the Riemann surface such that each triangle is com-
pletely enclosed in some Ui; then 2i.
P
Resp!/ is the sum of the integrals of ! over the various
paths, but these cancel out.
Statement (a) is just the special case of (b) in which ! D df=f . 2
When we apply (a) to f  c, c some ﬁxed number, we obtain the following result.
COROLLARY 1.13 Let f be a nonconstant meromorphic function on a compact Riemann surface
X. Then there is an integer n > 0 such that f takes each value exactly n times (counting multiplic-
ities).
PROOF. The number n is equal to the number of poles of f (counting multiplicities). 2
The integer n is called the valence of f . A constant function is said to have valence 0. If
f has valence n, then it deﬁnes a function X ! S (Riemann sphere) which is n to 1 (counting
multiplicities). In fact, there will be only ﬁnitely many ramiﬁcation points, i.e., point P such that
f  1.P/ has fewer than n distinct points.
PROPOSITION 1.14 Let S be the Riemann sphere. The meromorphic functions are precisely the
rational functions of z, i.e., the ﬁeld of meromorphic functions on S is C.z/:
PROOF. Let g.z/ be a meromorphic function on S. After possibly replacing g.z/ with g.z c/, we
may suppose that g.z/ has neither a zero nor a pole at 1 .D north pole). Suppose that g.z/ has a
pole of order mi at pi, i D 1;:::;r, a zero of order ni at qi, i D 1;:::;s, and no other poles or zero.
The function
g.z/
Q
.z pi/mi
Q
.z qi/ni
has no zeros or poles at a point P ¤ 1, and it has no zero or pole at 1 because (see 1.12)
P
mi D P
ni. It is therefore constant, and so
g.z/ D constant
Q
.z qi/ni
Q
.z pi/mi :
2
REMARK 1.15 The proposition shows that the meromorphic functions on S are all algebraic: they
are just quotients of polynomials. Thus the ﬁeld M.S/ of meromorphic functions on S is equal to
the ﬁeld of rational functions on P1 as deﬁned by algebraic geometry. This is dramatically different
from what is true for meromorphic functions on the complex plane. In fact, there exists a vast array
of holomorphic functions on C—see Ahlfors, Complex Analysis, 1953, IV 3.3 for a classiﬁcation
of them.
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PROPOSITION 1.16 Let f be a nonconstant meromorphic function with valence n on a compact
Riemann surface X. Then any meromorphic function g on X is a root of a polynomial of degree
 n with coefﬁcients in C.f /:
SKETCH OF PROOF. Regard f as a mapping X ! S (Riemann sphere) and let c be a point of S
such that f  1.c/ has exactly n elements fP1.c/;:::;Pn.c/g. Let z 2 X be such that f.z/ D c; then
0 D
Y
i
.g.z/ g.Pi.c/// D gn.z/Cr1.c/gn 1.z/CCrn.c/
where the ri.c/ are symmetric functions in the g.Pi.c//. When we let c vary (avoiding the c where
f.z/ c has multiple zeros), each ri.c/ becomes a meromorphic function on S, and hence is a
rational function of c D f.z/: 2
THEOREM 1.17 Let X be a compact Riemann surface. There exists a nonconstant meromorphic
function f on X, and the set of such functions forms a ﬁnitely generated ﬁeld M.X/ of transcen-
dence degree 1 over C:
The ﬁrst statement is the fundamental existence theorem (Gunning 1966, p107). Its proof is not
easy (it is implied by the Riemann-Roch Theorem), but for all the Riemann surfaces in this course,
we shall be able to write down a nonconstant meromorphic function.
It is obvious that the meromorphic functions on X form a ﬁeld M.X/. Let f be a nonconstant
such function, and let n be its valence. Then (1.16) shows that every other function is algebraic
over C.f /, and in fact satisﬁes a polynomial of degree  n. Therefore M.X/ has degree  n over
C.f /, because if it had degree > n then it would contain a subﬁeld L of ﬁnite degree n0 > n over
C.f /, and the Primitive Element Theorem (FT, 5.1) tells us that then L D C.f /.g/ for some g
whose minimum polynomial has degree n0:
EXAMPLE 1.18 Let S be the Riemann sphere. For any meromorphic function f on S with valence
1, M.S/ D C.f /:
REMARK 1.19 The meromorphic functions on a compact complex manifold X of dimension m>1
again form a ﬁeld that is ﬁnitely generated over C, but its transcendence degree may be < m. For
example, there are compact complex manifolds of dimension 2 with no nonconstant meromorphic
functions.
Riemann-Roch Theorem.
The Riemann-Roch theorem describes how many functions there are on a compact Riemann surface
with given poles and zeros.
Let X be a compact Riemann surface. The group of divisors Div.X/ on X is the free (additive)
abelian group generated by the points on X; thus an element of Div.X/ is a ﬁnite sum
P
niPi,
ni 2 Z. A divisor D D
P
niPi is positive (or effective) if every ni  0; we then write D  0:
Let f be a nonzero meromorphic function on X. For any point P 2 X, let ordP.f / D m,  m,
or 0 according as f has a zero of order m at P, a pole of order m at P, or neither a pole nor a zero
at P. The divisor of f is
div.f / D
X
ordp.f /P:
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This is a ﬁnite sum because the zeros and poles of f form discrete sets, and we are assuming X to
be compact.
The mapf 7!div.f /WM.X/ !Div.X/is ahomomorphism, andits imageis calledthe group
of principal divisors. Two divisors are said to be linearly equivalent if their difference is principal.
The degree of a divisor
P
niPi is
P
ni. The map D 7! deg.D/ is a homomorphism Div.X/ ! Z
whose kernel contains the principal divisors. Thus it makes sense to speak of the degree of a linear
equivalence class of divisors.
It is possible to attach a divisor to a differential form !: let P 2 X, and let .Ui;zi/ be a coor-
dinate neighbourhood containing P; the differential form ! is described by a differential fidzi on
Ui, and we set ordp.!/ D ordp.fi/. Then ordp.!/ is independent of the choice of the coordinate
neighbourhood Ui (because !ij and its derivative have no zeros or poles), and we deﬁne
div.!/ D
X
ordp.!/P:
Again, this is a ﬁnite sum. Note that, for any meromorphic function f;
div.f!/ D div.f /Cdiv.!/:
If ! is one nonzero differential form, then any other is of the form f! for some f 2 M.X/, and
so the linear equivalence class of div.!/ is independent of !; we write K for div.!/, and k for its
linear equivalence class.
For a divisor D, deﬁne
L.D/ D ff 2 M.X/ j div.f /CD  0g[f0g:
This is a vector space over C, and if D0 D DC.g/, then f 7! fg 1 is an isomorphism L.D/ !
L.D0/. Thus the dimension `.D/ of L.D/ depends only on the linear equivalence class of D:
THEOREM 1.20 (RIEMANN-ROCH) Let X be a compact Riemann surface. Then there is an integer
g  0 such that for any divisor D;
`.D/ D deg.D/C1 gC`.K  D/: (1)
PROOF. See Gunning 1962, 7, or Grifﬁths 1989, for a proof in the context of Riemann surfaces,
and Fulton, Algebraic Curves, 1969, Chapter 8, for a proof in the context of algebraic curves. One
approach to proving it is to verify it ﬁrst for the Riemann sphere S (see below), and then to regard
X as a ﬁnite covering of S. 2
Note that in the statement of the Riemann-Roch Theorem, we could replace the divisors with
equivalence classes of divisors.
COROLLARY 1.21 A canonical divisor K has degree 2g 2, and `.K/ D g:
PROOF. Put D D0 in (1). The only functions with div.f /0 are the constant functions, and so the
equation becomes 1 D 0C1 gC`.K/. Hence `.K/ D g. Put D D K; then the equation becomes
g D deg.K/C1 gC1, which gives deg.K/ D 2g 2: 2
Let K D div.!/. Then f 7! f! is an isomorphism from L.K/ to the space of holomorphic
differential forms on X, which therefore has dimension g.
The term in the Riemann-Roch formula that is difﬁcult to evaluate is `.K D/. Thus it is useful
to note that if deg.D/>2g 2, then L.K D/D0 (because, for f 2M.X/, deg.D/>2g 2)
deg.div.f /CK  D/ < 0, and so div.f /CK  D can’t be a positive divisor). Hence:
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COROLLARY 1.22 If deg.D/ > 2g 2, then `.D/ D deg.D/C1 g:
EXAMPLE 1.23 Let X be the Riemann sphere, and let D D mP1, where P1 is the “point at
inﬁnity” and m  0. Then L.D/ is the space of meromorphic functions on C with at worst a pole
of order m at inﬁnity and no poles elsewhere. These functions are the polynomials of degree  m,
and they form a vector space of dimension mC1, in other words,
`.D/ D deg.D/C1;
and so the Riemann-Roch theorem shows that g D 0. Consider the differential dz on C, and let
z0 D 1=z. The dz D  1=z02dz0, and so dz extends to a meromorphic differential on X with a pole
of order 2 at 1. Thus deg.div.!// D  2, in agreement with the above formulas.
EXERCISE 1.24 Prove (1.20) for the Riemann sphere. (Hint: use partial fractions.)2
The genus of X
Let X be a compact Riemann surface. It can be regarded as a topological space, and so we can
deﬁne homology groups H0.X;Q/, H1.X;Q/, H2.X;Q/. It is known that H0 and H2 each have
dimension 1, and H1 has dimension 2g. It is a theorem that this g is the same as that occurring in
the Riemann-Roch theorem (see below). Hence g depends only on X as a topological space, and
not on its complex structure. The Euler-Poincar´ e characteristic of X is
.X/
def D dimH0 dimH1CdimH2 D 2 2g:
Since X is oriented, it can be triangulated. When one chooses a triangulation, then one ﬁnds (easily)
that
2 2g D V  E CF;
where V is the number of vertices, E is the number of edges, and F is the number of faces.
EXAMPLE 1.25 Triangulate the sphere by projecting out from a regular tetrahedron whose vertices
are on the sphere. Then V D 4, E D 6, F D 4, and so g D 0:
EXAMPLE 1.26 Consider the map z 7! zeWD ! D, where D is the unit open disk. This map is
exactly e W 1 except at the origin, which is a ramiﬁcation point of order e. Consider the differential
dz0 on D. The map is z0 D w.z/ D ze, and so the inverse image of the differential dz0 is dz0 D
dw.z/ D eze 1dz. Thus w.dz0/ has a zero of order e 1 at 0.
THEOREM 1.27 (RIEMANN-HURWITZ FORMULA) Let f WY ! X be a holomorphic mapping of
compact Riemann surfaces that is m W 1 (except over ﬁnitely many points). For each point P of X,
let eP be the multiplicity of P in the ﬁbre of f ; then
2g.Y / 2 D .2g.X/ 2/mC
X
.eP  1/:
2From Goertz: I think the hint points at an unnecessarily complicated (though maybe enlightening) method. Using
Example 1.23 and the remark that `.D/ D `.D0/ for linearly equivalent divisors D;D0, doesn’t (1.20) follow immedi-
ately?
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PROOF. Choose a differential ! on X such that ! has no pole or zero at a ramiﬁcation point of X.
Then f ! has a pole and a zero above each pole and zero of ! (of the same order as that of !/; in
addition it has a zero of order e 1 at each ramiﬁcation point in Y (cf. the above example 1.26).
Thus
deg.f !/ D mdeg.!/C
X
.eP  1/;
and we can apply (1.21). 2
REMARK 1.28 One can also prove this formula topologically. Triangulate X in such a way that
each ramiﬁcation point is a vertex for the triangulation, and pull the triangulation back to Y. There
are the following formulas for the numbers of faces, edges, and vertices for the triangulations of Y
and X W
F.Y / D mF.X/; E.Y / D mE.X/; V.Y / D mV.X/ 
X
.eP  1/:
Thus
2 2g.Y / D .2 2g.X// 
X
.eP  1/;
in agreement with (1.27).
We have veriﬁed that the two notions of genus agree for the Riemann sphere S (they both give
0). But for any Riemann surface X, there is a nonconstant function f WX ! S (by 1.17) and we
have just observed that the formulas relating the genus of X to that of S is the same for the two
notions of genus, and so we have shown that the two notions give the same value for X:
Riemann surfaces as algebraic curves.
Let X be a compact Riemann surface. Then (see 1.17) M.X/ is a ﬁnitely generated ﬁeld of tran-
scendence degree 1 over C, and so there exist meromorphic functions f and g on X such that
M.X/ D C.f;g/. There is a nonzero irreducible polynomial .X;Y / such that
.f;g/ D 0:
Then z 7! .f.z/;g.z//WX ! C2 maps an open subset of X onto an open subset of the algebraic
curve deﬁned by the equation:
.X;Y / D 0:
Unfortunately, this algebraic curve will in general have singularities. A better approach is the fol-
lowing. Suppose that the Riemann surface X has genus  2 and is not hyperelliptic, and choose
a basis !0;:::;!n; .n D g 1/ for the space of holomorphic differential forms on X. For P 2 X,
we can represent each !i in the form fi dz in some neighbourhood of P. After possibly replacing
each !i with f!i, f a meromorphic function deﬁned near P, the fi’s will all be deﬁned at P,
and at least one will be nonzero at P. Thus .f0.P/ W ::: W fn.P// is a well-deﬁned point of Pn.C/,
independent of the choice of f . It is known that the map '
P 7! .f0.P/ W ::: W fn.P// W X ! Pn.C/
is a homeomorphism of X onto a closed subset of Pn.C/, and that there is a ﬁnite set of homo-
geneous polynomials in nC1 variables whose zero set is precisely '.X/: Moreover, the image
is a nonsingular curve in Pn.C/ (Grifﬁths 1989, IV.3). If X has genus < 2, or is hyperelliptic, a
modiﬁcation of this method again realizes X as a nonsingular algebraic curve in Pn for some n:
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Every nonsingular algebraic curve is obtained from a complete nonsingular algebraic curve by
removing a ﬁnite set of points. It follows that a Riemann surface arises from an algebraic curve if
and only if it is obtained from a compact Riemann surface by removing a ﬁnite set of points. On
such a Riemann surface, every bounded holomorphic function extends to a holomorphic function
on the compact surface, and so is constant. Therefore the upper half plane does not arise from an
algebraic curve because z i
zCi is a nonconstant bounded holomorphic function on it.
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2 Elliptic Modular Curves as Riemann Surfaces
In this section, we deﬁne the Riemann surfaces Y.N/ D  .N/nH and their natural compactiﬁca-
tions, X.N/. Recall that H is the complex upper half plane
H D fz 2 C j =.z/ > 0g:
The upper-half plane as a quotient of SL2.R/
We saw in the Introduction that there is an action of SL2.R/ on H as follows:
SL2.R/H ! H; .;z/ 7! .z/ D
azCb
czCd
;  D

a b
c d

:
Because =.z/ D =.z/=jcz Cdj2, =.z/ > 0 ) =.z/ > 0. When we give SL2.R/ and H their
natural topologies, this action is continuous.
The special orthogonal group (or “circle group”) is deﬁned to be
SO2.R/ D

cos sin
 sin cos
  
 2 R

:
Note that SO2.R/ is a closed subgroup of SL2.R/, and so SL2.R/=SO2.R/ is a Hausdorff topolog-
ical space (by 1.1).
PROPOSITION 2.1 (a) The group SL2.R/ acts transitively on H, i:e:, for any elements z;z0 2 H,
there exists an  2 SL2.R/ such that z D z0:
(b) The action of SL2.R/ on H induces an isomorphism
SL2.R/=fIg ! Aut.H/ (biholomorphic automorphisms of H/
(c) The stabilizer of i is SO2.R/.
(d) The map
SL2.R/=SO2.R/ ! H; SO2.R/ 7! .i/
is a homeomorphism.
PROOF. (a) It sufﬁces to show that, for every z 2 H, there exists an element of SL2.R/ mapping i
to z. Write z D xCiy; then
p
y 1 y x
0 1

2 SL2.R/ and maps i to z.
(b) If
 
a b
c d

z D z then cz2 C.d  a/z  b D 0. If this is true for all z 2 H (any three z’s
would do), then the polynomial must have zero coefﬁcients, and so c D 0, d D a, and b D 0. Thus  
a b
c d

D
 
a 0
0 a

, and this has determinant 1 if and only if a D 1. Thus only I act trivially on H:
Let  be an automorphism H. We know from (a) that there is an  2 SL2.R/ such that .i/ D
.i/. After replacing  with  1, we can assume that .i/ D i: Recall that the map WH ! D,
z 7! z i
zCi is an isomorphism from H onto the open unit disk, and it maps i to 0. Use  to transfer
 into an automorphism 0 of D ﬁxing 0. Lemma 2.2 below tells us that there is a  2 R such
that   1.z/ D e2i z for all z, and Exercise 2.3(c) shows that .z/ D
 
cos sin
 sin cos

z. Thus
 2 SO2.R/  SL2.R/:
(c) We have already proved this, but it is easy to give a direct proof. We have
ai Cb
ci Cd
D i  ai Cb D  cCdi  a D d; b D  c:
Therefore the matrix is of the form
 
a  b
b a

with a2Cb2 D 1, and so is in SO2.R/:
(d) This is a consequence of the general result (1.2). 2
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LEMMA 2.2 The automorphisms of D ﬁxing 0 are the maps of the form z 7! z, jj D 1:
PROOF. This is an easy consequence of the Schwarz Lemma (Cartan 1963, III.3), which says the
following:
Let f.z/ be a holomorphic function on the disk jzj < 1 and suppose that
f.0/ D 0; jf.z/j < 1 for jzj < 1:
Then
(i) jf.z/j  jzj for jzj < 1I
(ii) if jf.z0/j D jz0j for some z0 ¤ 0, then there is a  such that f.z/ D z (and
jj D 1/.
Let  be an automorphism of D ﬁxing 0. When we apply (i) to  and  1, we ﬁnd that j.z/j D jzj
for all z in the disk, and so we can apply (ii) to ﬁnd that f is of the required form. 2
EXERCISE 2.3 Let  WC2C2 ! C be the Hermitian form

z1
z2

;

w1
w2

7! N z1w1 z2 N w2:
andletSU.1;1/(specialunitarygroup)bethesubgroupofelements 2SL2.C/suchthat ..z/;.w//D
 .z;w/.
(a) Show that
SU.1;1/ D

u v
N v N u
 
 u;v 2 C; juj2 jvj2 D 1

:
(b) Deﬁne an action of SU.1;1/ on the unit disk as follows:

u v
N v N u

z D
uzCv
N vzC N u
:
Show that this deﬁnes an isomorphism SU.1;1/=fIg ! Aut.D/:
(c) Show that, under the standard isomorphism WH ! D, the action of the element
 
cos sin
 sin cos

of SL2.R/ on H corresponds to the action of

ei 0
0 e i

on D:
Quotients of H
Let   be a group acting on a topological space X. If   nX is Hausdorff, then the orbits are closed,
but this condition is not sufﬁcient to ensure that the quotient space is Hausdorff. The action is said
to be discontinuous if for every x 2 X and inﬁnite sequence .i/ of distinct elements of   , the set
fixg has no cluster point; it is said to be properly discontinuous3 if, for any pair of points x and y
of X, there exist neighbourhoods Ux and Uy of x and y such that the set f 2   j Ux \Uy ¤ ;g
is ﬁnite.
PROPOSITION 2.4 Let G be a locally compact group acting on a topological space X such that for
one (hence every) point x0 2 X, the stabilizer K of x0 in G is compact and gK 7! gx0WG=K ! X
is a homeomorphism. The following conditions on a subgroup   of G are equivalent:
3This terminology should be expunged from the literature (and will be from the next version): a group acts “properly
discontinuously” if the action is continuous and proper.
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(a)   acts discontinuously on XI
(b)   acts properly discontinuously on XI
(c) for any compact subsets A and B of X, f 2   j A\B ¤ ;g is ﬁnite;
(d)   is a discrete subgroup of G:
PROOF. (d) ) (c) (This is the only implication we shall use.) Write p for the map, g 7! gx0WG !
X. Let A be a compact subset of X. I claim that p 1.A/ is compact. Write G D
S
Vi where the
Vi are open with compact closures N Vi. Then A 
S
p.Vi/, and in fact we need only ﬁnitely many
p.Vi/’s to cover A. Then p 1.A/ 
S
ViK 
S N ViK (ﬁnite union), and each N ViK is compact (it
is the image of N Vi K under the multiplication map G G ! G/. Thus p 1.A/ is a closed subset
of a compact set, and so is compact. Similarly, p 1.B/ is compact.
Suppose A\B ¤ ; and  2   . Then .p 1A/\p 1B ¤ ;, and so  2   \.p 1B/
.p 1A/ 1. But this last set is the intersection of a discrete set with a compact set and so is ﬁnite.
(The implications (c) ) (b) ) (a) are trivial, and (b) ) (c) is easy. For (c) ) (d), let V be any
neighbourhood of 1 in G whose closure N V is compact. For any x 2X,   \V f 2  j x 2 N V xg,
which is ﬁnite, because both fxg and N V x are compact. Thus   \V is discrete, which shows that
e is an isolated point of  :/ 2
The next result makes statement (c) more precise.
PROPOSITION 2.5 Let G, K, X be as in (2.4), and let   be a discrete subgroup of G:
(a) For any x 2 X, fg 2   j gx D xg is ﬁnite.
(b) For any x 2 X, there is a neighbourhood U of x with the following property: if  2   and
U \U ¤ ;, then x D x:
(c) For any points x and y 2 X that are not in the same   -orbit, there exist neighbourhoods U
of x and V of y such that U \V D ; for all  2  :
PROOF. (a) We saw in the proof of (2.4) that p 1.compact) is compact, where p.g/ D gx. There-
fore p 1.x/ is compact, and the set we are interested in is p 1.x/\ :
(b)LetV beacompactneighbourhoodofx. Because(2.4c)holds, thereisaﬁnitesetf1;:::;ng
of elements of   such that V \iV ¤ ;. Let 1;:::;s be the i’s ﬁxing x. For each i > s, choose
disjoint neighbourhoods Vi of x and Wi of ix, and put
U D V \
 
\
i>s
Vi \ 1
i Wi
!
:
For i > s, iU  Wi which is disjoint from Vi, which contains U:
(c) Choose compact neighbourhoods A of x and B of y, and let 1;:::;n be the elements of  
such that iA\B ¤ ;. We know ix ¤ y, and so we can ﬁnd disjoint neighbourhoods Ui and Vi
of ix and y. Take
U D A\ 1
1 U1\:::\ 1
n Un; V D B \V1\:::\Vn: 2
COROLLARY 2.6 Under the hypotheses of (2.5), the space   nX is Hausdorff.
PROOF. Let x and y be points of X not in the same   -orbit, and choose neighbourhoods U and V
as in (2.5). Then the images of U and V in   nX are disjoint neighbourhoods of   x and  y: 2
A group   is said to act freely on a set X if Stab.x/ D e for all x 2 X:
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PROPOSITION 2.7 Let   be a discrete subgroup of SL2.R/ such that   (or  =fIg if  I 2   )
acts freely on H. Then there is a unique complex structure on   nH with the following property: a
function f on an open subset U of   nH is holomorphic if and only if f p is holomorphic.
PROOF. The uniqueness follows from the fact (see 1.8) that the sheaf of holomorphic functions on
a Riemann surface determines the complex structure. Let z 2   nH, and choose an x 2 p 1.z/.
According to (2.5b), there is a neighbourhood U of x such that U is disjoint from U for all
 2   ,  ¤ e. The map pjUWU ! p.U/ is a homeomorphism, and we take all pairs of the form
.p.U/;.pjU/ 1/ to be coordinate neighbourhoods. It is easy to check that they are all compatible,
and that the holomorphic functions are as described. (Alternatively, one can deﬁne O.U/ as in the
statementoftheproposition, andverifythatU 7!O.U/isasheafofC-algebrassatisfying(1.9(*).)2
Unfortunately SL2.Z/=fIg doesn’t act freely.
Discrete subgroups of SL2.R/
To check that a subgroup   of SL2.R/ is discrete, it sufﬁces to check that e is isolated in   . A
discrete subgroup of SL2.R/ (or PSL2.R/) is called a Fuchsian group. Discrete subgroups of
SL2.R/ abound, but those of interest to number theorists are rather special.
CONGRUENCE SUBGROUPS OF THE ELLIPTIC MODULAR GROUP
Clearly SL2.Z/ is discrete, and a fortiori,  .N/ is discrete. A congruence subgroup of SL2.Z/ is
a subgroup containing  .N/ for some N. For example,
 0.N/
def D

a b
c d

2 SL2.Z/
 
 c  0 mod N/

is a congruence subgroup of SL2.Z/. By deﬁnition, the sequence
1 !  .N/ ! SL2.Z/ ! SL2.Z=NZ/
is exact .SL2.A/ makes sense for any commutative ring—it is the group of 22 matrices with
coefﬁcients in A having determinant 1). I claim that the map SL2.Z/ ! SL2.Z=NZ/ is surjective.
To prove this, we have to show that if A2M2.Z/ and det.A/1 mod N, then there is a B 2M2.Z/
such that B  A mod N and det.B/ D 1. Let A D
 
a b
c d

; the condition on A is that
ad  bc Nm D 1
for some m2Z. Hence gcd.c;d;N/D1, and we can ﬁnd an integer n such that gcd.c;d CnN/D1
(apply the Chinese Remainder Theorem to ﬁnd an n such that d CnN  1 mod p for every prime
p dividing c but not dividing N and n  0 mod p for every prime p dividing both c and N). We
can replace d with d CnN, and so assume that gcd.c;d/ D 1. Consider the matrix
B D

aCeN bCfN
c d

for some integers e, f . Its determinant is ad  bc CN.ed  fc/ D 1C.mCed  fc/N. Since
gcd.c;d/ D 1, there exist integers e, f such that m D fc Ced, and with this choice, B is the
required matrix.
Note that the surjectivity of SL2.Z/ ! SL2.Z=NZ/ is implies that SL2.Z/ is dense in SL2.O Z/,
where O Z D lim
   N Z=NZ Dcompletion of Z for the topology of subgroups of ﬁnite index D
Q
Z`.
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DISCRETE GROUPS COMING FROM QUATERNION ALGEBRAS.
Foranyrationalnumbersa;b, letB DBa;b betheQ-algebrawithbasisf1;i;j;kgandmultiplication
given by
i2 D a , j 2 D b , ij D k D  ji:
Then B 
R is an algebra over R with the same basis and multiplication table, and it is isomorphic
either to M2.R/ or the usual (Hamiltonian) quaternion algebra—we suppose the former.
For  D wCxi Cyj Czk 2 B, let N  D w xi  yj  zk, and deﬁne
Nm./ D N  D w2 ax2 by2Cabz2 2 Q:
Under the isomorphism B 
R ! M2.R/, the norm corresponds to the determinant, and so the
isomorphism induces an isomorphism
f 2 B 
R j Nm./ D 1g

! SL2.R/:
An order in B is a subring O that is ﬁnitely generated over Z (hence free of rank 4). Deﬁne
 a;b D f 2 O j Nm./ D 1g:
Under the above isomorphism this is mapped to a discrete subgroup of SL2.R/, and we can deﬁne
congruence subgroups of  a;b as for SL2.Z/:
For a suitable choice of .a;b/, B D M2.Q/ (ring of 22 matrices with coefﬁcients in Q/, and
if we choose O to be M2.Z/, then we recover the elliptic modular groups.
If B is not isomorphic to M2.Q/, then the families of discrete groups that we get are quite
different from the congruence subgroups of SL2.Z/: they have the property that   nH is compact.
There are inﬁnitely many nonisomorphic quaternion algebras over Q, and so the congruence
subgroups of SL2.Z/ form just one among an inﬁnite sequence of families of discrete subgroups of
SL2.R/:
[These groups were found by Poincar´ e in the 1880’s, but he regarded them as automorphism
groups of the quadratic forms a;b D  aX2  bY 2 CabZ2. For a description of how he found
them, see p52, of his book, Science and Method.]
EXERCISE 2.8 Two subgroups   and   0 of a group are said to be commensurable if   \  0 is of
ﬁnite index in both   and   0:
(a) Commensurability is an equivalence relation (only transitivity is nonobvious).
(b) If   and   0 are commensurable subgroups of a topological group G, and   is discrete, then
so also is   0:
(c) If   and   0 are commensurable subgroups of SL2.R/ and   nH is compact, so also is   0nH:
ARITHMETIC SUBGROUPS OF THE ELLIPTIC MODULAR GROUP
A subgroup of SL2.Q/ is arithmetic if it is commensurable with SL2.Z/. For example, every sub-
group of ﬁnite index in SL2.Z/, hence every congruence subgroup, is arithmetic. The congruence
subgroups are sparse among the arithmetic subgroups: if we let N.m/ be the number of congruence
subgroups of SL2.Z/ of index < m, and let N 0.m/ be the number of subgroups of index < m, then
N.m/=N 0.m/ ! 0 as m ! 1:
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REMARK 2.9 This course will be concerned with quotients of H by congruence groups in the el-
liptic modular group SL2.Z/, although the congruence groups arising from quaternion algebras are
of (almost) equal interest to number theorists. There is some tantalizing evidence that modular
forms relative to other arithmetic groups may also have interesting arithmetic properties, but we
shall ignore this.
There are many nonarithmetic discrete subgroups of SL2.R/. The ones of most interest (to
analysts) are those of the “ﬁrst kind”—they are “large” in the sense that   nSL2.R/ (hence   nH/
has ﬁnite volume relative to a Haar measure on SL2.R/:
Among matrix groups, SL2 is anomalous in having so many discrete subgroups. For other
groups there is a wonderful theorem of Margulis (for which he got the Fields medal), which says
that, under some mild hypotheses (which exclude SL2/, any discrete subgroup   of G.R/ such
that   nG.R/ has ﬁnite measure is arithmetic, and for many groups one knows that all arithmetic
subgroups are congruence (see Prasad’s talk at the International Congress in Kyoto)4.
Classiﬁcation of linear fractional transformations
The group SL2.C/ acts on C2, and hence on the set P1.C/ of lines through the origin in C2. When
we identify a line with its slope, P1.C/ becomes identiﬁed with C[f1g, and we get an action of
GL2.C/ on C[f1g W

a b
c d

z D
azCb
czCd
;

a b
c d

1 D
a
c
:
These mappings are called the linear fractional transformations of P1.C/ D C[f1g. They map
circles and lines in C into circles or lines in C. The scalar matrices

a 0
0 a

act as the identity
transformation. By the theory of Jordan canonical forms, any nonscalar  is conjugate to a matrix
of the following type,
(i)

 1
0 

(ii)

 0
0 

;  ¤ ;
according as it has repeated eigenvalues or distinct eigenvalues. In the ﬁrst case,  is conjugate to a
transformation z 7! zC 1, and in the second to z 7! cz, c ¤ 1. In case (i),  is called parabolic,
and case (ii), it is called elliptic if jcj D 1, hyperbolic if c is real and positive, and loxodromic
otherwise.
When  2 SL2.C/, the four cases can be distinguished by the trace of  W
 is parabolic  Tr./ D 2I
 is elliptic  Tr./ is real and jTr./j < 2I
 is hyperbolic  Tr./ is real and jTr./j > 2I
 is loxodromic  Tr./ is not real.
We now investigate the elements of these types in SL2.R/:
4Prasad, Gopal. Semi-simple groups and arithmetic subgroups. Proceedings of the International Congress of Math-
ematicians, Vol. I, II (Kyoto, 1990), 821–832, Math. Soc. Japan, Tokyo, 1991.
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Parabolic transformations Suppose  2 SL2.R/,  ¤ I, is parabolic. Then it has exactly one
eigenvector, and that eigenvector is real. Suppose the eigenvector is
  e
f

; if f ¤ 0, then  has a
ﬁxed point in R; if f D0, then 1 is a ﬁxed point (the transformation is then of the form z 7!zCc/.
Thus  has exactly one ﬁxed point in R[f1g:
Elliptic transformations Suppose  2 SL2.R/,  ¤ I, is elliptic. Its characteristic polynomial is
X2CbX C1 with jbj<2; hence Db2 4<0, and so  has two complex conjugate eigenvectors.
Thus hasexactlyoneﬁxedpointz inHandasecondﬁxedpoint, namely, N z, inthelowerhalfplane.
Hyperbolic transformations Suppose  2 SL2.R/ and  is hyperbolic. Its characteristic polyno-
mial is X2CbX C1 with jbj>2; hence Db2 4>0, and so  has two distinct real eigenvectors.
Thus  has two distinct ﬁxed points in R[f1g:
Let   be a discrete subgroup of SL2.R/. A point z 2H is called an elliptic point if it is the ﬁxed
point of an elliptic element  of   ; a point s 2 R[f1g is called a cusp if there exists a parabolic
element  2   with s as its ﬁxed point.
PROPOSITION 2.10 If z is an elliptic point of   , then f 2   j z D zg is a ﬁnite cyclic group.
PROOF. There exists an  2 SL2.R/ such that .i/ D z, and  7!  1 deﬁnes an isomorphism
f 2   j z D zg  SO2.R/\. 1  /:
This last group is ﬁnite because it is both compact and discrete. The correspondences  $e2i $  
cos  sin
sin cos

are isomorphisms
R=Z $ fz 2 C j jzj D 1g $ SO2.R/:
Therefore SO2.R/ tors  Q=Z, and every ﬁnite subgroup of Q=Z is cyclic (each is of the form
n 1Z=Z where n is the least common denominator of the elements of the group). 2
REMARK 2.11 Let  .1/ be the full modular group SL2.Z/. I claim the cusps of  .1/ are exactly
the points of Q[f1g, and each is  .1/-equivalent to 1. Certainly 1 is the ﬁxed point of the
parabolic matrix T D
 
1 1
0 1

. Suppose m=n 2 Q; we can assume m and n to be relatively prime, and
so there are integers r and s such that rm sn D 1; let  D .m s
n r/; then .1/ D m=n, and m=n is
ﬁxed by the parabolic element T 1. Conversely, every parabolic element  of  .1/ is conjugate
to T, say  D T 1,  2 GL2.Q/. The point ﬁxed by  is 1, which belongs to Q[f1g:
We now ﬁnd the elliptic points of  .1/. Let  be an elliptic element in  .1/. The characteristic
polynomial of  is of degree 2, and its roots are roots of 1 (because  has ﬁnite order). The only
roots of 1 lying in a quadratic ﬁeld have order dividing 4 or 6. From this, it easy to see that every
elliptic point of H relative to  .1/ is  .1/-equivalent to exactly one of i or  D .1Ci
p
3/=2. (See
also 2.12 below.)
Now let   be a subgroup of  .1/ of ﬁnite index. The cusps of   are the cusps of  .1/, namely,
the elements of Q[f1g D P1.Q/, but in general they will fall into more than one   -orbit. Every
elliptic point of   is an elliptic point of  .1/; conversely, an elliptic point of  .1/ is an elliptic
point of   if an only if it is ﬁxed by an element of   other than I.
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Fundamental domains
Let   be a discrete subgroup of SL2.R/. A fundamental domain for   is a connected open subset
D of H such that no two points of D are equivalent under   and H D
S
 N D, where N D is the
closure of D . These conditions are equivalent respectively, to the statements: the map D !   nH
is injective; the map N D !   nH is surjective. Every   has a fundamental domain, but we shall
prove this only for the subgroups of ﬁnite index in  .1/:
Let S D
 
0  1
1 0

and T D
 
1 1
0 1

. Thus
Sz D  1
z ; Tz D zC1
S2  1 mod I; .ST/3  1 mod I:
To apply S to a z with jzj D 1, ﬁrst reﬂect in the x-axis, and then reﬂect through the origin (because
S.ei/ D  .e i/).
THEOREM 2.12 Let D D fz 2 H j jzj > 1, j<.z/j < 1=2g:
(a) D is a fundamental domain for  .1/ D SL2.Z/; moreover,
two elements z and z0 of N D are equivalent under  .1/ if and
only if
i) <.z/ D 1=2 and z0 D z 1, (then z0 D Tz or z D
Tz0/, or
ii) jzj D 1 and z0 D  1=z D Sz:
(b) Let z 2 N D; if the stabilizer of z ¤ fIg, then
i) z D i, and Stab.i/ D hSi, which has order 2 in
 .1/=fIg/, or
ii) z D  D exp.2i=6/, and Stab./ D hTSi, which has
order 3 in  .1/=fIg/, or
iii) z D 2, and Stab.2/ D hSTi, which has order 3 in
 .1/=fIg/:
(c) The group  .1/=fIg is generated by S and T.
i
i 
D
PROOF. Let   0 be the subgroup of  .1/ generated by S and T. We shall show that   0  N D D H.
Recall that, if  D
 
a b
c d

, then =.z/ D =.z/=jczCdj2. Fix a z 2 H. Lemma 2.13 below implies
that there exists a  D
 
a b
c d

2   0 such that jcz Cdj is a minimum. Then =.z/ is a maximum
among elements in the orbit of z.
For some n, z0 def D T n.z/ will have
 1=2  <.z0/  1=2:
I claim that jz0j  1. If not, then
=.Sz0/ D =. 1=z0/ D =

 x0Ciy0
jz0j2

D
=.z0/
jz0j2 > =.z0/ D =.z/;
which contradicts our choice of z. We have shown that   0 N D D H:
Suppose z, z0 2 N D are   -conjugate. Then either =.z/  =.z0/ or =.z/  =.z0/, and we shall
assume the latter. Suppose z0 D z with  D
 
a b
c d

, and let z D x Ciy. Then our assumption
implies that
.cxCd/2C.cy/2 D jczCdj2  1:
This is impossible if c 2 (because y2 3=2/, and so we need only consider the cases c D0;1; 1:
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c D 0: Then d D 1,  D 
 
1 b
0 1

, and  is translation by b. Because z and z 2 N D, this
implies that b D 1, and we are in case (a(i)).
c D 1: As jz Cdj  1 we must have d D 0, unless z D  D 1
2 Ci
p
3
2 , in which case d D 0 or
 1, or z D 2, in which case d D 0 or 1. If d D 0, then  D 
 
a  1
1 0

, and z D a  1
z. If a D 0,
then we are in case (a(ii)). If a ¤ 0, then a D 1 and z D 2, or a D  1 and z D .
c D  1: This case can be treated similarly (or simply change the signs of a;b;c;d in the last
case).
This completes the proof of (a) and (b) of the theorem.
We now prove (c). Let  2   . Choose a point z0 2 D. Because   0 N D D H, there is an element
0 2   0 and a point z 2 N D such that 0z D z0 2 N D. Then z0 is  .1/-equivalent to .0 1/z0 2 N D;
because z0 2 D, part (a) shows that z0 D .0 1/z0. Hence 0 1 2 Stab.z0/\ .1/ D fIg, and
so 0 and  are equal in  .1/=f1g:
LEMMA 2.13 For a ﬁxed z 2 H and N 2 N, there are only ﬁnitely many pairs of integers .c;d/
such that
jczCdj  N:
PROOF. Write z D xCiy. If .c;d/ is such a pair, then
jczCdj2 D .cxCd/2Cc2y2 ,
so that
c2y2  .cxCd/2Cc2y2  N:
As z 2 H, y > 0, and so jcj  N=y, which implies that there are only ﬁnitely many possibilities for
c. For any such c, the equation
.cxCd/2Cc2y2  N 2
shows that there are only ﬁnitely many possible values of d. 2
REMARK 2.14 We showed that the group  .1/=fIg has generators S and T with relations S2 D
1 and .ST/3 D 1. One can show that this is a full set of relations, and that  .1/=fIg is the free
product of the cyclic group of order 2 generated by S and the cyclic group of order 3 generated by
ST.
Most ﬁnite simple groups of Lie type are generated by an element of order 2 and an element of
order 3, and all but three of the sporadic simple groups are. The simple groups with such generators
are quotients of  .1/ by an arithmetic subgroup that is not a congruence subgroup (because none
of the simple groups are quotients of SL2.Z=NZ/.
ASIDE 2.15 Our computation of the fundamental domain has applications for quadratic forms and sphere
packings.
Consider a binary quadratic form:
q.x;y/ D ax2CbxyCcy2; a;b;c 2 R:
Assume q is deﬁnite, i.e., its discriminant  D b2 4ac < 0. Two forms q and q0 are equivalent if there is a
matrix A 2 SL2.Z/ taking q into q0 by the change of variables,

x0
y0

D A

x
y

:
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In other words, the forms
q.x;y/ D .x;y/Q

x
y

; q0.x;y/ D .x;y/Q0

x
y

are equivalent if Q D Atr Q0A.
Every deﬁnite binary quadratic form can be written q.x;y/ D a.x  !y/.x   N !y/ with ! 2 H. The
association q $ ! is a one-to-one correspondence between the deﬁnite binary quadratic forms with a ﬁxed
discriminant  and the points of H. Moreover, two forms are equivalent if and only if the points lie in the
same SL2.Z/-orbit. A deﬁnite binary quadratic form is said to be reduced if ! is in
fz 2 H j  
1
2
 <.z/ < 1 and jzj > 1; or jzj D 1 and  
1
2
 <.z/  0g:
More explicitly, q.x;y/ D ax2CbxyCcy2 is reduced if and only if either
 a < b  a < c or 0  b  a D c:
Theorem 2.12 implies:
Every deﬁnite binary quadratic form is equivalent to a reduced form; two reduced forms are equivalent if
and only if they are equal.
We say that a quadratic form is integral if it has integral coefﬁcients.
There are only ﬁnitely many equivalence classes of integral deﬁnite binary quadratic forms with a given
discriminant.
Each equivalence class contains exactly one reduced form ax2CbxyCcy2. Since
4a2  4ac D b2   a2 
we see that there are only ﬁnitely many values of a for a ﬁxed . Since jbj  a, the same is true of b, and for
each pair .a;b/ there is at most one integer c such that b2 4ac D .
For more details, see W. LeVeque, Topics in Number Theory, II, Addison-Wesley, 1956, Chapter 1.
We can apply this to lattice sphere packings in R2. Such a packing is determined by the lattice of centres
of the spheres (here disks). The object, of course, is to make the packing as dense as possible. With a lattice
 in R2 and a choice of a basis ff1;f2g for , we can associate the quadratic form
q.x1;x2/ D kf1x1Cf2x2k2:
The problem of ﬁnding dense sphere packings translates into ﬁnding quadratic forms q with
.q/
def D minfq.x/ j x 2 Z2; x ¤ 0g2= disc.q/
as large as possible. Note that changing the choice of basis for  translates into acting on q with an element
of SL2.Z/, and so we can conﬁne our attention to reduced quadratic forms. It is then easy to show that the
quadratic form with .q/ minimum is that corresponding to . The corresponding lattice has basis
 
2
0

and 
1 p
3

(just as you would expect), and the quadratic form is 4.x2CxyCy2/.
For more on sphere packings, see IV, 11, of my book on elliptic curves.
Fundamental domains for congruence subgroups
First we have the following general result.
PROPOSITION 2.16 Let   be a discrete subgroup of SL2.R/, and let D be a fundamental domain
for   . Let   0 be a subgroup of   of ﬁnite index, and choose elements 1;:::;m in   such that
N   D N   0 N 1[:::[ N   0 N m (disjoint union)
where a bar denotes the image in Aut.D/. Then D0 def D
S
iD is a fundamental domain for   0
(possibly nonconnected).
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PROOF. Let z 2 H. Then z D z0 for some z0 2 N D,  2   , and  D 0i for some 0 2   0. Thus
z D 0iz0 2   0.i N D/:
If D0 \D0 ¤ ;, then it would contain a transform of D. But then iD D jD for some
i ¤ j, which would imply that i D j, and this is a contradiction. 2
PROPOSITION 2.17 It is possible to choose the i so that the closure of D0 is connected; the interior
of the closure of D0 is then a connected fundamental domain for  :
PROOF. Omitted. 2
REMARK 2.18 Once one has obtained a fundamental domain for   , as in (2.16), it is possible to
read off a system of generators and relations for  :
In a future version, there will be many diagrams of fundamental domains. In the meantime,
the reader can look at H. Verrill’s fundamental domain drawer at http://www.math.lsu.edu/
~verrill/
Deﬁning complex structures on quotients
Before deﬁning H and the complex structure on the quotient   nH we discuss two simple exam-
ples.
EXAMPLE 2.19 Let D be the open unit disk, and let  be a ﬁnite group acting on D and ﬁxing 0.
The Schwarz lemma implies that Aut.D;0/ D fz 2 C j jzj D 1g  R=Z, and it follows that  is a
ﬁnite cyclic group. Let z 7!z be its generator and suppose that m D1. Then zm is invariant under
, and so deﬁnes a function on nD. It is a homeomorphism from nD onto D, and therefore
deﬁnes a complex structure on nD:
Let p be the quotient map D ! nD. The map f 7! f p is a bijection from the holomorphic
functions on U nD to the holomorphic functions of zm on p 1.U/D; but these are precisely
the holomorphic functions on p 1.U/ invariant under the action of .
EXAMPLE 2.20 Let X D fz 2 C j =.z/ > cg (some c/. Fix an integer h, and let n 2 Z act on X as
z 7! zCnh. Add a point “1” and deﬁne a topology on X D X [f1g as follows: a fundamental
system of neighbourhoods of a point in X is as before; a fundamental system of neighbourhoods
for 1 is formed of sets of the form fz 2 C j =.z/ > Ng. We can extend the action of Z on X to
a continuous action on X by requiring 1Cnh D 1 for all n 2 Z. Consider the quotient space
  nX. The function
q.z/ D

e2iz=h z ¤ 1;
0 z D 1;
is a homeomorphism   nX ! D from   nX onto the open disk of radius e 2c=h and centre 0.
It therefore deﬁnes a complex structure on   nX.
The complex structure on  .1/nH
We ﬁrst deﬁne the complex structure on  .1/nH. Write p for the quotient map H !  .1/nH. Let
P be a point of  .1/nH, and let Q be a point of H mapping to it.
If Q is not an elliptic point, we can choose a neighbourhood U of Q such that p is a homeo-
morphism U ! p.U/. We deﬁne .p.U/;p 1/ to be a coordinate neighbourhood of P:
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If Q is equivalent to i, we may as well take it to equal i. The map z 7! z i
zCi deﬁnes an isomor-
phism of some open neighbourhood D of i stable under S onto an open disk D0 with centre 0, and
the action of S on D is transformed into the automorphism Wz 7!  z of D0 (because it ﬁxes i and
has order 2). Thus hSi nD is homeomorphic to hi nD0, and we give hSi nD the complex structure
making this a bi-holomorphic isomorphism. More explicitly, z i
zCi is a holomorphic function deﬁned
in a neighbourhood of i, and S D
 
0  1
1 0

maps it to
 z 1 i
 z 1Ci
D
 1 iz
 1Ciz
D
 i Cz
 i  z
D  
z i
zCi
Thus z 7! . z i
zCi/2 is a holomorphic function deﬁned in a neighbourhood of i which is invariant
under the action of S; it therefore deﬁnes a holomorphic function in a neighbourhood of p.i/, and
we take this to the coordinate function near p.i/:
The point Q D 2 can be treated similarly. Apply a linear fractional transformation that maps
Q to zero, and then take the cube of the map. Explicitly, 2 is ﬁxed by ST, which has order 3
(as a transformation). The function z 7!
z 2
z N 2 deﬁnes an isomorphism from a disk with centre 2
onto a disk with centre 0, and .
z 2
z N 2/3 is invariant under ST. It therefore deﬁnes a function on a
neighbourhood of p.2/, and we take this to be the coordinate function near p.2/:
The Riemann surface  .1/nH we obtain is not compact—to compactify it, we need to add a
point. The simplest way to do this is to add a point 1 to H, as in (2.20), and use the function
q.z/ D exp.2iz/ to map some neighbourhood U D fz 2 H j =.z/ > Ng of 1 onto an open disk
V with centre 0. The function q is invariant under the action of the stabilizer of hTi of 1, and so
deﬁnes a holomorphic function qWhTinU ! V , which we take to be the coordinate function near
p.1/:
Alternatively, we can consider H D H [P1.Q/, i.e., H is the union of H with the set of cusps
for  .1/. Each cusp other than5 1 is a rational point on the real axis, and is of the form 1 for
some  2  .1/ (see 2.11). Give 1 the fundamental system of neighbourhoods for which  is
a homeomorphism. Then  .1/ acts continuously on H, and we can consider the quotient space
 .1/nH. Clearly,  .1/nH D . .1/nH/[f1g, and we can endow it with the same complex
structure as before.
PROPOSITION 2.21 The Riemann surface  .1/nH is compact and of genus zero; it is therefore
isomorphic to the Riemann sphere.
PROOF. It is compact because N D[f1g is compact. We sketch four proofs that it has genus 0. First,
byexaminingcarefullyhowthepointsof N D areidentiﬁed, onecanseethatitmustbehomeomorphic
to a sphere. Second, show that it is simply connected (loops can be contracted), and the Riemann
sphere is the only simply connected compact Riemann surface (Riemann Mapping Theorem 0.1).
Third, triangulate it by taking , i, and 1 as the vertices of the obvious triangle, add a fourth vertex
not on any side of the triangle, and join it to the ﬁrst three vertices; then 2 2g D 4 6C4 D 2.
Finally, there is a direct proof that there is a function j holomorphic on   nH and having a simple
poleat1—itisthereforeofvalenceone, andsodeﬁnesanisomorphismof  nH ontotheRiemann
sphere. 2
The complex structure on   nH
Let     .1/ of ﬁnite index. We can deﬁne a compact Riemann surface   nH in much the same
way as for  .1/. The complement of   nH in   nH is the set of equivalence classes of cusps for
5We sometimes denote 1 by i1 and imagine it to be at the end of the imaginary axis.
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  .6
First   nH is given a complex structure in exactly the same way as in the case   D  .1/. The
point 1 will always be a cusp .  must contain T h for some h, and T h is a parabolic element
ﬁxing 1/. If h is the smallest power of T in   , then the function q D exp.2iz=h/ is a coordinate
function near 1. Any other cusp for   is of the form 1 for  2  .1/, and z 7! q. 1.z// is a
coordinate function near 1:
We write Y.  / D   nH and X.  / D   nH. We abbreviate Y. .N// to Y.N/, X. .N// to
X.N/, Y. 0.N// to Y0.N/, X. 0.N// to X0.N/ and so on.
The genus of X.  /
We now compute the genus of X.  / by considering it as a covering of X. .1//. According to
(1.27)
2g 2 D  2mC
X
.eP  1/
or
g D 1 mC
X
.eP  1/=2:
where m is the degree of the covering X.  / ! X. .1// and eP is the ramiﬁcation index at the
point P. The ramiﬁcation points are the images of elliptic points on H and the cusps.
THEOREM 2.22 Let   be a subgroup of  .1/ of ﬁnite index, and let 2 Dthe number of inequiva-
lent elliptic points of order 2; 3 Dthe number of inequivalent elliptic points of order 3; 1 D the
number of inequivalent cusps. Then the genus of X.  / is
g D 1Cm=12 2=4 3=3 1=2:
PROOF. Let p be the quotient map H !  .1/nH, and let ' be the map   nH !  .1/nH.
If Q is a point of H and P 0 and P are its images in   nH and  .1/nH then the ramiﬁcation
indices multiply:
e.Q=P/ D e.Q=P 0/e.P 0=P/:
If Q is a cusp, then this formula is not useful, as e.Q=P/ D 1 D e.Q=P 0/ (the map p is 1 W 1 on
every neighbourhood of 1/. For Q 2 H and not an elliptic point it tells us P 0 is not ramiﬁed.
Suppose that P D p.i/, so that Q is  .1/-equivalent to i. Then either e.Q=P 0/ D 2 or
e.P 0=P/ D 2. In the ﬁrst case, Q is an elliptic point for   and P 0 is unramiﬁed over P; in the
second, Q is not an elliptic point for   , and the ramiﬁcation index of P 0 over P is 2. There are 2
points P 0 of the ﬁrst type, and .m 2/=2 points of the second. Hence
P
eP 0  1 D .m 2/=2:
Suppose that P D p./, so that Q is  .1/-equivalent to . Then either e.Q=P 0/ D 3 or
e.P 0=P/ D 3. In the ﬁrst case, Q is an elliptic point for   and P 0 is unramiﬁed over P; in the
second, Q is not an elliptic point for   , and the ramiﬁcation index of P 0 over is 3. There are 3
points P 0 of the ﬁrst type, and .m 3/=3 points of the second. Hence
P
eP 0  1 D 2.m 3/=3:
Suppose that P D p.1/, so that Q is a cusp for   . There are 1 points P 0 and
P
ei D m;
hence
P
ei  1 D m 1:
We conclude:
X
.eP 0  1/ D .m 2/=2 .P 0 lying over '.i//
X
.eP 0  1/ D 2.m 3/=3 .P 0 lying over './/
X
.eP 0  1/ D .m 1/ .P 0 lying over '.1//:
6Exercise: check that   nH is Hausdorff.
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Therefore
g D 1 mC
X
.eP  1/=2 D 1Cm=12 2=4 3=3 1=2:
2
EXAMPLE 2.23 Consider the principal congruence subgroup  .N/. We have to compute the index
of  .N/ in   , i.e., the order of SL2.Z=NZ/. One sees easily that:
(a) GL2.Z=NZ/ 
Q
GL2.Z=p
ri
i Z/ if N D
Q
p
ri
i (because Z=NZ 
Q
Z=p
ri
i Z).
(b) The order of GL2.Fp/ D .p2 1/.p2 p/ (because the top row of a matrix in GL2.Fp/ can
be any nonzero element of k2, and the second row can then be any element of k2 not on the
line spanned by the ﬁrst row).
(c) The kernel of GL2.Z=prZ/!GL2.Fp/ consists of all matrices of the form I Cp
 
a b
c d

with
a;b;c;d 2 Z=pr 1Z, and so the order of GL2.Z=prZ/ is .pr 1/4.p2 1/.p2 p/:
(d) #GL2.Z=prZ/ D '.pr/#SL2.Z=prZ/, where '.pr/ D #.Z=prZ/ D .p 1/pr 1.
On putting these statements together, one ﬁnds that
. .1/ W  .N// D N 3
Y
pjN
.1 p 2/:
Write N   .N/ for the image of  .N/ in  .1/=fIg. Then
. N   .1/ W N   .N// D . .1/ W  .N//=2;
unless N D 2, in which case it D 6.
What are 2, 3, and 1 Assume N > 1. Then  .N/ has no elliptic points—the only torsion
elements in N   .1/ are S D
 
0  1
1 0

, ST D
 
0  1
1 1

, .ST/2, and their conjugates; none of these three
elements is in  .N/ for any N > 1, and because  .N/ is a normal subgroup, their conjugates can’t
be either. The number of inequivalent cusps is N=N where N D . N   .1/ W N   .N/ (see 2.24). We
conclude that the genus of  .N/nH is
g.N/ D 1CN .N  6/=12N .N > 1/:
For example,
N D 2 3 4 5 6 7 8 9 10 11
 D 6 12 24 60 72 168 192 324 360 660
g D 0 0 0 0 1 3 5 10 13 26:
Note that X.2/ has genus zero and three cusps. There are similarly explicit formulas for the genus
of X0.N/—see Shimura 1971, p25.
EXERCISE 2.24 Let G be a group (possibly inﬁnite) acting transitively on a set X, and let H be a
normal subgroup of ﬁnite index in G. Fix a point x0 in X and let G0 be the stabilizer of x0 in G,
and let H0 be the stabilizer of x0 in H. Prove that the number of orbits of H acting on X is
.G W H/=.G0 W H0/:
Deduce that the number of inequivalent cusps for  .N/ is N=N:7
7In an earlier version, I forgot to require H to be normal. As Nousin Sabet pointed out, the exercise is false without
this condition. For example, take H D  0.p/ and x0 D 1; then G W H D pC1 and G1WH1 D 1, and the formula
in the exercise gives us pC1 for the number of inequivalent cusps for  0.p/. However, we know that  0.p/ has only 2
cusps.
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REMARK 2.25 Recall that Liouville’s theorem states the image of a nonconstant entire function
(holomorphic function on the entire complex plane C) is unbounded. The Little Picard theorem
states that the image of such a function is either C or C with one point omitted. We prove this.
In Example 2.23, we showed that X.2/ has genus zero and three cusps, and hence it is isomor-
phic to Crftwo pointsg. Therefore an entire function f that omits two values can be regarded
as a holomorphic function f WC ! X.2/. Because C is simply connected, f will lift to a function
to the universal covering of X.2/, which is the open unit disk. The lifted function is constant by
Liouville’s theorem.
REMARK 2.26 The Taniyama-Weil conjecture says that, for any elliptic curve E over Q, there
exists a surjective map X0.N/!E, where N is the conductor of E (the conductor of E is divisible
only by the primes where E has bad reduction). The conjecture is suggested by studying zeta
functions (see later). For any particular N, it is possible to verify the conjecture by listing all
elliptic curves over Q with conductor N, and checking that there is a map X0.N/ ! E. It is known
(Frey, Ribet) that the Taniyama-Weil conjecture implies Fermat’s last theorem. Wiles (and Taylor)
proved the Taniyama-Weil conjecture for sufﬁciently many elliptic curves to be able to deduce
Fermat’s last theorem, and the proof of the Taniyama-Weil conjecture was completed for all elliptic
curves over Q by Breuil, Conrad, Diamond, and Taylor. See: Darmon, Henri, A proof of the full
Shimura-Taniyama-Weil conjecture is announced. Notices Amer. Math. Soc. 46 (1999), no. 11,
1397–1401.
An elliptic curve for which there is a nonconstant map X0.N/ ! E for some N is called a
modular elliptic curve; contrast elliptic modular curves which are the curves of the form   nH for
  a subgroup of ﬁnite index in  .1/:
ASIDE 2.27 A bounded symmetric domain X is a bounded open connected subset of some space Cn that
is symmetric in the sense that each point of X is an isolated ﬁxed point of an involution of X (holomorphic
automorphism of X of order 2). A complex manifold isomorphic to a bounded symmetric domain is called a
hermitian symmetric domain (or, loosely, a bounded symmetric domain).
For example, the unit disk D is a bounded symmetric domain—0 is the ﬁxed point of the involution
z 7!  z, and since Aut.D/ acts transitively on D this shows every other point must also be the ﬁxed point
of an involution. As H is isomorphic to D, it is a hermitian symmetric domain. Every hermitian symmetric
domain is simply connected, and so (by the Riemann mapping theorem) every hermitian symmetric domain
of dimension one is isomorphic to the complex upper half plane.
The hermitian symmetric domains of all dimensions were classiﬁed by Elie Cartan, except for the ex-
ceptional ones. Just as for H, the group of automorphisms Aut.X/ of a bounded symmetric domain is a Lie
group, which is simple if X is indecomposable (i.e., not equal to a product of bounded symmetric domains).
There are hermitian symmetric domains attached to groups of type An, Bn, Cn, Dn, E6, E7 (here n is an
integer  1/:
Let X be a hermitian symmetric domain. One can ﬁnd many semisimple algebraic groups G over Q
for which there exists a homomorphism G.R/C ! Aut.X/ with ﬁnite cokernel and compact kernel—the C
denotes the identity component of G.R/ for the real topology. For example, we saw above that any quaternion
algebra over Q that splits over R gives rise to such a group for H. Given such a G, one deﬁnes congruence
subgroups    G.Z/ just as for SL2.Z/, and studies the quotients.
In 1964, Baily and Borel showed that each quotient   nX has a unique structure as an algebraic variety;
in fact, they proved that   nX could be embedded in a natural way into a projective algebraic variety   nX.
Various examples of these varieties were studied by Poincar´ e, Hilbert, Siegel, and many others, but
Shimura began an intensive study of them in the 1960s, and they are now called Shimura varieties.
Given a Shimura variety   nX, one can attach a number ﬁeld E to it, and prove that the Shimura variety
is deﬁned, in a natural way, over E. Thus one obtains a vast array of varieties deﬁned over number ﬁelds, all
with very interesting arithmetic properties. In this course, we study only the simplest case.
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3 Elliptic Functions
In this section, we review some of the theory of elliptic functions. For more details, see Cartan
1963, V 2.5, VI 5.3, or Milne 2006, III 1,2.
Lattices and bases
Let !1 and !2 be two nonzero complex numbers such that  D !1=!2 is imaginary. By interchang-
ing !1 and !2 if necessary, we can ensure that  D !1=!2 lies in the upper half plane. Write
 D Z!1CZ!2;
so that  is the lattice generated by !1 and !2. We are interested in  rather than the basis f!1;!2g.
If f!0
1;!0
2g is a second pair of elements of , so that
!0
1 D a!1Cb!2; !0
2 D c!1Cd!2
for some a;b;c;d 2 Z, then under what conditions on a;b;c;d does f!0
1;!0
2g form another basis
for  with 0 D !0
1=!0
2 2 H Clearly !0
1 and !0
2 generate  if and only if det
 
a b
c d

D 1. We have
0 D aCb
cCd, and the calculation on p2 shows that =.0/Ddet
 
a b
c d

=./=jczCdj2, and so we need
that det
 
a b
c d

> 1. Therefore, the bases .!0
1;!0
2/ of  with =.!0
1=!0
2/ > 0 are those of the form

!0
1
!0
2

D

a b
c d

!1
!2

with

a b
c d

2 SL2.Z/:
Any parallelogram with vertices z0, z0C!1, z0C!1C!2, z0C!2, where f!1;!2g is a basis for
, is called a fundamental parallelogram for :
Quotients of C by lattices
Let  be a lattice in C (by which I always mean a full lattice, i.e., a set of the form Z!1CZ!2 with
!1 and !2 linearly independent over R). We can make the quotient space C= into a Riemann sur-
face as follows: let Q be a point in C and let P be its image C=; then there exist neighbourhoods
V of Q and U of P such that the quotient map pWC ! C= deﬁnes a homeomorphism V ! U;
we take every such pair .U;p 1WV ! U/ to be a coordinate neighbourhood. In this way we get a
complex structure on C= having the following property: the map pWC ! C= is holomorphic,
and for any open subset U of C=, a function f WU ! C is holomorphic if and only if f p is
holomorphic on p 1.U/:
Topologically, C=.R=Z/2, whichisasingle-holedtorus. ThusC=hasgenus1. Allspaces
C= are homeomorphic, but, as we shall see, they are not all isomorphic as Riemann surfaces.
Doubly periodic functions
Let  be a lattice in C. A meromorphic function f.z/ on the complex plane is said to be doubly
periodic with respect to  if it satisﬁes the functional equation:
f.zC!/ D f.z/ for each ! 2 :
Equivalently,
f.zC!1/ D f.z/ , f.zC!2/ D f.z/
for f!1;!2g a basis for .
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PROPOSITION 3.1 Let f.z/ be a doubly periodic function for , not identically zero, and let D be
a fundamental parallelogram for  such that f has no zeros or poles on the boundary of D. Then
(a)
P
P2DResP.f / D 0I
(b)
P
P2DordP.f / D 0I
(c)
P
P2DordP.f /P  0 (mod /:
The ﬁrst sum is over the points of D where f has a pole, and the other sums are over the points
where it has a zero or pole. Each sum is ﬁnite.
PROOF. Regard f as a function on C=, and apply Proposition 1.12 to get (a) and (b). To get (c)
apply (1.12b) to zf 0.z/=f.z/: 2
COROLLARY 3.2 A nonconstant doubly periodic function has at least two poles.
PROOF. Adoublyperiodicfunctionthatisholomorphicisboundedinaclosedperiodparallelogram
(by compactness), and hence on the entire plane (by periodicity); so it is constant, by Liouville’s
theorem. A doubly periodic function with a simple pole in a period parallelogram is impossible,
because by (3.1a) the residue at the pole would be zero, and so the function would be holomorphic.2
Endomorphisms of C=
Note that  is a subgroup of the additive group C, and so C= has a natural group structure.
PROPOSITION 3.3 Let  and 0 be two lattices in C. An element  2 C such that   0 deﬁnes
a holomorphic map
'WC= ! C=0; z 7! z;
sending 0 to 0, and every such map is of this form (for a unique /:
PROOF. It is obvious that  deﬁnes such a map. Conversely, let 'WC= ! C=0 be a holomorphic
map such that '.0/ D 0. Then C is the universal covering space of both C= and C=0, and a
standard result in topology shows that ' lifts to a continuous map Q 'WC ! C such that Q '.0/ D 0:
C
Q '
        ! C
? ?
y
? ?
y
C=
'
        ! C=0
Because the vertical maps are local isomorphisms, Q ' is automatically holomorphic. For any ! 2 ,
the map z 7! Q '.z C!/  Q '.z/ takes values in 0  C. It is a continuous map from connected
space C to a discrete space 0, and so it must be constant. Therefore Q '0 def D
d Q '
dz is doubly periodic
function, and so deﬁnes a holomorphic function C= ! C, which must be constant (because C=
is compact), say Q '0.z/ D . Then Q '.z/ D zC, and the fact that Q '.0/ D 0 implies that  D 0: 2
COROLLARY 3.4 Every holomorphic map 'WC= ! C=0 such that '.0/ D 0 is a homomor-
phism.
PROOF. Clearly z 7! z is a homomorphism. 2
Compare this with the result (AG, 7.14): every regular map 'WA ! A0 from an abelian variety
A to an abelian variety A0 such that '.0/ D 0 is a homomorphism.
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COROLLARY 3.5 The Riemann surfaces C= and C=0 are isomorphic if and only if 0 D for
some  2 C:
COROLLARY 3.6 For any lattice , End.C=/ is either Z or a subring R of the ring of integers in
a quadratic imaginary number ﬁeld K:
PROOF. Write DZ!1CZ!2 with 
def D!1=!2 2H, and suppose that there exists an  2C,  Z,
such that   . Then
!1 D a!1Cb!2
!2 D c!1Cd!2;
with a;b;c;d 2 Z. On dividing through by !2 we obtain the equations
 D a Cb
 D c Cd:
As   Z, c ¤ 0. On eliminating  from between the two equations, we ﬁnd that
c2C.d  a/ Cb D 0:
Therefore Q is of degree 2 over Q. On eliminating  from between the two equations, we ﬁnd
that
2 .aCd/Cbc D 0:
Therefore  is integral over Z, and hence is contained in the ring of integers of Q. 2
The Weierstrass }-function
We want to construct some doubly periodic functions. Note that when G is a ﬁnite group acting
on a set S, then it is easy to construct functions invariant under the action of G: take h to be any
function hWS ! C, and deﬁne
f.s/ D
X
g2G
h.gs/I
then f.g0s/ D
P
g2G h.g0gs/ D f.s/, and so f is invariant (and all invariant functions are of this
form, obviously). When G is not ﬁnite, one has to verify that the series converges—in fact, in order
to be able to change the order of summation, one needs absolute convergence. Moreover, when S is
a Riemann surface and h is holomorphic, to ensure that f is holomorphic, one needs that the series
converges absolutely uniformly on compact sets.
Now let '.z/ be a holomorphic function C and write
.z/ D
X
!2
'.zC!/:
Assume that as jzj ! 1, '.z/ ! 0 so fast that the series for .z/ is absolutely convergent for all
z for which none of the terms in the series has a pole. Then .z/ is doubly periodic with respect to
; for replacing z by zC!0 for some !0 2  merely rearranges the terms in the sum. This is the
most obvious way to construct doubly periodic functions; similar methods can be used to construct
functions on other quotients of domains.
To prove the absolute uniform convergence on compact subsets of such series, the following test
is useful.
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LEMMA 3.7 Let D be a bounded open set in the complex plane and let c > 1 be constant. Suppose
that  .z;!/, ! 2 , is a function that is meromorphic in z for each ! and which satisﬁes 8 the
condition
 .z;m!1Cn!2/ D O..m2Cn2/ c/ as m2Cn2 ! 1 (2)
uniformly in z for z in D. Then the series
P
!2 .z;!/, with ﬁnitely many terms which have
poles in D deleted, is uniformly absolutely convergent in D:
PROOF. That only ﬁnitely many terms can have poles in D follows from (2). This condition on  
means that there are constants A and B such that
j .z;m!1Cn!2/j < B.m2Cn2/ c
whenever m2 Cn2 > A. To prove the lemma it sufﬁces to show that, given any " > 0, there is an
integer N such that S < " for every ﬁnite sum S D
P
j .z;m!1 Cn!2/j in which all the terms
are distinct and each one of them has m2Cn2  2N 2. Now S consists of eight subsums, a typical
member of which consists of the terms for which m  n  0. (There is some overlap between these
sums, but that is harmless.) In this subsum we have m  N and   < Bm 2c, assuming as we may
that 2N 2 > A; and there are at most mC1 possible values of n for a given m. Thus
S 
1 X
mDN
Bm 2c.mC1/ < B1N 2 2c
for a suitable constant B1, and this proves the lemma. 2
We know from (3.1) that the simplest possible nonconstant doubly periodic function is one
with a double pole at each point of  and no other poles. Suppose f.z/ is such a function. Then
f.z/ f. z/ is a doubly periodic function with no poles except perhaps simple ones at the points
of . Hence by the argument above, it must be constant, and since it is an odd function it must
vanish. Thus f.z/ is even, and we can make it unique by imposing the normalization condition
f.z/ D z 2 CO.z2/ near z D 0—it turns out to be convenient to force the constant term in this
expansion to vanish rather than to assign the zeros of f.z/. There is such an f.z/—indeed it is
the Weierstrass function }.z/—but we can’t deﬁne it by the method at the start of this subsection
because if '.z/ D z 2, the series .z/ is not absolutely convergent. However, if '.z/ D  2z 3,
we can apply this method, and it gives }0, the derivative of the Weierstrass }-function. Deﬁne
}0.zI/ D }0.zI!1;!2/ D  2
X
!2
1
.z !/3:
Hence
}.z/ D
1
z2 C
X
!2;!¤0

1
.z !/2  
1
!2

:
THEOREM 3.8 Let P1;:::;Pn and Q1;:::;Qn be two sets of n  2 points in the complex plane,
possibly with repetitions, but such that no Pi is congruent to a Qj modulo . If
P
Pi 
P
Qj
mod , then there exists a doubly periodic function f.z/ whose poles are the Pi and whose zeros
are the Qj with correct multiplicity, and f.z/ is unique up to multiplication by a nonzero constant.
PROOF. There is an elementary (constructive) proof. Alternatively, one can apply the Riemann-
Roch theorem to C=. 2
8The expression f.z/ D O.'.z// means that jf.z/j < C'.z/ for some constant C (independent of z/ for all values
of z in question.
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The addition formula
Consider }.zCz0/. It is a doubly periodic function of z, and therefore it is a rational function of }
and }0:
PROPOSITION 3.9 There is the following formula:
}.zCz0/ D
1
4

}0.z/ }0.z0/
}.z/ }.z0/
2
 }.z/ }.z0/:
PROOF. Let f.z/ denote the difference between the left and the right sides. Its only possible poles
(in D/ are at 0, or z0, and by examining the Laurent expansion of f.z/ near these points one sees
that it has no pole at 0 or z, and at worst a simple pole at z0. Since it is doubly periodic, it must be
constant, and since f.0/ D 0, it must be identically zero. 2
Eisenstein series
Write
Gk./ D
X
!2;!¤0
! 2k
and deﬁne Gk.z/ D Gk.zZCZ/:
PROPOSITION 3.10 The Eisenstein series Gk.z/, k > 1, converges to a holomorphic function on
H; it takes the value 2.2k/ at inﬁnity. (Here .s/ D
P
n s, the usual zeta function.)
PROOF. Apply Lemma 3.7 to see that Gk.z/ is a holomorphic function on H. It remains to consider
Gk.z/ as z ! i1 (remaining in D, the fundamental domain for  .1//. Because the series for
Gk.z/ converges uniformly absolutely on D, limz!i1Gk.z/ D
P
limz!i11=.mz Cn/2k. But
limz!i11=.mzCn/2k D 0 unless m D 0, and so
lim
z!i1
Gk.z/ D
X
n2Z;n¤0
1=n2k D 2
X
n1
1=n2k D 2.2k/:
2
The ﬁeld of doubly periodic functions
PROPOSITION 3.11 The ﬁeld of doubly periodic functions is just C.}.z/;}0.z//, and
}0.z/2 D 4}.z/3 g2}.z/ g3
where g2 D 60G2 and g3 D 140G3:
PROOF. To prove the second statement, deﬁne f.z/ to be the difference of the left and the right
hand sides, and show (from its Laurent expansion) that it is holomorphic near 0 and take the value 0
there. Since it is doubly periodic and holomorphic elsewhere, this implies that it is zero. The proof
of the ﬁrst statement is omitted (see Milne 2006, III 2.7). 2
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Elliptic curves
Let k be a ﬁeld of characteristic ¤ 2;3. By an elliptic curve over k, I shall mean a nonsingular
projective curve E of genus one together with a point 0 2 E.k/. From the Riemann-Roch theorem,
one obtains regular functions x and y on E such that x has a double pole at 0 and y a triple pole
at 0, and neither has any other poles. Again from the Riemann-Roch theorem applied to the divisor
60, one ﬁnds that there is a relation between 1, x, x2, x3, y, y2, xy, which can be put in the form
y2 D 4x3 ax b:
The fact that E is nonsingular implies that 
def D a3  27b2 ¤ 0. Thus E is isomorphic to the
projective curve deﬁned by the equation,
Y 2Z D 4X3 aXZ2 bZ3;
and every equation of this form (with  ¤ 0/ deﬁnes an elliptic curve. Deﬁne
j.E/ D 1728a3=:
If the elliptic curves E and E0 are isomorphic then j.E/Dj.E0/, and the converse is true when k is
algebraically closed. If E is an elliptic curve over C, then E.C/ has a natural complex structure—it
is a Riemann surface. (See Milne 2006 for proofs of these, and other statements, about elliptic
curves.)
An elliptic curve has a unique group structure (deﬁned by regular maps) having 0 as its zero.
The elliptic curve E./
Let  be a lattice in C. We have seen that
}0.z/2 D 4}.z/3 g2}.z/ g3:
Let E./ be the projective curve deﬁned by the equation:
Y 2Z D 4X3 g2XZ2 g3Z3:
PROPOSITION 3.12 The curve E./ is an elliptic curve (i.e.,  ¤ 0/, and the map
C= ! E./; z 7! .}.z/ W }0.z/ W 1/; 0 7! .0 W 1 W 0/
is an isomorphism of Riemann surfaces. Every elliptic curve E is isomorphic to E./ for some :
PROOF. There are direct proofs of this result, but we shall see in the next section that z 7!.z;ZC
Z/ is a modular function for  .1/ with weight 12 having no zeros in H, and that z 7! j.zZCZ/ is
a modular function and deﬁnes a bijection  .1/nH ! C (therefore every j equals j./ for some
lattice ZzCZ, z 2 H/. 2
The addition formula shows that the map in the proposition is a homomorphism.
PROPOSITION 3.13 There are natural equivalences between the following categories:
(a) Objects: Elliptic curves E over C:
Morphisms: Regular maps E ! E0 that are homomorphisms.
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(b) Objects: Riemann surfaces E of genus 1 together with a point 0.
Morphisms: Holomorphic maps E ! E0 sending 0 to 00:
(c) Objects: Lattices   C:
Morphisms: Hom.;0/ D f 2 C j   0g:
PROOF. The functor c ! b is  7! C=. The functor a ! b is .E;0/ 7! .E.C/;0/, regarded as a
pointed Riemann surface. 2
424. Modular Functions and Modular Forms
4 Modular Functions and Modular Forms
Modular functions
Let   be a subgroup of ﬁnite index in  .1/. A modular function for   is a meromorphic function
on the compact Riemann surface   nH. We often regard it as a meromorphic function on H
invariant under   . Thus, from this point of view, a modular function f for   is a function on H
satisfying the following conditions:
(a) f.z/ is invariant under   , i.e., f.z/ D f.z/ for all  2   I
(b) f.z/ is meromorphic in HI
(c) f.z/ is meromorphic at the cusps.
For the cusp i1, the last condition means the following: the subgroup of  .1/ ﬁxing i1 is
generated by T D
 
1 1
0 1

—it is free abelian group of rank 1; the subgroup of   ﬁxing i1 is a
subgroup of ﬁnite index in hTi, and it therefore is generated by
 
1 h
0 1

for some h 2 N, .h is called
the width of the cusp); as f.z/ is invariant under
 
1 h
0 1

, f.z Ch/ D f.z/, and so f.z/ can be
expressed as a function f .q/ of the variable q D exp.2iz=h/; this function f .q/ is deﬁned on
a punctured disk, 0 < jqj < ", and for f to be meromorphic at i1 means f  is meromorphic at
q D 0:
For a cusp  ¤ i1, the condition means the following: we know there is an element  2  .1/
such that  D .i1/; the function z 7! f.z/ is invariant under    1, and f.z/ is required to
be meromorphic at i1 in the above sense.
Of course (c) has to be checked only for a ﬁnite set of representatives of the   -equivalence
classes of cusps.
Recall that a function f.z/ that is holomorphic in a neighbourhood of a point a 2 C (except
possibly at a) is holomorphic at a if and only if f.z/ is bounded in a neighbourhood of a. It follows
that f.z/ has a pole at a, and therefore deﬁnes a meromorphic function in a neighbourhood of a, if
and only if .z a/nf.z/ is bounded near a for some n, i.e., if f.z/ D O..z a/ n/ near a. When
we apply this remark to a modular function, we see that f.z/ is meromorphic at i1 if and only if
f .q/ D O.q n/ for some n as q ! 0, i.e., if and only if, for some A > 0, eAiz f.z/ is bounded
as z ! i1:
EXAMPLE 4.1 As  .1/ is generated by S and T, to check condition (a) it sufﬁces to verify that
f. 1=z/ D f.z/; f.zC1/ D f.z/:
The second equation implies that f D f .q/, q D exp.2iz/, and condition (c) says that
f .q/ D
X
n N0
aiqi:
EXAMPLE 4.2 Consider .2/. Then .2/isofindex6in .1/. Itispossibletoﬁndasetofgenera-
torsfor .2/justaswefoundasetofgeneratorsfor .1/, andagainitsufﬁcestocheckcondition(a)
for the generators. There are three inequivalent cusps, namely, i1, S.i1/D
 
0  1
1 0
 
1
0

D
 
0
1

D0,
and TS.i1/ D 1. Note that S.0/ D i1. The stabilizer of i1 in  .2/ is generated by
 
1 2
0 1

, and so
f.z/ D f .q/, q D exp.2iz=2/, and for f.z/ to be meromorphic at i1 means f  is meromor-
phic at 0. For f.z/ to be meromorphic at 0 means that f.Sz/ D f. 1=z/ is meromorphic at i1,
and for f.z/ to be meromorphic at 1 means that f.1  1
z/ is meromorphic at i1:
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PROPOSITION 4.3 There exists a unique modular function J for  .1/ which is holomorphic except
at i1, where it has a simple pole, and which takes the values
J.i/ D 1 , J./ D 0:
PROOF. FromProposition2.21weknowthereisanisomorphismofRiemannsurfacesf W .1/nH !
S (Riemann sphere). Write a, b, c for the images of , i, 1. Then there exists a (unique) linear
fractional transformation S ! S sending a, b, c to 0, 1, 1, and on composing f with it we obtain
a function J satisfying the correct conditions.
If g is a second function satisfying the same conditions, then gf  1 is an automorphism of the
Riemann sphere, and so it is a linear fractional transformation. Since it ﬁxes 0, 1, 1 it must be the
identity map. 2
REMARK 4.4 Let j.z/ D 1728g3
2=, as in Section 3. Then j.z/ is invariant under  .1/ because
g3
2 and  are both modular forms of weight 12 (we give all the details for this example later). It
is holomorphic on H because both of g3
2 and  are holomorphic on H, and  has no zeros on H.
Because  has a simple zero at 1, j has a simple pole at 1 . Therefore j.z/ has valence one, and
it deﬁnes an isomorphism from   nH onto S (the Riemann sphere). In fact, j.z/ D 1728J.z/:
Modular forms
Let   be a subgroup of ﬁnite index in  .1/.
DEFINITION 4.5 A modular form for   of weight 2k is a function on H such that:
(a) f.z/ D .czCd/2k f.z/, all z 2 H and all  D
 
a b
c d

2   I
(b) f.z/ is holomorphic in HI
(c) f.z/ is holomorphic at the cusps of  :
A modular form is a cusp form if it is zero at the cusps.
For example, for the cusp i1, this last condition means the following: let h be the width of i1
as a cusp for   ; then (a) implies that f.zCh/ D f.z/, and so f.z/ D f .q/ for some function f 
on a punctured disk; f  is required to be holomorphic at q D 0:
When f.z/ is zero at every cusp, it is called a cusp form. Occasionally we shall refer to a
function satisfying only (4.5a) as being weakly modular of weight 2k, and a function satisfying
(4.5a,b,c) with “holomorphic” replaced by “meromorphic” as being a meromorphic modular form
of weight 2k. Thus a meromorphic modular form of weight 0 is a modular function.
As our ﬁrst examples of modular forms, we have the Eisenstein series. Let L be the set of
lattices in C, and write .!1;!2/ for the lattice Z!1CZ!2 generated by independent elements !1,
!2 with =.!1=!2/ > 0. Note that .!0
1;!0
2/ D .!1;!2/ if and only if

!0
1
!0
2

D

a b
c d

cc!1
!2

, some

a b
c d

2 SL2.Z/ D  .1/:
LEMMA 4.6 Let FWL ! C be a function of weight 2k, i.e., such that F./ D  2k F./ for
 2 C. Then f.z/
def D F..z;1// is a weakly modular form on H of weight 2k and F 7! f is a
bijection from the functions of weight 2k on L to the weakly modular forms of weight 2k on H:
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PROOF. Write F.!1;!2/ for the value of F at the lattice .!1;!2/. Then because F is of weight
2k, we have
F.!1;!2/ D  2k F.!1;!2/ ,  2 C ,
and, because F.!1;!2/ depends only on .!1;!2/, it is invariant under the action of SL2.Z/ W
F.a!1Cb!2;c!1Cd!2/ D F.!1;!2/ , all

a b
c d

2 SL2.Z/: (3)
The ﬁrst equation shows that !2k
2 F.!1;!2/ is invariant under .!1;!2/ 7! .!1;!2/,  2 C,
and so depends only on the ratio !1=!2; thus there is a function f.z/ such that
F.!1;!2/ D ! 2k
2 f.!1=!2/: (4)
When expressed in terms of f , (3) becomes
.c!1Cd!2/ 2k f.a!1Cb!2=c!1Cd!2/ D ! 2k
2 f.!1=!2/;
or
.czCd/ 2k f.azCb=czCd/ D f.z/:
This shows that f is weakly modular. Conversely, given a weakly modular f , deﬁne F by the
formula (4). 2
PROPOSITION 4.7 The Eisenstein series Gk.z/, k > 1, is a modular form of weight 2k for  .1/
which takes the value 2.2k/ at inﬁnity.
PROOF. Recall that we deﬁned Gk./ D
P
!2;!¤01=!2k. Clearly, Gk./ D  2kGk./,
and therefore Gk.z/
def D Gk..z;1// D
P
.m;n/¤.0;0/1=.mz Cn/2k is weakly modular. That it is
holomorphic on H and takes the value 2.2k/ at i1 is proved in Proposition 3.10. 2
Modular forms as k-fold differentials
The deﬁnition of modular form may seem strange, but we have seen that such functions arise natu-
rally in the theory of elliptic functions. Here we give another explanation of the deﬁnition. For the
experts, we shall show later that the modular forms of a ﬁxed weight 2k are the sections of a line
bundle on   nH.
REMARK 4.8 Consider a differential ! D f.z/dz on H, where f.z/ is a meromorphic function.
Under what conditions on f is ! invariant under the action of    Let .z/ D azCb
czCd; then
! D f.z/d
azCb
czCd
D f.z/
.a.czCd/ c.azCb//
.czCd/2 dz D f.z/.czCd/ 2dz:
Thus ! is invariant if and only if f.z/ is a meromorphic differential form of weight 2. We have
one-to-one correspondences between the following sets:
fmeromorphic modular forms of weight 2 on H for   g
fmeromorphic differential forms on H invariant under the action of   g
fmeromorphic differential forms on   nHg:
There is a notion of a k-fold differential form on a Riemann surface. Locally it can be written
! D f.z/.dz/k, and if w D w.z/, then
w! D f.w.z//.dw.z//k D f.w.z//w0.z/k .dz/k:
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Then modular forms of weight 2k correspond to   -invariant k-fold differential forms on H, and
hence to meromorphic k-fold differential forms on   nH. Warning: these statements don’t (quite)
hold with meromorphic replaced with holomorphic (see Lemma 4.11 below).
We say that ! D f.z/.dz/k has a zero or pole of order m at z D 0 according as f.z/ has a
zero or pole of order m at z D 0. This deﬁnition is independent of the choice of the local coordinate
near the point in question on the Riemann surface.
The dimension of the space of modular forms
For a subgroup of ﬁnite index in  .1/, we write Mk.  / for the space of modular forms of weight
2k for   , and Sk.  / for the subspace of cusp forms of weight 2k. They are vector spaces over C,
and we shall use the Riemann-Roch theorem to compute their dimensions.
Note that M0.  / consists of modular functions that are holomorphic on H and at the cusps,
and therefore deﬁne holomorphic functions on   nH. Because   nH is compact, such a function
is constant, and so M0.  / D C. The product of a modular form of weight k with a modular form
of weight ` is a modular form of weight kC`. Therefore,
M.  /
def D
M
k0Mk.  /
is a graded ring. The next theorem gives us the dimensions of the homogeneous pieces.
THEOREM 4.9 The dimension of Mk.  / is given by:
dim.Mk.  // D
8
<
:
0 if k   1
1 if k D 0
.2k 1/.g 1/C1kC
P
Pk.1  1
eP / if k  1
where g is the genus of X.  / .
def D   nH/;
1 is the number of inequivalent cusps;
the last sum is over a set of representatives for the the elliptic points P of   I
eP is the order of the stabilizer of P in the image N   of   in  .1/=fIg;
k.1 1=eP/ is the integer part of k.1 1=eP/:
We prove the result by applying the Riemann-Roch theorem to the compact Riemann surface
  nH, but ﬁrst we need to examine the relation between the zeros and poles of a   -invariant k-fold
differential form on H and the zeros and poles of the corresponding modular form on   nH. It
will be helpful to consider ﬁrst a simple example.
EXAMPLE 4.10 Let D be the unit disk, and consider the map wWD ! D, z 7! ze. Let Q 7! P. If
Q ¤ 0, then the map is a local isomorphism, and so there is no difﬁculty. Thus we suppose that P
and Q are both zero.
First suppose that f is a function on D (the target disk), and let f  D f w. If f has a zero
of order m (regarded as function of w/, then f  has a zero of order em, for if f.w/ D awm C
terms of higher degree, then f.ze/ D azemC terms of higher degree: Thus
ordQ.f / D eordP.f /:
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Now consider a k-fold differential form ! on D, and let ! D w.!/. Then ! D f.z/.dz/k for
some f.z/, and
! D f.ze/.dze/k D f.ze/.eze 1dz/k D ek f.ze/zk.e 1/.dz/k:
Thus
ordQ.!/ D eordP.!/Ck.e 1/:
LEMMA 4.11 Let f be a (meromorphic) modular form of weight 2k, and let ! be the correspond-
ing k-fold differential form on   nH. Let Q 2 H map to P 2   nH.
(a) If Q is an elliptic point with multiplicity e, then
ordQ.f / D eordP.!/Ck.e 1/:
(b) If Q is a cusp, then
ordQ.f / D ordP.!/Ck:
(c) For the remaining points,
ordQ.f / D ordP.!/:
PROOF. Let p be the quotient map H !   nH:
(a) We deﬁned the complex structure near P so that, for appropriate neighbourhoods V of Q
and U of P, there is a commutative diagram:
V
Q7!0
        !
 D
? ?
yp
? ?
yz7!ze
U
P7!0
        !
 D
Thus this case is isomorphic to that considered in the example.
(b) Consider the map qWH ! .punctured disk), q.z/ D exp.2iz=h/, and let ! D g.q/.dq/k
be a k-fold differential form on the punctured disk. Then dq D .2i=h/qdz, and so the inverse
image of ! on H is
! D . cnst/g.q.z//q.z/k .dz/k;
and so ! corresponds to the modular form f.z/D.cnst/g.q.z//q.z/k. Thus f .q/Dg.q/qk,
which gives our formula.
(iii) In this case, p is a local isomorphism near Q and P, and so there is nothing to prove. 2
We now prove the theorem. Let f 2 Mk.  /, and let ! be the corresponding k-fold differential
on   nH. Because f is holomorphic, we must have
eordP.!/Ck.e 1/ D ordQ.f /  0 at the image of an elliptic point;
ordP.!/Ck D ordQ.f /  0 at the image of a cuspI
ordP.!/ D ordQ.f /  0 at the remaining cusps:
Fix a k-fold differential !0, and write ! D h!0. Then
ordP.h/CordP.!0/Ck.1 1=e/  0 at the image of an elliptic point;
ordP.h/CordP.!0/Ck  0 at the image of a cusp;
ordP.h/CordP.!0/  0 at the remaining points.
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On combining these inequalities, we ﬁnd that
div.h/CD  0;
where
D D div.!0/C
X
kPi C
X
k.1 1=ei/Pi
(the ﬁrst sum is over the images of the cusps, and the second sum is over the images of the elliptic
points). As we noted in Corollary 1.21, the degree of the divisor of a 1-fold differential form is
2g 2; hence that of a k-fold differential form is k.2g 2/. Thus the degree of D is
k.2g 2/C1kC
X
P
k.1 1=eP/:
Now the Riemann-Roch Theorem (1.22) tells us that the space of h’s has dimension
1 gCk.2g 2/C1kC
X
P
k.1 1=eP/
for k  1. As the h’s are in one-to-one correspondence with the holomorphic modular forms of
weight 2k, this proves the theorem in this case. For k D 0, we have already noted that modular
forms are constant, and for k < 0 it is easy to see that there can be no modular forms.
Zeros of modular forms
Lemma 4.11 allows us to count the number of zero and poles of a meromorphic differential form.
PROPOSITION 4.12 Let f be a (meromorphic) modular form of weight 2k; then
X
.ordQ.f /=eQ k.1 1=eQ// D k.2g 2/Ck1
where the sum is over a set of representatives for the points in   nH, 1 is the number of in-
equivalent cusps, and eQ is the ramiﬁcation index of Q over p.Q/ if Q 2 H and it is 1 if Q is a
cusp.
PROOF. Let! betheassociatedk-folddifferentialformon  nH. Weshowedabovethat: ordQ.f /=eQ D
ordP.!/Ck.1 1=eQ/ for Q an elliptic point for   I ordQ.f / D ordP.!/ k for Q a cusp;
ordQ.f / D ordP.!/ at the remaining points. On summing these equations, we ﬁnd that
X
ordQ.f /=eQ k.1 1=eQ/ D deg.div.!//Ck1;
and we noted above that deg.div.!// D k.2g 2/: 2
EXAMPLE 4.13 When   D  .1/, this becomes
ordi1.f /C
1
2
ordi.f /C
1
3
ord.f /C
X
ordQ.f / D  2kCkC
1
2
kC
2
3
k D
k
6
:
Here i1, i,  are points in H, and the sum
P
is over the remaining points in a fundamental
domain.
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Modular forms for  .1/
We now describe all the modular forms for  .1/:
EXAMPLE 4.14 On applying Theorem 4.9 to the full modular group  .1/, we obtain the following
result: Mk D 0 for k < 0, dim M0 D 1, and
dim Mk D 1 kCk=2C2k=3; k > 1:
Thus
k D 1 2 3 4 5 6 7 :::I
dimMk D 0 1 1 1 1 2 1 ::::
In fact, when k is increased by 6, the dimension increases by 1. Thus we have
(a) Mk D 0 for k < 0I
(b) dim.Mk/ D k=6 if k  1 mod 6; k=6C1 otherwise; k  0:
EXAMPLE 4.15 On applying (4.13) to the Eisenstein series Gk, k > 1, we obtain the following
result:
k D 2: G2 has a simple zero at z D , and no other zeros.
k D 3: G3 has a simple zero at z D i, and no other zeros.
k D 6: because  has no zeros in H, it has a simple zero at 1:
There is a geometric explanation for these statements. Let  D .i;1/. Then i  , and so
multiplication by i deﬁnes an endomorphism of the torus C=. Therefore the elliptic curve
Y 2 D 4X3 g2./X  g3./
has complex multiplication by i; clearly the curve
Y 2 D X3CX
has complex multiplication by i (and up to isogeny, it is the only such curve); this suggests that
g3./ D 0. Similarly, G2./ D 0 “because” Y 2 D X3 C1 has complex multiplication by
3 p
1.
Finally, if  had no zero at 1, the family of elliptic curves
Y 2 D 4X3 g2./X  g3./
over  .1/nH would extend to a smooth family over  .1/nH, and this is not possible for topolog-
ical reasons (its cohomology groups would give a nonconstant local system on  .1/nH, but the
Riemann sphere is simply connected, and so admits no such system).
PROPOSITION 4.16 (a) For k < 0, and k D 1, Mk D 0:
(b) For k D 0;2;3;4;5, Mk is a space of dimension 1, admitting as basis 1, G2, G3, G4, G5
respectively; moreover Sk.  / D 0 for 0  k  5.
(c) Multiplication by  deﬁnes an isomorphism of Mk 6 onto Sk:
(d) The graded k-algebra
L
Mk D CG2;G3 with G2 and G3 of weights 2 and 3 respectively.
PROOF. (a) See (4.14).
(b) Since the spaces are one-dimensional, and no Gk is identically zero, this is obvious.
(c) Certainly f 7! f is a homomorphism Mk 6 ! Sk. But if f 2 Sk, then f= 2 Mk 6
because  has only a simple zero at i1 and f has a zero there. Now f 7! f= is inverse to
f 7! f:
49CHAPTER I. THE ANALYTIC THEORY
(d) We have to show that fGm
2 Gn
3 j2mC3nDk, m2N, n2Ng forms a basis for Mk. We ﬁrst
show, by induction on k, that this set generates Mk. For k  3, we have already noted it. Choose a
pair m  0 and n  0 such that 2mC3n D k (this is always possible for k  2/. The modular form
g D Gm
2 Gn
3 is not zero at inﬁnity. If f 2 Mk, then f  
f.1/
g.1/g is zero at inﬁnity, and so is a cusp
form. Therefore, it can be written h with h 2 Mk 6, and we can apply the induction hypothesis.
Thus CG2;G3 ! Mk is surjective, and we want to show that it is injective. If not, the
modular function G3
2=G2
3 satisﬁes an algebraic equation over C, and so is constant. But G2./ D
0 ¤ G3./ whereas G2.i/ ¤ 0 D G3.i/: 2
REMARK 4.17 We have veriﬁed all the assertions in (4.3).
The Fourier coefﬁcients of the Eisenstein series for  .1/
For future use, we compute the coefﬁcients in the expansion Gk.z/ D
P
anqn.
THE BERNOULLI NUMBERS Bk
They are deﬁned by the formal power series expansion:
x
ex  1
D 1 
x
2
C
1 X
kD1
. 1/kC1Bk
x2k
.2k/
:
Thus B1 D 1=6; B2 D 1=30; ... ; B14 D 23749461029=870; ... Note that they are all rational
numbers.
PROPOSITION 4.18 For any integers k  1,
.2k/ D
22k 1
.2k/
Bk2k:
PROOF. Recall that (by deﬁnition)
cos.z/ D
eiz Ce iz
2
; sin.z/ D
eiz  e iz
2i
:
Therefore,
cot.z/ D i
eiz Ce iz
eiz  e iz D i
e2iz C1
e2iz  1
D i C
2i
e2iz  1
:
On replacing x with 2iz in the deﬁnition of the Bernoulli numbers, we ﬁnd that
zcot.z/ D 1 
1 X
kD1
Bk
22kz2k
.2k/
(5)
There is a standard formula
sin.z/ D z
1 Y
nD1

1 
z2
n22

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(see Cartan 1963, V.3.3). On forming the logarithmic derivative of this (i.e., forming d log.f / D
f 0=f ) and multiplying by z, we ﬁnd that
zcotz D 1 
1 X
nD1
2z2=n22
1 z2=n22
D 1C2
1 X
nD1
1
1 n22=z2
D 1C2
1 X
nD1
1 X
kD1
z2k
n2k2k
D 1C2
1 X
kD1
 
1 X
nD1
n 2k
!
z2k
2k:
On comparing this formula with (5), we obtain the result. 2
For example, .2/ D 2
23, .4/ D 4
2325, .6/ D 6
3357, ....
REMARK 4.19 Until 1978, when Ap´ ery showed that .3/ is irrational, almost nothing was known
about the values of  at the odd positive integers.
THE FOURIER COEFFICIENTS OF Gk
For any integer n and number k, we write
k.n/ D
X
djn
dk:
PROPOSITION 4.20 For any integer k  2,
Gk.z/ D 2.2k/C2
.2i/2k
.2k 1/
1 X
nD1
2k 1.n/qn:
PROOF. In the above proof, we showed above that
zcot.z/ D 1C2
1 X
nD1
z2
z2 n22;
and so (replace z with z and divide by z)
cot.z/ D
1
z
C2
1 X
nD1
z
z2 n2 D
1
z
C
1 X
nD1

1
zCn
C
1
z n

:
Moreover, we showed that
cot.z/ D i C
2i
e2iz  1
;
and so
cot.z/ D i  
2i
1 q
D i  2i
1 X
nD1
qn
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where q D e2iz. Therefore,
1
z
C
1 X
nD1

1
zCn
C
1
z n

D i  2i
1 X
nD1
qn:
The .k 1/th derivative of this .k  2/ is
X
n2Z
1
.nCz/k D
1
.k 1/
. 2i/k
1 X
nD1
nk 1qn:
Now
Gk.z/
def D
X
.n;m/¤.0;0/
1
.nzCm/2k
D 2.2k/C2
1 X
nD1
X
m2Z
1
.nzCm/2k
D 2.2k/C
2. 2i/2k
.2k 1/
1 X
nD1
1 X
aD1
a2k 1qan
D 2.2k/C
2.2i/2k
.2k 1/
1 X
nD1
2k 1.a/qn: 2
The expansion of  and j
Recall that

def D g3
2  27g2
3:
From the above expansions of G2 and G3, one ﬁnds that
 D .2/12.q 24q2C252q3 1472q4C/
THEOREM 4.21 (JACOBI)  D .2/12q
Q1
nD1.1 qn/24, q D e2iz:
PROOF. Let f.q/ D q
Q1
nD1.1 qn/24. The space of cusp forms of weight 12 has dimension 1.
Therefore, if we show that f. 1=z/ D z12f.z/, then f will be a multiple of . It is possible
to prove by an elementary argument (due to Hurwitz), that f. 1=z/ and z12f.z/ have the same
logarithmic derivative; therefore
f. 1=z/ D Cz12f.z/;
some C. Put z D 1 to see C D 1. See Serre 1970, VII.4.4, for the details. 2
Write q
Q
.1 qn/24 D
P1
nD1.n/qn. The function n7!.n/ was studied by Ramanujan, and
is called the Ramanujan -function. We have
.1/ D 1 , .2/ D  24 , ..., .12/ D  370944 ,...:
Evidently each .n/ 2 Z. Ramanujan made a number of interesting conjectures about .n/, some
of which, as we shall see, have been proved.
Recall that j.z/ D
1728g3
2
 ,  D g3
2  27g2
3, g2 D 60G2, g3 D 140G3.
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THEOREM 4.22 The function
j.z/ D
1
q
C744C196884qC21493760q2Cc.3/q3Cc.4/q4C ; q D e2iz;
where c.n/ 2 Z for all n.
PROOF. Immediate consequence of the deﬁnition and the above calculations. 2
The size of the coefﬁcients of a cusp form
Let f.z/ D
P
anqn be a cusp form of weight 2k  2 for some congruence subgroup of SL2.Z/.
For various reasons, for example, in order to obtain estimates of the number of times an integer can
be represented by a quadratic form, one is interested in janj:
Hecke showed that an D O.nk/—the proof is quite easy (see Serre 1970, VII.4.3, for the case
of  .1//. Various authors improved on this—for example, Selberg showed in 1965 that an D
O.nk 1=4C"/ for all " > 0. It was conjectured that an D O.nk 1=2 0.n// (for the -function,
this goes back to Ramanujan). The usual story with such conjectures is that they prompt an inﬁnite
sequence of papers proving results converging to the conjecture, but (happily) in this case Deligne
proved in 1969 that the conjecture follows from the Weil conjectures for varieties over ﬁnite ﬁelds,
and he proved the Weil conjectures in 1973. I hope to return to this question.
Modular forms as sections of line bundles
Let X be a topological manifold. A line bundle on X is a map of topological spaces WL ! X
such that, for some open covering X D
S
Ui of X,  1.Ui/  Ui R. Similarly, a line bundle on
a Riemann surface is a map of complex manifolds WL ! X such that locally L is isomorphic to
U C, and a line bundle on an algebraic variety is a map of algebraic varieties WL ! X such that
locally for the Zariski topology on X, L  U A1:
If L is a line bundle on X (say a Riemann surface), then for any open subset U of X,  .U;L/
denotes the group of sections of L over U, i.e., the set of holomorphic maps f WU ! L such that
 f D identity map. Note that if L D U C, then  .U;L/ can be identiﬁed with the set of
holomorphic functions on U. (The   in  .U;L/ should not be confused with a congruence group
  .)
Now consider the following situation:   is a group acting freely and properly discontinuously
on a Riemann surface H, and X D   nH. Write p for the quotient map H ! X. Let WL ! X be
a line bundle on X; then
p.L/
def D f.h;l/  H L j p.h/ D .l/g
is a line bundle on H (for example, p.X L/ D H L/, and   acts on p.L/ through its action
on H. Suppose we are given an isomorphism iWH C ! p.L/. Then we can transfer the action
of   on p.L/ to an action of   on H C over H. For  2   and .;z/ 2 H C, write
.;z/ D .;j./z/ , j./ 2 C:
Then
0.;z/ D .0;j0./z/ D .0;j.0/j0.z/z/:
Hence:
j0./ D j.0/j0./:
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DEFINITION 4.23 An automorphy factor is a map jW  H ! C such that
(a) for each  2   ,  7! j./ is a holomorphic function on HI
(b) j0./ D j.0/j0./:
Condition (b) should be thought of as a cocycle condition (in fact, that’s what it is). Note that if
j is an automorphy factor, so also is j k for any integer k:
EXAMPLE 4.24 For any open subset H of C with a group   acting on it, there is canonical auto-
morphy factor j./, namely,
  H ! C , .;/ 7! .d/:
By .d/ I mean the following: each  deﬁnes a map H ! H, and .d/ is the map on the tangent
space at  deﬁned by . As H  C, the tangent spaces at  and at  are canonically isomorphic to
C, and so .d/ can be regarded as a complex number.
Suppose we have maps
M

  ! N

  ! P
of (complex) manifolds, then for any point m 2 M, .d. //m D .d/.n/ .d/m (maps on
tangent spaces). Therefore,
j0./ Ddf .d0/ D .d/0 .d0/ D j.0/j0./:
Thus j./
def D .d/ is an automorphy factor.
For example, consider  .1/ acting on H. If  D .z 7! azCb
czCd/, then
d D
1
.czCd/2dz;
and so j./ D .czCd/ 2, and j./k D .czCd/ 2k:
PROPOSITION 4.25 There is a one-to-one correspondence between the set of pairs .L;i/ where
L is a line bundle on   nH and i is an isomorphism H C  p.L/ and the set of automorphy
factors.
PROOF. We have seen how to go .L;i/ 7! j./. For the converse, use i and j to deﬁne an action
of   on H C, and deﬁne L to be   nH C: 2
REMARK 4.26 Every line bundle on H is trivial (i.e., isomorphic to HC/, and so Proposition
4.25 gives us a classiﬁcation of the line bundles on   nH:
Let L be a line bundle on X. Then
 .X;L/ D fF 2  .H;pL/ j F commutes with the actions of   g:
Suppose we are given an isomorphism pL  H C. We use it to identify the two line bundles on
H. Then   acts on H C by the rule:
.;z/ D .;j./z/:
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A holomorphic section FWH ! H C can be written F./ D .;f.// with f./ a holomorphic
map H ! C. What does it mean for F to commute with the action of   ? We must have
F./ D F./ , i.e. , .;f.// D .;j./f.//:
Hence
f./ D j./f./:
Thus, if Lk is the line bundle on   nH corresponding to j./ k, where j./ is the canonical
automorphy factor (4.24), then the condition becomes
f./ D .czCd/2k f./;
i.e., condition (4.5a). Therefore the sections of Lk are in natural one-to-one correspondence with
the functions on H satisfying (4.5a,b). The line bundle Lk extends to a line bundle L
k on the
compactiﬁcation   nH, and the sections of L
k are in natural one-to-one correspondence with the
modular forms of weight 2k.
Poincar´ e series
We want to construct modular forms for subgroups   of ﬁnite index in  .1/: Throughout, we write
  0 for the image of   in  .1/=fIg.
Recall the standard way of constructing invariant functions: if h is a function on H, then
f.z/
def D
X
2  0
h.z/
is invariant under   , provided the series converges absolutely (which it rarely will). Poincar´ e found
a similar argument for constructing modular forms.
Let
  H ! C , .;z/ 7! j.z/
be an automorphy factor for   ; thus
j0.z/ D j.0z/j0.z/:
Of course, we shall be particularly interested in the case
j.z/ D .czCd/2k ,  D
 
a b
c d

:
We wish to construct a function f such that f.z/ D j.z/f.z/:
Try
f.z/ D
X
2  0
h.z/
j.z/
:
If this series converges absolutely uniformly on compact sets, then
f.0z/ D
X
2  0
h.0z/
j.0z/
D
X
2  0
h.0z/
j0.z/
j0.z/ D j0.z/f.z/
as wished.
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Unfortunately, there is little hope of convergence, for the following (main) reason: there may
be inﬁnitely many ’s for which j.z/ D 1 identically, and so the sum contains inﬁnitely many
redundant terms. Let
 0 D f 2   0 j j.z/ D 1 identicallyg:
For example, if j.z/ D .czCd/ 2k, then
 0 D



a b
c d

2  
 
  c D 0 , d D 1

D



1 b
0 1

2  

D

1 h
0 1

where h is the smallest positive integer such that
 
1 h
0 1

2   (thus h is the width of the cusp i1 for
  /. In particular,  0 is an inﬁnite cyclic group.
If , 0 2  0, then
j0.z/ D j.0z/j0.z/ D 1 (all z/;
and so  0 is closed under multiplication—in fact, it is a subgroup of   0.
Let h be a holomorphic function on H invariant under  0, i.e., such that h.0z/ D h.z/ for all
0 2  0. Let  2   0 and 0 2  0; then
h.0z/
j0.z/
D
h.z/
j0.z/j.z/
D
h.z/
j.z/
;
i.e., h.z/=j.z/ is constant on the coset  0. Thus we can consider the series
f.z/ D
X
 0n  0
h.z/
j.z/
If the series converges absolutely uniformly on compact sets, then the previous argument shows that
we obtain a holomorphic function f such that f.z/ D j.z/f.z/:
Apply this with j.z/ D .czCd/2k,  D
 
a b
c d

, and   a subgroup of ﬁnite index in  .1/. As
we noted above,  0 is generated by z 7! z Ch for some h, and a typical function invariant under
z 7! zCh is exp.2inz=h/, n D 0;1;2;:::
DEFINITION 4.27 The Poincar´ e series of weight 2k and character n for   is the series
'n.z/ D
X
 0n  0
exp.
2in.z/
h /
.czCd/2k
where   0 is the image of   in  .1/=fIg:
We need a set of representatives for  0n  0. Note that

1 m
0 1



a b
c d

D

aCmc bCmd
c d

:
Using this, it is easily checked that
 
a b
c d

and
 
a0 b0
c0 d0

are in the same coset of  0 if and only if
.c;d/ D .c0;d0/ and .a;b/  .a0;b0/ mod h: Thus a set of representatives for  0n  0 can be
obtained by taking one element of   0 for each pair .c;d/, c >0, which is the second row of a matrix
in   0:
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THEOREM 4.28 The Poincar´ e series 'n.z/ for 2k  2, n  0, converges absolutely uniformly on
compact subsets of H; it converges absolutely uniformly on every fundamental domain D for   ,
and hence is a modular form of weight 2k for   . Moreover,
(a) '0.z/ is zero at all ﬁnite cusps, and '0.i1/ D 1I
(b) for all n  1, 'n.z/ is a cusp form.
PROOF. To see convergence, compare the Poincar´ e series with
X
m;n2Z;.m;n/¤.0;0/
1
jmzCnj2k
which converges uniformly on compact subsets of H when 2k > 2. For the details of the proof,
which is not difﬁcult, see Gunning 1962, III.9. 2
THEOREM 4.29 The Poincar´ e series 'n.z/, n  1, of weight 2k span Mk.  /:
Before we can prove this, we shall need some preliminaries.
The geometry of H
As Poincar´ e pointed out, H can serve as a model for non-Euclidean hyperbolic plane geometry.
Recall that the axioms for hyperbolic geometry are the same as for Euclidean geometry, except
that the axiom of parallels is replaced with the following axiom: suppose we are given a straight
line and a point in the plane; if the line does not contain the point, then there exist at least two lines
passing through the point and not intersecting the line.
The points of our non-Euclidean plane are the points of H. A non-Euclidean “line” is a half-
circleinHorthogonaltotherealaxis, oraverticalhalf-line. Theanglebetweentwolinesistheusual
angle. To obtain the distance .z1;z2/ between two points, draw the non-Euclidean line through z1
and z2, let 11 and 12 be the points on the real axis (or i1/ on the “line” labeled in such a way
that 11;z1;z2;12 follow one another cyclically around the circle, and deﬁne
.z1;z2/ D log D.z1;z2;11;12/
where D.z1;z2;z3;z4/ is the cross-ratio
.z1 z3/.z2 z4/
.z2 z3/.z1 z4/.
The group PSL2.R/
def D SL2.R/=I plays the same role as the group of orientation preserving
afﬁne transformations in the Euclidean plane, namely, it is the group of transformations preserving
distance and orientation.
The measure .U/ D

U
dxdy
y2 plays the same role as the usual measure dxdy on R2—it
is invariant under translation by elements of PSL2.R/. This follows from the invariance of the
differential y 2dxdy. (We prove something more general below.)
Thus we can consider

D
dxdy
y2 for any fundamental domain D of   —the invariance of the
differential shows that this doesn’t depend on the choice of D. One shows that the integral does
converge, and in fact that
Z
D
dxdy=y2 D 2.2g 2C1C
X
.1 1=eP//:
See Shimura, 2.5. (There is a detailed discussion of the geometry of H— equivalently, the open unit
disk—in C. Siegel, Topics in Complex Functions II, Wiley, 1971, Chapter 3.)
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Petersson inner product
Let f and g be two modular forms of weight 2k > 0 for a subgroup   of ﬁnite index in  .1/:
LEMMA 4.30 The differential f.z/g.z/y2k 2dxdy is invariant under the action of SL2.R/.
(Here z D xCiy, so the notation is mixed.)
PROOF. Let  D
 
a b
c d

. Then
f.z/ D .czCd/2k f.z/ (deﬁnition of a modular form)
g.z/ D .czCd/
2k
g.z/ (the conjugate of the deﬁnition)
=.z/ D
=.z/
jczCdj2 (see the Introduction)
.dxdy/ D
dxdy
jczCdj4:
The last equation follows from the next lemma and the fact (4.8) that d=dz D 1=.cz Cd/2. On
raising the third equation to the .2k 2/ th power, and multiplying, we obtain the result. 2
LEMMA 4.31 For any holomorphic function w.z/, the map z 7! w.z/ multiplies areas by
 

dw
dz
 

2
:
PROOF. Write w.z/ D u.x;y/Civ.x;y/, z D xCiy. Thus, z 7! w.z/ is the map
.x;y/ 7! .u.x;y/;v.x;y//;
and the Jacobian is  
 
ux vx
uy vy
 
  D uxvy  vxuy:
According to the Cauchy-Riemann equations, w0.z/ D ux Civx, ux D vy, uy D  vx, and so
jw0.z/j2 D u2
x Cv2
x D uxvy  vxuy: 2
LEMMA 4.32 Let D be a fundamental domain for   . If f or g is a cusp form, then the integral

D
f.z/g.z/y2k 2dxdy
converges.
PROOF. Clearlytheintegralconvergesifweexcludeaneighbourhoodofeachofthecusps. Nearthe
cuspi1, f.z/g.z/DO.e cy/forsomec >0, andsotheintegralisdominatedby
R 1
y1 e cyyk 2dy <
1. The other cusps can be handled similarly. 2
Let f and g be modular forms of weight 2k for some group     .1/, and assume that one at
least is a cusp form. The Petersson inner product of f and g is deﬁned to be
hf;gi D

D
f.z/g.z/y2k 2dxdy:
Lemma 4.30 shows that it is independent of the choice of D. It has the following properties:
 it is linear in the ﬁrst variable, and semi-linear in the second;
 hf;gi D hg;f i;
 hf;f i > 0 for all f ¤ 0.
It is therefore a positive-deﬁnite Hermitian form on Sk.  /, and so Sk.  / together with h;i is a
ﬁnite-dimensional Hilbert space.
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Completeness of the Poincar´ e series
Again let   be a subgroup of ﬁnite index in  .1/:
THEOREM 4.33 Let f be a cusp form of weight 2k  2 for   , and let 'n be the Poincar´ e series of
weight 2k and character n  1 for   . Then
hf;'ni D
h2k.2k 2/
.4/2k 1 n1 2k an
where h is the width of i1 as a cusp for   and an is the nth coefﬁcient in the Fourier expansion of
f W
f D
X
ane
2inz
h :
PROOF. Write 'n as a sum, and interchange the order of the integral and the sum. Look at a typical
term. Write it as an integral over a fundamental domain for  0 in H;
hf;'ni D
Z h
xD0
Z 1
yD0
f.z/exp. 2inz=h/y2.2k 1/dxdy:
Now write f.z/ as a sum, and interchange the order of integration and summation. Evaluate. See
Gunning 1962, III.11, for the details. 2
COROLLARY 4.34 Every cusp form is a linear combination of Poincar´ e series 'n.z/, n  1:
PROOF. If f is orthogonal to the subspace generated by the Poincar´ e series, then all the coefﬁcients
of its Fourier expansion are zero. 2
Eisenstein series for  .N/
The Poincar´ e series of weight 2k > 2 and character 0 for  .N/ is
0.z/ D
X 1
.czCd/2k (sum over .c;d/  .0;1/ mod N , gcd.c;d/ D 1/:
Recall (4.28) that this is a modular form of weight 2k for  .N/ which takes the value 1 at i1 and
vanishes at all the other cusps.
For every complex-valued function  on the (ﬁnite) set of inequivalent cusps for  .N/, we want
to construct a modular function f of weight 2k such that f jf cuspsg D . Moreover, we would like
to choose the f ’s to be orthogonal (for the Petersson inner product) to the space of cusp forms.
To do this, we shall construct a function (restricted Eisenstein series) which takes the value 1 at a
particular cusp, takes the value 0 at the remaining cusps, and is orthogonal to cusp forms.
Write j.z/ D 1=.czCd/2, so that j.z/ is an automorphy factor:
j0.z/ D j.0z/j0.z/:
Let P be a cusp for  .N/, P ¤ i1, and let  2  .1/ be such that .P/ D i1. Deﬁne
'.z/ D j.z/k '0.z/:
LEMMA 4.35 The function '.z/ is a modular form of weight 2k for  .N/; moreover ' takes the
value 1 at P, and it is zero at every other cusp.
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PROOF. Let  2  .N/. For the ﬁrst statement, we have to show that '.z/ D j.z/ k'.z/. From
the deﬁnition of ', we ﬁnd that
'.z/ D j.z/k '0.z/:
As  .N/ is normal,  1 2  .N/, and so
'0.z/ D '0. 1z/ D j 1.z/ k '0.z/:
On comparing this formula for '.z/ with
j.z/ k '.z/ D j.z/ k j.z/k '0.z/;
we see that it sufﬁces to prove that
j.z/j 1.z/ 1 D j.z/ 1j.z/;
or that
j.z/j.z/ D j 1.z/j.z/:
But, because of the deﬁning property of automorphy factors, this is just the obvious equality
j.z/ D j 1.z/:
The second statement is a consequence of the deﬁnition of ' and the properties of '0. 2
We now compute '.z/. Let T be a set of coset representatives for  0 in  .N/. Then
'.z/
def D j.z/k '0.z/
D j.z/k 
P
2T j.z/k
D
P
2T j.z/k
D
P
2T j.z/k:
Let  D

a0 b0
c0 d0

, so that  1 D
 
d0  b0
 c0 a0

, and P D  1 
1
0

D  d0=c0. Note that
 
a b
c d

2  .N/ )
 
a b
c d

a0 b0
c0 d0


   
c0 d0

mod N:
From this, we can deduce that T contains exactly one element of  .N/0 for each pair .c;d/ with
gcd.c;d/ D 1 and .c;d/  .c0;d0/:
DEFINITION 4.36 (a) A restricted Eisenstein series of weight 2k > 2 for  .N/ is a series
G.zIc0;d0IN/ D
X
.czCd/ 2k
(sumover.c;d/.c0;d0/ mod N, gcd.c;d/D1). Here.c0;d0/isapairsuchthatgcd.c0;d0;N/D
1:
(b) A general Eisenstein series of weight 2k > 2 for  .N/ is a series
G.zIc0;d0IN/ D
X
.czCd/ 2k
(sumover.c;d/.c0;d0/ mod N, .c;d/¤.0;0/). Hereitisnotrequiredthatgcd.c0;d0;N/D
1:
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Consider the restricted Eisenstein series. Clearly,
G.zIc0;d0IN/ D G.zIc1;d1IN/
if .c0;d0/  .c1;d1/ mod N. On the other hand, we get a restricted Eisenstein series for each
cusp, and these Eisenstein series are linearly independent. On counting, we see that there is exactly
one restricted Eisenstein series for each cusp, and so the distinct restricted Eisenstein series are
linearly independent.
PROPOSITION 4.37 The general Eisenstein series are the linear combinations of the restricted
Eisenstein series.
PROOF. Omitted. 2
REMARK 4.38 (a) Sometimes Eisenstein series are deﬁned to be the linear combinations of re-
stricted Eisenstein series.
(b) The Petersson inner product hf;gi is deﬁned provided at least one of f or g is a cusp form.
One ﬁnds that hf;gi D 0 (e.g., '0 gives the zeroth coefﬁcient) for the restricted Eisenstein
series, and hence hf;gi D 0 for all cusp forms f and all Eisenstein series g: the space of
Eisenstein series is the orthogonal complement of Sk.  / in Mk.  /:
For more details on Eisenstein series for  .N/, see Gunning 1962, IV.13.
ASIDE 4.39 In the one-dimensional case, compactifying   nH presents no problem, and the Riemann-Roch
theorem tells us there are many modular forms. The Poincar´ e series allow us to write down a set of modular
forms that spans Sk.  /. In the higher dimensional case (see 2.27), it is much more difﬁcult to embed the
quotient   nD of a bounded symmetric domain in a compact analytic space. Here the Poincar´ e series play a
much more crucial role. In their famous 1964 paper, Baily and Borel showed that the Poincar´ e series can be
used to give an embedding of the complex manifold   nD into projective space, and that the closure of the
image is a projective algebraic variety containing the image as a Zariski-open subset. It follows that   nD
has a canonical structure of an algebraic variety.
In the higher-dimensional case, the boundary of   nD, i.e., the complement of   nD in its compactiﬁca-
tion, is more complicated than in the one-dimensional case. It is a union of varieties of the form   0nD0 with
D0 a bounded symmetric domain of lower dimension than that of D. The Eisenstein series then attaches to a
cusp form on D0 a modular form on D. (In our case, a cusp form on the zero-dimensional boundary is just a
complex number.)
61CHAPTER I. THE ANALYTIC THEORY
5 Hecke Operators
Hecke operators play a fundamental role in the theory of modular forms. After describing the
problem they were ﬁrst introduced to solve, we develop the theory of Hecke operators for the full
modular group, and then for a congruence subgroup of the modular group.
Introduction
Recall that the cusp forms of weight 12 for  .1/ form a one-dimensional vector space over C,
generated by  D g3
2  27g2
3, where g2 D 60G2 and g3 D 140G3. In more geometric terms, .z/
is the discriminant of the elliptic curve C=ZzCZ. Jacobi showed that
.z/ D .2/12q
1 Y
nD1
.1 qn/24; q D e2iz:
Write f.z/ D q 
Q1
nD1.1 qn/24 D
P
.n/qn. Then n 7! .n/ is the Ramanujan -function.
Ramanujan conjectured that it had the following properties:
(a) j.p/j  2p11=2;
(b)

.mn/ D .m/.n/ if gcd.m;n/ D 1
.p/.pn/ D .pnC1/Cp11.pn 1/ if p is prime and n  1:
Property (b) was proved by Mordell in 1917 in a paper in which he introduced the ﬁrst examples
of Hecke operators. To  we can attach a Dirichlet series
L.;s/ D
X
.n/n s:
PROPOSITION 5.1 The Dirichlet series L.;s/ has an Euler product expansion of the form
L.;s/ D
Y
p prime
1
.1 .p/p s Cp11 2s/
if and only if (b) holds.
PROOF. For a prime p, deﬁne
Lp.s/ D
X
m0
.pm/p ms D 1C.p/p s C.p2/.p s/2C :
If n 2 N has the factorization n D
Q
p
ri
i , then the coefﬁcient of .p s/n in
Q
Lp.s/ is
Q
.p
ri
i /,
which the ﬁrst equation in (b) implies is equal to .n/. Thus
L.;s/ D
Y
Lp.s/:
Now consider
.1 .p/p s Cp11 2s/Lp:
By inspection, we ﬁnd that the coefﬁcient of .p s/n in this product is
1 for n D 0I
0 for n D 1I

.pnC1/ .p/.pn/Cp11.pn 1/ for nC1:
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Thus the second equation in (b) implies that .1 .p/p s Cp11 2s/Lp D 1, and hence that
L.;s/ D
Y
p
.1 .p/p s Cp11 2s/ 1:
The argument can be run in reverse. 2
PROPOSITION 5.2 Write
1 .p/X Cp11X2 D .1 aX/.1 a0X/I
Then the following conditions are equivalent:
(a) j.p/j  2p11=2;
(b) jaj D p11=2 D ja0j;
(c) a and a0 are conjugate complex numbers, i.e., a0 D N a.
PROOF. First note that .p/ is real (in fact, it is an integer).
(b) ) (a): We have .p/ D aCa0, and so (a) follows from the triangle inequality.
(c) ) (b): We have that jaj2 D aN a D aa0 D p11:
(a) ) (c): The discriminant of 1 .p/X Cp11X2 is .p/2 4p11, which (a) implies is < 0.2
For each n  1, we shall deﬁne an operator:
T.n/WMk. .1// ! Mk. .1//:
These operators will have the following properties:
T.m/T.n/ D T.mn/ if gcd.m;n/ D 1I
T.p/T.pn/ D T.pnC1/Cp2k 1T.pn 1/, p prime;
T.n/ preserves the space of cusp forms, and is a Hermitian (self-adjoint) operator on Sk.  / W
hT.n/f;gi D hf;T.n/gi; f;g cusp forms:
LEMMA 5.3 Let V be a ﬁnite-dimensional vector space over C with a positive deﬁnite Hermitian
form h;i.
(a) Let WV ! V be a linear map which is Hermitian (i.e., such that hv;v0i D hv;v0i/; then
V has a basis consisting of eigenvectors for  (thus  is diagonalizable).
(b)Let1;2;::. beasequenceofcommutingHermitianoperators; thenV hasabasisconsisting
of vectors that are eigenvectors for all i (thus the i are simultaneously diagonalizable).
PROOF. (a) Because C is algebraically closed,  has an eigenvector e1. Let V1 D.Ce1/?. Because
 is Hermitian, V1 is stable under , and so it has an eigenvector e2. Let V2 D .Ce1CCe2/?, and
continue in this manner.
(b) From (a) we know that V D
L
V.i/ where the i are the distinct eigenvalues for 1
and V.i/ is the eigenspace for i; thus 1 acts as multiplication by i on V.i/. Because 2
commutes with 1 , it preserves each V.i/, and we can decompose each V.i/ further into a sum
of eigenspaces for 2. Continuing in this fashion, we arrive at a decomposition V D
L
Vj such that
each i acts as a scalar on each Vj. Now choose a basis for each Vj and take the union. 2
REMARK 5.4 The pair .V;h;i/ is a ﬁnite-dimensional Hilbert space. There is an analogous state-
ment to the lemma for inﬁnite-dimensional Hilbert spaces (it’s called the spectral theorem).
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PROPOSITION 5.5 Let f.z/ D
P
c.n/qn be a modular form of weight 2k, k > 0, f ¤ 0. If f is
an eigenfunction for all T.n/, then c.1/ ¤ 0, and when we normalize f so that c.1/ D 1, then
T.n/f D c.n/f:
PROOF. See later (5.18). 2
COROLLARY 5.6 If f.z/ is a normalized eigenform for all T.n/, then c.n/ is real.
PROOF. The eigenvalues of a Hermitian operator are real, because
hv;vi D hv;vi D hv;vi;D hv;vi D hv;vi D N hv;vi
for any eigenvector v. 2
We deduce from these statements that if f is a normalized eigenform for all the T.n/, then
c.m/c.n/ D c.mn/ if gcd.m;n/ D 1I
c.p/c.pn/ D c.pnC1/Cp2k 1c.pn 1/ if p is prime n  1:
Just as in the case of , this implies that
L.f;s/
def D
X
c.n/n s D
Y
p prime
1
.1 c.p/p s Cp2k 1 2s/
:
Write 1 c.p/X Cp2k 1 2s D .1 aX/.1 a0X/. As before, the following statements are equiv-
alent:
jc.p/j  2p
k 1
2 I
jaj D p
k 1
2 D ja0jI
a and a0 are complex conjugates.
These statements are also referred to as the Ramanujan conjecture. As we mentioned in Section
3, they have been proved by Deligne.
EXAMPLE 5.7 Because the space of cusp forms of weight 12 is one-dimensional,  is a simulta-
neous eigenform for the Hecke operators, and so Ramanujan’s Conjecture (b) for .n/ does follow
from the existence of Hecke operators with the above properties.
Note the similarity of L.f;s/ to the L-function of an elliptic curve E=Q, which is deﬁned to be
L.E;s/ D
Y
p good
1
1 a.p/p s Cp1 2s:
Here 1 a.p/Cp D #E.Fp/. The Riemann hypothesis for E=Fp is that ja.p/j  2
p
p. The
number a.p/ can also be realized as the trace of the Frobenius map on V`E. Since .p/ is the trace
of T.p/ acting on an eigenspace, this suggests that there should be a relation of the form
“T.p/ D p C N p ”
where p is the Frobenius operator at p. We shall see that there do exist relations of this form, and
that this is the key to Deligne’s proof that the Weil conjectures imply the (generalized) Ramanujan
conjecture.
CONJECTURE 5.8 (TANIYAMA-WEIL) Let E be an elliptic curve over Q. Then L.E;s/ D L.f;s/
for some normalized eigenform of weight 2 for  0.N/, where N is the conductor of E:
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This conjecture is very important. A vague statement of this form was suggested by Taniyama
in the 50’s, was promoted by Shimura in the 60’s, and then in 1967 Weil provided some rather
compelling evidence for it. We shall discuss Weil’s work in Section 6. Since it is possible to list
the normalized eigenforms of weight 2 for  0.N/ for a ﬁxed N, the conjecture predicts how many
elliptic curves with conductor N there are over Q. Computer searches conﬁrmed the number for
small N, and, as noted in 2.26, the conjecture has been proved.
The conjecture is now subsumed by the Langlands program which (roughly speaking) predicts
that all Dirichlet series arising from algebraic varieties (more generally, motives) occur among
those arising from automorphic forms (better, automorphic representations) for reductive algebraic
groups.
Abstract Hecke operators
Let L be the set of full lattices in C. Recall (4.6) that modular forms are related to functions on
L. We ﬁrst deﬁne operators on L, which deﬁne operators on functions on L, and then operators on
modular forms.
Let D be the free abelian group generated by the elements of L; thus an element of D is a ﬁnite
sum X
nii , ni 2 Z , i 2 L:
For n D 1;2;::. we deﬁne a Z-linear operator T.n/WD ! D by setting
T.n/ D
X
0 (sum over all sublattices 0 of  of index n/:
The sum is obviously ﬁnite because any such sublattice 0 contains n, and =n is ﬁnite. Write
R.n/ for the operator
R.n/ D n:
PROPOSITION 5.9 (a) If m and n are relatively prime, then
T.m/T.n/ D T.mn/:
(b) If p is prime and n  1, then
T.pn/T.p/ D T.pnC1/CpR.p/T.pn 1/:
PROOF. (a) Note that
T.mn/ D
P
00 (sum over 00 with . W 00/ D mn/;
T.m/T.n/ D
P
00 (sum over pairs .0;00/ with . W 0/ D n, .0 W 00/ D m/.
But, if 00 is a sublattice of  of index mn, then there is a unique chain
  0  
with 0 of index n in , because =mn is the direct sum of a group of order m and a group of
order n:
(b) Let  be a lattice. Note that
T.pn/T.p/ D
P
00 (sum over pairs .0;00/ with . W 0/ D p, .0 W 00/ D pn);
T.pnC1/ D
P
00 (sum over  with . W 00/ D pnC1);
pR.p/T.pn 1/ D p
P
R.p/0 (sum over 0   with . W 0/ D pn 1/.
Hence pR.p/T.pn 1/ D p
P
00 (sum over 00  p with .p W 00/ D pn 1).
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Each of these is a sum of sublattices 00 of index pnC1 in . Fix such a lattice, and let a be the
number of times it occurs in the ﬁrst sum, and b the number of times it occurs in the last sum. It
occurs exactly once in the second sum, and so we have to prove:
a D 1Cpb:
There are two cases to consider.
The lattice 00 is not contained in p. Then b D0, and a is the number of lattices 0 containing
00 and of index p in . Such a lattice contains p, and its image in =p is of order p and
contains the image of 00, which is also of order p. Since the subgroups of  of index p are in
one-to-one correspondence with the subgroups of =p of index p, this shows that there is exactly
one lattice 0, namely Cp00, and so a D 1:
The lattice 00  p. Here b D 1. Any lattice 0 of index p contains p, and a fortiori . We
have to count the number of subgroups of =p of index p, and this is the number of lines through
the origin in the Fp-plane, which is .p2 1/=.p 1/ D pC1: 2
COROLLARY 5.10 For any m and n;
T.m/T.n/ D
X
djgcd.m;n/;d>0
d R.d/T.mn=d2/
PROOF. Prove by induction on s that
T.pr/T.ps/ D
X
imin.r;s/
pi R.pi/T.prCs 2i/;
and then apply (a) of the theorem. 2
COROLLARY 5.11 Let H be the Z-subalgebra of End.D/ generated by the T.p/ and R.p/ for p
prime; then H is commutative, and it contains T.n/ for all n:
PROOF. Obvious from 5.10. 2
Let F be a function L ! C. We can extend F by linearity to a function FWD ! C;
F.
X
nii/ D
X
niF.i/:
For any operator T on D, we deﬁne T F to be the function L ! C such that
.T F/./ D F.T/:
For example,
.T.n/F/./ D
X
F.0/ (sum over sublattices 0 of  of index n/
and if F has weight 2k, so that F./ D  2kF./, then
R.n/F D n 2k F:
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PROPOSITION 5.12 Let FWL ! C be a homogeneous function of weight 2k. Then T.n/F is
again of weight 2k, and for any m and n;
T.m/T.n/F D
X
djgcd.m;n/ , d>0
d1 2k T.mn=d2/F:
In particular, if m and n are relatively prime, then
T.m/T.n/F D T.mn/F;
and if p is prime and n  1, then
T.p/T.pn/F D T.pnC1/F Cp1 2k T.pn 1/F:
PROOF. Immediate from Corollary 5.10 and the deﬁnitions. 2
Lemmas on 22 matrices
Before deﬁning the action of Hecke operators on modular forms, we review some elementary results
concerning 22 matrices with integer coefﬁcients. Write M2.Z/ for the ring of 22 matrices with
coefﬁcients in Z:
LEMMA 5.13 Let A be a 22 matrix with coefﬁcients in Z and determinant n. Then there is an
invertible matrix U in M2.Z/ such that U A D
 
a b
0 d

with
ad D n , a  1 , 0  b < d: ./
Moreover, the integers a;b;d are uniquely determined.
PROOF. Apply row operations to A that are invertible in the ring M2.Z/ to get A into upper triangu-
lar form—see ANT, 2.44, for the details. For the uniqueness, note that a is the gcd of the elements
in the ﬁrst column of A, d is the unique positive element such that ad D n, and b is obviously
uniquely determined modulo d: 2
REMARK 5.14 Let M.n/ be the set of 22 matrices with coefﬁcients in Z and determinant n. The
group SL2.Z/ acts on M.n/ by left multiplication, and the lemma provides us with a canonical set
of representatives for the orbits:
M.n/ D
[
SL2.Z/
 
a b
0 d

(disjoint union over a;b;d as in the lemma):
Now let  be a lattice in C. Choose a basis !1, !2 for , so that  D .!1;!2/. For any
 D
 
a b
c d

2 M.n/, deﬁne  D .a!1Cb!2;c!1Cd!2/. Then  is a sublattice of  of index
n, and every such lattice is of this form for some  2M.n/. Clearly D if and only if  Du
for u 2 SL2.Z/. Thus we see that the sublattices of  of index n are precisely the lattices
.a!1Cb!2;d!2/; a;b;d 2 Z; ad D n; a  1; 0  b < d  1:
For example, consider the case n D p. Then the sublattices of  are in one-to-one correspondence
with the lines through the origin in the 2-dimensional Fp-vector space =p. Write =p D
Fpe1Fpe2 with ei D !i (mod p/ . The lines through the origin are determined by their intersec-
tions (if any) with the vertical line through .1;0/. Therefore there are pC1 lines through the origin,
namely,
Fp e1; Fp .e1Ce2/; :::; Fp .e1C.p 1/e2/; Fp.e2/:
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Hence there are exactly pC1 sublattices of  D Z!1CZ!2 of index p, namely,
.!1;p!2/; .!1C!2;p!2/; :::;.p!1;!2/;
in agreement with the general result.
REMARK 5.15 Let  2 M.n/, and let 0 D . According to a standard theorem, we can choose
bases !1, !2 for  and !0
1, !0
2 for 0 such that
!0
1 D a!1 , !0
2 D d!2 , a;d 2 Z , ad D n , ajd , a  1
and a;d are uniquely determined. In terms of matrices, this says that
M.n/ D
[
SL2.Z/

a 0
0 d

SL2.Z/
—disjoint union over a;d 2 Z, ad D n, ajd, a  1. This decomposition of M.n/ into a union of
double cosets can also be proved directly by applying both row and column operations, invertible in
M2.Z/, to the matrix
 
a b
c d

.
Hecke operators for  .1/
Recall 4.6 that we have a one-to-one correspondence between functions F on L of weight 2k and
functions f on H that are weakly modular of weight 2k, under which
F..!1;!2// D !2
 2k f.!1=!2/ ; f.z/ D F..z;1//:
Let f.z/ be a modular form of weight 2k, and let F be the associated function of weight 2k on L.
We deﬁne T.n/f.z/ to be the function on H associated with n2k 1T.n/F. The factor n2k 1 is
inserted so that some formulas have integer coefﬁcients rather than rational coefﬁcients. Thus
T.n/f.z/ D n2k 1.T.n/F/..z;1//:
More explicitly,
T.n/f.z/ D n2k 1
X
d 2k f.
azCb
d
/
where the sum is over the triples a;b;d satisfying (5.13(*)).
PROPOSITION 5.16 (a) If f is a weakly modular form of weight 2k for  .1/, then T.n/f is
also weakly modular of weight 2k, and
i) T.m/T.n/f D T.mn/f if m and n are relatively prime;
ii) T.p/T.pn/f D T.pnC1/f Cp2k 1T.pn 1/f if p is prime and n  1:
(b) Letf beamodularformofweight2k for .1/, withtheFourierexpansionf D
P
m0c.m/qm,
q D e2iz. Then T.n/f is also a modular form, and
T.n/f.z/ D
X
m0
.m/qm
with
.m/ D
X
ajgcd.m;n/; a1
a2k 1c.mn
a2 /:
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PROOF. (a) We know that
T.p/T.pn/F..z;1// D T.pnC1/F..z;1//Cp1 2k T.pn 1/F..z;1//:
On multiplying through by .pnC1/2k 1 we obtain the second equation. The ﬁrst is obvious.
(b) We know that
T.n/f.z/ D n2k 1 X
a;b;d
d 2k f.azCb
d /
where the sum over a;b;d satisfying 5.13(*), i.e.,
ad D n; a  1; 0  b < d:
Therefore T.n/f.z/ is holomorphic on H because f is. Moreover
T.n/f.z/ D n2k 1 X
a;b;d
d 2k X
m0
c.m/q2i
azCb
d m:
But
X
0b<d
e2i bm
d D

d if djm
0 otherwise.
Set m=d D m0; then
T.n/f.z/ D n2k 1 X
a;d;m0
d 2kC1 c.m0d/qam0
where the sum is over the integers a;d;m0 such that ad D n and a  1. The coefﬁcient of qt in this
is X
ajgcd.n;t/;a1
a2k 1c. t
a
n
a/:
When we substitute m for t in this formula, we obtain the required formula. Because .m/ D 0 for
m < 0, T.n/f is holomorphic at i1. 2
COROLLARY 5.17 Retain the notations of the proposition.
(a) The coefﬁcients .0/ D 2k 1.n/c.0/, .1/ D c.m/:
(b) If n D p is prime, then
i) .m/ D c.pm/ if p does not divide mI
ii) .m/ D c.pm/Cp2k 1c.m=p/ if pjm:
(c) If f is a cusp form, then so also is T.n/f:
PROOF. These are all obvious consequences of the proposition. 2
Thus the T.n/’s act on the vector spaces Mk. .1// and Sk. .1//, and satisfy the identities
T.m/T.n/ D T.mn/ if m and n relatively primeI
T.p/T.pn/ D T.pnC1/Cp2k 1T.pn 1/ if p is prime n  1:
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PROPOSITION 5.18 Let f D
P
c.n/qn be a nonzero modular form of weight 2k. Assume f is a
simultaneous eigenform for all the T.n/, say,
T.n/f D .n/f; .n/ 2 C:
Then c.1/ ¤ 0, and if f is normalized so that c.1/ D 1, then
c.n/ D .n/
for all n  1:
PROOF. We have seen that the coefﬁcient of q in T.n/f is c.n/. But, it is also .n/c.1/, and so
c.n/ D .n/c.1/. If c.1/ were zero, then all c.n/ would be zero, and f would be constant, which
is impossible. 2
COROLLARY 5.19 Two normalized eigenforms of the same weight with the same eigenvalues are
equal.
PROOF. The proposition implies that the coefﬁcients of their Fourier expansions are equal. 2
COROLLARY 5.20 If f D
P
c.n/qn is a normalized eigenform for the T.n/, then
c.m/c.n/ D c.mn/ if m and n are relatively prime,
c.p/c.pn/ D c.pnC1/Cp2k 1c.pn 1/ if p is prime and n  1.
PROOF. We know that these relations hold for the eigenvalues. 2
With a modular form f , we can associate a Dirichlet series
L.f;s/ D
X
n1
c.n/n s:
The series
P
n s converges for <.s/ > 1. The bounds on the values jc.n/j (see Section 4) show
that L.f;s/ converges to the right of some vertical line (if one accepts Deligne’s theorem and f is
a cusp form of weight 2k, it converges for <.s kC 1
2/ > 1, i.e., for s > kC 1
2/:
PROPOSITION 5.21 For any normalized eigenform f;
L.f;s/ D
Y
p
1
1 c.p/p s Cp2k 1 2s:
PROOF. This follows from 5.20, as in the proof of (5.1). 2
THE HECKE OPERATORS FOR  .1/ ARE HERMITIAN
Before proving this, we make a small excursion.
Write GL2.R/C for the group of real 22 matrices with positive determinant. Let
 D

a b
c d

2 GL2.R/C;
and let f be a function on H; we deﬁne
f jk D .det/k .czCd/ 2k f.azCb
czCd/:
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For example, if  D
 
a 0
0 a

, then f jk D a2k a 2k f.z/ D f.z/; i.e., the centre of GL2.R/C acts
trivially. Note that f is weakly modular of weight 2k for     .1/ if and only if f jk D f for all
 2  :
Recall that
T.n/f.z/ D n2k 1
X
d 2k f.
azCb
d
/
—sum over a;b;d, ad D n, a  1, 0  b < d. We can restate this as
T.n/f D
X
nk 1f jk
where the ’s run through a particular set of representatives for the orbits  .1/nM.n/. It is clear
from the above remarks, that the right hand side is independent of the choice of the set of represen-
tatives.
Recall, that the Petersson inner product of two cusp forms f and g for  .1/ is
hf;gi D

D
f  N gy2k 2dxdy
where z D xCiy and D is any fundamental domain for  .1/.
LEMMA 5.22 For any  2 GL2.R/C;
hf jk;gjki D hf;gi:
PROOF. Write !.f;g/ D f.z/N g.z/yk 2dxdy, where z D xCiy. I claim that
!.f jk;gjk/ D !.f;g/;
and so 
D
!.f jk;gjk/ D

D
!.f;g/ D

D
!.f;g/;
which equals hf;gi because D is also a fundamental domain for  .1/.9
Since multiplying  by a scalar changes neither !.f jk;gjk/ nor !.f;g/, we can assume
(in proving the claim) that det D 1. Then
f jk D .czCd/ 2k f.z/
N gjk D .cN zCd/ 2k g.z/
and so
!.f jk;gjk/ D jczCdj 4k f.z/g.z/dxdy:
On the other hand (see the proof of 4.30)
=.z/ D =.z/=jczCdj2
.dxdy/ D dxdy=jczCdj4;
9Goertzwrites: ItisnottrueingeneralthatD isagainafundamentaldomainfor .1/, evenforgeneral 2SL2.R/.
One way to proceed would be to compute the Petersson scalar product with respect to a sufﬁciently small congruence
subgroup   such that    1   .1/ (and to normalize by the quotient of the volumes of the fundamental domains to
get the wanted scalar product with respect to  .1/). If then D denotes a fundamental domain for   , D is a fundamental
domain for    1 and obviously has the same volume as D, and by the choice of   , f and g are still modular with
respect to    1.
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and so
.!.f;g// D f.z/g.z/jczCdj4 4k y2k 2jczCdj 4dxdy
D !.f jk;gjk/: 2
Note that the lemma implies that
hf jk;gi D hf;gjk 1i; all  2 GL2.R/C:
THEOREM 5.23 For cusp forms f;g of weight 2k
hT.n/f;gi D hf;T.n/gi; all n:
Because of (5.10), it sufﬁces to prove the theorem for T.p/, p prime. Recall that M.n/ is the
set of integer matrices with determinant n:
LEMMA 5.24 Thereexistsacommonsetofrepresentativesfigforthesetofleftorbits .1/nM.p/
and for the set of right orbits M.p/=.1/:
PROOF. Let ,  2 M.p/; then (see 5.15)
 .1/ .1/ D  .1/
 1 0
0 p

 .1/ D  .1/ .1/:
Hence there exist elements u;v;u0;v0 2  .1/ such that
uv D u0v0
and so u0 1u D v0v 1, D  say. Then  .1/ D  .1/ and  .1/ D   .1/: 2
For  D
 
a b
c d

2 M.p/, set 0 D
 
d  b
 c a

D p  1 2 M.p/. Let i be a set of common
representatives for  .1/nM.p/ and M.p/= .1/, so that
M.p/ D
[
i
 .1/i D
[
i
i  .1/ (disjoint unions):
Then
M.p/ D pM.p/ 1 D
[
p .1/i
 1 D
[
 .1/0
i:
Therefore,
hT.p/f;gi D pk 1X
i
hf jki;gi D pk 1X
i
hf;gjk 1
i i D pk 1X
i
hf;gjk0
ii D hf;T.p/gi:
The Z-structure on the space of modular forms for  .1/
Recall (4.20) that the Eisenstein series
Gk.z/
def D
X
.m;n/¤.0;0/
1
.mzCn/2k D 2.2k/C2
.2i/2k
.2k 1/
1 X
nD1
2k 1.n/qn; q D e2iz:
For k  1, deﬁne the normalized Eisenstein series
Ek.z/ D Gk.z/=2.2k/:
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Then, using that .2k/ D 22k 1
.2k/ Bk2k, one ﬁnds that
Ek.z/ D 1Ck
1 X
nD1
2k 1.n/qn; k D . 1/k 
4k
Bk
2 Q:
For example,
E2.z/ D 1C240
1 X
nD1
3.n/qn;
E3.z/ D 1 504
1 X
nD1
5.n/qn;

E6.z/ D 1C
54600
691
1 X
nD1
11.n/qn:
Note that E2.z/ and E3.z/ have integer coefﬁcients.
LEMMA 5.25 The Eisenstein series Gk, k  2, is an eigenform of the T.n/, with eigenvalue is
2k 1.n/. The normalized eigenform is k
 1Ek. The corresponding Dirichlet series is
.s/.s 2kC1/:
PROOF. The short proof that Gk is an eigenform, is to observe that Mk D Sk hGki; and that
T.n/Gk is orthogonal to Sk (because Gk is, T.n/ is Hermitian, and T.n/ preserves Sk/. Therefore
T.n/Gk is a multiple of Gk:
The computational proof starts from the deﬁnition
Gk./ D
X
2;¤0
1
2k:
Therefore
T.p/Gk./ D
X
0
X
20;¤0
1
2k
where the outer sum is over the lattices 0 of index p in . If  2 p, it lies in all 0, and so
contributes .pC1/=2k to the sum. Otherwise, it lies in only one lattice 0, namely pCZ, and
so it contributes 1=2k. Hence
.T.p/Gk/./ D Gk./Cp
X
2p;¤0
1
2k D Gk./Cp1 2kGk./ D .1Cp1 2k/Gk./:
Therefore Gk./, as a function on L, is an eigenform of T.p/, with eigenvalue 1Cp1 2k. As a
function on H it is an eigenform with eigenvalue p2k 1.1Cp1 2k/ D p2k 1C1 D 2k 1.p/:
The normalized eigenform is
 1
k C
1 X
nD1
2k 1.n/qn; k D . 1/k 
4k
Bk
;
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and the associated Dirichlet series is
1 X
nD1
2k 1.n/
ns D
X
a;d1
a2k 1
asds
D
0
@
X
d1
1
ds
1
A
0
@
X
a1
1
asC1 2k
1
A
D .s/.s 2kC1/: 2
Let V be a vector space over C. By a Z-structure on V , I mean a Z-module V0  V which is
free of rank equal to the dimension of V . Equivalently, it is a Z-submodule that is freely generated
by a C-basis for V , or a Z-submodule such that the natural map V0
ZC ! V is an isomorphism
(or a full lattice in V ).
Let Mk.Z/ be the Z-submodule of Mk. .1// consisting of modular forms f D
P1
nD0anqn
with the an 2 Z:
PROPOSITION 5.26 The module Mk.Z/ is a Z-structure on Mk. .1//:
PROOF. Recall that
L
kMk.C/ D CG2;G3 D CE2;E3. It sufﬁces to show that
M
k Mk.Z/ D ZE2;E3:
Note that E2.z/, E3.z/, and 0 D q
Q
.1 qn/24 all have integer coefﬁcients. We prove by
induction on k that Mk.Z/ is the 2kth-graded piece of ZE2;E3 (here E2 has degree 4 and E3 has
degree 6). Given f.z/ D
P
anqn, an 2 Z, write
f D a0Ea
2 Eb
3 Cg
with 4aC6b D 2k, and g 2 Mk 12. Then a0 2 Z, and one checks by explicit calculation that
g 2 Mk 12.Z/: 2
PROPOSITION 5.27 The eigenvalues of the Hecke operators are algebraic integers.
PROOF. Let Mk.Z/ be the Z-module of modular forms with integer Fourier coefﬁcients. It is
stabilized by T.n/, because.
T.n/f.z/ D
X
m0
.m/qm
with
.m/ D
X
a2k 1c.
mn
a2 / (sum over ajm ,a  1/:
The matrix of T.n/ with respect to a basis for Mk.Z/ integer coefﬁcients, and this shows that the
eigenvalues of T.n/ are algebraic integers. 2
ASIDE 5.28 The generalization of (5.27) to Siegel modular forms of all levels was only proved in the 1980s
(by Chai and Faltings), using difﬁcult algebraic geometry. See Section 7.
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Geometric interpretation of Hecke operators
Before discussing Hecke operators for a general group, we explain the geometric signiﬁcance of
Hecke operators. Fix a subgroup   of ﬁnite index in  .1/:
Let  2 GL2.R/C. Then  deﬁnes a map x 7! xWH ! H, and we would like to deﬁne a map
W  nH !   nH,   z 7! “  z”. Unfortunately,   is far from being normal in GL2.R/C. If we
try deﬁning .  z/ D   z we run into the problem that the orbit   z depends on the choice of z
(because  1   ¤   in general, even if  has integer coefﬁcients and   D  .N//.
In fact,   z is not even a   -orbit. Instead, we need to consider the union of the orbits meeting
  z, i.e., we need to look at     z. Any coset (right or left) of   in GL2.R/C that meets     is
contained in it, and so we can we can write
    D
[
  i (disjoint union),
and then     z D
S
  iz (disjoint union). Thus , or better, the double coset   , deﬁnes a
“many-valued map”
  nH !   nH;   z 7! f  izg:
Since “many-valued maps” don’t exist in my lexicon, we shall have to see how to write this in terms
of honest maps. First we give a condition on  that ensures that the “map” is at least ﬁnitely-valued.
LEMMA 5.29 Let  2 GL2.R/C. Then     is a ﬁnite union of right (and of left) cosets if and
only if  is a scalar multiple of a matrix with integer coefﬁcients.
PROOF. Omit. [Note that the next lemma shows that this is equivalent to  1   being commen-
surable with  : 2
LEMMA 5.30 Let  2 GL2.R/C. Write
  D
[
.  \ 1  /i (disjoint union);
then
    D
[
  i (disjoint union)
with i D i:
PROOF. We are given that   D
S
.  \ 1  /i. Therefore
 1    D
[
i
 1  .  \ 1  /i D
[
i
. 1    \ 1  /i:
But  1      1  , and so we can drop it from the right hand term. Therefore
 1    D
[
i
 1  i:
On multiplying by , we ﬁnd that     D
S
i   i, as claimed.
If   i D   j, then ij
 1 2  1  ; since it also lies in   , this implies that i D j: 2
Now let   D   \ 1  , and write   D
S
  i (disjoint union). Consider
 nH
. &
  nH   nH:
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The map  sends an orbit   x to   x—this is now well-deﬁned—and the left hand arrow sends
an orbit   x to   x:
Let f be a modular function, regarded as a function on   nH. Then f  is a function on  nH,
and its “trace”
P
f i is invariant under   , and is therefore a function on   nH. This function
is
P
f i D T.p/f . Similarly, a (meromorphic) modular form can be thought of as a k-fold
differential form on   nH, and T.p/ can be interpreted as the pull-back followed by the trace in the
above diagram.
REMARK 5.31 In general a diagram of ﬁnite-to-one maps
Y
. &
X Z:
is called a correspondence on X Z. The simplest example is obtained by taking Y to be the
graph of a map 'WX ! Z; then the projection Y ! X is a bijection. A correspondence is a is a
“many-valued mapping”, correctly interpreted: an element x 2 X is “mapped” to the images in Z
of its inverse images in Y . The above observation shows the Hecke operator on modular functions
and forms is deﬁned by a correspondence, which we call the Hecke correspondence.
The Hecke algebra
The above discussion suggests that we should deﬁne an action of double cosets     on modular
forms. It is convenient ﬁrst to deﬁne an abstract algebra, H. ;/, called the Hecke algebra.
Let   be a subgroup of  .1/ of ﬁnite index, and let  be a set of real matrices with positive
determinant, closed under multiplication, and such that for  2 , the double coset     contains
only ﬁnitely many left and right cosets for   . Deﬁne H. ;/ to be the free Z-module generated
by the double cosets     ,  2 . Thus an element of H. ;/ is a ﬁnite sum,
X
n    ,  2  , n 2 Z:
Write  for     when it is regarded as an element of H. ;/.
We deﬁne a multiplication on H. ;/ as follows. Note that if     meets a right coset   0,
then it contains it. Therefore, we can write     D
S
  i,    D
S
 i (ﬁnite disjoint unions).
Then
       D     
D
[
   j
D
[
i;j
  ijI
therefore      is a ﬁnite union of double cosets. Deﬁne
 D
X
c

; 
where the union is over the  2  such that           , and c

; is the number of pairs .i;j/
with   ij D   :
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EXAMPLE 5.32 Let   D  .1/, and let  be the set of matrices with integer coefﬁcients and posi-
tive determinant. Then H. ;/ is the free abelian group on the generators
 .1/

a 0
0 d

 .1/; ajd; ad > 0; a  1; a;d 2 Z:
Write T.a;d/ for the element  .1/
 
a 0
0 d

 .1/ of H. ;/. Thus H. ;/ has a quite explicit set
of free generators, and it is possible to write down (complicated) formulas for the multiplication.
For a prime p, we deﬁne T.p/ to be the element T.1;p/ of H. ;/. We would like to deﬁne
T.n/ D M.n/
def D fmatrices with integer coefﬁcients and determinant ng:
We can’t do this because M.n/ is not a double coset, but it is a ﬁnite union of double cosets (see
5.15), namely,
M.n/ D
[
 .1/

a 0
0 d

 .1/; ajd; ad D n; a  1; a;d 2 Z:
This suggests deﬁning
T.n/ D
X
T.a;d/; ajd; ad D n; a  1; a;d 2 Z:
As before, we let D be the free abelian group on the set of lattices L in C. A double coset 
acts on D according to the rule:
 D :
(To compute , choose a basis
 !1
!2

for , and let  be the lattice with basis 
 !1
!2

; this
is independent of the choice of the basis, and of the choice of a representative for the double coset
    .) We extend this by linearity to an action of H. ;/ on D. It is immediate from the various
deﬁnitions that T.n/ (element of H. ;/) acts on D as the T.n/ deﬁned at the start of this section.
The relation in (5.10) implies that the following relation holds in the ring H. ;/:
T.n/T.m/ D
X
djgcd.m;n/
d T.d;d/T.nm=d2/ ./
In particular, for relatively prime integers m and n;
T.n/T.m/ D T.nm/;
and for a prime p;
T.p/T.pn/ D T.pnC1/CpT.p;p/T.pn 1/:
The ring H. ;/ acts on the set of functions on L:
F D
X
F.i/ if    D [  i:
The relation ./ implies that
T.n/T.m/F D
X
djgcd.m;n/
d1 2k T.mn=d2/F
77CHAPTER I. THE ANALYTIC THEORY
for F a function on L of weight 2k.
Finally, we make H. ;/ act on Mk. .1// by
f D det./k 1
X
f jki ./
if     D
S
 .1/i. Recall that
f jk D .det/k .czCd/2k f.
azCb
czCd
/
if  D
 
a b
c d

. The element T.n/ 2 H. ;/ acts on Mk. .1// as in the old deﬁnition, and (*)
implies that
T.n/T.m/f D
X
djgcd.m;n/
d2k 1T.
mn
d2 /f:
We now deﬁne a Hecke algebra for  .N/. For this we take .N/ to be the set of integer matrices
 such that n
def D det./ is positive and prime to N, and  
 
1 0
0 n

mod N:
LEMMA 5.33 Let 0.N/ be the set of integer matrices with positive determinant prime to N. Then
the map
 .N/ .N/ 7!  .1/ .1/WH. .N/;.N// ! H. .1/;0.N//
is an isomorphism.
PROOF. Elementary. (See Ogg 1969, pIV-10.) 2
Let T N.a;d/ and T N.n/ be the elements of H. .N/;.N// corresponding to T.a;d/ and
T.n/ in H. .1/;0.N// under the isomorphism in the lemma. Note that H. .1/;0.N// is a
subring of H. .1/;/. From the identity .), we obtain the identity
T N.n/T N.m/ D
X
djgcd.n;m/
d T N.d;d/T N.mn=d2/ (***)
for .mn;N/ D 1:
When we let H. .N/;.N// act on Mk. .N// by the rule ./, the identity ./ translates
into a slightly different identity for operators on Mk. .N//. (The key point is that
 
d 0
0 d

2 0.N/
if gcd.d;N/D1 but not .N/—see Ogg 1969, pIV-12). For f 2Mk. .N//, we have the identity
T N.n/T N.m/f D
X
djm;n
d2k 1Rd T N.mn=d2/f
for .mn;N/ D 1. Here Rd is a matrix in  .1/ such that Rd 

d 1 0
0 d

mod N:
The term Rd causes problems. Let V D Mk. .N//. If d  1 mod N, then Rd 2  .N/, and
so it acts as the identity map on V . Therefore d 7! Rd deﬁnes an action of .Z=NZ/ on V , and so
we can decompose V into a direct sum,
V D
M
V."/;
over the characters " of .Z=NZ/, where
V."/ D ff 2 V j f jkRd D ".d/f g :
785. Hecke Operators
LEMMA 5.34 The operators Rn and T N.m/ on V commute for .nm;N/ D 1 . Hence V."/ is
invariant under T N.m/:
PROOF. See Ogg 1969, pIV-13. 2
Let Mk. .N/;"/ D V."/. Then T N.n/ acts on Mk. .N/;"/ with the basic identity:
T N.n/T N.m/ D
X
djgcd.n;m/
d2k 1".d/T N.nm=d2/;
for .nm;N/ D 1:
PROPOSITION 5.35 Let f 2Mk. .N/;"/ have the Fourier expansion f D
P
anqn. Assume that
f is an eigenform for all T N.n/, and normalize it so that a1 D 1. Then
LN.f;s/
def D
X
gcd.n;N/D1
ann s D
Y
gcd.p;N/D1
1
.1 app s C".p/p2k 1 2s/
:
PROOF. Essentially the same as the proof of Proposition 5.1. 2
Let U D
 
1 1
0 1

(it would be too confusing to continue denoting it as T/. Then U N 2  .N/, and
so
f 7! f jkU m D f.zCm/
deﬁnes an action of Z=NZ on V
def D Mk. .N//. We can decompose V into a direct sum over the
characters of Z=NZ. But the characters of Z=NZ are parametrized by the Nth roots of one in
C—the character corresponding to  is m mod N 7! m. Thus
V D
M
 V./;  an Nth root of 1,
where V./ D ff 2 V j U mf D mf g. Alas V./ is not invariant under T N.n/. To remedy this,
we have to consider, for each tjN;
V.t/ D
M
 V./;  a primitive .N=t/th root of 1:
Let m be an integer divisible only by the primes dividing N; we deﬁne
T t.m/ D mk 1
X
0b<m
f jk

1 bN=t
0 m

:
For a general n > 1, we write n D mn0 with gcd.n0;N/ D 1, and set
T t.n/ D T.n0/T t.m/:
We then have the relation:
T t.n/T t.m/f D
X
djgcd.n;m/
".d/d2k 1T t.nm=d2/f
for f 2 V.";t/
def D V."/\V.t/:
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THEOREM 5.36 Let f 2V.t;"/ have the Fourier expansion f.z/D
P
anqn. If a1 D1 and f is an
eigenform for all the T t.n/ with gcd.n;N/ D 1, then the associated Dirichlet series has the Euler
product expansion
X
ann s D
Y
p
1
1 app s C".p/p2k 1 2s:
PROOF. See Ogg 1969, pIV-10. 2
In the statement of the theorem, we have extended " from .Z=NZ/ to Z=NZ by setting ".p/D
0 for pjN. Thus ".p/ D 0 if pjN, and ap D 0 if pjN
t . This should be compared with the L-series
of an elliptic curve E with conductor N, where the p-factor of the L-series is .1p s/ 1 if pjN
but p2 does not divide N, and is 1 if p2jN:
PROPOSITION 5.37 Let f and g be cusp forms for  .N/ of weight 2k and character ". Then
hT.n/f;gi D ".n/hf;T.n/gi
PROOF. See Ogg 1969, pIV-24. 2
Unlike the case of forms for  .1/, this does not imply that the eigenvalues are real. It does
imply that Mk. .N/;";t/ has a basis of eigenforms for the T.n/ with gcd.n;N/ D 1 (but not for
all T.n/’s).
For a summary of the theory of Hecke operators for  0.N/, see Milne 2006, V 4.
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The Algebro-Geometric Theory
In this part we apply the preceding theory, ﬁrst to obtain elliptic modular curves deﬁned over num-
ber ﬁelds, and then to study the zeta functions of modular curves and of elliptic curves. There is
considerable overlap between this part and Milne 2006.
6 The Modular Equation for  0.N/
For any congruence subgroup   of  .1/, the algebraic curve   nH is deﬁned over a speciﬁc num-
ber ﬁeld. As a ﬁrst step toward proving this general statement, we ﬁnd in this section a canonical
polynomial F.X;Y / with coefﬁcients in Q such that the curve F.X;Y / D 0 is birationally equiva-
lent to X0.N/
def D  0.N/nH.
Recall that
 0.N/ D

a b
c d
 
 c  0 mod N

:
If  D

N 0
0 1

, then

N  1 0
0 1

a b
c d

N 0
0 1

D

a N  1b
Nc d

for

a b
c d

2  .1/;
and so
 0.N/ D  .1/\ 1 .1/:
Note that  I 2  0.N/. In the map
SL2.Z/ ! SL2.Z=NZ/
the image of  0.N/ is the group of all matrices of the form

a b
0 a 1

in SL2.Z=NZ/. This group
obviously has order N '.N/, and so (cf. 2.23),

def D . N   .1/ W N  0.N// D . .1/ W  0.N// D N 
Y
pjN
.1C
1
p
/:
(Henceforth, N   denotes the image of   in SL2.Z/=fIg.) Consider the set of pairs .c;d/ of
positive integers satisfying:
gcd.c;d/ D 1; djN; 0  c < N=d: ./
81II. THE ALGEBRO-GEOMETRIC THEORY
For each such pair, we choose a pair .a;b/ of integers such that ad  bc D 1. Then the matrices  
a b
c d

form a set of representatives for  0.N/n .1/. (Check that they are not equivalent under left
multiplication by elements of  0.N/, and that there is the correct number.)
If 4jN then N  0.N/ contains no elliptic elements of order 2, and if 9jN then it contains no elliptic
elements of order 3. The cusps for  0.N/ are represented by the pairs .c;d/ satisfying (*), modulo
the equivalence relation:
.c;d/  .c0;d0/ if d D d0 and c0 D cCm , some m 2 Z:
For each d, there are exactly '.gcd.d;N=d// inequivalent pairs, and so the number of cusps is
X
djN;d>0
'.gcd.d; N
d //:
It is now possible to use Theorem 2.22 to compute the genus of X0.N/. (See Shimura 1971, p25,
for more details on the above material.)
THEOREM 6.1 The ﬁeld C.X0.N// of modular functions for  0.N/ is generated (over C) by j.z/
and j.Nz/. The minimum polynomial F.j;Y / 2 C.j/Y  of j.Nz/ over C.j/ has degree .
Moreover, F.j;Y / is a polynomial in j and has coefﬁcients in Z, i.e., F.X;Y / 2 ZX;Y . When
N > 1; F.X;Y / is symmetric in X and Y , and when N D p is prime,
F.X;Y /  XpC1CY pC1 XpY p  XY mod p:
PROOF. Let  D
 
a b
c d

be an element of  0.N/ with c D Nc0, c0 2 Z. Then
j.Nz/ D j

NazCNb
czCd

D j

NazCNb
Nc0zCd

D j

a.Nz/CNb
c0.Nz/Cd

D j.Nz/
because
 
a Nb
c0 d

2  .1/. Therefore C.j.z/;j.Nz// is contained in the ﬁeld of modular functions
for  0.N/.
The curve X0.N/ is a covering of X.1/ of degree  D . .1/ W  0.N//. From Proposition
1.16 we know that the ﬁeld of meromorphic functions C.X0.N// on X0.N/ has degree  over
C.X.1// D C.j/, but we shall prove this again. Let f1 D 1;:::;g be a set of representatives for
the right cosets of  0.N/ in  .1/, so that,
 .1/ D [ 0.N/i (disjoint union):
For any  2  .1/, f1;:::;g is also a set of representatives for the right cosets of  0.N/ in
 .1/—the set f 0.N/ig is just a permutation of the set f 0.N/ig.
If f.z/ is a modular function for  0.N/, then f.iz/ depends only on the coset  0.N/i.
Hence the functions ff.iz/g are a permutation of the functions ff.iz/g, and any symmetric
polynomial in the f.iz/ is invariant under  .1/; since such a polynomial obviously satisﬁes the
other conditions, it is a modular function for  .1/, and hence a rational function of j. We have
shown that f.z/ satisﬁes a polynomial of degree  with coefﬁcients in C.j/, namely,
Q
.Y  
f.iz//. Since this holds for every f 2 C.X0.N//, we see that C.X0.N// has degree at most 
over C.j/.
NextIclaimthatallthef.iz/areconjugatetof.z/overC.j/: forletF.j;Y /betheminimum
polynomial of f.z/ over C.j/; in particular, F.j;Y / is monic and irreducible when regarded as a
polynomial in Y with coefﬁcients in C.j/; on replacing z with iz and remembering that j.iz/ D
j.z/, we ﬁnd that F.j.z/;f.iz// D 0, which proves the claim.
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If we can show that the functions j.Niz/ are distinct, then it will follow that the minimum
polynomial of j.Nz/ over C.j/ has degree ; hence C.X0.N// W C.j/ D  and C.X0.N// D
C.j.z//j.Nz/.
Supposej.Niz/Dj.Ni0z/forsomei ¤i0. Recallthatj deﬁnesanisomorphism .1/nH !
. Riemann sphere/, and so j.Niz/ D j.Ni0z/ all z implies that there exists a  2  .1/ such that
Niz D Ni0z all z, and this implies that

N 0
0 1

i D 

N 0
0 1

i0:
Hence i 1
i0 2  .1/\

N 0
0 1
 1
 .1/

N 0
0 1

D  0.N/, and this contradicts the fact that i
and i0 lie in different cosets.
The minimum polynomial of j.Nz/ over C.j/ is F.j;Y / D
Q
.Y  j.Niz//. The symmetric
polynomials in the j.Niz/ are holomorphic on H. As they are rational functions of j.z/, they
must in fact be polynomials in j.z/, and so F.X;Y / 2 CX;Y  (rather than C.X/Y ).
But we know (4.22) that
j.z/ D q 1C
1 X
nD0
cnqn ./:
with the cn 2 Z. Consider j.Nz/ for some  D
 
a0 b0
c0 d0

2  .1/. Then Nz D
 
Na0 Nb0
c0 d0

z, and
j.Nz/ is unchanged when we act on the matrix on the left by an element of  .1/. Therefore (see
5.15)
j.Nz/ D j.
azCb
d
/
forsomeintegersa;b;d withad DN. Onsubstituting azCb
d forz in(*)andnotingthate2i.azCb/=d D
e2ib=d e2iaz=d, we ﬁnd that j.Nz/ has a Fourier expansion in powers of q1=N whose coefﬁ-
cients are in Ze2i=N, and hence are algebraic integers. The same is then true of the symmetric
polynomials in the j.Niz/. We know that these symmetric polynomials lie in Cj.z/, and I claim
that in fact they are polynomials in j with coefﬁcients that are algebraic integers.
Consider a polynomial P D
P
cnj n 2 Cj whose coefﬁcients are not all algebraic integers. If
cm is the coefﬁcient having the smallest subscript among those that are not algebraic integers, then
the coefﬁcient of q m in the q-expansion of P is not an algebraic integer, and so P can not be equal
to a symmetric polynomial in the j.Niz/.
Thus F.X;Y / D
P
cm;nXmY n with the cm;n algebraic integers (and c0; D 1/.
When we substitute (*) into the equation
F.j.z/;j.Nz// D 0;
and equate coefﬁcients of powers of q, we obtain a set of linear equations for the cm;n with rational
coefﬁcients. When we adjoin the equation
c0; D 1;
then the equations determine the cm;n uniquely (because there is only one monic minimum equation
for j.Nz/ over C.j/). Because the system of linear equations has a solution in C, it also has a
solution in Q; because the solution is unique, the solution in C must in fact lie in Q. Thus the
cm;n 2 Q, but we know that they are algebraic integers, and so they lie in Z.
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Now assume N > 1. On replacing z with  1=Nz in the equation F.j.z/;j.Nz// D 0, we
obtain
F.j. 1=Nz/;j. 1=z// D 0;
which, because of the invariance of j, is just the equation
F.j.Nz/;j.z// D 0:
This shows that F.Y;X/ is a multiple of F.X;Y / (recall that F.X;Y / is irreducible in C.X/Y ,
and hence in CX;Y ), say, F.Y;X/ D cF.X;Y /. On equating coefﬁcients, one sees that c2 D 1,
and so c D 1. But c D  1 would imply that F.X;X/ D 0, and so X  Y would be a factor of
F.X;Y /, which contradicts the irreducibility. Hence c D 1, and F.X;Y / is symmetric.
Finally, suppose N D p, a prime. The argument following (*) shows in this case that the
functions j.piz/ for i ¤ 1 are exactly the functions:
j

zCm
p

; m D 0;1;2;:::;p 1:
Let p D e2i=p, and let p denote the prime ideal .1 p/ in Zp. Then pp 1 D .p/. When we
regard the functions j.zCm
p / as power series in q, then we see that they are all congruent modulo p
(meaning that their coefﬁcients are congruent modulo p), and so
F.j.z/;Y /
def D .Y  j.pz//
p 1 Y
mD0
.Y  j.
zCm
p
//
 .Y  j.pz//.Y  j.z=p//p .mod p/
 .Y  j.z/p/.Y p  j.z// .mod p/:
This implies the last equation in the theorem. 2
EXAMPLE 6.2 For N D 2, the equation is
X3CY 3 X2Y 2C1488XY.X CY / 162000.X2CY 2/C40773375XY
C8748000000.X CY / 157464000000000 D 0:
Rather a lot of effort (for over a century) has been put into computing F.X;Y / for small values
of N. For a discussion of how to do it (complete with dirty tricks), see Birch’s article in Modular
Functions of One Variable, Vol I, SLN 320 (Ed. W. Kuyk).
The modular equation FN.X;Y /D0 was introduced by Kronecker, and used by Kronecker and
Weber in the theory of complex multiplication. For N D 3; it was computed by Smith in 1878; for
N D 5 it was computed by Berwick in 1916; for N D 7 it was computed by Herrmann in 1974; for
N D 11 it was computed by MACSYMA in 1984. This last computation took 20 hours on a VAX-
780; the result is a polynomial of degree 21 with coefﬁcients up 1060 which takes 5 pages to write
out. See Kaltofen and Yui, On the modular equation of order 11, Proc. of the Third MACSYMA’s
user’s Conference, 1984, pp472-485.
Clearly one gets nowhere with brute force methods in this subject.
847. The Canonical Model of X0.N/ over Q
7 The Canonical Model of X0.N/ over Q
After reviewing some algebraic geometry, we deﬁne the canonical model of X0.N/ over Q.
Review of some algebraic geometry
This summarizes part of AG. Theorem 6.1 will allow us to deﬁne a model of X0.N/ over Q, but
before explaining this I need to review some of the terminology from algebraic geometry.
First we need a slightly more abstract notion of sheaf than that on p11.
DEFINITION 7.1 A presheaf F on a topological space X is a map assigning to each open subset U
of X a set F.U/ and to each inclusion U  U 0 a “restriction” map
a 7! ajU 0 W F.U/ ! F.U 0/:
TherestrictionmapcorrespondingtoU U 0 isrequiredtobetheidentitymap, andifU U 0 U 00,
then the restriction map F.U/ ! F.U 00/ is required to be the composite of the restriction maps
F.U/ ! F.U 0/ and F.U 0/ ! F.U 00/.
If the sets F.U/ are abelian groups and the restriction maps are homomorphisms, then F is
called a presheaf of abelian groups (similarly for a sheaf of rings, modules, etc.). A presheaf F
is a sheaf if for every open covering fUig of U  X and family of elements ai 2 F.Ui/ agreeing
on overlaps (that is, such that aijUi \Uj D ajjUi \Uj for all i;j), there is a unique element
a 2 F.U/ such that ai D ajUi for all i. A ringed space is a pair .X;OX/ where X is a topological
space and OX is a sheaf of rings on X. With the obvious notion of morphism, the ringed spaces
form a category.
Let k0 be a ﬁeld, and let k be an algebraic closure of k0. An afﬁne k0-algebra A is a ﬁnitely
generated k0-algebra A such that A
k0 k is an integral domain.
This is stronger than saying that A itself is an integral domain—in fact, A can be an integral
domain without A
k0 k being reduced. Consider for example the algebra
A D k0X;Y =.Xp CY p Ca/
where p D char.k0/ and a  k
p
0 ; then A is an integral domain because XpCY pCa is irreducible,
but obviously
A
k0 k D kX;Y =.Xp CY p Ca/ D kX;Y =..X CY C/p/; p D a;
is not reduced. This problem arises only because of inseparability: if k0 is perfect, then A
k0 k is
reduced whenever A is ﬁnitely generated k0-algebra that is an integral domain. However, even then
A
k0 k need not be an integral domain—consider for example A D kX=.f.X//. We have the
following criterion: a ﬁnitely generated algebra A over a perfect ﬁeld k0 is an afﬁne k-algebra if and
only if A is an integral domain and k0 is algebraically closed in A (i.e., an element of A algebraic
over k0 is already in k0).
EXAMPLE 7.2 An algebra k0X;Y =.f.X;Y // is an afﬁne k0-algebra if and only if f.X;Y / is
absolutely irreducible, i.e., it is irreducible in kX;Y .
Let A be a ﬁnitely generated k0-algebra. We can write
A D k0x1;:::;xn D k0X1;:::;Xn=.f1;:::;fm/;
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and then
A
k0 k D kX1;:::;Xn=.f1;:::;fm/:
Thus A is an afﬁne algebra if and only if the elements f1;:::;fm of k0X1;:::;Xn generate a prime
ideal when regarded as elements of kX1;:::;Xn:
Let A be an afﬁne k0-algebra. Deﬁne specm.A/ to be the set of maximal ideals in A, and endow
it with the topology having as basis the sets D.f /, f 2 A, where D.f / D fm j f  mg. There is a
unique sheaf of k0-algebras O on specm.A/ such that O.D.f // D Af
def D Af  1 for all f . Here
O is a sheaf in the abstract sense—the elements of O.U/ are not functions on U with values in k0,
although we may wish to think of them as if they were. If f 2 A and mv 2 specmA, then we deﬁne
f.v/ to be the image of f in the .v/
def D A=mv. Then v 7! f.v/ is not a function on specm.A/ in
the conventional sense because (unless k0 D k) the ﬁelds .v/ are varying with v, but it does make
sense to speak of the set V.f / of zeros of f in X, and this zero set is the complement of D.f /.
The ringed space
Specm.A/
def D .specm.A/;O/;
as well as any ringed space isomorphic to such a space, is called an afﬁne variety over k0. A
ringed space .X;OX/ is a prevariety over k0 if there is a ﬁnite covering .Ui/ of X by open subsets
such that .Ui;OXjUi/ is an afﬁne variety over k0 for all i. A morphism of prevarieties over k0 is
a morphism of ringed spaces; in more detail, a morphism of prevarieties .X;OX/ ! .Y;OY/ is a
continuous map 'WX ! Y and, for every open subset U of Y , a map  WOY.U/ ! OX.' 1.U//
satisfyingcertainnaturalconditions. AprevarietyX overk isseparated ifforallpairsofmorphisms
'; WZ ! X, the set where ' and   agree is closed in Z. A variety is a separated prevariety.
When V D SpecmB and W D SpecmA, there is a one-to-one correspondence between the
set of morphisms of varieties W ! V and the set of homomorphisms of k0-algebras A ! B.
If A D k0X1;:::;Xm=a and B D k0Y1;:::;Yn=b, a homomorphism A ! B is determined by a
family of polynomials, Pi.Y1;:::;Yn/, i D 1;:::;m; the morphism W ! V sends .y1;:::;yn/ to
.:::;Pi.y1;:::;yn/;:::/; in order to deﬁne a homomorphism, the Pi must be such that F 2 a )
F.P1;:::;Pn/ 2 b; two families P1;:::;Pm and Q1;:::;Qm determine the same map if and only if
Pi  Qi mod b for all i:
There is a canonical way of associating a variety X over k with a variety X0 over k0; for
example, if X0 D Specm.A/, then X D Specm.A
k0 k/. We then call X0 a model for X over k0.
When X  An, to give a model for X over k0 is the same as to give an ideal a0  k0X1;:::;Xn
such that a0 generates the ideal of X,
I.X/
def D ff 2 kX1;:::;Xn j f D 0 on Xg:
Of course, X need not have a model over k0—for example, an elliptic curve E over k will have a
model over k0  k if and only if its j-invariant j.E/ lies in k0. Moreover, when X has a model
over k0, it will usually have a large number of them, no two of which are isomorphic over k0. For
example, let X be a nondegenerate quadric surface in P3 over Q al (the algebraic closure of Q); thus
X is isomorphic to the surface
X2CY 2CZ2CW 2 D 0:
The models of X over Q are deﬁned by equations
aX2CbY 2CcZ2CdW 2 D 0; a;b;c;d 2 Q; abcd ¤ 0.
Thus classifying the models of X over Q is equivalent to classifying quadratic forms over Q in 4
variables; this has been done, but it is quite complicated—there are an inﬁnite number.
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Let X be a variety over k0. A point of X with coordinates in k0, or a point of X rational over
k0, is a morphism Specmk0 ! X. For example, if X is afﬁne, say X D SpecmA, then a point of
X with coordinates in k0 is a k0-homomorphism A ! k0. If A D kX1;:::;Xn=.f1;:::;fm/, then
to give a k0-homomorphism A ! k0 is the same as to give an n-tuple .a1;:::;an/ such that
fi.a1;:::;an/ D 0 i D 1;:::;mI
thus a point of X with coordinates in k0 is exactly what you expect it to be. Similar remarks apply
to projective varieties. We write X.k0/ for the points of X with coordinates in k0.
It is possible to deﬁne the notion of a point of X with coordinates in any k0-algebra R, and we
write X.R/ for the set of such points. For example, when X D SpecmA,
X.R/ D Homk-algebra.A;R/:
When k D k0, X.k0/ D X. What is the relation of the sets X.k0/ and X when k ¤ k0 Let v 2 X.
Then v corresponds to a maximal ideal mv (actually, it is a maximal ideal), and we write .v/ for
the residue ﬁeld Ov=mv. It is a ﬁnite extension of k0, and we call the degree of .v/ over k0 the
degree of v. Then X.k0/ can be identiﬁed with the points v of X of degree 1. (Suppose for example
that X is afﬁne, say X D SpecmA. Then a point of X is a maximal ideal mv in A. Obviously, mv
is the kernel of a k0-homomorphism A ! k0 if and only if .v/
def D A=mv D k0, in which case it is
the kernel of exactly one such homomorphism.)
The set X.k/ can be identiﬁed with the set of points on Xk, where Xk is the variety over k
associated with X. When k0 is perfect, there is an action of Gal.k=k0/ on X.k/, and one can show
that there is a natural one-to-one correspondence between the orbits of the action and the points of
X. (Again suppose X D SpecmA, and let v 2 X; associate with v the set of k0-homomorphisms
A ! k with kernel mv.)
Assume k0 is perfect. As we just noted, if X0 is a variety over k0, then there is an action of
Gal.k=k0/ on X0.k/. The variety X
def D X0;k and the action of Gal.k=k0/ on X.k/ then determines
X0: for example, if X D SpecmA, then the action of Gal.k=k0/ on X.k/ determines an action of
Gal.k=k0/ on A and X0 D SpecmAGal.k=k0/.
All of the usual theory of algebraic varieties over algebraically closed ﬁelds carries over mutatis
mutandis to varieties over a nonalgebraically closed ﬁeld.
Curves and Riemann surfaces
Fix a ﬁeld k0, and let X be a connected algebraic variety over k0. The function ﬁeld k0.X/ of X is
the ﬁeld of fractions of OX.U/ for any open afﬁne subset U of X; for example, if X D SpecmA,
then k0.X/ is the ﬁeld of fractions of A. The dimension of X is deﬁned to be the transcendence
degree of k0.X/ over k0. An algebraic curve is an algebraic variety of dimension 1.
To each point v of X there is attached a local ring Ov. For example, if X D SpecmA, then
a point v of X is a maximal ideal m in A, and the local ring attached to v is Am. An algebraic
variety is said to be regular if all the local rings Am are regular (“regular” is a weaker condition
than “nonsingular”; nonsingular implies regular, and the two are equivalent when the ground ﬁeld
k0 is algebraically closed).
Consider an algebraic curve X. Then X is regular if and only if the local rings attached to it
are discrete valuation rings. For example, SpecmA is a regular curve if and only if A is a Dedekind
domain. A regular curve X deﬁnes a set of discrete valuation rings in k0.X/, each of which contains
k0, and X is complete if and only if this set includes all the discrete valuation rings in k0.X/ having
k0.X/ as ﬁeld of fractions and containing k0.
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A ﬁeld K containing k0 is said to be a function ﬁeld in n variables over k0 if it is ﬁnitely
generated and has transcendence degree n over k0. The ﬁeld of constants of K is the algebraic
closure of k0 in K. Thus the function ﬁeld of an algebraic variety over k0 of dimension n is a
function ﬁeld in n variables over k0 having k0 as its ﬁeld of constants (whence the terminology).
THEOREM 7.3 The map X   k0.X/ deﬁnes an equivalence from the category of complete regular
algebraic curves over k0 to the category of function ﬁelds in one variable over k0 having k0 as ﬁeld
of constants.
PROOF. The curve corresponding to the ﬁeld K can be constructed as follows: take X to be the
set of discrete valuation rings in K containing k0 and having K as their ﬁeld of fractions; deﬁne a
subset U of X to be open if it omits only ﬁnitely many elements of X; for such a U, deﬁne OX.U/
to be the intersection of the discrete valuation rings in U. 2
COROLLARY 7.4 A regular curve U can be embedded into a complete regular curve N U; the map
U ,! N U is universal among maps from U into complete regular curves.
PROOF. Take N U to be the complete regular algebraic curve attached to k0.U/. There is an obvious
identiﬁcation of U with an open subset of N U. 2
EXAMPLE 7.5 Let F.X;Y / be an absolutely irreducible polynomial in k0X;Y , and let A D
k0X;Y =.F.X;Y //. Thus A is an afﬁne k0-algebra, and C
def D SpecmA is the curve: F.X;Y / D
0. Let Cns be the complement in C of the set of maximal ideals of A containing the ideal
.@F=@X;@F=@X/ mod F.X;Y /. Then Cns is a nonsingular curve, and hence can be embedded
into a complete regular curve N C.
There is a geometric way of constructing N C, at least in the case that k0 D k is algebraically
closed. First consider the plane projective curve C0 deﬁned by the homogeneous equation
Zdeg.F /F.X=Z;Y=Z/ D 0:
This is a projective (hence complete) algebraic curve which, in general, will have singular points. It
is possible to resolve these singularities geometrically, and so obtain a nonsingular projective curve
(see W. Fulton 1969, p179).
THEOREM 7.6 EverycompactRiemannsurfaceX hasauniquestructureofacompletenonsingular
algebraic curve.
PROOF. We explain only how to construct the associated algebraic curve. The underlying set is the
same; the topology is that for which the open sets are those with ﬁnite complements; the regular
functions on an open set U are the holomorphic functions on U that are meromorphic on the whole
of X. 2
REMARK 7.7 Theorems 7.3 and 7.6 depend crucially on the hypothesis that the variety has dimen-
sion 1.
In general, many different complete nonsingular algebraic varieties can have the same function
ﬁeld. A nonsingular variety U over a ﬁeld of characteristic zero can be embedded in a complete
nonsingular variety N U, but this is a very difﬁcult theorem (proved by Hironaka in 1964), and N U is
very deﬁnitely not unique. For a variety of dimension > 3 over a ﬁeld of characteristic p > 0, even
the existence of N U is not known.
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For a curve, “complete” is equivalent to “projective”; for smooth surfaces they are also equiv-
alent, but in higher dimensions there are many complete nonprojective varieties (although Chow’s
lemma says that a complete variety is not too far away from a projective variety).
Many compact complex manifolds of dimension > 1 have no algebraic structure.
The curve X0.N/ over Q
According to Theorem 7.6, there is a unique structure of a complete nonsingular curve on X0.N/
compatible with its structure as a Riemann surface. We write X0.N/C for X0.N/ regarded as an
algebraic curve over C. Note that X0.N/C is the unique complete nonsingular curve over C having
the ﬁeld C.j.z/;j.Nz// of modular functions for  0.N/ as its ﬁeld of rational functions.
Now write FN.X;Y / for the polynomial constructed in Theorem 6.1, and let C be the curve
over Q deﬁned by the equation:
FN.X;Y / D 0:
As is explained above, we can remove the singular points of C to obtain a nonsingular curve Cns
over Q, and then we can embed Cns into a complete regular curve N C. The coordinate functions x
and y are rational functions on N C, they generate the ﬁeld of rational functions on N C, and they satisfy
the relation FN.x;y/ D 0; these statements characterize N C and the pair of functions x;y on it.
Let N CC be the curve deﬁned by N C over C. It can also be obtained in the same way as N C starting
from the curve FN.X;Y / D 0, now thought of as a curve over C. There is a unique isomorphism
N CC ! X0.N/C making the rational functions x and y on N CC correspond to the functions j.z/ and
j.Nz/ on X0.N/. We can use this isomorphism to identify the two curves, and so we can regard N C
as being a model of X0.N/C over Q. We write it X0.N/Q. (In fact, we often omit the subscripts
from X0.N/C and X0.N/Q.)
We can be a little more explicit: on an open subset, the isomorphism X0.N/ ! N CC is simply
the map z 7! .j.z/;j.Nz// (regarding this pair as a point on the afﬁne curve FN.X;Y / D 0).
The action of Aut.C/ on X0.N/ corresponding to the model X0.N/Q has the following descrip-
tion: for  2 Aut.C/, z D z0 if j.z/ D j.z0/ and j.Nz/ D j.Nz0/.
The curve X0.N/Q is called the canonical model of X0.N/ over Q. The canonical model
X.1/Q of X.1/ is just the projective line P1 over Q. If the ﬁeld of rational functions on P1 is Q.T/,
then the identiﬁcation of P1 with X(1) is made in such a way that T corresponds to j.
The quotient map X0.N/ ! X.1/ corresponds to the map of algebraic curves X0.N/Q !
X.1/Q deﬁned by the inclusion of function ﬁelds Q.T/ ! Q.x;y/, T 7! x. On an open subset
of X0.N/Q, it is the projection map .a;b/ 7! a.
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8 Modular Curves as Moduli Varieties
Algebraicgeometersandanalysistsworkedwith“modulivarietes”thatclassifyisomorphismclasses
of certain objects for a hundred years before Mumford gave a precise deﬁnition of a moduli variety
in the 1960s. In this section I explain the general notion of a moduli variety, and then I explain how
to realize the modular curves as moduli varieties for elliptic curves with additional structure.
The general notion of a moduli variety
Fix a ﬁeld k which initially we assume to be algebraically closed. A moduli problem over k is a
contravariant functor F from the category of algebraic varieties over k to the category of sets. Thus
for each variety V over k we are given a set F.V /, and for each regular map 'WW ! V , we are
given map 'WF.V / ! F.W /. Typically, F.V / will be the set of isomorphism classes of certain
objects over V .
A solution to the moduli problem is a variety V over k together with an identiﬁcation V.k/ D
F.k/ and certain additional data sufﬁcient to determine V uniquely. More precisely:
DEFINITION 8.1 A pair .V;/ consisting of a variety V over k together with a bijection WF.k/!
V.k/ is called a solution to the moduli problem F if it satisﬁes the following conditions:
(a) Let T be a variety over k and let f 2 F.T/; a point t 2 T.k/ can be regarded as a map
Specmk ! T, and so (by the functoriality of F) f deﬁnes an element ft of T.k/; we there-
fore have a map t 7! .ft/WT.k/ ! V.k/, and this map is required to be regular (i.e., deﬁned
by a morphism of algebraic varieties);
(b) (Universality) Let Z be a variety over k and let WF.k/ ! Z.k/ be a map such that, for
any pair .T;f / as in (a), the map t 7! .ft/WT.k/ ! Z.k/ is regular; then the map  
 1WV.k/ ! Z.k/ is regular.
A variety V that occurs as the solution of a moduli problem is called a moduli variety.
PROPOSITION 8.2 Up to a unique isomorphism, there exists at most one solution to a moduli prob-
lem.
PROOF. Suppose there are two solutions .V;/ and .V 0;0/. Then because of the universality of
.V;/, 0 1WV ! V 0 is a regular map, and because of the universality of .V 0;0/, its inverse is
also a regular map. 2
Of course, in general there may exist no solution to a moduli problem, and when there does exist
a solution, it may be very difﬁcult to prove it. Mumford was given the Fields medal mainly because
of his construction of the moduli varieties of curves and abelian varieties.
REMARK 8.3 It is possible to modify the above deﬁnition for the case that the ground ﬁeld k0 is
not algebraically closed. For simplicity, we assume k0 to be perfect, and we let k be an algebraic
closure of k0. Now V is a variety over k0 and  is a family of maps .k0/WF.k0/ ! V.k0/ (one for
each algebraic extension k0 of k0) compatible with inclusions of ﬁelds, and .Vk;.k// is required
to be a solution to the moduli problem over k. If .V;/ and .V 0;0/ are two solutions to the same
moduli problem, then 0  1WV.k/ ! V 0.k/ and its inverse are both regular maps commuting
with the action of Gal.k=k0/; they are both therefore deﬁned over k0. Consequently, up to a unique
isomorphism, there again can be at most one solution to a moduli problem.
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Note that we don’t require .k0/ to be a bijection when k0 is not algebraically closed. In par-
ticular, V need not represent the functor F. When V does represent the functor, V is called a ﬁne
moduli variety; otherwise it is a coarse moduli variety.
The moduli variety for elliptic curves
We show that A1 is the moduli variety for elliptic curves over a perfect ﬁeld k0.
An elliptic curve E over a ﬁeld k0 is a curve given by an equation of the form,
Y 2ZCa1XYZCa3YZ2 D X3Ca2X2ZCa4XZ2Ca6Z3 ./
for which the discriminant .a1;a2;a3;a4;a6/ ¤ 0. It has a distinguished point .0 W 1 W 0/, and
an isomorphism of elliptic curves over k0 is an isomorphism of varieties carrying the distinguished
point on one curve to the distinguished point on the second. (There is a unique group law on
E having the distinguished element as zero, and a morphism of elliptic curves is automatically a
homomorphism of groups.)
Let V be a variety over a ﬁeld k0. An elliptic curve (better, family of elliptic curves) over V is
a map of algebraic varieties E ! V where E is the subvariety of V P2 deﬁned by an equation of
the form (*) with the ai regular functions on V ; .a1;a2;a3;a4;a6/ is now a regular function on
V which is required to have no zeros.
For any variety V , let E.V / be the set of isomorphism classes of elliptic curves over V . Then E
is a contravariant functor, and so can be regarded as a moduli problem over k0.
For any ﬁeld k0 containing k0, the j-invariant deﬁnes a map
E 7! j.E/WE.k0/ ! A1.k0/ D k0;
and the theory of elliptic curves (Milne 2006) shows that this map is an isomorphism if k0 is alge-
braically closed (but not in general otherwise).
THEOREM 8.4 The pair .A1;j/ is a solution to the moduli problem E.
PROOF. For any k0-homomorphism Wk0 ! k00, j.E/ D j.E/, and so it remains to show that
.A1;j/ satisﬁes the conditions (a) and (b) over k.
Let E ! T be a family of elliptic curves over T, where T is a variety over k. The map t 7!
j.Et/WT.k/ ! A1.k/ is regular because j.Et/ D c3
4= where c4 is a polynomial in the ai’s and 
is a nowhere zero polynomial in the ai’s.
Now let .Z;/ be a pair as in (b). We have to show that j 7! .Ej/WA1.k/ ! Z.k/, where Ej
is an elliptic curve over k with j-invariant j, is regular. Let U be the open subset of A1 obtained
by removing the points 0 and 1728. Then
EWY 2ZCXYZ D X3 
36
u 1728
XZ2 
1
u 1728
Z3; u 2 U;
is an elliptic curve over U with the property that j.Eu/ D u (Silverman 1986, p52). Because of the
property possessed by .Z;/, E=U deﬁnes a regular map u 7! .Eu/WU ! Z. But this is just the
restriction of the map j 7! .Ej/ to U.k/, which is therefore regular, and it follows that j itself is
regular. 2
91II. THE ALGEBRO-GEOMETRIC THEORY
The curve Y0.N/Q as a moduli variety
Let k be a perfect ﬁeld, and let N be a positive integer not divisible by the characteristic of k (so
there is no restriction on N when k has characteristic zero). Let E be an elliptic curve over k. When
k is an algebraically closed ﬁeld, a cyclic subgroup of E of order N is simply a cyclic subgroup
of E.k/ of order N in the sense of abstract groups. When k is not algebraically closed, a cyclic
subgroup of E is a Zariski-closed subset S such that S.k al/ is cyclic subgroup of S.k al/ of order
N. Thus S.k al/ is a cyclic subgroup of order N of E.k al/ that is stable (as a set—not elementwise)
under the action of Gal.k al=k/, and every such group arises from a (unique) S.
An isomorphism from one pair .E;S/ to a second .E0;S0/ is an isomorphism E !E0 mapping
S onto S0.
These deﬁnitions can be extended in a natural way to families of elliptic curves over varieties.
For any variety V over k, deﬁne E0;N.V / to be the set of isomorphism classes of pairs .E;S/
where E is an elliptic curve over V , and S is a cyclic subgroup of E of order N. Then E0;N is a
contravariant functor, and hence is a moduli problem.
Recall that .!1;!2/ is the lattice generated by a pair .!1;!2/ with =.!1=!2/ > 0. Note that
.!1;N  1!2/=.!1;!2/ is a cyclic subgroup of order N of the elliptic curve C=.!1;!2/.
LEMMA 8.5 The map
H ! E0;N.C/; z 7! .C=.z;1/;.z;N  1/=.z;1//
induces a bijection  0.N/nH ! E0;N.C/.
PROOF. Easy—see Milne 2006, V 2.7. 2
Let E0
0;N(k) denote the set of isomorphism classes of homomorphisms of elliptic curves WE !
E0 over k whose kernel is a cyclic subgroup of E of order N. The map
 7! .E;Ker.//WE0
0;N.k/ ! E0;N.k/
isabijection; itsinverseis.E;S/7!.E !E=S/. Forexample, theelement.C=.z;1/;.z;N  1/=.z;1//
of E0;N.C/ corresponds to the element .C=.z;1/
N
! C=.Nz;1// of E0
0;N.C/.
Let FN.X;Y / be the polynomial deﬁned in Theorem 6.1 and let C be the (singular) curve
FN.X;Y / D 0 over Q. For any ﬁeld k  Q; consider the map
E0
0;N.k/ ! A2.k/; .E;E0/ 7! .j.E/;j.E0//:
When k D C, the above discussion shows that the image of this map is contained in C.C/, and this
implies that the same is true for any k.
Recall that Y0.N/ D  0.N/nH. There is an afﬁne curve Y0.N/Q  X0.N/Q which is a model
of Y0.N/  X0.N/. (This just says that the set of cusps on X0.N/ is deﬁned over Q.)
THEOREM 8.6 Let k be a ﬁeld, and let N be an integer not divisible by the characteristic of k. The
moduli problem E0;N has a solution .M;) over k. When k D Q, M is canonically isomorphic to
Y0.N/Q, and the map
E0;N.k/

  ! M.k/

  ! Y0.N/Q.k/
.j;jN/
        ! C.k/
is .E;S/ 7! .j.E/;j.E=S//.
PROOF. When k D Q, it is possible to prove that Y0.N/Q is a solution to the moduli problem in
much the same way as for A1 above. If p - N, then it is possible to show that Y0.N/Q has good
reduction at p, and the curve Y0.N/Fp over Fp it reduces to is a solution to the moduli problem
over Fp. 2
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The curve Y.N/ as a moduli variety
Let N be a positive integer, and let  2 C be a primitive Nth root of 1. A level-N structure on an
elliptic curve E is a pair of points t D .t1;t2/ in E.k/ such that the map
.m;m0/ 7! .mt;mt0/WZ=NZZ=NZ ! E.k/
is injective. This means that E.k/N has order N 2, and t1 and t2 form a basis for E.k/N as a Z=nZ-
module. For any variety V over a ﬁeld k  Q, deﬁne EN.V / to be the set of isomorphism classes
of pairs .E;t/ where E is an elliptic curve over V and t D .t1;t2/ is a level-N structure on E such
that eN.t1;t2/ D  (here eN is the Weil pairing—see Silverman III.8). Then EN is a contravariant
functor, and hence is a moduli problem.
LEMMA 8.7 The map
H ! EN.C/; z 7! .C==.z;1/;.z;1/ mod .z;1//
induces a bijection  .N/nH ! EN.C/.
PROOF. Easy. 2
THEOREM 8.8 Let k be a ﬁeld containing Q, where  is a primitive Nth root of 1. The moduli
problem EN has a solution .M;) over k. When k D C, M is canonically isomorphic to Y.N/C
.D X.N/C with the cusps removed). Let M be the solution to the moduli problem EN over Q;
then M has good reduction at the prime ideals not dividing N.
PROOF. Omit. 2
EXAMPLE 8.9 ForN D2, thesolutiontothemoduliproblemisA1. Inthiscase, thereisauniversal
elliptic curve with level-2 structure over A1, namely, the curve
EWY 2Z D X.X  Z/.X  Z/:
Here  is the coordinate on A1, and the map E ! A1 is .x W y W z;/ 7! : The level-2 structure
is the pair of points .0 W 0 W 1/, .1 W 0 W 1/. The curve E is universal in the following sense: for any
family of elliptic curves E0 ! V with level-2 structure over a variety V (with the same base ﬁeld
k), there is a unique morphism V ! A1 such that E0 is the pull-back of E. In this case the map
E.k/ ! A1.k/ is an isomorphism for all ﬁelds k  Q, and A1 is a ﬁne moduli variety.
93II. THE ALGEBRO-GEOMETRIC THEORY
9 Modular Forms, Dirichlet Series, and Functional Equations
The most famous Dirichlet series, .s/
def D
P1
nD1n s; was shown by Riemann (in 1859) to have an
analytic continuation to the whole complex plane except for a simple pole at s D 1, and to satisfy a
functional equation
Z.s/ D Z.1 s/
where Z.s/ D  s=2 .s=2/.s/. One now believes (Hasse-Weil conjecture) that all Dirichlet se-
ries arising as the zeta functions of algebraic varieties over number ﬁelds should have meromorphic
continuations to the whole complex plane and satisfy functional equations. In this section we inves-
tigate the relation between Dirichlet series with functional equations and modular forms.
We saw in (2.12) that the modular group  .1/ is generated by the matrices T D
 
1 1
0 1

and
S D
 
0 1
 1 0

. Therefore a modular function f.z/ of weight 2k satisﬁes the following two conditions:
f.zC1/ D f.z/; f. 1=z/ D . z/2kf.z/:
The ﬁrst condition implies that f.z/ has a Fourier expansion f.z/ D
P
anqn, and so deﬁnes a
Dirichlet series '.s/D
P
ann s. Hecke showed that the second condition implies that the Dirichlet
series satisﬁes a functional equation, and conversely every Dirichlet series satisfying a functional
equation of the correct form (and certain holomorphicity conditions) arises from a modular form.
Weil extended this result to the subgroup  0.N/ of  .1/, which needs more than two generators
(and so we need more than one functional equation for the Dirichlet series). In this section we
explain Hecke’s and Weil’s results, and in later sections we explain the implications of Weil’s results
for elliptic curves over Q.
The Mellin transform
Let a1;a2;::: be a sequence of complex numbers such that an D O.nM/ for some M. This can
be regarded as the sequence of coefﬁcients of either the power series f.q/ D
P1
1 anqn, which is
absolutely convergent for jqj < 1 at least, or for the Dirichlet series '.s/ D
P1
1 ann s, which is
absolutely convergent for <.s/ > M C1 at least. In this subsection, we give explicit formulae that
realize the formal correspondence between f.y/ and '.s/.
Recall that the gamma function  .s/ is deﬁned by the formula,
 .s/ D
Z 1
0
e xxs 1dx; <.s/ > 0:
It has the following properties:  .sC1/ D s .s/,  .1/ D 1, and  .1
2/ D
p
;  .s/ extends to a
function that is holomorphic on the whole complex plane, except for simple poles at s D  n, where
it has a residue
. 1/n
n , n D 0;1;2;:::.
PROPOSITION 9.1 (MELLIN INVERSION FORMULA) For every real c > 0,
e x D
1
2i
Z cCi1
c i1
 .s/x sds; x > 0:
(The integral is taken upwards on a vertical line.)
PROOF. Regard the integral as taking place on a vertical circumference on the Riemann sphere.
The calculus of residues shows that the integral is equal to
2i
1 X
nD0
ressD nx s .s/ D 2i
1 X
nD0
. x/n
n
D 2i e x:
2
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THEOREM 9.2 Let a1;a2;::: be a sequence of complex numbers such that an D O.nM/ for some
M. Write f.x/ D
P1
1 ane nx and .s/ D
P1
1 ann s. Then
 .s/.s/ D
Z 1
0
f.x/xs 1dx for <.s/ > max.0;M C1/; ./
f.x/ D
1
2i
Z cCi1
c i1
.s/ .s/x sds for c > max.0;M C1/ and <.x/ > 0: ./
PROOF. First consider .). Formally we have
Z 1
0
f.x/xs 1dx D
Z 1
0
1 X
1
ane nxxs 1dx
D
1 X
1
Z 1
0
ane nxxs 1dx
D
1 X
1
an .s/n s
D  .s/.s/
on writing x for nx in the last integral and using the deﬁnition of  .s/. The only problem is in
justifying the interchange of the integral with the summation sign.
The equation .) follows from Proposition 9.1. 2
The functions f.x/ and .s/ are called the Mellin transforms of each other.
The equation .) provides a means of analytically continuing .s/ provided f.x/ tends to zero
sufﬁciently rapidly at x D 0. In particular, if f.x/ D O.xA/ for every A > 0 as x ! 0 through real
positive values, then  .s/.s/ can be extended to a holomorphic function over the entire complex
plane. Of course, this condition on f.x/ implies that x D 0 is an essential singularity.
We say that a function '.s/ on the complex plane is bounded on vertical strips, if for all real
numbers a < b, '.s/ is bounded on the strip a  <.s/  b as =.s/ ! 1.
THEOREM 9.3 (HECKE 1936) Let a0;a1;a2;::: be a sequence of complex numbers such that
an D O.nM/ for some M. Given  > 0; k > 0, C D 1; write
(a) '.s/ D
P
ann sI .'.s/ converges for <.s/ > M C1)
(b) .s/ D
 2

 s
 .s/'.s/;
(c) f.z/ D
P
n0ane2inz= ; (converges for =.z/ > 0).
Then the following conditions are equivalent:
(i) The function .s/C a0
s C Ca0
k s can be analytically continued to a holomorphic function on
the entire complex plane which is bounded on vertical strips, and it satisﬁes the functional
equation
.k s/ D C.s/:
(ii) In the upper half plane, f satisﬁes the functional equation
f. 1=z/ D C.z=i/kf.z/:
PROOF. Given (ii), apply .) to obtain (i); given (i), apply .) to obtain (ii). 2
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REMARK 9.4 Let   0./ be the subgroup of  .1/ generated by the maps z 7!zC and z 7! 1=z.
A modular form of weight k and multiplier C for   0./ is a holomorphic function f.z/ on H such
that
f.zC/ D f.z/; f. 1=z/ D C.z=i/kf.z/;
and f is holomorphic at i1. This is a slightly more general notion than in Section 4—if k is an
even integer and C D 1 then it agrees with it.
The theorem says that there is a one-to-one correspondence between modular forms of weight
k and multiplier C for   0./ whose Fourier coefﬁcients satisfy an D O.nM/ for some M, and
Dirichlet series satisfying (i). Note that .s/ is holomorphic if f is a cusp form.
For example .s/ corresponds to a modular form of weight 1/2 and multiplier 1 for   0.2/.
Weil’s theorem
Given a sequence of complex numbers a1;a2;::: such that an D O.nM/ for some M, write
L.s/ D
1 X
nD1
ann s; .s/ D .2/ s .s/L.s/; f.z/ D
1 X
nD1
ane2inz: (6)
More generally, let m > 0 be an integer, and let  be a primitive character on .Z=mZ/ (primitive
means that it is not a character on .Z=dZ/ for any proper divisor d of m). As usual, we extend
.s/ to the whole of Z=mZ by setting .n/ D 0 if n is not relatively prime to m. We write
L.s/ D
1 X
nD1
an.n/n s; .s/ D .
m
2
/ s .s/L.s/; f.z/ D
1 X
nD1
an.n/e2inz:
Note that L and f are the Mellin transforms of each other.
For any , the associated Gauss sum is
g./ D
m X
nD1
.n/e 2in=m:
Obviously N .a/g./ D
P
.n/e 2ian=m, and hence
.n/ D m 1g./
X
N .a/e2ian=m:
It follows from this last equation that
f D m 1g./
m X
1
N .a/f jk.m a
0 m/:
THEOREM 9.5 Letf.z/beamodularformofweight2k for 0.N/, andsupposethatf jk
 
0  1
N 0

D
C. 1/kf for some C D 1. Deﬁne
C D Cg./. N/=g. N /:
Then .s/ satisﬁes the functional equation:
.s/ D CN k s N .2k s/ whenever gcd.m;N/ D 1:
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PROOF. Apply Theorem 9.3. 2
The most interesting result is the converse to this theorem.
THEOREM 9.6 (WEIL 1967) Fix a C D 1, and suppose that for all but ﬁnitely many primes p
not dividing N the following condition holds: for every primitive character  of .Z=pZ/, .s/ and
.s/ can be analytically continued to holomorphic functions in the entire complex plane and that
each of them is bounded on vertical strips; suppose also that they satisfy the functional equations:
.s/ D CN k s.2k s/
.s/ D CN k s N .2k s/
where C is deﬁned above; suppose further that the Dirichlet series L(s) is absolutely convergent
for s D k  for some  > 0. Then f.z/ is a cusp form of weight 2k for  0.N/.
PROOF. Several pages of manipulation of 22 matrices. 2
Let E be an elliptic curve over Q, and let L.E;s/ be the associated L-series. As we shall see
shortly, it is generally conjectured that L.s/ satisﬁes the hypotheses of the theorem, and hence is
attached to a modular form f.z/ of weight 2 for  0.N/. Granted this, one can show that there is
nonconstant map WX0.N/ ! E (deﬁned over Q) such that the pull-back of the canonical differen-
tial on E is the differential on X0.N/ attached to f.z/.
REMARK 9.7 Complete proofs of the statements in this section can be found in Ogg 1969, espe-
cially Chapter V. They are not particularly difﬁcult—it would only add about 5 pages to the notes
to include them.
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10 Correspondences on Curves; the Theorem of Eichler-Shimura
In this section we sketch a proof of the key theorem of Eichler and Shimura relating the Hecke
correspondence Tp to the Frobenius map. In the next section we explain how this enables us to
realize certain zeta functions as the Mellin transforms of modular forms.
The ring of correspondences of a curve
Let X and X0 be projective nonsingular curves over a ﬁeld k which, for simplicity, we take to be
algebraically closed.
A correspondence T between X and X0 is a pair of ﬁnite surjective morphisms
X

    Y

  ! X0:
It can be thought of as a many-valued map X ! X0 sending a point P 2 X.k/ to the set f.Qi/g
where the Qi run through the elements of  1.P/ (the Qi need not be distinct). Better, deﬁne
Div.X/ to be the free abelian group on the set of points of X; thus an element of Div.X/ is a ﬁnite
formal sum
D D
X
nPP; nP 2 Z; P 2 C:
A correspondence T then deﬁnes a map
Div.X/ ! Div.X0/; P 7!
X
.Qi/;
(notations as above). This map multiplies the degree of a divisor by deg./. It therefore sends the
divisors of degree zero on X into the divisors of degree zero on X0, and one can show that it sends
principal divisors to principal divisors. It therefore deﬁnes a map TWJ.X/ ! J.X0/ where
J.X/
def D Div0.X/=f principal divisorsg:
We deﬁne the ring of correspondences A.X/ on X to be the subring of End.J.X// generated by
the maps deﬁned by correspondences.
If T is the correspondence
X

    Y

  ! X0:
then the transpose T 0 of T is the correspondence
X

    Y

  ! X0:
A morphism WX ! X0 can be thought of as a correspondence
X     ! X0
where    X X0 is the graph of  and the maps are the projections.
ASIDE 10.1 Attached to any complete nonsingular curve X there is an abelian variety Jac.X/ whose set of
points is J.X/. The ring of correspondences is the endomorphism ring of Jac.X/—see the next section.
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The Hecke correspondence
Let   be a subgroup of  .1/ of ﬁnite index, and let  be a matrix with integer coefﬁcients and
determinant > 0. Write     D
S
  i (disjoint union). Then we get a map
T./WJ.X.  // ! J.X.  //; z 7!
X
iz:
As was explained in Section 5, this is the map deﬁned by the correspondence:
X.  /   X. /

! X.  /
where   D   \ 1  . In this way, we get a homomorphism H ! A from the ring of Hecke
operators into the ring of correspondences.
Consider the case   D  0.N/ and T D T.p/ the Hecke correspondence deﬁned by the double
coset  0.N/
 1 0
0 p

 0.N/. Assume that p - N. We give two further descriptions of T.p/.
First, identify a point of Y0.N/ (over C) with an isomorphism class of homomorphisms E !E0
of elliptic curves with kernel a cyclic group of order N. The subgroup Ep of E of points of order
dividing p is isomorphic to .Z=pZ/.Z=pZ/. Hence there are p C1 cyclic subgroups of Ep
of order p, say S0;S1;:::;Sp (they correspond to the lines through the origin in F2
p). Then (as a
many-valued map), T.p/ sends WE ! E0 to fEi ! E0
i j i D 0;1;:::;pg where Ei D E=Si and
E0
i D E0=.Si/.
Second, regard Y0.N/ as the curve C deﬁned by the polynomial FN.X;Y / constructed in The-
orem 6.1 (of course, this isn’t quite correct—there is a map Y0.N/ ! C; z 7! .j.z/;j.Nz//,
which is an isomorphism over the nonsingular part of C). Let .j;j 0/ be a point on C; then there
are elliptic curves E and E0 (well-deﬁned up to isomorphism) such that j D j.E/ and j 0 D j.E0/.
The condition FN.j;j 0/ D 0 implies that there is a homomorphism WE ! E0 with kernel a cyclic
subgroup of order N. Then T.p/ maps .j;j 0/ to f.ji;j 0
i/ j i D 0;:::;pg where ji D j.E=Si/ and
j 0
i D j.E0=Si/.
These last two descriptions of the action of T.p/ are valid over any ﬁeld of characteristic 0.
The Frobenius map
Let C be a curve deﬁned over a ﬁeld k of characteristic p ¤ 0. Assume (for simplicity) that k is
algebraically closed. If C is deﬁned by equations
P
ci0i1X
i0
0 X
i1
1  D 0 and q is a power of p,
then C.q/ is the curve deﬁned by the equations
P
c
q
i0i1X
i0
0 X
i1
1  D 0, and the Frobenius map
qWC ! C.q/ sends the point .a0 W a1 W / to .a
q
0 W a
q
1 W /. Note that if C is deﬁned over Fq, so
that the equations can be chosen to have coefﬁcients ci0i1 in Fq, then C D C.q/ and the Frobenius
map is a map from C to itself.
Recall that a nonconstant morphism WC ! C0 of curves deﬁnes an inclusion Wk.C0/ ,!
k.C/ of function ﬁelds, and that the degree of  is deﬁned to be k.C/ W k.C0/. The map  is
said to be separable or purely inseparable according as k.C/ is a separable or purely inseparable
extension of k.C0/. If the separable degree of k.C/ over k.C0/ is m, then the map C.k/ !
C0.k/ is m W 1 except on a ﬁnite set (assuming k to be algebraically closed).
PROPOSITION 10.2 The Frobenius map qWC ! C.q/ is purely inseparable of degree q, and any
purely inseparable map 'WC ! C0 of degree q (of complete nonsingular curves) factors as
C
q
    ! C.q/ 
  ! C0
99II. THE ALGEBRO-GEOMETRIC THEORY
PROOF. See Silverman 1986, II.2.12. [First check that

q k.C/ D k.C.q// D k.C/q def D faq j a 2 k.C/g
Then show that k.C/ is purely inseparable of degree q over k.C/q, and that this statement uniquely
determines k.C/q. The last sentence is obvious when k.C/ D k.T/ (ﬁeld of rational functions in
T), and the general case follows because k.C/ is a separable extension of such a ﬁeld k.T/. 2
Brief review of the points of order p on elliptic curves
Let E be an elliptic curve over an algebraically closed ﬁeld k. The map pWE ! E (multiplication
by p) is of degree p2. If k has characteristic zero, then the map is separable, which implies that
its kernel has order p2. If k has characteristic p, the map is never separable: either it is purely
inseparable (and so E has no points of order p) or its separable and inseparable degrees are p (and
so E has p points of order dividing p). In the ﬁrst case, (10.2) tells us that multiplication by p
factors as
E ! E.p2/ 
! E:
Hence this case occurs only when E  E.p2/, i.e., when j.E/ D j.E.p2// D j.E/p2
. Thus if E
has no points of order p, then j.E/ 2 Fp2.
The Eichler-Shimura theorem
The curve X0.N/ is deﬁned over Q and the Hecke correspondence T.p/ is deﬁned over some
number ﬁeld K. For almost all primes p - N, X0.N/ will reduce to a nonsingular curve Q X0.N/.1
For such a prime p, the correspondence T.p/ deﬁnes a correspondence Q T.p/ on Q X0.N/.
THEOREM 10.3 For a prime p where X0.N/ has good reduction,
N Tp D p C0
p
(equality in the ring A. Q X0.N// of correspondences on Q X0.N/ over the algebraic closure F of Fp;
here 0
p is the transpose of p).
PROOF. We show that they agree as many-valued maps on an open subset of Q X0.N/.
Over Q al
p we have the following description of Tp (see above): a homomorphism of ellip-
tic curves WE ! E0 with cyclic kernel of order N deﬁnes a point .j.E/;j.E0/) on X0.N/; let
S0;:::;Sp be the subgroups of order p in E; then
Tp.j.E/;j.E0// D f.j.Ei/;j.E0
i//g
where Ei D E=Si and E0
i D E0=.Si/.
Consider a point Q P on Q X0.N/ with coordinates in F. Ignoring a ﬁnite number of points of
Q X0.N/, we can suppose Q P 2 Q Y0.N/ and hence is of the form .j. Q E/;j. Q E0// for some map Q W Q E !
Q E0. Moreover, we can suppose that Q E has p points of order dividing p.
Let WE ! E0 be a lifting of Q  to Q al
p . The reduction map Ep.Q al
p / ! Q Ep.F al
p / has a kernel of
order p. Number the subgroups of order p in E so that S0 is the kernel of this map. Then each Si,
i ¤ 0, maps to a subgroup of order p in Q E.
1In fact, it is known that X0.N/ has good reduction for all primes p - N, but this is hard to prove. It is easy to see
that X0.N/ does not have good reduction at primes dividing N.
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The map pW Q E ! Q E factors as
Q E
'
! Q E=Si
 
! Q E:
When i D 0, ' is a purely inseparable map of degree p (it is the reduction of the map E ! E=S0—
it therefore has degree p and has zero (visible) kernel), and so   must be separable of degree p
(we are assuming Q E has p points of order dividing p). Proposition 10.2 shows that there is an
isomorphism Q E.p/ ! Q E=S0. Similarly Q E0.p/  Q E0=S0. Therefore
.j. Q E0/;j. Q E0
0// D .j. Q E.p//;j. Q E0.p/// D .j. Q E/p;j. Q E0/p/ D p.j. Q E/;j. Q E0//:
When i ¤ 0, ' is separable (its kernel is the reduction of Si/, and so   is purely inseparable.
Therefore Q E  Q E
.p/
i , and similarly Q E0  Q E0
i
.p/. Therefore
.j. Q Ei/.p/;j. Q E0
i/.p// D .j. Q E/;j. Q E0//:
Hence
f.j. Q Ei/;j. Q E0
i// j i D 1;2;:::;pg
is the inverse image of p, i.e., it is 0
p.j. Q E/;j. Q E0//. This completes the proof of the theorem. 2
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11 Curves and their Zeta Functions
We begin by reviewing the theory of the zeta functions of curves over Q; then we explain the
relation between the various representations of the ring of correspondences; ﬁnally we explain the
implications of the Eichler-Shimura theorem for the zeta functions of the curves X0.N/ and elliptic
curves; in particular, we state the conjecture of Taniyama-Weil, and brieﬂy indicate how it implies
Fermat’s last theorem.
Two elementary results
We begin with two results from linear algebra that will be needed later.
PROPOSITION 11.1 Let  be a free Z-module of ﬁnite rank, and let W !  be a Z-linear map
with nonzero determinant. Then the kernel of the map
Q W.
Q/= ! .
Q/=
deﬁned by  has order jdet./j.
PROOF. Consider the commutative diagram:
0         !          ! 
Q         ! .
Q/=         ! 0
? ?
y
? ?
y
1
? ?
yQ 
0         !          ! 
Q         ! .
Q/=         ! 0:
Because det./ ¤ 0, the middle vertical map is an isomorphism. Therefore the snake lemma gives
an isomorphism
Ker.Q / ! Coker./;
and it is easy to see that Coker./ is ﬁnite with order equal to det./ (especially if the map is given
by a diagonal matrix). 2
Let V be a real vector space. To give the structure of a complex vector space on V (compatible
with its real structure), it sufﬁces to give an R-linear map JWV ! V such that J 2 D  1.
The map J extends by linearity to V 
RC, and V 
RC splits as a direct sum
V 
RC D V CV  ;
V  the 1 eigenspaces of J.
PROPOSITION 11.2 (a) The map
V
v7!v
1
          ! V 
RC
project
        ! V C
is an isomorphism of complex vector spaces.
(b) Denote by w 7! N w the map v
z 7! v
 N zWV 
RC ! V 
RC; this is an R-linear involution
of V 
RC interchanging V C and V  .
PROOF. Easy exercise. 2
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COROLLARY 11.3 Let  be an endomorphism of V that is C-linear. Write A for the matrix of 
regarded as an endomorphism of V , and A1 for the matrix of  as a C-linear endomorphism of V.
Then
A  A1 N A1:
(By this I mean that the matrix A is similar to the matrix

A1 0
0 N A1

PROOF. Follows immediately from the above Proposition. [In the case that V has dimension 2,
we can identify V (as a real or complex vector space) with C; for the map “multiplication by
 D aCib” the statement becomes,

a  b
b a



aCib 0
0 a ib

;
which is obviously true because the two matrices are semisimple and have the same trace and
determinant.] 2
The zeta function of a curve over a ﬁnite ﬁeld
The next theorem summarizes what is known.
THEOREM 11.4 Let C be a complete nonsingular curve of genus g over Fq. Let Nn be the number
of points of C with coordinates in Fqn. Then there exist algebraic integers 1;2;:::;2g (inde-
pendent of n) such that
Nn D 1Cqn 
2g X
iD1
n
i I ./
moreover, the numbers q=i are a permutation of the i, and for each i, jij D q1=2.
All but the last of these assertions follow in a straightforward way from the Riemann-Roch
theorem (see M. Eichler, Introduction to the Theory of Algebraic Numbers and Function, Academic
Press, 1966, V.5.1). The last is the famous “Riemann hypothesis” for curves, proved in this case by
Weil in the 1940s.
Deﬁne Z.C;t/ to be the power series with rational coefﬁcients such that
logZ.C;t/ D
1 X
nD1
Nntn=n:
Then (*) is equivalent to the formula
Z.C;t/ D
.1 1t/.1 nt/
.1 t/.1 qt/
(because  log.1 at/ D
P
antn=n).
Deﬁne .C;s/ D Z.C;q s/. Then the “Riemann hypothesis” is equivalent to .C;s/ having all
its zeros on the line <.s/ D 1=2, whence its name. One can show that .C;s/ D
Q
x2C
1
.1 Nx s/;
where Nx is the number of elements in the residue ﬁeld at x, and so the deﬁnition of .C;s/ is quite
similar to that of .Q;s/.
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The zeta function of a curve over Q
Let C be a complete nonsingular curve over Q. For all but ﬁnitely many primes p, the reduction
C.p/ of C modulo p will be a complete nonsingular curve over Fp. We call the primes for which
this is true the “good primes” for C and the remainder the “bad primes”. We set
.C;s/ D
Y
p
p.C;s/
where p.C;s/ is the zeta function of C.p/ when p is a good prime and is as deﬁned in (Serre,
Seminaire DPP 1969/70; Oeuvres, Vol II, pp 581–592) when p is a bad prime.
On comparing the expansion of .C;s/ as a Dirichlet series with
P
n s and using the Riemann
hypothesis, one ﬁnds that .C;s/ converges for <.s/ > 3=2. It is conjectured that it can be analyti-
cally continued to the entire complex plane except for simple poles at the negative integers, and that
it satisﬁes a functional equation relating .s/ to .2 s/. Note that we can write
.C;s/ D
.s/.s 1/
L.C;s/
where
L.C;s/ D
Y
p
1
.1 1.p/p s/.1 2g.p/p s/
:
For an elliptic curve E over Q, there is a pleasant geometric deﬁnition of the factors of L.E;s/ at
the bad primes. Choose a Weierstrass minimal model for E, and reduce it mod p. If E.p/ has a
node at which each of the two tangents are rational over Fp, then the factor is .1 p s/ 1; if E.p/
has a node at which the tangents are not separately rational over Fp (this means that the tangent
cone is a homogeneous polynomial of degree two variables with coefﬁcients in Fp that does not
factor over Fp), then the factor is .1Cp s/ 1; if E.p/ has a cusp, then the factor is 1.
The geometric conductor of E is deﬁned to be
N D
Y
p
pfp
where fp D 0 if E has good reduction at p, fp D 1 if E.p/ has a node as its only singularity, and
fp  2 if E.p/ has a cusp (with equality unless p D 2;3). Write
.s/ D .2/ s .s/L.E;s/:
Then it is conjectured that .s/ can be analytically continued to the entire complex plane as a
holomorphic function, and satisﬁes the functional equation:
.s/ D N 1 s.2 s/:
More generally, let m > 0 be a prime not dividing N and let  be primitive character of .Z=mZ/.
If
L.E;s/ D
X
cnn s;
we deﬁne
L.E;s/ D
X
cn.n/n s;
and
.E;s/ D .m=2/s .s/L.E;s/:
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It is conjectured that .E;s/ can be analytically continued to the whole complex plane as a holo-
morphic function, and that it satisﬁes the functional equation
.E;s/ D .g./. N/=g. N //N 1 s N .E;2 s/
where
g./ D
m X
nD1
.n/e2in=m:
Review of elliptic curves
(See also Milne 2006.) Let E be an elliptic curve over an algebraically closed ﬁeld k, and let
A D End.E/. Then A
Z Q is Q, an imaginary quadratic ﬁeld, or a quaternion algebra over Q
(the last case only occurs when k has characteristic p ¤ 0, and then only for supersingular elliptic
curves).
BecauseE hasgenus1;themap
P
niPi7!
P
niPiWDiv0.E/!E.k/deﬁnesanisomorphism
J.k/ ! E.k/.
Here A is the full ring of correspondences of E. Certainly, any element of A can be regarded
as a correspondence on E. Conversely a correspondence
E   Y ! E
deﬁnes a map E.k/ ! E.k/, and it is easy to see that this is regular.
There are three natural representations of A.
First, let W D Tgt0.E/. This is a one-dimensional vector space over k. Since every element 
of A ﬁxes 0,  deﬁnes an endomorphism d of W . We therefore obtain a homomorphism WA !
End.W /.
Next, for any prime ` ¤ char.k/, the Tate module T`E of E is a free Z`-module of rank 2. We
obtain a homomorphism `WA ! End.T`E/.
Finally, when k D C, H1.E;Z/ is a free Z-module of rank 2, and we obtain a homomorphism
BWA ! End.H1.E;Z//.
PROPOSITION 11.5 When k D C,
B 
Z`  `; B 
C   N :
(By this I mean that they are isomorphic as representations; from a more down-to-earth point of
view, this means that if we choose bases for the various modules, then the matrix .B.// is similar
to .`.// and to

./ 0
0 N ./

for all  2 A.)
PROOF. Write E D C=. Then C is the universal covering space of E and  is the group of
covering transformations. Therefore  D 1.E;0/. From algebraic topology, we know that H1
is the maximal abelian quotient of 1, and so (in this case), H1.E;Z/  1.E;0/   (canonical
isomorphisms).
The map C ! E deﬁnes an isomorphism C ! Tgt0.E/. But  is a lattice in C (regarded as a
real vector space), which means that the canonical map 
ZR ! C is an isomorphism. Now the
relation B   N  follows from (11.3).
Next, note that the group of points of order `N on E, E`N, is equal to ` N=. There are
canonical isomorphisms

Z.Z=`NZ/ D =`N
` N
      ! ` N= D E`N:
When we pass to the inverse limit, these isomorphisms give an isomorphism 
Z`  T`E. 2
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REMARK 11.6 There is yet another representation of A. Let 
1.E/ be the space of holomorphic
differentials on E. It is a one-dimensional space over k. Moreover, there is a canonical pairing

1.E/ Tgt0.E/ ! k:
This is nondegenerate. Therefore the representation of A on 
1.E/ is the transpose of the rep-
resentation on Tgt0.E/. Since both representations are one-dimensional, this means that they are
equal.
PROPOSITION 11.7 For any nonzero endomorphism  of E, the degree of  is equal to det.`/.
PROOF. Suppose ﬁrst that k D C, so that we can identify E.C/ with C=. Then E.C/ tors D
.
Q/=, and (11.1) shows that the kernel of the map E.C/ tors ! E.C/ tors deﬁned by  is ﬁnite
and has order equal to det.B.//. But the order of the kernel is deg./ and (11.5) shows that
det.B.// D det.`.//.
For the case of a general k, see Silverman 1986, V, Proposition 2.3. 2
COROLLARY 11.8 Let E be an elliptic curve over Fp; then the numbers 1 and 2 occurring in
(11.4) are the eigenvalues of p acting on T`E for any ` ¤ p.
PROOF. The elements of E.Fq/ are exactly the elements of E.N Fp/ that are ﬁxed by q
def D n
p, i.e.,
E.Fq/ is the kernel of the endomorphism n
p  1. This endomorphism is separable .p obviously
acts as zero on the tangent space), and so
Nn D deg.n
p  1/ D det.`.p// D .n
1  1/.n
2  1/ D q n
1  n
2 C1: 2
We need one last fact.
PROPOSITION 11.9 Let 0 be the transpose of the endomorphism  of E; then `.0/ is the trans-
pose of `./.
The zeta function of X0.N/: case of genus 1
When N is one of the integers 11, 14, 15, 17, 19, 20, 21, 24, 17, 32, 36, or, 49, the curve
X0.N/ has genus 1. Recall (discussion before Theorem 6.1) that the number of cusps2 of  0.N/
is
P
djN '.d;N=d/. If N is prime, then there are two cusps, 0 and i1, and they are both rational
over Q. If N is one of the above values, and we take i1 to be the zero element of X0.N/, then it
becomes an elliptic curve over Q.
LEMMA 11.10 There is a natural one-to-one correspondence between the cusp forms of weight 2
for  0.N/ and the holomorphic differential forms X0.N/ (over C).
PROOF. We know that f 7! fdz gives a one-to-one correspondence between the meromorphic
modular forms of weight 2 for  0.N/ and the meromorphic differentials on X0.N/, but Lemma
4.11 shows that the cusp forms correspond to the holomorphic differential forms. 2
2For a description of the cusps on X0.N/ and their ﬁelds of rationality, see Ogg, Rational points on certain elliptic
modular curves, Proc. Symp. P. Math, 24, AMS, 1973, 221-231.
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Assume X0.N/ has genus one. Let ! be a holomorphic differential on X0.N/; when we pull it
backtoHandwriteitf.z/dz, weobtainacuspformf.z/for 0.N/ofweight2. Itisautomatically
an eigenform for T.p/ all p - N, and we assume that it is normalized so that f.z/ D
P
anqn with
a1 D 1. Then T.p/f D apf . One can show that ap is real.
Now consider Q X0.N/, the reduction of X0.N/ modulo p. Here we have endomorphisms p
and 0
p, and p 0
p D deg.p/ D p. Therefore
.I2 `.p/T/.I2 `.0
p/T/ D I2 .`.p C0
p//T CpT 2:
According to the Eichler-Shimura theorem, we can replace p C0
p by Q T.p/, and since the `-adic
representation doesn’t change when we reduce modulo p, we can replace Q T.p/ by T.p/. The right
hand side becomes
I2 

ap 0
0 ap

T CpT 2:
Now take determinants, noting that p and 0
p, being transposes, have the same characteristic
polynomial. We get that
.1 apT CpT 2/2 D det.1 pT/2:
On taking square roots, we conclude that
.1 apT CpT 2/ D det.1 pT/ D .1 pT/.1  N pT/:
On replacing T with p s in this equation, we obtain the equality of the p-factors of the Euler
products for the Mellin transform of f.z/ and of L.X0.N/;s/. We have therefore proved the
following theorem.
THEOREM 11.11 The zeta function of X0.N/ (as a curve over Q) is, up to a ﬁnite number of
factors, the Mellin transform of f.z/.
COROLLARY 11.12 The strong Hasse-Weil conjecture (see below) is true for X0.N/:
PROOF. Apply Theorem 9.5. 2
Review of the theory of curves
We repeat the above discussion with E replaced by a general (projective nonsingular) curve C.
Proofs can be found (at least when the ground ﬁeld is C) in Grifﬁths 1989. Let C be a complete
nonsingular curve over an algebraically closed ﬁeld k. Attached to C there is an abelian variety J,
called the Jacobian variety of C such that
J.k/ D Div0.C/=f principal divisorsg:
In the case that C is an elliptic curve, J D C, i.e., an elliptic curve is its own Jacobian.
When k D C it is easy to deﬁne J, at least as a complex torus. As we have already mentioned,
the Riemann-Roch theorem shows that the holomorphic differentials 
1.C/ on C form a vector
space over k of dimension g D genus of C.
Now assume k D C. The map
H1.C;Z/ ! 
1.C/_;  7! .! 7!
Z

!/;
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identiﬁes H1.C;Z/ with a lattice in 
1.C/_ (linear dual to the vector space 
1.C//. Therefore we
have a g-dimensional complex torus 
1.C/_=H1.C;Z/. One proves that there is a unique abelian
variety J over C such that J.C/ D 
1.C/_=H1.C;Z/. (Recall that not every compact complex
manifold of dimension > 1 arises from an algebraic variety.)
We next recall two very famous theorems. Fix a point P 2 C.
Abel’s Theorem: Let P1;:::;Pr and Q1;:::;Qr be elements of C.C/; then there is a
meromorphic function on C.C/ with its poles at the Pi and its zeros at the Qi if and
only if, for any paths i from P to Pi and paths 0
i from P to Qi, there exists a  in
H1.C.C/;Z/ such that
r X
iD1
Z
i
! 
r X
iD1
Z
0
i
! D
Z

! all !:
JacobiInversionFormula: ForanylinearmappinglW
1.C/!C, thereexistg points
P1;:::;Pg in C.C/ and paths 1;:::;g from P to Pi such that l.!/ D
PR
i ! for all
! 2 
1.C/.
These two statements combine to show that there is an isomorphism:
X
niPi 7!

! 7!
X
ni
Z
i
!

WDiv0.C/=f principal divisorsg ! J.C/:
(The i are paths from P to Pi.) The construction of J is much more difﬁcult over a general ﬁeld
k. (See my second article in: Arithmetic Geometry, eds. G. Cornell and Silverman, Springer, 1986.)
The ring of correspondences A of C can be identiﬁed with the endomorphism ring of J, i.e.,
with the ring of regular maps WJ ! J such that .0/ D 0.
Again, there are three representations of A.
First, we have a representation  of A on Tgt0.J/ D 
1.C/_. This is a vector space of dimen-
sion g over the ground ﬁeld k.
Second, for any ` ¤ char.k/, we have a representation on the Tate module T`.J/ D lim
   
J`n.k/.
This is a free Z`-module of rank 2g.
Third, when k D C, we have a representation on H1.C;Z/. This is a free Z-module of rank 2.
PROPOSITION 11.13 When k D C,
B 
Z`  `; B 
C   N :
PROOF. This can be proved exactly as in the case of an elliptic curve. 2
The rest of the results for elliptic curves extend in an obvious way to a curve C of genus g and
its Jacobian variety J.C/.
The zeta function of X0.N/: general case
Exactly as in the case of genus 1, the Eichler-Shimura theorem implies the following result.
THEOREM 11.14 Let f1;f2;:::;fg be a basis for the cusp forms of degree 2 for  0.N/, chosen
to be normalized eigenforms for the Hecke operators T.p/ for p prime to N. Then, apart from
the factors corresponding to a ﬁnite number of primes, the zeta function of X0.N/ is equal to the
product of the Mellin transforms of the fi.
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THEOREM 11.15 Let f be a cusp form of weight 2, which is a normalized eigenform for the Hecke
operators, and write f D
P
anqn. Then for all primes p - N, japj  2p1=2.
PROOF. In the course of the proof of the theorem, one ﬁnds that ap D C N  where  occurs in the
zeta function of the reduction of X0.N/ at p. Thus this follows from the Riemann hypothesis. 2
REMARK 11.16 As discussed in Section 4, Deligne has proved the analogue of Theorem 11.15 for
all weights: let f be a cusp form of weight 2k for  0.N/ and assume f is an eigenform for all the
T.p/ with p a prime not dividing N and that f is “new” (see below); write f D
P1
1 anqn with
a1 D 1; then
japj  2p2k 1=2;
for all p not dividing N. The proof identiﬁes the eigenvalues of the Hecke operator with sums
of eigenvalues of Frobenius endomorphisms acting on the ´ etale cohomology of a power of the
universal elliptic curve; thus the inequality follows from the Riemann hypothesis for such varieties.
See Deligne, S´ em. Bourbaki, F´ ev. 1969. In fact, Deligne’s paper Weil II simpliﬁes the proof (for a
few hints concerning this, see E. Freitag and R. Kiehl, Etale Cohomology and the Weil Conjecture,
p278).
The Conjecture of Taniyama and Weil
Let E be an elliptic curve over Q. Let N be its geometric conductor. It has an L-series
L.E;s/ D
1 X
nD1
anqn:
For any prime m not dividing N, and primitive character W.Z=mZ/ ! C, let
.E;s/ D N s=2
 m
2
s
 .s/
1 X
nD1
an.n/qn:
CONJECTURE 11.17 (STRONG HASSE-WEIL CONJECTURE) For all m prime to N, and all prim-
itive Dirichlet characters , .E;s/ has an analytic continuation of C, bounded in vertical strips,
satisfying the functional equation
.E;s/ D .g./. N/=g. N //N 1 s N .E;2 s/
where
g./ D
m X
nD1
.n/e2in=m:
An elliptic curve E over Q is said to be modular if there is a nonconstant map X0.N/ ! E
(deﬁned over Q).
REMARK 11.18 Let C be a complete nonsingular curve, and ﬁx a rational point P on C (assumed
to exist). Then there is a canonical map 'PWC !J.C/ sending P to 0, and the map is universal: for
anyabelianvarietyAandregularmap'WC !AsendingP to0, thereisauniquemap WJ.C/!A
such that   'P D'. Thus to say that E is modular means that there is a surjective homomorphism
J0.N/ ! E.
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THEOREM 11.19 An elliptic curve E over Q is modular if and only if it satisﬁes the strong Hasse-
Weil conjecture (and in fact, there is a map X0.N/ ! E with N equal to the geometric conductor
of E).
PROOF. Suppose E is modular, and let ! be the N´ eron differential on E. The pull-back of ! to
X0.N/ can be written f.z/dz with f.z/ a cusp form of weight 2 for  0.N/, and the Eichler-
Shimura theorem shows that .E;s/ is the Mellin transform of f . (Actually, it is not quite this
simple...)
Conversely, suppose E satisﬁes the strong Hasse-Weil conjecture. Then according to Weil’s
theorem, .E;s/ is the Mellin transform of a cusp form f . The cusp form has rational Fourier
coefﬁcients, and the next proposition shows that there is a quotient E0 of J0.N/ whose L-series
is the Mellin transform of f ; thus we have found a modular elliptic curve having the same zeta
function as E, and a theorem of Faltings then shows that there is an isogeny E0 ! E. 2
THEOREM 11.20 (FALTINGS 1983) Let E and E0 be elliptic curves over Q. If .E;s/ D .E0;s/
then E is isogenous to E0.
PROOF. See his paper proving Mordell’s conjecture (Invent. Math. 1983). 2
Suppose MjN; then we have a map X0.N/ ! X0.M/, and hence a map J0.N/ ! J0.M/.
The intersection of the kernels is the “new” part of J0.N/, J new
0 .N/.
Similarly, it is possible to deﬁne a subspace S new
0 .N/ of new cusp forms of weight 2.
PROPOSITION 11.21 There is a one-to-one correspondence between the elliptic curves over Q that
are images of X0.N/ but of no X0.M/ with M < N and newforms for  0.N/ that are eigenforms
with rational eigenvalues.
PROOF. Given a “new” form f.z/ D
P
anqn as in the Proposition, we deﬁne an elliptic curve E
equal to the intersection of the kernels of the endomorphisms T.p/ ap acting on J.X0.N//. Some
quotient of E by a ﬁnite subgroup will be the modular elliptic curve sought. 2
CONJECTURE 11.22 (TANIYAMA-WEIL) Let E be an elliptic curve over Q with geometric con-
ductor N. Then there is a nonconstant map X0.N/ ! E; in particular, every elliptic curve over Q
is a modular elliptic curve.
We have proved the following.
THEOREM 11.23 The strong Hasse-Weil conjecture for elliptic curves over Q is equivalent to the
Taniyama-Weil conjecture.
Conjecture 11.22 was suggested (a little vaguely) by Taniyama3 in 1955, and promoted by
Shimura. Weil proved Theorem 11.23, which gave the ﬁrst compelling evidence for the conjecture,
and he added the condition that the N in X0.N/ be equal to the geometric conductor of E, which
allowed the conjecture to be tested numerically.
3Taniyama was a very brilliant Japanese mathematician who was one of the main founders of the theory of complex
multiplication of abelian varietes of dimension > 1. He killed himself in late 1958, shortly after his 31st birthday.
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Notes
There is a vast literature on the above questions. The best introduction to it is: Elliptic curves and
modular functions, H.P.F. Swinnerton-Dyer and B.J. Birch, in Modular Functions of One Variable
IV, (eds. Birch and Kuyk), SLN 476, QA343.M72 v.4, pp 2–32. See also: Manin, Parabolic points
and zeta-functions of modular curves, Math. USSR 6 (1972), 19–64.
Fermat’s last theorem
THEOREM 11.24 The Taniyama conjecture implies Fermat’s last theorem.
Idea: It is clear that the Taniyama conjecture restricts the number of elliptic curves over Q that
therecanbewithsmallconductor. Forexample, X0.N/hasgenuszeroforN D1;2;3;:::;10;12;13;16;18;25
and so for these values, the Taniyama-Weil conjecture implies that there can be no elliptic curve with
this conductor. (Tate showed a long time ago that there is no elliptic curve over Q with conductor
1, that is, with good reduction at every prime.)
More precisely, one proves the following:
THEOREM 11.25 Let p be a prime > 2, and suppose that
ap  bp D cp
with a;b;c all nonzero integers and gcd.a;b;c/ D 1. Then the elliptic curve
E W Y 2 D X.X  ap/.X Cbp/
is not a modular elliptic curve.
PROOF. We can assume that p > 163; moreover that 2jb and a  3 mod 3. An easy calculation
shows that the curve has bad reduction exactly at the primes p dividing abc, and at each such prime
the reduced curve has a node. Thus the geometric conductor is a product of the primes dividing
abc.
Suppose that E is a Weil curve. There is a weight 2 cusp form for  0.N/ with integral q-
expansion, and Ribet proves that there is a cusp form of weight 2 for  0.2/ such that f  f 0
modulo `. But X0.2/ has genus zero, and so there are no cusp forms of weight 2. 2
REMARK 11.26 Ribet’s proof is very intricate; it involves a delicate interplay between three primes
`;p; and q, which is one more than most of us can keep track of (Ribet, On modular representations
of Gal. N Q=Q/ arising from modular forms, Invent. Math 100 (1990), 431–476). As far as I know,
the idea of using the elliptic curve in (11.25) to attempt to prove Fermat’s last theorem is due to
G. Frey. He has published many talks about it, see for example, Frey, Links between solutions of
A B D C and elliptic curves, in Number Theory, Ulm 1987, (ed. H. Schlickewei and Wirsing),
SLN 1380.
Application to the conjecture of Birch and Swinnerton-Dyer
Recall (Milne 2006, IV 10) that, for an elliptic curve E over Q; the conjecture of Birch and
Swinnerton-Dyer predicts that
lim
s!1
.s 1/ rL.E;s/ D


Q
pcp TS.E=Q/R.E=Q/
E.Q/ tors2
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where r D rank.E.Q//, 
 D
R
E.R/j!j where ! is the N´ eron differential on E, the product of the
cp is over the bad primes, TS is the Tate-Shafarevich group of E, and R.E=Q/ is the discriminant
of the height pairing.
Now suppose E is a modular elliptic curve. Put the equation for E in Weierstrass minimal
form, and let ! D dx=.2y Ca1xCa3/ be the N´ eron differential. Assume ! D fdz, for f.z/ a
newform for  0.N/. Then L.E;s/ is the Mellin transform of f.z/. Write f.z/ D c.q Ca2q2 C
:::/q 1dq, where c is a positive rational number. Conjecturally c D 1, and so I drop it.
Assume that i1 maps to 0 2 E. Then q is real for z on the imaginary axis between 0 and
i1. Therefore j.z/ and j.Nz/ are real, and, as we explained (end of Section 8) this means that
the image of the imaginary axis in X0.N/.C/ is in X0.N/.R/, i.e., the points in the image of the
imaginary axis have real coordinates.
The Mellin transform formula (cf. 9.2) implies that
L.E;1/ D  .1/L.E;1/ D
Z i1
0
f.z/dz:
Deﬁne M by the equation Z i1
0
f.z/dz D M 
Z
E.R/
!:
Intuitively at least, M is the winding number of the map from the imaginary axis from 0 to i1 onto
E.R/. The image of the point 0 in X0.N/ is known to be a point of ﬁnite order, and this implies
that the winding number is a rational number. Thus, for a modular curve (suitably normalized), the
conjecture of Birch and Swinnerton-Dyer can be restated as follows.
CONJECTURE 11.27 (BIRCH AND SWINNERTON-DYER) (a) The group E.Q/ is inﬁnite if and
only if M D 0.
(b) If M ¤ 0, then ME.Q/2 D  TS.E=Q/
Q
pcp.
REMARK 11.28 Some remarkable results have been obtained in this context by Kolyvagin and
others. (See: Rubin, The work of Kolyvagin on the arithmetic of elliptic curves, SLN 1399, MR
90h:14001), and the papers of Kolyvagin.)
More details can be found in the article of Birch and Swinnerton-Dyer mentioned above. Wind-
ing numbers and the mysterious c are discussed in Mazur and Swinnerton-Dyer, Inventiones math.,
25, 1-61, 1974. See also the article of Manin mentioned above and Milne 2006.
11212. Complex Multiplication for Elliptic Curves Q
12 Complex Multiplication for Elliptic Curves Q
The theory of complex multiplication is not only
the most beautiful part of mathematics but also
of the whole of science.
D. Hilbert.
It was known to Gauss that Qn is an abelian extension of Q. Towards the end of the 1840’s
Kronecker had the idea that cyclotomic ﬁelds, and their subﬁelds, exhaust the abelian extensions
of Q, and furthermore, that every abelian extension of a quadratic imaginary number ﬁeld E D
Q
p
 d is contained in the extension given by adjoining to E roots of 1 and certain special values
of the modular function j. Many years later, he was to refer to this idea as the most cherished dream
of his youth (mein liebster Jugendtraum) (Kronecker, Werke, V , p435).4
Abelian extensions of Q
Let Q cyc D [Qn; it is a subﬁeld of the maximal abelian extension Qab of Q:
THEOREM 12.1 (KRONECKER-WEBER) The ﬁeld Q cyc D Qab:
The proof has two steps.
Elementary part. Note that there is a homomorphism
WGal.Qn=Q/ ! .Z=nZ/;  D .m/;
which is obviously injective. Proving that it is surjective is equivalent to proving that the cyclotomic
polynomial
n.X/
def D
Y
.m:n/D1
.X  m/
is irreducible in QX, or that Gal.Qn=Q/ acts transitively on the primitive nth roots of 1. One
way of doing this is to look modulo p, and exploit the Frobenius map (see FT, 5.10).
Application of class ﬁeld theory. For any abelian extension F of Q, class ﬁeld theory provides
us with a surjective homomorphism (the Artin map)
WI ! Gal.F=Q/
where I is the group of id` eles of Q (see CFT). When we pass to the inverse limit over all F’s, then
we obtain an exact sequence
1 ! .QRC/  ! I ! Gal.Qab=Q/ ! 1
where RC D fr 2 R j r > 0g, and the bar denotes the closure.
Consider the homomorphisms
I ! Gal.Q ab=Q/ ! Gal.Q cyc=Q/

  ! lim
   
.Z=mZ/ D O Z:
All maps are surjective. In order to show that the middle map is an isomorphism, we have to prove
that the kernel of I ! O Z is .QRC/ ; it clearly contains .QRC/ :
Note that O Z D
Q
Z`, and that O Z D
Q
Z
` . There is therefore a canonical embedding iW O Z ,! I,
and to complete the proof of the theorem, it sufﬁces to show:
4For a history of complex multiplication for elliptic curves, see: Schappacher, Norbert, On the history of Hilbert’s
twelfth problem: a comedy of errors. Mat´ eriaux pour l’histoire des math´ ematiques au XXe si` ecle (Nice, 1996), 243–273,
S´ emin. Congr., 3, Soc. Math. France, Paris, 1998.
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(i) the composite O Z i
  ! I ! O Z is the identity map;
(ii) .QRC/ i.O Z/ D I.
Assume these statements, and let  2 I. Then (ii) says that  D ai.z/ with a 2 .QRC/  and
z 2 Z, and (i) shows that '.az/ D z. Thus, if  2 Ker.'/, then z D 1, and  2 .QRC/ :
The proofs of (i) and (ii) are left as an exercise (see CFT, V.5.9).
Alternative: Find the kernel of W.A=Q/ ! Gal.Qn=Q/, and show that every open sub-
group of ﬁnite index contains such a subgroup.
Alternative: For a proof using only local (i.e., not global) class ﬁeld theory, see CFT, I 4.16.
Orders in K
Let K be a quadratic imaginary number ﬁeld. An order of K is a subring R containing Z and free
of rank 2 over Z. Clearly every element of R is integral over Z, and so R  OK (ring of integers in
K/. Thus OK is the unique maximal order.
PROPOSITION 12.2 Let R be an order in K. Then there is a unique integer f > 0 such that R D
ZCf OK. Conversely, for any integer f > 0, ZCf OK is an order in K:
PROOF. Let f1;g be a Z-basis for OK, so that OK D ZCZ. Then R\Z is a subgroup of Z,
and hence equals Zf for some positive integer f . Now ZCf OK  ZCZf  R. Conversely,
if mCn 2 R, m;n 2 Z, then n 2 R, and so n 2 f Z. Thus, mCn 2 ZCfZ  ZCf OK. 2
The number f is called the conductor of R. We often write Rf for ZCf OK:
PROPOSITION 12.3 Let R be an order in K. The following conditions on an R-submodule a of K
are equivalent:
(a) a is a projective R-module;
(b) R D fa 2 K j aa  agI
(c) a D xOK for some x 2 I (this means that for all primes v of OK, aOv D xv Ov).
PROOF. For (b) ) (c), see Shimura 1971, (5.4.2), p 122. 2
Such an R-submodule of K is called a proper R-ideal. A proper R-ideal of the form R,
 2 K, is said to be principal. If a and b are two proper R-ideals, then
ab
def D
nX
aibi j ai 2 a; bi 2 b
o
g
is again a proper R-ideal.
PROPOSITION 12.4 For any order R in K, the proper R-ideals form a group with respect to multi-
plication, with R as the identity element.
PROOF. Shimura 1971, Proposition 4.11, p105. 2
The class group Cl.R/ is deﬁned to be the quotient of the group of proper R-ideals by the
subgroup of principal ideals. When R is the full ring of integers in E, then Cl.R/ is the usual class
group.
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REMARK 12.5 The class number of R is
h.R/ D hf .O
K W R/ 1
Y
pjf

1 

K
p

p 1

where h is the class number of OK, and .K
p / D 1; 1;0 according as p splits in K, stays prime,
or ramiﬁes. (If we write f1g for the Galois group of K over Q, then p 7! .K
p / is the reciprocity
map.) See Shimura 1971, Exercise 4.12.
Elliptic curves over C
For any lattice  in C, the Weierstrass } and }0 functions realize C= as an elliptic curve E./,
and every elliptic curve over C arises in this way. If  and 0 are two lattices, and  is an el-
ement of C such that   0, then z 7! z is a homomorphism E./ ! E.0/, and every
homomorphism is of this form; thus
Hom.E./;E.0// D f 2 C j   0g:
In particular, E./  E.0/ if and only if 0 D  for some  2 C:
These statements reduce much of the theory of elliptic curves over C to linear algebra. For
example, End.E/ is either Z or an order R in a quadratic imaginary ﬁeld K. Consider E D E./;
if End.E/ ¤ Z, then there is an  2 C,   Z, such that   , and
End.E/ D f 2 C j   g;
which is an order in Q having  as a proper ideal.
When End.E/ D R ¤ Z, we say E has complex multiplication by R:
Write E D E./, so that E.C/ D C=. Clearly En.C/, the set of points of order dividing n
on E, is equal to n 1=, and so it is a free Z=nZ-module of rank 2. The inverse limit, T`E
def D
lim
   
E`m D lim
   
` m= D 
Z`, and so V`E D 
Q`:
Algebraicity of j
When R is an order in a quadratic imaginary ﬁeld K  C, we write Ell.R/ for the set of isomor-
phism classes of elliptic curves over C with complex multiplication by R:
PROPOSITION 12.6 For each proper R-ideal a, E.a/
def D C=a is an elliptic curve with complex mul-
tiplication by R, and the map a 7! C=a induces a bijection
Cl.R/ ! Ell.R/:
PROOF. If a is a proper R-ideal, then
End.E.a// D f 2 C j a  ag (see above)
D f 2 K j a  ag (easy)
D R (deﬁnition of proper R-ideal):
Since E.a/  E.b/ we get a well-deﬁned map Cl.R/ ! Ell.R/. Similar arguments show that
it is bijective. 2
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COROLLARY 12.7 Up to isomorphism, there are only ﬁnitely many elliptic curves over C with
complex multiplication by R; in fact there are exactly h.R/:
With an elliptic curve E over C, we can associate its j-invariant j.E/ 2 C, and E  E0 if and
only if j.E/ D j.E0/. For an automorphism  of C, we deﬁne E to be the curve obtained by
applying  to the coefﬁcients of the equation deﬁning E. Clearly j.E/ D j.E/:
THEOREM 12.8 If E has complex multiplication then j.E/ is algebraic.
PROOF. Let z 2 C. If z is algebraic (meaning algebraic over Q/, then z has only ﬁnitely many
conjugates, i.e., as  ranges over the automorphisms of C, z ranges over a ﬁnite set. The converse
of this is also true: if z is transcendental, then z takes on uncountably many different values (if z0
is any other transcendental number, there is an isomorphism Qz ! Qz0 which can be extended
to an automorphism of C/:
Now consider j.E/. As  ranges over C, E ranges over ﬁnitely many isomorphism classes,
and so j.E/ ranges over a ﬁnite set. This shows that j.E/ is algebraic. 2
COROLLARY 12.9 Let j be the (usual) modular function for  .1/, and let z 2 H be such that Qz
is a quadratic imaginary number ﬁeld. Then j.z/ is a algebraic.
PROOF. The function j is deﬁned so that j.z/ D j.E.//, where  D ZCZz. Suppose Qz is a
quadratic imaginary number ﬁeld. Then
f 2 C j .ZCZz/  ZCZzg
is an order R in Qz, and E./ has complex multiplication by R, from which the statement fol-
lows. 2
The integrality of j
Let E be an elliptic curve over a ﬁeld k and let R be an order in a quadratic imaginary number ﬁeld
K. When we are given a isomorphism iWR ! End.E/, we say that E has complex multiplication
by R (deﬁned over k/. Then R and Z` act on T`E, and therefore R
ZZ` acts on T`E; moreover,
K 
QQ` acts on V`E
def D T`E 
Q. These actions commute with the actions of Gal.kal=k/ on the
modules.
Let  be an endomorphism of an elliptic curve E over a ﬁeld k. Deﬁne,
Tr./ D 1Cdeg./ deg.1 / 2 Z;
and deﬁne the characteristic polynomial of  to be
f.X/ D X2 Tr./X Cdeg./ 2 ZX:
PROPOSITION 12.10 (a) The endomorphism f./ of E is zero.
(b) For all ` ¤ char.k/, f.X/ is the characteristic polynomial of  acting on V`E:
PROOF. Part (b) is proved in Silverman 1986, 2.3, p134. Part (a) follows from (b), the Cayley-
Hamilton theorem, and the fact that the End.E/ acts faithfully on V`E (Silverman 1986, 7.4, p92).2
COROLLARY 12.11 If E has complex multiplication by R  K, then V`E is a free K 
Q`-
module.
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PROOF. When the ground ﬁeld k D C, this is obvious because V`E D 
ZQ`, and 
ZQ` D
.
ZQ/
QQ` D K 
QQ`: When K 
QQ` is a ﬁeld, it is again obvious (every module over a
ﬁeld is free). Otherwise K
QQ` DKvKw where v and w are the primes of K lying over p, and
we have to see that V`E is isomorphic to the K 
Q`-module Kv Kw (rather than Kv Kv for
example). But for  2 K,   Q, the proposition shows that characteristic polynomial of  acting
on V`E is the minimum polynomial of  over K, and this implies what we want. 2
REMARK 12.12 In fact T`E is a free R
Z`-module (see J-P. Serre and J. Tate, Good reduction
of abelian varieties, Ann. of Math. 88, 1968, pp 492-517, p502).
PROPOSITION 12.13 The action of Gal.kal=k/ on V`E factors through K 
Q`, i.e., there is a
homomorphism `WGal.kal=k/ ! .K 
Q`/ such that
`./x D x; all  2 Gal.kal=k/; x 2 V`A:
PROOF. The action of Gal.kal=k/ on V`E commutes with the action R (because we are assuming
that the action of R is deﬁned over k/. Therefore the image of Gal.kal=k/ lies in EndK
Q`.V`E/,
which equals K 
Q`, because V`E is free K 
Q`-module of rank 1. 2
In particular, we see that the image of ` is abelian, and so the action of Gal.kal=k/ factors
through Gal.kab=k/—all the `m-torsion points of E are rational over kab for all m. As Gal.kal=k/
is compact, Im.`/  O
` , where O` is the ring of integers in K 
Q Q` (O` is either a complete
discrete valuation ring or the product of two such rings).
THEOREM 12.14 Let E be an elliptic curve over a number ﬁeld k having complex multiplication
by R over k. Then E has potential good reduction at every prime v of k (i.e., E acquires good
reduction after a ﬁnite extension of k).
PROOF. Let ` be a prime number not divisible by v. According to Silverman 1986, VII.7.3, p186,
we have to show that the action of the inertia group Iv at v on T`A factors through a ﬁnite quotient.
But we know that it factors through the inertia subgroup Jv of Gal.kab=k/, and class ﬁeld theory
tells us that there is a surjective map
O
v ! Jv
where Ov is the ring of integers in kv. Thus we obtain a homomorphism
O
v ! Jv ! O
`  Aut.T`E/;
where O` is the ring of integers in K 
Q` . I claim that any homomorphism O
v ! O
` automati-
cally factors through a ﬁnite quotient. In fact algebraic number theory shows that O
v has a subgroup
U 1 of ﬁnite index which is a pro-p-group, where p is the prime lying under v. Similary, O
` has a
subgroup of ﬁnite index V which is a pro-`-group. Any map from a pro-p group to a pro-`-group
is zero, and so Ker.U 1 ! O/ D Ker.U 1 ! O=V /, which shows that the homomorphism is zero
on a subgroup of ﬁnite index of U 1. 2
COROLLARY 12.15 If E is an elliptic curve over a number ﬁeld k with complex multiplication,
then j.E/ 2 OK:
PROOF. An elementary argument shows that, if E has good reduction at v, then j.E/ 2 Ov (cf.
Silverman 1986, VII.5.5, p181). 2
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COROLLARY 12.16 Let j be the (usual) modular function for  .1/, and let z 2 H be such that
Qz is a quadratic imaginary number ﬁeld. Then j.z/ is an algebraic integer.
REMARK 12.17 There are analytic proofs of the integrality of j.E/, but they are less illuminating.
Statement of the main theorem (ﬁrst form)
Let K be a quadratic imaginary number ﬁeld, with ring of integers OK, and let Ell.OK/ be the
set of isomorphism classes of elliptic curves over C with complex multiplication by OK. For any
fractionalOK-idealinK, wewritej./forj.C=/. (ThusifDZ!1CZ!2 wherez D!1=!2
lies in the upper half plane, then j./ D j.z/, where j.z/ is the standard function occurring in the
theory of elliptic modular functions.)
THEOREM 12.18 (a) For any elliptic curve E over C with complex multiplication by OK,
Kj.E/ is the Hilbert class ﬁeld K hcf of K:
(b) The group Gal.K hcf=K/ permutes the set fj.E/ j E 2 Ell.OK/g transitively.
(c) For each prime ideal p of K, Frob.p/.j.// D j.p 1/.
The proof will occupy the next few subsections.
The theory of a-isogenies
Let R be an order in K, and let a be a proper ideal in R. For an elliptic curve E over a ﬁeld k with
complex multiplication by R, we deﬁne
Ker.a/ D \a2aKer.aWE ! E/:
Note that if a D .a1;:::;an/, then Ker.a/ D \Ker.aiWE ! E/. Let  be a proper R-ideal, and
consider the elliptic curve E./ over C. Then a 1 is also a proper ideal.
LEMMA 12.19 There is a canonical map E./ ! E.a 1/ with kernel Ker.a/:
PROOF. Since   a 1, we can take the map to be zC 7! zCa 1. 2
PROPOSITION 12.20 Let E be an elliptic curve over k with complex multiplication by R, and let
a be a proper ideal in R. Assume k has characteristic zero. Then there is an elliptic curve aE and
a homomorphism map 'aWE ! aE whose kernel is Ker.a/. The pair .aE;'a/ has the following
universal property: for any homomorphism 'WE ! E0 with Ker.'/  Ker.a/, there is a unique
homomorphism  WaE ! E0 such that   'a D ':
PROOF. When k D C, we write E D E./ and take aE D E.a 1/. If k is a ﬁeld of character-
istic zero, we deﬁne aE D E.a 1/ (see Silvermann 1986, 4.12, 4.13.2, p78). 2
We want to extend the deﬁnition of aE to the case where k need not have characteristic zero.
For this, we deﬁne aE to be the image of the map
x 7! .a1x;:::;anx/WE ! En; a D .a1;:::;an/;
and 'a to be this map. We call the isogeny 'aWE ! aE (or any isogeny that differs from it by an
isomorphism) an a-isogeny. The degree of an a-isogeny is N.a/
def D .OK W a/.
We obtain an action, .a;E/ 7! aE, of Cl.R/ on Ellk.R/, the set of isomorphism classes of
elliptic curves over k having complex multiplication by R.
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PROPOSITION 12.21 The action of Cl.R/ on Ellk.R/ makes Ellk.R/ into a principal homo-
geneous space for Cl.R/, i.e., for any x0 2 Ell.R/, the map a 7! ax0WCl.R/ ! Ell.R/ is a
bijection.
PROOF. When k D C, this is a restatement of an earlier result (before we implicitly took x0 to be
the isomorphism of class of C=R, and considered the map Cl.R/ ! Ell.R/, a ! a 1 x0/. We
omit the proof of the general case, although this is a key point. 2
Reduction of elliptic curves
Let E be an elliptic curve over a number ﬁeld k with good reduction at a prime ideal v of k. For
simplicity, assume that p does not divide 2 or 3. Then E has an equation
Y 2Z D X3CaXZ2CbZ3
with coefﬁcients in Ov whose discriminant  is not divisible by pv:
REDUCTION OF THE TANGENT SPACE
Recall that for a curve C deﬁned by an equation F.X;Y / D 0, the tangent space at .a;b/ on the
curve is deﬁned by the equation:
@F
@X

 

.a;b/
.X  a/C
@F
@Y

 

.a;b/
.Y  b/ D 0:
For example, for
Z D X3CaXZ2CbZ3
we ﬁnd that the tangent space to E at .0;0/ is given by the equation
Z D 0:
Now take a Weierstrass minimal equation for E over Ov—we can think of the equation as deﬁning
a curve E over Ov, and use the same procedure to deﬁne the tangent space Tgt0.E/ at 0 on E—it is
an Ov-module.
PROPOSITION 12.22 The tangent space Tgt0.E/ at 0 to E is a free Ov-module of rank one such
that
Tgt0.E/
Ov Kv D Tgt0.E=Kv/; Tgt0.E/
Ov .v/ D Tgt0.E.v//
where .v/ D Ov=pv and E.v/ is the reduced curve.
PROOF. Obvious. 2
ThuswecanidentifyTgt0.E/(inanaturalway)withasubmoduleofTgt0.E/, andTgt0.E.v//D
Tgt0.E/=mv Tgt0.E/, where mv is the maximal ideal of Ov:
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REDUCTION OF ENDOMORPHISMS
Let WE ! E0 be a homomorphism of elliptic curves over k, and assume that both E and E0 have
good reduction at a prime v of k. Then  deﬁnes a homomorphism .v/WE.v/ ! E0.v/ of the
reduced curves. Moreover,  acts as expected on the tangent spaces and the points of ﬁnite order.
In more detail:
(a) the map Tgt0./WTgt0.E/ ! Tgt0.E0/ maps Tgt0.E/ into Tgt0.E0/, and induces the map
Tgt0..v// on the quotient modules;
(b) recall (Silverman 1986) that for ` ¤ char..v// the reduction map deﬁnes an isomorphism
T`.E/ ! T`.E0/; there is a commutative diagram:
T`E

        ! T`E0
? ?
y
? ?
y
T`E.v/
0         ! T`E0.v/:
It follows from (b) and Proposition 12.10 that  and 0 have the same characteristic polynomial
(hence the same degree).
Also, we shall need to know that the reduction of an a-isogeny is an a-isogeny (this is almost
obvious from the deﬁnition of an a-isogeny).
Finally, consider an a-isogeny 'WE ! E0; it gives rise to a homomorphism
Tgt0.E/ ! Tgt0.E0/
whose kernel is
T
Tgt0.a/, a running through the elements of a (this again is almost obvious from
the deﬁnition of a-isogeny).
The Frobenius map
Let E be an elliptic curve over the ﬁnite ﬁeld k  Fp. If E is deﬁned by
Y 2 D X3CaX Cb;
then write E.q/ for the elliptic curve
Y 2 D X3CaqX Cbq:
Then the Frobenius map Frobq is deﬁned to be
.x;y/ 7! .xq;yq/WE ! E.q/;
PROPOSITION 12.23 The Frobenius map Frobp is a purely inseparable isogeny of degree p; if
'WE ! E0 is a second purely inseparable isogeny of degree p, then there is an isomorphism
WE.p/ ! E0 such that Frobp D ':
PROOF. This is similar to Silverman 1986, 2.11, p30. We have .Frobp/.k.E.p///Dk.E/p, which
the unique subﬁeld of k.E/ such that k.E/  k.E/p is a purely inseparable extension of degree
p: 2
REMARK 12.24 There is the following criterion: A homomorphism WE ! E0 is separable if and
only the map it deﬁnes on the tangent spaces Tgt0.E/ ! Tgt0.E0/ is an isomorphism.
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Proof of the main theorem
The group G D Gal.Qal=K/ acts on Ell.R/, and commutes with the action of Cl.R/. Fix an
x0 2 Ell.R/, and for  2 G, deﬁne './ 2 Cl.R/ by:
x0 D x0'./:
One checks directly that './ is independent of the choice of x0, and that ' is a homomorphism.
Let L be a ﬁnite extension of K such that
(a) ' factors through Gal.L=Q/I
(b) there is an elliptic curve E deﬁned over L with j-invariant j.a/, some proper R-ideal a.
LEMMA 12.25 There is a set S of prime ideals of K of density one excluding those that ramify in
L, such that
'.'p/ D Cl.p/
where 'p 2 Gal.L=K/ is a Frobenius element.
PROOF. Let p be a prime ideal of K such that
(i) p is unramiﬁed in LI
(ii) E has good reduction at some prime ideal P lying over pI
(iii) p has degree 1, i.e., N.p/ D p, a prime number.
The set of such p has density one (conditions (i) and (ii) exclude only ﬁnitely many primes, and
it is a standard result (CFT, VI 3.2) that the primes satisfying (iii) have density one).
To prove the equation, we have to show that
'p.E/  pE:
We can verify this after reducing mod P.
We have a p-isogeny E ! pE. When we reduce modulo p, this remains a p-isogeny. It is of
degree N.p/ D p, and by looking at the tangent space, one sees that it is purely inseparable. Now
'p.E/ reduces to E.p/, and we can apply Proposition 12.23 to see that E.p/ is isomorphic pE. 2
We now prove the theorem. Since the Frobenius elements Frobp generate Gal.L=K/, we see
that ' is surjective; whence (a) of the theorem. Part (b) is just what we proved.
The main theorem for orders
(Outline) Let Rf be an order in K. Just as for the maximal order OK, the ideal class group Cl.R/
can be identiﬁed with a quotient of the id` ele class group of K, and so class ﬁeld theory shows that
there is an abelian extension Kf of K such that the Artin reciprocity map deﬁnes an isomorphism
WCl.Rf / ! Gal.Kf =K/:
Of course, when f D 1, Kf is the Hilbert class ﬁeld. The ﬁeld Kf is called the ring class ﬁeld.
Note that in general Cl.Rf / is much bigger than Cl.OK/:
ThesameargumentasbeforeshowsthatifEf hascomplexmultiplicationbyRf , thenKj.Ef /
is the ring class ﬁeld for K. Kronecker predicted (I think)5 that Kab should equal K def D Q cycK0,
where K0 D [K.j.Ef // (union over positive integers). Note that
K0 D
[
K.j.// (union over  2 K;  2 H/;
5Actually, it is not too clear exactly what Kronecker predicted—see the articles of Schappacher.)
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and so K is obtained from K by adjoining the special values j.z/ of j and the special values
e2im=n of ez:
THEOREM 12.26 The Galois group Gal.Kab=K/ is a product of groups of order 2.
PROOF. Examine the kernel of the map IK ! Gal.K=K/. 2
Points of order m
(Outline) We strengthen the main theorem to take account of the points of ﬁnite order. Fix an m, and
let E be an elliptic curve over C with complex multiplication by OK. For any  2 Aut.C/ ﬁxing K,
there is an isogeny WE ! E, which we may suppose to be of degree prime to m. Then  maps
Em into Em, and we can choose  so that .x/  x mod m) for all x 2 Tf E.
def D
Q
T`E/. We
know that  will be an a-isogeny for some a, and under our assumptions a is relatively prime to m.
Write Id.m/ for the set of ideals in K relatively prime to m, and Cl.m/ for the corresponding
ideal class group. The above construction gives a homomorphism
Aut.C=K/ ! Cl.m/:
Let Km be the abelian extension of K (given by class ﬁeld theory) with Galois group Cl.m/:
THEOREM 12.27 The homomorphism factors through Gal.Km=K/, and is the reciprocal of the
isomorphism given by the Artin reciprocity map.
PROOF. For m D 1, this is the original form of the main theorem. A similar argument works in the
more general case. 2
Adelic version of the main theorem
Omitted.
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C the complex numbers, 1.
H the complex upper half plane, 1.
H extended upper half plane, 32.
Pn projective n space, 3.
R the real numbers, 2.
A.X/ ring of correspondences, 98.
H. ;/ Hecke algebra, 76.
L set of lattices in C, 65.
M.X/ ﬁeld of meromorphic functions on X, 16.
Mk.  / modular forms of weight 2k for   , 46.
Snew
0 .N/ new cusp forms, 110.
Sk.  / cusp forms of weight 2k for   , 46.
D the open unit disk, 1.
hf;gi Petersson inner product, 58.
 .N/ matrices congruent to I mod N, 2.
 0.N/ 22 matrices with c  0 mod N, 24.
Gk.z/ Eisenstein series, 40.
=.z/ the imaginary part of z, 1.
kC ring of regular functions on C, 3.
k.C/ ﬁeld of regular functions on C, 4.
M2.Z/ ring of 22 matrices entries in Z, 67.
} Weierstrass } function, 5.
q e2i=h some h, 3.
x equivalence class containing x, 9.
X.N/ Y.N/ compactiﬁed, 2.
Y.N/  .N/nH, 2.
Y.  /   nH, 33.
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