Abstract-Recently, the authors [1] proposed an inversefree Berlekamp-Massey (BM) algorithm to simplify the Reed-Solomon (RS) codes. This modified RS decoding method is the best known technique for finding the error locator polynomial. In this letter the inverse-free method is generalized to find both errors and erasures. The basic idea of the new procedure is the replacement of the initial condition of the BM algorithm by the Forney syndromes. With this improved technique, the complexity of time-domain RS decoders for correcting both errors and erasures is reduced substantially from previous approaches.
I. INTRODUCTION

I
T WAS SHOWN that a Reed-Solomon (RS) code for correcting errors and erasures can be used to reduce the signal-to-noise ratio in a space communication link [2] , [3] , the compact-disc (CD) audio system [4] , the HDTV [5] , and the digital versatile disc (DVD) [6] . It is well known [7] - [15] that the Berlekamp-Massey (BM) algorithm or the Euclidean algorithm can be used to solve Berlekamp's key equation for decoding RS codes. Forney [12] defined an errata locator polynomial using what are now called the Forney syndromes to correct both errors and erasures of RS codes. Based on the ideas of Forney, various authors [7] - [15] have developed simplified algorithms for correcting both errors and erasures of RS codes.
Recently, an inverse-free method was proposed [1] to simplify the BM algorithm for finding the error locator polynomial in the RS decoder for correcting errors only. In this letter it is shown that the modified BM algorithm developed in [1] can be extended to find the error locator polynomial in the RS decoder for correcting errors with erasures. In other words, the error locator polynomial can be computed directly by replacing the BM algorithm with the Forney syndromes. The computation of inverse field elements is completely avoided in Berlekamp's key equation, which is needed to correct errors and erasures of RS codes. As a consequence, the modified BM algorithm that is very similar to the modified Euclidean algorithm [4] , [10] can be used to reduce the hardware complexity for the time-domain decoder of RS codes. This new decoding method has been verified by software simulation using language.
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The matrix of decoding times for correcting errors and erasures of the (15,9) RS code using this program is given in this letter. Finally, it is shown that the generalized decoder can be slightly modified to decode punctured and extended RS codes.
II. TIME-DOMAIN DECODER FOR RS CODES
Let be the RS code over , where is the block length and is the information length of bit symbols. Let be a codeword, and let and be the error vector and the erasure vector, respectively. We denote the errata vector as and received vector as Let be the minimum distance, and thus denotes the number of parity symbols added. Suppose that errors and erasures occur in the received vector with Let be a primitive element in Then, it is well known that the syndromes are for (1) where is the th erasure location, is the th erasure amplitude, is the th error location, and is the th error amplitude. Note that is known for Define the syndrome polynomial as (2) Following Forney [9] , let the erasure locator polynomial be defined by (3) where and the 's are known functions of for and is the polynomial with zeros at the inverse erasure locations. By (1) and (3), it is not difficult to show [12] - [14] Then, a substitution of (4) into (5) yields (6) where (7) is the error locator polynomial with zeros at the inverse error locations and (8) Thus, an inverse-free BM algorithm developed in [1] can be used to find the error locator polynomial for (6) 
3) Return to step 2. Finally, the error locator polynomial is computed as , where (0) is a field element in The roots of are the inverse locations of errors, which are usually found by a Chien-search procedure [15] .
With known, the original problem of erasures and errors is now reduced to the problem of erasures. That is for (14) where is the th location and is the th amplitude of the errata vector.
The erasure values can be computed by using the Forney algorithm [12] . To see this, let (15) be the errata evaluator polynomial with and (16) be the errata evaluator polynomial with where Then a substitution of (14) into (2) yields (17) For given , the maximum number of errors that can be corrected is Since , then (15) Fig. 1 . 
III. PROGRAM IMPLEMENTATION AND SIMULATION RESULTS
The decoding procedure for an RS codes described in the previous section was verified and implemented on the computer using language. This program is used to correct any combinations of errors and erasures occurring in an -symbol RS codewords, where An example using this program is given for a (15,9) RS code for correcting errors and erasures under The computation times of this new algorithm for decoding codewords corrupted by various error and erasure patterns are given in Table I with the number of erasures in the axis and the number of errors in the axis. Each entry shows the time in second for correcting 1000 errata patterns which are generated uniformly over the locations and the magnitudes. Along any row or column, the computation times tend to increase with the row or column indexes until the decoding failures occur because of an excess of allowable errors and erasures. The data outside the double line delimiters are those computation times with excess errors or erasures.
IV. DECODING PUNCTURED AND EXTENDED RS CODES
It was shown [3] , [11] that any RS decoder for correcting both errors and erasures can be slightly modified to decode punctured and extended RS codes. In this section we will 
A. Decoding Punctured RS Code
An RS code can be formed by deleting any parity symbols from the RS code. The resulting RS code, called punctured code, is no longer cyclic. It was shown [3] that this punctured RS code has minimum distance Since the deleted symbol in the original RS code is considered as an erasure and always set to zero, this erasure needs not be transmitted. To decode this punctured code, we reset the zero in the RS code and obtain an RS code with minimum distance , where and Thus, an inverse-free BM algorithm can be used to decode this RS code just as if the code was not punctured.
B. Decoding Extended RS Code
For single-and double-extended codes, it was well shown [3] that these two extended codes are not cyclic [11] . Since the block length of the single-extended RS code is a power of two, it is important in practice. Thus, one only considers the single-extended code in this section.
An RS code can be formed by adding an overall parity-check symbol to an RS code. The resulting RS code is called single-extended RS code. The overall parity check symbol is computed by To illustrate this extension decoding algorithm, let denote the received codeword without its overall parity , and the symbol denotes the decoding procedure of the RS code with minimum distance
The received codeword can be decoded by regardless of the value of Then, the parity is recomputed and compared with the received parity If , then the decoder corrects errors and erasures under the condition of Otherwise, the decoder detects an error in the received parity or an excess of allowable errors and erasures in or both an error in and an excess of allowable errors and erasures in
