Long range dependent (LRD), stationary time series have historically served to model real time series with apparent changes in local mean level. A natural tool to study changes in local mean level is unbalanced Haar wavelet transformation (UHT). In this work, UHT is used to study changes in local mean level in LRD models and several real and simulated time series exhibiting LRD. In particular, simulations for LRD models suggest that changes in local mean level occur at times essentially governed by a homogeneous Poisson arrival process, and only the local mean levels themselves inherit the LRD property of the original time series. These properties are compared with the analogous ones in several real and simulated time series. The results are mixed though generally in favor of LRD models. The approach based on UHT is also compared to several alternatives such as defining changes in local mean level through kernel smoothing. The interest throughout is mainly in very long time series such as those collected in the studies of data traffic over Internet.
Introduction
Long range dependent (LRD) or long memory time series models are commonly defined as weakly stationary time series with autocorrelation function that decays slowly as a power function for large time lags. Dependence in LRD time series remains strong even between times that are far apart. See, for instance, the collection of articles in Doukhan, Oppenheim and Taqqu 9 . Long range dependence is closely related to self-similar processes of which fractional Brownian motion (FBM) is the best known example.
First LRD time series and related FBM were introduced by Mandelbrot and Van Ness 26 as models explaining the Hurst phenomenon observed with data of river flows. Granger and Joyeux 16 , Hosking 19 introduced LRD models known as FARIMA time series, generalizing the class of popular ARMA models of Box and Jenkins. These models and their extensions have become popular in Economics, Finance and other areas. More recently, LRD time series have become particularly relevant as data traffic models in modern communication networks such as Internet (Park and Willinger 29 ). The top plot of Figure 1 depicts the celebrated time series of the level of the Nile river studied by Hurst 20 . The bottom plot of that figure depicts a simulated fractional Gaussian Noise (FGN) time series which was originally proposed as a model for the Nile river. (FGN is defined as the series of stationary increments of FBM.) The characteristic feature of these plots, readily apparent from Figure 1 , is the presence of local cycles or changes in local mean level (across a wide range of scales), even though a time series itself does not exhibit a global trend. It is precisely this feature of an observed time series that long range dependence aims to capture.
Needless to say, these apparent nonstationarities and the idea of persistent memory have caused and still causes quite a debate in most of the areas where LRD time series are used. Related questions are studied in at least several directions. A number of authors have provided non-LRD-like models exhibiting LRD-like features (in particular, suggesting LRD through commonly used statistical estimation methods 4 . Despite all this work, the use of LRD models still causes much debate in applications, and there do not seem to be many conclusive answers.
The main purpose of this work is to contribute to understanding of the relation among LRD time series, changes in local mean level and non-LRD-like alternatives. We mentioned above that LRD time series aim to capture changes in local mean level across a wide range of scales observed in real time series. We will focus on the local mean level changes, in either real time series or their LRD models. Some basic questions we are interested in are:
• Do LRD time series models capture these changes in local mean level well?
How can one measure this? • What are the properties of changes in local mean level in LRD time series models? How do they compare with those in real time series? • What differences are there between using non-LRD-like models for changes in local mean level and LRD time series models?
We are interested in these questions in the context of long time series such as those appearing in data traffic over Internet, not of time series of several hundred or few thousands observations encountered in Economics and other areas. Though some of our conclusions will also be relevant for the latter case.
A natural tool to address the questions above is Unbalanced Haar Transformation (UHT). UHT was recently popularized by Fryzlewicz 12 , though the concept goes back to earlier works. The idea behind UHT is simple. UHT decomposes time series in finer and finer regimes of changes in local mean level. It starts by identifying the first break point in a whole time series (by a suitably chosen criterion) and then proceeds recursively with the interval up to the first break point and that after the break point. UHT essentially consists of the collection of all break points and UHT detail coefficients that measure difference in level change from one regime to next at some scale. This collection allows to recover the original time series, and thus contains all the information about it. Importantly, this information is exactly related to changes in local mean level. UHT is described in detail in Section 2.2.
With UHT, partitioning into finer regimes continues, in principle, till no further division of interval is possible. By ignoring small UHT detail coefficients or denoising the time series in the UHT domain, one obtains a new time series (denoised time series) with longer intervals of constant local mean level. It can be thought as depicting changes in local mean level of the original time series. The nice feature of the denoised time series is that it is described by durations (inter-arrivals, runs) of changes in local mean level and mean levels (jumps from zero) themselves whose properties could now be studied.
By applying UHT described above, our main findings through simulations is that denoised LRD time series is described by inter-arrivals (runs) of nearly homogeneous Poisson process, and LRD jumps from zero. (Simulation are used because denoised LRD series are difficult, if not impossible to analyze in theory with available tools.) In particular, jumps from zero is the only feature of denoised series that inherits the original LRD structure. The difference between the original series and its denoised series, called residuals, are short range dependent (SRD). These findings are quite robust with respect to long range dependence parameter and denoising level used in UHT.
We also show in theory that, from the reverse angle and under mild assumptions, the time series generated by the above mechanism is LRD. More specifically (see Proposition 3.1 below), suppose {Y n } n≥0 is a stationary LRD time series, {X n } n∈Z is a stationary SRD time series, {U k } k≥1 is a sequence of i.i.d. inter-arrivals taking (positive) integer values and set S n = n k=0 U k . Then, under mild assumptions, the series
is a stationary LRD time series, having the same LRD parameter as the series {Y } n≥0 . We compare above findings based on simulations with several real data sets that include two Internet traffic packet series and the celebrated mount Campito tree ring data. One of the Internet traffic time series exhibits almost identical features when compared with simulated data. Several properties for the other two time series are less comparable with those of simulated data. In general, however, the findings are in favor of LRD models. The comparison is also made with several non-LRD-like models exhibiting LRD features for finite sample sizes previously considered in the literature. The analysis based on UHT reveals that these models are quite different from LRD models.
UHT is not the only way to define changes in local mean level. For example, these changes could be defined using simple kernel smoothing, based on the signs of the series or even simple orthogonal Haar transformation.
• Why then pay particular attention to UHT?
It turns out that this transformation seems to be the one among available methods that leads to simplest structure of inter-arrivals and jumps from zero of the series of changes in mean levels. This might explain why earlier efforts to look into runs were not pursued (see, for example Mandelbrot and Wallis 27 , p. 34). Finally, of independent interest, we study basic properties of UHT for LRD time series. These include stationarity, asymptotics as the sample size increases, and multiresolution properties. For example, the aforementioned asymptotics are not too difficult to establish assuming a suitable functional central limit result for the underlying LRD time series. Multiresolution properties turn out to be more involved than analogous properties when using orthogonal wavelet transform instead of UHT.
The rest of the paper is organized as follows. LRD time series and UHT are discussed in Section 2. In that section, we also describe denoising in the UHT domain and its connection to changes in local mean level. In section 3, we then examine this procedure on LRD time series, and compare our results for simulated data with examples of real and other simulated time series. Comparison with other ways to define runs can also be found in that section. Some properties of UHT for LRD time series are studied in Section 4. These include questions of stationarity, behavior across scales, dependence. Conclusions are summarized in Section 5. All figures and tables are moved to the end of the paper.
Preliminaries
In this section, we define long range dependent (LRD) processes, self-similarity and unbalanced Haar transformation (UHT).
Long range dependence and self-similarity
Long range dependent (LRD) time series X = {X n } n∈Z is typically defined as a weakly stationary time series with an autocovariance function
as k → ∞, for a slowly varying function L : R → R at infinity (Beran 3 , Doukhan et al. 9 ). The decay of autocovariance function (2.1) is so slow that k |γ X (k)| = ∞. LRD time series can also be defined in the Fourier domain through a diverging spectral density function at zero.
A typical example of LRD time series is a FARIMA(0, s, 0), s ∈ (0, 1/2), time series X = {X n } n∈Z defined as
where B is a backshift operator, I = B 0 is an identity operator, and the coefficients ψ k come from the Taylor expansion ( 
The long memory parameter for these time series is
We will often use the s-parametrization for LRD time series in which case β in (2.1) will be replaced by (2.3) and s ∈ (0, 1/2). The uncorrelated innovations { n } are often taken Gaussian in which case the resulting FARIMA time series is Gaussian as well. LRD time series are closely related to self-similar processes. Recall that a stochastic process X = {X(t)} t∈R is self-similar if, for all c > 0,
where H > 0, called the self-similarity parameter, and d = denotes equality of finitedimensional distributions. Self-similar processes of particular interest also have stationary increments. The best known example of such processes is fractional Brownian motion (FBM). FBM B H = {B H (t)} t∈R is the only (up to constant) Gaussian, zero mean process which has stationary increments and is self-similar with parameter H ∈ (0, 1). The stationary increments of FBM, known as fractional Gaussian noise (FGN), are LRD when H ∈ (1/2, 1), with the corresponding parameter
Another connection between LRD time series and FBM is the following. It is known that, under suitable but quite general assumptions on LRD time series
where L is another slowly varying function at infinity. The convergence (2.6) holds, for example, for Gaussian, zero mean LRD time series such that Var( 
Unbalanced Haar wavelet transformation
We first consider the case of discrete time and adopt the notation used by Fryzlewicz 12 . Unbalanced Haar transformation (UHT) is based on the unbalanced Haar (UH) wavelet function
Here, s, b and e denote the starting, break and end points, respectively. Observe that k ψ s,b,e (k) = 0 and k (ψ s,b,e (k)) 2 = 1. The function ψ s,b,e generalizes the usual Haar wavelet where e − s + 1 is a power of 2, and b corresponds to a midpoint.
For a finite time series
(2.8) be its inner product with UH wavelet ψ s,b,e , 1 ≤ s ≤ e ≤ N . First, set s 0,1 = 1, e 0,1 = N . Since the inner product (2.8) measures closeness of UH wavelet to X, it is natural to define the first break point as
Then, for j ≥ 0 and k ∈ {1, . . . , 2 j }, proceed recursively as follows.
= e j,k . In either case, with l = 2k − 1 or l = 2k, set also
This procedure can be continued as long as possible. In particular, for fixed j, some of s j,k , b j,k and e j,k may not be defined. Let also
be the corresponding wavelet functions and detail (wavelet) coefficients. The above procedure is known as unbalanced Haar transformation (UHT), with a particular choice of break points (2.10). By convention, UHT detail coefficients are set to zero where there is no break. UHT can be thought as having a multiscale (multiresolution) structure with small (large, respectively) j associated with coarse (fine, respectively) scales. Moreover, a finite time series X can be recovered from the UH wavelet function (2.11) and UHT detail coefficients (2.12) as
(2.14)
In view of (2.14) and the definition of (2.7), UHT is a natural procedure to decompose a finite time series through changes in local mean level at various scales j. 
Remark. UHT is closely related to the Classification and Regression
where 
The CART procedure above can be reformulated by using UH wavelet in (2.7). Indeed, one can rewrite (2.16) as
(2.17) Moreover, the relation (2.14) holds with s, e replaced by s c , e c . In other words, the CART procedure is also UHT but where the break points are chosen according to (2.17) . We shall work with UHT and break points chosen by (2.10) for notational simplicity. But analogous presentation can be developed for CART.
We shall also use the continuous version of UHT on an interval [0, 1]. We want to view it as a limiting transformation of UHT in discrete time. It is therefore natural to consider the signal X(t), t ∈ [0, 1], as an integrator in the inner product below. The UH wavelet is now defined as
where 0 ≤ s < b ≤ e ≤ 1, and the corresponding inner products are
(to be correct, the inner product should be denoted as Ẋ , ψ s,b,e ). In continuous time, end points e j,k and starting points s j,k+1 can be identified. It is therefore simpler to consider a collection of T j,k defined as follows.
Denote also the corresponding detail coefficients as
Denoising with UHT and changes in local mean level
UHT defined in Section 2.2 is applied, in principle, till no further splitting (breaks) are possible. Small UHT detail coefficients are associated with small changes in local mean level. If the goal is to describe the evolution of a local mean level in time series, those small detail coefficients are natural to disregard. The resulting procedure, known as denoising, leads to a new time series representing changes in local mean level. More specifically, this procedure can be defined as follows. Let X = {X 1 , . . . , X N } be a time series, and d j,k , ψ j,k be the corresponding detail coefficients and wavelet functions in its UHT. Small detail coefficients can be disregarded in several ways. For example, consider
corresponding to a hard thresholding of the coefficients. The threshold is often taken in the wavelet denoising literature as
whereσ is Mean Absolute Deviation (MAD) of the sequence 2 .24) is known as the universal threshold. The denoised time series X is defined as in (2.13) but using the coefficients d j,k instead:
The new series X n can be thought as representing changes in local mean level of the original time series X. The series X n can also be represented as
where c k are times of local mean level changes (with c 0 = 0, c m = N ) and β k represent local mean levels in regimes (c k , c k+1 ]. We will refer to the lengths c k+1 − c k of the local mean level as inter-arrival times (or inter-arrivals or runs). The coefficients β k will be referred to as jump sizes (or jumps) from zero. Alternatively, (2.26) can be rewritten as 27) where γ k are changes from the previous local mean level (changes in mean level). The series X n − X n will be referred to as the residuals.
Changes in Local Mean Level for LRD Models and Data
Denoising with UHT is studied here for LRD models (Section 3.1), with other alternatives (Section 3.2), and for LRD data (Section 3.3).
Denoising with UHT of simulated LRD time series
We examine here a denoised time series obtained by UHT from a simulated FARIMA(0,.45,0) time series. Our main results are based on 50 realizations of FARIMA time series of length N = 75, 000, and the universal threshold in (2.24). We focus on the properties of inter-arrivals and jumps from zero of a denoised time series. We shall work as if their time series are stationary. This important assumption (or that of nearly stationarity) is difficult to verify in theory but is supported by simulations. For example, Figure 2 presents boxplots of first 10 jumps from zero and inter-arrivals obtained from 50 realizations, and shows apparent stationarity of the marginals.
Inter-arrivals: Figure 3 shows the histogram, exponential QQ-plot and ACF of inter-arrivals of denoised time series. The ACF was calculated by averaging sample ACF of 50 realizations. Several interesting features of inter-arrivals are seen from these plots. First, inter-arrivals follow closely a two-parameter exponential distribution Exp(µ, λ) with the density
and estimated parameter λ = 8 for µ = 2. The truncation parameter µ = 2 is found from empirical considerations and this choice means, in particular, that with the universal threshold there are few inter-arrivals of size 1. Two-parameter exponential QQ-plot shows slightly heavier tails in inter-arrivals greater than 60. But the corresponding sample quantile is .9994 and this can be regarded as due to sampling variability. Second, the ACF plot suggests that inter-arrivals are decorrelated.
(Decorrelation is also found when considering the series of squares and the absolute values of inter-arrivals.) In summary, these observations suggest, quite surprisingly, that inter-arrivals occur according to a simple homogeneous Poisson process.
Jumps from zero: Figure 4 concerns jump sizes from zero and changes in local mean level. The left plot represents normal QQ-plot of jumps from zero and the plots on the right side present the ACF of changes in mean level and jumps from zero. As expected, there is a lag 1, negative correlation in ACF of changes in local mean level. One of the more important observations is that ACF of jumps from zero exhibits LRD. This is the only characteristic of denoised time series which inherits the LRD property from the original time series. The LRD parameter for jumps from zero was estimated (using the wavelet method of Abry and Veitch 32 ) on average asŝ = .443 in 50 realizations, and is close to the original FARIMA LRD parameter s = .45.
Residuals:
In Figure 5 , we study the properties of residuals through the normal QQ-plot, ACF and wavelet scalogram. An interesting feature of the residuals is that ACF is mostly negative except at lag 1. The wavelet-based scaling parameter estimator (through a wavelet scalogram reported in Figure 5 ) yields parameterŝ from about -.9 to -.6. Since adding 1 to suchŝ brings it back to the interval .1 to .4, the residuals can be interpreted as a first difference of LRD time series. ACF of the sum of residuals is also given in Figure 5 .
The findings above suggest that LRD time series could be viewed as:
LRD time series = nearly P oisson arrivals
The decomposition (3.1) is obtained through UHT of LRD time series and denoising procedure.
Remarks
(1) We have also performed the above analysis with larger thresholds , smaller sample sizes N and smaller LRD parameters s. The overall results are similar to the ones reported above with the following exceptions. First, when increasing the threshold, Exp(µ, λ) distribution fits inter-arrivals well with larger truncation parameter µ. For example, the thresholds 1.5 (u) and 2 (u) lead to the respective distributions Exp (7, 18 .59) and Exp (16, 34 .63) for inter-arrivals (keeping N = 75, 000). Larger estimated λ is consistent with the fact that higher threshold leads to longer inter-arrival times. Taking larger threshold is also likely to lead to fewer small inter-arrivals which explains a satisfactory fit of Exp(µ, λ) distribution only with larger µ. Second, we have found that analysis reported above is consistent in FARIMA(0, s, 0) time series for LRD parameter from about s = .2. For s = .1, for example, the analysis finds that inter-arrivals have heavier tails and that jumps from zero are not as clearly LRD. Third, similar results as above were found with a smaller sample size N = 5, 000. (2) As discussed in Section 2, CART can be viewed as UHT with different criteria in selecting break points. Slightly different but parallel to denoising with UHT, cost-complexity pruning (Hastie et al. 18 , p. 270) can be applied to find an optimal subtree of break points. CART with pruning procedure finds the denoised time series that minimizes square error loss and complexity of tree. Since pruning procedure is computationally more demanding due to cross-validation, we were able to study only a smaller sample size such as N = 5, 000. With this particular N , we have found that CART gives quite similar results to the ones reported above when taking the threshold 1.7 (u) .
From a reverse angle, we show next that the right-hand side of (3.1) defines a LRD time series under fairly mild assumptions. Suppose that Y = {Y n } n≥0 is a zero mean stationary LRD time series with LRD parameter β in (2.1). Let {U k } k≥1 be a sequence of i.i.d. inter-arrivals taking (positive) integer values. To make a sequence of arrivals stationary, one needs to introduce a special first inter-arrival U 0 as
where µ = EU 1 (Resnick 31 , p. 225). This ensures that the point process consisting of the sequence of arrivals S n = n k=0 U k , n = 0, 1, . . . , is stationary. Let N n = sup{k : S k ≤ n} be the number of arrivals up to time n. With S n = n k=1 U k , let also N n = sup{k : S k ≤ n}. Finally, let X = {X n } n∈Z be a stationary SRD time series independent of Y and consider the series
Proposition 3.1. With the above notation, suppose in addition that In Proposition 3.1, the quantities Y , X and S are associated with jumps from zero, residuals and arrivals in the simulations reported above. The model (3.3) can also be thought as a renewal-reward process with additive noise, where rewards Y k are dependent, rewards are S k and noise is X k . We prefer to use our terminology of jumps from zero, inter-arrivals and residuals because the model (3.3) is suggested for changes in local mean level.
(1) Assumption (3.4) ensures, in particular, that the covariance function of {W n } n≥0 is not dominated by heavy-tailed inter-arrivals. For example, if interarrivals were heavy-tailed with parameter β 0 < β (that is,
), the proof of Proposition 3.1 shows (see relation (A.1)) that the series {W n } n≥0 would be LRD with the parameter β 0 . Assumption (3.5) is a standard law of large numbers for renewals (see Resnick 31 for independent inter-arrivals). Assumption (3.6) ia a large deviation principle for renewals. In the case of independent inter-arrivals, it is studied, for example, in Glynn and Whitt 14 and Puhalskii and Whitt 30 . (2) Proposition 3.1 and (3.1) could be of independent interest for at least the following reason. In simulation studies, LRD time series are not practical to be generated "on-the-fly". They are generated for a desired sample size and then being stored for later use. When large scale simulation studies need to be performed (large sample size and many replications), it may be difficult or impossible to store all the desired LRD data. The most surprising feature of (3.1) is that denoising with UHT decorrelates inter-arrivals. To better understand this, we further analyzed inter-arrivals with the following conclusions. We have found that inter-arrivals at fixed scales of UHT are strongly correlated. It is precisely the denoising procedure that makes them decorrelated. Denoising can be thought as of selecting only a position of break points. The selection is not random and closely depends on LRD process itself. For example, we have verified that randomly selecting break points at some scale does not actually lead to decorrelated inter-arrivals.
Comparison with other ways to define runs
Denoising with UHT is obviously not the only way to define changes in local mean level. We find it necessary to compare the results reported above for UHT with those obtained using other methods. We shall focus below only on durations of changes or runs. At least three other ways to define runs are the following: Note that SIGN and SMOOTH methods are local in nature, while OHT (as well as UHT) method is global. A SMOOTH method seems to have been looked at in the context of LRD by Mandelbrot and coauthors, though without great success (e.g. Mandelbrot and Wallis 27 ). The SIGN method for LRD is related to analysis of recurrence times found in the Physics literature. See, for example, Altmann and Kantz 2 and references therein. Finally, if the results with OHT were similar to those with UHT, one could question any need for the use of a more sophisticated UHT. The findings on simulated FARIMA time series for the three alternative methods above are summarized next.
SIGN:
We have found that the distribution of runs in this case is well modeled by a Generalized Pareto Distribution (GPD) with the cumulative distribution function max(y, 0) ). In particular, it has heavier tail than exponential distribution. A more distinct feature emerges after examining sample autocorrelation function, one such function depicted in Figure 6 . Note that the functions decreases extremely slowly and in alternating fashion. The shape of the function is not very common.
SMOOTH:
In this case, we applied locally weighted scatter smoothing (LOESS) to the time series under study. We were not able to fit well distribution of runs through a well known parametric distribution. Sample autocorrelation function exhibited a shape similar to that in Figure 6 observed in the case of SIGN method. This occurred across a wide range of the bandwidths used.
OHT: To compare OHT and UHT, we generated FARIMA(0,.45,0) time series of length N = 2 16 = 65, 536 and applied to it denoising based on OHT with the universal thresholding. The following are key differences in the results with OHT and UHT, as summarized in Figure 7 . First, the inter-arrivals for OHT do not follow the exponential distribution. Because OHT splits intervals in half, inter-arrivals are multiples of 2 j and their distribution does not have a clearly distinctive shape. Second, ACF of inter-arrivals is slightly larger at lags 1 and 2, showing that interarrivals with OHT are not as decorrelated. Third, we also found that the residuals for OHT have consistently larger variances than those for UHT.
Summarizing the findings above, UHT seems to be special in the sense that it leads to the components (runs, jumps from zero, residuals) having simplest structure.
One other issue that we largely pushed aside in Section 3.1 is the correlation structure of the residuals (that behave like the first difference of LRD series). It is interesting to ask here whether another denoising method could possibly lead to simpler structure of the residuals. (For example, one might seek the transformation where local mean levels are allowed to be linear rather than constant.) A desirable possibility might seem to have these residuals as white noise, uncorrelated with changes in mean level. We should note in this regard that this is not feasible with most of LRD models. To understand this point, suppose X = {X n } is LRD series such as FARIMA(0, s, 0) series with s ∈ (0, 1/2). Having
where Y = {Y n } is stationary and thought as representing changes in mean level, and = { n } is a white noise, uncorrelated with Y , is equivalent to the corresponding spectral density satisfying
The equation (3.9) defines the unique solution (solving for Y ) to (3.7) as long as f Y (ω) ≥ 0. The solution Y exists for most LRD models, e.g. FARIMA(0, s, 0) series, with small enough chosen σ > 0. However, we cannot expect the corresponding Y to represent changes in mean level, that is, stay constant over periods of time.
We will not try to formalize this statement here. We have looked at several LRD models and simulated the corresponding series Y . We found in all cases that the series {Y n } looks irregular. For the series to stay constant over periods of time, its spectral density and covariance function need to have a special form (which can be deduced form the proof of Proposition 3.1) and the operation (3.9) is not the one that ensures this.
Comparison with real and other simulated data
In this section, we apply the UHT analysis discussed in Section 4.2 to three real time series and few simulated data sets, all exhibiting LRD. The data sets are: Four data sets are considered because findings are quite different across the sets. They are summarized next.
UNC-1:
The UHT analysis of UNC-1 series is summarized in Figure 8 . The results are surprisingly similar to what has been found with simulated FARIMA time series, with the exceptions that larger value of λ = 11.54 is found for interarrivals, the number of breaks (5920) is smaller, and the estimatedŝ of the residuals is -.8245.
UNC-2:
As seen from Figure 9 , the key difference is that inter-arrivals now stay correlated over long lags. In this regard, it is interesting to note here the following. If inter-arrivals were also LRD, a closer examination of the proof of Proposition 3.1 shows that, under suitable modified assumptions, this would not affect the main conclusion of the result. This might explain why LRD emerges in at jumps from zero only, and also suggests that available LRD models may not be able to capture dependence of inter-arrivals when there is such in real data.
Campito:
The results for this data set are summarized in Figure 10 . The difference here is that the sample ACF of jumps from zero does not exhibit LRD as clearly as in the case of simulated data above. For example, fitting AR(1) model X t = ϕX t−1 + t to the series (using simple regression) yields the regression parameter estimateφ = .92. In this regard, it is interesting to suggest the following non-LRD-like model exhibiting features of LRD. As in (3.3), consider the model 
and therefore where
The following result concern the asymptotic behavior of (3.14). It is proved in Appendix B. series defined through (3.11)-(3.12) , and
The relations (3.15) and (3.14) now suggest that, as indicated above,
The relation (3.16) is illustrated through Table 1 in Appendix D where some statistics (mean and standard deviation) of wavelet-based LRD parameter estimation are reported based on 50 realizations of the model (3.10) with several choices of parameter ϕ, sample size T , and the scale (octave) range in wavelet-based estimation.
(The inter-arrivals were taken according to Poisson process with parameter equal to 4, and σ = 1 in (3.11).) An analysis similar to the one above is performed with various non-LRD-like models proposed in Diebold and Inoue 8 . As we argue below, however, their models are not realistic in capturing properties of LRD models beyond variance of partial sums.
D-I:
UHT analysis for the Markov-switching model (combining 50 realizations) is summarized in Figure 11 . Key differences from LRD models are the following. When the threshold parameter is small, we find that GPD fits better the distribution of inter-arrivals. However, if threshold parameter is large, Exponential distribution fit is satisfactory. A sharper difference is seen from sample ACF plots of jumps from zero and their squares and absolute values. In contrast to LRD models, these plots do not show slow decay of LRD. We have examined UHT with other choices of parameters in a Markov-switching model. In some of these cases, the sample ACF of jumps from zero show slower decay but those of their squares and absolute values always exhibit decorrelation of Figure 11 . These observations show that UHT can distinguish between Markov-switching and LRD models.
Properties of UHT of LRD Time Series
We argued in Section 3.2 that UHT leads to simplest structure of denoised series from LRD data. It is interesting to discuss here some basic properties of UHT of LRD time series and FBM. These properties are of independent interest and were not used directly in Section 3.
Let X = {X 1 , . . . , X N } denote a time series vector. Several basic properties of UHT of X are:
• Symmetry, zero mean: If X = d −X, then UHT detail coefficients are symmetric around zero. Moreover, if E|X n | < ∞, these coefficients have zero mean.
• Reversibility: If Y = {X N , . . . , X 1 } denotes a reversed time series X and X is reversible in the sense that Y = d X, then UHT detail coefficients and break points are reversible at each scale as well.
These properties follow easily from the definition of UHT and their proofs are omitted for shortness sake. In particular, note that the above properties hold for Gaussian FARIMA time series. Observe also that reversibility does not imply stationarity of UHT coefficients except at scale j = 1. Even stationarity of marginals of coefficients is not implied by reversibility. To understand this, consider the scale j = 2. The reversibility implies that
would not change its distribution. Since e 1,1 is random, this may not be necessarily true. Even though we do not have a theoretical result, a simulation study shows that UHT detail coefficients of FARIMA time series are close to stationary. For example, Figure 12 depicts boxplots and kernel density estimation of the marginal distributions of UHT detail coefficients for Gaussian FARIMA(0, .3, 0) time series at scale j = 3. In Figure 13 , we also examine dependence of UHT detail coefficients for fixed scale j through ACF plot. It is calculated empirically by taking average of 1,000 sample ACF of UHT detail coefficients from FARIMA(0, .3, 0) time series of size 2 14 when j = 7. (ACF plots for other j are similar to those for j = 7.) The left plot of Figure 13 represents ACF of UHT detail coefficients. For comparison, in the right plot of Figure 13 , we also display ACF of the usual orthogonal Haar detail coefficients which has a quite different shape.
It is also quite easy to establish the asymptotics in UHT as N → ∞. Suppose that {X n } n∈Z is a LRD time series with parameter H ∈ (1/2, 1) such that
in the space of functions equipped with the usual Skorohod J 1 -topology, where L is a slowly varying function at infinity and B H is FBM. Then, one can show that:
2)
The proof of (4.2) is based on the fact that s j,k , b j,k and e j,k can be expressed (recursively in j) in terms of Y H,N and hence one can pass to the limit by using (4.1). For example,
The same idea is used when dealing with R/S and related statistics for LRD time series. See, for example, Mandelbrot 25 , Giraitis, Kokoszka, Leipus and Teyssière 13 .
The asymptotic result (4.2) suggests that UHT of FBM plays an important role in dealing with LRD time series. Orthogonal wavelet decompositions for FBM have been extensively studied in the past (Flandrin 10 , Abry, Flandrin, Taqqu and Veitch 1 ). One of the key properties of orthogonal wavelet decompositions is that their detail coefficients inherit a scaling property from FBM, namely,
Note that this yields, in particular,
It is interesting to discuss here briefly whether similar relations also hold in the case of UHT of FBM.
For scale j = 1, the first UHT detail coefficient of FBM is given by 
Similar argument for the break at scale j = 1 and k = 1 leads to
Note that (4.5) and (4.7) are written using the process B 
Substituting (4.10) into (4.9) and taking the logarithm and then expectation gives the following relationship.
• Multiresolution structure of UHT for FBM:
(4.12) Observe that relation (4.12) is more complex than (4.4), and there is no reason to suppose that it is linear in j. In fact, as reported in Figure 14 simulation study suggests the relation (4.12) is not linear in j but rather quadratic. To produce the figure, we generated FBM on an interval [0, 1] at 100,000 equally spaced points for self-similarity parameters H = 0.6, 0.7, 0.8, 0.9, and then applied continuous UHT. Expectations involving UHT detail coefficients and breaks are empirically calculated based on 1,000 replications.
Turn now to Figure 15 . Its left plot shows the relationship between E log 2 B j,1 , which is the first term in (4.11), and scale j. Observe that it has a pattern similar to that in Figure 14 . The right plot of Figure 15 shows
as a function of j. Since the plot appears linear, it confirms that the sum E log 2 B j−1 of increments (4.13) appears quadratic. Note also that Figure 15 essentially states that the ratio B j,1 /B j−1,1 , decreases on average with increasing j. Figure 16 plots
which is the last term in (4.12), as a function of scale. Observe that this term decreases linearly with increasing j. Together with Figure 15 , this shows that the nonlinear decrease in Figure 14 is due to the first term in (4.11).
Conclusions
In this work, we have used UHT to analyze changes in local mean level for LRD models and several real time series. The results are generally in favor of using LRD models: they capture quite well changes in local mean level of the examined real time series. We also argue that UHT is special among available ways to define changes in local mean level in the sense that it leads to them having simplest stochastic properties. The results of the paper shed light on LRD structure and, for example, allow to distinguish between LRD models and some non-LRD-like alternatives proposed earlier.
which proves stationarity. We now prove that W n is LRD with the parameter β. Observe that
where γ Y (·) is a covariance function of Y . We will establish the result by showing that
First, we will show that under the conditions (3.5) and (3.6),
where
with a slowly varying function L. We will argue (A.3) by a generalized dominated convergence theorem (Folland 11 , p. 59). Note that 
Hence, there is a function g h such that
and a generalized dominated convergence theorem implies (A.3) if
Without loss of generality, suppose that = 0. Then,
The first term in (A.5) vanishes because for some sufficiently large constant C > 0,
as h → ∞ by (3.6). For the second term in (A.5), let 6) and assumption (3.4) leads to
Finally, we want to argue that (replacing
Again, we will apply a generalized dominated convergence theorem. Let
From the Potter's bounds, we have
(A.9) as h → ∞. Without loss of generality, suppose that = 0. For some small δ > 0, we can rewrite the left-hand side of (A.9) as
By the dominated convergence theorem, the first term of (A.10) converges to
From (A.4) and assumption (3.4), the second term of (A.10) is bounded by
for some constant C > 0. Therefore (A.11) converges to zero as h → ∞ since
and p > 1.
Appendix B. The proof of Proposition 3.2
Observe that versus j (right plot). 
