Slow envelope fluctuations in the range of 2-20 Hz provide important segmental cues for processing communication sounds. For a successful segmentation, a neural processor must capture envelope features associated with the rise and fall of signal energy, a process that is often challenged by the interference of background noise. This study investigated the neural representations of slowly varying envelopes in quiet and in background noise in the primary auditory cortex (A1) of awake marmoset monkeys. We characterized envelope features based on the local average and rate of change of sound level in envelope waveforms and identified envelope features to which neurons were selective by reverse correlation. Our results showed that envelope feature selectivity of A1 neurons was correlated with the degree of nonmonotonicity in their static rate-level functions. Nonmonotonic neurons exhibited greater feature selectivity than monotonic neurons in quiet and in background noise. The diverse envelope feature selectivity decreased spike-timing correlation among A1 neurons in response to the same envelope waveforms. As a result, the variability, but not the average, of the ensemble responses of A1 neurons represented more faithfully the dynamic transitions in low-frequency sound envelopes both in quiet and in background noise.
Introduction
One task routinely faced by the auditory system is the parsing of a mixture of sounds arriving at the ear(s) into individual streams of perceptual events (Bregman, 1990) . As a necessary step, the temporal boundaries of superimposed events must be identified to construct a proper ordering of stimulus sequences. Previous studies have proposed that such envelope-transient sensitivity, or temporal edge detection, presents at the level of single neurons in auditory cortex (Fishbach et al., 2001; Phillips et al., 2002) . Despite frequent reports of onset and offset responses to sound envelopes throughout the central auditory system (Bieser and Müller-Preuss, 1996; Kuwada and Batra, 1999; Shaddock Palombi et al., 2001; Liang et al., 2002) , a systematic approach for distinguishing and classifying neural responses to various transient components in sound envelope is still lacking.
The purpose of this study was to examine neural selectivity to dynamic envelope features in the primary auditory cortex (A1) of awake marmoset monkeys. Of particular interest was the lowfrequency (ϳ4 Hz) amplitude modulation (AM) known to provide important segmental cues for processing communication sounds including human speech (Houtgast and Steeneken, 1985; Rosen, 1992) and animal vocalizations (Rose, 1986; Wang et al., 1995; Ghazanfar and Hauser, 2001 ). Traditionally, low-frequency AM has been studied as part of the continuum of modulation frequency (MF) selectivity found in auditory neurons (for review, see Langner, 1992; Frisina, 2001; Joris et al., 2004; Wang et al., 2008) . MF selectivity can be characterized using a Fourier-based linear-system approach in terms of modulation transfer functions based on firing rate or synchrony (Schreiner and Urbas, 1986; Eggermont, 1994) . However, due to considerable nonlinearity in AM responses (Joris et al., 2004) , MF analysis has limited power in predicting neural responses to aperiodic dynamic envelope transitions. One example is the differential neural responses to forward and time-reversed envelope waveforms observed at multiple levels of the ascending auditory pathway (Pressnitzer et al., 2000; Lu et al., 2001; Neuert et al., 2001) , suggesting that selectivity to the direction of change in sound level is a preserved feature of auditory neurons in addition to MF selectivity. As such, the directional selectivity (which can be described by the slope of envelope) permits auditory neurons to differentiate nonstationary and/or aperiodic stimuli commonly found in communication signals such as the envelopes of steady-state vowels (Olive et al., 1993) .
Considering these factors, the present study used a reverse correlation method to directly extract the spike-triggering dynamic envelope features in low-frequency aperiodic AM sounds. Envelope feature selectivity was compared between groups of neurons showing monotonic or nonmonotonic static rate-level functions (RLFs) in an effort to further distinguish functional neuronal groups in A1 by their level-response characteristics (Sadagopan and Wang, 2008; Watkins and Barbour, 2008) . To evaluate the robustness of envelope feature selectivity, responses of the two neuronal populations were compared in background noise. We found that the variability, and not the average, of the ensemble responses of A1 neurons provide a robust representation of envelope transitions both in quiet and in background noise.
Materials and Methods

Animal preparation, apparatus, and electrophysiological recordings
A chronic recording preparation (Lu et al., 2001 ) was used to record single-neuron activity in area A1 of awake adult common marmoset
Single-neuron characterization
Single-neuron responses were collected from A1 in three hemispheres of one male and one female adult marmoset monkey. Pure tones (0.5ϳ32 kHz in 10 steps/octave) were used to characterize the frequency tuning property of a neuron. The best frequency (BF) of a neuron was defined as the frequency evoking the maximal firing rate over the range of sound levels tested. Responses beginning from the tone onset to 50 ms after the tone offset were included for the BF analysis. The median BF of all neurons collected was 10.6 kHz with the lower and higher quartiles at 5.6 and 17.1 kHz, respectively. Once the BF of a neuron was determined, the RLF, using 100 ms BF tones, was collected over a range of levels from Ϫ10 to 80 dB sound pressure level (SPL) in 10 dB steps. If the physiological conditions allowed, an additional RLF in background noise (white noise with a duration of 200 ms temporally surrounding the BF tone) was also collected. The median noise level used was 40 dB SPL for neurons reported in this study with the lower and higher quartiles at 30 and 60 dB SPL, respectively. Tone and noise intensities are both expressed in terms of the peak-to-peak equivalent decibel SPL. The reference amplitude was set by a 1 kHz tone calibrated at ϳ90 dB SPL (re. 20 Pa) with 0 dB attenuation. The spectrum level of noise was 40 dB/Hz at 0 dB peak attenuation.
Neural responses were compared between three subpopulations of neurons based on the monotonicity of their static RLFs. Monotonicity index (MI) was defined as the ratio of the firing rate at the loudest sound level used (80 dB SPL) to the maximal firing rate at the best sound level. One hundred fifty-six of 214 neurons (73%) were classified as nonmonotonic neurons (MI Ͻ 1). This fraction is similar to those previously reported in awake monkeys (Pfingst and O'Connor, 1981; Sadagopan and Wang, 2008) and higher than those reported in anesthetized cats (Sutter and Schreiner, 1995; Moshitch et al., 2006) . The nonmonotonic neurons were further divided into two subpopulations: highly nonmonotonic (non; MI Յ 0.2) and moderately nonmonotonic (non mod ; 0.2 Ͻ MI Ͻ 1). This division allowed us to examine the envelope responses of A1 neurons showing rate-level monotonicity at two extreme ends [i.e., monotonic neurons (mon) vs highly nonmonotonic neurons (non)]. The arbitrary boundary of 0.2 was chosen to match the number of neurons (58 mon and 59 non) and the number of test conditions (95 mon and 95 non) between the monotonic and highly nonmonotonic groups for the purpose of statistical analyses. The test conditions included instances of responses of a neuron tested at multiple sound levels.
The total numbers of test conditions and numbers of neurons are listed in Table 1 . The SPL distribution of the data sample is given in later sections.
Aperiodically amplitude-modulated tones stimulus generation
We examined envelope feature selectivity of A1 neurons in quiet and in background noise. Our test stimuli were aperiodically amplitudemodulated (aAM) tones with a carrier frequency at the BF of the neuron under study. The aAM waveforms were generated using a modified formula used for sinusoidal amplitude-modulation (SAM), A(t) ϭ [1 ϩ cos(2f m t ϩ )]/2. For SAM stimuli, the modulation frequency f m and the starting phase were constant numbers; for aAM stimuli, the modulation frequency f m was a time-varying random variable chosen at each sample point from a normal distribution with a mean of 4 Hz and an SD of 1 Hz and the initial phase was a time-varying random variable chosen at each sample point from a uniform distribution between Ϫ and . In their digital forms, the aAM waveforms were generated at a low sampling rate of 30 Hz. The set of discrete numbers were then spanned into continuous time functions at a sampling rate of 100 kHz using spline interpolation in Matlab. A total of 10 waveforms (five plus their timeinverse versions) that yielded temporally dissimilar patterns were used in this study. The durations of the aAM stimuli were 500 ms when presented alone (T) and presented in background noise (TϩN). In the TϩN condition, the broadband noise was gated on 50 ms before the aAM onset and gated off 50 ms after the aAM offset. The 50 ms out-of-alignment helped the experimenters disambiguate the onset and offset temporal patterns to aAM stimuli and to broadband noise. Different tokens of frozen noise were used for different neurons. All stimuli were gated on and off with a 5 ms linear ramp. At least 10 repetitions (20 in some cases) of responses were collected for each stimulus with an interstimulus interval of 1000 ms. Before delivery to a loudspeaker, the aAM and noise stimuli were converted to analog signals (DA4), passed through two separate attenuation modules (PA4), and summed physically (SM3) using the TDT systems.
For a given neuron, the aAM SPL was chosen at least 10 dB above the threshold based on its static RLF. In the data sample, more than half of the neurons were tested at more than one sound level (37 of 58 monotonic neurons, 72 of 97 moderately nonmonotonic neurons, and 36 of 59 highly nonmonotonic neurons). The lower quartile, median, and higher quartiles of SPLs were at 40, 60, and 70 dB SPL, respectively, for monotonic and moderately nonmonotonic neurons and at 30, 40, and 60 dB SPL, respectively, for highly nonmonotonic neurons.
Using reverse correlation to characterize neural envelope feature selectivity
As a first-order linear approximation, the dynamic transitions in envelope modulation waveforms can be characterized by the local average (in terms of mean) and the rate of change (in terms of slope) of sound level. We described neural selectivity to the joint mean-slope variations using an envelope feature map, which depicted the conditional probability of the firing rate of a neuron for stimulus, s, with a specific mean-slope combination: P(spike͉s), which, via Bayes' theorem is proportional to the ratio P(s͉spike)/P(s). We estimated the spike-triggered stimulus feature distribution, P(s͉spike), and the total stimulus feature distribution, P(s), using the reverse correlation method.
Envelope feature density and feature types in aAM stimuli. The means and slopes of aAM envelopes at a given peak SPL were extracted from linear regression analysis on consecutive envelope segments expressed in decibels (25 ms in duration) with a 1 ms lag between adjacent segments. To capture the onset and offset dynamics, a 25 ms zero envelope segment was padded before the aAM onset and a 50 ms zero envelope segment was padded after the aAM offset. The zero envelope amplitude corresponded to Ϫ10 dB SPL in this study. The joint mean-slope distribution was binned with a resolution of 2 dB for the mean and 0.24 dB/ms for the slope. The joint mean-slope distribution represented in approximate terms the envelope feature distribution P(s) in the aAM stimuli at a given peak SPL. Since the mean-slope distribution was governed by modulation frequency, and since the 10 aAM envelopes differed in modulation phase but not much in modulation frequency (ϳ4 Hz temporal modulation), their P(s) showed similar patterns and was not individually reported in data analysis. As discussed below, a complete characterization of P(s) requires a full spectrum analysis with an infinitely small time window. This temporal resolution, however, is unlikely to be achieved by cortical neurons. Using the 1 ms time resolution, the estimated P(s) was in essence the feature map of an all-pass neuron with a constant firing rate of 1 kHz and with no preference to any of envelope features. Based on the signs of envelope slope values, the complete set of envelope features were divided into five categories (onset, up, peak, down, and offset types). These feature types described fast (onset and offset types), slow (up and down types), and zero (peak types) dynamic envelope transitions. In the logarithmic scaling, envelope slope values within each of the five feature types are in theory level invariant, i.e., d [log(AX(t) 
is the time-varying sound pressure and A is a scale factor. In other words, envelope slopes should remain in a fixed relationship with time despite variations in sound level. Achieving this theoretical limit requires one to assess the instantaneous means and slopes using an infinitely small time window, dt. Any longer dt would lead to underestimated slope values related to rapid changes in sound level, which is inevitable in the linear approximation method we used. Therefore, we used absolute times, as opposed to absolute slope thresholds, to define onset and offset envelope features. More specifically, the envelope features within the first 25 ms after the stimulus onset were attributed to the onset type and the envelope features within a 50 ms window after the stimulus offset were attributed to the offset type. For the remaining features, those with the envelope slope values larger than 0.24 dB/ms were attributed to the up type, those with the envelope slope values less than Ϫ0.24 dB/ms were attributed to the down type, and those with the envelope slope values between Ϫ0.24 dB/ms and 0.24 dB/ms were attributed to the peak type.
Envelope feature selectivity of A1 neurons. The relationship between the spike times and envelope features was established by reverse correlation as well. To account for the transmission delay between the loudspeaker and the recoding site, all spike times after the aAM stimulus onset were advanced by 15 ms (ϳ2.16 ms between the loudspeaker and the center of an animal's head; ϳ10 ms minimal firstspike latency). Data analyses were conducted based on these modified spike times. The reverse correlation procedure was performed on spike times occurring between 0 ms after the aAM stimulus onset and 50 ms after the aAM stimulus offset in both T and TϩN conditions. The mean and slope values of an envelope segment (with a duration of 25 ms) preceding each spike were extracted and binned using the same method for characterizing P(s). The resultant P(s͉spike) was then normalized by the total stimulus features P(s) at the sound level tested to get P(spike͉s). To avoid the small denominator effect for normalization, all values in P(s) Ͻ0.5% of the peak were considered insignificant features [which resulted in equal or smaller P(s͉spike)] and therefore replaced with a large number 10,000 before normalization. This procedure ensured a near-zero P(spike͉s) for small P(s). The final result was denoted as the envelope feature map of a neuron. As the result of stimulus normalization, the magnitude of an envelope feature map is proportional to the probability of the spike rate per stimulus s in terms of a mean-slope combination, P(spike͉s).
The envelope feature preference index (FPI) of a neuron was defined as FPI ϭ (CC max Ϫ CC min )/(CC max ϩ CC min ), where CC max and CC min were the maximal and minimal correlation coefficients between the envelope feature map of a neuron and mean-slope distributions of five feature types. Considering that envelope responses of neurons were tested across a range of sound levels, we calibrated each FPI value based on the feature distribution in the aAM stimuli at the SPL tested (which ranged from 0 to 80 dB SPL) using an all-pass model neuron, as mentioned earlier, whose feature map was simply the stimulus feature distribution P(s). It was observed that when the sound level increased, the relative densities of onset and offset envelope features became sparse due to fast changes in the envelope slope values, resulting in lower CC min and therefore higher FPI values of the all-pass neuron. The FPI of the all-pass model was 0. 2657, 0.1581, 0.2270 0.2251, 0.2636, 0.2912, 0.3693, 0.4481, and 0.4297 
Analysis of the ensemble responses of a population of neurons
The analysis of spike-timing patterns was conducted on the peristimulus time histograms (PSTHs) of single neurons. The PSTHs were generated by counting spikes in fixed time bins as a function of time and then smoothing these time series using a Gaussian filter (which had a mean of zero and SD of the bin width) truncated at Ϯ3 SDs with unit energy. The bin widths used were 1, 2, 5, 10, 12.5, 25, and 50 ms. The number of spikes per bin was averaged over 10 or 20 repetitions except for the analysis of between-trial correlation of spike times, as described below.
For the between-neuron and within-neuron correlation analyses, the PSTHs to the 10 aAM stimuli were concatenated into a single PSTH vector. Only responses between 15 ms after the aAM onset and 65 ms after its offset were analyzed in both T and TϩN conditions. The between-neuron correlation analysis measured the Pearson correlation coefficient between two PSTH vectors of two different neurons, whereas the within-neuron correlation analysis measured the Pearson correlation coefficient between two PSTH vectors of the same neuron tested in the T and TϩN conditions.
For the between-trial correlation analysis, the Pearson correlation coefficient was measured between PSTHs of a neuron from two different trials in response to the same stimulus. The average correlation coefficient from all possible pairs of comparisons was obtained for each neuron. The dependence of between-trial correlation on logarithmic average firing rate (in response to 10 aAM stimuli) was assessed by the linear regression analysis, which yielded the slope and R 2 estimates. To remove the rate dependence of between-trial correlation, the product of slope and the corresponding logarithmic average rate was subtracted from each correlation data point.
For the population response analyses, the PSTH vectors of all neurons were assembled into a PSTH matrix for the T and TϩN conditions, respectively; neurons that were tested at more than one sound level had multiple entries in the PSTH matrices. The average of ensemble responses was simply the mean of all PSTH vectors, and the variability of ensemble responses was measured by the mean-normalized variance of all PSTH vectors, namely the Fano factor (FF), at each time bin t n [Var(t n )/Mean(t n )]. The level dependence of neural responses was not taken into account in the ensemble analyses.
To analyze the relationships between the envelopes of aAM stimuli and ensemble responses of neurons, two types of correlation analyses were conducted, first between the amplitude of the aAM envelopes and the average of ensemble PSTHs and second between the absolute value of the slope of aAM envelopes and the FF of ensemble PSTHs. Stimuli and neural responses were both smoothed with a 10 ms window. The correlation analyses were made with the aAM stimuli at a peak level of 50 dB SPL. Considering that neurons were tested at different SPLs, we measured nonparametric Spearman rank correlation coefficients for both analyses. To evaluate whether increasing the population size enhanced envelope encoding, we took repetitive samples from a PSTH matrix through a bootstrap procedure (n ϭ 50 repeats) and varied the ensemble size (i.e., the number of PSTHs in a sample) from approximately a quarter to the full dataset. At each ensemble size, we calcu-lated the amplitude and FF of the ensemble PSTHs and then conducted the correlation analyses.
Statistical significance tests
Neural responses were compared among three neural groups (mon, non mod , and non). The significance of the bimodality in MI was tested with a Hartigan's Dip test (Hartigan and Hartigan, 1985) using a Matlab algorithm adapted from F. Mechler's original code (downloaded from http:// www.nicprice.net/diptest/). For a given dataset, we used Lilliefors tests (Lillietest.m in Matlab) to examine whether the data samples were normally distributed. Subsequently, Student t tests (ttest.m and ttest2.m in Matlab) were used to compare population means that were normally distributed and Wilcoxon rank-sum tests (ranksum.m in Matlab) were used to compare population medians that were not normally distributed. The trend analysis on a given dataset was based on a linear regression t test. The R 2 and t statistic of the slope were reported. We used an alpha level of 0.05 for all statistical tests.
Results
This study examined single-neuron responses in the A1 to amplitude-modulated tones presented at each neuron's BF. The modulating envelopes were aperiodic waveforms oscillating at a long-term average rate of 4 Hz (denoted as aAM stimuli). In total, 214 single neurons with significant tone-driven responses (paired t test, p Ͻ 0.05) were tested with aAM stimuli at multiple sound levels; 102 neurons were further tested with aAM stimuli in the presence of broadband noise.
Characterizations of envelope features of aAM stimuli
When a sound envelope oscillates at a low rate, neural responses are affected by both the change in sound level as well as the mean sound level. To characterize the densities of these envelope features, we analyzed the local average (in terms of mean) and the rate of change (in terms of slope) of sound intensity in the envelopes of a set of 10 aAM stimuli using a linear regression analysis (see Materials and Methods). Figure 1 A shows an example of the envelope of an aAM stimulus on a decibel scale (left) and the corresponding mean-slope trajectory (right). Horizontal color bars under the aAM stimulus mark the time durations of envelope features with different slope polarities. Accordingly, the onset and up features have positive slopes, the offset and down features have negative slopes, and the peak feature has zero slope. As shown on the mean-slope trajectory, these five features are associated with different combinations of mean and slope values of the envelope.
Next, we examined how sound level influenced the envelope feature distribution in the mean-slope plane. Figure 1 B compares the averaged mean-slope distribution obtained from all 10 aAM stimuli at 80 and 30 dB SPL, respectively. The spatial pattern of the mean-slope distribution is more restricted at 30 than at 80 dB SPL. The difference is also evident when individual envelope features were examined separately (Fig. 1C ). Lowering the peak sound level caused a downward shift in the mean values of all envelope features. The relatively robust slope distribution for each feature (except for those of onset and offset types) can be explained by a unique property of the logarithmic scaling. In this case, the time derivative of sound level (i.e., slope) is inherently level invariant. The reduction in the slope values of onset and offset at 30 dB SPL was caused by zero padding before the onset and after the offset of the aAM stimuli, which reduced the dynamic ranges of the rise and fall of aAM stimuli during the linear regression analysis. Overall, these results provide a quantitative characterization of envelope features in aAM stimuli. Because the five envelope feature types exhibit largely distinct mean-slope patterns at a given SPL, they were used as classifiers to characterize neural selectivity to different envelope features in aAM envelopes.
Characterization of neural selectivity to envelope features
We used a reverse correlation method (de Boer and de Jongh, 1978) to characterize the envelope feature selectivity of a neuron. The basic procedure is detailed in the Materials and Methods and illustrated in Figure 2 A. Figure 2 A, top, shows the envelope of an aAM stimulus (gray line, 500 ms duration, 60 dB SPL) and the raster plot of responses of an example neuron. The mean and slope values of the 25 ms envelope segments immediately preceding each spike were extracted via spike-triggered average and then normalized by the stimulus mean-slope distribution ( Fig. 1 B) . Figure 2 A, middle, shows the stimulus-normalized meanslope distribution (denoted as envelope feature map) of the neuron, which demonstrates a preference for envelope segments with negative slope values. The preferred envelope feature type of the neuron was then determined based on the strength of pixel-by-pixel correlations between the envelope feature map of a neuron and the mean-slope distributions of five feature types within aAM stimuli at the sound level tested. As shown in Figure 2A , bottom, the down type yielded the highest correlation coefficient (CC) with neural responses and was then designated as the preferred envelope feature of this neuron. This procedure was applied to all neurons tested with aAM stimuli. Figure 2 B shows four more example neurons. They exhibited diverse temporal response patterns to the same envelope waveform of an aAM stimulus. The envelope feature maps captured their distinctive preferences to different envelope features in aAM stimuli. Based on the maximal two-dimensional CC values (red), the preferred envelope features of the four neurons from left to right were characterized as onset, up, peak, and offset types. These example neurons also exhibited different amounts of suppression in their RLFs, as indicated by their MI values. The MI values for the neuron shown in Figure  2A and the four shown in Figure 2B were in turn 0.86, 0.33, 0, 0.49, and 0.15. The relationship between envelope feature selectivity and MI is further investigated in the next section.
A1 neurons respond selectively to different envelope features
To distinguish the functional neural groups in A1, we compared the envelope feature selectivity of neurons showing monotonic and nonmonotonic RLFs. Our hypothesis was that inhibition that influences ratelevel nonmonotonicity might attribute to differences observed in envelope feature preferences among cortical neurons. Figure 3A shows the MI distribution of neurons collected for this study, where MI is defined as the ratio of the firing rate at the loudest sound level used (80 dB SPL) to the maximal firing rate at the best sound level (Pfingst and O'Connor, 1981) . Similar to the previous report from our laboratory (Sadagopan and Wang, 2008, their Fig. 2 D) , we observed that, in the auditory cortex of awake marmoset, a majority of neurons discharged less at higher BFtone levels (MI Ͻ 1, 156 of 214 neurons, 73%), suggesting increasing inhibitory effects of input with sound level; and that the MI distribution was bimodal with a dip ϳ0. Figure 2 . Characterization of envelope feature selectivity of A1 neurons. A, Shown from top to bottom are the envelope of an aAM stimulus at 60 dB SPL, the raster plot of corresponding responses of an example neuron, its envelope feature map, and the mean-slope distributions of five feature types of aAM stimuli at 60 dB SPL. The preferred feature type of a neuron was determined by the strength of the two-dimensional (2-D) correlation between the envelope feature map of a neuron and the mean-slope distributions of five envelope feature types. As highlighted in red, the down type yielded the highest CC and was then designated as the preferred envelope feature of this neuron. B, Raster plots and envelope feature maps of four other example neurons whose ID numbers are shown on top of feature maps. Based on the maximal strengths of correlation values with five envelope feature types (red), the preferred envelope feature types for the four example neurons from left to right are onset, up, peak, and offset. The peak SPLs used were 40 dB SPL for the onset and offset neurons, 60 dB SPL for the up neuron, and 50 dB SPL for the peak neuron. The FPI of the five neurons was in turn 0.63, 0.56, 0.66, 0.63, and 0.63. The aAM waveform lasted 500 ms and neural responses between 15 ms after the stimulus onset and 65 ms after the stimuli offset were analyzed. The raster plots were advanced 15 ms to visually align with the envelope of the aAM stimulus.
on envelope responses in this study, the neural population was divided into three subgroups and neural responses were compared between those classified as monotonic (MI ϭ 1, denoted as the mon group) and highly nonmonotonic (MI Յ 0.2, denoted as the non group Figure 3B summarizes the proportions of preferred envelope feature types of the three groups of neurons. Consistent with previous findings in auditory cortex (Phillips et al., 2002) , the majority of A1 neurons responded preferentially to the positive envelope slopes, as shown by the higher percentages of the onset and up types than the peak, down, and offset types in all three neuronal groups. By comparison, the preferred envelope features of nonmonotonic neurons were more diverse than those of monotonic neurons as manifested by higher percentages of peak, down, and offset types. Figure 3C plots the medians of the ordered stimulus-response correlations (as illustrated in Fig. 2) , which indicate the strength of selectivity to individual envelope features. Due to differences in feature preferences among neurons, the correlation values within the same rank could represent different envelope feature types. Correlations were significantly different among the three neuronal groups for less preferred envelope features (fifth, F ϭ 7.01, p Ͻ 0.001; fourth, F ϭ 9.48, p Ͻ 0.0001; third, F ϭ 5.38, p Ͻ 0.01), but not for more preferred envelope features (second, F ϭ 1.5, p ϭ 0.22; first, F ϭ 0.25, p ϭ 0.78). The pairwise comparison revealed that the highly nonmonotonic neurons had lower selectivity to the three less-preferred envelope features than did monotonic neurons (rank sum test, p Ͻ 0.01). Since low selectivity arises from low firing rates to a particular envelope feature, these data show that the responses of highly nonmonotonic neurons were more tightly associated with their preferred envelope features than those of monotonic neurons.
This observation prompted us to measure the relative strength of neural selectivity to different envelope features using a contrast metric: Feature Preference Index (FPI) defined as FPI ϭ (CC max Ϫ CC min )/(CC max ϩ CC min ), where CC max and CC min were the maximal and minimal correlation coefficients (Fig. 3C , first and fifth), representing the most and least preferred envelope features. This analysis was ensured by nonzero differences between CC max and CC min , which were Ͼ0.16 for neurons reported in this study. Considering that responses of neurons were collected across a range of SPLs, we calibrated each FPI value based on the envelope feature distribution in the aAM stimuli at the SPL tested. FPI values showed no SPL dependence after calibration (see Materials and Methods) .
The relationship between envelope feature selectivity and RLF monotonicity was evaluated for each envelope feature type. As shown in Figure 3E , significant negative correlations were ob- (Table 1) . B, Percentage of observations of feature types for the three neural groups. Neurons that were tested at more than one SPL contributed multiple observations. C, Ordered correlation coefficients (median) between stimulus-response feature maps, as demonstrated in Figure 2 . The highest rank (first) is associated with the preferred feature type of a neuron. D, FPI (mean Ϯ SEM) of monotonic (red), moderately nonmonotonic (gray), and highly nonmonotonic neurons (blue) for each feature type. E, Scatter plots of FPI as a function of MI for five feature types. Gray, Best-fit linear regression.
served between FPI and MI for the three most prevalent feature types in Figure 3B , which accounted for 84% of total observations (onset, R 2 ϭ 0.18, t (178) ϭ Ϫ6.26, p Ͻ 0.001; up, R 2 ϭ 0.11, t (82) ϭ Ϫ3.16, p Ͻ 0.01; peak, R 2 ϭ 0.17, t (42) ϭ Ϫ2.95, p Ͻ 0.01; linear regression t test), and not for down (R 2 ϭ 0.04, t (40) ϭ Ϫ1.26, p ϭ 0.11) and offset (R 2 ϭ 0.29, t (13) ϭ Ϫ2.32, p ϭ 0.39) feature types. The difference in the strength of selectivity was evident between neurons with very low and very high MI values. Figure 3D summarizes the FPI values (mean Ϯ SEM) of monotonic and two nonmonotonic neuronal groups. The highly nonmonotonic neurons had greater selectivity than the monotonic neurons for all feature types (t test, p Ͻ 0.05), whereas the difference between the moderately nonmonotonic and monotonic neurons was only significant for the onset, peak, and down types (t test, p Ͻ 0.05). Overall, these results revealed a moderate correlation between RLF monotonicity (in response to BF-tone stimuli with a flat envelope) and envelope feature selectivity (in response to BF-tone stimuli with a dynamic envelope), suggesting that similar neural mechanisms, such as synaptic inhibition, may underlie the distinctive response types among A1 neurons.
Demonstrating that A1 neurons indeed encode distinctive envelope features (Fig. 3B ) requires careful examinations of the effect of sound level on envelope selectivity. In this study, the three neural groups were tested with aAM stimuli at slightly different intensity ranges (median SPL was 60 dB for monotonic and moderately nonmonotonic neurons and 40 dB for highly nonmonotonic neurons). One may argue that the greater instances of onset and up types and fewer instances of peak, down, and offset types for monotonic neurons relative to nonmonotonic neurons (Fig. 3B) might be caused by a shift in neural preferences to positive envelope slope values with SPL. This conjecture, however, is not supported by the data.
For neurons tested at more than one SPL, nearly half retained their feature preferences (mon, 20/37, 54%; non mod , 43/72, 60%; non, 18/36, 50%) with an increase of sound level (median, 20 dB SPL). Among those that altered their feature preferences, many changed between onset and up types or between down and offset types without altering the slope sign (mon, 10/37, 27%; non mod , 18/ 72, 25%; non, 9/36, 25%). In contrast, an inverse of slope preference from negative to positive was not frequently observed (mon, 4/37, 11%; non mod , 6/72, 8%; non, 6/36, 17%); equally rare was an inverse of slope preference from positive to negative (mon, 3/37, 8%; non mod , 5/72, 7%; non, 3/36, 8%). These ratios were highly preserved across three neuronal groups, suggesting that neural selectivity to diverse envelope features likely arises from level-invariant response properties, such as envelope slope preference.
The envelope slope preference of a neuron can be directly evaluated by the symmetry of an envelope feature map around the abscissa (i.e., zero-slope line). We quantified the degree of the symmetry using symmetry index (SI), defined as the two-dimensional correlation coefficient between the activity on an envelope feature map above the abscissa and that below. Figure 4 A shows the feature map of the onset neuron shown previously in Figure 2 B. It is highly asymmetric with an SI of 0.17. To ensure that the slope preference shown in Figure 4 A was not caused by random spiking activity during stimulus presentation, we calculated a control feature map using shuffled spike times (Fig. 4 B) . The activity on the control map shows a symmetric pattern with an SI of 0.9 and no clear preferences for any of the five feature types.
The majority of neurons in the sample exhibited envelope slope preferences to some extent. Figure 4C is the scatter plot of SI values of the original and control feature maps. Of 365 test conditions (which included 214 single neurons tested using more than one sound level), all but one showed increased symmetry in the control feature maps, indicating that randomizing spike times eliminated the slope preference of a neuron. As summarized in Figure 4 D, the original feature maps were much less symmetric than the control feature maps for each feature type (onset, t (358) ϭ 26.8, p Ͻ 0.001; up, t (166) ϭ 16, p Ͻ 0.001; peak, t (86) ϭ 11.7, p Ͻ 0.001; down, t (82) ϭ 12.4, p Ͻ 0.001; offset, t (28) ϭ 7, p Ͻ 0.001). Moreover, the symmetry of a feature map was correlated with the feature type of a neuron. Feature maps of slope-sensitive neurons (onset, offset, up, and down neurons) were more asymmetric than those of peak-sensitive neurons (t test, p Ͻ 0.05). This is not seen among the control feature maps derived from shuffled spike times (t test, p Ͼ 0.5). This finding supports a longhypothesized notion that sensitivity to envelope transients is related to sensitivity of neurons to the rate of change in sound level in auditory cortex (Phillips and Hall, 1987; Schreiner and Urbas, 1988; Heil and Irvine, 1998) . 
Robust neural selectivity to envelope features in background noise
Next, we examined the robustness of envelope feature selectivity in background noise. Figure 5 shows the raster plots and PSTHs of three representative neurons (one monotonic and two highly nonmonotonic) in response to a pair of forward and reversed aAM envelopes presented alone (T) (left column) and presented in background noise (TϩN) (right column). In comparison, persistent background noise exerted variable effects on the strength of neural responses to aAM stimuli. Specifically, noise enhanced the neural responses shown in Figure 5A , suppressed those shown in Fig- ure 5B, and caused little changes to those shown in Figure 5C . Nonetheless, the background noise did not switch neural selectivity to nonpreferred envelope features, nor did it smear the temporal patterns of aAM responses, suggesting active control of envelope feature preferences by A1 neurons. Figure 6 summarizes the quantitative comparisons between envelope feature selectivity of individual neurons measured in T and TϩN conditions. The results of monotonic, moderately nonmonotonic, and highly nonmonotonic neurons are shown in the left, middle, and right columns, respectively. Figure 6 , A-C, compares the preferred envelope features of a neuron in T and TϩN conditions. Unchanged feature preferences are marked by dots within diagonal grids in gray. A higher percentage of highly nonmonotonic neurons maintained their feature preferences in noise (77.1%, 37/48 conditions in Fig. 6C ) than moderately nonmonotonic (64.6%, 62/96 conditions in Fig. 6B ) and monotonic (64.4%, 38/59 conditions in Fig. 6A ) neurons. Figure 6 , D-F, compares the overall selectivity to all feature types in T and TϩN conditions. For all three groups, noise reduced neural selectivity to the most preferred envelope feature and appeared to enhance neural selectivity to other, lesspreferred envelope features (paired t test, p Ͻ 0.05), with the exception of second and fifth features associated with the highly nonmonotonic neurons in Figure 6 F (paired t test, p Ͼ 0.05). Such enhancement, however, was likely associated with noisedriven excitatory responses added to the aAM responses. Nevertheless, the magnitudes of changes were rather small, especially for highly nonmonotonic neurons. Finally, Figure 6 , G-I, compares the FPIs of individual neurons in T and TϩN conditions. Noise caused a significant reduction in FPI values of monotonic neurons (mean reduction, ⌬FPI ϭ FPI TϩN Ϫ FPI T ϭ Ϫ0.091, paired t test, p Ͻ 0.01) and moderately nonmonotonic neurons (⌬FPI ϭ FPI TϩN Ϫ FPI T ϭ Ϫ0.049, paired t test, p Ͻ 0.02), but not in those of highly nonmonotonic neurons (⌬FPI ϭ FPI TϩN Ϫ FPI T ϭ Ϫ0.013, paired t test, p ϭ 0.469). The gradual decrease of ⌬FPI with RLF nonmonotonicity indicated that envelope feature selectivity of nonmonotonic neurons was more robust in background noise than that of monotonic neurons. Consequently, nonmonotonic neurons exhibited higher feature selectivity than monotonic neurons not only in quiet (Fig. 3E ), but also in noise. In Figure 6 , G-I, the median FPI was 0.472, 0.542, and 0.718 in the T condition and 0.363, 0.475, and 0.7 in the TϩN condition for the mon, non mod , and non neurons, respectively. The pairwise comparison revealed significant between-group differences (rank sum test, p Ͻ 0.05) except between the moderately nonmonotonic and monotonic neurons in the T condition (rank sum test, p ϭ 0.14).
Synchronous versus asynchronous population responses among monotonic and nonmonotonic neurons
The observation of differential envelope response properties in A1 prompted us to examine directly the neural output of spikes times and to investigate potential population coding mechanisms for sound envelope. Multiple measurements on spike times were carried out, which included the relationship between spiketiming patterns of two different neurons (between-neuron comparison), the robustness of spike-timing patterns between T and TϩN conditions for the same neuron (within-neuron comparison), and the reliability of spike-timing patterns of individual neurons (between-trial comparison). The Pearson correlation coefficients were estimated on all possible pairs of PSTHs for a given comparison and their differences were evaluated by the rank sum test. In the TϩN condition, the broadband noise (depicted as gray blocks overlaying the aAM stimuli) was gated on 50 ms before the aAM onset and gated off 50 ms after the aAM offset. The onset and offset times are indicated by tick marks on each panel (aAM in red and noise in blue). Each aAM waveform lasted 500 ms and noise lasted 600 ms. The bin width used for PSTHs was 10 ms.
For the between-neuron comparison, the correlation between responses of monotonic neurons were significantly higher than that between responses of highly nonmonotonic neurons, and than that between responses of moderately nonmonotonic neurons in both T (Fig. 7A ) and TϩN conditions (Fig. 7B) at multiple time scales ( p Ͻ 10 Ϫ7 ). This shows that monotonic neurons responded more synchronously than nonmonotonic neurons when stimulated with the same aAM stimuli. This is not a surprising result in that diversity in envelope feature types among nonmonotonic neurons caused their PSTHs to peak at different times and therefore increased population asynchrony.
For the within-neuron comparison (Fig. 7C) , the opposite trend was observed. The PSTHs of individual, highly nonmonotonic neurons showed greater correlations between T and TϩN conditions than did monotonic neurons at multiple time scales ( p Ͻ 0.05), suggesting that the spike-timing patterns of highly nonmonotonic neurons were more robust against noise than those of monotonic ones. The statistical strength of the effect was much reduced between monotonic and moderately nonmonotonic neurons ( p Ͼ 0.27). Background noise also affected, to variable extents, the trial-to-trial variability of spike timings of neurons. We observed that the between-trial correlation (Figs. 7 D, E) increased with logarithmic average rates (R 2 ϭ 0.13 in the T condition and R 2 ϭ 0.16 in the TϩN condition; p Ͻ 10 Ϫ5 ). After removing the positive rate trends (see Materials and Methods), it was revealed that the response reliability of highly nonmonotonic neurons was significantly greater than that of monotonic neurons (median ⌬CC ϭ 0.08; p Ͻ 0.01) in the TϩN condition, but not in the T condition ( p ϭ 0.3). The response reliability of moderately nonmonotonic neurons was greater than that of monotonic neurons in both T and TϩN conditions, but the differences were not significant ( p Ͼ 0.05).
Collectively, these results show that monotonic neurons yielded more synchronous population responses than nonmonotonic neurons and that individual nonmonotonic neurons produced more reliable, noise-tolerant spike-timing patterns than individual monotonic neurons.
Ensemble average and variability as complementary codes for encoding sound envelope by a neural population
Retrieving information from asynchronous population activity makes an intriguing demand on neural encoding, if averaging across the neural population is considered as a coding strategy to enhance the signal-to-noise ratio. The concern is that the population average may fail to capture a signal carried by asynchronous neural activity. This point is illustrated in Figure 8 A by comparing the traces of the averaged PSTH of all monotonic neurons (red) and all highly nonmonotonic neurons (blue) in response to one aAM envelope in the T and TϩN conditions. Compared with monotonic neurons, the averaged activity of highly nonmonotonic neurons entrained less faithfully to envelope amplitude due to their asynchronous response patterns. We thus evaluated an alternative coding strategy based on the converse of the ensemble averagethe variability of the ensemble responses. Figure 8 B shows FF as a function of time in T and TϩN conditions. The FF was calculated as the ratio between the variance and mean of the ensemble PSTHs at each time bin. In sharp contrast to the average results shown in Figure 8 A, the FF values of the highly nonmonotonic neurons entrained precisely to the rapid rises and falls of the aAM envelope, whereas the FF values of the monotonic neurons remained fairly flat, insensitive to envelope transitions (except to the envelope onset).
Differential noise effects on the population activity were also observed between the two neuronal groups. In the first group, the background noise increased the averaged responses of the monotonic neurons, especially during the noise onset before the aAM stimulus was on (Fig. 8 A, arrow a) , but not the average responses of the highly nonmonotonic neurons. In the second group, the Figure 6 . Comparison of envelope feature selectivity in background noise. A-C, Scatter plot of the preferred feature types of monotonic, moderately nonmonotonic, and highly nonmonotonic neurons tested in both T and TϩN conditions. Each circle designates the preferred envelope types of one neuron with and without background noise in response to the same aAM stimuli. The median noise level was 40 dB SPL for all three neuronal populations. For the purpose of plotting, the five feature types were numbered from 1 to 5. For example, the onset-onset transition was positioned (1,1) on the x,y plane. To visually separate the circles within each subgrid, we jittered the position of each circle by adding a small Gaussian random number (mean ϭ 0 and SD ϭ 0.1) to its numerical feature type. D-F, Correlation coefficient (median) between stimulus-response feature maps in T and TϩN conditions. Data are presented in the same format as those in Figure 3C . G-I, Scatter plot of FPI values between T and TϩN conditions for individual neurons. The median FPI value is marked by a cross sign on each panel.
background noise attenuated the FF values of the highly nonmonotonic neurons during the aAM onset, but not those of the monotonic neurons (Fig. 8 B, arrow b ). It appears that noise onset responses could quench the variability in aAM onset response patterns among nonmonotonic neurons without changing the magnitude of their average responses. The contrasting performances of the two neuronal populations were applied to all 10 aAM envelopes (Figs. 8C,D) .
These data suggest that cortical neurons may encode sound envelope through two complementary coding strategies: using the averaged population responses to encode the amplitude of sound envelope and using the variability in population responses to encode the dynamic transition of sound envelope. Empirically evaluating this hypothesis requires simultaneous recordings of activity of a population of neurons. This technique was not implemented by the current study. As a proof of principle, we pooled data from experiments conducted sequentially and used an accretion process to test the effects of the ensemble size on envelope encoding through a bootstrap procedure (see Materials and Methods). Analyses focused on the correlation between the amplitude of an aAM envelope and the average of ensemble PSTHs (denoted as CC amp-avg ); and on the correlation between the absolute slope values of an aAM envelope and the FF of ensemble PSTHs (denoted as CC slope-FF ). We proposed that an increase in the stimulus-response correlation with ensemble size would argue for a population-based coding scheme. Figure 9A shows the results of the correlation metric CC amp-avg . The average responses of monotonic neurons (red) encode better envelope amplitude than those of highly nonmonotonic neurons (blue). The median increment, CC amp-avg (mon) Ϫ CC ampavg(non), across the ensemble was 0.13 in the T condition and 0.12 in the TϩN condition (rank sum test, p Ͻ 10 Ϫ5 ). Notably, CC amp-avg values of monotonic neurons were less than those of moderately nonmonotonic neurons (gray) in both T and TϩN condition (rank sum test, p Ͻ 10 Ϫ5 ). This occurred because encoding envelope amplitude via population average requires not also synchrony between neurons but also reliable envelope responses of individual neurons. Although monotonic neurons were most synchronized among the three groups of neurons (Fig.  7 A, B) , they had lowest envelope feature selectivity (Fig. 6 ). This weakened their coding capacity relative to those of moderately nonmonotonic neurons. Comparing CC amp-avg values between T and TϩN conditions, noise greatly reduced the strength of stimulus-response correlation for all three groups of neurons. The median reduction, CC amp-avg (T) Ϫ CC amp-avg (TϩN), across the ensemble was 0.24 for monotonic neurons, 0.19 for moderately nonmonotonic, and 0.22 for highly nonmonotonic neurons.
The opposite performances of neurons were observed in the variability analysis based on CC slope-FF (Fig. 9B) . The FF values of highly nonmonotonic neurons encoded better envelope transitions than those of monotonic neurons. The median increment, CC slope-FF (non) Ϫ CC slope-FF (mon), across the ensemble was 0.31 in the T condition and 0.25 in the TϩN condition (rank sum test, p Ͻ 10 Ϫ7 ). The differences in CC slope-FF were much reduced between moderately nonmonotonic and monotonic neurons. The median increment, CC slope-FF (non mod ) Ϫ CC slope-FF (mon), across the ensemble was zero in the T condition and 0.04 in the TϩN condition. In contrast to results shown in Figure 9A , noise did not change drastically the stimulus-response correlation CC slope-FF for either neuronal group. The median reduction, CC slope-FF (T) Ϫ CC slope-FF (TϩN), was zero for monotonic neurons, Ϫ0.04 for moderately nonmonotonic neurons, and 0.06 for highly nonmonotonic neurons.
The linear regression analysis was further used to examine whether recruiting more neurons improved population coding. Only a few conditions revealed significant size effects. The most sensitive ones were associated with CC slope-FF of the highly nonmonotonic neurons (Fig. 9B) , which increased rapidly with ensemble size in the T (R 2 ϭ 0.41) and TϩN (R 2 ϭ 0.17) conditions ( p Ͻ 0.001). Three conditions associated with CC amp-avg in Figure 9A also revealed weak but significant size effects-those of the moderately nonmonotonic neurons in the T (R 2 ϭ 0.08) and TϩN conditions (R 2 ϭ 0.02) and those of monotonic neurons in the T condition (R 2 ϭ 0.1); all with p Ͻ 0.05. For all other cases, results either remained unchanged or even decreased with ensemble size, especially those associated with CC slope-FF values of moderately nonmonotonic and monotonic neurons (Fig. 9B) . This indicates that the variability analysis was effective only for a heterogeneous neural population.
Comparing the performance of the two different correlation metrics (Fig. 9 A, B , T or TϩN condition, i.e., same color lines), for monotonic and moderately nonmonotonic neurons, ensemble average showed a greater predictive power than ensemble variability in both T and TϩN conditions. The median difference, CC amp-avg (mon) Ϫ CC slope-FF (mon), across the ensemble Table 1 .
was 0.46 in the T condition and 0.22 in the TϩN condition (rank sum test, p Ͻ 0.001) and that of moderately nonmonotonic neurons was 0.52 in the T condition and 0.29 in the TϩN condition (rank sum test, p Ͻ 0.001). In contrast, for highly monotonic neurons, the advantage of ensemble variability was more evident, where CC slope-FF (non) Ϫ CC amp-avg (non) across the ensemble was Ϫ0.02 in the T condition and 0.15 in the TϩN condition (rank sum test, p Ͻ 0.01). Together, these results confirmed our initial observations in Figure 8 . Monotonic and highly nonmonotonic neurons could use different strategies to encode sound envelope. Notably, their performances differed in background noise-the variability-based metric was more robust and benefited more from a large ensemble size than the average-based metric. For neurons with intermediate RLF nonmonotonicity (non mod ), their performance appeared to favor the average-based metric, suggesting a continuum rather than discrete segregation of envelope coding strategies among A1 neurons.
Discussion
The main finding of this study is the heterogeneity of selectivity profiles to envelope transitions among neurons in primary auditory cortex and its relationship with static tone rate-level functions. Nonmonotonic neurons showed greater envelope feature selectivity than monotonic neurons. Mechanistically, envelope coding based on the variability of ensemble responses is more robust in background noise than that based on the average of ensemble responses.
Strengths and limitations of using reverse correlation to characterize AM responses
In this study, the envelope feature selectivity of a neuron was identified by reverse correlation. This approach differs from the standard rate-or synchrony-based AM analyses (Schreiner and Urbas, 1986) in that it captures neural sensitivity to dynamic envelope features associated with the directional change of sound envelope. These features cannot be parameterized by modulation frequency, phase, depth, or sound level-the four parameters that define a periodic envelope such as SAM. Moreover, reverse correlation takes into account the stimulus statistics and results in a stimulus-normalized response probability. In contrast, although modulation depth and ramp/damp times may be more efficient in describing a particular envelope shape (Swarbrick and Whitfield, 1972; Schreiner and Urbas, 1988; Lu et al., 2001; Malone et al., 2007 Malone et al., , 2010 , these metrics do not provide explicit information on the statistics of various dynamic envelope features in stimuli. For a neuron sensitive to a particular envelope feature type, its average firing rate and temporal response pattern may depend not only on its envelope feature selectivity but also on the density of that feature type in stimuli (Fig. 1) . Such a codependence cannot be differentiated by a rate-or synchronybased response metric. This confound, however, is largely removed by the reverse correlation method. Similar approaches have been used to study the spectrotemporal receptive fields (STRFs) of cortical neurons (deCharms et al., 1998; Klein et al., 2000; Miller et al., 2002) .
One clear limitation of using the reverse correlation method to characterize AM responses is that its accuracy depends on the temporal precision of neural responses relative to the stimuli. Using the same neurophysiological preparation, previous studies from our laboratory have shown that many neurons in the auditory thalamus and cortex of awake marmoset exhibit significantly driven, nonsynchronized firing patterns during the ongoing portions of AM stimuli, suggesting a transformation from temporal to rate representations of MF of a sound at higher auditory stages . If not reliable across trials, the nonsynchronized AM responses would yield weak envelope feature selectivity in our analysis, potentially undermining their contributions to AM encoding. However, at low-rate envelope modulation (ϳ4 Hz), envelope feature selectivity revealed in this study is primarily associated with a rate representation of local dynamic envelope 
and FF (D) of ensemble PSTHs to the 10 aAM envelopes in T and TϩN conditions. The aAM duration was 500 ms and noise duration was 600 ms. The PSTHs show responses occurring from 100 ms before the aAM onset to 50 ms after the aAM offset (spike times were advanced 15 ms in data analyses). The PSTH bin width was 10 ms. The ensemble sizes in T and TϩN conditions were the same as those in Figure 7 .
transitions, such as envelope onset, not MF. These transient response properties are usually present when a neuron is stimulated with effective stimuli. For this reason, only neurons with significant tone-driven responses (at BF) were tested with aAM stimuli and included in the data analysis.
Implications of diverse envelope feature selectivity for envelope coding In the auditory cortex, differential neural responses to onset and offset transients and to ramping and damping profiles of sound envelopes have been reported in both anesthetized (Heil, 1997a,b; Phillips et al., 2002) and awake (Bieser and Müller-Preuss, 1996; Recanzone, 2000; Lu et al., 2001; Malone et al., 2007; Qin et al., 2007) animals. Our results support these findings and further show that the slope preference of a neuron is highly asymmetrical in A1 (Fig. 4) . The slope preference has important implications for general sound processing by the auditory system. When a spike is triggered by changes in envelope slope, spike times are insensitive to the absolute sound level due to logarithmic scaling. In contrast, when a spike is trigged by changes in envelope amplitude, changing sound level leads to an advance or delay in spike times (Hopfield, 1995) . Since the perceptual quality of sensory stimuli, such as pure-tone frequency, remains mostly unchanged with changes in stimulus amplitude, one would expect a robust, scale-invariant, neural representation to behave accordingly. The slope sensitivity to sound envelope could help preserve the temporal sequences of neural firings in relation to those of other neurons within an ensemble to support stable perception.
In the Results, we show that nonmonotonic neurons exhibited greater feature selectivity than monotonic neurons. One parsimonious interpretation is that inhibitory activity is stronger in responses of nonmonotonic than monotonic neurons and that inhibition enhances envelope selectivity of a neuron by suppressing its responses to less preferred envelope features in quiet (Fig.  3C ) and in background noise (Fig. 6 D, E,F ). This conjecture is in part supported by recent extracellular results from the auditory cortex of awake marmoset (Sadagopan and Wang, 2010) , which show that on-BF inhibition affects the stimulus selectivity of a neuron in frequency and time. Moreover, intracellular studies in the auditory cortex of anesthetized rats have shown that synaptic excitation and inhibition appear to be matched in their frequency tuning but are less congruent in their timing and level-dependent strength (Wehr and Zador, 2003; Tan et al., 2004 Tan et al., , 2007 Wu et al., 2006) . The latter distinction might contribute to the diverse envelope feature selectivity among A1 neurons reported here. For future studies that aim to further distinguish the functional neuronal groups in auditory cortex, the anesthesia effects need to be controlled. It has been shown that anesthesia can alter the onset and offset response patterns depending on anesthetic conditions (Zurita et al., 1994; Ter-Mikaelian et al., 2007) and reduce the sustained patterns of neural responses related to general sound processing in auditory cortex (deCharms and Merzenich, 1996; Wang et al., 2005) . Importantly, the onset preferences of monotonic neurons reported here differ from the transient onset responses of monotonic neurons found in the anesthetized cortex (Phillips et al., 2002) . Monotonic neurons in the awake condition were not silent to less preferred envelope features at the singleneuron (Fig. 3C ) and population levels (Fig. 8C ).
Population encoding of low-frequency sound envelope
Using multielectrode recording, recent studies have shown that responses of neurons in the primary visual cortex are actively decorrelated in the awake condition (Ecker et al., 2010) and that neural decorrelation is affected by local activation of muscarinic acetylcholine receptors after nucleus basalis stimulation (Goard and Dan, 2009) . In this study, we observed that decorrelated neural activity was associated with distinctive envelope feature selectivity of neurons with highly nonmonotonic RLFs in area A1 of awake marmoset (Fig. 7) . This finding suggests that cortical inhibition may play important roles in modulating the level of decorrelation between neurons to enhance sensory coding. In general terms, neurons showing asynchronous spike patterns convey more information about sensory stimuli (Reich et al., 2001; Kayser et al., 2009) . Functionally, when sensory information can be transmitted at different time points by different neurons, a coding system has a broader bandwidth, resembling time-division multiplexing in communication theory (Cariani, 1995) . The asynchronous responses of nonmonotonic neurons shown here might provide a neural substrate for such a timesharing process undertaken at the level of auditory cortex.
Our analysis further showed that this seemingly less coordinated neural assembly has a powerful capacity to encode envelope transitions using the variability in their ensemble responses, especially in background noise (Fig. 9B) . It remains to be shown what types of synaptic, cellular, and circuit mechanisms might use the variability/asynchrony information in ensemble neuronal responses to encode sound envelope. One testable hypothesis is that a downstream neuron that encodes the boundary information of sound receives phasic synaptic inputs that are time-locked to sound envelope transitions (as a result of the convergence of asynchronous inputs from neurons with distinctive envelope feature selectivity). The assumption that implicitly underlies this hypothesis is that the sign of envelope slope is encoded by the weights of synaptic inputs of projection neurons. Conversely, a downstream neuron that encodes envelope amplitude may receive tonic synaptic inputs throughout sound stimulation (as a result of the convergence of synchronous inputs from neurons Figure 9 . Representation of envelope amplitude and transition by a population of neurons. A, Correlation coefficient (mean Ϯ SD) between envelope amplitude and the average of ensemble PSTHs in T and TϩN conditions. B, Correlation coefficient (mean Ϯ SD) between envelope transition and the FF of ensemble PSTHs in T and TϩN conditions. The envelope transitions were described by absolute values of the time derivative of aAM amplitude with a 1 ms time resolution. Individual PSTHs, envelope amplitude, and envelope transition were smoothed using a 10 ms time window before the correlation analysis. A bootstrap method was used to take repeated samples from the total PSTHs to form an ensemble. The ensemble size had approximately an incremental step of a quarter of the total PSTHs collected at each condition for monotonic and highly nonmonotonic neurons. The total numbers of PSTHs (i.e., test conditions) for each neuronal group were the same as those in Figures 7 and 8 and are listed in Table 1 .
with similar envelope feature selectivity). The differences between these two types of neurons could be evaluated by the dynamics of membrane potentials in relation to sound envelope using in vivo intracellular recordings. We argue that at higher stages of the auditory system, a major goal of low-frequency sound-envelope processing is to extract temporal boundary/segmental information of envelope waveform, as opposed to retain an isomorphic representation of envelope shape as seen in the peripheral auditory system (Joris and Yin, 1992) . Such a transformation might start at loci earlier than auditory cortex, such as inferior colliculus (IC). The IC response to speech utterance is more phasic than that of the auditory nerve (AN) and cochlear nucleus (CN) and speech reconstruction is less satisfactory using IC responses than those of AN and CN (Delgutte et al., 1998) . It remains to be tested to what extent the distinction between monotonic and nonmonotonic neurons reported here reflects the inherited sound processing before auditory cortex and applies to broadband sounds such as speech. At present, it is conceivable that monotonic and nonmonotonic neurons in A1 might yield different types of information about sound envelope for downstream processing.
