Abstract. In this paper, Bernstein polynomials method (BPM) and their operational matrices are adopted to obtain approximate analytical solutions of variational problems. The operational matrix of differentiation is introduced and utilized to reduce the calculus of variations problems to the solution of system of algebraic equations. The solutions are obtained in the form of rapidly convergent finite series with easily computable terms. Comparison between the present method and the homotopy perturbation method (HPM), the non-polynomial spline method and the B-spline collocation method are made to show the effectiveness and efficiency for obtaining approximate solutions of the calculus of variations problems. Moreover, convergence analysis based on residual function is investigated to verified the numerical results.
Introduction
Calculus of variations is a field of mathematical analysis that deals with maximizing or minimizing functionals. Functionals are real valued functions on some vector space. They are often expressed as definite integrals involving functions and their derivatives. variational problems appear in engineering and science applications where minimization of functionals, such as, the Lagrangian, strain, potential, and total energy, etc. give the laws governing a system's behavior. In optimal control theory, minimization of certain functionals give control functions for optimum performance of the system [1] . The brachistochrone, geodesics and isoperimetric problems have played an important role in the development of the calculus of variations (cf. , [2, 3] ). Several methods have been used to solve variational problems in the literature (cf. , [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] ).
Let us consider the simplest form of the variational problems
where v is the functional that its extremum must be found. In order to find the extreme value of v, the boundary points of the admissible curves are given by u(x 0 ) = α, u(x 1 ) = β.
The necessary condition for the solution of the problem (1) is to satisfy the Euler-Lagrange equation:
with the boundary conditions given in (2) . The Euler-Lagrange equation (3) is in general a nonlinear differential equation of the second order which does not always have analytic solution.
In this paper, we will adopt the Bernstein polynomials method (BPM) for solving the Euler-Lagrange equation (3) which arises from problems in calculus of variations. BPM has been applied to solve a variety of linear and nonlinear problems in mathematics and physics, (cf. , [16? -40] ).
Orthonormal Bernstein polynomials and their properties
Definition 1. The Bernstein polynomials of degree m defined on the interval [a, b] are given as [23, 24] 
where the binomial coefficient is 
Derivative formula:
The derivatives of the mth degree Bernstein polynomials are given by
Bernstein polynomials method
In this section the basic ideas of the Bernstein polynomials method are introduced by considered Eq. (3) subject to the boundary conditions (2).
Approximating functions by Bernstein polynomials
Let u(x) be the exact solution of (3). We want to approximate u(x) and it's n th −derivatives by u m (x) and
m (x) in the matrix form as
where C is an unknown constant matrix of size 1 × (m + 1) to be determining and Φ(x), Φ (x), . . . Φ (n) (x) are the 1 × (m + 1) matrices of Bernstein polynomials with it's derivatives defined as
. . .
Applications of approximating functions and operational matrices
To solve Eq.(3) subject to the boundary cognitions (2) by means of the Bernstein polynomials method we employ Eqs. (4) and then we define the residual (x) for Eq. (3) as
Now, to find the solution u m (x) given in Eq. (4) we generate (m − 1) set of linear or nonlinear algebraic equations by applying the collocation nodes of the roots of Chebyshev polynomials
Also, by imposing the boundary conditions (2) into Eq. (4) we have
Eq's. (7) and (9) generate (m + 1) set of linear or nonlinear algebraic equations respectively. These algebraic equations can be solved for the unknown coefficients of the vector C. Consequently, u m (x) given in Eq. (4) can be easily calculated using Maple 15 with Digits= 100.
Error estimates and residual correction procedure
In this section, we follow [48,49] and give two different error estimations for the orthonormal Bernstein approximate solution of Eq. (3). For this purpose, we constitute two different error estimation procedures which involve residual correction and Runge-Kutta Fehlberg Method (RK45).
Let u(x), and u m (x) be the exact solution and the approximate solution of (3), respectively. Now, let us constitute a residual correction procedure for the method. This procedure is based on the residual function. First, by attaining e(x) := u(x) − u m (x) yield u(x) := e(x) + u m (x), therefor Eq. (3) will be
where
Applying the method introduced in section (4) to the Eq. (10), subject to the boundary conditions
gives the new approximate solution of the absolute error, namely e * n (x).
Corollary 2.
If u m (x) is the approximate solutions of (3), then u m (x) + e * n (x) is also approximate solution for (3).
Thus, the approximate solutions u m (x) + e * n is better approximation than u m (x). We will call the approximate solutions u m (x) + e * n (x) as the corrected approximate solution. As a second error estimation of the absolute error, we can use any two elements of the sequence of approximations. This estimation is similar to the error analysis of RK45. In the exact arithmetic, the absolute errors can be bounded by
Thus, if the error sequence is monotone, then we can use u m+1 (x) − u m (x) to may estimate the absolute error u(x) − u m (x) .
Investigating convergence via residual function
Here, we follow the investigation of convergence process given in [41] to the convergence of the Bernstein polynomials solution by using the residual function of model problems in Banach space for the different values of m. Therefore, we can determine the behavior of our solutions. The residual function m (x) is obtained, when our solution u m (x) is written into Eq. (3) as 
Now, let us give a required theorem for our investigation. ∞ m=0 is convergent in B and the following inequality is satisfied so that 0 < γ m < 1. Here, γ m is constant in B:
Proof 1. We want to show that m+1 (x) ∞ m=0 is a Cauchy sequence in the Banach space B. For this purpose, consider,
so, the inequality (14) can be written at the point b as
Starting from the inequality (15)
and by generalizing the inequality (16)
Therefore, m (b) ∞ m=0 is a Cauchy sequence in the Banach space B and so it is convergent. This completes the proof of Theorem 1.
In other words, the parameter γ m can be defined as, for every m ≥ 0, we have
then the residual function sequence
approach to zero as m is increased. The main advantage of this algorithm is that it works successfully in handling nonlinear equations directly with a minimum size of calculations.
Numerical experiments
To demonstrate the effectiveness of the BPM algorithm discussed above, several examples of variational problems will be studied in this section.
Problem 1
We consider the following variational problem:
subject to the boundary conditions
The corresponding Euler-Lagrange equation is given by
To solve (20)- (21) via the BPM approach, we take m = 5 and approximate the solution as
Now according to (7) and (9) we have
Eq's (22) and (23) using the collocation nodes (8) gives system of linear algebraic equations depend on the unknown coefficients {c 0 , . . . , c 5 } that can be easily to solve using Maple 15 with Digits= 100. Thus
Therefore, the ∞−norm of the absolute error function for m = 5 is obtained as follows:
Moreover, the approximate solution u 5 (x) can be corrected using our procedure giving in section (5). According to (10) and (11) we have
The above Eqs. for n = 14 using (8) Finally the corrected approximate solution is u 5 (x) + e * 14 (x). The maximum absolute errors for the present method and the Non-Polynomial spline method of order sixteen [5] are shown in Table 1 . From this table it's clear that our results are more accurate. In Figure 1 we plot, Figure 2 shown the numerical results of γ m . It can be easily seen that γ m are less than one. 
Problem 2
or equivalently
with boundary conditions (25) . The exact solution of the variational problem (24) is
By the same manipulations as in the previous example and assuming m = 4, we have The maximum absolute errors for the present method and the B-Spline Collocation Method [4] are shown in Table 2 . Further reconfirms the present results are more accurate. In Figure 5 we plot, Figure 4 shown the numerical results of γ m . It can be easily seen that γ m are less than one. 
Problem 3
We consider the following brachistochrone problem:
subject to the boundary conditions Table 3 shows the maximum absolute errors function for different values of m to display the convergence of the solutions. It is clear that the efficiency of this approach can be dramatically enhanced by increasing m. In Figure 5 we plot, It is clear that the present solution is more accurate than the solution of HPM. Figure 6 shown the numerical results of γ m . It can be easily seen that γ m are less than one. 
Problem 4
subject to the following boundary conditions: 
with boundary conditions (36)- (37) . The exact solution of the variational problem (35) is as follows [15] :
u(x) = sin(x), w(x) = − sin(x).
In Table 4 the maximum absolute errors to the present method for different values of m is compare with maximum absolute errors of the B-Spline collocation method [4] for different values of N. We see that the present method achieves higher accuracy than the B-Spline collocation method. In Figure 7 we compar the exact solutions u(x) and w(x) defined in (40) with the present approximate solutions of u 14 (x) and w 14 (x) on the interval [−5, 5] . Figure 8 shown the numerical results of γ m . It can be easily seen that γ m are less than one. 
Conclusions
In this paper, the BPM technique was applied to obtain an approximate analytical solutions of some problems in calculus of variations. In most cases, BPM provides more realistic series solutions that converge very rapidly, usually only small size operational matrix is required to provide the solution at high accuracy. Some examples of variational problems were solved using BPM to illustrate the efficiency and accuracy of the method.
