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Autonomous Vehicles (AVs) have been long awaited as a disruptive tech-
nology that can drastically change the transportation industry. Commonly
cited benefits over traditional automobiles include enhanced safety, acces-
sibility, and user productivity. Even greater impact is expected through
integrating AVs into Mobility-on-Demand (MoD) services, where signifi-
cantly lower service cost and improved efficiency may motivate a reduction
in private vehicle ownership amongst urban commuters. Despite recent
advances in AV research, autonomous driving in dynamic environments is
still an open challenge which limits the feasibility of widespread deployment
and is the focus of this thesis.
The greatest uncertainty in dynamic environments is the future trajec-
tories of moving obstacles, where predictive planning is the act of formu-
lating a control sequence for the robot to navigate around the predicted
obstacle trajectories. We first open the discussion with a brief history of
AVs and AV planning systems, highlighting key challenges as they relate
to predictive planning, and subsequently outline our unique approaches to
addressing these challenges. Our planning algorithms are shown to be gen-
eralizable as they are implemented on three different classes of vehicles and
demonstrated in challenging scenarios both on-road and off-road. Real-time
predictive planning is achieved, with discussion on how our methods enable
better performance over traditional reactive planners which decouple the
task of path planning from velocity planning.
We propose for moving obstacles to be represented through Time-varying
Obstacle Risk Cost (TORC) regions in a mid-term time horizon cost map
to reflect the uncertainty in their trajectories. Collision checking is then
vii
performed over a space-time configuration space, and our method is com-
pared against simple discrete bounding methods and conservative obstacle
bounding methods. Planning in space-time introduces a higher computa-
tional cost than some simplifying methods of planning in control space or
enlarging moving obstacle bounds and decoupling velocity planning from
path planning, but nevertheless enables more comprehensive future reason-
ing about the obstacle movements.
Knowledge about dynamic constraints on the robot motion model can
be leveraged to ensure better trajectory tracking performance, and also
improve the speed of planning computation. We present a novel method
of reachability guided state sampling and nearest neighbor searching by
leveraging a numerically generated reachable map which approximates the
robot’s reachable state space given differential motion constraints. It is
shown that this approach can improve planner speed, measured by planner
node growth rate, by more than a factor 9 (over standard methods without
reachability guidance) for a car-like robot and thereby enable real-time
replanning in space-time.
A full predictive planning framework is also presented which allows for
iterative replanning in space-time with safety assurances. The planner also
enforces limitations in turning radius, velocity, and acceleration through
each edge connection as the planning tree is built. Prior knowledge is
retained during replanning through a weighted biased sampling between (i)
sampling near the previous solution path, (ii) sampling near the simulated
pure pursuit steering path which leads back to a prior guiding path, and
(iii) sampling from the robot’s reachable space. Passive safety is assured
through a variant on the inevitable collision state avoidance concept.
Keywords : autonomous vehicle, motion planning, dynamic environment
modeling, behavior planning, planning framework design, reachability guid-
ance, collision avoidance, mobility-on-demand
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X State space (metric), aka configuration space
s State, s ∈ X
U Control space
u Control, u ∈ U
Xobst Obstacle occupied space, Xobst ⊂ X
Xfree Obstacle free space, Xfree = X \ Xobst
Xgoal Goal region, Xgoal ⊂ X
Φ Trajectory, an ordered set of coupled states and controls
C(·) Cost function, heuristic to rank trajectories
<n Real vector state space, n-dimensional
T Time state space
SE(n) Special Euclidean state space. Contains n(n + 1)/2 de-
grees of freedom, n of which are attributed to transla-
tional symmetry, and the remaining to rotational sym-
metry. s ∈ SE(2) = [x, y, θ] for planar Cartesian coordi-
nates x and y, orientation θ
S Spatial component of state space
ν Velocity
rn,i Ellipse radius for primary axis n, corresponding to bounds
for obstacle i
an,i Maximum acceleration along primary axis direction n,
corresponding to control model for obstacle i
σn,i Standard deviation for multi-variate Gaussian distribu-
tion along primary axis direction n, corresponding to risk
cost model for obstacle i
wrisk Risk weight parameter
β Sample rejection region parameter
valid(·) State validity checking function. Returns boolean “true”
for valid, “false” for invalid
distNN(·) Nearest neighbor distance function. Returns distance be-
tween a parent state and queried child state
w Weighting parameter, applied in Chapter 4 to balance
objectives of shortest distance and shortest time
xv
V Node graph. In Chapter 4, this refers to the reachable
graph, a set of states meant to span the robot’s reachable
space
U Discrete control set applied to each state for expansion
of the reachable graph
G Maximum number of nodes expected in the reachable
graph
K Number of controls in U , applied to each state for expan-
sion of the reachable graph
tstep Number of time steps for reachable graph propagation
M Reachable map. A multi-dimensional array of booleans
corresponding to the reachability of indexed voxel regions
in the state space as measured from the robot’s base pose
#            »
bounds Vector of space bounding limits for all dimensions of the
reachable map.
#            »
bounds = [
#     »
min, #      »max]
#         »
index Vector indexing location in the reachable map
#     »new A newly created reachable map index, generated through
boundary expansion of reachable map M as it is built
#     »
min Vector of minimum space bounding limits for all dimen-
sions of the reachable map
#      »max Vector of maximum space bounding limits for all dimen-
sions of the reachable map
#   »res Vector of resolution values corresponding to each dimen-
sion of the reachable map
R Vector of indices in the reachable map which are reach-
able
φ Steering angle
L Wheelbase, measured as the distance between front and
rear axles of a car
ρ Turning radius
dubDist(·) Dubins distance function, used for nonholomomic robots
which follow the bicycle model. Calculates distance be-
tween two states in SE(2) as a piecewise combination of
straight line segments and minimum turning radius cir-
cular arcs. Formula for evaluation and proof of shortest
distance guarantee by this method found in [1]
P Set of ordered route plan way points
δgoal,thresh Goal threshold distance. If the distance to the goal is less
than this number, the goal is considered as satisfied
sg Local goal state
xvi
Φi−1 Previous planning iteration’s solution trajectory
Φpp Trajectory which steers back to the route plan according
to a simulated pure pursuit steering function
wg Sampling bias to determine frequency of applying the
goal sampling method during CPG-RRT* SampleFree
(Alg. 5)
wr Sampling bias to determine frequency of applying the
reachability guided sampling method during CPG-RRT*
SampleFree (Alg. 5)
wps Sampling bias to determine frequency of sampling near
the previous solution trajectory during CPG-RRT* Sam-
pleFree (Alg. 5)
wpp Sampling bias to determine frequency of sampling near
the pure pursuit trajectory (simulated) which steers back
towards the rout plan during CPG-RRT* SampleFree
(Alg. 5)
δc Commit duration. Duration of each planning/execution
cycle
O(·) Observation, as an updated cost map with the corre-
sponding time stamp given as the function argument
pii Spatial path corresponding to the i
th planning iteration’s
solution trajectory
dcollision Distance along solution trajectory from the base state up
to the expected collision state
tcollision Time to collision as determined by following along the
solution trajectory from the base state up to the expected
collision state
dcommit Distance along solution trajectory from the base state
up to the expected commit state (anticipated state at
commit time)
dstop Distance required for stopping, determined as dcommit
plus maximum deceleration braking distance
tstop Time required for stopping, determined as δc plus max-
imum deceleration braking time given the expected ve-
locity at commit time ν(δc)
z Factor of safety, used in formulation of dstop and tstop,
where z ≥ 1 to ensure a safe buffer for passive braking
collision avoidance






AMoD Autonomous Mobility-on-Demand, or Autonomy for Mobility-
on-Demand
SDV Self-Driving Vehicle, used synonymously with AV
DARPA Defense Advanced Research Projects Agency
DUC DARPA Urban Challenge (2007)
RNG Road Network Graph
FSM Finite State Machine
RRT Rapidly-exploring Random Tree
CVDP Constant Velocity Deterministic Path
DOB Discrete Obstacle Bounds
BA Bounded Acceleration
TORC Time-varying Obstacle Risk Cost
NN Nearest Neighbor
RG Reachability-Guided
CPG Control Path Guided
ICS Inevitable Collision State
FMS Fleet Management Service
V2V Vehicle-to-Vehicle
M&L Mapping and Localization
OD Obstacle Detection
SVM Support Vector Machine
SLAM Simultaneous Localization and Mapping
OMPL Open Motion Planning Library [2]
ROS Robot Operating System [3]






Autonomous Vehicles (AVs) hold the potential to relieve many growing
concerns in urban transportation, especially if AVs are widely adopted into
Mobility-on-Demand (MoD) services. However, urban environments are
highly dynamic in nature, and AV deployment is limited due to inade-
quacies in planning for operation in high speed and high complexity en-
vironments. This thesis proposes a generalized predictive planning frame-
work to overcome limitations in operating speed and environmental com-
plexity and expand the size of potential Autonomous Mobility-on-Demand
(AMoD) deployment regions. The planning framework achieves this by
enable real-time planning in space-time to avoid predicted trajectories of
moving obstacles, where all methods are left general for flexible integration
onto various vehicle platforms and application to varied high-risk scenarios
in both structured (e.g. on-road) and unstructured (e.g. pedestrian traffic)
areas.
In order to achieve generalized predictive planning, this thesis outlines
methods to address core issues that have previously limited practical appli-
cation of space-time planners: (i) ambiguity in how to represent obstacle
motion uncertainty, (ii) inability to achieve real-time performance with time
included in the state space, (iii) limited applicability to specific robot con-
trol models or specific environment types, and (iv) lack of safety assurances
1
Chapter 1. Introduction
and other implementation issues regarding real-world demonstration of si-
multaneous spatial path and velocity planning. Our approaches are shown
to address all of these aforementioned issues, with real-time demonstra-
tions showing positive emergent behavior of the AVs in various high-risk
scenarios.
Planning in space-time enables a more holistic representation of moving
obstacles for improved collision avoidance, which is critical when nearby ob-
stacles move quickly and clearances are low (from narrow operating spaces
or crowds). However, space-time planning is generally avoided in practice
due to the high complexity of the problem. Even relatively basic motion
planning problem formulations in static environments have been shown
to be highly complex [4], but recently introduced asymptotically optimal
sampling-based planners such as RRT* (optimal Rapidly-exploring Ran-
dom Tree) [5] have been shown to be effective in many real-time appli-
cations [6] and are growing in popularity. Despite these advances, most
state-of-the-art planning methods still plan under simplifying assumptions
to treat all environments as static, generating the spatial path and velocity
profile along the path in a decoupled two-stage approach for reduced com-
putational burden [7]. The decoupled approach to spatial path and velocity
planning, while popular in practice, can lead to inefficient solution paths or
failure to find a solution when better solutions are found by the integrated
space-time planning approach. Others have suggested planning in control
space directly [8], however the greatest safety assurances are still shown
to be achieved through collision checking in space-time [9]. Due to the
computational complexity of the problem, the scarce few demonstrations
of real-time planning in space-time have been limited in scope to simple
control models and/or low-speed environments [10, 11].
This thesis builds off of several popular ideas in related literature, but
adds unique contributions to address each of the aforementioned core is-
2
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sues for planning in space-time. We suggest a novel collision avoidance
scheme through Time-varying Obstacle Risk Cost (TORC) representations
of obstacles in a mid-term time horizon cost map (Chapter 3), where this
approach is shown to have better mechanisms for influencing plans based
on obstacle prediction uncertainties and enable longer solution validity du-
rations than Discrete Obstacle Bounding (DOB) methods, such as those
applied in [12, 13]. While other works have addressed uncertainty handling
mechanisms in the motion planner to address perception sensor accuracy,
localization accuracy, environment changes, and control policy execution
[14–21], motion uncertainty in obstacle trajectory predictions is perhaps the
greatest source of uncertainty in most dynamic environments, and had pre-
viously received less research attention. Planning speed improvements have
been suggested through analytical approached to Reachability-Guidance
(RG) in many related works [22–25], but these have all been limited in ap-
plication to robots with linear dynamics, whereas in Chapter 4 we suggest a
novel numerically derived approach to RG which is more generally applied
to systems with non-linear dynamics as well (with planner speed improved
by a factor greater than 9 for the car-like model tested). In Chapter 5, we
address the issue of data retention in replanning, where our newly proposed
CPG-RRT* (Control and Path Guided Rapidly-exploring Random Tree*)
algorithm biases sampling to towards previous solutions, as in ERRT [26],
but additionally biases towards a simulated control trajectory leading to a
predefined route plan path (where we are the first known to propose such
a sample biasing). Our planning framework also provides safety assur-
ances through our novel variant on the ICSb (braking Inevitable Collision
State) avoidance concept presented in [27], where our method results in
less abrupt braking maneuvers for safety overrides. Chapter 6 presents
a flexible retrofitting approach to enable autonomous capabilities on var-
ied vehicle classes, where other research efforts have generally focused on
3
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vehicle model specific conversion.
As a result of the research efforts presented in this thesis, generalized
predictive planning is achieved in real-time in varied environments onboard
varied vehicle platforms (AV scooter, buggy, and road car). Positive emer-
gent behaviors in high risk scenarios are demonstrated for both pedes-
trian and on-road environments, with robot operating speeds of up to 4.62
m/s shown in experiment. Specifically, our common planning framework
is shown to enable navigation through a crowded pedestrian environment,
T-junction navigation, defensive driving, and overtaking without any case-
specific design elements. Through application of this generalized predictive
planning framework, AV capabilities are expanded to handle greater oper-
ating speeds and environmental complexity, thus broader deployment areas
for AMoD are feasible.
1.2 Background
1.2.1 Autonomous Vehicles
Autonomous Vehicles (AVs) are widely anticipated to alleviate road conges-
tion through higher throughput, improve road safety by eliminating human
error, and free drivers from the burden of driving, allowing greater produc-
tivity and/or time for rest, along with myriad other foreseen benefits. The
past three decades have seen steadily increasing research efforts in devel-
oping self-driving vehicle technology, in part fueled by advances in sensing
and computing technologies which have resulted in reduced size and price of
necessary hardware. Furthermore, the perceived societal benefits continue
to grow in scale along with the rapid global increase of vehicle ownership.
As of 2010, the number of vehicles in use in the world was estimated to
be 1.015 billion [28], while the world population was estimated to be 6.916
billion [29]. This translates to one vehicle for every seven persons. The
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societal cost of traffic crashes in the United States was approximately 300
billion USD in 2009 [30]. The financial cost of congestion is continually
increasing each year, with the cost estimate for United States reaching as
high as 160 billion USD in 2014 [31]. The associated health cost of con-
gestion in United States was estimated to be over 20 billion USD in 2010
from premature deaths resulting from pollution inhalation [32]. While it
is uncertain just how much these ongoing costs can be reduced through
autonomous vehicle deployment, attempting to curtail the massive scale of
these numbers serves as great motivation for the research.
A future with self-driving cars was first envisioned as early as 1918
[33], with the idea even broadcasted over television as early as 1958 [34].
By 1988, Carnegie Mellon’s NAVLAB vehicle was being demonstrated to
perform lane-following using camera images [35]. Development was acceler-
ated when several research teams later developed more advanced driverless
vehicles to traverse desert terrain in the 2004 and 2005 DARPA Grand
Challenges [36], and then urban roads in the 2007 DARPA Urban Chal-
lenge (DUC) [37]. Research has since continued at a fast pace in academic
settings, but furthermore is now receiving considerable attention in indus-
try as well, with large corporations such as Google [38], Tesla [39], and
Uber [40, 41] starting to market autonomous functions in their vehicles.
For on-road driving, basic autonomous functions such as lane following
algorithms [42] and adaptive speed control [43] are now relatively well es-
tablished, though driving maneuvers which involve interaction with other
agents, such as merging with moving traffic or taking defensive driving
action, are still open challenges.
A taxonomy has been established by the Society of Automotive Engi-
neers to describe the extent to which a vehicle’s driving tasks have been
automated [44]. The SAE J3016 standard describes levels of automation
ranging from 0-5, where level 0 indicates no automation, levels 1 and 2
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indicate driving assistance (human always in control), and level 3 indicates
conditional automation with the human expected to be ready for immedi-
ate intervention as a fallback. Level 4 indicates high driving automation
where the vehicle is capable to safely control the vehicle without interven-
tion in limited scenarios, and level 5 indicates full automation which is
not conditional to specific scenarios and can handle all situations that a
human driver is capable of (including adverse weather and no geographic
restrictions).
The core competencies required of a self-driving vehicle can be broadly
categorized into the domains of Perception, Planning, and Control. Percep-
tion refers to the ability to interpret sensor data and extract useful informa-
tion and situational context from the surrounding environment. Planning
is the process of choosing appropriate actions to meet some target behav-
ior. Control refers to the system design which enables execution of the
planned actions. An inadequacy in any of these areas will severely limit
the vehicle’s function, and possibly give rise to dangerous scenarios.
Ongoing development in AV research aims to extend the vehicle capabil-
ities towards greater competency at higher operating speeds and in higher
environment complexity. Current level 4 autonomous systems are limited
in both aspects, where urban driving demands both relatively high speed of
operation and high environmental complexity (Fig. 1.1). This is generally
due to limitations in areas of perception and planning, where this thesis
will focus on addressing several critical issues related to planning methods
in an attempt push AV capabilities towards greater speed and complexity.
1.2.2 Autonomy for Mobility-on-Demand
Driverless cars have long been awaited as a major leap in the advance-
ment of the automobile. A driverless car could have several distinct ad-















Figure 1.1: Complexity and operating velocity for various driving scenarios
faster response), accessibility (disabled, elderly, and children may ride),
convenience, etc. However the true potential lies not in enhancing the ca-
pabilities of individual private vehicles, but in the development of a fleet of
self-driving vehicles to provide Autonomous Mobility-on-Demand (AMoD)
services throughout urban environments [45, 46]. Traditional car sharing
schemes are plagued by the cost of rebalancing, which demands high man-
power costs for drivers to move empty vehicles from areas of low demand
to areas of high demand. Through vehicle autonomy, manpower cost could
be greatly reduced, in turn reducing the service expense for customers. In-
telligent rebalancing algorithms can be applied to predict service demand
and reduce waiting times, and without drivers, there would be fewer service
disruptions from shift changes, etc. Information sharing of traffic density
across the fleet could help alleviate congestion. Electric vehicle technologies
also provide easier integration of autonomous technologies while further re-
ducing environmental impact, with future potential for increased operating
time without human involvement through concepts such as wireless charg-
ing. Vehicle autonomy can be effectively integrated with concepts of car
sharing and electric vehicles to realize greater benefits for society:
• Higher throughput (platooning, lane size reduction, etc.)
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• Better vehicle utilization, resulting in reduced number of vehicles
• Less congestion (networked route selections based on current traffic)
• Decreased travel times
• Better accessibility (for disabled, elderly, or otherwise impaired)
• Increased productivity (when not driving, can engage in other activ-
ity)
• Increased safety (faster reaction, no human error)
• Lower environmental impact
• Reclaim parking real estate
• Complement mass transit
• Higher travel flexibility and convenience
• Lower costs
Perhaps the most noteworthy benefit is that AMoD could be a dis-
ruptive technology, causing the public to move away from personal vehicle
ownership and think of the automobile and public transportation in en-
tirely new ways. Incentivized by the many listed benefits, the popularity
of AMoD services could result in reduced private vehicle ownership, sup-
porting Singapore’s drive towards a car-lite society [47]. In fact, a study
based on 2011 population and traffic data in Singapore indicated that the
number of vehicles necessary to serve the entire city population could be
theoretically reduced by as much as 69% if private vehicle ownership were
eliminated and only AMoD vehicles were used to serve transportation needs
[48] (reduction from 956,704 cars to 300,000 cars to meet peak waiting time
< 15-20 min). Similar numbers may be expected in other densely popu-
lated urban areas, as privately owned vehicles are only utilized approxi-
mately 10% of the time on average [49]. Considering that the other 90%
or cars would then be parked, reduction of private vehicle ownership has
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great potential to relieve the demand for parking real estate, freeing these
high-demand urban real estate areas for other functions. Also, since the
usage is so much less frequent for private vehicles versus MoD vehicles, in-
creasing the reliance on MoD would further result in faster turnover rates
of vehicles, thereby putting newer cars on the road at faster rates. Since
newer cars generally have better emissions reduction technologies, this can
help to improve city air quality, though the scale of this benefit has not
yet been investigated. The challenges of urban planning under limited real
estate and maintaining good air quality are not isolated to Singapore, but
rather are common challenges for cities globally.
Figure 1.2: SMART’s three classes of self-driving vehicles. Personal mobility
scooter (top left), golf car (top right), road car (bottom center).
The Singapore-MIT Alliance for Research and Technology (SMART)
has been investigating this concept of Autonomy for Mobility-on-Demand
since the foundation of the Future Urban Mobility interdisciplinary re-
search group in 2010 [45, 46]. Recognizing the many benefits listed above,
the team has developed a fleet of autonomous vehicles in Singapore to
demonstrate AMoD proof of concept trial experiments. The team first
developed self-driving golf cars, with a deployment of two vehicles in a
9
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six day public trial at Singapore’s Jurong Lake Gardens in October 2014
[50, 51], Singapore’s first ever public deployment of self-driving passen-
ger vehicles (video: https://youtu.be/aSm027Rzj9E). Since September
2015, Singapore’s Land Transport Authority has authorized SMART’s self-
driving road car to be piloted on public roads alongside human traffic
[52] (videos: https://youtu.be/l1iYoBkCzAI and https://youtu.be/
bIGcG4K2ckc). The latest SMART vehicle is a self-driving personal mo-
bility scooter, which was first demonstrated in a public trial for the Mas-
sachusetts Institute of Technology’s 2016 Open House [53] (video: https:
//youtu.be/_6otshNzqqo). While each of these classes of vehicle would be
suitable for independent AMoD services, further benefits arise from provid-
ing a multi-class AMoD service [54, 55]; each vehicle class has advantages
for different environments, but when used together in a combined service,
the operating area can be expanded to enable true point-to-point mobility.
The three classes of SMART vehicles can be seen in Figure 1.2.
1.2.3 Planning Systems
Planning is the process of choosing appropriate actions to meet some target
behavior. Typically in the realm of mobile robotics, this means choosing
control actions which bring the robot from a start state to a goal location
while avoiding collision with obstacles and optionally meeting some op-
timization objective. Planning is commonly further subdivided into three
hierarchical levels - mission planning, behavioral planning, and motion plan-
ning (Figure 1.3), an organizational structure inherited from top partici-
pants in the 2007 DARPA Urban Challenge [37]. The Mission Planner
considers high level objectives, such as assignment of pickup/dropoff tasks
and which roads should be taken to achieve the tasks. The Behavioral
Planner makes ad hoc decisions to properly interact with other agents and
follow rules restrictions, and thereby generates local objectives, e.g., change
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lanes, overtake, or proceed through an intersection. The Motion Planner
generates finer resolution paths and/or sets of control actions to achieve lo-
cal objectives, with the most typical objective being to reach a goal region
while avoiding obstacle collision.
Figure 1.3: Typical three level planning hierarchy is shown. The Mission Planner
(top left) chooses the best route over road network. The Behavioral Planner
chooses local goals, possibly designating lane choices. The Motion Planner solves
for a fine resolution trajectory to execute. Images modified from [56]
One of the most frequently cited challenge for autonomous vehicles is
planning under uncertainty. Uncertainties arise from perception sensor
accuracy, localization accuracy, environment changes, and control policy
execution [14–21]. In dynamic environments, the largest source of uncer-
tainty generally lies in the estimation of obstacles’ movements. Operating
regions for Mobility-on-Demand (MoD) services can be highly dynamic in
nature with narrow drivable regions and dire consequences for navigational
errors (collisions can be fatal). Urban road infrastructure is designed to
purposefully place moving cars in close proximity to each other in order
to reduce land usage, which leaves narrow margins for navigational error.
Popular destinations for MoD passenger transportation services also tend
to attract large crowds, further exacerbating the issue both on-road and
off-road (e.g. pedestrian areas).
Dynamic environments inherently evolve over time and thus require for
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planners to perform collision checking over a space-time domain. When
considering paths over a space-time domain, the robot’s planned spatial
path is inherently linked to a velocity profile. We refer to planning in a
space-time configuration space as “predictive planning,” since planning in
space-time is thus planning around predicted obstacle trajectories. This
is contrasted against the simpler case of planning in static environments,
where planning can be adequately performed in a spatial domain configu-
ration space without an appended time dimension, and path plans and cor-
responding velocity profiles may be solved in a decomposed two-stage man-
ner for ease of computation. While many simplification strategies to reduce
dynamic environment planning problems to static environment equivalent
representations (avoiding the additional time dimension in the planning
space, e.g. time window method [37], or velocity obstacles method [57]),
these assumptions can lead to inefficient solution path selection or failure
to find a solution due to the decomposition of path and velocity planning
or overly conservative expansion of obstacle boundaries. These simplifying
assumptions commonly fail in practice over short time durations, and al-
though each iteration of planning problem is made less complex, the robot
must react quickly to changes and replan more frequently, thus we refer to
these traditional methods as “reactive planning.”
Predictive planning has rarely been demonstrated onboard real world
robotic platforms since many new challenges arise to achieve real-time pre-
dictive planning versus reactive planning. The underlying challenges will
be discussed at length in the body of this thesis. Even though obstacle
trajectories can be more fully represented in space-time, representing the
uncertainty in their predicted trajectories is still an open problem, and
will be discussed further in Chapter 3. Planning in the higher dimensional
space-time versus spatial only configuration space is also a higher compu-
tational burden, but through leveraging prior knowledge about the robots
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motion model, planning can be performed is a reachable subset of the space,
significantly boosting planning tree growth rate and thereby enabling real-
time performance, as discussed in Chapter 4. Incremental planning and
replanning are also necessary to overcome limited sensor range and view
obstruction, as well account for updates in predictions of obstacle trajec-
tories, discussed further in Chapter 5. And of course, these methods must
be integrated onboard a vehicle platform outfitted with fully autonomous
driving capabilities (discussed in Chapter 5 and Chapter 6). These enabling
methods outlined will be validated with several experiments onboard var-
ied vehicle platforms operating in varied operating environments to show
the generality of the methods and demonstrate the benefits of predictive
planning versus reactive planning in Chapter 7.
1.3 Scope of the Thesis
This thesis focuses on autonomous vehicle research topics relevant to real-
time implementation of predictive planning and navigation in dynamic en-
vironments, with emphasis on trajectory planning and interfacing to per-
ception and control subfunctions. The methods are generalized for on-
road and off-road operation, and for implementation across varied vehicle
platforms in order to be viable for scalability in a multi-class mobility-
on-demand context. A predictive planning framework is proposed, focus-
ing primarily on motion planning subfunctions, interfacing with obstacle
detection perception modules, interfacing with control modules, and iter-
ative replanning safety assurances. Experimental validation onboard the
three vehicle classes demonstrates satisfactory real-time performance and
flexibility of the approach with benefits over traditional reactive planning
methods.
Various methods of representing moving obstacles and performing col-
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lision checking are discussed, with the proposed method accounting for
uncertainty in predicted obstacle trajectories through a Time-varying Ob-
stacle Risk Cost (TORC) in space-time corresponding to assumed obstacle
dynamic limitations. This more holistic formulation of obstacle occupied
space allows for best possible trajectories to be generated even in high risk
situations.
Robot dynamic constraints are incorporated into motion planning through
modified state-sampling, nearest neighbor searching, and edge connecting
subfunctions for speed improvements and/or better trajectory tracking per-
formance. This work presents a novel method of reachability guidance to
significantly improve planner speed through state sampling and nearest
neighbor searching function alterations. Although the experimental val-
idation is only shown for vehicles which follow bicycle model dynamics,
the core concepts are extendable to other robot dynamical models, as the
formulations are left general. It is also shown how minimum jerk profiles
can be drawn as edge connections between sampled states in space-time
configuration space, with enforcement of bounds on velocity, acceleration,
and turning radius.
Incremental planning and replanning topics are also reviewed, with fo-
cus points in retention of knowledge between planning iterations and safety
assurances given short-term evolution of dynamic environments. Retention
of knowledge is achieved through biased sampling to leverage previous iter-
ation solutions as weighted against predefined path steering methods and
reachable spaces according to the vehicle control model. Safety checking
is achieved through an adaptation of the Inevitable Collision State (ICS)
avoidance approach.
Each of these aspects is then incorporated into a full predictive planning
framework, with details on integration with perception and control mod-
ules. Details are also provided on the conversion of the three experimental
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vehicle platforms, with discussion focusing on how the systems integration
is left flexible to adapt to multiple classes of vehicles. It is shown through
a proof-of-concept demonstration how a multi-class fleet can expand the
operation area of MoD services. Finally, it is shown how the predictive
planning methods can be flexibly applied to a variety of high risk situa-
tions in uncontrolled pedestrian and vehicular traffic, with discussion on
performance befits of predictive planning over traditional reactive planning
methods.
1.4 Contributions
This thesis formulates a generalized planning framework which enables real-
time predictive planning in dynamic environments, such that robust mov-
ing obstacle avoidance can be achieved without specially tailoring decision
making structures to handle specific situations. The primary contributions
can be summarized as follows:
• A unique Time-variable Obstacle Risk Cost (TORC) repre-
sentation of obstacles is applied in a space-time configuration space
to represent motion uncertainty in moving obstacle trajectories based
on assumed dynamic constraints of the detected obstacle (which cor-
responds to an obstacle type classification). The proposed obstacle
representation method is shown to provide a good compromise be-
tween simple naive deterministic path assumptions and conservative
discrete obstacle bounding assumptions to provide guidance from the
planner even in high risk scenarios. Through improved incorporation
of uncertainty in the obstacle representation formulation, resultant
planning solutions maintain relevance over longer planning durations,
reducing the need for fast iterations of replanning (Chapter 3).
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• A novel approach to numerical Reachability Guidance (RG)
for sampling-based motion planning is proposed as a planner
speed improvement strategy, whereby (i) a numerically solved dis-
cretized representation of a reachable map is generated oﬄine, and
(ii) the reachable map is then applied as a prior to guide state sam-
pling and nearest neighbor (NN) searching in online planning with
replanning. RG sampling and NN searching is shown to significantly
improve planning speed, as measured by tree growth rate, when ap-
plied to two example cases of (i) predictive planning for a holonomic
robot given a maximum speed constraint where the reachable set is
solved for analytically and (ii) predictive planning for a car-like non-
holonomic robot subject to a maximum speed constraint and min-
imum turning radius where the reachable set is solved numerically.
The method is generalizable to many dynamic models, and is par-
ticularly useful for systems for which analytical solutions cannot be
easily achieved, such as robots with non-linear dynamics (Chapter 4).
• A predictive planning framework to allow real time replan-
ning over space-time, which is generalized for structured and un-
structured environments, with no reliance on complex decision mak-
ing structures in the behavior planning level. The probabilistic nature
of the motion planner allows for general application in both structured
and unstructured environments, while accounting for uncertainties in
predicted obstacle trajectories (Chapter 5).
• A new trajectory planning algorithm, Control and Path Guided
Rapidly-exploring Random Tree* (CPG-RRT*) is proposed to
generate coupled spatial paths and velocity profiles, which forms min-
imum jerk edge connecting trajectories between states which obey
dynamic constraints of minimum turning radius, bounded velocity,
and bounded acceleration. Prior knowledge is retained during re-
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planning through a weighted biased sampling between (i) sampling
near the previous solution path, (ii) sampling near the simulated pure
pursuit steering path which leads back to a prior guiding path, and
(iii) sampling from the robot’s reachable space (Chapter 5).
• Passive safety assurances for space-time trajectory planning
are provided through a new variant of the braking Inevitable Collision
States (ICSb) avoidance concept (Chapter 5). Our variant results in
less abrupt braking maneuvers than the original ICSb for improved
user comfort, by checking for sufficient braking distance and braking
time conditions along a stochastically chosen solution trajectory as
measured from a commit state and adjusting velocity by a minimum
deceleration required to achieve passive safety.
• A common systems integration approach to retrofit a multi-
class MoD vehicle fleet with self-driving capabilities is pre-
sented, which maintains (i) a common core sensor suite (ii) a common
software architecture with only small differences in actuator and sen-
sor interfacing low-level software modules, and (iii) common mech-
anisms for safety overrides. These factors allow for flexible AMoD
fleet expansion which is not restricted to particular vehicle models
or even vehicle classes. A proof of concept of the AMoD system is
demonstrated through basic autonomous driving validation experi-
ments with three classes of vehicles: a personal mobility scooter, golf
car, and road car. Benefits and disadvantages of each class as it re-
lates to the proposed AMoD service are discussed through comparison
of their respective performance metrics, where utilizing all classes in
a combined service can expand the operating area of the MoD fleet
for true point-to-point mobility service (Chapter 6).
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• Experimental validation of the predictive planning framework is demon-
strated onboard all three mentioned classes of vehicles to navigate
through uncontrolled pedestrian and vehicular traffic through real-
time iterative replanning. Scenarios are chosen to demonstrate im-
proved behavior effects as compared against traditional reactive plan-
ners in challenging, high risk situations without tailoring specialized
behavior level decision making structures. The methods are shown to
be general with respect to (i) vehicle platform, (ii) operating environ-
ment, structured on road or unstructured offroad, (iii) and behavior
of outside agents - aggressive or accommodating (Chapter 7).
1.5 Thesis Outline
In summary, this thesis focuses on the problem of trajectory planning in the
presence of moving obstacles. After this introductory chapter, the rest of
the thesis is organized as follows. A review of related literature is provided
in Chapter 2, starting with a general overview of autonomous vehicle plan-
ning systems and motion planning, then more specific aspects of the plan-
ning problem, including planning dynamic environments, planning subject
to differential control constraints, and incremental planning/replanning,
followed by a review of deployment platforms intended for autonomous
mobility-on-demand. Chapter 3 compares various means of representing
moving obstacles for collision avoidance, with a newly proposed method
advised where obstacles are represented in space-time by time-varying ob-
stacle risk cost regions to reflect the uncertainty in predicted obstacle tra-
jectories, thereby enabling longer solution validity durations. Chapter 4
proposes a novel means of incorporating reachability guidance into state
sampling and nearest neighbor searching to increase planning tree growth
rate while accounting for robot dynamic constraints, enabling real-time per-
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formance for space-time planning. A full predictive planning framework is
presented in Chapter 5, which builds upon methods from the earlier chap-
ters to furthermore address incorporation of a more comprehensive set of
dynamic constraints while drawing planner edge connections, incremental
replanning functions, and safety assurances. Chapter 6 discusses the sys-
tems integration approach which allows for self-driving function over the
various experimental platforms used in this work, with both software and
hardware aspects reviewed for retrofitting a personal mobility scooter, golf
car, and road car. The predictive planning framework presented in Chap-
ter 5 is then implemented onboard the three vehicles described in Chapter
6, with validating test results presented in Chapter 7 to demonstrate the
benefits of these methods in practice over traditional reactive planners and
decomposed path planning and speed profile solving, as well as their flex-
ible application to varied vehicle types and environment types. Chapter 8
concludes the thesis and suggests directions for future works. Supplemen-
tary materials can be found in the appendices, including a the author’s






2.1 Autonomous Vehicle Planning Systems
As planning system design has evolved over the years, self-driving vehicles
have begun to shift from level 3 autonomy to level 4 autonomy. Early-stage
self-driving vehicles (SDVs) were only semi-autonomous in nature, since
their designed functionality was typically limited to performing lane fol-
lowing, adaptive cruise control, and few other basic functions [58]. Broader
capabilities were notably demonstrated in the 2007 DARPA Urban Chal-
lenge (DUC) [59], where it was shown that a more comprehensive planning
framework could enable a SDV to handle a wide range of urban driving sce-
narios. Performance of the SDVs was still far from matching the quality of
human drivers and only six of the 35 competition entrants were able to com-
plete the final event (Figure 2.1), but nevertheless, this milestone demon-
strated the feasibility of self-driving in an urban environment [37, 60–64]
and revealed important research challenges residing in autonomous driving
[65].
Boss, the winning entry of the DUC, Junior, the second place entry,
and Odin, the third place entry, along with many others, employed similar
three level hierarchical planning frameworks with a mission planner, be-
havioral planner, and motion planner. While the fourth place entry Talos
reportedly used a two level planner with a navigator and a motion plan-
ner, the navigator essentially performed the functions of both the mission
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Figure 2.1: Vehicles which finished the DUC final event, in completion order from
top left: Boss [37], Junior [60], Odin [61], Talos [62], Little Ben [63], and Skynet
[64]
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planner and behavioral planner [66]. The mission planner (or route plan-
ner) considers high level objectives, such as assignment of pickup/dropoff
tasks and which roads should be taken to achieve the tasks. The behavioral
planner (or decision maker) makes ad hoc decisions to properly interact
with other agents and follow rules restrictions, and thereby generates local
objectives, e.g., change lanes, overtake, or proceed through an intersection.
The motion planner (or local planner) generates appropriate paths and/or
sets of actions to achieve local objectives, with the most typical objective
being to reach a goal region while avoiding obstacle collision. Many recent
works since the DUC continue to inherit the same three level hierarchical
structure as described here, though the partitioning of the layers are some-
what blurred with variations of the scheme occurring in literature. Most of
the emphasis of this work will be in motion planning. Much of the material
presented in this chapter is also published in our paper [67].
2.1.1 Mission Planning
Mission planning is generally performed through graph search over a di-
rected graph network which reflects road/path network connectivity. In
the DUC, a Route Network Definition File (RNDF) was provided as prior
information [68]. The RNDF represented traversable road segments by a
graph of nodes and edges, and further included information such as stop
sign locations, lane widths, and parking spot locations (Figure 2.2). The
RNDF was generated manually by the competition organizers, however on-
going research targets to generate richer network representations stored in
a Road Network Graph (RNG) through automated processes, via sensing
the infrastructure (i.e. road boundaries) directly [69], or even by inference
from vehicle motions [70]. Regardless of whether the RNG is generated
through manual annotation or through an automated method, the route
searching problem is formulated by assigning edge weights corresponding
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Figure 2.2: Road Network Definition File (RNDF) example [Source [68]]. Stop
sign intersection of Segment 2 and Segment 1. Red dots are exit waypoints, blue
dots are entry waypoints, and green dots are other waypoints.
to the cost of traversing a road segment (commonly distance) and applying
graph search algorithms. Classical algorithms such as Dijkstra’s [71] or
A* [72] can be effective for smaller neighborhoods, however more advanced
methods exist to improve efficiency over large networks [73].
2.1.2 Behavioral Planning
The behavioral planner is responsible for decision making to ensure the
vehicle follows any stipulated road rules and interacts with other agents
in a conventional, safe manner while making incremental progress along
the mission planner’s prescribed route. This may be realized through a
combination of local goal setting, virtual obstacle placement, adjustment
of drivable region bounds, and/or regional heuristic cost adjustment. Deci-
sions were made onboard most DUC vehicles through Finite State Machines
(FSMs) of varying complexity to dictate actions in response to specific per-
ceived driving contexts [60, 61, 63, 74, 75]. The terms precedence observer
and clearance observer were coined to categorize functions which checked
certain logical conditions required for state transitions, where precedence
observers were to check whether the rules pertaining to the vehicle’s cur-
rent location would allow for it to progress, and clearance observers would
check “time-to-collision” - the shortest time by which a detected obstacle
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would enter a designated region of interest - to ensure safe clearance to
other traffic participants. For example, when approaching a stop sign, the
SDV would have to both ensure precedence by coming to a full stop at the
stop line and wait for any other stationary vehicles at the intersection with
priority to move off, and ensure clearance by measuring time-to-collision
along its intended path (where oncoming traffic may not have to stop at
the intersection).
Finite state machines of this nature are limited in that they are manu-
ally designed for a set number of specific situations. The vehicle may then
perform unexpectedly in a situation that was not explicitly accounted for
in the FSM structure, perhaps finding itself in a livelock, or even a deadlock
state if there aren’t sufficient deadlock protections. Recent research works
have sought to improve organization in large decision making structures
to thus manage larger rules sets [76–78]. Other works have sought prov-
able assurances in the decision making structure to guarantee adherence
to rules sets [79]. In [80] and [81], road rules enforcement was checked us-
ing Linear-Temporal Logic (LTL) considerations, with successful real-world
overtaking experiments [81].
2.1.3 Motion Planning
The motion planner is responsible for choosing a set of control actions to
meet local objectives, typically reaching a local goal while avoiding obstacle
collision. Formally, let the robot’s state space be defined as X , and control
space as U , with state transition function f such that the relationship
st+1 = f(st, ut) is known for state st ∈ X , state st+1 ∈ X , and control
ut ∈ U , meaning that control ut applied to state st at time instance t
causes the robot to transition to state st+1 at time instance t+ 1. Let the
state space be further partitioned into obstacle occupied space Xobst and
obstacle free space Xfree, Xfree = X \ Xobst. The motion planning problem
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is then to find a solution trajectory Φ, given as an ordered set of states and
coupled controls to bring the robot from initial state sinit to a goal state in
goal region Xgoal ⊂ X while remaining outside of obstacle occupied space:
Φ = {(s0, u0), ..., (sT , uT )}, s0 = sinit, sT ∈ Xgoal, st /∈ Xobst∀t ∈ {0, 1, ..., T}.
Where multiple possible solution trajectories exist, a best solution is chosen
according to cost heuristic function C(Φ). Here, we review how motion
planner design impacts the larger overall planning and decisions making
structure, where more details on noteworthy relevant advances specific to
the field of motion planning are discussed in subsequent Section 2.2.
Cognizance of the competencies and limitations inherent to the chosen
motion planner(s) often impacts the design the planning system at higher
levels. Comprehensive planning systems may contain more than one path
planner, each based on different algorithms which excel in specialized sce-
narios, where the behavioral planner would designate when each path plan-
ner should be applied. For example, in the DUC, Boss had different path
planning algorithms to apply for “lane” environments vs “zone” environ-
ments (no lane information, e.g. parking areas), where a path search tree
was either extracted from the detected lane structure, or otherwise a con-
trol lattice graph was searched when no lanes were present [82]. However,
some path planners can be designed for general applicability to varied en-
vironments, where Talos, MIT’s entry to the DUC, used a state-sampling
based path planner which was applied in both lane and zone areas [62].
Often the term “path planner” is used almost interchangeably with
“motion planner,” as it is common to decouple the process of finding a
spatial path and planning the velocity along the chosen solution path [6,
7] for reduced computational burden. We further distinguish “trajectory
planners” as motion planners which have an integrated approach to solving
for a coupled path and velocity profile concurrently. Trajectory planning
can avoid some inefficiencies that arise from decoupled path planning and
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velocity planning, sometimes finding solutions which are not apparent in
the decoupled approach [10, 22, 23, 25, 83].
2.1.4 Discussion
Many of the DUC teams relied on FSMs at the behavioral planner lever
to navigate through intersections and other on-road scenarios. Larger rule
sets could likely call for larger state machines when applying these meth-
ods, but this introduces risk due to potential human oversight in the higher
complexity FSM design. That being said, the developers of Odin applied a
complex “nested” FSM structure and were relatively successful [61]. How-
ever, it is worth noting that another team to compete in the DUC final
event, Team AnnieWAY, also used a nested FSM decision making frame-
work detailed in [75], and were eliminated during mission one when their
vehicle froze at the entrance to a traffic circle. It may be argued that sim-
pler structures are easier to trace and understand, thus running less risk.
By adding more flexibility into the motion planning level, the motion plan-
ner may be applied to a greater range of scenarios without necessitating a
triggered algorithm swap mechanism built into the behavioral planner.
A general overview of lessons learned and foreseen challenges for au-
tonomous vehicles after the DUC was given from a joint work between
several university teams in [65]. Several case studies are discussed (some
with references for further detail), where several of the unsafe behavior in-
cidents were a result of “escalation” or “failsafe” planning (as termed by
Cornell and MIT respectively), which was essentially the relaxation of con-
straints imposed by the planner in the event that the vehicle was “stuck”
for too long. For example, a collision occurred between Talos and Skynet
when Talos tried to overtake Skynet, who was stuck at the time, thereby
triggering one of Skynet’s escalation planners. Talos was executing a plan
assuming that Skynet would remain stationary, but both vehicles moved
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forward and collided. If the vehicles had understood each other’s intentions,
or if their planners had been more flexible to prevent the stuck condition
in the first place, the incident might have been prevented.
One of the aims of this thesis is to propose a planning framework with
is generalizable to a wide range of situations. This is more easily achieved
if the motion planner itself is designed for general applicability such that
there is less specialized tailoring of decision making mechanisms in the
behavioral planning level. We focus most attention to state-sampling plan-
ners, since many planners of this type have the desirable characteristic of
probabilistic completeness without reliance on extraction of environmental
infrastructural information for building a path search graph. Furthermore,
we recognize significant benefits in trajectory planning versus decoupled
path and velocity planning, especially in the presence of moving obsta-
cles, and thus this work will discuss several planner speed improvement
strategies to enable real-time trajectory planning (reachability guidance in
Chapter 4, and biased sampling in Chapter 5).
2.2 Motion Planning
Motion planning is a very broad field of research, applied to mobile robots
and manipulating arms for a wide variety of applications ranging from man-
ufacturing, medical, emergency response, security/surveillance, agriculture
and transportation. In the context of mobile robotics, motion planning
refers to the process of deciding on a sequence of actions to reach a specified
goal, typically while avoiding collisions with obstacles. Motion planners are
commonly compared and evaluated based on their computational efficiency
and completeness. Computational efficiency refers to the process run time
and how this scales based on the dimensionality of the configuration space.
The algorithm is considered complete if it terminates in finite time, always
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returns a solution when one exists, and indicates that no solution exists
otherwise [84].
The motion planning problem has been proven to exhibit great compu-
tational complexity, especially in high dimensions. For example, the well
known piano mover’s planning problem has been shown to be PSPACE-
hard1 [85]. Furthermore, to guarantee completeness may demand an ex-
haustive search of all possible paths, which leaves many approaches stuck
with the “curse of dimensionality” in high dimensional configuration spaces;
it is increasingly more difficult to represent all obstacle occupied spaces and
check for obstacle free points as the dimension of the search space increases.
A core idea behind motion planning is then to overcome this challenge by
transforming the continuous space model into a discrete model [86]. Two
general categories of approaches to this transformation exist: 1) combinato-
rial planning, which builds a discrete representation that exactly represents
the original problem and 2) sampling-based planning which utilizes a col-
lision checking module to conduct discrete searching over samples drawn
from the configuration space [86].
2.2.1 Combinatorial Planning
Combinatorial planners aim to find a complete solution by building a dis-
crete representation which exactly represents the original problem, but
which is characterized by convenient properties for special case solvers.
For example, geometric solutions may efficiently be generated in low di-
mensional spaces with discrete convex obstacle spaces by constructing visi-
bility graphs (shortest path solution), Voronoi-diagrams (highest clearance
1A problem is said to belong to PSPACE complexity class if it can be solved by
a deterministic Turing machine using an amount of memory (space) that follows the
asymptotic trend of O(nk), k ≥ 0, for an input of length n as n→∞. A deterministic
Turing machine is a hypothetical device which operates to change symbols/values on a
tape, where each symbol may only be changed one at a time, and only one action is
prescribed at a time for any given situation. A problem A is furthermore considered
PSPACE-hard if every problem/language B in PSPACE is polynomial-time reducible
to A, B ≤p A, meaning any B can be translated into instances of A in polynomial time.
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solution), or decomposing the space into obstacle free “cells” using obsta-
cle boundaries as cell borders [86]. However the computational burden of
these methods increases with increased dimensionality of the configuration
space and increased number of obstacles, and thus combinatorial methods
are typically limited in application. This is the primary motivation for the
development of sampling-based algorithms, which will be discussed in the
following subsection [5, 83, 87].
While decomposing spaces directly from obstacle geometry may be diffi-
cult in practice, other decompositions became popular where checks would
still need to be made against the presence of obstacles. A common simple
approach is to apply a uniform discretization over either the configuration
search space or set of robot actions such that a finite search may be applied
to find solution paths. By working in discretized spaces, the complexity
of an exhaustive search is greatly reduced. Although completeness can no
longer be guaranteed by these means, these methods may be found to be
resolution-complete. That is to say that if the space is discretized to a “fine
enough” resolution, then completeness can be guaranteed. Fine resolutions
may however still be hard to achieve in high dimensional spaces, leading to
excessive computational burden, again from the curse of dimensionality.
Nevertheless, it is still common to employ discretized search methods
for road navigation. In the DARPA Grand Challenges and the DUC, many
teams implemented a simple motion planner by which a kinodynamic reach-
able trajectory set was discretized [37], and/or a trajectory search tree was
generated based on road geometry [36, 37, 60]. Such methods are still be-
ing refined, with emphasis on optimization of smooth velocity profiles [88].
Cell decomposition over the configuration space has also been used with
some success [61]. An optimal path would typically be found over the finite
discretization by implementing graph search algorithms, such as A* [72].
Recent works have also made use of space discretization in order to
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apply more advanced decision making algorithms. For example, cell de-
composition was used in [89] and [79] to then generate paths which would
obey road rules specified via Linear Temporal Logic (LTL). [90] used similar
LTL methods to further investigate situations where the robot was allowed
to break some rules (such as always drive in your lane) in order to reach
goals that were otherwise obstructed. Cell decomposition was also neces-
sary to apply popular models for handling environment uncertainty, such as
Partially Observable Markov Decision Processes (POMDP) and Mixed Ob-
servability Markov Decision Processes (MOMDP). In [91] and [92], other
moving obstacles’ intentions were inferred in real-time while the robot’s
motion plan was executed concurrently. POMDPs assume uncertainty in
both the robot’s motion and in observation and account for this uncer-
tainty in solving for optimal policies, where MOMDPs have extended this
idea to situations in which some of the state variables are partially observ-
able and others are full observable [93]. It’s worth noting that POMDPs
have been gaining popularity recently with the emergence of efficient point
based value iteration solvers like SARSOP [94]. Prior to the emergence
of SARSOP and other popular approximation algorithms, POMDPs were
often avoided in robotics because solving POMDPs exactly is computation-
ally intractable and the framework scales poorly with increasing number
of states and increasing planning horizon [95]. Recent research has also
targeted means to apply POMDP to continuous spaces [96].
2.2.2 Sampling-based Planning
Sampling-based methods rely on random sampling of continuous spaces,
and the generation of a feasible trajectory graph (also referred to as a
tree or roadmap) where feasibility is verified through collision checking
of nodes and edges to connect these nodes. Roadmaps generated should
ideally provide good coverage and connectivity of all obstacle-free spaces.
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Paths over the roadmap are then used to construct solutions to the original
motion planning problem. Sampling-based algorithms are popular for their
guarantees of probabilistic completeness, that is to say that given sufficient
time to check an infinite number of samples, the probability that a solution
will be found if it exists converges to one. While sampling-based algorithms
are generally applied over continuous spaces, it should be noted that some
discretization typically occurs in collision checking, especially along edge
connections in the roadmap.
Variants of sampling-based algorithms primarily differ in the method by
which a search tree is generated. Probabilistic RoadMaps (PRM) [87, 97]
and Rapidly-exploring Random Trees (RRT) [98, 99] are perhaps two of
the most influential sampling-based algorithms, each of which have been
popular subjects of robotics research with many variants suggested. PRM
is a multi-query method which builds and maintains multiple graphs si-
multaneously, and has been shown particularly effective in planning in
high-dimension spaces [97]. RRT in contrast seeks to rapidly expand a
single graph, which is suitable for many mobile robotics applications where
the map is not well known a priori due to the presence of dynamic obsta-
cles and limited sensor coverage concentrated around the robot’s current
location.
In many applications, besides completeness guarantees and efficiency
in finding a solution, the quality of the returned solutions is also impor-
tant. While an initial solution might be found quickly in many cases, the
algorithms are typically run for a longer period of time to allow for better
solutions to be found based on some heuristics. Some works have proposed
to bias tree growth toward regions that resulted in lower cost solutions [100].
Many sampling-based planners and variants of PRM and RRT have since
been proposed. A comprehensive evaluation of many popular planners was
presented in [5], where many popular planners were not only compared on
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a basis of computational complexity and completeness, but also on opti-
mality. The authors showed that the popular PRM and RRT algorithms
are actually asymptotically sub-optimal, and proposed asymptotically op-
timal variants, PRM* and RRT*. Other asymptotically optimal planners
have since been suggested, such as Fast Marching Trees (FMT*) [101] and
Stable Sparse Trees (SST*) [102], both of which claim speed improvement
over RRT*.
2.3 Planning in Dynamic Environments
Many operating environments are not static, and are therefore not known
a priori. In an urban environment, the traffic moves, road detours and clo-
sures occur for construction or accident cleanup, and views are frequently
obstructed. The robot must constantly perceive new changes in the en-
vironment and be able to react while accounting for several uncertainties.
Uncertainties arise from perception sensor accuracy, localization accuracy,
environment changes, and control policy execution [14–21]. But in ap-
plication, perhaps the largest source of uncertainty is the uncertainty in
surrounding obstacles’ movements.
2.3.1 Decision Making Structures for
Obstacle Avoidance
An approach taken by many DARPA Urban Challenge vehicles was to mon-
itor regions along the intended path for potential obstacle collisions, where
these regions would be labeled as “critical zones” [60], or merge zones at
intersection, and checked against the trajectories of all nearby vehicles to
determine a “time-to-collision.” Typically, if a collision was seen as im-
minent, the vehicle would slow or stop accordingly, which was acceptable
behavior for crossing and merging at many intersections [66], though per-
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haps overly conservative in other situations. In [82], the lane ahead was
checked for presence of a vehicle traveling in the wrong direction on a col-
lision path, where if triggered, a “defensive driving” maneuver would be
executed to pull off the lane to the right side and stop. When defensive
driving behavior was tested in other vehicles, the performance was unsat-
isfactory in that the oncoming vehicle had to stop before the autonomous
vehicle would move to navigate around it [64]. The approaches had an
advantage of computational simplicity in that they planned in a low di-
mensional space neglecting the time dimension, but the resulting behaviors
were overly simplistic in that a deterministic set behavior was executed
without heuristic weighting of alternative actions or explicit consideration
for environment evolution given the chosen course of action. Nevertheless,
recent works have still continued to use behavioral level decision making
for obstacle avoidance, especially to handle difficult maneuvers such as lane
changing [76].
Other stochastic decision making structures, such as Partially Observ-
able Markov Decision Processes (POMDP), can explicitly model uncer-
tainties in vehicle controls and obstacle movements and have been applied
with success in some complex scenarios [91], but these methods can be diffi-
cult to generalize and required discretization of the state space and vehicle
controls.
2.3.2 Planning in Space-Time
To better account for obstacle movement, it is necessary to include time as
a dimension in the configuration space, although this increases the prob-
lem complexity. Furthermore, while instantaneous position and velocity
of obstacles may be perceived, it is yet difficult to ascertain future obsta-
cle trajectories. Prior approaches have aimed to use simple assumptions
to predict obstacle movements, such as constant velocity trajectory, with
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errors accounted for by rapid iterative re-planning. Other more conserva-
tive approaches have aimed to account for variations in obstacle trajectory
by bounding larger obstacle-occupied sub-spaces within the configuration
space, within which samples are rejected by the planner [12, 13].
Given a situation in which the instantaneous position and velocity of
obstacles can be observed, it logically follows that future obstacle trajecto-
ries can be predicted. The common assumption of deterministic constant
velocity requires frequent verification or correction with each new observa-
tion. Another method is to assume a bounded velocity on obstacles and
represent them as conical volumes in space-time, thus reducing the need
for observation updating and re-planning [12]. Other assumptions can be
applied to obstacles as well, such as static assumption, constant velocity as-
sumption, bounded velocity, and bounded acceleration, each of which yields
a bounded volume of a different shape in space-time [13]. A visualization
of <2 configuration-space obstacle trajectory predictions over space-time
is shown in Figure 2.3. A naive assumption would be to ignore the un-
certainty in the prediction of an obstacle’s trajectory, in which case the
obstacle bounded space does not grow over time (left two cases in Figure
2.3). A more conservative approach would be to assume a larger bounded
area of possible obstacle occupancy, where the obstacle space bounds grow
over time according to assumed limitations on the obstacle’s velocity and
or acceleration (right two cases in Figure 2.3). In Chapter 3, we adopt a
novel representation of moving obstacles by which the uncertainty in an
obstacle’s trajectory is represented via a collision risk cost area that grows
according to bounded velocity and acceleration, essentially serving as a
compromise between deterministic path assumptions and conservative dis-
crete bounding methods in order to find solutions in high risk scenarios
and extend solution relevance durations.
In the sense that obstacle avoidance is achieved through a collision
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Figure 2.3: Obstacles as space-time volumes in <2 × Time space, adapted from
[13]. Time is shown in vertical axis. When accounting for uncertainty, obstacle
size grows with respect to time due to unknown potential change in obstacle
velocity.
risk cost, the method we propose in Chapter 3 has some similarity to the
artificial potential field approach [103]. In [103] it was also suggested that a
time-varying potential field could be used to reason in space-time. However,
our method differs in that the obstacle avoidance cost is a growing penalty
region with respect to time which is correlated with the future motion
uncertainty of the obstacle, not solely on clearance to a known obstacle
location. Furthermore, by applying a sampling-based planner we avoid the
problem of being caught in local minima that was present in the gradient
descent solution method suggested in [103].
2.3.3 Control Space Obstacle Representations
Rather than check for collisions directly in the robot’s configuration space,
another popular approach is to directly plan in the control space by pro-
hibiting certain control actions which are predicted to lead to collision. For
example, the velocity obstacles method assumes that obstacles will main-
tain their observed trajectories and forbids a robot from choosing relative
velocities that would lead to collision with the obstacle’s current trajectory
[57]. This was generally applied to circular, holonomic robots, but due
to the ease of computation it has gained popularity in multi-robot plan-
ning, with proposed Reciprocal Velocity Obstacles [8]. Recent extensions
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to the velocity obstacles method have further incorporated acceleration
constraints [104], and adjustments for non-holonomic robots [105].
2.3.4 Discussion
Strategies of imposing decision making structures for obstacle avoidance
or otherwise representing obstacles in the control space are in both cases
meant to reduce the complexity of the planning problem. However, the
decision making structures discussed can either result in suboptimal paths
due to their deterministic nature, or may not be easily generalizable in the
case of stochastic models. Control based models are also limited in that
they are typically designed for circular robots, and can be overly conserva-
tive in nature. They limit control selections to only constant value choices
during each planning instant rather than functions which evolve over time,
where the control selection is only safe if the constant control trajectory is
safe.
Given this preference for representing obstacles in a space-time con-
figuration space, there are still several options for how to define obstacle
boundaries. Given the uncertain nature of obstacle movements and sensor
observations, it would be naive and dangerous to assume obstacle trajecto-
ries are known deterministically. Conversely, conservative approaches suffer
from lack of real-world completeness in that they can sometimes return no
solution due to the construction of the problem when a solution path may
still exist in reality. Thus while conservative discrete obstacle bound repre-
sentations can aid in finding conservative solutions, they give no guideline
for cases in which absolute obstacle avoidance cannot be instantaneously
guaranteed.
Although online planning is iterative and re-planning will always be
necessary, many implementations in real robots utilize a “committed” tra-
jectory concept [62, 106], where a short time-frame path is committed to be
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executed while the planner searches for further trajectories stemming from
the end of the committed one. Thus it is vital that predictions of future
environmental conditions be as accurate as possible while appropriately ac-
counting for uncertainties. With better predictions, committed trajectories
may have improved safety over longer time durations. Detection of moving
obstacles can be achieved in real-time through either LIDAR readings [107]
or camera images [108], and prediction models can be applied for tracking
and future trajectory estimation [109–111].
We later suggest in Chapter 3 that obstacle spaces can be represented as
high penalty regions in a cost map such that in the event that a collision free
path cannot be guaranteed given instantaneous environment knowledge,
the path with lowest risk of collision can be found. Thus, a robot can take
calculated risks to solve situations for which previous methods return no
solution.
2.4 Planning under Differential Constraints
Motion planning is ultimately a high-level control problem. In practice,
control limitations may be ignored to various degrees in the motion planner
in the name of simplicity or reduction of computational burden, however
poor accounting for constraints on the robot motion during the planning
phase can lead to high control errors and result in trajectory inefficiencies
and/or hazardous operations. Trajectories with longer path length which
can be followed closely might have shorter execution times than shorter
paths which are more difficult to follow in reality. Discrepancies between
the planned trajectory and the executed trajectory present a danger since
this lessens the validity of collision checking during the planning phase.
Paths can be generated from directly sampling admissible controls [10],
however these methods do not optimize paths through tree rewiring, and
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popular asymptotically optimal planners, such as RRT* [5] require sam-
pling from the configuration space. Incorporating differential constraints
into state-sampling planners is still a challenging matter, and requires a
steering function to draw an optimal path between two given states which
obeys control constraints (if such a path exists), as well as efficient query-
ing methods to tell whether a sampled state is reachable from a potential
parent state.
One of the most fundamental differential constraints in a system is the
evolution of time, where time t must increase at a constant rate t˙ = 1.
Whether or not time is explicitly included as a state parameter, other state
parameters will typically have differential constraints with respect to time,
such as velocity and/or acceleration limits. Robot differential constraints
are applied to generate velocity profiles, which may be solved for in a de-
coupled manner only over the chosen geometric path [6, 7], or in a direct
integrated manner simultaneously with geometric path solving over every
connection in the tree as it is built [10, 22, 23, 25, 83]. Turning radius lim-
itations are also common, where paths for car-like models are often solved
through Dubins curves [1] or Reeds-Shepp curves [112], which are proven
to have shortest distance given a minimum turning radius, though more
sophisticated methods exist which also consider control effort heuristics
and continuity in steering control [25, 113]. Decoupled differential con-
straint handling can result in very inefficient trajectories or failure to find
a trajectory due to the decoupling. Conversely, direct integrated differ-
ential constraint handling can overcome these shortcomings but is more
computationally complex.
State sampling can be made more efficient by limiting the states that
are sampled to only those from within a set of states known to be reachable
from the initial condition given the robot’s kinodynamic constraints applied
to an obstacle free environment. Likewise it is only beneficial to check for
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connectivity between neighboring states when they fall within each other’s
reachable sets; checking any states that are nearby by Euclidean distance
metric but not reachable within a short period of time given kinodynamic
constraints is a waste of computational effort. Adding Reachability Guid-
ance (RG) to state sampling and Nearest Neighbor (NN) searching can
provide significant efficiency boosts to planning speed, especially for sys-
tems where motion is highly constrained or the motion checking cost is
high, and the standard naive approaches of uniform sampling over a hyper-
rectangle and NN searching by Euclidean distance metric would otherwise
result in slow planner performance.
Several recent works have presented analytical approaches to incorpo-
rate RG into motion planning. The asymptotic optimality of RRT* was
shown to extend to a reachability guided variant where the reachable sub-
space was represented as a hyperrectangle derived from the linearized dy-
namics approximation of a system through the Ball Box Theorem presented
in [22], where the “box” was an under-approximation of the true reach-
able subspace. A similar approach was taken in [23] to prove asymptotic
optimality in differential constraint handling variants of PRM (Probabilis-
tic RoadMaps) and FMT (Fast Marching Tree). Another asymptotically
optimal sampling based algorithm to handle differential constraints, Goal-
Rooted Feedback Motion Tree (GR-FMT) was presented in [24], limited
in application to controllable linear systems with linear constraints. An
analytical method for solving a two point boundary value problem sub-
ject to kinodynamic constraints was presented in [25], which could be used
for finding optimal state-to-state connections and NN searching but was
limited to systems with linear dynamics.
A machine learning approach was taken in [114] to query for whether a
state was reachable from a given base state, though this method required
applying a Support Vector Machine (SVM) classifier over a feature set of
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36 features for the Dubins car model, where online solving for 36 features
could be relatively computationally expensive.
The Reachability Guided RRT planner presented in [115] relied on con-
struction of Voronoi diagrams to build approximations of reachable sets
rooted from each graph node for sampling biasing, where Euclidean dis-
tance metric was still used for NN searching. This method may not easily
be extended to higher dimensional spaces, as Voronoi diagrams are then no
longer easily constructed.
There are also relatively few planning methods that have been demon-
strated to be effective for solving over a configuration space with an ap-
pended time dimension. Early works explored control sampling approaches
[10], and recent state sampling works have made model simplifications to
handle the differential constraints in an online manner, such as keeping to
a constant ego robot speed [11]. Others have performed planning by graph
search over a discrete, time-bounded lattice structure built from motion
primitives [116], or a grid cell decomposition of the state space [117], though
these methods loose the benefits of sampling based approaches (which are
less limited in resolution, and have potential for rewiring and optimization).
Chapter 4 presents an original contribution of this thesis work, which
is a numerical method to achieve a better approximation of the reachable
subspace than prior analytical methods can achieve for non-linear systems.
This numerical method can furthermore be applied when an analytical
solution cannot be found, and because the reachable subspace map is solved
in an oﬄine manner, online application of the numerical RG can be faster
than analytical approaches (or the machine learning approach mentioned).
It will also be shown that numerical RG can drastically improve predictive
planning speed for planners solving over a configuration space with an
appended time dimension. While the steering function used in Chapter
4 accounts for turning radius and velocity limitations, Chapter 5 expands
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upon this to furthermore incorporate acceleration limitations.
2.5 Incremental Planning and Replanning
Limited perception range and the dynamic nature of operating environ-
ments are common challenges for autonomous vehicle planning. The sens-
ing range of the mobile robot is typically limited not only by sensor specifi-
cations, but also reduced by view obstruction in the presence of obstacles.
It is often the case that the robot will not be able to perceive the entire
route from a start location to goal location at any one specific instant of
time. Thus the robot will need to generate incremental plans to follow
trajectories which lead to forward progress towards the robot’s ultimate
goal location. Furthermore, as the robot progressively executes its planned
trajectory, other moving agents will have their own goals in mind and may
move unexpectedly. Given a substantial environment change, robot trajec-
tories that were believed to be safe at a prior time instance may not longer
be safe at a subsequent time instance. Replanning is then necessary to
adjust for dynamic changes to the environment.
Incremental planning requires a means of incrementally generating sub-
goals, or otherwise choosing the best trajectory from amongst a set of pos-
sible trajectories based on some heuristics. A new plan must be generated
at least as often as a new sub-goal is defined. In [6], a finite state ma-
chine generates new sub-goals for a sampling based replanner only when
the robot was forced to come to a stop due to path blockage, where each
subgoal was set at a predefined distance ahead along the predefined path.
In [27], no sub-goals were defined, nor was there a predefined path to utilize,
but rather the best choice trajectories were decided based on a combined
weighted heuristic of trajectory execution time and distance to goal from
the end trajectory state. [27] applied a constant rate replanning timer,
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where each current solution plan was executed concurrently while the sub-
sequent plan was being generated, and each newly planned trajectory would
be rooted from an anticipated committed pose given the current committed
solution trajectory. Note that in a Mobility-on-Demand (MoD)2 context,
a mission planner should be able to provide a predefined path which leads
from a starting point to an end destination based on a passenger service re-
quest, and the presence of a predefined path can help to overcome dangers
of getting stuck due to local minima.
Iteratively replanning to generate new solution trajectories presents a
potential opportunity to carry over knowledge from previous planning it-
erations to subsequent planning iterations. While of course each new plan
could start from scratch, better solutions may be found faster if prior plan-
ning information is well utilized. For example, sampling could be biased
to sample near waypoints along the previously chosen solution path, as
with Extended RRT (ERRT) [26]. Other works have suggested redoing
collision-checks over the entire planning tree, as in Dynamic RRT (DRRT)
[118], where the tree structure was utilized to trim child “branches” once
a parent state was found to be no longer valid, and sampling is biased
towards trimmed regions. Recently, a replanning variant of RRT* was pre-
sented, RRTX [119], which trims the previous planning iteration’s planning
tree in similar fashion to DRRT, but furthermore efficiently reconnects dis-
connected branches to other parts of the tree and maintains the rewiring
principle of RRT* responsible for asymptotic optimality.
Safety mechanisms should also be carefully designed considering that
each planning cycle requires a finite time for computation and the environ-
ment may change during that time (e.g. obstacles may change trajecto-
2Mobility-on-Demand (MoD) refers to vehicle sharing schemes whereby passenger
services are provided to customers throughout a city with instant booking of vehicles
available. A distributed MoD fleet is meant to provide responsive “first and last mile”
transportation (short connections to rapid transit systems from unserviced areas), or
other short distance trips, thereby reducing the need for private vehicle ownership by
increasing public transportation accessibility.
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ries). Several works have prescribed passive safety mechanisms to reduce
speed in response to obstacle presence, where passive safety refers to the
ability to avoid collision while the robot is in motion (escaping from a
hostile agent is a more advanced planning topic). In [50], spatial path
planning was decoupled from velocity planning, and a “Dynamic Virtual
Bumper” approach would prescribe reduced speed based on the proxim-
ity of the nearest obstacle as measured by a weighted longitudinal and
lateral offset from the desired path. Moving obstacles were treated as en-
larged static obstacles in [50], where the obstacles were assumed to occupy
the area traced by their current constant velocity trajectory over a short
time frame in addition to their current spatial location. While decoupled
approaches are generally simpler to implement, they may give rise to inef-
ficiencies, or even failure to find a solution when one exists by integrated
planning problem formulation. Several other trajectory planning methods
which consider spatial paths and velocity in an integrated manner were
benchmarked for safety evaluation in [9], where Inevitable Collision State
Avoidance (ICS-AVOID) [106, 120], was deemed to outperform Non-Linear
Velocity Obstacles (NVLO) [121, 122] and Time-Varying Dynamic Window
[123]. ICS-AVOID maintained a finite control set kernel to test over each
trajectory’s end state to ensure that no executed trajectory would end in
an ICS [120].
Chapter 5 will outline our proposed predictive planning framework
which incorporates elements of iterative planning and replanning through a
constant rate timer to plan trajectories over space-time (integrated spatial
and velocity profiles), enforce differential constraints of bounded velocity,
acceleration, and turning radius, and build upon ICS avoidance methods
newly applied to a state sampling planner for safe control execution in dy-
namic environments. Chapter 7 will show how the planning framework can
be applied to varied robotic platforms operating in varied dynamic envi-
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ronments to overcome challenging situations with better performance than
alternative reactive planners.
2.6 Autonomous Vehicle Platforms for Pas-
senger Transportation
As research in the field of autonomous vehicles has matured, a wide va-
riety of impressive demonstrations have been made on full-scale vehicle
platforms. Recent studies have also been conducted to model and antici-
pate the social impact of implementing autonomous Mobility-on-Demand
[124]. The case studies have shown that MoD system would make access to
mobility more affordable and convenient compared to traditional mobility
system characterized by extensive private vehicle ownership.
From technological point of view, research in autonomous driving on
urban roads has seen tremendous efforts in recent years, with several com-
mercial entities pushing the bounds alongside academia. Google has per-
haps the most experience in the area, having tested its fleet of autonomous
vehicles for more than 1.5 million miles, with expectation to soon launch a
pilot MoD service project using 100 self-driving vehicles [38]. Telsa is early
to market their work, having already provided an autopilot feature in their
2016 Model S cars [39]. Uber’s mobility service has grown to upset the
taxi markets in numerous cities worldwide, and has furthermore recently
indicated plans to eventually replace all their human driven fleet with self-
driving cars [40], with their first self-driving vehicle pilot program already
underway [41].
There are several places where automated road shuttles are in com-
mercial operations. Examples of such operations include Rivium Business
Park, Masdar City, and Heathrow Airport [125, 126]. The common feature
of these operations is that road vehicles are certified as a rail system mean-
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ing that vehicles operate in a segregated space [126]. This approach has
been necessary because of the legal uncertainty around liability in the event
of an accident involving an autonomous vehicle. To address this, govern-
ments around the world are reviewing and implementing new laws. Part of
this process has involved extended public trials of automated shuttles the
largest of which have been CityMobil and CityMobil2 [126]. Specialized
autonomous shuttle vehicles have also been designed with self-driving ap-
plications in mind, such as the CyCab vehicle [127], a bi-steerable passenger
vehicle which has since been demonstrated to localize without reliance on
beacons, and navigate in dynamic environments for pedestrian avoidance
(potential field inspired approach in [127]).
The development of autonomous personal mobility devices has been
an active research area since the 1980’s, as demonstrated by various au-
tonomous wheelchair prototypes produced with intention to assist the dis-
abled [128]. Notable recent projects include the MIT Intelligent Wheelchair
Project, a voice commanded wheelchair for indoor use [129]. MIT’s robotic
wheelchair could follow a human tour guide to build a map of the route
based on laser and odometry information, then subsequently query previ-
ously named locations with voice commands and move autonomously to
desired locations. A collaboration between the University of Pittsburgh
and Carnegie Mellon University has combined robotic manipulation with
mobility [130], such that their robot can assist the disabled to perform
day-to-day tasks on top of its mobility functions. For disabled persons
who are unable to use standard interfaces such as joysticks, brain con-
trolled wheelchairs were also developed [131, 132], where high level deci-
sion making, such as choosing between a set of available paths was left to
a human, but path following and speed control for obstacle avoidance was
performed autonomously. Recently, the Smart Wheelchair System devel-
oped at Lehigh University [133] has been shown capable of operation in
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structured outdoor environments and urban pedestrian areas such as side
walks and university campuses.
While the above mentioned research has shown promising results in
their respective environment, to our best knowledge, we are the first to
integrate autonomous mobility-on-demand for a multi-class fleet of au-
tonomous vehicles [54, 55], operating in both pedestrian and urban road
environments. A wide range of vehicle classes could be made autonomous,
such as buses, road cars, personal transport vehicles, etc., or even aerial
and aquatic vehicles, where each vehicle class has strengths and weak-
nesses that offer advantages in certain environments. By cooperatively
allowing interchanges within such a multi-class autonomous vehicle fleet, a
true point-to-point transportation service may be fully realized through a
wider variety of serviced environments, yielding better area coverage and
offering more flexible, convenient transportation options to the customer.
Chapter 6 presents our systems integration approach, from both software
and hardware aspects, for three classes of AVs (road car, buggy, and per-
sonal mobility scooter), as well as a proof-of concept demonstration of basic
autonomous driving capability along an example multi-class route.
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Obstacle Avoidance Cost Map
3.1 Introduction
Planning in dynamic environments presents many complex challenges, where
various simplifying assumptions are often made in practice to reduce the
computational burden. Some have advocated that the obstacles be treated
as enlarged static obstacles, where a decoupled approach to spatial path
and velocity planning can be applied [6, 7]. However this decomposition of
the trajectory planning problem can often lead to inefficient solution trajec-
tories or failure to find a solution when it would otherwise exist by planning
in space-time. Others have proposed to plan in control space [8], however
the greatest safety assurances are still shown to be achieved through col-
lision checking in space-time [9]. Planning in space-time state space can
provide more holistic representation of moving obstacles, facilitating better
behaviors especially in high risk scenarios, such as overtaking and defensive
driving. We reason over a bounded time horizon, on the order of several
seconds (as a “mid-term” time duration).
To ensure that the planning algorithms are applicable to real-world
scenarios, they must be able to account for various uncertainties. Uncer-
tainties are inevitable in practice, and may arise from sources including
sensor inaccuracy, localization inaccuracy, environment changes, and con-
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trol policy execution [14–21]. In dynamic environments, the uncertainty
regarding obstacles’ predicted movements is often the greatest source of
error. However, related research works leave some ambiguity as to how to
represent obstacle motion uncertainty [12, 13].
This chapter discusses the formulation of obstacle occupied space and
obstacle collision risk cost heuristics in space-time to account for predicted
obstacle trajectory uncertainties, where both elements play crucial roles
in obstacle avoidance through collision checking and solution path selec-
tion/optimization. Here we detail a proposed method for motion planning
in space-time with a unique representation of moving obstacles as Time-
variable Obstacle Risk Cost (TORC) regions. The uncertainty in the pre-
diction of a moving obstacle’s trajectory is represented by a Gaussian cost
function, where the size of the cost distribution for each obstacle is cor-
related with its assumed obstacle dynamic constraints. Under the TORC
method, obstacle occupied space is no longer defined strictly in a discrete
manner of obstacle occupied versus obstacle free, and an additional cost
function for obstacle avoidance allows for improved guidance under high-
risk situations while balancing risk through weighted cost penalties. It is
also shown through experimental comparison to Discrete Obstacle Bound-
ing (DOB) methods that the TORC method’s improved means of account-
ing for obstacle trajectory uncertainty can yield longer solution validity
durations, thereby reducing the need for fast iterations of replanning. The
methods in this chapter are left general, as the concept could well extend
to other motion planning applications besides autonomous cars. Much of
the material presented in this chapter has also be published in our paper
[134].
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3.2 Method
3.2.1 Problem Formulation
The motion planning problem is to find the lowest cost trajectory which
brings the robot from a start state to a goal region while avoiding colli-
sion with obstacles. Define the configuration space as X and goal region
as Xgoal ⊂ X , where Xobst ⊂ X is the space occupied by an obstacle,
and Xfree = X \ Xobst is the obstacle free space. To account for a dy-
namic environment, we plan in a space-time configuration space, where
the spatial component of the state space is defined as S, and temporal
component of the state space is T = [0,+∞) such that X = S × T .
Let the control space be defined as U , with state transition function f
such that the relationship st+1 = f(st, ut) is known for state st ∈ X ,
state st+1 ∈ X , and control ut ∈ U , meaning that control ut applied to
state st at time step t deterministically causes the robot to transition to
state st+1 at time instance t+ 1. The motion planning problem is then to
find a solution trajectory Φ, given as an ordered set of states and coupled
controls to bring the robot from initial state sinit to a goal state in goal
region Xgoal ⊂ X while remaining in outside of obstacle occupied space:
Φ = {(s0, u0), ..., (sT , uT )}, s0 = sinit, sT ∈ Xgoal, st /∈ Xobst∀t ∈ {0, 1, ..., T}.
The total cost of the trajectory, C(Φ), is composed of an obstacle risk cost








where Ji(s) is the obstacle risk cost function associated with obstacle i,
and N represents the total number of obstacles to avoid.
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where dS indicates integration with respect to only the spatial dimensions
(not temporal dimension).
To provide a simple illustrative means of method comparison, we per-
form simulations of the planning problem for a 2D holonomic point robot
with bounded velocity avoiding elliptically shaped obstacles in configura-
tion space X = <2×T . The planner returns a solution trajectory composed
of a spatial path in a 2D continuous real vector space S = <2 and coupled
time components of the path states in dimension T , such that velocity
is implicitly defined along the entire spatial path. Note that holonomic
robots can move equally well in any direction regardless or robot orien-
tation. The control space is then equivalent to velocity space, where a
control u ∈ U = [ν, θ]. The next section will describe various possibilities
for defining the obstacle occupied space and the obstacle risk cost func-
tion, where these definitions are the primary mechanisms responsible for
collision avoidance.
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3.2.2 Obstacle Representations
Constant Velocity Deterministic Path Discrete Obstacle Bounds
The simplest approach often applied in practice is to assume that observed
moving obstacles will follow deterministically known paths according to
constant velocity trajectories. The obstacle bounds are then constant in
size spatially, where their centroid position shifts linearly with time. This
method ignores the obstacles’ motion uncertainties (in reality, they could
deviate from the constant trajectory), and instead relies on rapid replanning
iterations to correct for deviations from the prediction. There is no further
heuristic given for obstacle avoidance, so here we set the functions Ji(s) = 0
for all obstacles i in Eq. 3.3 such that the best solution is determined solely
by shortest distance. A state is found to be in collision if it is within an
obstacle’s bounds, or found to be collision free otherwise.
Obstacle occupied space is partitioned by the obstacle boundaries. For
each elliptical obstacle i, the boundary is then defined by an ellipse cen-
troid pose, pi = [xi, yi, θi], and longitudinal and lateral ellipse radii, r1,i
and r2,i respectively, where the longitudinal ellipse axis is aligned to angle
θi measured from the state space x-axis, and (xi, yi) indicates the centroid
location in Cartesian x and y coordinates. For the constant velocity as-
sumption, θi, r1,i, and r2,i are constants, and the obstacle centroid changes
position over time according to a constant speed, νi, by the following set
of equations:
xi(t) = xi(0) + νi cos (θi)t
yi(t) = yi(0) + νi sin (θi)t
(3.4)
The time of initial observation is assumed to be set as time t = 0, so xi(0)
and yi(0) indicate the initial observed location of the obstacle centroid, and
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νi and θi are likewise assumed to be evident from the robot’s obstacle de-
tection perception functions. Note that r1,i and r2,i are treated as constant
under the deterministic path assumption, meaning the obstacle bounds do
not grow over time, but rather only shift location. This manner of ob-
stacle representation will henceforth be referred to as the Constant Veloc-
ity Deterministic Path (CVDP) Discrete Obstacle Bounds (DOB) method,
CVDP-DOB.
Bounded Acceleration Discrete Obstacle Bounds
The most conservative obstacle representation approach is to define grow-
ing discrete obstacle bounds over time which correlate with the assumed
dynamic constraints of the obstacle’s motion. If the assumptions on the
dynamic constraints are correct, this would then make the obstacle space
large enough to account for all motion uncertainty; there should be no pos-
sibility for the obstacle to be found outside of the bounded obstacle space,
thus any paths in the free space are guaranteed to be safe from collision.
While this in effect negates the need to replan (assuming no new obstacles
are observed), the obstacle boundaries may grow to be too large to still
find solutions given narrow environments or long time horizons. When no
solution is found, the best approximate solution is usually given as the tra-
jectory which brings the robot as close as possible to the goal region. This
heuristic gives no further guideline for obstacle avoidance, so here we set
the functions Ji(s) = 0 for all obstacles i in Eq. 3.3. A state is found to
be in collision if it is within an obstacle’s bounds, or found to be collision
free otherwise.
We build off the definitions from the previous subsection on CVDP-
DOB method, where rather than treat the ellipse radii as constant, we
instead define the radii as time-variable according to maximum values for
longitudinal and lateral acceleration, a1,i and a2,i (each treated as symmet-
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ric):











r1,i(0) and r2,i(0) indicate the initial observed radii of the obstacle, and a1,i
and a2,i are constants. Obstacle centroids are still updated according to
previous Eq. 3.4. Note that the obstacles’ size grows quadratically with
respect to time, and they experience translational shifts over time. We
henceforth refer to this method of obstacle representation as the Bounded
Acceleration (BA) Discrete Obstacle Bounds (DOB) method, BA-DOB.
Time-varying Obstacle Risk Cost
This section formulates an alternative to DOB methods, by which obstacles
are instead represented by high cost regions in a time-varying cost map,
and a discrete distinction between obstacle occupied space and obstacle
free space is not mandatory. We refer to this concept as the Time-varying
Obstacle Risk Cost (TORC) method. Both the CVDP-DOB method and
the BA-DOB method have pitfalls when planning over extended time hori-
zons, but for different reasons. CVDP-DOB is too risky in the sense that
it does not account for obstacle motion uncertainty in the prediction, and
must replan often to account for potentially frequent deviations from the
prediction. BA-DOB is overly conservative to an extent that could result in
no solutions found given a narrow environment, multiple obstacles, and/or
an obstacle which is highly maneuverable; when no solutions are found,
there is then not enough guidance given for obstacle avoidance as there is
no further heuristic to minimize collision risk. The TORC method defines
a trajectory optimization heuristic by which the planner can minimize col-
lision risk even under high-risk situations, and thereby improves solution
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trajectory relevance over longer time horizons than DOB methods.
Here we again use the same formulation for obstacle radii as defined in
Eq. 3.5, but rather than outright reject a sample which falls within this
elliptical boundary, instead we assign a cost value to the state according
to a bi-variate Gaussian distribution function. There should be negligible
cost penalty outside of the range of prediction uncertainty given by obstacle
dynamics. We can then assign 95% of the cost to be within the boundary
given by Eq. 3.5, since a p-value less than or equal to 0.05 is considered
statistically significant. Thus, the distribution mean is set to be equal to





5.99σ2,i(t), as seen in Eq. 3.6,
for standard deviations σ1,i(t) and σ2,i(t) in the longitudinal and lateral
directions respectively (zero correlation between σ1,i(t) and σ2,i(t)), with
the
√
5.99 constant taken from chi-squared tables to account for the fact






















∆x′ = ((x− xi(t)) cos θi − (y − yi) sin θi)
∆y′ = ((x− xi(t)) sin θi + (y − yi) cos θi)
(3.7)
where x, y, and t are the 2D Cartesian planar dimensions and time respec-
tively, ∆x′ and ∆y′ are the distances between state s and the centroid of
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obstacle i along the obstacle’s longitudinal and lateral directions respec-
tively, and wrisk is a risk weighting parameter to tune for greater or lesser
penalty when accepting obstacle collision risk. In this manner, the robot
is penalized according to Ji for attempting to enter a state which is likely
to be occupied by the i th observed obstacle.
Then combining Eq. 3.7 with a spatial distance cost for a linear edge
connection between states s1 = [x1, y1, t1] and s2 = [x2, y2, t2] yields the













2pi · σ1,i(t) · σ2,i(t) ds+
√
(x2−x1)2+(y2−y1)2 (3.8)
The line integral over the edge is approximated by a Riemann sum, using
linear interpolation between s1 and s2 with the same planner resolution
used as for collision checking. The cost of the path as defined in Eq. 3.3 is
then the sum of costs for all edges belonging to the path.
This cost function can be implemented in planners such as RRT* [5] or
T-RRT [135], where the planner optimizes over a cost map while solution
paths are built, or implemented in non-optimizing planners such as RRT
[98] or PRM [87] with a subsequently applied search algorithm such as A*
[72] or Dijkstra’s [136].
Note that refining solutions according to the cost function can be a
sufficient means of obstacle avoidance, since less risky trajectories can then
be ranked as “better” than risky trajectories. There is thus no need to
explicitly define an obstacle occupied space Xobst. However, we may still
choose to define Xobst for planning speed improvement. Greater efficiency
can be achieved by rejecting samples near the center of the cost function,
as paths through high cost areas are less likely be selected in optimized
solutions (and considering them is then perhaps wasted time). We can
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then deem sampled states for which the presumed probability of obstacle
presence is too high as invalid. The size of Xobst is then determined by an
optional sample rejection region parameter, β, according to a newly defined













The valid(·) function essentially defines the obstacle occupied space Xobst
for a sampling-based planner. If the value
√
5.99 is assigned to β, then
the sample rejection region would be equal to the full ellipse size, as in the
BA-DOB method, in accordance with Eq. 3.6. Thus it is recommended to
set β <
√
5.99. Note that the sample rejection region grows with respect to
time at a rate proportional to the ellipse radii growth by this formulation.
3.2.3 Completeness
As defined in Section 2.2, an algorithm is considered complete if it is guar-
anteed to find a solution when one exists, and return “no solution” other-
wise [137]. However this definition is provided in the context of the “basic
motion planning problem,” which [137] presents as finding a spatial so-
lution path in a static environment. In this context there is an invariable
ground truth notion of completeness that is independent of problem formu-
lation, leading us to formulation specific notions of resolution completeness
(known not to be complete if the resolution of object representations is not
fine enough) and probabilistic completeness (known not to be complete if
insufficient planning time is given). Analysis of a single snapshot in time
is thus sufficient in all instances of the basic motion planning problem.
In contrast, here we are considering space-time planning, where the
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future evolution of the environment, namely obstacle trajectories, is un-
known to the robot, and the robot must instead rely on predictions of
environmental change. Completeness is now additionally reliant on how
well the problem formulation reflects the true reality of the environmental
evolution. Full completeness is unachievable unless the robot is perfectly
prescient. For example, if all moving obstacles in the environment do indeed
travel constant velocity deterministic paths, then the CVDP-DOB repre-
sentation is accurate and thus the applied motion planner would maintain
the same level of completeness as what it achieves in the basic motion plan-
ning problem. However, if an obstacle were to deviate from the predicted
trajectory even slightly, incompleteness is introduced in that some state
are rejected which shouldn’t be, and others are accepted which result in
failure. If we conservatively refine the motion planning problem to be “find
only solutions which are guaranteed to be collision free,” then the BA-DOB
representation may be complete if we can properly identify the bounds on
each obstacle’s dynamic constraints and apply a complete motion planning
algorithm. But when planning under long time horizons, the reachable area
for each obstacle continues to grow, thus the obstacle occupied space may
grow to the point where no solutions are feasible without accepting risk of
collision. When this condition occurs, the BA-DOB may cause the robot
to be “stuck” with no path to follow which reaches the goal, though in
reality the obstacle will not be physically growing, so a solution may exist
in reality under the original problem statement of “reach the goal without
collision with an obstacle.”
A greater sense of completeness can be achieved through the TORC
method, as it can enable the planner to find solutions when otherwise
applying the conservative BA-DOB method may yield no possible solution.
In order for the planner to be truly complete, however, it should return no
solution when no solution is feasible. In this sense, the TORC method can
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also be seen as incomplete - a collision may still occur in reality even if a
“solution” is returned by the planner. Yet the TORC method is still useful
in risky situations since it dictates a “best case” action; even if collision
avoidance cannot be fully guaranteed, the solution returned provides a
guideline for the robot to still at least attempt to avoid the obstacle and
perhaps thereby mitigate damages upon unsuccessful avoidance. In other
words, the method sacrifices completeness only to return solutions which
yield best chance avoidance or best case failure modes. Such guidelines are
not present in traditional methods, and thus without a better heuristic, the
robot could wait and continue planning without evasive action, or perhaps
accept an approximate solution which does not actively avoid the obstacle.
3.2.4 Simulation Setup
Simulations were run to compare the proposed TORC method against
the two described DOB methods in space-time configuration space X =
<2 × T . Elliptical obstacles are avoided assuming constant velocity tra-
jectories based on their given initial position and velocity. Uncertainties
in the trajectory predictions are accounted for by a bounded acceleration
assumption in the BA-DOB and TORC methods. Sampling is performed
uniformly in <2 space, with sample point represented by Cartesian coordi-
nates x and y. Time is sampled at random within the continuous interval
[tmin(x, y), 2tmin(x, y)], where tmin(x, y) is the minimum time to reach the
sampled (x, y) given a bounded robot velocity and neglecting obstacles
(similar to approach in [13]), with an applied bias to yield more minimal
time states tmin(x, y) (10% of samples are assigned tmin(x, y)). An RRT*
planner is implemented, with the cost function based on <2 Euclidean
distance and a weighted obstacle-collision risk penalty as in Eq. 3.8 for
the TORC method, or exclusively Euclidean distance cost for the DOB
methods. RRT* is chosen since it is asymptotically-optimal over <2 space.
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Given a limited amount of planning time, the returned solution will be the
lowest cost trajectory which brings the robot from the start location to
the goal region, where the goal is satisfied when the robot enters a circular
region of radius 0.01 units (at any time).
We observe two test scenarios: (i) a fast incoming obstacle, and (ii)
an unpredictable obstacle in a narrow environment. In both cases we only
plan for avoidance of a single obstacle, [x1, y1, θ1] = [xobst, yobst, θobst]. The
start and goal positions of the robot are always the same; the robot starts
at the lower center edge of the <2 space, and attempts to reach the upper
center edge of the <2 space. We select parameters for obstacle starting
size, velocity, and acceleration such that for the range of robot velocities
tested, solutions can be found with only a small margin for escape or not
at all using conservative BA-DOB methods. With coordinate axes x in
the horizontal direction (right as positive) and y in the vertical direction
(upward as positive), θobst = 270
◦ such that [r1,1, r2,1] = [ry, rx]. In the
first scenario, we set rx = 0.75ry and ν1 = 1.25 units/s. The reason for
larger axis bounds in the y direction is to account for greater uncertainty
in the primary direction of obstacle motion. In the second scenario, we set
rx = ry and ν1 = 0 units/s. In both cases, the obstacle starts at the center
of the environment in the x direction, and travels only along the y axis.
Simulations are run with only one iteration of planning over a short time
span. In our comparison of methods and tuning of risk penalty weight, we
observe solution paths found after 10 seconds of planning time. In runs
comparing optimization as a function of sample rejection parameter, we
allowed a longer time span of 90 seconds, though convergence is witnessed
within much shorter time spans. For real-world scenarios, it would be nec-
essary to implement iterative planning over much shorter time durations
to reflect environment changes. Thus for real-time applications, it may be
beneficial to commit solution trajectories after a certain level of optimiza-
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tion has occurred.
3.3 Results
3.3.1 Fast Incoming Obstacle
In this experiment, we compare the simple CVDP-DOB, conservative BA-
DOB and our TORC method with risk weight wrisk = 10 and no sample
rejection region (β = 0). As shown in Fig. 3.1a, the CVDP-DOB method
assumes the obstacle will maintain the observed trajectory and velocity
exactly (acceleration is zero) and finds the shortest path avoiding the ob-
stacle. The ellipses represent the positions of the obstacle at different time
steps and the blue line shows the solution path from the start location
(gray square) to goal region (purple circle). The robot’s location at the
current snapshot is depicted by a small green circle. The uncertainty in
future positions is not considered in this method, thus re-planning should
be performed more often than shown in this case due to potential deviation
from the predicted trajectory. Although the CVDP-DOB method returns
an optimized path from the current state greedily, the path risks collision
due to the simplistic prediction.
Fig. 3.1b shows the solution for the BA-DOB method, which considers
the uncertainty of the future trajectories as given by bounded acceleration
limits. The ellipse bounds are growing with time to reflect the motion un-
certainty associated with potential longitudinal or lateral acceleration. All
samples which fall within the ellipses will be considered as belonging to
Xobst and therefore rejected. This method’s performance is highly depen-
dent on the planner’s time horizon because no solution will be found once
the obstacles grow too large. A small time horizon may lead to collision
because of dynamic constraints (not enough foresight to move away) and
a large time horizon may lead to no solution found (from overly enlarged
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Xobst). When no solution is found, conservative methods give no guidelines
for robot control and the best approximate solution may be a dangerous







Figure 3.1: Comparison of different methods for a fast incoming obstacle scenario.
Best path or approximate solution is highlighted, starting from the gray square,
with a goal region shown by a purple circle. Current snapshot robot position is
depicted by a small green circle. The obstacle is drawn as a series of ellipses,
representing location at successive time steps.
The cost map representation of obstacles (TORC method) is a logi-
cal compromise between the risky CVDP-DOB method and conservative
BA-DOB method. As shown in Fig. 3.1c, samples in the ellipses are
permitted but the cost of the planner tree edges are assigned according
to a Gaussian cost function (by Eq. 3.8). The red area represents the
highest penalty, and the yellow area represents lower penalty. The TORC
method finds a solution which attempts to avoid the obstacle and reach
the goal in instances where the conservative method fails to find any valid
solution. With the TORC representation, the method is more complete
on account of permitting more valid samples, and returns an optimized
solution with regards to the cost map. A video showing representative
simulation runs for each of the three compared approaches can be found at
https://youtu.be/9HX8imO94TQ.
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We have compared conservative BA-DOB and TORC methods by run-
ning the algorithms 100 times for each test case. The results are shown
in Table 3.1. Each algorithm has a 10 second planning time limit to find
solutions. The velocity of the obstacle is 1.25 units/s. We set different
maximum velocities for the robot to vary the difficulty in finding a solu-
tion. It is more difficult for the robot to escape collision when traveling
at slower velocities. As we can see, when the robot velocity is 0.5 units/s
the BA-DOB method could only manage to find solutions with 79 percent
chance within 10 seconds, while the TORC method can find a solution for
all runs. When the robot velocity is 0.3 units/s, the BA-DOB method could
not find any solutions while the TORC method could still find solutions.
The results show that the TORC method is in this sense more complete
than the BA-DOB method.
The average time to find the first solution increases up to as high as
1.868 seconds for the BA-DOB method. The average time to find the
first solution using the TORC method is about 0.06 seconds regardless of
the robot velocity. With more samples permitted by cost map Gaussian
representation method, it becomes easier to find the first solution.
As shown in Table 3.1, the cost reduction is about 30 percent for the
TORC representation and only around 10 percent for the BA-DOB rep-
resentation. Since the TORC method permits samples quite near to the
likely positions of the obstacle, the cost for the first found solution could be
very high. After rewiring steps in RRT* planner, the cost could be reduced
dramatically.
3.3.2 Unpredictable Obstacle in Narrow Environment
In this experiment, we assume that there is an obstacle with high mobility
in a narrow environment; the potential directions the obstacle will travel are
unknown and the robot tries to avoid it successfully. The actual trajectory
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0.50 79 0.315 10.2 100 0.069 35.2
0.40 44 0.628 8.7 100 0.057 34.9
0.35 8 1.868 8.7 100 0.061 30.7
0.30 0 N/A N/A 100 0.071 28.8
Table 3.1: Comparison between conservative BA-DOB method and cost map




Figure 3.2: Unpredictable moving obstacle in narrow environment. Best path or
approximate solution for the robot is highlighted, starting from the gray square,
with a goal region depicted as a purple circle. The full tree is shown for the
discrete boundary case (a), where the largest circle represents the size of the
obstacle for the time step in which the best approximate solution terminates.
which the obstacle will take is very uncertain because of its potential for
high acceleration. This is similar to the situation presented in [12]. As
shown in Fig. 3.2a, the solution found by the conservative BA-DOB method
tries to avoid the obstacle but without success because much of the space
in the future is occupied and no exact solution is found. However, with
the TORC representation (wrisk = 10, β = 0), an optimized solution is
returned, even though risks are accepted. As shown in Fig. 3.2b, the robot
tries to avoid the obstacle by following the lowest cost path toward the
goal. A video showing representative simulation runs for each of these two
compared approaches can be found at https://youtu.be/9N3phhmWoFM.
The statistical results are shown in Table 3.2. The conservative BA-
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DOB method could not find any solutions within 10 second, while the
TORC method could find solutions for every run. With the robot’s slowest
speed at 0.6 units/s, the TORC representation still always enabled the
planner to find a solution. Final cost is greatly reduced by allowing time
for optimization with the TORC method in this case.
3.3.3 Parameter Effects
Additional experiments were run on both scenarios using the TORC method
to explore the effects of varying the sample rejection region parameter, β,
and risk weight parameter wrisk.
Fig. 3.3 shows both the first solution path found and the best path
found for a representative case of TORC applied in the second scenario,
where the robot avoids an unpredictable obstacle in a narrow environment.
Although the first solution was found quickly, it is also very risky. The
trajectory is close to the most probable location of the obstacle. After op-
timization, the solution shown in blue color is returned. The final solution
gives a low cost trajectory with a greater buffer distance from the obstacle’s
probable location.
We can attempt faster convergence to the optimal solution through
application of the sample rejection parameter β, as described in Eq. 3.9.























1.10 100 0.071 12.3 100 0.061 53.6
1.00 84 0.143 10.0 100 0.059 48.6
0.90 13 0.775 8.32 100 0.049 46.6
0.80 0 N/A N/A 100 0.057 47.0
0.60 0 N/A N/A 100 0.050 35.2
Table 3.2: Comparison between conservative BA-DOB method and cost map
method (TORC) for an unpredictable moving obstacle in a narrow environment
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Figure 3.3: Path optimization for unpredictable moving obstacle planning. Plot
of optimized solution vs. first solution (left). Best solution cost given different
sample reject region sizes as a function of planning time (right).
found very quickly, it takes a longer time to converge on an optimized
solution. As we can see in Fig. 3.3, with sample rejection size β = 0.71, the
planner quickly converges to an optimized solution, though the time to find
the first solution increases slightly. With sample rejection size β = 0.32,
the cost of the initial solution is very high and it takes around 10 seconds
to converge. However, with a larger sample rejection region β = 1.0, it
takes about 2 seconds to find the first solution and the final solution is
only sub-optimal. The reason being that it rejects samples which may lead
to better solution according to the selected cost function.
(a) β = 1.0 (b) β = 0.5 (c) β = 0.32
Figure 3.4: RRT* trees with different sample rejection region sizes. The optimized
solution path is drawn in bold.
The path search trees are shown in Fig. 3.4 for different sample rejection
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sizes. In Fig. 3.4a, with rejection region size β = 1.0, samples are concen-
trated far from the predicted obstacle location due to the relatively large
sample rejection region. There are also many fewer tree connections to by-
pass the obstacle on the right or left side. With sample region size β = 0.5
(Fig. 3.4b), the white area without tree connections becomes smaller. With
sample rejection size β = 0.32 (Fig. 3.4c), the samples almost cover the en-
tire space but the cost for each edge is still considered and an optimized
solution is found which resembles that of the other cases. In each of these
experiments the risk weight was set as wrisk = 10.
We can also tune the risk weight parameter of the obstacle avoidance
cost function to balance the obstacle avoidance and shortest distance ob-
jectives. If less weight is assigned to obstacle avoidance, the RRT* planner
tries to find the shortest path with low regard to risk. If more weight is
assigned to obstacle avoidance, the RRT* planner tries to find safer paths.
As shown in Fig. 3.5a, with low risk weight wrisk = 2, the optimized so-
lution tries to reach the goal as soon as possible with a high risk path.
In Fig. 3.5b, with risk weight wrisk = 30, the optimized solution tries to
reach the goal in a safer manner with a greater buffer distance to the ob-
stacle. With an even higher risk weight wrisk = 50 (Fig. 3.5c), the robot
immediately steers out of the way to avoid the obstacle first and then later
steers toward the goal, which could be considered as the most conservative
solution. In each of these experiments, β was again set to zero. A video
showing representative simulation runs for each of the three chosen risk
weight parameters can be found at https://youtu.be/W-2TUzBC2uQ.
3.4 Summary
This chapter addressed issues related to collision avoidance in a space-time
configuration space by presenting a unique alternative method for repre-
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(a) wrisk = 2 (b) wrisk = 30 (c) wrisk = 50
Figure 3.5: Impact of varying risk weight parameter. Different risk weight pa-
rameters yield more conservative or risky solutions.
senting obstacles in space-time, termed as the Time-variable Obstacle Risk
Cost (TORC) method. Under the TORC method, obstacle occupied space
is no longer defined strictly in a discrete distinction between obstacle oc-
cupied or obstacle free space, but rather optimization over a time-varying
obstacle risk cost map is used as the primary collision avoidance mech-
anism. The size and shape of the cost distribution for each obstacle is
correlated with assumed obstacle dynamic constraints. Incorporation of
a risk weighting parameter in our cost function yields a tunable risky or
conservative robot behavior. An optional sample rejection parameter was
shown to improve planning efficiency through faster convergence to op-
timal solutions. These benefits were demonstrated through simulations
in <2 × T configuration-space using the RRT* planning algorithm. Al-
though the situations presented included several simplifying assumptions,
the TORC method is widely applicable to more complex problems, and is
not specific to any particular planning algorithms. While only one planning
iteration was performed, we have demonstrated that the paths found by the
TORC method present logical actions for longer time durations than the
Discrete Obstacle Boundary (DOB) approaches; deterministic path DOB
yields solution trajectories which may fail under slight deviations from the
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prediction, and the conservative bounded acceleration DOB method may
fail to find any solution in situations were it is impossible not to bear some
collision risk. We can therefore conclude that for online planning imple-
mentation, the proposed TORC method could reduce the need for rapid






Planning in space-time enables a more holistic representation of moving
obstacles for improved collision avoidance, however, space-time planning is
generally avoided in practice due to the high computational complexity of
the problem. For this reason, there has only been a scarce few demonstra-
tions of real-time planning in space-time present in literature, where these
occurrences are limited in scope to simple control models and/or low-speed
environments [10, 11]. The primary aim of this chapter is to provide a
planner speed improvement strategy which can enable real-time predictive
planning in space-time, while still being generalized and applicable to a
wide array of vehicle dynamic models and varied environments.
One potential means of improving planner speed is to introduce Reach-
ability Guidance (RG). The main idea behind RG is to disregard states
which are known to be outside of the robot’s reachable space (based on the
robot’s control model) in order to speed up the planning process. RG is
then a trade-off of additional processing time to generate reachable states
versus otherwise wasted time for considering unreachable states. While
many methods of RG have been proposed in literature (refer to Section
2.4), most are analytical in nature and only applicable to systems with lin-
ear dynamic constraints [22–25], or are otherwise computationally expen-
sive [114], or not well generalized [115]. In contrast, this chapter presents a
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novel numerical approach to RG which is generalized for application to sys-
tems with linear or non-linear dynamics, and is shown to achieve a planner
speed improvement for a car-like robot model of greater than a factor of 9
(measured by planning tree growth rate). This level of speed improvement
is significant enough to enable real-time replanning, as shown in simulations
in Section 4.5.
Here, we apply RG to sampling-based planners, which generate solu-
tions to the motion planning problem (bring the robot from its initial con-
dition to goal condition without obstacle collision) by randomly sampling
a set of states from a configuration space and checking their connectivity,
while rejecting samples and connections which intersect with obstacle occu-
pied space. The solution is then given as a sequence of node states, where
paths along each edge to connect nodes in the motion planning solution
must also obey kinodynamic motion constraints. The state sampling ap-
proach is desirable for generality, as it is flexibly applied to varied environ-
ments (doesn’t depend on specific environmental structures for guidance).
Also, popular sampling-based methods are probabilistically complete in
the sense that the probability of finding a feasible solution, if one exists,
approaches one as the number of samples increases.
One of the most fundamental differential constraints in a system is time,
where time t must increase at a constant rate t˙ = 1. Whether or not time
is explicitly included as a state parameter, other state parameters will typ-
ically have differential constraints with respect to time, such as velocity
and/or acceleration limits. Robot differential constraints are applied to
generate velocity profiles, which may be solved for in a decoupled manner
only over the chosen geometric path [6, 7], or in a direct integrated manner
simultaneously with geometric path solving over every connection in the
tree as it is built [10, 22, 23, 25, 83]. In order to perform predictive plan-
ning, that is planning around predictions of environmental changes such
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as obstacle movements, each state must have an appended time dimension
for collision checking and/or cost heuristic evaluation. This is contrasted
against the popular reactive planning approach, where a geometric path
is found either assuming static environment or enlarged obstacle spaces to
account for potential movements and replanning is performed often to get
real-time updates on the environment state.
While the RG method proposed in this chapter can still be applied to
reactive planners, the experiments discussed in later sections use the more
challenging predictive planning approach. Reactive planning and decoupled
differential constraint handling can result in very inefficient trajectories or
failure to find a solution trajectory due to the decoupling or expanded ap-
proximation of obstacle occupied space. Conversely, predictive planning
with direct integrated differential constraint handling can overcome these
shortcomings but is more computationally complex. These issues are the
primary motivation to improve the efficiency of differential constraint han-
dling through RG.
The primary contribution of this chapter is a novel method of (i) de-
riving a numerically solved discretized representation of reachable maps
oﬄine, and (ii) applying the reachable map as a prior to guide state sam-
pling and NN searching in online sampling-based motion planning with
replanning. RG sampling and NN searching is shown to significantly im-
prove planning speed when applied to two example cases of (i) predictive
planning for a holonomic robot given a maximum speed constraint where
the reachable set is solved for analytically and (ii) predictive planning for a
car-like non-holonomic robot subject to a maximum speed constraint and
minimum turning radius where the reachable set is solved numerically. The
analytically derived method of RG for the 2D holonomic robot is provided
to more clearly illustrate the RG concept. The numerical RG approach
is generalized for broad application to systems with linear or non-linear
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dynamics. It is also shown that real-time replanning in space-time can
be achieved through this RG speed improvement. Much of the material
presented in this chapter is also published in our paper [138].
4.2 Analytical Reachability
4.2.1 General Method
We consider a robot’s reachable space to be the subset of the state space
which is reachable given a robot’s control restrictions, irregardless of ob-
stacle presence (collision checking imposed at a later stage). Reachability
Guidance (RG) is then a method to restrict planning to consider only states
which fall within the robot’s reachable space while building a path search
tree, so as to speed up the planning process by ignoring known impossibili-
ties. In this work, RG is incorporated in the context of state sampling and
nearest neighbor (NN) searching. The planner is “guided” to sample only
within the reachable space originating from the robot’s initial state. Like-
wise, the planner is “guided” to consider two states as being potentially
“nearby” each other only if one state from the pair is located within the
reachable space originating from its paired state.
For some systems, the reachable space can be represented by simple ana-
lytical formulations thus there is no need for a discretized prior reachability
map to be stored. However, methods for deriving analytical formulation
can be case specific and not easily generalized for a wide variety of sys-
tems. Nevertheless, this work will first examine a simple system for which
the reachability guided concept is more easily conceptualized. The reach-
able space for a 2D holonomic robot with a maximum speed constraint can
be represented by common geometric shapes, as shown in Fig 4.1.
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Figure 4.1: Reachable space for 2D holonomic robot with speed constraint. The
green cone is the valid state sampling volume, given a root state at A. State B is
outside of the reachable state sampling cone, where states C, D, and E are inside.
Given the small sphere as the Euclidean NN search region for state C, the red
spherical sectors depict the reachable NN regions. State D is in state C’s forward
reachable set, and state E is in state C’s backward reachable set.
4.2.2 2D Holonomic Robot with Maximum Speed Con-
straint
Consider a holonomic robot operating over a 2D plane with a maximum
speed constraint. The configuration space X is then defined as X = <2×T ,
where each state, s ∈ X , is represented by a vector of Cartesian coordinates,
x and y, and time t: s = [x, y, t]. The control space U is composed of
controls in speed, ν, and orientation, θ, such that each control u ∈ U is
given as u = [ν, θ]. Given that a holonomic robot can move equally well in
any direction regardless of heading, assume that the motion in any direction
is constrained to a maximum speed νmax, ν ∈ [0, νmax]. The dynamics of
the system are governed by the following equations:
x˙ = ν cos θ
y˙ = ν sin θ
t˙ = 1
(4.1)
The reachable area is then described by a cone centered at initial condition
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s0 = [x0, y0, t0] given by
√
(x− x0)2 + (y − y0)2/(t− t0) < νmax | t > t0.
This area can be sampled uniformly within a time horizon tmax by drawing
from uniform distributions for polar coordinates r and α, as well as a
uniform distribution for t, then making a conditional adjustment to r and
α and solving for s = [x, y, t] according to Alg. 1. Thus Alg. 1 is used
for uniform sampling of the reachable space for the bounded velocity 2D
holonomic robot based at state s0, where the returned state s is known to
be reachable from state s0.
Algorithm 1 Uniform Sampling of a Cone Centered at s0
Input: s0 = [x0, y0, t0] //base state
Output: s = [x, y, t] //state reachable from base state
1: rtmp = rand[0, νmax ∗ tmax];
2: α = rand[−pi, pi);
3: ttmp = rand[0, tmax];
4: if rtmp/ttmp > νmax then
5: r = νmax ∗ tmax − rtmp;
6: t = t0 + tmax − ttmp;
7: else
8: r = rtmp;
9: t = t0 + ttmp;
10: x = x0 + r cosα;
11: y = y0 + r sinα;
12: return s = [x, y, t];
Although more computation is required for generating each sample (8
versus 3 operations), the alternative of sampling evenly over each dimen-
sion for its respective bounded range would result in many samples being
rejected after a motion check, i.e. a check that a direct path from the initial
state to the sampled state obeys the maximum speed condition. In this sys-
tem the volume of the reachable space is only 26.2% of the bounded state
space volume (cone vs rectangular prism volume). The time complexity of
state sampling with Alg. 1 is O(n), the same as uniform sampling [5].
Similarly, the NN distance function, distNN , can be modified to only
consider samples which fall within the maximum velocity cone as extended
from the queried state, rejecting all other samples as being infinitely far
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where ∆x, ∆y, and ∆t are the difference of values in x, y, and t dimen-
sions respectively for the two queried states, and w is a weighting factor
to optionally consider time duration of a path as more or less influential
to the path cost than path length (here w = 1). Note that in the RRT*
algorithm and in other asymptotically optimal sampling based planners, it
is common to either consider neighbors within a set radius hypersphere, or
a fixed number of neighbors, where either the hypersphere radius or num-
ber of neighbors considered decreases with increasing number of tree nodes.
Depending on the maximum speed allowed, Eq. 4.2 may be more or less
restrictive. If νmax = 1, then the ratio of volume considered in Eq. 4.2 to
the volume otherwise considered by a hypersphere is only 29.2% (spherical
sector vs sphere volume). The time complexity of NN searching with Eq.
4.2 is O(nlogn) (search from each sample over the accrued set of samples),
the same as the standard NN search approaches [5].
4.3 Numerical Reachability
4.3.1 General Method
In order to incorporate RG into motion planning, the robot’s reachable
space (as defined earlier in Section 4.2) must be clearly discernible from
non-reachable space. Besides maximum speed constraints, which are rele-
vant to a majority of robotic systems, there can still be many other con-
straints imposed on the robot motion. When additional constraints are
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incorporated, it may no longer be easy to solve for reachability bounds
analytically. Systems with non-linear dynamics and higher dimensional
systems in particular pose difficulty for analytical methods. For example,
analytical representations of reachable space for the non-linear Dubins car
model, later explored in Section 4.3.2, were attempted in many of the works
mentioned in Section 2.4: the reachable space was under-approximated [22],
linearized [25], or solved for in only x and y dimensions without indication
for valid θ values [114]. However, so long as the system model is known, a
discretized representation of the reachable space may be found by numeri-
cal methods. We call this discretized representation of the reachable space
as a “reachable map,” where all positions on the map (i.e. state locations)
are labeled as “reachable” or “not reachable.”
The primary steps to solving for a numerically generated reachability
map are (i) approximate the reachable space through state propagation,
building a “reachable graph” (V ) of representative reachable states, then
(ii) parse the reachable graph into a compressed data storage format for
easier online referencing, where the output is called the reachable map
({M, #     »min, #   »res, R}). This two step process is presented via pseudo code
in Alg. 2 and Alg. 3. First, the reachable graph is generated (Alg. 2)
by taking the initial state as a zero vector
#»
0 , and iteratively propagating
states forward in time by time step ∆t up to time horizon tmax by applying
a representative set of discrete controls U ⊂ U which span the extremal
bounds of the control space, such that a graph of nodes V can provide good
coverage of the reachable space. Generally more nodes can provide more
coverage and therefore a better estimate of the reachable space extents,
but storage of large graphs for real time referencing may be unreasonable
without a data compression scheme (hence subsequent Alg. 3). Since
reachable graph state propagation can be very time and memory consuming
(runtime of several hours, file size exceeding 15GB for later experiments),
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it is recommended to oﬄoad the random-access memory (RAM) burden
by incrementally storing the graph to a file in read-only memory (ROM)
as it is built. If the graph size is too large to store in short-term memory
(RAM), the program can always iteratively read and write only the few
relevant lines from a file needed to propagate states. This can also function
as a safety measure to avoid data loss due to power disruptions or other
potential computer faults which could result in RAM loss partway through
the reachable graph propagation.
Algorithm 2 Reachable Graph Propagation
Input: U, tmax,∆t //control set, time horizon, time step
Output: V //reachable graph = set of states spanning reachable
space
1: V ← {~0};
2: for all v ∈ V do
3: if (v[t] < tmax) then
4: for all u ∈ U do
5: stmp = u applied to v for duration ∆t;
6: if (stmp /∈ V ) then
7: V ← V ∪ {stmp};
return V
Note that in the graph building stage, an upper limit to the number of





where K is the number of controls applied to each base node (size of U), and
tstep is the number of time steps over which the graph is built. The number
of nodes can be reduced by filtering for duplicates especially in early stages
of graph propagation (line 6), which can significantly reduce code runtime
and the RAM and/or ROM required for code execution. Duplicates could
be found by simple linear searching or spatial partitioning, as with KD-trees
[139], though duplicate searching may be time consuming for very large
79
Chapter 4. Reachability Guidance
graph sizes (increases time complexity of Alg. 2 from O(n) to O(nlogn)
with respect to graph size by the KD-trees method, but reduces the graph
size if duplicates are found). Parallel processing could also reduce runtime.
So as not to reduce the sampling-based planners’ completeness to reso-
lution completeness over the reachable graph, continuous sampling ranges
should be used rather than drawing samples from a reachability graph di-
rectly. Toward this aim, the reachable map is built taking the reachable
graph as an input (Alg. 3), where the graph nodes are indexed into dis-
cretized hyperrectangle cells spanning the configuration space. As each
vertex in the reachable graph is considered, the bounds,
#            »
bounds, of the
reachable map are expanded in each dimension n ∈ [1, N ] (of the N dimen-
sional state space) as necessary to span the vertex location (lines 4-11) and
the map value is updated to “true” at
#         »
index, the corresponding index for
the location of the vertex pose (line 12). All newly created map indices,
#     »new, resulting from updated map bounds (line 9) are initialized with value
“false” (line 10). Cells which do not contain any nodes are considered not
reachable. The reachable map is then stored into a file for later access by
the planner. The time complexity of Alg. 3 is O(n), linear with respect to
the reachable graph size.
The final output is a map M which indexes all discretized hyperrectan-
gles spanning an ego-centric configuration space (centered around ~0 as the
initial state) and gives a boolean for whether there are any states within
each cell that are reachable. The state indicative of the minimum bound
in the map,
#     »
min, and the resolution used to discretize each dimension,
#   »res, also need to be stored as corresponding to the boolean map M . It is
furthermore recommended to store a vector R specifying which indices in
the map are reachable. Thus to perform uniform sampling over the reach-
able map, for each sample an indexing vector #»r would be drawn from the
reachable vector R at random, then a state s would be taken uniformly at
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Algorithm 3 Reachable Map Parsing
Input: V, #   »res //reachable graph, resolution for reachable map voxels
Output: M,
#     »
min, #   »res, R //reachable map = {boolean array map, min
reference index, resolution of voxels, and indices of reachable voxels}
1:
#     »
min← ~0; #      »max← ~0;R← ∅
2: M [~0] = true;
3: for all v ∈ V do
4: for all n ∈ [1, N ] do //grow map bounds if needed
5: if (v[n] <
#     »
min[n]) then
6:
#     »
min[n] = floor(v[n]/ #   »res[n]) ∗ #   »res[n];
7: else if (v[n] > #      »max[n]) then
8: #      »max[n] = floor(v[n]/ #   »res[n]) ∗ #   »res[n];
9: resize M by
#            »
bounds[n]← [ #     »min[n], #      »max[n]];
10: init M [ #     »new] = false,∀ #     »new after resize;
11:
#         »
index[n] = floor((v[n]− #     »min[n])/ #   »res[n]);
12: M [
#         »
index] = true; //register true at v’s index
13: for all m ∈M do
14: if m == true then
15: R← R ∪ { #         »index of m};
return M,
#     »
min, #   »res, R
random from within the corresponding hyperrectangle:
s =
#     »
min+ ( #»r + #    »rng) #   »res; (4.4)
where #    »rng is an n-dimensional vector of independently generated random
numbers in the range [0,1], and symbol  indicates element-wise multipli-
cation.
The reachable map can also be queried during NN searching such that
when calculating distance between potentially nearby states, if neither state
lies in each others’ reachable map, then the distance is considered to be
infinity, otherwise the standard distance calculation for the space is used:
distNN(s1, s2) =

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where dist(s1, s2) is the standard distance function for the state space, e.g.
the Euclidean norm |∆s| (others possible), and ∆s = s2 − s1 for parent
state s1 and queried neighbor state s2. The output of floor(∆s  1#   »res) is
a vector to index the particular boolean value in M which represents the
reachability of the hyperrectangle encapsulating state s2 as measured from
a frame of reference with s1 as its origin.
The main risk of this method lies in the potential to compromise the
completeness of the motion planner. Since state propagation is restricted
to application of a limited discrete control set U over finite time steps,
it is possible that the subsequently generated reachable map may report
some false negatives such that a subset of the reachable space is incorrectly
indicated to be unreachable. To reduce this risk, the resolution of the
map should be carefully chosen in relation to the maximum incremental
step change possible in each state dimension that results from the applied
control set over chosen time increment ∆t:
#   »res[n] > max
u∈U
∆s[n],∀n ∈ [1, N ]|∆t (4.6)
By this choice of map resolution, the false negatives should be limited
to the boundaries of the reachable space. The possibility of false nega-
tive occurrence will further be reduced by choosing smaller time step sizes
and a greater number of discrete controls to propagate the reachable graph
(where limitations are based on computer memory and graph size from Eq.
4.3). There will inevitably be several false positives reported by querying
the reachable map as well due to cell decomposition in the reachable map
parsing stage, but these are of less concern since they can easily be distin-
guished and filtered out during motion checking. Nevertheless, despite the
limited completeness due to false negatives, the method can be useful in
practice as it is well generalized and hence applicable to a wide range of
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varied control systems, and as will be shown in the later Section 4.5, it can
drastically improve planning speed and success rates for the tested car-like
robot system.
The complexity of building the reachable graph and subsequent reach-
able map also increases exponentially with respect to space dimension. The
graph size may be reduced by reducing the number of time steps to counter
this problem (Eq. 4.3), though this would unfavorably either shorten the
planning time horizon and/or reduce the reachable map resolution (Eq.
4.6). However, since the reachable map is generated oﬄine and only queried
online as a fixed prior, the oﬄine computational burden does not entirely
rule out the viability of the method in higher dimensional spaces. The
reachable map can be calculated offboard the robot on a computer with
greater processing capabilities, where the onboard computer needs only to
have enough memory to store the resultant reachable map (which is sig-
nificantly smaller in size than the reachable graph). The most important
factor for application of the method is the computational cost of online
processes, where both RG sample generation (Eq. 4.4) and RG NN dis-
tance calculation (Eq. 4.5) have time complexity O(n), linear growth with
respect to state dimension; this is the same order of complexity as sampling
and NN distance calculation by the standard sampling-based method.
4.3.2 Dubins Car Robot with Maximum Speed Con-
straint
This section will examine the Dubins car model, which enforces a minimum
turning radius constraint by finding paths in SE(2) space composed of
piecewise circular arc segments and straight lines while still incorporating
a maximum speed constraint. While it is commonly assumed in the Dubins
car model that the car travels at a known constant speed and thus fixed
minimum turning radius, in this work it will be assumed that the minimum
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turning radius, ρmin is still fixed regardless of changes in speed, and any
speed ranging from zero to νmax may be chosen.
The configuration space can then be X = SE(2)×T , where each state,
s ∈ X , is represented by a vector of Cartesian coordinates x and y, ori-
entation θ, and time t: s = [x, y, θ, t]. The control space U is composed
of controls in speed, ν, and steering angle, φ, such that u ∈ U = [ν, φ].
The system dynamics are governed the common bicycle model, given by
the following equations:
x˙ = ν cos θ







where L is the vehicle wheelbase (distance between front and rear axle).
Note that the turning radius ρ is related to the steering angle by tan(φ) =
L/ρ, and the control set is then bounded by ν ∈ [0, νmax] and φ ∈ [- tan-1(L/ρmin),
tan-1(L/ρmin)]. The Dubins car model however adds the simplification that
the steering rate is unbounded and the steering angle is to be one of only
three possibilities corresponding to straight linear motion, full left turn,
or full right turn (ρ ∈ {∞, ρmin, -ρmin} ∴ θ˙ ∈ {0, ν/ρmin, -ν/ρmin}), since
the shortest possible distance path is proven to be composed of piecewise
straight and circular arcs of this nature [1]. Also note that application of
the Dubins path solver in the local steering of the RRT* algorithm for a
car-like robot has been shown not to compromise asymptotic optimality
[140].
While the boundary of the reachable space in x and y dimensions can be
solved for analytically at any given time step t [114], the permissible range
of orientations at a given x, y, and t is not easily characterized. Hence, a
84
Chapter 4. Reachability Guidance
numerical approach will be explored.
For state propagation, the following four controls are applied in this
work: u ∈ U = {[0, 0], [νmax, tan-1( Lρmin )], [νmax, 0], [νmax, - tan-1( Lρmin )]}.
These controls correspond with zero velocity, maximum speed left turn,
maximum speed straight path, and maximum speed right turn, chosen as
representative extremal values of the control set, U ∈ U .
Starting iteratively from an initial state, all controls in set U are applied
to each unexpanded state as a constant control over a fixed time step to
propagate more subsequent states until a designated time horizon as a
stopping point. In this case a constant speed and steering angle are applied,
where subsequent state values can be found by leveraging the property that
Dubins curves are exactly circular. Thus, knowing a fixed increment path
length of νt−1∆t over time step ∆t and by applying chord length and arc
length formulas, we arrive at the following state propagation equations to
follow radius ρt−1 with speed νt−1:






















θt = θt−1 +
νt−1∆t
ρt−1
tt = tt−1 + ∆t
(4.8)
The ratio of reachable set volume to total bounded space volume for
this system is dependent on the minimum turning radius, maximum speed
and time horizon used, as well as the cell discretization resolution. For the
finest level of discretization tested, with 20 time steps over a time horizon
of 10 seconds, resolution in x and y of 0.5 m, θ resolution of 10 degrees,
and robot with maximum speed of 1 m/s and minimum turning radius of 3
m, the reachable set volume is estimated to be only 4.03% of the bounded
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state volume. A 3D visualization of this reachable set is shown in Fig. 4.2,
where the θ dimension is shown by the vector orientation in the reachable
graph (top left), but is not shown explicitly in the reachable map since we’re
graphically limited to three dimensions. The color spectrum correlates to
the number of states from the reachable graph which are associated with
each reachable map location (magenta for higher value, red for lower),
where a higher number of graph states typically indicates a greater range
of valid orientations. Note that the original graph size was greater than
109 states (approx. 15GB), but the reachable map was stored as a set of
483840 boolean values (approx. 30MB).
The NN distance metric from Eq. 4.5 is used, where dist(s1, s2) =
dubDist(s1, s2) + w∆t with the dubDist function solving for Dubins path
length in the x-y plane (according to method in [1]), and w used as a weight-
ing factor to optionally consider time duration as more or less influential
to the path cost than path length (here w = 1).
4.4 Experiment Method
Both the analytical and numerical approach to RG (as described in Sections
4.2 and 4.3 respectively) were applied in simulation over data collected from
an autonomous golf cart platform operating in the National University of
Singapore’s UTown Plaza (Fig. 4.3). The primary sensors used were SICK
LMS151 2D LIDARs, with moving obstacles’ instantaneous pose and ve-
locity detected through a supervised learning method of Support Vector
Machine (SVM) applied over spatio-temporal features extracted from the
scan data as detailed in [107]. These obstacles are then assumed to follow
constant velocity trajectories and incorporated into an obstacle occupancy
grid map, as in [6] but now layered by the additional time dimension. A
prior feature map was built by applying the Simultaneous Localization and
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Figure 4.2: Reachable space for a Dubins car robot with maximum speed con-
straint, represented as a reachable graph (top left), and a reachable map (top
view in top right, orthographic view in bottom). The reachable graph is ex-
panded first and will contain a relatively large number of states (here shown for
10 time steps). The reachable map is then processed to classify each hyperrect-
angle spanned by the graph states as reachable or not. The reachable map is
plotted in 3-dimensions, x, y, and t (time), where discretization over orientation
dimension θ is not explicitly shown due to visualization restrictions. The color
spectrum correlates to the number of graph states spanning each hyperrectangle,
where red indicates few graph states, and magenta indicates many states. Regions
spanned by many graph states generally have wider ranges of valid orientations.
Unreachable cells are not filled (transparent).
Mapping (SLAM) algorithm, where a synthetic LIDAR model is applied
to reference vertical normal surfaces from a 3D rolling window of accu-
mulated 2D laser scans to perform Adaptive Monte-Carlo Localizations.
Details about the mapping and localization methods can be found in [141]
and [142], while more specifics on the vehicle platform and various other
subsystems are provided in [50].
An RRT* [5] planner was utilized as implemented in the Open Motion
Planning Library (OMPL)[2], where the planner’s distance function was
adjusted and new sampler classes were created according to the methods
described in the previous sections. Robot Operating System (ROS) [3]
was used as the underlying framework for interfacing with the autonomous
vehicle. The code was executed on a computer with a 3.4 GHz processor
and 16GB RAM.
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Figure 4.3: The autonomous golfcart shown in the RG testing area on the National
University of Singapore’s UTown Plaza.
The golf cart was tasked to move forward and to the right while avoid-
ing an oncoming pedestrian as per the scenario shown in Fig. 4.4. The
pedestrian measured speed was 1.2 m/s vs the robot’s 1 m/s limitation,
and given the starting positions of the robot and pedestrian, the robot has
only an approximately 2 second window of safe trajectories to pass in front
of the pedestrian with at best less than 1 m clearance. The possible so-
lution homotopy of passing behind the pedestrian is not seen at this time
instance due to the planning time horizon.
The goal was specified as a position and orientation, where a state was
deemed to satisfy the goal condition if it lies within a 0.2 m threshold
Euclidean <2 distance from the goal pose. The cost is taken simply as the
sum of path length and time duration, with state rejection for clearance
of less than 0.1 m, though in many situations obstacle clearance costs are
advisable as well and can be implemented into a time varying cost map
as in [143]. Four planner variations were tested for comparison over both
the <2 × T and the SE(2) × T models: (i) standard RRT* with no RG,
(ii) RRT* with RG state sampling, (iii) RRT* with RG NN searching, (iv)
RRT* with both RG state sampling and RG NN searching. When RG is
not applied, standard uniform sampling is performed and NN distance is
calculated according to the model’s standard distance function. For each of
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Figure 4.4: The golfcart’s mission: move from the red arrow pose labeled
“START” to the purple arrow pose labeled “GOAL”, while avoiding collision
with incoming moving obstacle shown in red with velocity vector. Views a) or-
thographic, b) side, c) top. Black areas are walls, gray is drivable. Example path
search tree shown for the Dubins model after 0.4 second planning time. Color of
the path indicates obstacle clearance (continuous color spectrum with cool colors
for greater clearance, warm colors for less clearance). Time dimension is normal
to the map plane.
these planner variants, 100 simulated planning trials were performed with
the number of tree vertices and success rate recorded at various planning
durations (time to solve) ranging from 0.1 to 10 seconds.
Replanning was also executed at a frequency of 2 Hz, with a commit-
ted trajectory of 0.5 second duration executed between each replanning
iteration.
4.5 Results
A comparison of tree size given by vertex count for various levels of RG is
shown for the <2×T model (Fig. 4.5) and the SE(2)×T model (Fig. 4.6).
Incorporating either just RG NN searching or just RG sampling improves
the tree expansion rate significantly, but still the fastest tree expansion rate
is achieved by utilizing both RG NN searching and RG sampling together.
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For the <2×T model, the tree size is increased by about 3-4 times through
RG in planning times under 1 second, and 5.6 times for a planning time of
10 seconds. Greater improvement rates are seen in the SE(2)× T model,
with the tree size increased by a factor ranging from 9.1-10.1 times for each
of the various planning times by incorporating both RG sampling and NN
searching.
Figure 4.5: Planner vertex counts for various levels of reachability guidance in
the 2D holonomic robot model. Full distributions are plotted with lines extended
between mean values.
Improvements are primarily due to not having considered unreachable
states during the various planning stages (thereby avoiding wasted time).
Note that the ratios of speed improvement are also loosely correlated with
the inverse ratios of reachable space to total state space as calculated in
Sections 4.2.2 and 4.3.2. Where the holonomic robot’s reachable space was
roughly one quarter that of the entire state space, speed is improved by
approximately 4 times. While similarly we might expect a 25 times speed
up for Dubins car robot, with reachable space at only 4% of total state
space, this is unrealized likely due to the imperfect (over-approximated)
representation of the reachable space, which results in still some wasted
time considering a few unreachable states (albeit much less than without
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Figure 4.6: Planner vertex counts for various levels of reachability guidance in
the Dubins car robot model. Full distributions are plotted with lines extended
between mean values.
RG). The planner for the <2×T model was already able to find a solution
99 to 100% of the time with or without RG in the test scenario. However,
in the more complex SE(2)× T model this was not the case, and success
rates (Table 4.1) were greatly improved with RG NN searching and RG
sampling, where there appears to be strong correlation between success
rate and planner tree size (Fig. 4.6).
Table 4.1: Planning Success Rates (%): SE(2)× T
Planning Time (s) 0.1 0.2 0.3 0.4 0.5 1.0 2.0 5.0 10
Standard 5 7 9 16 21 13 26 35 55
RG NN 30 39 44 55 53 55 73 65 81
RG Sampling 30 29 41 38 37 46 65 77 86
RG NN+Sampling 61 71 80 80 85 91 91 96 99
With relatively high success rates possible even for planning times under
1 second, it’s then feasible for a RG planner to be applied in online replan-
ning applications. Fig. 4.7 shows several snapshots of the robot’s motion
and replanned path over the same test scenario as was used in the previous
analysis. A new path search tree was generated every 0.5 seconds, with the
first 0.5 seconds of each plan executed as a committed trajectory. A video
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of these replanning results is shown at https://youtu.be/j8iBA0k34l4.
Figure 4.7: Replanning snapshots with 2 Hz replanning frequency. Top left shows
the initial path search tree. Top center is the initial best plan, with commit path
shown in blue, and full solution path shown in green. The next snapshot is shown
in the top right, followed by the bottom left and then the bottom right.
4.6 Summary
The numerical approach to RG sampling-based motion planning detailed
in this work was shown to be effective in improving planning speed (taken
as rate of tree growth) by approximately an order of magnitude in the Du-
bins car robot model scenario, and likewise improved planning success rates
dramatically. The RG planning concept was also demonstrated to improve
planning speed in a simple 2D holonomic robot case under maximum speed
constraint, where the reachable subspaces were shown as common geomet-
ric volumes and incorporated into state sampling and NN searching through
analytical formulation. A generalized algorithm was presented for deriving
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a numerical representation of the reachable subspace, first by building a
large oﬄine state graph, then by compressing the data representation into
a smaller reachable map. The numerical approach can be used in situations
when analytical formulations are difficult to derive or are otherwise inaccu-
rate due to approximations. These speed improvements achieved through
RG are shown to be sufficient for enabling real-time planning in space-time
(2 Hz replanning rate).
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The core idea behind predictive planning is to plan around the predicted
trajectories of nearby moving obstacles. Thus, collision checking should be
performed over space-time, that is configuration space appended with an
additional time dimension, as discussed in Chapter 3. Furthermore, the
motion planner then must solve for both spatial paths and velocity profile
along the path in an integrated rather than decoupled manner, where plan-
ning over the additional time dimension increases computational complex-
ity. Chapter 4 presented a planning speed-up strategy through reachability
guidance in state sampling and nearest-neighbor searching, whereby turn-
ing radius and velocity restrictions were specifically addressed. However,
there are many other challenges posed for taking predictive planning be-
yond simulations and fully implementing such a planning system on an au-
tonomous vehicle. Acceleration limitations must be explicitly accounted for
in the planned trajectories. Replan triggering/timing also introduces new
design questions, such as where the next plan starting pose should be given
that plans are made slightly in advance onboard a moving vehicle. Also,
naive speed override safety mechanisms designed for reactive planners will
often conflict with a predictive planner’s solution trajectory, so new more
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viable safety systems must be applied. This chapter will address compre-
hensive details on the full predictive planning system, which is designed to
overcome the aforementioned challenges and enable full implementation on
a variety of physical experimental platforms. Core contributions include:
• A predictive planning framework to allow real time replanning over
space-time, which is generalized for structured and unstructured en-
vironments, with no reliance on complex decision making structures
in the behavior planning level.
• A new trajectory planning algorithm, Control and Path Guided Rapidly-
exploring Random Tree* (CPG-RRT*) is proposed to generate cou-
pled spatial paths and velocity profiles, which forms minimum jerk
edge connecting trajectories between states which obey dynamic con-
straints of minimum turning radius, bounded velocity, and bounded
acceleration. Prior knowledge is retained during replanning through
a weighted biased sampling between (i) sampling near the previous
solution path, (ii) sampling near the simulated pure pursuit steering
path which leads back to a prior guiding path, and (iii) sampling from
the robot’s reachable space. Reachability guided state sampling and
nearest neighbor searching is retained as per methods described in
Chapter 4.
• Passive safety assurances for space-time trajectory planning through
a variant of the braking Inevitable Collision States (ICSb) avoidance
concept, where our variant results in less abrupt braking maneuvers.
The rest of this chapter is organized as follows. An overview of the pre-
dictive planning framework is shown in Section 5.2. The behavior planner
modules are discussed in Section 5.3. The motion planner is discussed in
Section 5.4. Challenges in interfacing with the control system are discussed
in Section 5.5. This chapter is concluded with a summary (Section 5.6).
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5.2 System Overview
The core subcomponents of the planning system are shown in Fig. 5.1,
with other function blocks shown as the source of planner input values
(perception functions), or otherwise the recipients of planner outputs (con-
trol functions). Note that the focus of this chapter is only extended to the
behavior planner and motion planner elements as shown here, however this
is just a subset of the full autonomous software architecture, where the full
system is shown in later Fig. 6.3 and discussed in Chapter 6. The listed

































Figure 5.1: Planning framework diagram. Key processes are shown as blocks, with
several blocks composing the key elements of the behavior planner and motion
planner. Main input/output messages shown through arrow connectors.
Localization provides the vehicle pose information to the mission plan-
ner, motion planner, and steering controller. Localization first requires a
prior map be built, where mapping is performed oﬄine through the pose
Simultaneous Localization and Mapping (SLAM) algorithm using vertical
surfaces as reference features, as per the method described in [141]. Adap-
tive Monte-Carlo Localization is then applied over this prior map using a
“synthetic LIDAR” sensor model, as described in [142]. The synthetic LI-
DAR makes use of the surface normals in a 3D rolling window as the main
features that provide a unique fingerprint of the environment. Although the
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method was originally designed for use in an urban environment that con-
sist of concrete buildings and other man-made architectures, it was found
to adapt well to natural park environments [50] as well as narrow indoor
environments [53].
A moving obstacle detection algorithm is developed to detect and rec-
ognize other human and vehicle agents in the shared environment [107].
The algorithm utilizes spatial-temporal features of object clusters extracted
from a planar LIDAR, and performs object recognition using a supervised
learning method of Support Vector Machine (SVM). Once moving obsta-
cles are recognized, their motion information (speed and direction) is cal-
culated based on their centroid positions from consecutive measurements
in the spatial-temporal clusters. The position and velocity of each moving
object is passed on to the cost map generator and speed controller (for
safety speed override discussed later in Section 5.4.2).
When driving in structured environments, i.e. road networks, there may
be times when the vehicle needs to heed some basic precedence rules before
crossing intersections. The most common examples are traffic lights and
stop signs/lines. Such situations are handled by precedence observers, which
place virtual obstacles at intersections based on logic criteria corresponding
to the road rule for the intersection. For a traffic light, a static virtual
obstacle is placed at the intersection stop line if the following criteria are
met: a) the vehicle is within a set distance from the intersection, b) the
corresponding traffic light is not green (or view obscured). For a stop sign,
the virtual obstacle is present until the vehicle first comes to a full stop
within some close proximity to the stop line. The locations and pointers to
rules for these precedence observers are encoded into a road network graph,
as will be discussed later in Chapter 6.
The mission planning module performs a route searching function to
find global traveling routes (or reference paths) given a mission assignment.
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This is achieved by a Dijkstra search over a directed graph of reference path
segments reflecting the road network connectivity, as detailed in [144].
Speed control is achieved through a Proportional-Integral (PI) feedback
controller, with a switching logic between throttle and braking actuators
that is based on a combined velocity and acceleration error as described in
[145]. Steering control is achieved through a modified pure pursuit path
tracking algorithm [146], which slightly offsets the tracked points from the
given path to compensate for target orientations along the path.
5.3 Behavior Planner
The behavior planner is tasked to build a cost map to best represent the
presence of static obstacles, moving obstacles, and virtual obstacles (Sec-
tion 5.3.1), and to determine local goals (Section 5.3.2). Note that many
other previous works have utilized the concept of precedence observers
which generate virtual obstacles, but they typically further incorporate
clearance observers to restrict motion based on moving obstacle presence,
or more complex decision making systems to determine when lane changing
or overtaking may be allowed. However, since we utilize a motion planner
which solves for trajectories over a cost map in space-time, this representa-
tion of obstacles gives the vehicle an inherently better reasoning capability
within the motion planner itself and thereby eliminates the need for com-
plex decision making systems at the behavioral level. This means that the
application of our predictive planning framework is left more general to
handle a wider range of situations with less hard-coding of case specific
road rules such as clearance observers, as will be explored in greater depth
in Chapter 7.
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5.3.1 Cost Map Generator
The cost map is used for evaluating cost along states and edges in the
planner search tree, and thereby determines how states are rewired, how
certain solution paths are selected over others, and in our case, how states
are rejected (considered obstacle occupied when cost threshold is exceeded).
The cost map is built around the vehicle pose as an origin point, with prior
information on the drivable area incorporated to first filter out non-drivable
regions as obstacle occupied (cost above acceptable threshold). Similarly,
a type of geofencing is enforced by considering areas which are too far from
the targeted route plan path to be obstacle occupied. Then, given the
pose and velocity information on all obstacles detected as per the obstacle
detection perception module, static obstacle locations (those with detected
velocity of zero) are likewise considered obstacle occupied and assigned a
high cost above the acceptable threshold. Virtual obstacles indicated from
precedence observers are treated in the same manner as static obstacles
detected from the obstacle detection module, and will cause the vehicle to
slow down and/or stop based on the solutions found later by the motion
planner. The cost map is layered in the time dimension, where moving
obstacles are assumed to follow constant velocity trajectories, with risk
costs assigned based on methods described in Chapter 3.
5.3.2 Goal Generator
In order to perform local planning, a local goal must first be determined.
Whereas a global target path, or route plan, will already be determined
by the mission planner, the motion planner must set its own short term
local goals to make incremental progress toward the destination while
avoiding obstacles. The local goal is set by choosing a waypoint along
the route plan path at set distance ahead of the current robot location.
The route plan path is given as a series of ordered waypoints, P . First,
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pnearest, the nearest waypoint to the robot current pose srobot, is found by
pnearest = argminp∈Pd(srobot, p), where function d measures the distance
between two poses as a combined Euclidean distance in x and y dimen-
sions plus heading difference. Then the local goal is set according to a
forward propagated distance along the route plan path equal to the great-
est distance which could be traveled within the planning time horizon given
the robot’s maximum velocity constraint. Note that for each replanning
iteration the local goal would then be shifted forward by the amount of
distance traveled in the last iteration, thus it is unlikely that the robot will
get “stuck” pursuing some local goal which is obstacle occupied. The goal
velocity is assigned according to a maximum speed possible given an ob-
stacle free environment, where speed is then only limited by distance from
path starting point and ending point (start and goal velocities assigned
as zero), velocity bounds and acceleration bounds, with intermediate path
velocities solved according to constant acceleration assumptions.
Since the goal is set as a spatial location, however the planning space
used is a space-time, the distance to the goal state sgoal is then defined by
function dgoal, which measures only combined Euclidean distance in x and
y dimensions plus differences in heading and velocity, ν, between a queried
state and the specified goal state, thus ignoring the time component of the
state when checking whether the goal is satisfied: dgoal(s) = d(s, sgoal) +
∆ν. Furthermore, the goal criteria is relaxed such that the distance to
goal must only be within some fixed threshold value, δgoal,thresh to satisfy
the goal condition. In the event that no solution is found to satisfy the
goal condition, the best “approximate solution” is returned by the planner,
which is the solution with shortest distance to the goal, even if that distance
exceeds the threshold.
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5.4 Motion Planner
This section provides a more detailed overview on core components of the
“Motion Planner” as shown in Fig. 5.2: the trajectory planner (Section
5.4.1) and safety checker (Section 5.4.2). Our motion planner is distinct
from a majority of other works’ motion planners in that it takes in in-
tegrated approach to solve for a trajectory over space-time as a coupled
spatial path and velocity profile, where dynamic constraints are ensured
for bounded turning radius, velocity, and acceleration.
5.4.1 Trajectory Planner
A newly proposed variant to the popular path planning algorithm RRT*
(optimal Rapidly-exploring Random Tree) [5] is implemented, Control and
Path Guided RRT* (CPG-RRT*), which incorporates reachability guided
(RG) state sampling and nearest neighbor (NN) searching as per methods
described in Chapter 4 with additional sampling biases toward prior solu-
tion paths and predefined prior paths (from route plan), and generates edge
connecting trajectories between states which obey dynamic constraints of
minimum turning radius, bounded velocity, and bounded acceleration. In
order to plan acceleration profiles along edges and ensure acceleration con-
straints are met, the configuration space is expanded from that which was
used in Chapter 4 to include velocity, now using a Dubins × Velocity ×
Time space, X = SE(2)×<×T , where each state, s ∈ X is represented by
vector of Cartesian coordinates x and y, orientation θ, velocity ν, and time
t: s = [x, y, θ, ν, t]. The original RRT* algorithm is shown here (Alg. 4),
and the structure is unaltered in CPG-RRT*, though various subfunctions
are redefined. Similarly, the computational time complexity of CPG-RRT*
is unaltered from the original RRT* at O(nlogn).
Nearest(G = (V,E), srand) finds the nearest vertex from the tree’s set
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Algorithm 4 RRT*[5]
Input: sinit
Output: G = (V,E)
1: V ← sinit;E ← ∅;
2: for i = 1, ..., n do
3: srand ← SampleFreei;
4: snearest ← Nearest(G = (V,E), srand);
5: snew ← Steer(snearest, srand);
6: if CollisionFree(snearest, snew) then
7: Xnear ← Near(G, snew, η);
8: V ← V ∪ {snew};
9: smin ← snearest;cmin ← Cost(snearest) + c(Line(snearest, snew));
10: for all snear ∈ Xnear do //Connect along minimum cost path
11: if CollisionFree(snear, snew)
∧ Cost(snear) + c(Line(snear, snew)) < cmin then
12: smin ← snear; cmin ← Cost(snear) + c(Line(snear, snew));
13: E ← E ∪ {(smin, snew)};
14: for all snear ∈ Xnear do //Rewire the tree
15: if CollisionFree(snew, snear)
∧ Cost(snew) + c(Line(snew, snear)) < Cost(snear) then
16: sparent ← Parent(snear);
17: E ← (E\{(sparent, snear)}) ∪ {(snew, snear)};
return G = (V,E)
of vertices V , snearest ∈ V , according to distance function given in Eq. 4.5,
with dist(s1, s2) = dubDist(s1, s2) + ∆ν + w∆t, where dubDist is solved
by finding the Dubins path length in the x-y plane (according to method
in [1]), and w is used as a weighting factor to optionally consider time
duration as more or less influential to path cost than path length and
velocity difference (here w = 1).
The cost of a state s is defined according to the corresponding cost map
value H(s), while the cost of an edge (s1, s2) is the integral sum of cost





SampleFree generates a randomly sampled state by the means explained
in the following subsection. Definitions for Steer, CollisionFree, and Line
are next discussed in relation to controllable trajectory generation in the
subsequent subsection.
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Sample Biasing and Tree Seeding
In CPG-RRT* there are several means by which new samples are generated.
First, the tree is “seeded” with samples uniformly drawn from along the
previous planning iteration’s solution path, and also from along a simulated
pure pursuit steering control path which leads back to the route planner’s
given path. An attempt to add each seeded state to the tree is made as if
it were any other randomly drawn sample (Alg. 4, lines 4-17). After the
tree seeding attempts, the method of sampling is stochastically chosen for
each sample from four options through a weighted biasing:
Algorithm 5 CPG-RRT* SampleFree
Input: sg, {M, #     »min, #   »res, R},Φi−1,Φpp, wg, wr, wps, wpp
Output: s
1: //wg, wr, wps, wpp should be normalized to add up to 1
2: ws = rand[0, 1];
3: switch ws do
4: case < wg
5: assert(s = SampleGoal(sg))
6: case > wg ∧ ≤ wg + wr
7: assert(s = SampleReachable(M,
#     »
min, #   »res, R))
8: case > wg + wr ∧ ≤ wg + wr + wps
9: assert(s = SampleNearTrajectory(Φi−1))
10: case > wg + wr + wps
11: assert(s = SampleNearTrajectory(Φpp))
return s = [x, y, θ, ν, t];
where sg is the local goal state, the set {M, #     »min, #   »res, R} contains the reach-
able map and corresponding map minimum state, resolution, and reachable
indices (refer to Section 4.3), Φi−1 is the previous iteration’s solution tra-
jectory, Φpp is the simulated pure pursuit steering trajectory leading back
to the route planner’s prior path, and wg, wr, wps, and wpp are weighted
biases to decide the sampling method (normalized such that each is within
the range [0,1] and wg + wr + wps + wpp = 1), representing the proba-
bility of sampling near the goal state, sampling from the reachable set of
the configuration space, sampling near the previous solution trajectory, or
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sampling near the pure pursuit steering path respectively. Biasing sam-
pling towards the goal region, nearby the previous solution trajectory, and
nearby paths leading back toward the route planner path are all meant to
speed up convergence towards optimal solutions (exploitation of prior in-
formation), while sampling in the reachable set of the configuration space
is meant for exploration to improve completeness. Note that this is es-
sentially an extension of ERRT [26], which only biased sampling toward
previous solution paths. The computational time complexity of the sam-
pling process described by Alg. 5 is O(n) with respect to the number of
sampling attempts.
SampleGoal returns a state, s ∈ X , which is nearby goal state sg. State
parameters x and y are drawn uniformly from a circle of radius δgoal,thresh
(goal threshold distance) in the x−y plane centered around sg. θ and t are
sampled uniformly over their minimum and maximum range bounds, θ =
rand[−pi, pi), t = rand[tmin, tmax]. However, the velocity state parameter is
assigned to be exactly equal to the local goal velocity (to ensure stopping
behavior at goals with zero velocity, and encourage higher speed travel for
high velocity goals).
SampleReachable instead generates a randomly sampled state from the
reachable space, s ∈ R, where R ⊂ X , according to Eq. 4.4 and the
method described in Section 4.3.2 to assign state parameters x, y, θ, and
t. However, the velocity state parameter is assigned by uniform sampling
from the continuous bounded valid velocity range, ν = rand[νmin, νmax].
SampleNearTrajectory generates a randomly sampled state, s ∈ X , by
sampling near a state located along a given reference trajectory, sΦ,rand,
where state parameters x, y, and t are drawn uniformly from a hyperrect-
angle centered at sΦ,rand in the x− y− t space with all dimensions of equal
length set by 2δnear, where δnear is a user defined parameter to consider
states as “nearby” or not. State parameters θ and ν are assigned to be ex-
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actly equal to the sampled path state. The function SampleNearTrajectory
is applied both for sampling near the previous iteration’s solution trajec-
tory, Φi−1, and for sampling near a trajectory formed by steering back to
a reference path given by the route planner, Φpp (from a simulated pure
pursuit steering path).
Controllable Trajectory Generation
The Line function defines the edges which connect states. Note that the
Steer function builds upon the Line function to additionally interpolate
along the edge and return an intermediate state which is within some max-
imum range of an existing tree node. The CollisionFree function also builds
off the Line function to check at some finite resolution that each interme-
diate state interpolated a long the edge is outside of the obstacle occupied
space, O ⊂ X . For holonomic robots planning in N dimensional spaces
<N , the Line function would return a straight line path. For a Dubins
car model operating in SE(2) space, the Line function would return the
Dubins curve, that is the shortest distance path which obeys a minimum
turning radius constraint. This section will describe a formulation of the
Line function for the configuration space and robot model applied in this
work, the Dubins × Velocity × Time space, X = SE(2)×<× T .
The incorporation of velocity and time measures in the state definition
means that the edges not only define a spatial path, but also define a veloc-
ity profile and an implicit acceleration profile. This is why the local planner
is called a “trajectory planner,” as opposed to a “path planner.” The edge
connection approach must not only generate a continuous trajectory which
fully defines intermediate states, but there must furthermore be a method
to check whether the dynamic constraints on velocity and acceleration are
satisfied along the edge, which we will call a “motion check.” The Line
function applied in this work can be thought of as a two step process: a)
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solve for a spatial path by Dubins method, then b) solve for corresponding
velocity profile along the spatial path. The CollisionFree function is also
a two step process: a) perform a motion check (ensure velocity and accel-
eration constraints are obeyed), otherwise return failure, then b) if motion
check passes, check that all interpolated intermediate states are outside of
the obstacle occupied space, otherwise return failure.
The velocity profiles generated must be continuous, unique, and ideally
optimal in some aspect. Here we choose to optimize for user comfort by
finding a minimum jerk trajectory. It was found in [147] that to maximize





p (t)2dt, whereby a minimum jerk trajectory will take the
form of a fifth degree polynomial position function with respect to time
(thus velocity is fourth degree, and acceleration is third degree):













where p is position, ν is velocity, a is acceleration,
...
p is jerk (third derivative
of position), b0...b5 are constants, t is time, t0 is the motion start time, and
tf is the motion end time. These constants can be found by solving the
following matrix equation for boundary conditions of position, velocity, and
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where p0 is start position, pf is end position, ν0 is start velocity, νf is end
velocity, a0 is start acceleration, and af is end acceleration. Note that
position, velocity, and time can all be directly extracted from a motion
query (s1, s2) through our state representation s = [x, y, θ, ν, t]: p0 = 0,
pf = dubDist(s1, s2), with the function dubDist(s1, s2) calculated accord-
ing to [1] based on x, y, and θ values for each state, t0 = t1, tf = t2, ν0 = ν1,
νf = ν2.
The starting acceleration of the planning base state is known from ei-
ther onboard vehicle measurement, or from calculating the acceleration
value at the commit time along the previous solution trajectory. Then the
only unknown variable in Eq. 5.2 needed to solve for a motion originating
from the base pose is the end acceleration, which we choose to be af = 0
(otherwise infinite solutions could exist considering other possible values
of af ). By choosing af = 0, we ensure that the robot’s acceleration will
not need to be discontinuous at time tf in order to stay within the velocity
bounds in the event that νf = νmin or νf = νmax. Also, all edges in the
planning tree which do not originate from the planner’s base pose then will
have a0 = af = 0.
Once a minimum jerk trajectory of this form is known for queried mo-
tion between state s1 and state s2, a quick check can be made to determine
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the validity of the motion with respect to velocity and acceleration con-
straints (both given as continuous ranges with minimum and maximum
bounding values). Since both velocity and acceleration are polynomial
functions, we know that the maximum and minimum values of the func-
tions between a time range [t1, t2] must occur either at the boundary points
or at local minima or maxima found within the time range. The local min-
ima and maxima can be found by solving for the roots of the derivative
functions and evaluating the functions at those roots. From Eq. 5.1, we
see that velocity is a fourth degree polynomial, and thus the roots of its
derivative function (acceleration, third degree) can be solved exactly by
Cardano’s cubic formula [148]. Acceleration is a third degree polynomial,
and thus the roots of its derivative (jerk, second degree) can be solved
exactly by the quadratic formula. The maximum and minimum velocity
along a motion are then found by comparing values of velocity evaluated
over a set of at most five hypothesis times (two boundary values, three roots
if they ae real and within range between boundaries). Likewise, minimum
and maximum acceleration are found be evaluating acceleration over a set
of at most four hypothesis times (two boundaries, at most two roots). If a
motion exceeds the velocity or acceleration bounds, the state connection is
invalidated prior to collision checking.
A visualization of planning trees with edges connected by this method
is shown in Fig. 5.2. The state space is 5D: [x, y, θ, ν, t], where in the visu-
alization, state parameters [x, y, t] are shown by 3D spatial translation, and
[θ, ν] are seen as orientation of the tangent along path waypoints according
to diagram on the right. x and y coordinate axes directions are along the
grayscale image plane (the localization map), and t axis direction is nor-
mal to the plane. Two trees are shown, one rooted at a static state (left),
and one rooted at a moving state (right, ν u 1). A top down view is not
shown here, though comparisons can be drawn against the visualization of
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Figure 5.2: Planning trees with dynamic constraints on edges, with tree rooted
at a static state (left), and a moving state (right, ν u 1), from a side perspective
view. State space is 5D: [x, y, θ, ν, t], where in the visualization, state parameters
[x, y, t] are shown by 3D spatial translation, and [θ, ν] are seen as orientation of
the tangent along path waypoints according to diagram on the right. x and y
coordinate axes directions are along the grayscale image plane (the localization
map), and t axis direction is normal to the plane. Note that acceleration con-
straints limit the rate of change of velocity, thus limiting the maximum curvature
of the path segments. Velocity constraints ensure a limit on the slope of the path
segments (vertical for zero velocity, horizontal for infinite speed). Each state is
shown with clearance indicated by the continuous color spectrum from blue to
red, with blue for greater clearance and red for less clearance. Gap in the tree
shown at figure center is due to presence of moving obstacles (obstacles shown in
red point clusters with white vectors depicting their velocity directions along the
x− y plane).
a planner tree Chapter 4. in Fig. 4.4, where turning radius and velocity
constraints are enforced in both figures, but acceleration constraints are
only enforced in Fig. 5.2. Note that bounded acceleration limits the rate
of change in velocity, thus limiting the maximum curvature of the path
segments. Velocity constraints ensure a limit on the slope of the path seg-
ments (vertical for zero velocity, horizontal for infinite speed). Each state
is shown with clearance indicated by the continuous color spectrum from
blue to red, with blue for greater clearance and red for less clearance. The
gap in the tree shown at the figure center is due to presence of moving ob-
stacles (obstacles shown in red point clusters with white vectors depicting
their velocity directions along the x− y plane). The tree which starts from
a static root state is seen to have vertical path tangents around the root.
The tree which is rooted at a moving state conversely is seen to have no
means for instantaneous stopping, as its root state tangent is at an approx-
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imately 45◦ angle, corresponding to the maximum velocity of 1 m/s in this
case.
Replanning Timer and Commit Trajectory
Motion planning in real applications must overcome challenges in percep-
tion limitations, where it is often impossible to observe the entire state
space from start location to goal location due to limited sensor range and/or
obstructed views. Thus motions from start to goal are made incrementally,
with partial solutions returned to lead the robot to make forward progress
toward its ultimate goal. Within a dynamic environment, the robot has
an obligation to make decisions within short bounded time spans or oth-
erwise be in danger of executing plans based on old observations which
no longer reflect the current reality. Also, dynamic environments typically
don’t permit the luxury of remaining stationary while planning, as to re-
main passive could also result in collision with a moving obstacle. Planning
times must then be relatively short, but there must also be a replan trigger-
ing or timing method whereby previously planned trajectories are executed






































Figure 5.3: Replanning timer diagram.
Fig. 5.3 shows a timing diagram for achieving this simultaneous plan-
ning and execution to handle dynamic changes in the environment. Plan-
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ning cycles are triggered simultaneously with execution cycles at a fixed
interval time termed “commit duration,” δc. Each observation, O(t), is
given in the form of a cost map from the cost map generator, reflecting
the predicted trajectories of all obstacles in the environment as observed at
time t. An observation is taken both at the beginning of each planning step,
and again just before a “safety check,” which is meant to ensure that the
chosen solution trajectory, Φ, is still collision free given the evolution of the
environment since the time of last processed observation. In the event that
the safety check fails, the command speed profile ν will be readjusted to ν ′,
such that the robot still follows the planned path pi, but at a slower speed
(algorithm for selecting safe speed discussed in Section 5.4.2). Depending
on which speed profile is chosen, the “commit state” should be passed as
an input to the next planning cycle as the root of the planning tree, where
commit state refers to the predicted location of the robot at time duration
δc into the future given the planned control commands (discussed further
in Section 5.5). This is necessary since there is some finite time duration
required to formulate a new plan, so each plan must start not from the
current pose of the robot, but instead from the robot’s estimated future
pose at the time of that planning step’s execution. Note that while the
plan duration, δΦ, will typically exceed the commit duration, each new so-
lution trajectory overrides the previous solution trajectory, thus each plan
will likely only be executed over the initial duration of δc. In the event
that the solution plan is shorter than duration δc, or if no solution is found,
then the robot will subsequently be given a command speed of zero until
a new solution trajectory is found. In this work, a commit duration of
0.5 seconds was chosen, with planning duration of 0.4 seconds, with each
planning instance considering a time horizon of 8 seconds. Note that using
a shorter time horizon may allow for shorter planning durations and there-
fore shorter commit durations to be used, however the vehicle would then
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have less foresight into predicted environment evolution.
5.4.2 Trajectory Safety
This work adopts a variant of the braking Inevitable Collision State (ICSb)
method from [27] to ensure safety. This is based on the principle that
since each planning cycle only results in a solution which makes partial
progress from the robot’s start state to the ultimate goal, each plan ex-
ecution cycle’s terminating state must be collision free, but also not an
ICS, meaning that the robot must not find itself in a state where there
are no escape trajectories to avoid collision with an obstacle. It is difficult
to determine whether a queried state s is an ICS since this would require
a full exploration of the reachable space from s, which is computationally
expensive. However, [27] ensured a relaxed “passive safety” guarantee by
checking that all plan execution cycles’ terminating states were not ICSb,
where a state s is an ICSb ⇐⇒ all trajectories where maximum braking
is applied result in collision before the vehicle is at rest, and the subset of
maximum braking trajectories was approximated by a finite discrete set of
controls with various steering angles (rather than the full continuous range
of valid steering angles). In this work, solution paths are instead checked
to ensure that the robot does not execute a path by which the committed
execution cycle’s terminating state is an ICSb by checking only the braking
distance and time along the chosen solution spatial path. This results in
smooth, constant-deceleration velocity profiles which often exhibit a lesser
speed reduction than the method in [27], but still ensure passive safety at a
low computational cost, thereby leading to stopping maneuvers which are
less abrupt and jerky.
Trajectory safety checking is performed over a solution by conducting a
second collision check with a newly updated observation, or cost map. If no
collision states are found over the solution trajectory given this observation
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update, then the trajectory is parsed for passing to the control modules
with no alteration. If however, a collision state scollison is found along the
solution trajectory, since all states in the trajectory have an associated time
variable, we then have an expected collision distance, dcollison, defined by
Dubins path length from plan base state s0 to scollision, and an expected
collision time tcollision as measured from the current time. Knowing that the
predictions on obstacle trajectories are less likely to hold true as extended to
greater durations into the future, if both dcollision and tcollision are sufficiently
large, we can also choose to ignore the risk and commit the trajectory as
planned without alteration. Let the threshold for safety override then be
defined according to










such that if a safety override occurs only if dcollison ≤ dstop or tcollision ≤ tstop,
where dstop is stopping distance and tstop is stopping time, found according
to the robot’s maximum deceleration amin, commit state velocity ν(δc), the
commit distance dcommit, defined as the solution trajectory’s corresponding
Dubins path length distance traveled over duration δc as measured from
the base state s0, assumed coefficient of friction to the ground surface µf
(here µf=0.7), a factor of safety z, where z ≥ 1, and tsafe, an optional
threshold time.
In the event that a safety override should be deemed necessary, the robot
should stop at some predefined acceptable front clearance distance dclearance
prior to collision. We then calculate the constant deceleration needed to
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2µf (dcollision − dclearance)
]
(5.4)
The command velocity is then given according to this constant decel-
eration astop, until the velocity becomes zero, at which point the command
acceleration also becomes zero. Thus, the safe stop will occur by the most
gradual deceleration possible to ensure stopping with a safe time duration
and a safe distance with chosen front clearance. The adjusted commit state
is found by interpolating the motion along the spatial path given the safe
deceleration command.
The robot is also equipped with a lower level speed override within the
speed controller, which simply checks whether any obstacles are detected
within a small “clear zone” boundary around the vehicle perimeter, and if
so, sets command speed to zero. Other safety mechanisms included in the
system are discussed in Chapter 6.
5.5 Control Interfacing
5.5.1 Commit Pose Correction
In the proposed motion planning framework, plan trajectories are commit-
ted for execution while subsequent plans are generated. This means that a
plan must be generated accounting for the presumed change in vehicle pose
over the planning duration. The planner tree for step i can then be rooted
from a base state si equivalent to the “commit state” of the previous plan,
i.e. the state corresponding to the evolution of trajectory Φi−1 originat-
ing from state si−1 over time duration δc. However, to set the planner’s
base state to be exactly equal to the next commit state would be assuming
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perfect localization and control with no error between intended commit
state and actual achieved commit state. This challenge is illustrated by an
example in Fig. 5.4.
Figure 5.4: Diagram highlighting challenge of commit pose determination. In this
example, the vehicle starts at pose s0 at time instance t0, and generates a plan
with solution trajectory Φ1 while attempting to execute trajectory Φ0. At time
t1, due to control error, the vehicle finds itself at pose s
′
1 = s1 + ∆s1 instead of
the intended s1, though it has now already generated a plan for trajectory Φ1.
The vehicle must then decide what to use as the base state for plan Φ2, given
an uncertain knowledge of how well the controller can reduce this offset over the
next execution cycle.
In this example, the vehicle starts at pose s0 at time instance t0, and
generates a plan with solution trajectory Φ1 while attempting to execute
trajectory Φ0. At time t1, due to control error, the vehicle finds itself at
pose s′1 = s1 + ∆s1 instead of the intended s1, though it has now already
generated a plan for trajectory Φ1. The vehicle must then decide to a) as-
sume the offset will be fully corrected by low-level controls while executing
Φ1, thereby starting the next plan Φ2 from root pose s2, or b) assume ∆s1
as a permanent offset, thus starting the next plan from s′2, or c) assume
some partial correction of offset ∆s1 while executing path Φ1, such that
the root pose for trajectory Φ2 is equal to s2 + wpc∆s1, where wpc is a
scalar weight. In the event that the steering and speed controller perform
very well, perhaps this error could be reduced to a level at which assump-
tion a) is reasonable. Option b) is not recommended, as this could result
in instability. Note that option c) introduces a simple proportional feed-
back control loop for commit pose correction, where it could be feasible to
implement other more complex control loop strategies.
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Figure 5.5: Visualization of the commit path history versus odometry trace for
experiment with self-driving scooter in scenario discussed later in Section 7.1.
The odometry trace is shown by red vectors (robot travels from right to left), and
commit trajectories are shown as yellow line segments. The grayscale image is
the localization feature map (black shows where vertical surfaces are expected).
Cross-track error (distance between red and yellow poses at same time stamp) is
generally kept within ±0.3 m
In this work, we chose to implement option c) with wpc = 0.5 found to
perform well from experimental tuning (each plan will then be rooted from
a state close to the predicted commit state at the time of plan trajectory
execution). A visualization of the commit path history versus odometry
trace from experiment is shown in Fig. 5.5, where the trajectory results
correspond with the experimental scenario discussed later in Section 7.1.
The odometry trace (measured vehicle position) is displayed as a series
of red vectors, where the robot started on the right side of the figure,
then progressed towards the left. The yellow line segments correspond
to committed solution path segments. Gaps between consecutive yellow
line segments generally indicate that either the robot traveled further than
anticipated by the planner, and/or did not follow the prescribed turning
commands well during the previous planning iteration. Conversely, over-
lapping yellow line segments indicates that the robot traveled less distance
than expected during the previous commit time duration. The grayscale
image shows the feature map used for localization, where black areas in-
dicate locations where vertical surfaces are expected (building walls, trees,
lampposts, etc.), and light gray where vertical features are not expected.
For scale, note the resolution of the localization map is 0.1 m, so we can
visually see that the cross-track error (distance between red and yellow
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poses at same time stamp) is generally kept within ±0.3 m.
Note that the need for this pose correction factor could be reduced
with better control algorithm performance, where both speed and steering
control impact the commit pose estimation error. For example, our modi-
fied pure pursuit path tracking algorithm was shown to significantly reduce
cross track error along paths sections of high curvature [146] by compensat-
ing for target orientations at tracked points along the control path. There
is still much potential for improvement however, especially with control
methods which consider both steering and velocity control in an integrated
approach. Improvement of localization algorithms likewise should improve
the stability of the commit pose errors.
5.5.2 Control Message Parsing
The output of the motion planner is a coupled spatial path and velocity
profile, which we call a “trajectory.” However, the steering and speed
control for our vehicle platforms is decoupled. The input to the steering
controller is a path, defined as an ordered series of waypoints (at 10 cm
resolution). The steering commands are generated from steering towards a
single target waypoint along this path according to the steering controller’s
lookahead distance (where lookahead distance is proportional to current
velocity). The input to the speed controller is a velocity profile, given as an
ordered vector of velocity and acceleration values at a time discretization of
0.02 seconds. Considering that the speed controller is a feedback controller,
there must be some error signal in order for the controller to react. Thus,
each planning cycle i, rather than send the speed controller commands
as νi = {ν(ti), ν(ti + 1/f), ν(ti + 2/f), ...ν(ti + δc)}, where f is command
frequency, it is chosen to send the commands only as a constant value
of that cycle’s commit state velocity, νi = ν(ti + δc) (and corresponding
commit acceleration). It is then approximated that the speed controller
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will be able to achieve the target commit velocity and commit acceleration
within commit duration with negligible difference in actual velocity profile
versus target velocity profile.
The speed tracking performance from on-board our self-driving scooter
is shown in Fig. 5.6, where the desired speed profile corresponds to the tra-
jectory plans generated during later experiment described in Section 7.1.
The plot shows measured speed (as measured by wheel encoders), target
speed (from the planner solution), and command speed. Note that target
speeds are piecewise continuous fifth degree polynomials found according
to method in Section 5.4.1, though command speeds are given as step func-
tions where each step corresponds to the next commit velocity. Momentary
drops to zero command speed are from momentary triggering of the “clear
zone” safety mechanism described in Section 5.4.2.




















Figure 5.6: Speed tracking performance plot for experiment with self-driving
scooter in scenario discussed later in Section 7.1. Measured speed (as measured
by wheel encoders), target speed (from the planner solution), and command speed
are shown. Note that target speeds are piecewise continuous fifth degree polyno-
mials (from method in Section 5.4.1), though command speeds are given as step
functions where each step corresponds to the next commit velocity. Momentary
drops to zero command speed are from momentary triggering of the “clear zone”
safety mechanism described in Section 5.4.2.
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5.6 Summary
This chapter presented a predictive planning framework to achieve real-
time replanning in space time for potential application to a wide variety of
environments, both on-road and off-road. A new trajectory planning algo-
rithm, CPG-RRT* is also discussed, with prior knowledge retained across
iterations through biased sampling and dynamic constraints of bounded
turning radius, velocity, and acceleration ensured along planning tree edge
connections. New safety mechanisms were defined to ensure passive safety
of solution trajectories based on a novel variant of the ICSb approach (where
less abrupt braking maneuvers were chosen than those advocated by the
original ICSb). Implementation challenges pertaining to control algorithm
interfacing were also discussed. A more comprehensive autonomous system
software architecture will be reviewed in Chapter 6, along with details on
the hardware platforms used in later experiments. This predictive planning
framework is incorporated into the full autonomous system software archi-
tecture and demonstrated in a variety of challenging dynamic environment
scenarios in Chapter 7 to show how the predictive planning system provides






Mobility-on-Demand (MoD) transportation services can supplement the
mass transportation infrastructure in urban areas by providing first-mile/last-
mile accessibility. These services have seen huge growth in the last few
years, as witnessed through MoD service providers such as Uber and Lyft.
The cost of MoD services can be reduced dramatically through incorpora-
tion of Autonomous Vehicles (AVs) in the fleet, which reduces the overhead
cost of manpower to chauffeur passengers and/or rebalance the fleet.
We have previously cited that the primary goal of this thesis is to over-
come limitations in operating speed and environmental complexity and
expand the size of potential Autonomous Mobility-on-Demand (AMoD)
deployment regions through a generalized predictive planning framework.
Note that AMoD deployment regions can be further extended by incorpo-
rating multiple classes of vehicles, where each vehicle type exhibits opera-
tional advantages favoring difference environments. Additionally, the per-
sonal mobility class (single passenger), can only be shared in a MoD scheme
through autonomous driving (since without autonomy, a driver would be
necessary for rebalancing, leaving no room for a passenger). Meaningful
combinations of vehicle classes can be deployed to expand service cover-
121
Chapter 6. Experimental Platform Development
age and realize true point-to-point mobility. Now considering this concept
of multi-class AMoD, the vehicle’s planning algorithms must be flexibly
adapted to each vehicle type and each class’s intended operating area, high-
lighting the importance of generality of the methods.
A common characteristic of all AMoD service areas regardless of vehicle
class is that they experience demand for personal transportation, and thus
we can assume that the customers expect relatively fast operating speeds
in highly complex environments (as other moving agents are likely to fre-
quent popular source and destination locations). Hence, as each individual
class’s capabilities are enhanced by the generalized predictive planner, we
realize even greater potential for improvement in a multi-class AMoD sys-
tem than in a single class system. For example, small single passenger
vehicles may need to navigate through crowded pedestrian areas, where
pedestrian movements are especially difficult to predict given the absence
of guiding infrastructure. A predictive planner can help to enable the AV to
progress more quickly through pedestrian crowds (since obstacles need not
be enlarged to treat the environment as static, and reactive planners will
never decide to increase speed to avoid an obstacle). Similarly, although
there is typically some guiding infrastructure to assist onroad driving, pre-
dictive planning can catalyze defensive driving maneuvers when other road
users do not behave as expected, or assist in overtaking and lane merging,
where moving obstacle avoidance is the core guiding principal in deter-
mining appropriate behavior. As each operating area is expanded, more
transfer locations between vehicle types can be made available. Thus, with
benefits in multiple types of operating areas, the overall system coverage
can be expended greatly.
It will be shown in this chapter that not only the planning systems,
but SMART’s entire self-driving enabling technology suite is designed for
flexible adaptation to various vehicle types. All three of the vehicle classes
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presented in this chapter are also used to verify the generality of the plan-
ning methods in subsequent Chapter 7.
In this chapter, the utility of a multi-class autonomous vehicle fleet for
MoD is demonstrated by a simple three class usage case involving a per-
sonal mobility scooter, golf car, and road car. We detail both hardware
and software aspects of the systems integration. Basic autonomous driving
functions are demonstrated in this chapter as a proof of concept of the base-
line AMoD system, where more sophisticated behaviors are demonstrated
with the generalized predictive planning framework operating onboard each
of these vehicle types through experiments in subsequent Chapter 7.
Here, we demonstrate how a road car, buggy, and personal mobility
scooter can be used in combination for passenger mobility, with specifi-
cations for each vehicle shown in Table 6.1. These specifications are also
represented by a star diagram for easier comparison in Fig. 6.1. The car
is most ideal for travel along the road network, as it can ferry the greatest
number of people at once, travel at highest speeds, and is capable of longest
range. However, the scooter would be more ideal for narrow passageways
and crowded pedestrian environments when there is only demand for a
single passenger, as it is the cheapest platform, most efficient in terms of
weight, most maneuverable (smallest turning radius), and small enough to
fit inside building hallways and on small sidewalks. The buggy is a com-
promise between the two classes which could be most well suited for large
pedestrian areas, such as parks, pedestrian plazas, airport terminals, etc.
By using all three classes in combination, greater accessibility and service
coverage can be achieved such that users can be taken not just between
building pick-up and drop-off points, but even from the room of one build-
ing to a specific room in another building several kilometers away, with
previously infeasible options now available, such as cutting across a park
when otherwise following the road network would require a long detour.
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Table 6.1: Self-Driving Vehicle Specifications
Car Buggy Scooter
Length (mm) 3885 2525 930
Width (mm) 1515 1200 485
Height (mm) 1750 1890 2100
Empty Weight (kg) 1200 500 56
Seating Capacity (persons) 4 2 1
Operating Speed (km/h) 30 24 8.0
Range (km) 150 80 20
Turning Radius (m) 4.5 3.0 1.2
Platform Retail Cost (USD) 29125 7499 1599
Figure 6.1: Comparison of vehicle classes based on normalized values extracted
from Table 6.1. Higher values are more ideal.
The main contributions of this chapter are:
1. A flexible software architecture and sensor configuration to enable
self-driving retrofit capability across various vehicle types : The ma-
jority of the software on each vehicle is the same, with only some
differences on low-level control and perception algorithms as they
relate to some different sensing and actuation hardware. The core
sensor suite is also maintained, as well as many critical safety mech-
anisms. These factors allow for flexible AMoD fleet expansion which
is not restricted to particular vehicle models or even vehicle classes.
2. Details on the system integration of a self-driving capability retrofit
on three classes of vehicles : A road car, buggy, and personal mobil-
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ity scooter are all retrofitted with technology to enable self-driving
capability. The hardware and software systems are reviewed, citing
commonalities and differences in their respective conversions. Ben-
efits and disadvantages of each class as it relates to the proposed
AMoD service are discussed through comparison of their respective
performance metrics.
3. Proof of concept of an AMoD system which utilizes three varied classes
of vehicles : A small scale working trial service is tested in a univer-
sity campus setting whereby a user is able to book a ride from a
mobile phone, and transfer from a self-driving scooter (operating in-
side a building and along a narrow sidewalk) to a self-driving buggy
(operating on a pedestrian plaza) and finally to a self-driving car (op-
erating on road). During the experiment, the vehicles navigate safety
in the presence of uncontrolled pedestrian and vehicle traffic.
This chapter is organized as follows. The common software architecture
applied across the various vehicle classes is presented in Section 6.2. The
common sensor configuration and hardware systems for each vehicle class
is discussed in Section 6.3 (road car in Section 6.3.2, buggy in Section 6.3.3,
and scooter in Section 6.3.4). Safety features are reviewed in Section 6.4.
The experiment results will be presented in Section 6.5, and the chapter
is concluded in Section 6.6. For reference, related work on autonomous
vehicle systems in the context of MoD is reviewed in Section 2.6. Much of
the material presented in this chapter is also published in our paper [55].
6.2 Software Overview
An overview of our Mobility-on-Demand (MoD) system is shown in Fig.
6.2. The users can use a booking application to request a mobility service to
travel from the Pick-Up location to the Drop-Off location. All the mobility
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requests are sent to a fleet management system (FMS) server, which assigns
AVs to provide the MoD service. The shortest route will be determined to
meet the travel request. Based on the traversability of the route, a suitable
type of vehicle, such as a scooter, a buggy, or road car, will be sent to
pick up the user. Once the AV arrives at the Pick-Up location, the user
can get on board and key in the verification code, which is sent to the
users when making the booking, so as to start the travel. The assigned AV
will autonomously navigate to the Drop-Off location to bring the user to
the destination. Once the user alights, the FMS will assign the vehicle to
continuously provide the MoD service. The multiple classes of autonomous
vehicles allow our MoD service to cover a large area, including those places
where standard cars cannot access due to the vehicle size.
Figure 6.2: Overview of our Mobility-on-Demand (MoD) system.
The software architecture of our system is shown in Fig. 6.3. The
subsystems of our autonomous vehicle can be broadly grouped into five
categories: user interface, external communications, perception, planning,
and control.
Through the user interface, the user can request the service with our
booking application, start the autonomous vehicle trip with onboard verifi-
cation interface, and stop the vehicle through the in-vehicle control buttons
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in case of any emergency.
Through external communications, the FMS receives mobility requests
and assigns travel “missions” to multi-class autonomous vehicles [50]. The
assignment is currently based on the first-come first-serve principle. The
FMS also receives feedback, such as the current vehicle location and di-
agnostic information, from the AVs for intelligent management. To ac-
count for some unexpected or unknown issues of the vehicles, the tele-
operation system should be activated for safe remote driving operations
[149]. Vehicle-to-vehicle (V2V) communication is adopted for cooperative






































Figure 6.3: Software architecture of the multi-class autonomous vehicles.
Perception is the ability of an autonomous system to extract relevant
knowledge and understanding about itself and its environment as observed
through internal sensing and extrospective environmental sensing. Internal
sensing is essentially to observe the states of current sensors, switches, and
actuators, which is mainly used for self-diagnostic. Environmental sens-
ing includes estimation of the current location, map features, and dynamic
objects, which are used for localization, mapping, and obstacle detection
respectively. Specifically, the mapping [152] and localization [153] is per-
formed using the synthetic LIDAR, which is a sensor model to return the
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locations of vertical features as extracted from a time accumulated “rolling
window” of 2D LIDAR scan points (with the 2D LIDAR tilted at an ap-
proximately 15◦ downward pitch from horizontal). Moving pedestrians and
vehicles can be detected through our obstacle detection module [154–156],
which uses a Support Vector Machines (SVM) classifier applied over spatio-
temporal features as detected via a horizontal 2D LIDAR. The obstacle
detections are used for path planning and speed control.
In the planning subsystem, the mission planner [6] monitors the mis-
sion state of the vehicle, which can be “MissionWaiting,” “PickingUp,” or
“DroppingOff.” The behavior planner sets local goals incrementally taken
from along the mission planner’s prescribed route plan path, and enforces
stopping behavior at intersections to conform to road rules (e.g. stop
at red lights). The motion planning plans the local target control path,
which leads from the current location to the next local goal while avoiding
nearby obstacles. We implement a sampling-based motion planning algo-
rithm which is flexibly applied to both onroad and offroad environments
(Chapter 5). The planned path is output to the steering control module
for path tracking.
In the control subsystem, the speed controller outputs brake or throttle
signals to the actuation system such that the speed of the vehicle tracks
the desired speed. Our speed controller is able to compensate for road
slope variations through a Proportional-Integral-Derivative (PID) feedback
controller supplemented by an Iterative Learning Controller (ILC) feedfor-
ward control loop, where a combined acceleration and velocity error dic-
tates switching between braking or throttle control actions, as described
in [145]. The steering controller outputs steering signal to the actuation
system so that the vehicle follows the desired path, where a modified pure
pursuit steering algorithm is applied to account for both target position
and orientation at a forward waypoint along the target path [145]. In case
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of any emergency situations, the emergency module will be enabled to stop
the vehicle appropriately.
In summary, our software architecture is general and flexible, as demon-
strated by implementation on very different platforms, including a scooter,
golf car, and road car.
6.3 Hardware Overview
6.3.1 Common Hardware Configuration
In this subsection, the common components of the overall system architec-
ture will be described, vehicle specific components of the retrofit will be
described individually in the following subsections.
Power
The generic electrical system is graphically described in Fig 6.4. Auxiliary
batteries used to power the retrofit components, such that the added au-
tonomous capabilities do not reduce the range and operating period of the
vehicle. DC-DC converters are used to distribute power according to the
power requirement of each component. All components (computer and its
peripherals, microcontroller, servo motor, sensors) are protected from over
current using circuit breakers and fuses.
Sensors
Environmental sensing is achieved primarily through a minimum of two
planar LIDARs: one for mapping and localization (M&L), and at least one
other for obstacle detection (OD). The M&L LIDAR is mounted at a tilted
down angle, and the accumulated data returned is fused with odometry
readings to achieve mapping and localization by the methods described
in [153]. The LIDAR is mounted above the vehicle (at a height greater
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Figure 6.4: Electrical system connection diagram.
than that of an average person) in order to minimize obstructed visibility
of the static environment by pedestrians’ bodies, thereby minimizing the
potential resultant errors and uncertainties in scan-matching the sensor
reading to a previously stored map. For all vehicles in this work, the SICK
LMS151 was chosen as the M&L LIDAR, which scans at 50 Hz over 270◦
with the range of up to 50 meters, and resolution of 0.5◦. At least one OD
LIDAR(s) is mounted horizontally in the lower front part of the vehicle,
where additional OD LIDARs may be placed horizontally around other
sides of the vehicle at similar heights to achieve full 360◦ scene coverage.
The road car uses one SICK LMS 151 for OD in front, and another same
model LIDAR in back (Fig. 6.5), which could help for reversing or changing
lanes (long range sensing still necessary). The buggy uses one SICK LMS
151 for OD in front and two SICK TiM551 LIDARs on the back corners
of the vehicle for redundant coverage at close proximity to the sides and
130
Chapter 6. Experimental Platform Development
back (pedestrians may approach from any direction), as seen in Fig. 6.7.
The TiM551 scans at 50 Hz for 270◦ with the range of up to 10 meters,
and resolution of 1◦. The scooter uses only a single TiM551 LIDAR for
OD in front, as the operating speeds are lower and the vehicle footprint is
much smaller and thus there isn’t any obstruction from the vehicle body
(Fig. 6.10).
A Logitech c920 webcam is installed on all vehicles only for record-
ing purposes, without providing additional perception information for au-
tonomous navigation. A MicroStrain 3DM-GX3-25 Inertial Measurement
Unit (IMU) is installed above the center of the rear axle to provide attitude
and heading of the vehicle. All sensors are rigidly mounted to the vehicle
chassis.
The only notable sensors which differ between these vehicles are the
wheel encoders, where the encoder readings are fused with the IMU read-
ings to provide the vehicle with 6 degrees-of-freedom odometry information.
The car retrofit makes use of fused readings from the stock wheel encoders
and drive motor encoder (the electric car has a fixed gear ratio transmis-
sion), where data is received directly by main computer via a Controller
Area Network (CAN) to Universal Serial Bus (USB) dongle from the car’s
On-Board Diagnostic (OBD) port [157]. The buggy is retrofit with two
magnetic non-contacting encoders on the rear axle, one on each side of the
drive shaft, with data received through a microcontroller interface. The
scooter is also retrofit with two magnetic encoders, which are positioned
such that a rubber sleeve on the encoder shaft encounters contact friction
with 3D-printed rings installed on the inside of the wheel hubs, again with
data received through a microcontroller interface.
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Computing
For all three classes of vehicles, the core algorithms for autonomous oper-
ation are installed and run on off-the-shelf computers. They run Ubuntu
14.04 operating system with Indigo release Robot Operating System (ROS)
installed. The computers are fitted with the latest available Intel Core i7
processor at the time of conversion (4th or 5th Generation), 16 GB RAM,
and Solid State Drives. The computers are also connected to the Internet
via 4G connection for accessing the booking system.
6.3.2 Road Car Hardware
The self-driving car is a retrofitted 2013 Mitsubishi i-MiEV electric car,
where additional hardware was added as necessary for actuation, sensing,
computing, and power systems. Key elements of the retrofitted vehicle are






















Figure 6.5: Road car hardware overview, highlighting primary retrofit additions
to a 4-seater car in order to enable autonomous capability.
Power System
The car comes stock with a 330 V, 48.5 Ah internal lithium-ion battery,
used to power the main motor, and a typical 12 V, 40 Ah lead-acid battery
for powering auxiliary stock circuits, such as headlights. The car is addi-
tional retrofit with another lead-acid battery rated at 12 V and 200 Ah
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to exclusively power the retrofit components such that the stock power
circuits are left unaltered.
Actuation
The car was initially equipped with the Kairos Autonomi Pronto 4 sys-
tem [158], where the throttle, braking, and gear selection were controlled
through motors which move push-pull cables attached to the pedal lever
arms and gear shifter lever. The Pronto 4 steering motor turns the steering
wheel through an enclosed chain and sprocket system. However, we real-
ized a large latency in all actuation through the Pronto 4, with a measured
delay of approximately 0.5 sec between the time a command was sent to
the Pronto 4 and the time at which actuation began (as measured from the
CAN bus reader). Through firmware updates we were able to reduce this
latency to approximately 0.3 sec.
To reduce the latency even further, we subsequently developed an in-
house approach to actuation as a replacement for the Pronto 4 through a
combination of sensor signal spoofing (for throttle and gear selection), a
newly selected braking motor, and direct control of the Pronto 4’s steering
motor (bypassing the Pronto 4 motor controller). This is made possible
through information on the Engine Control Unit (ECU) pin-outs and CAN
bus messages provided by Mitsubishi through a non-disclosure agreement.
Under this new actuation scheme, a Teensy 3.2 microcontroller connects to
an interface circuit to send fake sensor signals to the ECU which correspond
to the desired throttle and gear selection commands. Relays are used to
switch between the true sensor signals on the iMiEV and the microcon-
troller output signals to enable easy toggling between manual drive mode
and autonomous mode. The microcontroller also monitors the states of the
various user control buttons, e.g., manual mode, autonomous mode, emer-
gency stop. The Maxon EC45 136212 brush-less motor is chosen to control
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the braking through an 81:1 reduction planetary gearbox, which turns a
lever arm linked to a push-pull cable attached to the brake pedal lever arm.
Maxon motor controllers are used to control both the new braking motor
and the maintained Pronto 4 steering motor, where the motor controllers
interface to the vehicle’s main computer via USB. Our actuation system is
currently able to achieve a latency of 0.1 sec for braking and steering, and
0.05 sec latency for throttle. The actuation system is installed such that
the passenger capacity is not compromised, and while in manual mode,
manual driving is still possible.
Figure 6.6: The self-driving car’s installed Kairos Autonomi Pronto 4 actuation
system. Motors to control the throttle, braking, and gear selection are located
on the floor behind the drivers sear (left). A steering motor is attached to the
steering column, while other motors connect to pedals/shifter lever through push-
pull cables (right).
6.3.3 Buggy Hardware
The Yamaha YDREX3 electric golf car was used as the vehicle base plat-
form and further retrofitted to incorporate necessary actuation, sensing,
computing, and power systems along with various additional features to
enhance passengers’ comfort and safety. Key elements of the retrofitted
systems are highlighted in Fig. 6.7. The detailed system is described in
our previous work [50].
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Figure 6.7: Buggy hardware overview, highlighting primary retrofit additions to
a golf car in order to enable autonomous capability. [Source [50]]
Power System
It was initially intended for all buggy retrofit electronics to be powered
by the stock in-vehicle 48V 170Ah lead-acid battery, and have all other
required voltage levels supplied by power regulators (as the voltage level
and battery type is relatively safe to work with). However, it was found that
the voltage level of the batteries would drop below the power regulator’s
minimum operating level when the golf car’s motors were stressed, e.g.,
when climbing steep slopes, resulting in some of the equipment to shut-
down. To address this, an auxiliary battery was added, consisting of 4
units of 12V 5.1Ah (60 to 90 Amp. maximum discharge) batteries, placed
in series with an in-house voltage conditioner circuit (acts similarly to an
uninterruptible power supply). The auxiliary battery only supplies current
to the system when the main battery drops below 48V, and will recharge
alongside the main battery pack whenever the stock vehicle battery charger
is plugged in. All critical components (computers, sensors, motors, etc.)
are protected from overcurrent using circuit breakers and fuses. Placing
the auxiliary battery in parallel with the main battery allows the auxiliary
battery to be conveniently charged together with the main battery with
the golf car’s default charger. The power system is illustrated in Fig. 6.8.
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24 Volt. to the system
12 Volt. to the system
High power diodeHigh power diode
Capacitor
(48 Volt. 170 Ah.)
(48 Volt. 5.1 Ah.)
48 Volt.
48 Volt. to the system
Figure 6.8: Golf car power system diagram [Source [50]]
Actuation
Similar to the road car, the four main control inputs to the golf buggy are:
steering, throttle, braking, and transmission gear selection. To achieve
the drive-by-wire functionality, two electric motors are used to control the
vehicle’s steering and braking. The throttle and gear shift are controlled
via a microcontroller and relays to control signal inputs to the stock vehicle
motor controller.
The motor selected for both steering and braking actuation is the Duet
Flexi 80 2 03 from Motor Power Company, controlled by ethernet commu-
nication. For steering actuation, the motor is mounted directly onto the
stock golf car’s steering column sleeve, and transmits power at a 14:1 gear
ratio to the steering column (7:1 planetary gearbox and 2:1 spur gear).
For braking actuation, the gearbox output shaft turns a lever arm and
pulls a steel cable linked to the existing brake pedal (Fig. 6.9). Thus,
when maximum braking force was applied, the only load on the motor was
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radial and very little current would be needed to maintain this state. This
is ideal especially when considering this full-brake state to be used as a
parking brake. Additionally, as the brake is actuated by a pull cable, a
human driver would always be capable of pressing the brake pedal down
further without impediment.
The braking and steering assembly before and after conversion is shown
in the Computer Aided Design (CAD) image (Fig. 6.9).
Figure 6.9: Computer Aided Design (CAD) of buggy steering and braking motor
actuation. Stock configuration (left) and configuration retrofitted with motors
for drive-by-wire controls (right). The steering wheel was removed and replaced
with a touchscreen. [Source [50]]
As the Yamaha YDREX3 golf car is powered by an electric motor, and
the only gear selections are forward and reverse, both throttle and gear shift
are controlled by interfacing a microcontroller with the stock golf car motor
controller. Controlling these input signals via the microcontroller would in
turn determine the input current to the driving motor. This was achieved
by using the microcontroller to spoof electric signals (corresponding to the
desired speed) to the motor controller which would otherwise come from
the output of the stock potentiometer (linked to the throttle pedal). The
same is done for the gear selection switch (high-low voltage signal). Relays
are used to switch between the true sensor signals on the golf car and
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the microcontroller output signals to enable easy toggling between manual
drive mode and autonomous mode. A STM32F3 microcontroller is used
to publish signals to the stock motor controller and to read the states of
the various user control buttons, e.g., manual mode, autonomous mode,
emergency stop. The microcontroller, relays, buttons, and connections to
the stock motor controller are all interfaced through a custom designed
circuit board [50].
Computing
A second computer is installed in the buggy and is fitted with a 4TB
hard disk and works as a dedicated black box that stores all the raw and
processed data. A Cohda MK2 is fitted to each of the golf cars that provides
vehicle to vehicle communication using 802.11 standard protocols.
6.3.4 Scooter Hardware
The self-driving scooter is a retrofitted Heartway Medical S19. This model
is chosen as the base platform for of its simple and foldable design, which
is convenient for modification, and for its small size, which provides for
good maneuverability in tight spaces. This class of vehicle is well suited
to assist the elderly or persons with impaired mobility, however since it is
a single-seated vehicle, this class is not commonly used in MoD schemes
(cannot seat both driver and passenger); it is only possible in this case
due to the added autonomous capabilities. The final specifications of the
scooter after retrofit are summarized in Table 6.1.
The conversion of the scooter was kept as non-destructive as possible
(minor drilling), with additional custom parts designed for assembly to the
scooter using existing mounting points. The system and methods described
here can also be implemented to similar front-steered scooters, with the
exception of hardware specific low-level (speed and steering) controllers.
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Figure 6.10: Scooter hardware overview, highlighting primary retrofit additions
to a personal mobility scooter in order to enable autonomous capability.
Key elements of the retrofitted system are highlighted in Fig. 6.10.
Power System
The scooter comes stock with a 24 V, 11.5 Ah internal lithium-polymer
battery, used to power the main motor as well as the accompanying stock
circuits. Two external lead-acid batteries rated at 12 V and 22 Ah each are
connected in series, to form an auxiliary 24 V power supply. The auxiliary
power supply is used to exclusively power the retrofit components.
Actuation
There are two primary control inputs to the scooter: steering and speed.
The original design of the scooter has a handlebar directly controlling
steering column and thus the heading by the passenger. It is replaced in
order to eliminate the conflict between human interrupt and autonomous
control. A high torque servo motor (Hitec HS-7945TH) with a spur gear
ratio of 7:1 is connected to the front wheel instead to control the heading
(Fig. 6.11). The servo motors rated torque and rated speed is 1.48 Nm
and 0.14s/60◦ at no load.
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Figure 6.11: CAD drawings of the scooter’s original steering column assem-
bly(left), and the repositioned steering column with steering servo mounted (right)
The longitudinal speed control of the scooter is determined by an analog
input voltage range from 0 to 5 V. The motor controller acknowledges 5 V
as maximum throttle, 2.5 V as stop and 0 V as maximum reverse. During
autonomous operation, an STM32F4 microcontroller is used to publish
these signals to the stock motor controller via a custom interfacing circuit
board.
6.4 Safety Mechanisms
In all three classes of vehicles, safety features have been implemented. The
main safety mechanism is a combination of hardware and software checks
to make sure that the system can operate in autonomous mode safely,
and a human agent can override the system instantaneously whenever an
unexpected behaviour is observed to avoid any unwanted consequences.
The logic behind the safety system is shown in Fig. 6.12.
The passenger of the vehicle has access to a user control panel with push
buttons for basic mode selections. Under normal circumstances, there are
three available modes: manual, pause, and autonomous. In manual mode,
the vehicle can only be operated manually, for the scooter and buggy, only
commands from the joystick will be executed, while for the car, all motors
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Figure 6.12: A decision tree showing the safety control logic in all self-driving
vehicles.
are de-energized, such that the driver can drive the vehicle normally; in
pause mode, the vehicle is intended to stay stationary, and therefore zero
command velocity is published to the vehicle’s control system; while in
autonomous mode, the vehicle will execute the command velocity from
the trajectory planner. Audio and visual cues are given to the passenger
and the environment to signal the intention of the car, and whether the
passenger has arrived at the final destination and therefore whether it is
safe to alight from the vehicle [159].
The virtual safety zone of the vehicle is also visualized to the passen-
ger, such that the passenger can stop the vehicle whenever an unexpected
situation has happened, by activating the emergency switch. A wireless
emergency relay has also been installed such that a safety officer during
the public trial will always be able to change the operating mode of the ve-
hicle. For the scooter, emergency mode cuts off the power to the scooter’s
motor, for the buggy and the car, triggering emergency mode during an
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autonomous run sends a full brake signal to the motor such that the vehicle
stays stationary. The power to the vehicle’s computer and its peripherals
is not cut off, such that a safety officer could reset the user control panel
and return the scooter to normal operating mode without much delay.
The software safety mechanism includes a diagnostic layer that checks
whether all critical sensors and actuators (LIDARs, encoders, joystick,
IMU, motors) are connected properly, and sensor readings are received.
The emergency mode will be triggered if any one of the critical hardware
components is not behaving as expected. The safety mechanism also checks
whether, all of the core software components (perception, planning, and
control) have been launched properly, and correct information is being
published on the communication layer. Finally, a geo-fencing mechanism
is implemented such that the vehicle will not move when it is too far away
from the published path, zero command signal will be published, and the
vehicle will stay stationary and enter full-brake mode until a path that is
close enough to the vehicle has been published by the planner.
6.5 Experimental Validation
The objectives of the experiment are
• To evaluate the autonomous driving capabilities of the vehicles
• To simulate multi-class Mobility-on-Demand service with autonomous
vehicles
In order to evaluate its autonomous driving capabilities, the vehicles
were used to map different parts of National University of Singapore’s Uni-
versity Town. The car was used to map the roads that encircle the campus,
the golf buggy was used to map the main plaza area, and the scooter was
used to map SMART’s indoor workshop and the pedestrian sidewalk that
connects it with the main plaza area.
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Figure 6.13: Top down view of the entire multi-class MoD route, with scooter
path in red, buggy path in blue, and car path in green.
The experimental multi-class MoD route is shown in Fig. 6.13. A
passenger first rides on the scooter from SMART’s workshop along the
pedestrian walkway to the main plaza area, where he then switches to the
golf buggy that will ferry him to the designated taxi stand, and finally
is driven in the car to his final destination. The path length travelled
inside the scooter, golf buggy, and car are 210.1 m, 274.5 m, and 549.3 m
respectively.
Fig. 6.14 shows the standard deviation plots of the localization results
relative to vehicle’s orientation. In each plot, white pixels on the map rep-
resent empty space, while black pixels represent vertical features extracted
with the synthetic 2D LIDAR. In each point along the path, the color
represents the relative average standard deviation value of the localization
system as measured from the covariance matrix of the localization pose.
For the scooter, the largest longitudinal standard deviation is found to
be 0.47 m and laterally it is found to be 0.57 m. The average longitudinal
standard deviation is 0.20 ± 0.012 m and, laterally it is 0.39 ± 0.0069 m.
The large lateral standard deviation on long straight sections of the path is
due to the lack of vertical features surrounding those sections of the path.
Similar results are obtained with the golf buggy, as both vehicles operate
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Figure 6.14: Localization standard deviation results for the multi-class au-
tonomous MoD experiment in NUS’s university town
in feature-rich pedestrian environment, with well defined building features.
The largest longitudinal standard deviation obtained is 0.34 m and laterally
it is 0.46 m. The average longitudinal standard deviation is 0.19 ± 0.0029
m and, laterally it is 0.28 ± 0.0059 m. It is again observed that the lateral
localization variance increases when the golf buggy travelled through open
areas, where the features surrounding the path are not well defined.
Localizing with the car on the road around the campus poses its own
challenges, as the environment is not as feature rich as the main plaza area.
It is observed that the longitudinal variance of the localization increases
significantly when the vehicle travelled along a long straight section of the
road surrounded by only bushes. Localizing along long and monotonous
roads is particularly challenging due to lack of distinct vertical features
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and repetitive geometric shapes, and therefore the adaptive Monte Carlo
localization system has to rely more on the vehicles odometry system to
localize well. The largest longitudinal standard deviation is obtained to be
1.28 m and laterally it is obtained to be 0.57 m, the average longitudinal
standard deviation on the longitudinal is 0.57 ± 0.049 m and, laterally it
is 0.31 ± 0.008 m.
In all three classes of vehicles, it is shown that the maximum variance
of our localization algorithm is well within the footprint of the vehicle.
The lateral localization variance is small enough to be confident that the
scooter will not go beyond the intended sidewalk boundaries; small enough
that the golf car will move safely across a particularly narrow bridge along
its path; and to ensure that the car is not on the wrong side of the road
throughout the autonomous drive.
6.6 Summary
In this chapter, we describe the integration process of a common au-
tonomous vehicle system architecture to three different classes of autonomous
vehicles, namely the road car, buggy, and personal mobility scooter. Each
class of vehicle has its own strengths, weaknesses, and ideal use case. The
vehicles were tested in a campus environment to perform an autonomous
multi-class mobility-on-demand service. The experiment results show that
the vehicles can localize well in indoor, pedestrian, and urban road en-
vironment, and are able to perform their basic autonomous capabilities
smoothly. All three classes of vehicle discussed are used to demonstrate
the generality of the predictive planning framework from Chapter 5, where
experiments in more challenging, high-risk scenarios are left for further
discussion in the upcoming Chapter 7.
The work presented in this chapter is the result of the diligent efforts
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of the entire Singapore-MIT Alliance for Research (SMART) team. I was
personally responsible for the behavior planner and motion planner mod-
ules, and interfacing of these modules with the mission planer and relevant
perception and control subsystems as described in Chapter 5. Addition-
ally, I was heavily involved in the integration of actuation hardware and
mounting of sensors and computers on the buggy and car platforms. I am
thankful to my SMART team colleagues for their efforts in development of
the rest of the core software modules, for conversion of the scooter plat-






The generality and effectiveness of the planning methods are demonstrated
through various autonomous driving experiments at the National Univer-
sity of Singapore, with corresponding video found at https://youtu.be/
eVVGZxp03Hc. Experimental validation was conducted on-board three dif-
ferent vehicle platforms: scooter, buggy, and road car (as detailed in Chap-
ter 6), where coupled spatial paths and velocity profiles were generated
according to the planning framework outlined in Chapter 5. The vehicles
were faced with potentially high-risk situations in both an off-road pedes-
trian environment, and an urban road environment. This chapter discusses
the findings from these experiments, with comparisons against traditional
motion planning methods which apply a decoupled approach to path and
velocity planning (enlarged obstacle bounds for static environment assump-
tion). Beyond the few trials shown here, the predictive planner has been
used over extended periods of autonomous driving on each platform, with
approximate aggregate autonomous driving times of 4 hrs on the scooter,
16 hrs on the buggy, and 7 hrs on the road car. The pros and cons of the
predictive planner as witnessed through our experience will be summarized
in Section 7.5.
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7.1 Unregulated Pedestrian Environment
The first experiment shown in the video (0:17-1:12) is the self-driving
scooter navigating through pedestrian crowds on the National University
of Singapore (NUS) University Town (UTown) Plaza. A picture of the
scooter in the plaza with pedestrians is shown for reference in Fig. 7.1.
The scooter was limited to a top speed of 1 m/s. The route was chosen
such that it crosses the path of many pedestrians as they depart from the
nearby bus stop.
Figure 7.1: Scooter in NUS UTown Plaza. The scooter is tasked to navigate
across plaza (image left to image right) while avoiding moving pedestrian crowds.
A visualization of the predictive planner is shown partway through the
run in the top image of Fig. 7.2. The start location is the red circle labeled
“START,” with goal location marked by a purple circle labeled “GOAL,”
and current vehicle location circled (without fill color) partway along the
path. The grayscale image is the localization feature map, where black in-
dicates areas with expected vertical surfaces, and light gray indicates areas
expected not to have vertical features. The route plan is indicated by a
yellow line. Laser scans are shown by blue points, with moving obstacles
overlaid by red points with white vectors attached to indicate detected ve-
locity direction. The planner cost map is shown centered around the robot
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(scooter) pose, with a continuous color spectrum indicating obstacle clear-
ance such that red is low clearance and blue is high clearance. Note that
the cost map is a 3D map, but it is shown from the top view here with
transparency. Planner tree edges are also colored by clearance using the
same convention, rooted from the current robot pose. The chosen solution
trajectory for each iteration is highlighted in magenta. An odometry trace
is shown as a red path, indicating historic path followed. This same visual-
ization notation is applied in the video, with some exceptions as the start






Figure 7.2: Scooter planning visualization for space-time predictive planner (top)
and traditional static assumption planner (bottom). The start location is the
red circle labeled “START,” with goal location marked by a purple circle labeled
“GOAL,” and current vehicle location circled (without fill color) partway along
the path. The grayscale image is the localization feature map, where black indi-
cates areas with expected vertical surfaces, and light gray indicates areas expected
not to have vertical features. The route plan is indicated by a yellow line. Laser
scans are shown by blue points, with moving obstacles overlaid by red points
with white vectors attached to indicate detected velocity direction. The planner
cost map is shown centered around the robot pose, with a continuous color spec-
trum indicating obstacle clearance such that red is low clearance and blue is high
clearance. Note that the cost map is a 3D map for the predictive planner, but
is shown from the top view here with transparency. Planner tree edges are also
colored by clearance using the same convention, rooted from the current robot
pose. The chosen solution trajectory for each iteration is highlighted in magenta.
An odometry trace is shown as a red path, indicating historic path followed.
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Target Speed with Key Decision Making Points
 
Figure 7.3: Scooter target speed plot with key decision points. Target speed (from
the planner solution) is plotted in black, and green vertical lines mark important
decision points as described in Section 7.1.
In the video, the scooter is shown to execute both path deviations and
adjustment of speed (decrease or increase as appropriate) to avoid clusters
of pedestrians. Fig. 7.3 shows the targeted speed profile throughout the
run, where some of the critical decision points are highlighted by vertical
green lines. We first see the scooter deviate from the route plan by steering
to the left towards the tree to avoid a pedestrian moving in the opposite
direction on its right side. Then after passing by the tree, the scooter turns
sharply and continues to keep on a trajectory away from the route plan to
avoid a group of three pedestrians while reducing speed (marked by first
vertical line in Fig. 7.3). Although the scooter initially intends to return
to the route plan after avoiding the first pedestrian group (0:29, snapshot
shown in Fig. 7.2), the trajectory is soon invalidated as another pedestrian
group approaches (causing a brief speed reduction via the trajectory safety
mechanism described in Section 5.4.2, second vertical line in Fig. 7.3), and
the scooter must subsequently increase its speed (third vertical line in Fig.
7.3) while maintaining a distance from the route plan to bypass the group.
Just after the group of four pedestrians, there is a single pedestrian on his
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phone who at first walks as if to pass in front of the scooter, so the scooter
slows down to stay in the gap between the single pedestrian and the crowd
of four, but upon looking up from his phone, the single pedestrian decides
to alter his trajectory and pass behind the scooter (0:38); this pedestrian
accommodates our scooter through his trajectory alteration and thereby
enables the scooter to slow down out of caution rather than stop (fourth
vertical line in Fig. 7.3). The final pedestrian encountered initially passes
by the front of the scooter at a pace thought to be fast enough so as
not to significantly impede the scooter’s motion, but a reduction of speed
is needed due to slight misjudgment the pedestrian trajectory (0:45, fifth
vertical line in Fig. 7.3). The same pedestrian later chooses to stand
directly in the path of the scooter (0:52), causing the scooter to execute
a stopping maneuver starting from sixth vertical line in Fig. 7.3). The
scooter is able to negotiate around the pedestrian by turning to the right,
and then finally returning to the route plan to follow close to the predefined
path in an unobstructed section of the environment.
The bottom image in Fig. 7.2 shows the visualization for a traditional
static assumption planner for baseline comparison. In order to plan without
a time dimension in the state space, the obstacle bounds are projected
forward in time by 8 seconds (matching the planning time horizon of our
space-time planner). The obstacle bounds are seen clearly by the red “wall”
covering the immediate area around the scooter. Because the planner treats
the area in front of the obstacle as if it were already obstacle occupied, the
static assumption planner is unable to find a solution and believes the
scooter is already in collision, therefore commanding an emergency stop
and halt in planning.
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7.2 T-junction Lane Merging
The next set of experiments is performed with the self-driving buggy, where
the buggy must navigate a T-junction on the road. The experiment setup
is shown in Fig. 7.4. The green buggy (running predictive planner) was
limited to a top speed of 2 m/s. The oncoming buggy was driven at an
approximately constant speed of 2 m/s, driven autonomously in predefined
path following mode (no replanning). The video shows both cases for when
the green buggy yields to the oncoming white buggy (1:13-1:53) and for
when the green buggy drives ahead of the white buggy (1:54-2:28).
Figure 7.4: T-junction experiment setup. The green buggy (right) is tasked to
turn left at the T-junction and must consider whether it should yield to the
oncoming white buggy. The predictive planner is running on-board the green
buggy.
7.2.1 Yield to Oncoming Traffic
In the first T-junction situation shown, it is found that there is not enough
clearance for the green buggy to lead the white buggy, hence it yields to
the oncoming traffic. Note that the green buggy was left to find its own
stopping point based purely on planner collision checking in space-time; no
stop line or junction navigation rules were specified.
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Figure 7.5: T-junction planning visualization for the snapshot when the predic-
tive planner first decides to slow to a stop (top), and subsequently first decides
to accelerate from the stop (bottom). The start location is the red circle labeled
“START,” with goal location marked by a purple circle labeled “GOAL,” and
current vehicle location circled (without fill color) partway along the path. White
dashed lines are overlaid to highlight the shape of the T-junction. The grayscale
image is the localization feature map, where black indicates areas with expected
vertical surfaces, and light gray indicates areas expected not to have vertical fea-
tures. The route plan is indicated by a yellow line. Laser scans are shown by blue
points, with moving obstacles overlaid by red points with white vectors attached
to indicate detected velocity direction. The planner cost map is shown centered
around the robot (green buggy) pose, with a continuous color spectrum indicat-
ing obstacle clearance such that red is low clearance and blue is high clearance.
Note that the cost map is a 3D map, but it is shown from the top view here with
transparency. Planner tree edges are also colored by clearance using the same
convention, rooted from the current robot pose. The chosen solution trajectory
for each iteration is highlighted in magenta. An odometry trace is shown as a red
path, indicating historic path followed.
Two critical decision points are shown in Fig. 7.5, where (i) the robot
(green buggy) senses its path is blocked by the oncoming vehicle (top im-
age), thus the planner tree only extends to a safe stopping region prior
to the lane merge point, and subsequently (ii) the robot decides to start
accelerating from a stop (bottom image). The display convention for start
and goal locations, moving obstacles, planner edges, etc. is maintained to
be the same as previously described in Section 7.1. White dashed lines
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are overlaid to highlight the shape of the T-junction. Note that the green
buggy decides to accelerate even when the oncoming traffic is still in close
proximity in front, but this is allowed since it is recognized that the white
buggy will continue forward motion. The cost map shows a higher clear-
ance cost by slightly warmer colors (yellow/orange) as viewed by a top
down view, however it is much easier to see the obstacle cost when viewed
at a downward angle leading back towards the oncoming white buggy, as
displayed in Fig. 7.6. The transparency of the cost map is reduced to
highlight the obstacle clearance cost more vividly than in Fig. 7.5), where
again clearance is shown by a continuous color spectrum with red as low
clearance and blue as high clearance. The robot is limited to stay in lane as
well as avoid the obstacle (narrow geofencing applied in this experiment).
A decelerating trajectory is chosen, yielding to the oncoming obstacle.
Figure 7.6: T-junction planning obstacle cost visualization. Scene is shown with
the cost map in the left subfigure, and without cost map on the right. The view
is taken from overhead at an angle, leading and facing back towards the moving
obstacle. Moving obstacle is shown by a cluster of red and blue points with a
white arrow indicating direction of motion. The robot’s current location (green
buggy) is circled, with the planner tree shown by several curved paths, with the
chosen solution path highlighted in bold magenta. The route plan is shown in
yellow. The same scene snapshot is shown via top down view in Fig. 7.5. The
clearance cost map is in 3D, shown with transparency (less transparent than in
Fig. 7.5), where clearance is shown by a continuous color spectrum with red as
low clearance and blue as high clearance. Note that the robot is limited to stay
in lane as well as avoid the obstacle. The robot selects decelerating trajectory to
let the oncoming obstacle pass.
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By planning in space-time, the green buggy realizes that it can begin
forward motion approximately 4 seconds sooner than had it been planning
by the traditional decoupled planning approach (which uses enlarged obsta-
cle boundaries in order to plan as if the environment were static). However,
as seen in the video at time 1:30, the white buggy is intermittently falsely
detected as static while it crosses just in front of the green buggy. Due to
this perception error, the planner is overly conservative, thus resulting in an
extended waiting time similar to that expected of a traditional decoupled
spatial path and velocity planner.


















Figure 7.7: Buggy target speed plot with key decision points for T-junction nav-
igation with yield to oncoming traffic. Target speed (from the planner solution)
is plotted in black, and green vertical lines mark important decision points as
described in Section 7.2.1.
Fig. 7.7 shows the target speed profile of the green buggy throughout
the run, with key decision points marked by green vertical lines. The first
decision point correlates with the top image in Fig. 7.5, and the second
line correlates with the bottom image in Fig. 7.5, where the buggy first
decides to yield and subsequently first decides to accelerate from the stop.
Note that although the green buggy has already chosen a stopping point, it
doesn’t decelerate immediately, as it has some distance to travel yet before
reaching the stopping point. Also, as explained in the previous paragraph,
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there is a momentary decision to accelerate as the white buggy passes in
front of the green buggy, marked by the second line (1:30 in the video).
However, since the white buggy is intermittently falsely detected as static,
this path is invalidated (by safety mechanisms described in Section 5.4.2),
and the green buggy remains stopped for about 4 seconds before finally
accelerating, marked by the third green line.
7.2.2 Lead Oncoming Traffic
The second T-junction experiment is conducted such that the clearance in
front of the white buggy is sufficient for the green buggy to drive out before
the white buggy crosses the junction. The critical decision point is seen in
the video briefly at time 2:00, with visualization matching the top image
in Fig. 7.8. The white buggy is detected as a moving obstacle, but one
which doesn’t impede the green buggy’s movement. As the robot (green
buggy) then moves forward, it also turns into the lane. Since the LIDAR
used is mounted at the front of the robot (with 270◦ field of view), once the
turn is made, the obstacle is then located behind the robot and thus is no
longer detected. From the video it can be seen that the white buggy only
needs minor adjustment in its speed to maintain its desired front clearance
to the leading green buggy.
The bottom image in Fig. 7.8 shows the visualization for a traditional
static assumption planner for baseline comparison. In order to plan with-
out a time dimension in the state space, the obstacle bounds are projected
forward in time by 8 seconds (matching the planning time horizon of our
space-time planner). The obstacle bounds are seen clearly by the red “wall”
in front of the green buggy. Because the planner treats the area in front
of the obstacle as if it were already obstacle occupied, the static assump-
tion planner is unable to find a solution and believes it must wait for the
oncoming traffic to pass.
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Figure 7.8: T-junction planning visualization for space-time predictive planner
(top) and traditional static assumption planner (bottom). The start location is
the red circle labeled “START,” with goal location marked by a purple circle
labeled “GOAL,” and current vehicle location circled (without fill color) partway
along the path. White dashed lines are overlaid to highlight the shape of the
T-junction. The route plan is indicated by a yellow line. Laser scans are shown
by blue points, with moving obstacles overlaid by red points with white vectors
attached to indicate detected velocity direction. The planner cost map is shown
centered around the robot (green buggy) pose, with a continuous color spectrum
indicating obstacle clearance such that red is low clearance and blue is high clear-
ance. Note that the cost map is a 3D map for the predictive planner, but it is
shown from the top view here with transparency. Planner tree edges are also
colored by clearance using the same convention, rooted from the current robot
pose. The chosen solution trajectory for the iteration is highlighted in magenta.
7.3 Defensive Driving
The self-driving buggy (green) is then used in a defensive driving exper-
iment (2:29-3:00), where it must dodge another oncoming buggy (white)
driving in the opposing direction in the NUS UTown Plaza environment.
NUS UTown Plaza was chosen over an on-road test grounds for safety
reasons given that such a test might be disruptive to other traffic. The
experimental setup is shown in Fig. 7.9.
157
Chapter 7. Experimental Validation of Predictive Planning
Figure 7.9: Defensive driving experiment setup. The green buggy (top left) is
tasked to drive straight, but detects the oncoming white buggy, driving on a
front-end collision course. The predictive planner is running on-board the green
buggy.
The buggy was limited to a top speed of 2 m/s. The oncoming buggy
was driven at an approximately constant speed of 2 m/s, driven autonomously
in predefined path following mode (no replanning). A visualization of the
planner is shown partway through the run in Fig. 7.10. The display con-
vention for start and goal locations, moving obstacles, planner edges, etc.
is maintained to be the same as previously described in Section 7.1. The
particular snapshot shown in the top image is for a critical decision point
when the robot (green buggy) first chooses to turn towards the right to
avoid the oncoming vehicle (time 2:39 in the video, predictive planner run-
ning). The bottom image in Fig. 7.10 shows that if the traditional static
assumption approach were to be used (enlarged obstacle boundaries seen
as red portion in center of cost map), the green buggy would see itself as
already in collision at this point and perform an emergency stop. Thus,
if the oncoming obstacle were an aggressive agent, the green buggy would
still be endangered under this passive reaction.
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Figure 7.10: Defensive driving planning visualization for space-time predictive
planner (top) and traditional static assumption planner (bottom). The start lo-
cation is the red circle labeled “START,” with goal location marked by a purple
circle labeled “GOAL,” and current vehicle location circled (without fill color)
partway along the path. The grayscale image is the localization feature map,
where black indicates areas with expected vertical surfaces, and light gray indi-
cates areas expected not to have vertical features. The route plan is indicated
by a yellow line. Laser scans are shown by blue points, with moving obstacles
overlaid by red points with white vectors attached to indicate detected velocity
direction. The planner cost map is shown centered around the robot pose, with
a continuous color spectrum indicating obstacle clearance such that red is low
clearance and blue is high clearance. Note that the cost map is a 3D map for
the predictive planner, but it is shown from the top view here with transparency.
Planner tree edges are also colored by clearance using the same convention, rooted
from the current robot pose. The chosen solution trajectory for each iteration is
highlighted in magenta. An odometry trace is shown as a red path, indicating
historic path followed.
Fig. 7.11 shows a more detailed look at the cost map obstacle represen-
tation of the oncoming buggy, and the planner tree generated by the robot
(green buggy). Note that for the robot to continue straight, the robot
would enter a high cost region of the map, even if it reduced its speed.
The oncoming buggy is treated as an aggressive agent - if the robot were
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to simply stop, it assumes that it would encounter collision. The robot
instead selects a path which maintains a high speed to quickly pass to the
side of the oncoming vehicle. It is seen later in the video that the green
buggy does slow down after it senses the chosen path could be blocked
by the oncoming white buggy due to some perception errors (2:42), but
nevertheless it is able to safely bypass the oncoming vehicle.
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Figure 7.11: Defensive driving planning obstacle avoidance visualization. Scene
is shown with cost map in the left subfigure, with the view taken from overhead
at an angle, leading and facing back towards the moving obstacle. The planner
tree is shown without a cost map overlay on the right, where a side view is shown
from the right side of the robot (green buggy). Moving obstacle is shown by a
cluster of red and blue points with a white arrow indicating direction of motion.
The robot’s current location is circled, with the planner tree shown by several
curved paths, with the chosen solution path highlighted in bold magenta. The
route plan is shown in yellow. The same scene snapshot is shown in top down view
in Fig. 7.10. The clearance cost map is in 3D, shown with transparency, where
clearance is shown by a continuous color spectrum with red as low clearance and
blue as high clearance. Note that for the robot to continue straight, the robot
would enter a high cost region of the map, even if it reduced its speed. The robot
instead selects a path which maintains a high speed to quickly pass to the side of
the oncoming vehicle.
7.4 Overtaking
The final set of experiments is performed on-road with the self-driving road
car, where the road car is tasked to overtake a stationary vehicle which
blocks the lane (green buggy) while avoiding collision with any oncoming
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traffic in the next lane over (white buggy). The experiment setup is shown
in Fig. 7.12. The road car was limited to a top speed of 6 m/s, however
the top speed witnessed during the experiments was 4.62 m/s (when there
was no oncoming traffic) due to the short length of the testing route. The
oncoming buggy was driven at an approximately constant speed of 2 m/s,
driven by a human driver. Overtaking is shown without oncoming traffic
(3:01-3:26), and also with oncoming traffic (3:26-4:06). A visualization of
the planner is shown partway through a run in Fig. 7.15. The display
convention for start and goal locations, moving obstacles, planner edges,
etc. is maintained to be the same as previously described in Section 7.1.
Figure 7.12: Overtaking experiment setup. The road car is tasked drive to the
end of the left lane, but finds a blockage in the road (the stationary green buggy).
While attempting to overtake, there may be an oncoming car in the middle lane
(human driven white buggy). The predictive planner is running on-board the
road car.
7.4.1 Without Oncoming Traffic
The planner is demonstrated to effectively perform overtaking without an
oncoming obstacle, where the car follows a smooth path to avoid the road
blockage and does not significantly reduce its speed during the maneuver.
The environment is static in this scenario, hence decoupled approaches
to planning should perform equally well, however the baseline planning
system presented in [6] only triggers replanning once the robot comes to
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Figure 7.13: Overtaking planning speed: standard versus predictive planner. The
top left image shows the planning tree from the standard (static assumption) ap-
proach and the top right image shows the tree from the predictive approach, both
after 0.4 sec of planning time. The plot below shows the number of states/vertices
in the planner tree given different planning durations. The planner cost map is
not shown, to allow greater visibility of the planner tree edges. Planner tree
edges are colored with a continuous color spectrum indicating obstacle clearance
such that red is low clearance and blue is high clearance, rooted from the current
robot pose. An odometry trace is shown as a red path, indicating historic path
followed. The standard planning tree growth rate is over twice as fast as the
predictive planner’s, but the standard method’s tree contains many u-turn type
paths, which are irrelevant over a mid-term time horizon (8 seconds), and will
require subsequent velocity solving along the spatial paths.
a stop due to a blockage, so in this scenario that planner would first stop
in lane due to the presence of the blockage, then attempt to overtake. To
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stop first prior to overtaking would cause for the maneuver to be executed
at a lower speed, thereby putting the car in the opposing traffic lane for a
longer duration.
Nevertheless, we can consider a more fair comparison between the pre-
dictive planner and the standard static assumption planner if we were to
purposefully retrigger the standard planner before the robot car comes to
a full stop. Since all sensor data was recorded during the physical run, we
can play back this data in simulation and “re-live” the exact same scenario
hundreds of times. In simulation, we can also give unrealistic planning
durations to solve for a solution which exceed the short replanning cycle
times necessary for real-time performance.
The standard (static assumption) planner and the predictive planner
were then tested 900 times each over the same environmental observa-
tion snapshot to find an overtaking path around the road blockage, where
100 runs were simulated for each of the following 9 planning durations:
{0.1,0.2,0.3,0.4,0.5,1,2,5,10} sec. We visually compare the planning tree
results in Fig. 7.13, where the top left image shows the planning tree from
the standard approach and the top right image shows the tree from the pre-
dictive approach, both after 0.4 sec of planning time. The plot shown in the
bottom of Fig. 7.13 shows the number of states/vertices in the planner tree
given different planning durations. The tree growth rate is approximately
twice as fast for the standard planner than for the predictive planner for
planning durations less than 1 sec. However, as seen in the left image,
about half of the tree in the standard approach is for u-turn paths, which
are of little to no relevance since the time taken to follow those paths to the
end would far exceed the time horizon of 8 seconds used in the predictive
planner. Also, each path derived from the predictive planner is a path in
the five dimensional Dubins × Velocity × Time space, X = SE(2)×<×T ,
whereas the standard planner only produces spatial paths in the three di-
163
Chapter 7. Experimental Validation of Predictive Planning
mensional Dubins space, X = SE(2). Thus, each predictive planning tree
edge is checking the validity of a spatial path with coupled velocity profile,
but the standard planner would still require a subsequent velocity solv-
ing function. Thus, we see that the predictive planner generates a set of
relevant feasible trajectories of approximately the same size on average as
the set of relevant paths from the standard approach (u-turn paths being
considered not relevant) given the same amount of planning time, and ad-
ditionally, each of the trajectories output from the predictive planner are
already coupled with safe velocity profiles. This is made possible through
the reachability guidance speed-up strategy described in Chapter 4.
7.4.2 With Oncoming Traffic
For the overtaking experiment with oncoming traffic, we see that the AV car
must stop to let the oncoming white buggy pass by before performing the
overtaking maneuver. This particular run shown in the video (3:26-4:06)
is chosen for further analysis not because it exhibits ideal behavior, but
rather because it highlights the negative impact of erroneous perception,
through falsely detecting moving obstacles as static and static obstacles as
moving. Nevertheless the self-driving car is able to safely overtake in the
presence of oncoming traffic, where we see that the car can decide its own
stopping point and experience only slight delays due to caution in response
to the perception errors.
The planned target speed throughout the run is plotted in Fig. 7.14,
with critical decision points highlighted by vertical green lines. Upon de-
tecting no way past the oncoming white buggy, the AV car begins to de-
celerate to a stop (first vertical line in Fig. 7.14). At time 3:37, we see
that the AV car reaches a stopping point which is at the lane division bor-
der, indicative of its intention to overtake once the lane is clear. Three
seconds later (3:40), we see that the AV car perceives that since the white
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Figure 7.14: Road car target speed plot with key decision points for overtaking
with yield to oncoming traffic. Target speed (from the planner solution) is plotted
in black, and green vertical lines mark important decision points as described in
Section 7.4.2.
buggy is moving, the car can begin to accelerate from a stop (second line in
Fig.7.14). However, the AV car then falsely detects that the white buggy
is momentarily static and stops again after 2 seconds (third green line in
Fig.7.14). The total delay to this first perception error is 6 seconds, and
the car begins to accelerate once again at video time 3:43 (fourth line
in Fig.7.14). Due to another perception error at time 3:48 (fifth line in
Fig.7.14), the stationary green buggy is falsely momentarily detected as
moving, which results in a momentary pause in the car motion. Once the
obstacle is then again detected to be static (sixth line in Fig.7.14), the car
continues the overtaking maneuver and returns to the left lane. The total
delay from these two perception error incidents is approximately 10 seconds
(4 sec for the second incident). Fig. 7.15 shows the planning visualization
corresponding to time 3:35 in the video, when the car first decides that is
must stay in lane and wait for the oncoming buggy to pass (first vertical
line in Fig. 7.14).
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GOAL
START
Figure 7.15: Overtaking planning visualization. The start location is the red circle
labeled “START,” with goal location marked by a purple circle labeled “GOAL,”
and current vehicle location circled (without fill color) partway along the path.
The grayscale image is the localization feature map, where black indicates areas
with expected vertical surfaces, and light gray indicates areas expected not to
have vertical features. The route plan is indicated by a yellow line. Laser scans
are shown by blue points, with moving obstacles overlaid by red points with
white vectors attached to indicate detected velocity direction. The planner cost
map is shown centered around the robot (road car) pose, with a continuous color
spectrum indicating obstacle clearance such that red is low clearance and blue is
high clearance. Note that the cost map is a 3D map, but it is shown from the
top view here with transparency. Planner tree edges are also colored by clearance
using the same convention, rooted from the current robot pose. The chosen
solution trajectory for each iteration is highlighted in magenta. An odometry
trace is shown as a red path, indicating historic path followed.
7.5 Summary
Through examination of these various test scenarios, we can cite the fol-
lowing benefits of our generalized predictive planning approach:
• Positive emergent behaviors occur in varied high-risk scenarios and
environments as compared against traditional decoupled planning.
– The self-driving vehicles are able to pro-actively accelerate (Sec-
tion 7.1) and/or adjust steering while at speed to avoid obstacles
(Section 7.3) and are not limited to simply slowing down to pas-
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sively avoid collision. This is vital for avoidance of aggressive
agents.
– The AVs are able to determine their own stopping locations
to yield to lane traffic without specialized higher-level decision
making or hard-coding of clearance-type road rules (Sections
7.2 and 7.4). Clearance observers are otherwise necessary to
check time-to-collision at intersections in the traditional plan-
ning approach, where insufficient time-to-collision would dictate
stopping at a specified location.
– Waiting times are reduced for lane changing/merging (Sections
7.2 and 7.4) due to better reasoning of environment evolution
(obstacle space-time representation), assuming accurate percep-
tion information. This implies that predictive planning could
better handle denser traffic situations than the traditional plan-
ning approach.
• Improved motion planning for increased environmental complexity
and speed of nearby moving agents. While the environment complex-
ity is difficult to quantify, appropriate actions were taken in response
to outside agents which were either aggressive (Section 7.3) or accom-
modating (Section 7.1). In regards to obstacle speed, it was shown
that the traditional decoupled planner’s moving obstacle bounds are
easily over-enlarged to the point where no solutions can be found
(Sections 7.1, 7.2, and 7.3). The size of the obstacle bounds for the
traditional planning approach is directly proportional to their veloc-
ities, and thus as the speed of surrounding obstacles increases, the
traditional planning approach has diminishing likelihood of finding
a solution. The predictive planning method is not hindered by sur-
rounding obstacle speed in this same manner.
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• The planning methods are flexibly applied to the three vehicle classes,
and both on-road and off-road environments. The general formula-
tions of the methods allows for easier scalability across heterogeneous
AV fleets.
The following limitations apply to the predictive planner:
• The computational complexity of the methods and required planning
durations may still limit real-time application in higher speed opera-
tions or higher-dimensional robot control models. A shorter planning
duration is necessary for faster reaction times, given rapidly changing
environments, however this will result in less extensive exploration of
the state space and therefore less repeatability in the planning result
(may not converge to a consistent solution). However, as witnessed
in Section 7.4.1, the current predictive planner is able to achieve
similar planning speeds to the traditional planner, considering that
may paths found by the traditional planner are irrelevant (u-turn
paths, not achievable in short time horizon); the reachability guid-
ance speed up strategy (Chapter 4) results in approximately equal
number of relevant spatial paths given the same planning duration
despite the increased dimensionality of the state space, and each path
is furthermore coupled with a safe velocity profile.
• Due to frequent replanning, the vehicle may change trajectory plans
often, which could result in lessened user comfort (comfort sacrificed
for safety/efficiency). This effect will be more apparent when subject
to control, localization, and obstacle detection errors. The traditional
planning method will also suffer performance losses subject to these
errors, but perhaps this would result in more speed variability and is
less likely to affect spatial path variability.
• Many road rules would require specification of additional precedence
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observers, to prohibit progress through intersections if the AV does not
have priority. This refers to stopping at traffic lights or stop signs,
where the AV may be expected to respond to visual cues or yield
right-of-way to other nearby agents (even if clearance is sufficient
for the AV to proceed first). Enforcement of precedence observers is
compatible with the predictive planning framework through modified
specification of local goals or placement of virtual obstacle (behavior
planning level), though this has not been specifically addressed in the
scope of this thesis.
• Although the behavior of the predictive planner is tunable (positive
trait), there are many parameters to manually tune. Manually se-
lected parameters include: the planning duration (time to solve), time
horizon (max time bound considered), obstacle risk cost weighting
parameter (preference for obstacle avoidance versus other heuristics,
Chapter 3), sampling biases (for goal sampling, prior path sampling,
simulated control path sampling, reachable area sampling, Section
5.4.1), factor of safety for speed override (inevitable collision state
avoidance, Section 5.4.2), etc.
• The control models used did not allow reverse motion, nor limit lateral
acceleration. This limits parking maneuvers and restricts high-speed
operation, such as highway driving or car racing. Specialized parking
maneuver planning methods are well established in literature if this
is the only reason why reverse motion is desired [160, 161], though
to use those methods in combination with our predictive planner
would require a logical planner switching mechanism in the behavioral
level of the planning framework. Also, some method formulations are
based on the bicycle model (e.g. trajectory generation for Dubins ×
Velocity × Time space, X = SE(2)×<×T , Section 5.4.1), so other
robot control models would require some redesign of methods. The
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Time-varying Obstacle Risk Cost (TORC) approach (Chapter 3) and
our reachability guidance formulation (Chapter 4), and many other
core methods in the predictive planning framework (Chapter 5) are
still well generalized and flexible to other control models.
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Conclusions and Future Work
8.1 Summary
The focus of this thesis is planning in dynamic environments, which has
remained a key challenge limiting self-driving vehicle deployment in real
environments, including Mobility-on-Demand (MoD) applications. MoD
environments are often busy urban roads and pedestrian areas, where Au-
tonomous Vehicles (AVs) must navigrate in constrained crowded spaces
with other moving agents. The planning system proposed in this work
enables AVs to operate in dynamic environments of higher complexity by
improving plan validity over longer time horizons. This is achieved through
predictive planning - generation of control sequences which navigate the
robot around predicted obstacle trajectories. Rather than assume tradi-
tional simplifying assumptions to decouple the spatial path and velocity
planning problems, we solve for a coupled space-time trajectory in an inte-
grated manner. Real-time planning performance is achieved in this higher
dimensional space-time through reachability-guidance speed improvements
(Chapter 4). Issues concerning moving obstacle representation (Chapter
3), incorporation of robot dynamic constraints (Chapters 4 and 5), and
real-time iterative replanning (Chapter 5) are discussed in detail. Further-
more, the planning framework is flexibly adapted to varied vehicle platforms
(demonstrated onboard a scooter, buggy, and road car) and varied envi-
ronments (unstructured or structured on-road areas), enabling multi-class
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AV fleet operations for MoD and showing the generality of the methods.
We opened the discussion with a review of the history and current sta-
tus of autonomous vehicle planning systems. A typical planning framework
follows the conventional three tier hierarchy composed of mission planner,
behavior planner, and motion planner levels. Greater emphasis was given
to motion planning, as improving the generality at this level of planning
can reduce the need for specialized tailoring of decision making mechanisms
in the behavioral planner. We reviewed two general categories of motion
planners - combinatorial and sampling-based - where sampling based plan-
ners are investigated further throughout this work since they are more
easily generalized. The key planning concepts studied include obstacle rep-
resentations for planning in dynamic environments, incorporation of robot
differential control constraints, and incremental planning/replanning. An
overview of field tested autonomous vehicle platforms for passenger trans-
port is also presented, where our contribution in this area is unique for
being the first to demonstrate a multi-class AV fleet for MoD.
This work adopts a novel, more holistic representation of moving obsta-
cles than alternative methods presented in literature, where we propose for
predicted moving obstacle trajectories to be translated into Time-varying
Obstacle Risk Cost (TORC) regions in a mid-term time horizon cost map.
Collision checking is then performed over space-time where the obstacle
avoidance cost reflects the uncertainty in the obstacles’ trajectories given
assumed obstacle dynamic constraints. In Chapter 3, we compare this
method against conservative discrete bounding methods and naive deter-
ministic trajectory assumptions, and find our approach to be a good com-
promise between the approaches which allows for a tunable preferential
trade-off between obstacle clearance and path length while improving the
likelihood of finding a “best case” solution in high risk situations. The
TORC method is also found to overcome shortcomings of discrete obstacle
172
Chapter 8. Conclusions and Future Work
bounding methods through its better mechanism of accounting for predic-
tion uncertainty, which yields longer solution validity durations and thereby
reduces the need for rapid iterations of replanning.
Knowledge of the dynamic constraints in the robot motion model can be
leveraged to improve the planner’s speed and enable better trajectory track-
ing performance. We presented a novel method of reachability guided state
sampling and nearest neighbor searching by leveraging a numerically gener-
ated reachable map which approximates the robot’s reachable state space
given differential motion constraints. Experiments in Chapter 4 showed
that this approach can improve planner speed, measured by planner node
growth rate, by more than a factor of 9 (over standard methods without
reachability guidance) for a car-like robot. Planning in space-time increases
the computational complexity significantly relative to decoupled spatial
path and velocity planning, but through reachability-guidance, real-time
performance is still achievable.
A full predictive planning framework is presented in Chapter 5 which
allows for iterative replanning in space-time with safety assurances. A
key component of this framework is the newly proposed trajectory plan-
ner, Control and Path Guided Rapidly-exploring Random Tree* (CPG-
RRT*), which enforces limitations in turning radius, velocity, and accel-
eration through each edge connection as the planning tree is built, with
planning edges following minimum jerk profiles. Prior knowledge is re-
tained during replanning through a weighted biased sampling between (i)
sampling near the previous solution path, (ii) sampling near the simulated
pure pursuit steering path which leads back to a prior guiding path, and (iii)
sampling from the robot’s reachable space. Passive safety assurances for
space-time trajectory planning are provided through a new variant of the
braking Inevitable Collision States (ICSb) avoidance concept (less abrupt
braking maneuvers than the original ICSb), which checks for sufficient brak-
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ing distance and braking time conditions along a stochastically chosen so-
lution trajectory as measured from a commit state and adjusts velocity by
a minimum deceleration required to achieve passive safety. Perception and
control module interfacing are also discussed.
We also consider the autonomous vehicle’s self-driving system as a
whole, where Chapter 6 presents a flexible systems integration approach
to retrofitting multiple vehicles with self-driving capabilities, maintaining
(i) a common core sensor suite (ii) a common software architecture with
only small differences in actuator and sensor interfacing low-level software
modules, and (iii) common mechanisms for safety overrides. These factors
allow for flexible Autonomous Mobility-on-Demand (AMoD) fleet expan-
sion which is not restricted to particular vehicle models or even vehicle
classes. Three vehicle platforms are converted by this method: a mobility
scooter, buggy, and road car. Our planning algorithms are also imple-
mented onboard all three vehicle platforms and demonstrated in challeng-
ing scenarios both on-road and off-road (Chapter 7). Real-time predictive
planning is achieved, with discussion on how our methods enable better
performance over traditional reactive planners which decouple the task of
path planning from velocity planning.
8.2 Lessons Learned
The following points summarize a few core insights from this research work:
• Account for uncertainties in obstacle trajectory predictions.
While there are many potential sources for uncertainty (localization,
control, etc.), the greatest uncertainty in dynamic environments is of-
ten the estimation of moving obstacle trajectories. Collision checking
in space-time allows for a more holistic representation of the obstacle
occupied space for moving obstacles, where assignment of high obsta-
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cle risk cost regions in a bounded time cost map as in Chapter 3 gives
a suitable accounting mechanism for the motion uncertainty. Also,
perception is never perfect, and sensing errors can be compounded
in higher level perception functions as well. This was witnessed in
several of the experiments in Chapter 7, where static obstacles were
intermittently detected as moving, and moving obstacles intermit-
tently detected as static.
• Use prior information whenever possible. The robot control
model, predefined paths, or other prior information can be leveraged
for speed improvement strategies. Chapter 4 demonstrated how plan-
ner speeds (as measured by tree growth rate) could be improved sig-
nificantly through considering the reachable region derived from the
vehicle control model. Chapter 5 made use of a prior predefined ref-
erence path and prior solution path to bias sampling in an attempt to
improve convergence rate to an optimal solution. Other more sophis-
ticated replanning methods exist, such as RRTX [119] which rechecks
the entire planner tree from previous planning iterations.
• Planning is inherently a control problem. While many au-
tonomous vehicle software frameworks distinguish between control
modules and planning modules (ours included), planning and con-
trol should be viewed as inseparable - the planner should account
for as many control constraints as possible to improve tracking per-
formance. In CPG-RRT*, control limitations were enforced in an
integrated manner through each edge connection as the planning tree
is built (Chapter 5). Furthermore, a commit pose correction scheme
estimated control errors over each planning iteration and corrected
for these to improve cross track errors. Improvements in planning
will improve control performance (planner can output paths which
are more easily followed), and improvements in control will improve
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planner performance (better trajectory tracking improves estimates
of commit pose, which is often the root state for the planner tree,
and makes previous iteration solutions more relevant).
• Always keep scalability in mind for hardware and software
design. Many opportunities arise from keeping methods general.
This thesis discussed how great improvements can be achieved in
AMoD services in particular (i) through our general systems inte-
gration approach to retrofitting multiple classes of vehicles with au-
tonomous technology (Chapter 6), expanding service operational area,
and (ii) through flexible application of the proposed predictive plan-
ning framework to all three classes of vehicles in the study, enabling
better navigation in complex dynamic environments (Chapters 5 and
7). It would take considerably greater effort to develop separate,
independent software for each class of vehicle and/or environment
type. Likewise some hardware design will inevitably be vehicle spe-
cific (particularly the actuation systems), but maintaining as much
of the same hardware as possible across a heterogeneous vehicle fleet
makes hardware system commissioning and debugging much simpler.
Further extensions to other classes of vehicles is still possible through
our approach.
8.3 Future Work
This sections suggests possible topics for future related works. Although
this thesis demonstrated effective navigation in varied dynamic environ-
ments using multiple vehicle platforms faced with high risk scenarios, there
could be further improvements through investigation in the following areas:
• Refine methods of moving obstacle trajectory predictions
and the models used to represent the shape of the motion
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uncertainty. To a large extent, the predictive planner’s solutions are
only as good as the quality of predictions of obstacle movements. The
TORC method of representing moving obstacles for collision checking
discussed in Chapter 3 is heavily reliant on the perception system’s
ability to discern instantaneous position and velocity of obstacles.
Furthermore, it is beneficial if the perception system is capable of
obstacle classification, which would then give a means for deriving
assumed dynamic constraints on the obstacle motion. The model
for the motion uncertainty could be derived from the reachable maps
generated through the method in Chapter 4. Cost assignments within
said reachable map could be made according to the number of reach-
able graph states encompassed by each reachable map hyperrectangle
(refer to Fig. 4.2), or other cost distribution schemes could be ap-
plied, where perhaps road structure would be considered in on-road
environments (likely that cars will keep to their respective lanes).
Furthermore, the obstacle risk cost could be weighted according to
the obstacle classification; in this manner, higher priority can be as-
signed for avoidance of some obstacles than for others (e.g., more care
should be taken to avoid collision with pedestrians than for collision
with bushes or traffic cones, etc.).
• Incorporate more road rules through the behavioral planner.
The predictive planning framework presented focuses on implemen-
tation of a generalized trajectory planner for improved moving ob-
stacle avoidance. This eliminates the need for “clearance observers,”
which check for oncoming traffic before executing particular road ma-
neuvers However, “precedence observers” are still necessary in many
situations, where the precedence observer checks whether the robot
has the right of way to progress given specified road rules (e.g. stop
before a traffic light if the light is red). For some on road maneuvers,
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such as T-junction navigation and overtaking, clearance checking is
already sufficient.
• More comprehensive considerations should be incorporated
into the multi-class fleet management for Mobility-on-Demand,
such as ride-sharing, fleet rebalancing, and recharging. In the current
system, vehicles were just assigned to passenger requests based on a
first-come-first-served basis. Algorithms to decide what type of ve-
hicle should serve passenger requests, and furthermore how to assign
multiple vehicle types to a single request and choose vehicle inter-
change points, are not discussed in the scope of this thesis, but an
algorithm of this type would also play a critical role as an enabler in
multi-class AMoD.
• Investigate multi-vehicle motion coordination. Nearby vehicles
could share planning information through Vehicle to Vehicle (V2V)
communications. The SMART group had investigated this for de-
coupled spatial path and velocity planning with some success [151],
however this has not yet been extended to coupled trajectory plan-
ning. Even without information sharing, social interactions may be
possible if there is some accounting for influencing factors between the
ego robot and other agents. One possibility is to apply a Partially
Observable Markov Decision Process (POMDP) model, with another
agent’s motion intention considered as “partially observable,” as in
SMART’s works [92] and [162], however it is not clear how to gener-
alize the methods for multiple environments and continuous control
spaces or how to incorporate them into the planning framework pre-
sented in this thesis.
• Extend the planning methods for reverse motion, lateral ac-
celeration constraints, or other control models. Reverse mo-
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tion may be desired in some MoD applications as well (especially
useful for parking), but the robots are restricted to forward motion
only in this thesis. For bicycle model robots (as used in this work),
this would mean using Reeds-Shepp curves [112] rather than Dubins
curves [1]. Theoretically, all of our planning methods should still ap-
ply with only minor adjustments: the state space is not increased (so
space-time planning with TORC as in Chapter 3 is achieved without
added complexity), Reachability Guidance (RG) methods (Chapter
4) would use a slightly larger state propagating control set, and mini-
mum jerk trajectory solving methods (Chapter 5) simply operate over
Reeds-Shepp curves rather than Dubins curves. However this exten-
sion has not been validated in the thesis, in part due to the added
control complexity (added switching controller for forward/reverse
gear selection), and also due to the fact that human drivers tend to
avoid reversing as much as possible, thus a reversing robot may se-
lect paths which are less intuitive for outside observers to understand
without adding additional deferential cost weightings to the the plan-
ner to likewise prefer forward motions or less frequent gear switching.
Lateral acceleration limits are also not enforced, which may result in
discomfort or even danger at higher vehicle operating speeds typical
of highway driving or racing circuits. If a robot control model other
than the bicycle model were to be used, the TORC method and RG
methods should still apply, though the computational burden will in-
crease for higher dimensional state spaces and control spaces, so real-
time performance may not be possible. Also, CPG-RRT* (Chapter
5) was control model specific, so some redesign would be necessary
to apply the same concepts to other robot models.
• Investigate methods for automated parameter tuning, pos-
sibly machine learning. Currently there exists several manually
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tuned parameters for obstacle avoidance costs, path length cost, and
time duration cost, as well as weighted planner sampling biases, where
additional parameters could be incorporated in the future as further
heuristics in trajectory selection. Perhaps the vehicle could learn
these parameters from human demonstration, adjusting weights of
various cost factors, etc. to match planned trajectories close to what
the human driver selects given the same scene (recorded sensor infor-
mation from human driven runs). Conversely, if the robot is trained
by a “good” driver such that consistently “good” trajectories are
generated by the trained planner, perhaps the planner could even be
run in the background during other manual drives to give feedback
on how well the human drives (i.e. indirectly gage how similar the
current driver drives with respect to the training driver).
• Investigate whether asymptotic optimality is preserved through
planning in space-time and through incorporation of various
degrees of reachability guidance. While CPG-RRT* is certainly
able to refine and optimize its best solution through the same rewiring
mechanism as in RRT*, a proof of maintained asymptotic optimality
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