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2such, they can be understood as attempts to make the features
invariant to the domain shift, that is, the changes from one domain
to the other.
In this paper, we show that imposing feature invariance is
detrimental to discriminative power. To this end, we introduce the
two-stream architecture depicted by Fig. 1. One stream operates
on the source domain and the other on the target one. This makes it
possible not to share the weights in some of the layers. To nonethe-
less encode the fact that both streams tackle the same recognition
problem, albeit in different domains, we introduce a loss function
that relates the corresponding weights in both layers. This loss
function is lowest when the weights are linear transformations of
each other. Furthermore, we introduce a criterion to automatically
determine which layers should share their weights and which ones
should not. In short, our approach explicitly models the domain
shift by learning features adapted to each domain, but not fully
independent, to account for the fact that both domains depict the
same underlying problem.
We demonstrate that our approach is more effective than state-
of-the-art weight-sharing schemes on standard Domain Adaptation
benchmarks for image recognition. We also show that it is well
suited to leveraging synthetic data to increase the performance of a
classifier on real images. Given that this is one of the easiest ways
to provide the large amounts of training data that Deep Networks
require, this scenario has become popular. Here, we treat the
synthetic images as forming the source domain and the real images
the target one. We then make use of our two-stream architecture
to learn an effective model for the real data even though we have
only few annotations for it. We demonstrate the effectiveness of
our approach at leveraging synthetic data for both detection of
Unmanned Aerial Vehicles (UAVs) and facial pose estimation. The
first application involves classification and the second regression.
Nevertheless, they both benefit from using synthetic data. We
outperform the state-of-the-art methods in all these cases, and our
experiments support our contention that specializing the network
weights outperforms sharing them.
2 RELATED WORK
In many practical applications, classifiers and regressors may have
to operate on various kinds of related but visually different image
data. The differences are often large enough for an algorithm
that has been trained on one kind of images to perform poorly
on another. Therefore, new training data has to be acquired and
annotated to re-train it. Since this is typically expensive and
time-consuming, there has long been a push to develop Domain
Adaptation (DA) techniques that allow re-training with minimal
amount of new data or even none. Here, we briefly review some
recent trends, with a focus on Deep Learning based methods,
which are the most related to our work.
2.1 Classical Domain Adaptation
A natural approach to Domain Adaptation is to modify a classifier
trained on the source data using the available labeled target data.
This was done, for example, using SVM [11], [12], Boosted
Decision Trees [13] and other classifiers [14]. In the context of
Deep Learning, fine-tuning [5], [6] essentially follows this pattern.
In practice, however, when only a small amount of labeled target
data is available, this often results in overfitting.
Another approach is to learn a metric between the source and
target data, which can also be interpreted as a linear cross-domain
transformation [15] or a non-linear one [16]. Instead of working
on the samples directly, several methods involve representing
each domain as one separate subspace [17], [18], [19], [20],
[21]. A transformation can then be learned to align them [19].
Alternatively, one can interpolate between the source and target
subspaces [17], [18], [20] or between their weighted versions [21].
In [22], this interpolation idea was extended to Deep Learning by
training multiple unsupervised networks with increasing amounts
of target data. The final representation of a sample was obtained
by concatenating all intermediate ones. It is unclear, however,
why this concatenation should be meaningful to classify a target
sample.
Another way to handle the domain shift is to explicitly try
making the source and target data distributions similar. While
many metrics have been proposed to quantify the similarity
between two distributions, the most widely used in the Do-
main Adaptation context is the Maximum Mean Discrepancy
(MMD) [23]. The MMD has been used to re-weight [24], [25]
or select [26] source samples such that the resulting distribution
becomes as similar as possible to the target one. An alternative
is to learn a transformation of the data, typically both source
and target, such that the resulting distributions are as similar as
possible in MMD terms [27], [28], [29]. In [30], the MMD was
used within a shallow neural network architecture. It was also
used in conjunction with multiple kernel learning for visual event
recognition [31] so that a pre-learned classifier can be adapted
from source to target data by minimizing both the structural risk
functional and the MMD between the domains. This was further
extended to joint learning of both the kernel function and the
classifier [32]. A different SVM-based technique was proposed
in [33]. The algorithm finds a set of subdomains in the source data
for training a collection of simple SVMs, the weighted sum of
which is then used to classify the images in the target domain.
In [34], [35], the authors propose a different approach to task
and knowledge transfer respectively. It starts from the observation
that even different tasks and domains can leverage information en-
coded by the same features. Therefore the goal should be selecting
such features to be shared across tasks, which is done by solving
an optimization problem. While effective, the implementation,
similarly to that of [30], [31], [32], [33], relies on hand-crafted
features, such as SIFT [36] or SURF [37], for its initial image
representation, which limits its effectiveness.
2.2 Deep Domain Adaptation
Recently, using Deep Networks to learn features has proven effec-
tive at increasing the accuracy of Domain Adaptation methods.
In [38], it was shown that using DeCAF features instead of
hand-crafted ones mitigates the domain shift effects even without
performing any kind of adaptation. [39] further suggests learning
Cross-Domain Landmarks that allow for heterogeneous domain
adaptation, which, in essence, means that source and target data
are represented by different features, such as SURF for the source
images and DeCAF for the target ones. [39], however, requires
some of the target labels available at training time, which limits
its applicability to supervised Domain Adaptation. Furthermore,
it is unclear why two domains of the same modality should be
represented by different features.
[40], [41] propose performing domain adaptation within a
Deep Learning framework instead of relying on a set of pretrained
features, which is shown to boost performance. For example,
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distance between pairs of source and target samples, which re-
quires training labels available in the target domain thus making
the method unsuitable for unsupervised Domain Adaptation. [41]
suggests using auto-encoders to learn the transformation between
the source and target domains. This approach was further extended
by [42] with bi-shifting auto-encoders, which first map the input
samples to a common latent feature space, and then use two
separate decoders to map from this latent feature space to either
the source or the target domain.
In [7], [8], [43], the authors proposed instead to relate the
source and target data representations learned by Deep Networks
by minimizing the Maximum Mean Discrepancy between the fea-
ture representations of the source and target data. To this end, [7]
proposed an additional term in the loss function that minimizes the
MMD between the outputs of the last fully-connected layers. This
was extended by [8] to having multiple independent MMD terms
relating the outputs of several fully-connected layers. This, in turn,
was further improved by [43], who proposed inserting a fusion
layer between the intermediate feature representations regularized
with the MMD loss. This fusion layer allows for full interactions
across multiple feature layers, which in turn facilitates model
selection and the learning process. A similar idea was followed
in [44] to minimize the difference in second order feature statistics
using the CORAL loss [45] and to relate higher order feature
statistics in [46]. In [47], authors propose replacing the MMD term
with a Joint Distribution Discrepancy loss, which aims to jointly
minimize the distance between both feature distributions and the
distributions of the classifier layer outputs across the domains.
In [9], [10], [48] a different loss term was introduced to encode
an additional classifier predicting from which domain each sample
comes. This was motivated by the fact that, if the learned features
are domain-invariant, such domain classifier should exhibit very
poor performance. [49] further suggested replacing the domain
classifier by a reconstruction framework that operates on the target
samples. Such an architecture favors learning features that are
representative of the structure of the target domain.
Finally, another class of methods use pseudo labels to facilitate
domain adaptation [50], [51]. In [50], the authors proposed to
combine the classifier with a set of detectors, each one of which
is trained in one-versus-all manner. This essentially means that
the detector is using source images from one object category as
positives and the rest of the classes from the source domain as
negatives. During training, the images that are positively classified
with high confidence by such a detector are added to the detector
training set. This, however, was done based on the pretrained set
of CNN features and therefore achieved only limited accuracy. By
contrast, [51] proposed to enforce cyclic consistency in the model.
This is based on the intuition that, if we can predict target data
labels from the available source data and then predict back the
source data labels, these predicted labels should be close to the
ground truth ones. This, however, requires the initial classifier to
be good enough to prevent relying on a majority of unreliable
predicted target data labels.
All these Deep Learning approaches rely on the same ar-
chitecture with the same weights for both the source and target
domains. In essence, they attempt to reduce the impact of the
domain shift by learning domain-invariant features. In practice,
however, domain invariance might very well be detrimental to
discriminative power. As discussed in the introduction, this is
the hypothesis we set out to test in this work by introducing
an approach that explicitly models the domain shift instead of
attempting to enforce invariance to it. The work closest in spirit
to ours is the method of [52], who proposed to use three networks
to separately model the difference and the similarity between
domains. This, however, results in a significant overhead and
increases of the number of parameters that need to be learned,
which makes the approach less attractive for larger architectures,
such as the AlexNet [53]. Here, by contrast, we introduce a more
compact, yet effective way of modeling both the similarity and
the difference between the source and target data. We achieve
this by introducing a two-stream architecture, where each stream
serves to regularize the other one, thus avoiding overfitting to
either source or target data. Note that [54] also relies on two
separate CNN streams and minimizes the domain discrepancy
with a special ‘alignment cost layer’. However, the weights of
these streams are completely independent, which increases the
risk of overfitting if either of the domains feature a small number
of examples. Our experiments show that both explicitly modeling
the difference between the domains and connecting the weights
of the corresponding layers in the two-stream architecture with a
specific loss function contribute to a significant boost in accuracy
over existing methods.
3 OUR APPROACH
The core idea of our method is that, for a Deep Network to adapt to
different domains, the weights should be related, yet different for
each of the two domains. As shown empirically, this constitutes a
major advantage of our method over the competing ones discussed
in Section 2. To implement this idea, we therefore introduce a two-
stream architecture, such as the one depicted by Fig. 1. The first
stream operates on the source data, the second on the target one,
and they are trained jointly. While we allow the weights of the
corresponding layers to differ between the two streams, we prevent
them from being too far from each other. Additionally we use the
MMD between the learned source and target representations. This
combination lets us encode the fact that, while different, the two
domains are related.
More formally, let Xs = {xsi}
Ns
i=1 and X
t = {xti}
Nt
i=1 be the
sets of training images from the source and target domains, respec-
tively, with Y s = {ysi } and Y
t = {yti} being the corresponding
labels. To handle unsupervised target data as well, we assume,
without loss of generality, that the target samples are ordered,
such that only the first N tl ones have valid labels, where N
t
l = 0
in the unsupervised scenario. Furthermore, let Θs = {θsj} and
Θt = {θtj} denote the parameters, that is, the weights and biases,
of all the layers in the source and target streams, respectively. We
train the network by minimizing a loss function of the form
L(Θs,Θt|Xs, Y s,Xt, Y t) = Ls + Lt + Lw + LDD, (1)
Ls =
1
Ns
Ns∑
i=1
c(Θs|xsi , y
s
i ), (2)
Lt =
1
N tl
Nt
l∑
i=1
c(Θt|xti, y
t
i), (3)
Lw = λw
∑
j∈Ω
rw(θ
s
j , θ
t
j), (4)
LDD = λuru(Θ
s,Θt|Xs,Xt), (5)
where c(θ·|x·i, y
·
i) is a standard classification loss, such as
the logistic loss or the hinge loss. Note that in the case of
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Fig. 2. Correlation between the parameters θs
1
and θt
1
of the first convolutional layer of our two-stream architecture, regularized by either the L2 (a)
or exponential (b) norm defined in Eq. 7 and Eq. 8, respectively. The red dots denote the correlation between the corresponding layer parameters.
The green line shows the initial estimate for the linear transformation, and the blue line illustrates its final estimate after the training process. (Best
viewed in color.)
unsupervised domain adaptation Lt in Eq. 3 is equal to ‘0’, as
no information regarding the labels of the target data is available.
Furthermore, rw(·) and ru(·) are the weight and unsupervised
regularizers discussed below. The first one, Lw, represents the
loss between corresponding layers of the two streams and thus
only acts on the set Ω of indices of the layers whose parameters
are not shared. This set is problem-dependent and, in practice,
can be obtained automatically by comparing the MMD values
for different configurations, as will be discussed in Section 4.1.2.
The second regularizer, LDD, encodes the domain discrepancy
and favors similar distributions of the source and target data
representations. These regularizers are weighted by coefficients
λw and λu, respectively. In practice, we found our approach to be
robust to the specific values of these coefficients and we set them
to the same values in all our experiments.
3.1 Weight Regularizer
While our goal is to go beyond sharing the layer weights, we still
believe that corresponding weights in the two streams should be
related. This models the fact that the source and target domains are
related, and prevents overfitting in the target stream, when only
very few labeled samples are available. Our weight regularizer
rw(·) therefore represents the distance between the source and
target weights in a particular layer. In principle, we could take it
to directly act on the difference of those weights, and thus write
rw(θ
s
j , θ
t
j) =
∥∥θsj − θtj
∥∥2
2
, j ∈ Ω . (6)
This, however, would not truly attempt to model the domain shift,
for instance to account for different means and ranges of values
in the two types of data. To better model the shift and introduce
more flexibility in our model, we therefore propose not to penalize
linear transformations between the source and target weights. We
then write our regularizer either by relying on the L2 norm as
rw(θ
s
j , θ
t
j) =
∥∥ajθsj + bj − θtj
∥∥2
2
, (7)
or in an exponential form as
rw(θ
s
j , θ
t
j) = exp
(
‖ajθ
s
j + bj − θ
t
j‖
2
)
− 1 . (8)
In both cases, aj and bj are scalar parameters that are different
for each layer j ∈ Ω and learned at training time along with all
other network parameters. While simple, this parameterization can
account, for example, for global illumination changes in the first
layer of the network. As shown in the results section, we found
empirically that the exponential version gives better results. We
have tried replacing the simple linear transformation of Eqs. 7
and 8 by more sophisticated ones, such as quadratic or piece-
wise linear ones. This, however, did not yield any performance
improvement.
Fig. 2 depicts the correlation between the θs1 and θ
t
1 weights
in the first convolutional layer of our two-stream architecture,
regularized by the term of either Eq. 7 or Eq. 8. The plot of
Fig. 2(a) shows that, when we apply the L2 norm, the parameters
of the corresponding layers are very close to being a linear
transformation of each other. The plot of Fig. 2(b) shows that the
exponential loss of Eq. 8 gives more freedom to θs1 and θ
t
1, while
still keeping their values close to being a linear transformation of
each other.
3.2 Unsupervised Regularizer
In addition to regularizing the weights of corresponding layers in
the two streams, we also aim at learning a final representation,
that is, the features before the classifier layer, which is domain
invariant. Here, we study two different versions of the function
ru(·) used to compute the domain discrepancy regularizer LDD
of Eq. 5, which embody two different ways to encode invariance.
The first version aims to minimize the distance between the distri-
butions of the source and target representations by minimizing the
Maximum Mean Discrepancy (MMD) [23], [7], [8], [55] while
the second relies on a domain classifier [9]. In the results section,
we will use the same one as the baselines we compare ourselves
against to ensure fairness.
3.2.1 Maximum Mean Discrepancy
As the name suggests, given two sets of data, the MMD measures
the distance between the mean of the two sets after mapping each
sample to a Reproducing Kernel Hilbert Space (RKHS). In our
context, let fsi = f
s
i (Θ
s,xsi ) be the feature representation at the
last layer of the source stream, and f tj = f
t
j (Θ
t,xtj) of the target
stream. The squared MMD between the source and target domains
can be expressed as
MMD
2({fsi }, {f
t
j}) =
∥∥∥∥∥∥
Ns∑
i=1
φ(fsi )
Ns
−
Nt∑
j=1
φ(f tj )
N t
∥∥∥∥∥∥
2
, (9)
where φ(·) denotes the mapping to RKHS. In practice, this
mapping is typically unknown. Expanding Eq. 9 and using the
5kernel trick to replace inner products by kernel values lets us
rewrite the squared MMD, and thus our regularizer as
ru(Θ
s,Θt|Xs,Xt) =
∑
i,i′
k(fsi , f
s
i′)
(Ns)2
−
2
∑
i,j
k(fsi , f
t
j )
NsN t
+
∑
j,j′
k(f tj , f
t
j′)
(N t)2
,
(10)
where the dependency on the network parameters comes via the
f
·
i s, and where k(·, ·) is a kernel function. In practice, we make
use of the standard RBF kernel k(u, v) = exp (−‖u− v‖2/σ),
with bandwidth σ. In our experiments, we found our approach to
be insensitive to the exact value of σ. We therefore systematically
set it to 1. This is not surprising because the learned features can
automatically adapt to a given σ value. We investigate this more
thoroughly in Section 4.1.3.
3.2.2 Adversarial Domain Confusion
As discussed in Section 2, another way of decreasing the domain
discrepancy is to create a classifier that will try to predict from
which domain the sample is coming. The intuition behind this is
that, if the final feature representation is truly domain invariant,
such a classifier will have very low accuracy.
One way to tackle this problem was proposed by [9], where the
authors suggested introducing a small neural network yˆ : yˆ(f) =
φ(θDC , f), where θDC and f are the network parameters and
the final feature representation of an image, respectively. During
training θDC is learned by minimizing the cross entropy Loss:
LDC(yn, f) = −
1
N
N∑
n=1
[yn log(yˆn) + (1− yn) log(1− yˆn)], (11)
where N is the number of samples in the batch and yn : yn ∈
{0, 1} is the domain label, with ‘0’ corresponding to source data
and ‘1’ – to the target.
To model the fact that domain invariance corresponds to a
poor performance of the domain classifier, we write our domain
regularizer as
ru(Θ
s,Θt|Xs,Xt) = LDC(1− yn, f). (12)
As in [9], every training iteration comprises the following two
steps. First, the parameters of the domain classification network
θDC are updated by minimizing LDC(yn, f), as
θDC
∗
← argmin
θDC
LDC(yn, f) , (13)
where f is the final feature representation. It is computed from
the source and target images using the fixed parameters Θs and
Θt of the source and target streams, respectively. The resulting
parameters of the domain classification network θDC
∗
then remain
fixed for the second step
{Θs
∗
,Θt
∗
} ← arg min
Θs,Θt
Ls+Lt+Lw+LDC(1−yn, f) , (14)
which aims at learning source and target stream parameters Θs
and Θt by minimizing the overall cost of Eq. 1. As can be seen
from its last term, Eq. 14 maximizes the confusion between the
domains, which is important in our case, as we use exactly the
same classification layer for both source and target images. The
optimization procedure alternates between these two steps until
convergence.
3.3 Training
To learn the model parameters, we first pre-train the source stream
using the source data only. We then simultaneously optimize
the weights of both streams according to the loss of Eqs. 2-5
using both source and target data, with the target stream weights
initialized from the pre-trained source weights. Note that this also
requires initializing the linear transformation parameters of each
layer, aj and bj for all j ∈ Ω. We initialize these values to
aj = 1 and bj = 0, thus encoding the identity transformation.
All parameters are then learned jointly via backpropagation using
Adam [56] with a learning rate of 0.0005. To make the comparison
to the baseline approaches [7], [9] on the Office dataset fair, in this
experiment, we have used Stochastic Gradient Descent [57], [58]
as an optimization technique with 0.9 momentum and a learning
rate (lr) annealing defined as
lrp =
lr0
(1 + αp)β
, (15)
with p linearly increasing from 0 to 1 at every iteration, lr0 =
0.01, α = 10, β = 0.75. Note that we rely on mini-batches, and
thus in practice compute all the terms of our loss over these mini-
batches rather than over the entire source and target datasets.
3.4 Architectures
Depending on the task, we use different network architectures, to
provide a fair comparison with the baselines. For example, for the
UAV detection task we used the architecture depicted in Fig. 1; for
the Office benchmark, we adopted the AlexNet [53] architecture,
as was done in [7], [9]; and for digit classification ,we relied on
the standard network structure of [59] for each stream.
We found our approach to be insensitive to the specific values
of λu and λw and we will demonstrate this thoroughly for the
UAV detection task in Section 4.1.3. For a fair comparison with
the competing method of [9] on the Office dataset, we used the
same parameters as they did, that is, λu = 0.1. We take the weight
λw to be the 1 for all the stream-specific layers. A better accuracy
could be potentially be achieved by tuning λw for each stream-
specific layer independently but we did not do it to preserve the
framework genericity.
4 EXPERIMENTAL RESULTS
In this section, we demonstrate the potential of our approach in
both the supervised and unsupervised scenarios using different
network architectures. We first thoroughly evaluate our method for
the drone detection task. We then demonstrate that it generalizes
well to other classification problems by testing it on the Office,
MNIST+USPS and MNIST+SVHN datasets. Finally, to show that
our approach can be naturally applied to regression problems, such
as estimating the position of facial landmarks.
4.1 Leveraging Synthetic Data for Drone Detection
Due to the lack of large publicly available datasets, UAV detection
is a perfect example of a problem where training videos are scarce
and do not cover a wide enough range of possible shapes, poses,
lighting conditions, and backgrounds against which drones can
be seen. However, it is relatively easy to generate large amounts
of synthetic examples, which can be used to supplement a small
number of real images and increase detection accuracy [60]. We
show here that our approach allows us to exploit these synthetic
images more effectively than other state-of-the-art Domain Adap-
tation techniques.
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Fig. 3. Our UAV dataset. [TOP] Synthetic and real training examples. [BOTTOM] Real samples from the test dataset.
4.1.1 Dataset and Evaluation Setup
We used the approach of [60] to create a large set of synthetic
examples. Fig. 3 depicts sample images from the real and synthetic
dataset that we used for training and testing. In our experiments,
we treat the synthetic images as source samples and the real
images as target ones.
We report results using two versions of this dataset, which
we refer to as UAV-200 (small) and UAV-200 (full). Their sizes are
given in Table 1. They only differ in the number of synthetic
and negative samples used for training and testing. The ratio of
positive to negative samples in the first dataset is better balanced
than in the second one. For UAV-200 (small), we therefore express
our results in terms of accuracy, which is a standard metric that is
commonly used in Domain Adaptation.
In real detection tasks, however, training datasets are typically
quite unbalanced, since one usually encounters many negative
windows for each positive example. UAV-200 (full) reflects this
more realistic scenario, in which the accuracy metric is poorly-
suited. For this dataset, we therefore compare various approaches
in terms of precision-recall. Precision corresponds to the number
of true positives detected by the algorithm divided by the total
number of detections. Recall is the number of true positives
divided by the number of test examples labeled as positive.
Additionally, we report the Average Precision (AP), which is
computed as
∫ 1
0
p(r)dr, where p and r denote precision and recall,
respectively.
For this experiment, we follow the supervised Domain Adapta-
tion scenario. In other words, training data is available with labels
for both source and target domains.
4.1.2 Network Design
Our network consists of two streams, one for the source data and
one for the target data, as illustrated by Fig. 1. Each stream is a
CNN that comprises three convolutional and max-pooling layers,
followed by two fully-connected ones. The classification layer
encodes a hinge loss, which was shown to outperform the logistic
loss in practice for some tasks [61], [62].
As discussed above, some pairs of layers in our two-stream
architecture may share their weights while others do not, and
we must decide upon an optimal arrangement. To this end, we
trained one model for every possible combination. In all cases, we
implemented our regularizer using one of the following:
• the simple L2 loss of of Eq. 6;
• its relaxed version of Eq. 7, which allows for a linear
transformation between the parameters;
• the exponential loss of Eq. 8, which also allows for a linear
transformation between the parameters.
After training, we computed the MMD2 value between the
output of both streams for each configuration. Since we use a
common classification layer, the MMD2 value ought to be small
when our architecture accounts well for the domain shift [7]. We
therefore choose the configuration that yields the smallest MMD2
value. Note that increasing the number of layers that are stream-
specific does not necessarily yield the lowest MMD2 score. This
would only happen if the streams were completely independent of
each other and the weight of the stream that operates on the target
data were influenced only by the costs of Eqs. 3, 5. In practice, by
adding the weight regularizer of Eq. 4, we constrain the parameter
learning process. As a result, finding the architecture with the
lowest MMD2 score does not necessarily result in all layers not
sharing their weights.
In fact, it usually does not. To show this in a specific case,
we plot the MMD2 values for different architectures and weight
regularizers in Fig. 4. The x-axis in the plot illustrates different
architectures, sorted from lowest to highest MMD2 value, with the
+ and − signs indicating whether the weights are stream-specific
or shared. The architecture with the first three convolutional
layers being stream specific, with parameters connected via the
exponential loss yields the lowest MMD2 score between the
domains. Our intuition is that, even though the synthetic and real
images feature the same objects, they differ in appearance, which
is mostly encoded by the first network layers. Thus, allowing the
weights to differ in these layers yields good adaptive behavior, as
will be demonstrated in Section 4.1.4.
To further illustrate that increasing the set of layers that do
not share their weights does not necessarily yield the lowest
MMD2 score, we performed the following experiment. As can
be see in Fig. 4, the model that minimizes the MMD2 score has
three stream-specific layers followed by two that are shared. We
therefore restarted the learning process with the learned weights


9Fig. 7. Influence of the ratio of synthetic to real data. [TOP] AP of our
approach (violet stars), DDC (blue triangles), and training using real
data only (red circles) as a function of the number of real samples
used given a constant number of synthetic ones. [BOTTOM] AP of our
approach (violet stars) and DDC (blue triangles) as a function of the
number of synthetic examples used given a small and constant number
of real ones. (Best seen in color)
AP
(Average Precision)
All weights shared ≡ DDC [7] 0.664
Simple L2 loss (Eq. 6)
ALL-SS 0.670
SELECTED 0.682
Linear + L2 loss (Eq. 7)
ALL-SS 0.689
SELECTED 0.691
Linear + Exponential loss (Eq. 8)
ALL-SS 0.696
SELECTED 0.722
TABLE 4
Comparison of different extreme cases of sharing and not-sharing the
weights on the test images of the UAV-200 dataset. Here ALL-SS
corresponds to not sharing parameters in all layers. Furthermore,
SELECTED illustrates the performance of the network with the
configuration chosen by the MMD2 criterion.
without a sophisticated method to choosing when to share or not
to share weights. Furthermore, the regularizer of Eq. 8 outperforms
the others by a large margin.
4.1.5 Influence of the Number of Samples
Using synthetic data in the UAV detection scenario is motivated
by the fact that it is hard and time consuming to collect large
amounts of real data. We therefore evaluate the influence of the
ratio of synthetic to real data. To this end, we first fix the number
of synthetic samples to 32800, as in UAV-200 (full), and vary the
amount of real positive samples from 200 to 5000. The results
of this experiment are reported in Fig. 7[TOP], where we again
compare our approach to DDC [7] and to the same CNN model
trained on the real samples only. Our model always outperforms
the one trained on real data only. This suggests that it remains
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Fig. 8. Some examples from three domains in the Office dataset.
capable of leveraging the synthetic data, even though more real
data is available, which is not the case for DDC. More importantly,
looking at the leftmost point on our curve shows that, with only
200 real samples, our approach performs similarly to, and even
slightly better than, a single-stream model trained using 2500
real samples. In other words, one only needs to collect 5-10%
of labeled training data to obtain good results with our approach,
which, we believe, can have a significant impact in practical
applications.
Fig. 7[BOTTOM] depicts the results of an experiment where
we fixed the number of real samples to 200 and increased the
number of synthetic ones from 0 to 32800. Note that the AP of
our approach steadily increases as more synthetic data is used.
DDC also improves, but we systematically outperform it except
when we use no synthetic samples, in which case both approaches
reduce to a single-stream CNN trained on real data only.
4.2 Domain Adaptation on Office
To demonstrate that our approach extends to the unsupervised
case, we further evaluate it on the Office dataset, which is a
standard domain adaptation benchmark for image classification.
Following standard practice, we express our results in terms of
accuracy, as defined in Eq. ??. The Office dataset [15] comprises
three different sets of images (Amazon, DSLR, Webcam) featuring
31 classes of objects. Fig. 8 depicts some images from the three
different domains.
4.2.1 Unsupervised Domain Adaptation
For this experiment, we used the “fully-transductive” evaluation
protocol proposed in [15], which means using all the available
information on the source domain and having no labels at all for
the target domain. For the comparison with [9] to be fair, we also
report results obtained using the domain classifier, as described
in Section 3.2.2. We used the same architecture as in [9] for this
classifier.
Fig. 9[TOP] illustrates the network architecture we used for
this experiment. Each stream corresponds to the standard AlexNet
CNN [53]. As in [7], [9], we start with the model pre-trained
on ImageNet and fine tune it. However, instead of forcing the
weights of both streams to be shared, we allow them to deviate
as discussed in Section 3. To identify which layers should share
their weights and which ones should not, we used the MMD-
based criterion introduced in Section 4.1.2. In Fig. 9[BOTTOM],
we plot the MMD2 value as a function of the configuration on
the Amazon → Webcam scenario, as we did for the drones in
Fig. 4. In this case, not sharing the last two fully-connected layers
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Accuracy
A→W W→ A A→ D D→ A D→W W→ D Average
TCA [64] (AlexNet-fc7 features) .610 .509 .608 .516 .932 .952 .688
GFK [18] (AlexNet-fc7 features) .604 .481 .606 .524 .956 .950 .687
DLID [22] .519 – – – .782 .899 –
LapCNN [65] .604±.003 .482±.005 .631±.006 .516±.004 .947±.005 .991±.002 .695
CNN [53] .616±.005 .498±.004 .638±.005 .511±.006 .954±.003 .990±.002 .701
DDC [7] .618±.004 .522±.004 .644±.003 .521±.008 .950±.005 .985±.004 .706
D-CORAL [44] .664±.004 .515±.003 .668±.006 .528±.002 .957±.003 .992±.001 .721
DAN [8] .685±.005 .531±.005 .670±.004 .540±.005 .960±.003 .990±.003 .729
DRCN [49] .687±.003 .549±.005 .668±.005 .560±.005 .964±.003 .990±.002 .736
RTN [43] .733±.003 .510±.001 .710±.002 .505±.003 .968±.002 .996±.001 .737
GRL [9] .730±.005 .542±.002 .753±.004 .527±.002 .964±.003 .992±.003 .751
JAN-xxy [47] .749±.003 .550±.004 .718±.003 .583±.003 .966±.002 .995±.002 .760
Ours .758±.004 .576±.003 .755±.002 .557±.004 .967±.002 .996±.002 .768
TABLE 5
Comparison against other domain adaptation techniques on the Office benchmark. We evaluate on all 31 categories and report the mean and
standard deviation over 5 runs, following the “fully-transductive” evaluation protocol of [15].
achieves the lowest MMD2 value, and this is the configuration we
use for our experiments on this dataset. As the number of layers
that have stream-specific parameters, the MMD2 value drops. This
suggests that the streams become too flexible and begin overfitting
to source and/or target data. This issue could be addressed by
increasing the strength λw of the weight regularizer. However,
this is not necessary because sharing the weights of all layers,
except the two last ones, sufficiently constrains the problem. On
the other hand, in the case when just the last fully-connected layer
has stream-specific parameters, the system is too rigid and fails to
efficiently model the domain shift. This leads to a slight increase
in the MMD2 value.
In Table 5, we compare our approach against other Domain
Adaptation techniques. It outperforms them on all the pairs, except
for DSLR→Amazon, where it achieves second best performance.
More importantly, our method outperforms GRL [9], which
confirms that allowing the weights not to be shared increases
accuracy. The results of the baseline approaches are taken from
the respective papers.
4.2.2 Supervised Domain Adaptation
For this experiment, we used the evaluation protocol proposed
in [15], which corresponds to the supervised scenario. This in-
volves using a fraction of the available labeled samples in the
target domain for training purposes along with all the labeled
data from the source domain. As in [15], we used the labels
of 20 randomly sampled images for each class for the Amazon
domain and 8 labeled images per class for the DLSR and Webcam
domains, when used as source datasets. For the target domain, we
only used 3 randomly selected labeled images per class. The rest
of the dataset was then used as unlabeled data for the calculation
of the MMD loss of Eq. 5.
In Table 6, we compare our approach against other Do-
main Adaptation techniques on the three commonly-reported
source/target pairs. It outperforms them on all three. More im-
portantly, the comparison against DDC confirms that allowing the
weights not to be shared increases accuracy.
4.3 Unsupervised Domain Adaptation on MNIST-USPS
The MNIST [59] and USPS [67] datasets for digit classification
both feature 10 different classes of images corresponding to the 10
Accuracy
A→W D→W W→ D Average
GFK [18] .464±.005 .613±.004 .663±.004 .530
SA [19] .450 .648 .699 .599
DA-NBNN [66] .528±.037 .766±.017 .762±.025 .685
DLID [22] .519 .782 .899 .733
DeCAF6 [38] .807±.023 .948±.012 – –
DaNN [30] .536±.002 .712±.000 .835±.000 .694
DDC [7] .841±.006 .954±.004 .963±.003 .919
DC + Soft Labs. [10] .827±.008 .957±.005 .976±.002 .920
So-HoT [46] .845±.017 .955±.006 .975±.007 .925
Ours .867±.015 .960±.008 .988±.006 .938
TABLE 6
Comparison to other domain adaptation techniques on the Office
standard benchmark. We evaluate on all 31 categories according to the
supervised evaluation protocol described in [15] and report the mean
and standard deviation over 5 runs.
digits. They have recently been employed for the task of Domain
Adaptation [68].
For this experiment, we used the evaluation protocol of [68],
which involves randomly selecting of 2000 images from MNIST
and 1800 images from USPS and using them interchangeably
as source and target domains. As in [68], we work in the un-
supervised setting, and thus ignore the target domain labels at
training time. Following [55], as the image patches in the USPS
dataset are only 16 × 16 pixels, we rescaled the images from
MNIST to the same size and applied L2 normalization of the pixel
intensities. For this experiment, we relied on the standard CNN
architecture of [59] and employed our MMD-based criterion to
determine which layers should not share their weights. We found
that allowing all layers of the network not to share their weights
yielded the best performance.
In Table 7, we compare our approach with DDC [7] and with
methods that do not rely on deep networks [27], [18], [68]. Our
method yields superior performance in all cases, which we believe
to be due to its ability to adapt the feature representation to each
domain, while keeping these representations close to each other.
4.4 Unsupervised Domain Adaptation on SVHN-MNIST
We now compare our method to the ADDA algorithm [48], which
is close in spirit to ours. As discussed in Section 2.2, it aims at
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5 CONCLUSION
In this paper, we have postulated that Deep Learning approaches
to Domain Adaptation should not focus on learning features that
are invariant to the domain shift, which makes them less discrim-
inative. Instead, we should explicitly model the domain shift. To
prove this, we have introduced a two-stream CNN architecture,
where the weights of the streams may or may not be shared. To
nonetheless encode the fact that both streams should be related,
we encourage the non-shared weights to remain close to being
linear transformations of each other by introducing an additional
loss term.
Our experiments on very diverse datasets have clearly val-
idated our hypothesis. Our approach consistently yields higher
accuracy than networks that share all weights for the source and
target data, both for classification and regression. In the future, we
intend to study if more complex weight transformations could help
us further improve our results, with a particular focus on designing
effective constraints for the parameters of these transformations.
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