In this paper we present a method which assigns to each layer of a multilayer neural network, whose network dynamics is governed by a noisy winner-take-all mechanism, an approximated temperature β −1 . This approximated temperature is obtained by comparison of a softmax mechanism where a temperature is well defined with the noisy winner-take-all mechanism. We apply this method to a multilayer neural network during learning the XOR-problem with a Hebb-like learning rule and show that after a transient the approximated temperature decreases in each layer according to a power law β −1 ∼ t −γ . This indicates a self-organized annealing behaviour induced by the learning rule itself instead of an external adjustment of a control parameter as in physically motivated optimization methods e.g. simulated annealing. As a consequence of this method one can connect the functional learning bebaviour of a neural network, objectively observable by the network error, to the neuronal level using the approximated temperature which serves as a kind of order parameter for the network performance.
Introduction
During the last decades, research in the field of computational neuroscience has made considerable progress towards an understanding of the brain. The investigations extend from the behaviour of a single neuron [7] by Hodgkin and Huxley to the interaction of all neurons in the brain whose activity can be visualized by brain imaging methods like fMRI [10] . Despite these achievements a general mathematical framework is still absent.
A major problem in dealing with a complex adaptive system like the brain is the vast number of parameters, e.g. the synaptic weights between adjacent neurons. Moreover, there is an analogy between a serial von Neumann computer architecture and the brain because both are signal processing devices. However, one important difference is that the brain possesses no central processing unit which organizes the signal processing in a global way, but is organized according to local rules for the synaptic modifications as Hebb postulated already in 1949 [6] .
In this paper we address the question of whether there is a variable in a neural network which reflects the performance of the network's output despite its local and decentral working mechanism. We demonstrate that one can assign to a laterally inhibited multilayer neural networks an auxiliary variable in form of an approximated temperature whose course corresponds to the error of the network during the learning of a problem. Moreover, its temporal course follows a power law decay. This paper is organized as follows. In the next section we define our model neural network and its constituting parts. In section 3 we analytically calculate the probability distribution of a noisy winner-take-all mechanism. This result is then used in section 4 to introduce a method which assigns an approximated temperature to a layer of laterally inhibited neurons. In the following section 5 we exemplarily demonstrate the application of this method during learning the XOR-problem in a three-layer neural network. The article concludes in section 6 with a summary and an outlook of the applicability of our method to experimental data.
The model
In order to investigate the bebaviour of a neural network one has to define the entire system which is depicted in table 1. The entries one to four schematically Table 1 Characterization of the entire system. characterize the brain of an animal. Because our model for this brain is very simplified, we call it the Toy-Brain-Model (TBM).
The neuron model is given by binary neurons x i ∈ {0, 1} and the topology of the neural network is a feedforward network with three layers and I input-, H hidden-and O output neurons. For the simulations in section 5 we use I = H = 3 and O = 2. Subsequent neurons of each layer are all to all connected with synapses w ij ∈ Ê + . As network dynamics we use the noisy winner-take-all mechanism [3, 1] . The inner field of the neurons is calculated by
After the addition of noise η j , which is uniformly drawn out of [0, η], one simply selects the neuron with the highest inner field h j
and sets its activity to one while the other neurons remain inactive.
The learning rule for the neural network defined above was recently proposed by the author [4, 5] . It combines a local Hebb-like adaptation rule for the synaptic weights with a global reinforcement signal, similar to the learning rules suggested by Bak and Chialvo [3, 1] and Klemm, Bornholdt and Schuster [9] . However, in contrast to these deterministic learning rules, ours is stochastic with respect to the selection of the time points when a synaptic weight is to be updated. If the stochastic condition
from 9 and 12 for a certain synapse is fulfilled then the synaptic weight is decreased by
with δ(t) = δ ∈ Ê + . The stochastic update condition 5 is based on the dynamics of so called neuron counters c i , which are assigned to all neurons, and are defined by
Here Θ ∈ AE is a threshold, c i a neuron counter and r = ±1 a reinforcement signal which is r = 1 if the output of the network was right and r = −1 if the output was wrong. Equation 7 concerns only the active neurons. By active we mean the neurons (synapses) which were involved in the last signal processing in the neural network. The other neuron counters remain unchanged.
To obtain the stochastic update condition p coin < p rank c ij one has to evaluate the following procedure:
(1) Calculate the approximated synaptic counters c ij of the active synapses by the neuron counters 7,
(2) Because of c i ∈ AE holds for all i ∈ {1, ..., N} ⇒ c ij ∈ AE, one can calculate for each active synapse an approximated synapse counter and by this one can assign a probability p rank c ij , which is given by the rank ordering distribution
with the mapping k = 2Θ + 3 − c ij . (3) For the distribution P (x) coin we also choose a power law
from which a probability p coin is drawn for each active synapse.
Our stochastic learning rule updates the active synapse only if r = −1 and the condition p coin < p rank c ij is fulfilled, i. e. with a certain probability which depends on the value of the approximated synaptic counter c ij . A detailed discussion of this Hebb-like learning rule and its biological interpretation can be found in [4, 5] .
The environment with which the TBM interacts is the exclusive-or (XOR) mapping whose look-up table is given in 2. There x 1 is a bias to exclude Table 2 Exclusive-or (XOR) mapping. x 1 , x 2 , x 3 are the input and x 7 , x 8 the output neurons.
the case of zero activity in the input and hence in all subsequent layers. The interaction of the TBM with the environment consists simply of choosing and presenting every input pattern in table 2 with the same probability and independent of the preceding ones.
Analytical solution for the distribution of a noisy winner-take-all mechanism
In this section we analytically calculate the probability distribution of a noisy winner-take-all mechanism defined in 1 to 4, which regulates the activity of laterally inhibited neural networks.
We suppose that the inner fields h i of one layer in a neural network are already given by equation 1. Then we renumber them according to their values in increasing order. This situation is schematically depicted in figure 1.
indicates the maximum value of the inner field h i which is obtained after adding noise η k from [0, η] with equal probability. Figure 1 shows only one special case out of 3(n − 1)! − 1 possibilities because the differences between the h i 's can be greater or less η which changes the positions of the H i 's. The probability that neuron i in this order is selected
is obtained by weighting the probability density ρ i (H) for neuron i with the probabilities P (x j ≤ H) that the neurons j = i are not chosen.
Here P (x j ≤ H) is the distribution function of neuron j which is given for the distribution ρ j (H) in 18 as
This is a general formulation for n neurons. Due to the case decisions in 19, for every neuron j = i the solution 16 for neuron i is a composition of these case decisions. For the XOR-Problem we are especially interested in the cases n = 3 and n = 2 because there are 3 (2) neurons in layer two (three). For this we give the solution for n = 3 explicitly.
The probability that neuron 1 (the neuron with the lowest inner field) is chosen is given by
The probability for p 2 (h 1 , h 2 , h 3 ) is given by
with
and
The result for p 3 (h 1 , h 2 , h 3 ) is
The auxiliary functions are given by
To check our analytical results 20, 22 and 26 we compared them with numerical simulations and obtained excellent correspondence [4] .
An obvious, additional result is that the probability to select the i'th neuron by 20, 22 or 26 is different from a Boltzmann distribution. Hence the noisy winner-take-all mechanism is different from the softmax mechanism,
whereas β −1 is a temperature-like parameter, which is also often used as lateral inhibition in neural networks [12] . The question which arises now is how different are these mechanisms? This point is investigated in the next section.
Approximated Temperature for the noisy winner-take-all mechanism
In order to investigate this point in detail we must mention first that the distribution for both the noisy winner-take-all and the softmax mechanism are invariant under the transformation h i → h ′ i = h i + h with h = const. for all i. Hence the distributions depend only on the relative values of the inner fields h i and not on the absolute ones. Furthermore, our simulations as well as simulations of [1] show, that due to the use of negative reinforcement which stops learning immediately for correct results of the network, the relative differences of h i organize during learning to values of order ∼ O(1). For this we use the inner fields h 1 = 0, h 2 = 0.8 and h 3 = 1 to compare both distributions numerically.
In figure 2 the results for this comparison are shown. In the left figure we used neuron 1 (smallest inner field) as relation point to determine the approximated temperature β −1 for the softmax mechanism, and in the right figure we used neuron 3 (highest inner field). The noisy winner-take-all mechanism is drawn in full lines and the softmax mechanism is drawn dashed. The procedure to obtain the results in figure 2 goes as follows:
Assignment of an approximated temperature First, we analytically calculate p i (h 1 , h 2 , h 3 ) for the noisy winner-take-all mechanism according to 20, 22 and 26 for the respective noise values η. Then we numerically determine an approximated temperature β −1 for the softmax so that p The approximated temperature β −1 has to be determined numerically because one can not resolve p
However, it is possible to make this condition linear in β by a Taylor expansion. A short calculation gives
which is valid if
holds. In equation 34 index i indicates that p
(h 1 , h 2 , h 3 ) was used as starting point. The crucial point is that this condition is only fulfilled for high temperatures β −1 and respectively for high noise values η. For the inner fields used in our simulations one obtains from equation 35 that β −1 ≫ 1.8 is a good approximation. which can be seen from figure 2. Because we are interested in the low noise and hence low temperature behaviour, the approximation 34 is not very useful. Therefore we obtain the approximated temperature numerically by a comparison which is always possible.
From figure 2 one can see that differences between the noisy winner-take-all and the softmax mechanism are significantly greater for low noise values if one uses neuron 1 with the lowest inner field as relation point to obtain β −1
1 . This can be understood by starting from η < 1. For this case the probability to select neuron 1 from the noisy winner-take-all mechanism is alway zero because H 1 = h 1 + η < h 3 holds. But this corresponds to a deterministic winner-takeall mechanism with β −1 1 = 0. Thus for the approximated temperature holds β −1 1 = 0 up to η = 1 as can be seen from figure 3, and the differences between noisy winner-take-all and the softmax mechanism are arbitrary. After crossing the threshold η = 1 the differences tend to zero as η goes to ∞ for the reasons mentioned above. The difficulties for low noise values can be reduced by taking neuron 3 with the highest inner field as relation point because h 3 −h 2 ≤ h 3 −h 1 holds. Equality is only obtained for degeneration, that means h 1 = h 2 . Hence the threshold η > h 3 − h 2 which separates bad from good approximations is in general lowered.
In figure 2 one can recognize that up to the threshold η = h 3 − h 2 = 0.2 p 3 = 1 and all other probabilities are identical to zero and after crossing the threshold η = 0.2 again, the differences are moderate and approach zero for η → ∞. In summary, this shows that the neuron with the highest inner field is always the best choice as relation point to obtain the approximated temperature.
The results in this section show, that the noisy winner-take-all and the sofmax mechanism are not identical but their difference tends to zero if the noise η and, accordingly, the temperature goes to infinity. However, for very low noise and temperature values the difference is arbitrary. In the regime between these two extremes one can obtain an approximated temperature for the noisy winnertake-all mechanism by comparison with the softmax mechanism.
Application to a multilayer neural network
Now we apply our method to a three-layer neural network, defined in section 2, and calculate for the second (hidden) and third (output) layer an approximated temperature during the learning of the XOR-problem. For the following simulations we used δ = 1 = const. for the synaptic modification, τ = 2.0 for the coin 12 and α = 1.2 for the rank ordering distribution 9. First of all we show in figure 4 the mean ensemble error E(t) to demonstrate, that our stochastic Hebb-like learning rule defined in section 2 can learn the XOR-problem in the given network topology, because all curves are up to t ∼ 8000 below an error of 5%. The definition of the mean ensemble error E(t) is given by
with e i (t) ∈ {0, 1} which indicates if the output of network i ∈ {1, . . . , N} at time step t was right e i (t) = 0 or wrong e i (t) = 1.
The dependence of the neuron counter values Θ for the given parameter configuration is moderate but visible. See [4, 5] for a detailed discussion. The inner figure shows in a half logarithmic plot the progress of learning up to t = 2 * 10
4 time steps to demonstrate that the optimal parameter configuration depends on the time scale as can be seen by the intersections between different learning curves.
During the learning process of the XOR-problem we apply our method from section 4 at each time step to obtain an approximated temperature β −1 for the second (hidden) and third (output) layer. The upper figure 5 shows in a double logarithmic plot the mean approximated temperature for layer 2 obtained after ensemble averaging. One can see that after a transient, which is given in table 3, the long time annealing behaviour of the mean approximated temperature follows a power law β −1 ∼ t −γ and the exponents are different for different neuron counter values. Moreover, the order from high to low of the mean ensemble errors E(t) in figure 4 corresponds to the order of the mean approximated temperatures from high to low temperatures in figure 5 after the transient. Hence this establishes a connection between the neuronal and behavioural level of description because the mean approximated temperature indicates, without knowledge of the mean ensemble error, if learning in the neural network takes place.
In the lower figure 5 the corresponding results for the mean approximated temperature in layer 3 during the learning process are shown. The results confirm our observations in layer 2 despite the number of neurons in this layer is only two. The only differences between the two layers are the quantitative Table 3 Exponents of the power law β −1 ∼ t −γ for layer 2 and 3 during learning the XORproblem. t Fit gives the time point from which on the power law was fitted. values of the exponents γ 3 given in table 3.
Simulations for other parameter values of τ, α and η confirm our result, namely that the approximated temperature anneals during learning according to a power law. Even a substitution of the learning rule used to adapt the synaptic weights of the neural network does not effect this result. We checked this by using a learning rule proposed by Klemm, Bornholdt and Schuster [9] . Again the annealing behaviour obeys a power law [4] .
Conclusions
We introduced in this article a new method which assigns to a noisy winnertake-all mechanism, often used in neural networks as lateral inhibition, an approximated temperature and hence connects the noise level explicitely to a temperature. This method was used to investigate the behaviour of the approximated temperature during a learning process of a three-layer neural network while learning the XOR-problem according to a Hebb-like learning rule. Our simulations reveal that the course of the approximated temperature corresponds to the network error which is objectively measurable by the mean ensemble error and obeys a power law. The exponent of the power law is not universal for the learning rule but depends on its constituting parameters. Interestingly, we found by the application of our method, a self-organized annealing behaviour in a laterally inhibited neural network. This annealing was not introduced by the external tuning of a control parameter as e.g. in simulated annealing [8] but was induced by the learning rule itself.
Our method to assign an approximated temperature to a laterally inhibited layer could be applied to neurophysiological recordings. This method could be used to test if the neuronal layer, from which the recordings are, takes really part in a learning process. This would complete brain imaging methods e.g. fMRI, which can only indicate if a part of the brain is functionally involved in a task but not, if learning itself takes place in this neuronal area. 
