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Abstract
Complex patterns of neural activity appear during up-states in the neocortex and sharp-
wave ripples (SWRs) in the hippocampus, including sequences that resemble those during
prior behavioral experience. The mechanisms underlying this replay are not well understood.
How can small synaptic footprints engraved by experience control large-scale network activity
during memory retrieval and consolidation?
In the first part of this thesis, I hypothesise that sparse and weak synaptic connectivity
between Hebbian assemblies are boosted by pre-existing recurrent connectivity within them.
To investigate this idea, sequences of assemblies connected in a feedforward manner are em-
bedded in random neural networks with a balance of excitation and inhibition. Simulations
and analytical calculations show that recurrent connections within assemblies allow for a fast
amplification of signals that indeed reduces the required number of inter-assembly connec-
tions. Replay can be evoked by small sensory-like cues or emerge spontaneously by activity
fluctuations. Global—potentially neuromodulatory—alterations of neuronal excitability can
switch between network states that favor retrieval and consolidation.
The second part of this thesis investigates the origin of the SWRs observed in in-vitro
models. Recent studies have demonstrated that SWR-like events can be evoked after opto-
genetic stimulation of subpopulations of inhibitory neurons (Schlingloff et al., 2014; Kohus
et al., 2016). To explain these results, a 3-population model is discussed as a hypotheti-
cal disinhibitory circuit that could generate the observed population bursts. The effects of
pharmacological GABAergic modulators on the SWR incidence in vitro are analysed. The
results are discussed in the light of the proposed disinhibitory circuit. In particular, how
does gabazine, a GABAA receptor antagonist, suppress the generation of SWRs? Another
explored question is whether the slow dynamics of GABAB receptors is modulating the time
scale of the inter-event intervals.
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Zusammenfassung
Komplexe Muster neuronaler Aktivität entstehen während der Sharp-wave Ripples (SWRs)
im Hippocampus und während der Up States im Neokortex (Zuständen mit hoher Aktiv-
ität). Sequenzen von Verhalten, die in der Vergangenheit erlebt wurden, werden während des
komplexen Musters abgespielt. Die zugrunde liegenden Mechanismen sind nicht gründlich
erforscht: Wie können kleine synaptische Veränderungen die großflächige Netzwerkaktivität
während des Gedächtnisabrufes und der Gedächtniskonsolidierung kontrollieren?
Im ersten Teil dieser Abhandlung wird die Hypothese aufgestellt, dass eine schwache
synaptische Konnektivität zwischen Hebbschen Assemblies von der bereits vorhandenen
rekurrenten Konnektivität gefördert wird. Diese Hypothese wird auf folgende Weise geprüft:
die vorwärts gekoppelten Assembly-Sequenzen werden in neuronale Netzwerke eingebettet,
mit einem Gleichgewicht zwischen exzitatorischer und inhibitorischer Aktivität. Simula-
tionen und analytische Berechnungen haben gezeigt, dass rekurrente Verbindungen inner-
halb der Assemblies zu einer schnelleren Signalverstärkung führen, was eine Reduktion der
notwendigen Verbindungen zwischen den Assemblies zur Folge hat. Diese Aktivität kann
entweder von kleinen sensorisch ähnlichen Inputs hervorgerufen werden oder entsteht spon-
tan infolge von Aktivitätsschwankungen. Globale – möglicherweise neuromodulatorische –
änderungen der neuronalen Erregbarkeit können daher die Netzwerkzustände steuern, die
Gedächnisabruf und die Konsolidierung begünstigen.
Der zweite Teil der Arbeit geht der Herkunft der SWRs nach, die in vitro beobachtet wur-
den. Neueste Studien haben gezeigt, dass SWR-ähnliche Erscheinungen durch optogenetische
Stimulation der Subpopulationen von inhibitorischen Neuronen hervorgerufen werden kön-
nen (Schlingloff et al., 2014; Kohus et al., 2016). Um diese Ergebnisse zu erklären wird ein
de-inhibierendes Schaltkreis-Modell diskutiert, das die beobachteten Populationsausbrüche
generieren kann. Die Auswirkungen der pharmakologischen GABAergischen Modulatoren
auf die SWR-Häufigkeit werden in vitro untersucht. Die gewonnenen Ergebnisse wurden in
Rahmen des Schaltkreis-Modells analysiert. Insbesondere wird den folgenden Fragen nachge-
gangen: Wie unterdrückt Gabazine, ein GABAA-Rezeptor-Antagonist, die Entwicklung von





1.1 Sequences as a behavioural substrate: a historical overview . . . . . . . . . . . 1
1.2 Hebbian theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2.1 Hebbian learning: fire together, wire together 1 . . . . . . . . . . . . . . . 3
1.2.2 Hebbian assemblies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.2.3 Phase sequences . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.3 Hippocampus: a brief survey . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.3.1 Anatomy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.3.2 The role of the hippocampus in the human brain . . . . . . . . . . . . . . 13
1.3.3 Neural correlates of behaviour . . . . . . . . . . . . . . . . . . . . . . . . 14
1.3.4 Oscillations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.4 Sharp-wave ripples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
1.4.1 Behavioural correlates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
1.4.2 Generation mechanisms . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
1.5 Scope . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2 Memory replay in balanced recurrent networks 23
2.1 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.2 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.3.1 Sparse feedforward connectivity is sufficient for replay . . . . . . . . . . . 26
2.3.2 Recurrent connections are important for pattern completion . . . . . . . . 29
2.3.3 Spontaneous replay . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.3.4 Control of spontaneous and cued replay by external input . . . . . . . . . 33
2.3.5 Smaller assemblies require higher connectivity . . . . . . . . . . . . . . . . 33
2.3.6 Stronger synapses are equivalent to more connections . . . . . . . . . . . 35
2.3.7 Forward and reverse replay in assembly sequences with symmetric con-
nections . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
2.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
2.4.1 Related models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
2.4.2 Relation between recurrent and feedforward connectivity . . . . . . . . . 41
2.4.3 Mechanisms for assembly-sequence formation . . . . . . . . . . . . . . . . 42
2.4.4 Relations to hippocampal replay of behavioral sequences . . . . . . . . . . 42
2.5 Materials and Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
2.5.1 Neuron model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
2.5.2 Network model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
2.5.3 Balancing the network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
2.5.4 Simulations and data analysis . . . . . . . . . . . . . . . . . . . . . . . . . 47
1A paraphrase from “neurons wire together if they fire together” (Lowel and Singer, 1992)
v
Contents
2.5.5 Estimating response times of neurons and the network . . . . . . . . . . . 48
2.5.6 Estimating conditions for successful replay . . . . . . . . . . . . . . . . . 49
2.5.7 Calculating the slope c . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
2.5.8 Scaling the network size . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
3 Modulation of sharp-wave incidence 55
3.1 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
3.2 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
3.2.1 Inhibitory transmission in the hippocampus . . . . . . . . . . . . . . . . . 56
3.2.2 GABAergic modulation of sharp-wave ripple incidence in vitro . . . . . . 58
3.2.3 Sharp-wave events driven by inhibition . . . . . . . . . . . . . . . . . . . . 59
3.2.4 Hypothesis on the CA3 circuitry giving rise to sharp-wave ripples . . . . . 61
3.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
3.3.1 Serial correlations between peak amplitudes of SWRs and intervals be-
tween them . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
3.3.2 Gabazine effects on sharp-wave ripples in vitro . . . . . . . . . . . . . . . 69
3.3.3 Gabazine effects on sharp-wave incidence in silico . . . . . . . . . . . . . 72
3.3.4 Involvement of GABAB receptors in sharp-wave ripples . . . . . . . . . . 78
3.3.5 Role of postsynaptic GABAB receptors . . . . . . . . . . . . . . . . . . . 82
3.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
3.4.1 Hypotheses on how gabazine affects sharp-wave ripples . . . . . . . . . . . 84
3.4.2 Hypothesis on how GABAB receptors influence the sharp-wave incidence 86
3.4.3 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
3.5 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
3.5.1 Data and data analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
3.5.2 Simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
4 Outlook 93
4.1 Bridging the assembly sequence model and the 3-population hypothesis . . . . 93
4.2 Further implications of the disinhibitory circuit . . . . . . . . . . . . . . . . . . 93
4.3 Why a hippocampal replay? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
vi
1 Introduction
There is a story that Simonides was dining at the house of a wealthy nobleman named Scopas
at Crannon in Thessaly, and chanted a lyric poem which he had composed in honor of his
host, in which he followed the custom of the poets by including for decorative purposes a long
passage referring to Castor and Pollux; whereupon Scopas with excessive meanness told him
he would pay him half the fee agreed on for the poem, and if he liked he might apply for the
balance to his sons of Tyndaraus, as they had gone halves in the panegyric.
The story runs that a little later a message was brought to Simonides to go outside, as
two young men were standing at the door who earnestly requested him to come out; so he rose
from his seat and went out, and could not see anybody; but in the interval of his absence the
roof of the hall where Scopas was giving the banquet fell in, crushing Scopas himself and his
relations underneath the ruins and killing them; and when their friends wanted to bury them
but were altogether unable to know them apart as they had been completely crushed, the story
goes that Simonides was enabled by his recollection of the place in which each of them had
been reclining at table to identify them for separate interment; and that this circumstance
suggested to him the discovery of the truth that the best aid to clearness of memory
consists in orderly arrangement.
He inferred that persons desiring to train this faculty must select localities and
form mental images of the facts they wish to remember and store those images
in the localities, with the result that the arrangement of the localities will pre-
serve the order of the facts, and the images of the facts will designate the facts
themselves, and we shall employ the localities and images respectively as a wax writing
tablet and the letters written on it.1
This thesis deals with sharp-wave ripples and the associated sequence replays. The
introduction is intended to give the reader some insight about the relevance of these topics to
our everyday life. It starts with a brief historical overview (Section 1.1) on mental sequences
and their place in the understanding of memory and cognition over the centuries. Then,
Section 1.2 dwells into fundamental concepts from Hebb’s theory, such as synaptic plasticity,
neural assemblies, and assembly sequences and their implications in theoretical neuroscience.
The following Section 1.3 is dedicated to the description the hippocampus and its role in
memory. Then, Section 1.4 describes the sharp-wave ripple phenomenon and the replay of
behaviour sequences in greater detail.
1.1 Sequences as a behavioural substrate: a historical
overview
Simonides of Ceos (556–468 BC) was both a celebrated and condemned lyric poet in Ancient
Greek world. He is famed as the inventor of four letters of the Greek alphabet (η, ψ, ξ, and ω)
1Cicero et al. (55BC), Book 2, 86.352–54.
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and is considered as the first commercial poet who created songs and odes for pay. Moreover,
he is in the focus of the oldest reference (Unknown, 80BC) for a mnemonic technique called
“Method of Loci” or “Memory palace” (see the legend above from Cicero et al. (55BC)).
The method of loci has survived over the centuries as a technique to help orators, artists,
clerks, and encyclopedists to remember information of virtually any quality and quantity
(Yates, 1966). Nowadays, the method takes a central place in the training of every memory
champion (Foer, 2011).
How does this mnemonic technique work? Can a naive person actually remember a large
list of items consisting of tens or even hundreds of elements? In its essence, the method of
loci is a mnemonic technique based on images and places. To deploy the method, one needs
a predefined trajectory in some very well known spatial environment (e.g., a good starting
point for beginners is imagining home). Then, to imprint the list, each item is sequentially
placed in the virtual trajectory (e.g., entrance door, telephone cupboard, bookshelf, door to
the living room, sofa, sofa table, etc.) and imagined as vividly as possible. It is suggested
to recruit as many sensory modalities as possible when imagining the placed objects as this
creates more hooks for later revoke of the items. For the following recall one needs only to
do a virtual walk through the same trajectory and to recollect the items from their places
(loci). A vivid imagination is always beneficial for these mental exercises.
Since ancient times it is known that memory can greatly benefit from predefined se-
quences. All known mnemonic techniques based on the method of loci or the story method
(e.g., creating a story with the list items to be remembered) rely on the sequential storage
and the recall of associated memories.
Sequences have been proposed also as a more general model for the occurrence and de-
velopment of the mental processes. The oldest known references to the concept of association
of thoughts and ideas can be tracked to Plato and Aristotle from the ancient world (Bostock,
1986; Bloch, 2007). Later, in the western world the thought sequence concept was further
developed by early modern philosophers (Hobbes, 1650; Locke, 1690; Hume, 1739; Hume
and Hendel, 1748; Stewart, 1855). David Hartley, a founder of the associationist school of
psychology in the 18th century, proposed that even the most complex thought processes can
be explained as sequential activations of clusters of elementary senses and representations.
At the turn between the 19th and the 20th century, a lot of work devoted to associations
was contributed in the field of psychology: The thought experiment about William James’
bear attempts to explain the physiological response of the body as a sequence of mental
events after the sensory arousal of seeing a bear (James, 1884). Pavlov (1897) published
his seminal work on the conditioned reflex, where he demonstrated the physiological effects
of conditioning. Classical conditioning explains how conditioned stimuli (e.g., a bell) can
be paired to unconditioned stimuli (e.g., food). Further work in experimental psychology
conceived that sequences of experiences and their representations are in the base of motor
action, cognition, and judgment (Watt, 1904; Titchener, 1905; Washburn, 1916).
Various disciplines have looked at the sequences of motor actions, thoughts, and mem-
ories as a basic behavioural substrate of the human nature. But how are such sequences
represented in the brain, what is their neural basis?
1.2 Hebbian theory
In the 1940s, Donald Hebb, a Canadian psychologist and neurophysiologist, stated that the
problem of understanding behaviour is the problem of understanding the total action of the
2
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nervous system and vice versa. He was the first to apply the principles of the neuron doctrine
(Ramón y Cajal, 1894) in a coherent framework attempting to explain the mechanisms
behind the thought processes. In his seminal work, Hebb (1949) introduced three concepts
that are widely used nowadays in the neuroscience community: a learning rule now known
as “Hebbian learning”, “cell assemblies”, and “phase sequences”. Hebb suggested that if
a neuron is participating in the firing of another neuron, then the corresponding synaptic
efficacy is increased, or a new synapse is created (Figure 1.1). Thus, neurons that fire
together form strong connections and organise into assemblies representing abstract mental
concepts, today known as “Hebbian assemblies”, or simply assemblies. Once an assembly is
activated, it can ignite associated concepts by activating the corresponding assemblies, thus
forming a sequence of activation or a phase sequence.
These concepts led to the development of “connectionism” as a movement in neuro-
science, cognitive sciences, and philosophy. Hebb’s theory had a huge influence on the
early-day machine learning development, and in particular on the research in artificial neu-
ral networks. For example, the Hopfield network, a neural network model consisting of binary
neurons as a content addressable memory model (Hopfield, 1982) uses Hebbian learning as a
rule to adjust connection weights. Another technique based on the Hebbian theory is Oja’s
rule for unsupervised learning, which can extract the main features (principal components)
of datasets (Oja, 1982).
In the following paragraphs I briefly review literature that was triggered by Hebb’s
theory. In particular, I focus on neurophysiological studies that shed light on the learning
processes and the representation and detection of cell assemblies in the brain.
1.2.1 Hebbian learning: fire together, wire together 2
It is an old idea that the formation of new memories does not require new neurons. Instead,
already Ramón y Cajal (1894) suggested that for the creation or change of memories the
brain might simply strengthen old synapses. This hypothesis stood the test of time and now
is known as the synaptic plasticity and memory hypothesis (Martin et al., 2000; Takeuchi
et al., 2014). Half a century after Ramón y Cajal, Hebb (1949) postulated that if neuron A
takes part in the firing of neuron B, then the efficacy of the synapses from neuron A to B is
increased, or that even new synaptic connections could be formed. Nowadays, this learning
rule is known as “Hebbian learning”.
The first demonstration of the plastic nature of synapses was reported in anesthetised
rabbits by Lømo (1966) who found that a high-frequency stimulation to the presynaptic
fibers in the perforant pathway increases the postsynaptic potentials (PSPs) measured in
the dentate gyrus. Moreover, these changes in the synaptic efficacies lasted for hours. The
idea that this synaptic facilitation might depend on the precise timing of the activation was
proposed by Taylor (1973) who stated that a presynaptic spike shortly before the postsy-
naptic activity would facilitate the synaptic efficacy. In a computational model, Gerstner
et al. (1996) showed that a sub-millisecond plasticity rule depending on the exact timing of
pre- and postsynaptic firing can indeed lead to Hebbian learning. A year later, in experi-
mental work, Markram et al. (1997) demonstrated that a synapse can be differentially up-
or down-regulated depending on the precise time difference of the synaptic activation and
the postsynaptic action potential. The spike-timing dependent plasticity (STDP) rule was
described experimentally in greater detail by Bi and Poo (1998) who confirmed an asymmet-
2A paraphrase from “neurons wire together if they fire together” (Lowel and Singer, 1992)
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Figure 1.1: Cell assemblies. The top panel shows sketches from Hebb (1949). top-left: Cell A excites
cell C, which excites cell B. The synaptic efficacy from A to B will be potentiated, or new
synapses will be created after repetitive activation of cells A and C. top-right: Cells A,
B, and C receive converging inputs (not shown). Cells D, E, and X among many other
cells have connections with A, B, and C, and thus, contribute to the integration of their
activity. bottom: Neural assemblies can be reliably evoked by thalamic inputs (left) or
manifest themselves during spontaneous network activity (middle). Gray dots present
neuronal cells, and colored dots show the cells activated during 3 consecutive 300 ms time
windows. Assemblies (marked by the overlap of activated neurons; right hand-side) show
reliable spatio-temporal activations where the sequential order of firing is preserved. The
right panel shows the overlap of thalamic and spontaneous activations. Scale bar 50µm
(Luczak and MacLean, 2012; adapted with permission).
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Figure 1.2: Spike-timing dependent plasticity relies on the precise time difference of pre- and post-
synaptic activations. top-left: Critical window for induction of synaptic changes (Bi and
Poo, 1998; adapted with permission). Positive time differences ∆t > 0 (first pre- and then
post-synaptic activation) lead to synaptic potentiation, and negative time differences lead
to depression 30 minutes after a repetitive pairing protocol. top-right: A symmetric
STDP temporal window between CA3 pyramidal cells in vitro (Mishra et al., 2016). bot-
tom: Various forms of STDP rules reported in the literature as summarised by Feldman
(2012).
ric temporal window of plasticity between pyramidal neurons in hippocampal culture (see
Figure 1.2, top-left panel). According to this rule, the order of spiking determines the sign
and magnitude of synaptic change; a presynaptic spike followed closely by a postsynaptic
one leads to long-term synaptic potentiation, while the reversed order leads to a long-term
depression. The exact biological mechanism behind STDP remained elusive.
The classical asymmetric exponential temporal window has been confirmed by a number
of studies (e.g., Debanne et al., 1998; Zhang et al., 1998). However, because of the used
techniques, the results are met with some reservations. For example, Lisman and Spruston
(2005) pointed out that in the aforementioned studies, the postsynaptic firing was induced by
a current injection instead of more natural synaptic inputs. Spikes evoked by the postsynaptic
potentials alone at low frequency do not lead to any synaptic potentiation (Wittenberg and
Wang, 2006) suggesting that additional factors might be involved in the plasticity processes.
The conventional STDP rule (i.e., Bi and Poo, 1998; Kempter et al., 1999) is not universal
for all synapses. Various STDP temporal windows (Figure 1.2, bottom panel) have been
found in dependence upon the brain region, preparation, stimulation protocol, and the type
of pre/post-synaptic neurons (Feldman, 2012; Vogels et al., 2013). Recently, Mishra et al.
(2016) demonstrated that in hippocampal slices of mature rats, the potentiation of CA3-CA3
recurrent excitatory synapses is independent of the temporal order of stimulation, resulting
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in a symmetric STDP curve. The authors argue that the symmetric STDP curve (see
Figure 1.2, top-right panel) allows for a reliable storage in the associative CA3 network.
In-vivo experiments point out that the sign of synaptic changes might also depend on the
exact phase of stimulation during the hippocampal theta oscillation (Hölscher et al., 1997).
Nowadays, the term “Hebbian learning” is widely used in the theoretical and physiolog-
ical literature. While such a plasticity rule is shown to exist in various brain areas, it is not
universal. Depending on the behaviour state, the local network oscillation phase, or on the
type of synapse, various plasticity rules shape the connectivity matrix of the brain.
1.2.2 Hebbian assemblies
The idea that a memory, or an “engram”, is stored into a single cell or a group of neural cells
was proposed by Semon (1904). According to Semon, engrams are representations of specific
stimuli, and engram complexes are the basis of memory traces. Later, Hebb (1949) defined
the assembly concept more specifically by postulating that, neurons that receive similar
inputs, form strong connections among themselves, and organise into assemblies or engrams.
Neurons in these assemblies are activated synchronously when the associated mental concept
is revoked. While not strictly defined, the cell assembly has been a well-accepted conceptual
tool that is widely used in theory and experiments.
The search of the assembly representation in the brain has proven to be a challenging
task. Many questions are still open: What is the size of an assembly? How reliable is the
participation of neurons from one activation to another? How stable are the assemblies
during reactivation? Do assemblies overlap? Last but not least, is the assembly concept
too general and thus too difficult to prove or disprove (Wallace and Kerr, 2010)? The most
promising hints for the existence of assemblies come from the hippocampus and the early
processing sensory brain areas where experimentators have better control over the inputs
in comparison with other “higher brain areas”. Few lines of evidence, such as connectivity
patterns between neurons and signatures of activity in the local circuits, suggest for the
existence of neural assemblies.
When studying neural networks, an apparent problem is the complexity of the circuits.
In-vitro experiments deal with minimal networks consisting of tens of thousands to hundreds
of thousands neurons, and the number of possible connections scales as the square of the
network size. Despite the rapid development of the current technologies, mapping such con-
nectivity is not possible yet. Therefore, in their models, theoreticians often flavor the random
networks as a tool to address complex network connectivities. However, the appearance of
random and independent connections in biological neural networks is scarce. Clustered con-
nectivity patterns have been reported in various cortical areas (Song et al., 2005; Ko et al.,
2011; Perin et al., 2011; Shimono and Beggs, 2015) as well as in the hippocampus (Takahashi
et al., 2010; Guzman et al., 2016). Moreover, neurons form bidirectional connections more
often than expected by chance (Markram et al., 1997; Song et al., 2005; Takahashi et al.,
2010; Ko et al., 2011; Perin et al., 2011). The distribution of synaptic weights is non-uniform.
Local neocortical networks exhibit distributions of synaptic weights that are heavily skewed,
and bidirectional connections are stronger than uni-directional connections (Markram et al.,
1997; Song et al., 2005; Buzsáki and Mizuseki, 2014). Shimono and Beggs (2015) have shown
that in neuronal culture, the microconnectome has different levels of clustering, from a few
neurons up to hundreds of neurons. The authors suggested that the different levels of or-
ganisation lead to different levels of robustness, where larger clusters are more robust to be
activated against noise such as errors in synaptic transmission or external noise.
6
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How is this nonrandom connectivity related to the circuit activity? It has been shown
that ongoing spontaneous activity in the cat visual cortex switches between different states,
some of which correspond to the orientation maps of neurons (Kenet et al., 2003). These
results suggest that a neuron’s preferred tuning is not purely due to the sensory input
but also reflects some intrinsic network structure. Comparison between spontaneous and
evoked activity in the auditory and somatosensory cortices of rats showed that network
dynamics is largely conserved between states, and that activity was drawn from a rather
limited “vocabulary” (Luczak et al., 2009; Luczak and MacLean, 2012).
Although the direct link between connectivity and activity is rather sparse, there are
some evidences that neurons in functional assemblies (groups of neurons that are co-activated
simultaneously) are highly connected. Takahashi et al. (2010) has shown that in organotopic
slices, neurons with highly correlated activity are connected with higher probability as com-
pared to uncorrelated neurons. Moreover, connected neurons share common input and out-
put neurons more than expected by chance. In-vivo work by Ko et al. (2011) in layer 2/3
of the mouse primary visual cortex revealed that cells with similar preference have bigger
probability of uni- and bidirectional connections. Moreover, Cossell et al. (2015) showed
that the synaptic strength between these neurons varies over two orders of magnitude, and
the strongest connections are between neurons with very correlated responses, while weak
synapses are between neurons with uncorrelated responses. And although hugely outnum-
bered, the strong inputs disproportionally control the response of neurons.
A number of studies point out that fine-scaled subnetworks (from tens up to hundreds of
neurons) specialise in processing similar information where correlation in activity is correlated
with connectivity. While the assemblies in the primary cortical areas (V1, A1, etc.) are
constituted by neurons that are spatially close to each other, and thus, form “receptive
maps” (e.g., Bathellier et al., 2012; Cossell et al., 2015), in the hippocampus the assemblies
are spatially distributed (Guzman et al., 2016).
Another feature of Hebbian assemblies predicted by the theory is the discrete activa-
tion of neural populations as the network activity enters various attractor states (Hopfield,
1982). Attractors are defined as all-or-none states in the network activity, where states
close to these points are attracted to them. Such attractor-like activity that exhibits reli-
ably revoked spatio-temporal patterns has been observed in slices (e.g., Cossart et al., 2003;
MacLean et al., 2005). More recently, Bathellier et al. (2012) have shown that sound stim-
uli evoke attractor-like dynamics in superficial layers of the auditory cortex with an abrupt
switching between the different discrete modes. The discrete modes constitute of partially
overlapping subpopulations where the same neurons can take part in multiple assemblies, and
assemblies interact in a competitive fashion. Due to the complexity of stimuli representation,
measures of assembly correlates are more challenging in the higher cortices. By projecting
the measured neuronal activity in high-dimensional state space by kernel methods (PCA),
Balaguer-Ballester et al. (2011) have shown that on-going activity in the higher cortices
possesses attractor-like dynamics. Abrupt transitions between attractor states have been
also reported in experiments where the external sensory cues were gradually changed. For
example, continuously varying an odor results in abrupt changes in the odor representation
in the olfactory bulb of zebrafish (Niessing and Friedrich, 2010), or gradually changing the
environment evokes place cells to abruptly and simultaneously change representation (Wills
et al., 2005). As shown in virtual teleportation experiments, one cycle of the theta oscillation
is the temporal unit for expressing an attractor state in the hippocampus (Jezek et al., 2011).
It is not known yet whether this discretization of activity is due to purely internal dynamics
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or if the inputs to the hippocampus are already discretised with theta-cycle resolution.
A lot of work has been devoted into capturing this “holy grail” in neuroscience called
neural assemblies. Multiple experimental lines of evidence hint that the brain networks are
indeed populated with clusters of neurons that share common representations. However, we
do not have a clear picture of a more general syntax explaining how these subnetworks can
interact, especially in higher-brain areas. Relaxing the definition of a cell assembly, Buzsáki
(2010) suggests that hierarchical organization of cell assemblies may constitute syntactical
rules that define first-order and higher-order relationship. Cell assemblies are then defined
not by connectivity but by their synchronous activation during a concept representation.
Pulvermüller (2010) argues that the assembly syntax might be tightly related to the linguistic
syntax that we use. When introducing the assembly concept, Hebb (1949) also proposed that
assemblies are organised in phase (or assembly) sequences, and these sequences themselves
are evoked in a sequence of activations.
1.2.3 Phase sequences
The third, less known principle proposed by Hebb (1949) is about “phase sequences”: once an
assembly is activated, i.e., the underlying neurons are firing, their activation would propagate
and activate another assembly, thus mental concepts would ignite associated concepts. Hebb
suggested that such sequential activation of assemblies of neurons underlies our most complex
mental processes. Without going into detail, he suggested that phase sequences can interact
with each other and organise more complex hierarchies and sequences.
Various brain areas reveal spatiotemporal activity patterns that repeat over time (e.g.,
Wilson et al., 1994; Kenet et al., 2003; Berkes et al., 2011). Therefore, it is common to find
groups of neurons that fire reliably in a temporal order during the execution of the temporal
patterns. Moreover, neurons do not always fire in a single burst but show more various
patterns such as ramped activity, or more complex or chaotic firing. The microcircuits
underlying such activity are largely unknown, and there is only scarce evidence pointing to a
sequential activation of neural assemblies. An interesting idea by Goldman (2009) states that
the decomposition of the connectivity matrix of a recurrent network in Schur modes allows
to project the activity as a feedforward interaction between activity modes. Thus, with the
appropriate projection, any recurrent network can be viewed as a “feedforward network in
disguise”.
Some of the most striking examples of precise sequences of neural activity come from
songbirds (Figure 1.3). Male songbirds such as the zebra finch perform complex stereotypical
songs consisting of variable patterns on multiple timescales. The songs are learned from a
tutor bird and are extensively rehearsed for around 60 days until deployed in practice upon
reaching sexual maturity (George et al., 1995; Doupe et al., 2004). It is believed that song
syllables and tempo motifs are stored in a forebrain nucleus called HVC (formerly, an abbrevi-
ation of the now invalidated region named Hyperstriatum Ventrale pars Caudalis; now HVC
is a stand-alone name) where neurons fire selectively to sounds, syllables, or sequence of syl-
lables (Albert and Margoliash, 1996). The HVC premotor neurons are shown to fire sparsely
and very precisely in stereotypical sequences of bursts with very small jitter (< 1 ms) when
aligned with the performed song (Hahnloser et al., 2002). The same sequences of activity are
replayed offline during sleep, which is believed to support the memory consolidation of songs
(Dave and Margoliash, 2000). While the connectivity within the HVC is mostly unknown
(Hamaguchi and Mooney, 2012; Poole et al., 2012), most theoretical studies focus on models
of feedforward networks for learning and performing songs (e.g., Li and Greenside, 2006;
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Long et al., 2010; Hanuschkin et al., 2011). Experiments with lesions have supported the
feedforward network model (Poole et al., 2012). Moreover, Kosche et al. (2015) have shown
that the generation of song sequences not only relies on excitation, but also on patterned
inhibition. However, the circuit generating these patterned sequences remains elusive.
For the assembly sequence hypothesis, it is important that the activity of one assembly
synchronously drives the activity in another assembly. Such coding is compatible with the
temporal code where the exact spike timing in relation to other neurons is crucial for the
information transmission. Indeed, sequences of neural activity on fast, millisecond time
scales have been reported in various neuronal circuits such as, just to name a few, insects
(Fushiki et al., 2016), fishes (Romano et al., 2015), dragons (Shein-Idelson et al., 2016), in
mammalian cortex (Euston et al., 2007) and hippocampus (Lee and Wilson, 2002), as well
as in-vitro preparations (Mao et al., 2001; Segev et al., 2004; MacLean et al., 2005; Kruskal
et al., 2013). Sequence replays depend on the behavioural state (Almeida-Filho et al., 2014),
and reverberations are enhanced mostly in the desynchronised states (Contreras et al., 2013;
Buzsáki et al., 1983) when the local circuit activity is intrinsically driven.
In the mammalian brain, the hippocampus exhibits a particularly rich repertoire of
sequential activations of neurons. Firing patterns of behavioural sequences are replayed on
various time scales, e.g., behaviour time scales up to minutes during REM sleep (Louie and
Wilson, 2001), compressed sequences of tens of milliseconds in exploratory “theta sequences”
(Skaggs and McNaughton, 1996; Dragoi and Buzsáki, 2006; Gupta et al., 2012; Feng et al.,
2015), and few millisecond-precision of sequential firing during slow-wave sleep and resting
(Lee and Wilson, 2002). Moreover, depending on the behavioural state, hippocampal replays
can exhibit firing sequence in the same or reversed temporal order as experienced in the awake
state (Foster and Wilson, 2006).
1.3 Hippocampus: a brief survey
Time is so intimate for us that it is difficult to imagine to live without it. We live in a
dynamical system that constantly changes the environment that we perceive, and so we
change as well. As our changes reflect past events, they can be generalised as memories.
There are memories at various levels, such as physical, genetic, neurophysiological, etc.
When we use the word “memory” in everyday talk, usually we particularly refer to the
declarative memory that includes episodic (spatial and autobiographical experiences and
events) and semantic (vocabulary, facts, concepts, etc.) types of memories. In humans and
other mammals, the hippocampus is a vital brain structure for storing the past in the form
of declarative memories and planning for the future.
The aim of this section is to give the reader a basic picture of the hippocampus. I start
with a brief description of the hippocampal anatomy and then dive into its functional role.
1.3.1 Anatomy
The hippocampus was first described by Julius Caesar Aranzi in 1564 and was named due
to its resemblance to the seahorse (from Greek ιππoκαµπoς : seahorse, see Figure 1.4).
The hippocampus is a subcortical structure, part of the limbic system. The hippocampal
formation is remarkably preserved across mammalian species (Manns and Eichenbaum, 2006;
Clark and Squire, 2013). Mammals have two hippocampi located bilaterally in the medial
temporal lobes wrapped by the cerebral cortex (Figure 1.4). The hippocampus proper is
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Figure 1.3: Firing sequences in songbirds. Spectrogram (top) and acoustic signal (the black curve
below) of a song motif. Spike-raster plot of ten HVC neurons and two HVC interneu-
rons recorded in one bird during singing (colored ticks). Each row of ticks marks spikes
generated during one rendition of the song; roughly ten renditions are shown for each
neuron. HVC neurons burst reliably at a single precise time in the song or call; however,
interneurons spike or burst densely throughout the vocalizations (Hahnloser et al., 2002;
adapted with permission).
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one of the most extensively studied regions in the mammalian brain in terms of anatomy,
electrophysiology, and behavioural function.
The hippocampal formation consists of the hippocampus itself, the subiculum proper,
and the entorhinal cortex, which provides the major input and is the main output of the
hippocampus. The hippocampus can be roughly divided into the dentate gyrus, and the
cornu ammonis regions (namely, CA3, CA2, and CA1). The hippocampus gained popularity
in neurophysiology partly because of the unidirectional transmission of information from
dentate gyrus to the CA regions, which facilitates the study of the local microcircuits. The
main input to the hippocampus is provided by the entorhinal cortex (EC). Activity from the
superficial layers of the EC propagates through the entorhinal-hippocampal (or “trisynaptic”)
loop and projects back to the deep layers of the EC (Figure 1.4, C and D). Much like the
cortex, the hippocampal subregions are organised in well-defined laminar structures where
different layers are populated by different cell types, and the different synaptic inputs are
confined to specific layers.
Dentate gyrus microcircuit. The dentate gyrus (DG) consists of three neuronal
layers: molecular, granular, and polymorphic. The principal excitatory cells, the granule
cells, are located in the granular layer. The main input to the DG comes through the
perforant path from layer II of the entorhinal cortex (Squire, 1992) while the output consist
of unidirectional connections to the CA3 region through the mossy fiber (MF) synapses. Due
to their extremely high efficacies where a single presynaptic spike can drive the postsynaptic
neurons to fire, the MF synapses are also known as “detonators” (Bischofberger et al., 2006).
Another peculiar feature of the DG is the fact that granule cells are generated throughout
the whole life in rodents as well as in humans. Due to this neurogenesis, the number of
neurons in DG can vary, and subjects that use spatial navigation more extensively tend to
have a larger number of granule cells. Moreover, the size of the DG correlates with spatial
memory (Maguire et al., 2000; Spalding et al., 2013).
CA3 microcircuit. The CA3 hippocampal area is an important focus of this thesis.
Like the rest of the hippocampal subregions, CA3 possesses a well-defined laminar structure
that confines the localization of the different neuron types and inputs (see Figure 1.4). The
deepest layer of the CA regions is the stratum lacunosum moleculare, followed the by stratum
radiatum, and the pyramidal cell layer. The most superficial layer is the stratum oriens. All
layers are populated by inhibitory interneurons. There are over 20 types of interneurons
that can be classified depending on the location, morphology, and genetic expression profile
(Maccaferri and Lacaille, 2003; Klausberger and Somogyi, 2008). The principal cells, the
pyramidal neurons are located in the pyramidal layer and comprise around 90% of all cells
in that layer. Their number in rats is ∼ 3 · 105 (Boss et al., 1985, 1987) in CA3, while the
human hippocampus has ∼ 2.7 · 106 neurons in CA3. Pyramidal neurons extend their basal
dendritic trees into the superficial layers, while the apical branches are in the deep cell layers.
The axons of pyramidal neurons can innervate around 70% of the dorsal-ventral axis of the
hippocampus and project to other pyramids and interneurons in the stratum radiatum and
stratum oriens (Sik et al., 1993; Li et al., 1994).
A major input to the CA3 comes through the MF synapses from the DG. The MF
terminals form a (visually) distinguishable layer within the stratum radiatum, sometimes
referred to as stratum lucidum. Two different major inputs come from the layer II of the
entorhinal cortex: a direct projection from the axons of the EC layer II pyramidal neurons
reach the CA3 region; and an indirect input from EC layer II stellate cells projecting to the
DG through the perforant path, and then through the MF synapses to the CA3 (Tang et al.,
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Figure 1.4: A. Location of the hippocampus (red color) in the human brain (transparent yellow)
viewed from the side (left panel) and the back (right panel). B. A comparison between
a human hippocampus and a seahorse. C. A drawing of the hippocampal formation of a
rat after a horizontal cut (EC: entorhinal cortex; Sub: subiculum; DG: dentate gyrus). A
few principal neurons for each region are sketched. The panel inset illustrates the major
excitatory pathways. D. A schematic of the spatial relations between neurons within
the CA1 region and major inputs/outputs from other areas. The pyramidal neurons
and a few classes of interneurons are sketched according to their laminar location. The
layers are color coded in the right-hand side of the panel. Attributions: A is adapted
from lifesciencedb.jp (Creative common licence). B and C are adapted from Wikipedia
(Creative Commons licence). C is a modified after an original drawing of Ramón y Cajal
and Azoulay (1911). D is adapted with permission from Somogyi et al. (2014).
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2014).
The CA3 hippocampal area was considered to be densely connected (∼ 3% in Miles
and Wong, 1986) relative to the CA1, but more recent evidences show that the connectivity
between principal cells is around 1% (Guzman et al., 2016). The major output of CA3 are
the excitatory axonal projections to the ipsilateral and contralateral CA1 via the Schaffer
collaterals (Finnerty and Jefferys, 1993). The reader is kindly referred to Le Duigou et al.
(2014) for a more detailed description and analysis of the connectivity within the CA3 region.
CA2 microcircuit. Probably because of its smaller size, the hippocampal CA2 area
has received a negligible amount of attention compared to its neighbors CA1 and CA3. The
area gets projections from EC layer II pyramids through the perforant path, but no mossy
fiber inputs. Interestingly, CA2 in mice is involved in sociocognitive memory processing
(Hitti and Siegelbaum, 2014).
CA1 microcircuit. The CA1 hippocampal region has a similar laminar structure as
CA3. However, the DG input is absent and the entorhinal input originates from EC, layer III.
The principal neurons are more densely packed than in CA3, and there are around 3.5 · 105
neurons in rats (West et al., 1991) and 20.9 · 106 in humans (Šimić et al., 1997). For a more
in-depth analysis of the recent findings on anatomy and connectivity of different cell types
in the CA1 region, I kindly refer the reader to Bezaire and Soltesz (2013).
Subiculum proper. The region is subdivided into parasubiculum, presubiculum, post-
subiculum, and prosubiculum. The subiculum is the major output of the hippocampus and
receives projections from the CA1 region and EC layer III neurons.
Entorhinal cortex. The entorhinal cortex provides the major interface of other neo-
cortical areas to the hippocampus. The EC is part of the neocortex with the typical 6-layered
structure. Principal neurons are the stellate cells which populate layer II, and the pyramidal
neurons, which populate layers II, III, and V. As mentioned above, principal cells from layer
II of EC are projecting to the dentate gyrus and CA3, while layer III neurons are innervat-
ing the CA1 region and the subiculum. Inputs from the hippocampus are impinging on the
deeper layer V of the EC.
1.3.2 The role of the hippocampus in the human brain
In the past, the hippocampus was assumed to be involved in various tasks. A dominant
hypothesis until the end of 1930s suggested its involvement in olfactory processing (Andersen,
2007). Later hypotheses assigned roles in emotions and attention. Earlier results from Brown
and Schäfer in 1888 and Bekhterev in 1900 hinted to the involvement of the hippocampus
in memory (Andersen, 2007), but it was not a popular view until Scoville and Milner (1957)
presented a study on the amnesic patient H.M.
Henry Gustav Molaison (b 26.02.1926, † 2.12.2008), known as patient H.M. during most
of his life, is probably the most influential patient in neuroscience. In an attempt to be
cured from epileptic seizures, he underwent a brain surgery in 1953 in which most of his
hippocampi, amygdalae and the surrounding entorhinal and parahippocampal cortices were
removed. The operation was successful in its initial goal that he no longer suffered from
seizures, however, at the price of some “side effects”. After the surgery H.M. was diagnosed
with anterograde amnesia, i.e., the inability to form new (declarative) memories. Moreover,
he suffered from temporally graded retrograde amnesia, i.e., he could not or had difficulties
to recall events that took place shortly before the surgery while more distant memories from
the past were intact. While subjected to numerous psychological experiments until his death
in 2008, H.M. showed intact intellectual abilities and short-term memory. He revealed that
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the memory system is not a single entity but that there are multiple subsystems with possibly
different neural origins. For instance, he could acquire new implicit memories when subjected
to repetition priming (Corkin, 2002). Moreover, he showed intact motor learning skills in
tasks that take multiple repetitions to be mastered. In a motor learning experiment, he
could learn to draw seeing only a mirror reflection of his artistic piece, while not possessing
any knowledge and memory that he is able to perform the task (Corkin, 1968). Studied for
more than 50 years, H.M. pointed out the importance of the hippocampus for the formation
of new episodic and semantic memories.
Work with other hippocampal amnesic patients has revealed some dissociation between
the two types of declarative memories, i.e., episodic (or autobiographical) and semantic.
While the overall recall of distant memories is intact in amnesic patients, the recall of the
autobiographical memories is not as vivid and detailed as in control subjects. Moscovitch
et al. (2005) suggested that the hippocampus is actively engaged during the recollection of
episodic memories, and possibly during the recall of semantic memories that have autobio-
graphical elements.
The dysfunction of the hippocampal formation not only causes impairment of remember-
ing the past but also the inability to imagine the future. Work with amnesic patients with
bilateral hippocampal damage suggested the involvement of the hippocampus in the process
of planning and imagining new experiences (Klein et al., 2002; Hassabis et al., 2007). Over-
all, these results give the hippocampus a very peculiar function as a “time machine” in our
cognition. Apart from simply storing experiences and semantic knowledge, the hippocampus
also lets us mentally explore past or future experiences. Such a view naturally evokes the
question whether H.M. or other amnesic patients ever experience mind-wandering.
1.3.3 Neural correlates of behaviour
After H.M. has sparked interest to the human hippocampus, numerous electrophysiological
studies have been conducted in animals in the search of the neuronal basis of memory.
O’Keefe and Dostrovsky (1971) showed for the first time that some hippocampal pyra-
midal neurons in behaving rats are activated while the animal is at a specific location.
As such cells code for the position in space, they were later named ‘place cells’. Follow-
ing experiments showed that a subset of hippocampal and entorhinal neurons can code for
head direction (Taube et al., 1990a,b), odors (Wood et al., 1999), environmental boundaries
(Jeffery and Burgess, 2006), and particular objects (Manns and Eichenbaum, 2009). The
discovery of cells in the entorhinal cortex that fire at multiple locations in an environment
forming a particular hexagonal grid (Hafting et al., 2005) has attracted further attention.
In a very recent report, Sarel et al. (2017) described hippocampal cells in bats that code for
the vectorial representation of goal location, a firing pattern predicted previously by theory
(Stemmler et al., 2015). So far, the rodent hippocampal formation has shown a remarkable
repertoire of neural codes for spatial navigation that does not simply reflect the sensory
input but reveals a more abstract representation of the environment.
There is evidence for the existence of place cells and grid cells also in humans exploring
virtual environments (Ekstrom et al., 2003; Jacobs et al., 2013). Experiments with monkeys
have revealed the existence of view-responsive neurons, that is, place-like and grid-like activ-
ity of neurons is evoked when the animal is looking at a particular location in the visual field
(Rolls and Tovee, 1995; Killian et al., 2012). These data suggest that hippocampal activity
during navigation does not only code the current position of the subject but can also encode
virtual exploration of an environment.
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Recordings from the hippocampal formation of epileptic patients have shown that some
neurons fire very selectively to particular objects, landmarks or individuals (Quiroga et al.,
2005). The firing of these cells is strikingly invariant as, for example, they are activated
when various photos of Jennifer Aniston are presented, irrespective of the orientation and
the angle of shooting. Moreover, the corresponding cells are even activated when only the
written name is presented to the subject. Such cells are called “grandmother neurons” and
are unofficially known as “Jennifer Aniston neurons”.
While the aforementioned studies show strong correlations between hippocampal activity
and behaviour, what is the role of such representations for the cognition, and for the memory
in particular? With the advance of neuroimaging techniques, and optogenetics specifically,
now researchers are able to track the activity of large population of neurons (e.g., thousands
of cells) and manipulate their behaviour during experiments. Tagging active cells during
an association learning task, one can isolate the neural assembly that is activated during
the learning. A following activation or inhibition of the assembly can evoke or suppress the
learned response (Cowansage et al., 2014; Tanaka et al., 2014). These results provide evidence
for the active role of the hippocampus in the neural representations during behaviour.
1.3.4 Oscillations
Rhythms are omnipresent in the brain. Oscillations with various frequencies can be detected
using extracellular electrodes or electroencephalography (EEG) in any brain region. These
oscillations reflect the underlying neuronal activity that is synchronised across large popu-
lations of cells and are often strongly correlated to specific behaviours that the subject is
engaged in.
The hippocampus, particularly, shows some of the most striking rhythms in the mam-
malian brain. Electrophysiological recordings in vivo reveal a rich repertoire of rhythms
in the local field potentials that are state dependent. For example, the theta oscillation
(∼ 5 − 10 Hz, see Figure 1.5), that is among the most regular rhythms, is associated with
active behaviour such as walking and running, and also with the rapid-eye-movement (REM)
phase of sleep (Jung and Kornmüller, 1938; Buzsáki, 2002). Moreover, the theta phase mod-
ulates the amplitude of the faster gamma oscillation (∼ 30− 100 Hz) that rides on top of it
(Bragin et al., 1995; Buzsáki, 2002). Neuronal firing is largely modulated by the oscillation
phase. While pyramidal cells are mostly firing at the trough of the theta cycle, various
interneurons have different preferred phases (Klausberger and Somogyi, 2008; Klausberger,
2009). Moreover, neurons are differentially modulated by gamma oscillations.
As mentioned above, during exploration, pyramidal neurons are modulated by the cur-
rent position of the animal, i.e., place cells. Interestingly, a place cell’s firing pattern shows
peculiar modulations with respect to the local-field theta oscillation. When the animal en-
ters the corresponding place field, the neuron starts to fire at a particular phase of the theta
cycle, the so called entering phase. As the animal progresses within the field, the neuron
fires at earlier phases in each subsequent theta cycle (Figure 1.5). The range of phases that a
neuron precesses through does not exceed one theta cycle. This advance of firing phase with
respect to the theta oscillation is known as “phase precession” (O’Keefe and Recce, 1993).
Thus, in addition to the information coded in the firing rates of neurons (i.e., the rate code),
there is additional information about the exact location of the animal carried in the exact
spike timing in respect to the theta oscillation (i.e., the temporal code).
Phase precession has been in the focus of research due to its assumed role in learning,
and particularly, it has been hypothesised to be a mechanism for bridging the temporal gap
15
1 Introduction
Figure 1.5: A. An illustration of a rat traversing a linear track (top panel). The place-field firing
of a pyramidal neuron is color coded (middle panel) with red denoting the location of
maximum firing rate. Activity from a single run is shown in the bottom panel. The EEG
activity (black curve) is dominated by the theta oscillation. The place cell is firing in
bursts of spikes (red vertical bars) at a rate higher than theta frequency, causing each
successive burst to occur at an earlier theta phase (Huxter et al., 2003; adapted with
permission. B. Bilateral coherence of theta and gamma oscillations (Buzsáki et al., 2003;
adapted with permission). Extracellular recordings from the pyramidal-cell layer in the
left (L) and right (R) hippocampi show local-field potentials modulated by theta and
gamma. Co-modulation of frequency power in the two hemispheres (right panel). Theta
power in one hemisphere is co-modulated with gamma power of the other hemisphere
(yellow band at 9 Hz and 50–100 Hz, white arrowheads).
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between the behavioural time scales (in the order of seconds) to the physiological time scales
at which synaptic plasticity operates (order of milliseconds to tens of milliseconds; e.g., Bi and
Poo, 1998). For example, disruption of phase precession through a systemic administration
of a cannabinoid-receptor agonist leaves the spatial selectivity of hippocampal neurons intact
but impairs the performance of rats in memory tasks (Robbe and Buzsáki, 2009).
When the animal traverses partially overlapping place fields, the corresponding place
cells are sequentially activated. Moreover, as place cells show phase precession, the sequen-
tial spike order is preserved in the firing-phase difference on a fine time scale (Figure 1.5).
Interestingly, the sequential spiking of neurons is more reliable than the spiking phase of sin-
gle neurons (Dragoi and Buzsáki, 2006). Such firing sequences within a theta cycle are called
“theta sequences”. The temporal compression of sequences within a theta cycle is assumed
to be a crucial mechanism for the formation of memories (Skaggs and McNaughton, 1996),
and in particular of single-trial learning (Rutishauser et al., 2006).
What is the relation between phase precession and the theta sequence? Are they two
sides of the same phenomenon? Feng et al. (2015) observed phase precession in neurons
during the first exposure of animals in a novel environment but reported the absence of
theta sequences. From the second trial on, stable and reliable theta sequences were present.
These results suggest that a single-trial experience is needed to form the sequence in the
memory. Theta sequences, however, do not cover uniformly the whole environment, but
are segmented in their representations. Gupta et al. (2012) showed that different theta
sequences reliably represent chunks of the environment, frequently bounded by the space
between landmarks.
Sequence replay is observed also during other prominent hippocampal oscillations, the
sharp-wave ripples. Due to the central place of this phenomenon in this thesis, the following
Section 1.4 is dedicated to their more detailed description.
1.4 Sharp-wave ripples
Sharp-wave ripples (SWRs) are hippocampal population bursts during which large numbers
of neurons are orchestrated in precise firing. The sharp waves are reflected in brief (50–
100 ms) and large (> 1 mV) amplitude deflections observed in the local-field in the stratum
radiatum of the CA regions (see Figure 1.6). The incidence of SWRs ranges from 0.01 up
to 3 events/sec. The accompanying phenomenon of the sharp wave, the ripples, is fast (120–
200 Hz) and short-lasting (∼ 50 ms) oscillation that is most prominent in the pyramidal cell
layer of the CA1 region. SWRs play an important role in memory processes such as learning,
retrieval, consolidation, as well as planning.
The sharp-wave phenomenon was first described in the rabbit hippocampus (Stumpf,
1965). Later reports come from dogs (Yoshii et al., 1966), monkeys (Freemon et al., 1969),
humans (Freemon andWalter, 1970), and the first classification used the term “large irregular
activity” (Vanderwolf, 1969). Buzsáki and Wise (1992) first analysed and named the fast
oscillation component, the ripple. Afterwards, sharp-wave ripples have been detected in
every tested mammalian species.
In what follows, I am going to describe the sharp-wave ripples and some of their main
properties. For the curious reader looking for more in-depth information concerning SWRs,
I highly recommend the recent opus magnum by Buzsáki (2015).
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Figure 1.6: Sharp-wave ripples. A. Forward and reverse replay of a place-cell sequence. The big
central panel shows the local field potential (top), a raster plot of 13 neurons where spike
times are denoted with bars (middle), and the velocity of the rat in time (lower panel).
Two 250 ms time windows magnify sequence replay during SWRs at the beginning and
at the end of the lap (Diba and Buzsáki, 2007; reproduced with permission). B. Local
activation of PCs in vivo evokes reliably SWRs with conserved waveforms (Stark et al.,
2014; reproduced with permission). Depth profile of SWRs measure with multi-shank
probes in a freely moving mouse (average from n = 961 events; vertical site separation:
100µm). Voltage traces (light gray gray) are superimposed on current-source density map.
The black trace is from the site of maximum amplitude ripple (pyr: stratum radiatum);
and thick gray trace is from the site of maximum amplitude of sharp wave (radiatum).
oriens: stratum oriens, lm: stratum lacunosum moleculare. C. In-vitro SWRs can show
regular occurrence (Reichinnek et al., 2010; reproduced with permission). SWRs are stable
over the recording, as the same waveforms occur over hour-long intervals. Waveforms can
be sorted according to their electrographic characteristics. Averaged waveforms show a





In-vivo sharp-wave ripples (SWRs) can be observed during sleep and wakefulness. In the
awake state, SWRs occur predominantly during “off-line” resting behaviours such as drink-
ing, feeding, grooming, whisking, or being still; but can also be seen during the “exploratory”
theta-dominated states (O’Neill et al., 2006). During sleep, SWRs are observed in the non-
rapid-eye-movement phase of the sleep, the slow-wave sleep (SWS). The SWR events are
associated with a massive population burst of activity where large numbers of cells are syn-
chronously active. The fraction of engaged cells can vary from 1% to 40% but a typical
number is 10% (Mizuseki and Buzsáki, 2013). SWRs co-occur with the thalamo-cortical
spindles. It is hypothesised that this co-activation facilitates the communication between
the hippocampus and the neocortex (Sirota et al., 2003).
While the exact functions and mechanisms for the generation of SWRs are still elusive,
it is known that they are involved in the formation and consolidation of new memories. Ac-
cording to the dominant theory in the field, i.e., the two-stage memory hypothesis (Buzsáki,
1989), SWRs perform information transfer of memory traces that are temporally stored in
the hippocampus to the distributed neocortical network. This hypothesis is supported by
multiple lines of experimental observations. On the one hand, higher incidence of spindles
and SWRs is observed after learning (Eschenko et al., 2006, 2008; Girardeau et al., 2014), and
the number of successfully recalled items in a learning task is correlated to the incidence of
SWRs measured in the rhinal cortex (Axmacher et al., 2008). Moreover, boosting slow-wave
oscillations through transcranial stimulation during sleep potentiates memory performance
in humans (Marshall et al., 2006), and presenting odor cues during SWS, but not during
REM sleep or wakefulness enhance declarative memories that were formed during the odor
exposure (Rasch et al., 2007). On the other hand, disruption of SWRs during sleep or wake-
fulness impairs the performance of rats on hippocampus-dependent spatial tasks, presumably
deteriorating the memory consolidation process (Girardeau et al., 2009) and the planning of
future actions (Jadhav et al., 2012).
Another line of observation supporting the hypothesis that the hippocampus acts as a
temporal storage of memory traces is the replay of behavioural sequences that takes place
during SWRs. Wilson et al. (1994) showed in rats that hippocampal neurons with overlap-
ping place fields that were coactive in the awake state showed strong activity correlations
during SWRs. Later, Lee and Wilson (2002) demonstrated that the sequence of experienced
events is preserved during the SWR replay, but temporally compressed ∼20–fold. More
recent experiments reveal that the hippocampal SWR replay is coordinated with grid-cell
replay of sequences in the entorhinal cortex (Ólafsdóttir et al., 2016). However, O’Neill et al.
(2017) demonstrated that replay of behaviour trajectories in superficial layers of the EC can
also occur independently of the hippocampal SWRs.
An amazing amount of data supports the memory-consolidation hypothesis of sharp-
wave ripples but some experimental results have challenged the model. Foster and Wilson
(2006) showed that immediately after a spatial experience, the most recent spatial episodes
are replayed in a temporally reversed order. While such reverse replay is assumed to con-
solidate the most recent experiences, its appearance questions the relevance the classical
spike-timing dependent plasticity (STDP) rule with an asymmetric window (Bi and Poo,
1998) as a mechanism for sequence storage. A somewhat bigger challenge to the classical
model have been the reports of preplay of behaviour sequences. Dragoi and Tonegawa (2011)
measured the hippocampal neuronal activity during SWRs prior to an animal’s exposure to
a novel environment and reported replay of place-cell sequences representing the not-yet ex-
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posed environment. Such results suggest that sequences are not rapidly stored in the CA3
region, but that they might be precoded. An estimation based on multiunit activity record-
ings predicts that the rat hippocampus might store sequences of about 15 different novel
environments (Dragoi and Tonegawa, 2013).
1.4.2 Generation mechanisms
Sharp-waves ripples(SWRs) can be observed in the whole hippocampal region. They are
most prominent in the CA regions revealing a stereotypical laminar profile signature in the
local-field potential (LFP). A current-source density analysis shows that sharp waves are
associated with a large negative deflection of the LFP (sink) in the stratum radiatum (see
Figure 1.6B), which reflects the excitatory input impinging on the apical dendrites of the
pyramidal neurons. The ripple component is most prominent in the stratum pyramidale
where the local potential shows a fast oscillation (∼ 200 Hz) riding on top of a positive
deflection.
The temporal order of local population activations suggests that the origin of the SW
burst is in the CA3 region, presumably initiated by a build-up of recurrent activity (de la
Prida et al., 2006; Ellender et al., 2010; Schlingloff et al., 2014; Hulse et al., 2016), and
then the activity propagates to the CA1 region through the Schaffer collateral projections
(Csicsvari et al., 2000). The propagation of activity from CA3 to CA1 is important for
memory formation. Blocking the excitatory CA3-CA1 projections impairs the formation of
hippocampus-dependent memories in mice (Nakashiba et al., 2008). Interestingly, SWRs
were still observable in the CA1 region, although with a lower incidence, ripple frequency,
and number of ripples per event (Nakashiba et al., 2009). This result suggests that the CA1
region is also able to generate sharp waves independently of CA3, when integrating inputs
from cortical and subcortical areas.
The ripple oscillation is among the most synchronous activity patterns in the mammalian
brain. A few classes of models have aimed to explain the origin of these fast oscillations. One
model class relies on the electrical coupling between axons of pyramidal cells in the CA3/CA1
regions (Draguhn et al., 1998; Schmitz et al., 2001; Traub et al., 2012; Vladimirov et al.,
2013). In another model class the supralinear amplification of precisely synchronised inputs
(Memmesheimer, 2010; Jahnke et al., 2015) leads to discrete waves of activity that generate
ripple oscillations while propagating. The third proposed mechanism relies on networks of
inhibitory neurons. According to this model, sparsely connected networks of fast inhibitory
neurons can enter a sparsely synchronous regime, where the population oscillation can reach
frequencies of ∼ 200 Hz (Brunel and Wang, 2003). While the proposed mechanisms are
not mutually exclusive, experimental results are in favour of the inhibition-generated ripples
(Buhl and Buzsáki, 2005; Schlingloff et al., 2014; Donoso et al., 2017).
In-vivo data has suggested that SWRs are local hippocampal events. For example,
decoupling the hippocampus from the rest of the brain by removing the main inputs leads
to spontaneous dynamics largely dominated by SWRs (Buzsáki et al., 1983), pointing out
that SWRs might be a “default” network state for the hippocampus. In-vitro slice models
have been developed to facilitate the study of SWRs (e.g., Maier et al., 2002, 2003; Kubota
et al., 2003; Colgin et al., 2004). Horizontal slices of a thickness around 300–600µm from
the ventral hippocampus are typically used for in-vitro studies. The slice models offer clear
advantages in investigating the synaptic, the cellular, and the network properties of the
neuronal circuit by giving more control to the experimentators. SWRs in vitro show preserved
main characteristics such as spontaneously generated events, propagation pathway, laminar
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profile of the LFP, ripple oscillations, neuron participation, and synaptic inputs. Moreover,
SWRs can occur with conserved waveforms over long periods of time (in the order of hours),
and single PC firing is coupled to certain waveforms but not to others (Reichinnek et al.,
2010). There are, however, also some differences: SWRs in vitro tend to be shorter and
have a slightly higher ripple frequency (150–180 Hz in vivo; ∼ 200Hz in vitro). It is worth
mentioning that even in-vivo SWRs show slightly different properties depending on the
behavioural state and even on the location of the animal (Buzsáki, 2015).
Regardless of being in the focus of many research groups, the mechanisms behind the
SWR initiation are still not well understood. As SWRs are large population events, tradi-
tionally it is assumed that they originate from the build-up of excitatory activity mainly in
the CA3 region (Ellender et al., 2010; Schlingloff et al., 2014; Hulse et al., 2016). For exam-
ple, the excitation of a large number of cells in the local circuit by an external stimulation
can lead to SWRs events (Maier et al., 2003; Behrens et al., 2005; Nimmrich et al., 2005;
Both et al., 2008). Recent evidences, however, point to the involvement of the interneuron
network in the initial phases of the events (Sasaki et al., 2014; Bazelot et al., 2016). Schlin-
gloff et al. (2014) and Kohus et al. (2016) have shown that activation of parvalbumin-positive
basket cells in slices can lead to SWR events within milliseconds. SWRs can also be induced
by a single action potential of a CA3 pyramidal neuron. Bazelot et al. (2016) show that the
induced spike of a PC was followed by putative-interneuron firing after a small delay < 3 ms
indicating the relevance of the interneurons in SW generation.
Other open questions are what terminates the SWR event, and what mechanisms control
the incidence of their occurrence. Chapter 3 of this thesis tackles these problems. There, I
provide some further literature overview on how SWR incidence is controlled in experimental
settings through pharmacology and other means, and propose a phenomenological model
about SWR generation based on the latest experimental results from the literature.
1.5 Scope
The focus of this thesis is on the mechanisms of SWR generation and the associated sequence
replay in the hippocampus. In Chapter 2 is presented a computational model of assembly
sequences that aims to explain the replay during SWRs. There are explored the conditions
in which assembly sequences can be replayed by external inputs, or manifest themselves as
activity patterns that emerge spontaneously. In Chapter 3, I review experimental findings
hinting at the origins of the sharp-wave complexes, analyse data from in-vitro recordings,
and test hypotheses in analytical and in-silico models. There, I discuss in detail a minimal
hypothetical model that could explain the sharp waves observed in vitro.
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2 Memory replay in balanced recurrent
networks
2.1 Summary
1 Synaptic plasticity is the basis for learning and memory, and many experiments indi-
cate that memories are imprinted in synaptic connections. However, basic mechanisms of
how such memories are retrieved and consolidated remain unclear. In particular, how can
one-shot learning of a sequence of events achieve a sufficiently strong synaptic footprint to
retrieve or replay this sequence? Using both numerical simulations of spiking neural networks
and an analytic approach, we provide a biologically plausible model for understanding how
minute synaptic changes in a recurrent network can nevertheless be retrieved by small cues
or even manifest themselves as activity patterns that emerge spontaneously. We show how
the retrieval of exceedingly small changes in the connections across assemblies is robustly
facilitated by recurrent connectivity within assemblies. This interaction between recurrent
amplification within an assembly and the feed-forward propagation of activity across the
network establishes a basis for the retrieval of memories.
2.2 Introduction
The idea of sequential activation of mental concepts and neural populations has deep roots in
the history of the cognitive sciences (Titchener, 1909; Brown, 1914; Washburn, 1916) as well
as its share of criticism (Lashley, 1951). In one of the most influential works in neuroscience,
Donald Hebb extended this concept by suggesting that neurons that fire simultaneously
should be connected to each other, thus forming a cell assembly that represents an abstract
mental concept (Hebb, 1949). He also suggested that such assemblies could be connected
amongst each other, forming a network of associations in which one mental concept can
ignite associated concepts by activating the corresponding assemblies. Hebb referred to the
resulting sequential activation as well as the underlying circuitry as “phase sequence”. We
will refer to such connectivity patterns as “assembly sequences”.
The notion of Hebbian assemblies has triggered a huge number of experimental studies
(reviewed by Wallace and Kerr, 2010), but relatively few experiments have been dedicated
to the idea of assembly sequences (Kruskal et al., 2013; Almeida-Filho et al., 2014). Many
theoretical studies focused on feedforward networks, also known as synfire chains (Abeles,
1991; Diesmann et al., 1999; Aviel et al., 2002; Jahnke et al., 2013). Synfire chains are
characterized by a convergent-divergent feedforward connectivity between groups of neurons,
where pulse packets of synchronous firing can propagate through the network. Few works
were also dedicated on synfire chains embedded in recurrent networks (Aviel et al., 2003;
1The work presented in this chapter is published as a manuscript in PLoS Computational Biology, titled
“Memory replay in balanced recurrent networks” (Chenkov et al., 2017). This project was a collaboration
with Henning Sprekeler and Richard Kempter.
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Kumar et al., 2008; Trengove et al., 2013), however, without explicitly considering recurrent
connectivity within groups.
In this study, we combine the concept of feedforward synfire chains with the notion of
recurrently connected Hebbian assemblies to form an assembly sequence. Using numerical
simulations of spiking neural networks, we form assemblies consisting of recurrently con-
nected excitatory and inhibitory neurons. The networks are tuned to operate in a balanced
regime where large fluctuations of the mean excitatory and inhibitory input currents cancel
each other. In this case, distinct assemblies that are sparsely connected in a feedforward
fashion can reliably propagate transient activity. This replay can be triggered by external
cues for sparse connectivities, but also can be evoked by background activity fluctuations
for larger connectivities. Modulating the population excitability can shift the network state
between cued-replay and spontaneous-replay regimes. Such spontaneous events may be the
basis of the reverberating activity observed in the neocortex (Kenet et al., 2003; Luczak
et al., 2009; Contreras et al., 2013) or in the hippocampus (Lee and Wilson, 2002; Dragoi
and Tonegawa, 2013; Stark et al., 2015). Finally, we show that assembly sequences can also
be replayed in a reversed direction (i.e., reverse replay) as observed during replay of behavior
sequences (Foster and Wilson, 2006; Diba and Buzsáki, 2007).
2.3 Results
To test Hebb’s hypothesis on activity propagation within a recurrent network, we use a
network model of excitatory and inhibitory conductance-based integrate-and-fire neurons.
The network has a sparse random background connectivity prand = 0.01 (Guzman et al.,
2016). We form a neural assembly (Figure 2.1A) by picking M excitatory (M = 500 if
not stated otherwise) and M/4 inhibitory neurons and connecting them randomly with
probability prc, resulting in a mutually coupled excitatory and inhibitory population. The
new connections are created independently and in addition to the background connections.
To embed an assembly sequence in the network, we first form 10 non-overlapping assemblies.
The assemblies are then connected in a feedforward manner where an excitatory neuron
from one group projects to an excitatory neuron in the subsequent group with probability
pff (Figure 2.1B). Thus, by varying the feedforward and the recurrent connectivities, we can
set the network structure anywhere in the spectrum between the limiting cases of synfire
chains (pff > 0, prc = 0) and uncoupled Hebbian assemblies (pff = 0, prc > 0), as depicted in
Figure 2.1C.
To ensure that the spontaneous activity of the network is close to an in-vivo condition,
we use Hebbian plasticity of inhibitory connections (Vogels et al., 2011), which has been
shown to generate a balance of excitatory and inhibitory currents in individual neurons
(Figure 2.2A). As a consequence, spikes are caused by current fluctuations (Figure 2.2B),
and the network settles into a state of asynchronous irregular (AI) firing (Figure 2.2C).
To simulate a one-shot sequence learning paradigm, we initially embed assemblies that
have recurrent connectivity prc only and are not connected via feedforward connections (Fig-
ure 2.2, left-hand side). A stimulation of the first assembly does not evoke a replay. Then, in
a sham learning event, new feedforward connections are created between subsequent assem-
blies followed by a short phase (∼ 5 seconds) with inhibitory plasticity turned on in order to
properly balance the network. If we then stimulate the first group in the embedded assem-
bly sequence (Figure 2.2C, right-hand side), the network responds with a wave of activity
that traverses the whole sequence, as hypothesised by Hebb (1949). We refer to such a
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Figure 2.1: Network connectivity. A: Schematic of an assembly i consisting of an excitatory (Ei)
and an inhibitory (Ii) population. Red and blue lines indicate excitatory and inhibitory
connections, respectively. The symbols w and −kw denote total synaptic couplings be-
tween populations. B: Sketch of network connectivity. The inhomogeneous network is
randomly connected with connection probability prand. A feedforward structure consisting
of 10 assemblies (only i − 1 and i shown) is embedded into the network. Each assembly
is formed by recurrently connecting its neurons with probability prc. Subsequent assem-
blies are connected with feedforward probability pff between their excitatory neurons. C:
Embedded structure as a function of connectivities.
propagation of activity wave as replay. As excitatory and inhibitory neurons are part of the
assemblies, they both have elevated firing rates during group activation. Despite the high
population transient firing rates (∼ 100 spikes/sec for excitatory, and ∼ 60 spikes/sec for
inhibitory neurons when using a Gaussian smoothing window with width σ = 2 ms) single
neurons are firing at most one spike during assembly activation. Because excitatory neurons
in an assembly transiently increase their population firing rate from 5 to 100 spikes/sec, a re-
play can be inferred from the large change in activity, which resembles replay in hippocampal
CA networks (Lee and Wilson, 2002). On the other hand, interneurons have higher back-
ground firing rates of ∼ 20 spikes/sec and smaller maximum firing rates of ∼ 60 spikes/sec
during replay. As a result, interneurons have a much lower ratio of peak to background
activity than excitatory neurons in our model, in line with the reported lower selectivity of
interneurons (Wilson and McNaughton, 1993).
We chose the particular wiring scheme of discrete assemblies partly due to the resem-
blance of the discrete windows of activity defined by the fast oscillations during hippocampal
replay: ripples during sharp-wave ripples (SWRs) and gamma cycles during theta sequences.
Additionally, our approach facilitates the model description and gives a leverage for an an-
alytical treatment. Accordingly, in Figure 2.2A-C, we modeled discrete assemblies of size
M = 500, which have a distinct recurrent connectivity prc = 0.1 within each assembly, and
a feedforward connectivity pff = 0.04 between two assemblies in the sequence. However,
in biological networks, assemblies could potentially overlap, making a clear-cut distinction
between feedforward and recurrent connectivities difficult. To study assembly sequences in a
more continuously wired sequence, we use an extreme case where no assemblies are defined
at all. All neurons are arranged in a linear sequence, and every neuron is connected to its
M = 500 neighbouring excitatory cells (M/2 preceding and M/2 succeeding) with proba-
bility prc. Recurrent connections to and from inhibitory neurons are embedded analogously
in a continuous manner. To imitate the connectivity pattern from the discrete model, every
excitatory neuron is connected to the M following neurons without overlapping with the re-
current connections (i.e., the range from 12M to
3
2M) with probability pff . After stimulating
the first M neurons with a transient input, the whole sequence is replayed (Figure 2.2D).
Compared to the discrete assembly sequence (Figure 2.2C) where the same connection prob-
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Figure 2.2: Example of 1 second network activity. The first 250 ms depict the dynamics of a
network with random and recurrent connections only (prc = 0.1). The same network
after embedding feedforward connectivity (pff = 0.04) is shown in the last 750 ms. A:
Input currents experienced by an example neuron. The excitatory and inhibitory inputs
are denoted by the red and blue traces, respectively. The sum of all currents (synaptic,
injected, and leak currents) is shown in black. B:Membrane potential of the same neuron.
Red dots denote the time of firing. C: Raster plot of spike times of 500 neurons (50 neurons
per group are shown). The red dots correspond to the firing of the example neuron in A
and B. The stimulation times of the first assembly are denoted with upward arrows. D:
Raster plot of a continuous sequence. Each neuron is connected to its M neighbours (in
the range [− 12M,
1
2M ]) with probability prc (left-hand side); and afterwards (right-hand




abilities were used, the replay is continuous and qualitatively similar. In what follows, how-
ever, we return to the discrete assemblies because this description facilitates a connection of
simulations with an analytical treatment.
2.3.1 Sparse feedforward connectivity is sufficient for replay
Whether an assembly sequence is replayed is largely determined by the connectivities within
and between assemblies. Therefore, we first study how the quality of replay depends on
the recurrent (prc) and the feedforward (pff) connectivities. The network dynamics can
be roughly assigned to regimes where the connectivity is too weak, strong enough, or too
strong for a successful replay. We use a quality measure of replay, which determines whether
activity propagates through the sequence without evoking a “pathological” burst of activity
(Figure 2.3). In such “pathological” cases the spatiotemporal structure of replay is often
preserved while the background activity deviates from the AI state, or the whole network is
involved in the events. To disregard such events, the quality measure punishes replays that
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(1) evoke bursting of neurons within assemblies during activation or (2) activate the whole
network (for details, see Section 2.5.4).




















































Figure 2.3: Evoked replay. Assembly-sequence activation as a function of the feedforward pff and
the recurrent prc connectivities. The color code denotes the quality of replay, that is,
the number of subsequent groups firing without bursting (see Materials and Methods,
Section 2.5.4). The black curve corresponds to the critical connectivity required for a
replay where the slope c of the transfer function (see Section 2.5.7 and Equation 2.1) is
matched manually to fit the simulation results for connectivities prc = 0.08 and pff = 0.04.
The slope c is also estimated analytically (dashed white line). The raster plots (a-f)
illustrate the dynamic regimes observed for different connectivity values; neurons above
the gray line belong to the background neurons.
Naturally, for a random network (pff = 0, prc = 0, Figure 2.3a) the replay fails because
the random connections are not sufficient to drive the succeeding groups. In the case of
uncoupled Hebbian assemblies (e.g., pff = 0, prc = 0.30), groups of neurons get activated
spontaneously (Figure 2.3c), which is reminiscent to the previously reported cluster acti-
vation (Litwin-Kumar and Doiron, 2012) but on a faster time scale. Already for sparse
connectivity (e.g., pff = prc = 0.06) the assembly-sequence replay is successful (Figure 2.3b).
In the case of denser recurrence (prc ≈ 0.10), a pulse packet propagates for even lower
feedforward connectivity (pff ≈ 0.03). The feedforward connectivity that is required for a
successful propagation decreases with increasing recurrent connectivity because assemblies
of excitatory and inhibitory neurons can increase small fluctuations of the input through
“balanced amplification” (Murphy and Miller, 2009; Hennequin et al., 2012) as summarized
in Materials and Methods, Section 2.5.3.
For high feedforward (pff & 0.10) but low recurrent (prc . 0.10) connectivity, the replay
has low quality. In this case, excitatory neurons receive small recurrent inhibitory input
compared to the large feedforward excitation, because the recurrent connection probability
is lower than the feedforward one. Due to the lack of sufficiently strong inhibitory feedback
within the assembly (compared to the strong feedforward excitation), the propagating activ-
ity either leads to run-away excitation (Figure 2.3e), also called synfire explosion (Mehring
et al., 2003; Aviel et al., 2004), or to epileptiform bursting (Figure 2.3d). When both recur-
rent and feedforward connectivities are high, the inhibition is able to keep the propagating
activity transient (Figure 2.3f). However, because of the strong input each neuron is firing
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multiple times within a small time window. The fact that neurons in each group (except
the first) are firing multiple times during a replay alters the spatio-temporal structure of the
sequence. While activity propagates from one group to another, neurons do not necessary
spike in order due to the many emitted spikes. Another reason to assign low quality to such
replays is the fact that the network dynamics is deviating from the AI background state
because neurons that are part of the sequence tend to fire almost exclusively during replays
but not outside replays.
To get an analytical understanding of the network, we use a linear approximation of the
network dynamics to derive conditions under which replay is successful. The key determinant
for replay is an amplification factor κ(pff , prc) = ri+1ri , which measures how large is the rate
ri+1 in group i+ 1 in relation to the rate in the previous group i.
In the case where the amplification factor is smaller than one (ri+1 < ri), the activity
propagating through the assembly sequence will decrease at each step and eventually vanish,
while for amplification larger than one (ri+1 > ri) one would expect propagating activity
that increases at each step in the sequence. An amplification factor κ(pff , prc) = 1 represents
the critical value of connectivity for which the replay is marginally stable, and the magnitude
of activations is similar across groups. In the Materials and Methods we show that a linear
model can approximate the amplification factor by
κ = cMpff gE(1 + cMprc gE) (2.1)
where c = 0.25 nS−1 is a constant that fits the model to the data (see Materials and Meth-
ods). We can interpret κ as an “effective feedforward connectivity” because the recurrent
connectivity (prc) effectively scales up the feedforward connectivity pff . We can match the an-
alytical results for critical connectivities to the numerical simulation, and show a qualitative
fit between the approaches (black line in Figure 2.3).
We note that the number of excitatory synapses that is needed for an association,




we find that the minimum number of new connections required for a replay is obtained for
prc = 0 because lines for which prc + pff = const have slope of −1 in Figure 2.3, and the
slope of the line defined by κ = 1 is more negative. For example, when prc = 0.0, we
need 40 new synapses; for prc = 0.05, we need 50 new synapses; and for prc = 0.2, 111
synapses are required for a new association. However, as feedforward connections might be
created/facilitated on demand in one-shot learning, it is advantageous to keep their number
low at the cost of higher recurrent connectivity, which has more time to develop prior to the
learning. We extend this arguments further in the Discussion, Section 2.4.
In summary, the recurrent connections within an assembly play a crucial role in integrat-
ing and amplifying the input to the assembly. This facilitation of replay is predominantly due
to the excitatory-to-excitatory (E-E) recurrent connections, and not due to the excitatory-
to-inhibitory (E-I) connections, a connectivity also known as “shadow pools” (Aviel et al.,
2004). We tested that embedding shadow pools and omitting the E-E connectivity within
assemblies has no beneficial effect on the quality of replay.
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2.3.2 Recurrent connections are important for pattern completion
Neural systems have to deal with obscure or incomplete sensory cues. A widely adopted
solution is pattern completion, that is, reconstruction of patterns from partial input. We
examine how the network activity evolves in time for a partial or asynchronous activation of
the first assembly.
To determine the capability of our network to complete patterns, we quantify the replay
when only a fraction of the first group is stimulated by external input. If 60 % of the neu-
rons in the first group (strong cue) are synchronously activated (Figure 2.4A, left panel),
the quality of replay is virtually the same as in the case of full stimulation (100% activated)
in Figure 2.3. However, when only 20 % of the neurons (weak cue) are simultaneously acti-
vated (Figure 2.4A, middle panel), we see a deterioration of replay mostly for low recurrent
connectivities. The effect of the recurrent connections is illustrated in the right-most panel
in Figure 2.4A where quality of replay is shown as a function of prc while the feedforward
connectivity was kept constant (pff = 0.05).
Small input cues lead to a weak activation of the corresponding assembly. In the case of
stronger connectivity (e.g., prc) this weak activity can build up and result in a replay as shown
in the example from Figure 2.4B. The top and bottom rows of raster plots correspond to two
assembly sequences with different recurrent connectivities, as highlighted by the rectangles
in Figure 2.4A, while left and right columns show the activity during strong and weak cues,
respectively. In the case of pff = 0.05 and prc = 0.10 (Figure 2.4B, top-right), the weak cue
triggers a wide pulse packet with large temporal jitter in the first groups, which gradually
shapes into a synchronous pulse packet as it propagates through the network. On the other
hand, for a smaller recurrent connectivity (prc = 0.06), the 20% partial activation triggers a
rather weak response that does not result in replay (Figure 2.4B, bottom-right).
The quality of replay depends not only on the number of neurons that are activated
but also on the temporal dispersion of the pulse packet. Here, we adopt a quantification
method that represents the activity evolution in a state-space portrait (Diesmann et al.,
1999). Figure 2.4C shows the time course of the fraction α of cells that participate in the
pulse packet and the temporal dispersion σ of the packet as the pulse propagates through the
network. The state-space representation of two assembly sequences with equal feedforward
(pff = 0.05) but different recurrent connectivity are shown in Figure 2.4C (top: prc = 0.10,
bottom: prc = 0.06). For each assembly sequence we repeatedly stimulated the first group
with varying cue size α and time dispersion σ, depicted by the black dots. Depending on
the strength and dispersion of the initial stimulation, the dynamics of a network can enter
one of two attractor points. For high α and low σ the pulse packet propagates, entering
the so-called synfire attractor (white background). On the other hand, for low α and high
σ the pulse packet dies out resulting in low asynchronous firing (gray background). The
black-arrow traces in Figure 2.4C are example trajectories that describe the propagating
pulse packets from Figure 2.4B in the (α− σ) space.
To summarize, increasing both the recurrent and feedforward connectivity facilitates
the replay triggered by weak and dispersed inputs. Recurrent connectivity is particularly
important for pattern completion.
2.3.3 Spontaneous replay
An interesting feature of assembly sequences is the potential emergence of spontaneous acti-
vations, that is, a replay when no specific input is given to the network. Random fluctuations
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Figure 2.4: Pattern completion. A: Quality of replay after partial activation of the first group for
cue size 60% (left panel) and 20% (middle) as a function of feedforward and recurrent con-
nectivity. The right-most panel shows the quality replay after a cue activation (20% and
60%) as a function of the recurrent connectivity (prc) while the feedforward connectivity is
constant (pff = 0.05). B: Examples of network activity during 60% (left) and 20% (right)
cue activation. The top and bottom raster plots correspond to assembly sequences with
higher (prc = 0.10, top) and lower (prc = 0.06, bottom) recurrent connectivity, highlighted
in A with white and black rectangles, respectively. C: State-space portraits representing
the pulse-packet propagation. The activity in each group is quantified by the fraction of
firing excitatory neurons (α) and the standard deviation of their spike times (σ). The
initial stimulations are denoted with small black dots while the colored dots denote the
response of the first group to the stimulations; red dot if the whole sequence is activated,
and blue otherwise. Stimulations in the region with white background result in replays,
while stimulating in the gray region results in no replay. The black arrows illustrate the
evolution of pulse packets during the replays in B. Top: prc = 0.10; bottom: prc = 0.06.
in the network can be amplified by the feedforward structure and give rise to a spontaneous
wave of propagation.
We find that spontaneous and evoked replay share various features such as sequential
group activation on the background of AI network activity (Figure 2.5A, rasters a and b).
As in the case of evoked replay, for exceedingly large connectivities the network dynamics
can be dominated by epileptiform bursting activity (Figure 2.5A, rasters c and d).
To assess spontaneous replay, we quantify the number of replay events per time taking
into account their quality, i.e., huge bursts of propagating activity are disregarded as replay.
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Figure 2.5: Spontaneous network activity. A: The rate of spontaneous sequence activation is
measured in the unperturbed network. The black curve is the analytical result for the
lower bound of successful propagation from Figure 2.3. Examples of spontaneous replays
for different connectivities are shown in the raster plots a-d. Synchrony (B), coefficient
of variation (C), and firing rate (D) are averaged over the neurons in the last group of
the sequence. E: Spontaneous events modulated by an external input. For low enough
connectivities no spontaneous events occur (left). A small additional constant current in-
put to the whole excitatory population (Ie = 1 pA) generates spontaneous replays (right).
F: A densely connected network shows replays (left). Once the inhibitory population re-
ceives an additional constant current input (Ii = 3 pA), the firing rate decreases and no
spontaneous events occur (right).
The rate of spontaneous activation increases as a function of both the feedforward (pff) and
the recurrent (prc) connectivity (Figure 2.5A). For large connectivities (pff , prc > 0.20) the
quality of the spontaneous events is again poor and mostly dominated by strong bursts
(Figure 2.5A, raster c). The dynamics of networks with large feedforward and low recurrent
connections is dominated by long-lasting bursts of activity consisting of multiple sequence
replays within each burst (Figure 2.5A, raster d). The maximum rate of activations does not
exceed 4 events per second because the inhibitory synaptic plasticity adjusts the inhibition
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such that the excitatory firing rate is close to 5 spikes/sec.
The starting position of spontaneous replays largely depends on the network connectivity.
Sequences with low prc are seldom initiated in the first group(s), while for high prc sponta-
neous replays occur predominantly at the beginning of the embedded sequence. Spontaneous
replays for sequences with low prc arise from noise fluctuations that are amplified mainly by
the underlying feedforward connections. Fluctuations propagate through a few groups until
they result in a full-blown replay. On the other hand, to explain the preference of starting
position at the beginning of the sequence for high prc, we refer to the case of disconnected
Hebbian assemblies (Figure 2.3A, panel c) that get activated by the noise fluctuations. In
case of weak feedforward connectivity (e.g., pff < 0.02), these fluctuations do not always
activate the following assemblies due to insufficient feedforward drive. On the other hand,
for pff > 0.03 even a weak activation of an assembly will lead to a replay of the rest of the
sequence. If replays were to start at random locations in the sequence, neurons in the later
section of the sequence would participate in more replays than those earlier in the sequence,
increasing the firing rate in these neurons. The inhibitory plasticity, which homeostatically
regulates the rate, will hence increase the amount of inhibition in these later assemblies,
with the effect of reducing the background activity. Because this in turn suppresses the
fluctuations that trigger replays, spontaneous replays are less likely to be initiated in later
assemblies.
To better characterize spontaneous dynamics, we refer to more extensive measures of the
network dynamics. First, to account for deviations from the AI network state, we measure
the synchrony of firing among neurons within the assemblies. To this end, we calculate the
average pairwise correlation coefficient of spike trains of neurons within the same group.
A low synchrony (value ∼ 0) means that neurons are uncorrelated, while a high synchrony
(value ∼ 1) reveals that neurons fire preferentially together and seldom (or not at all) outside
of an assembly activation. Because the synchrony builds up while activity propagates from
one group to the next, a synchronization is most pronounced in the latter groups of the
sequence. Therefore, we use correlations within the last group of the sequence as a measure
of network synchrony (Figure 2.5B). The average synchrony is low (∼ 0) for low connectivities
(pff , prc < 0.10) and increases as a function of both pff and prc. In the case of high prc, neurons
participating in one assembly excite each other, and hence tend to fire together. On the other
hand, for high pff , neurons within an assembly receive very similar input from the preceding
group, so they fire together. This attachment of single neurons to group activity has two
major consequences: first, it alters the AI state of the network, and second, it alters the
stochastic behavior of the neurons, leading to more deterministic firing and bursting.
The network exhibits frequent epileptiform bursting in the case of high feedforward and
low recurrent connectivities (raster plot examples in Figure 2.3, panel d, and Figure 2.5A,
panel d). To assess this tendency of neurons to fire in bursts, we calculate the coefficient
of variation (CV) for individual neurons’ spike trains. The average CV of neurons in the
last group of the sequence exhibits Poisson-like irregular firing (CV value ∼ 1) for a large
range of parameters (Figure 2.5C). However, for high pff (≥ 0.10) and low prc (≤ 0.10), the
CV value exceeds 1, in line with irregular and bursting firing. In this parameter region,
small fluctuations of activity in the first groups of the sequence are strongly amplified by
the underlying feedforward connectivity, leading to ever increasing activity in the following
groups (Figure 2.5A, panel d). Because of the variable shapes and sizes of these bursts, they
are not always classified as spontaneous activations in Figure 2.5A. Highly bursty firing (CV
> 3) and high synchrony (∼ 1) suggest that the network cannot be properly balanced.
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To test whether the inhibitory plasticity can balance the network activity when assembly
sequences are embedded, we measure the average firing rate in the last group of the sequence
(Figure 2.5D). The firing rate deviates from the target rate of 5 spikes/sec mostly for high
feedforward connectivity (pff & 0.15). This inability of inhibition to keep the firing rate at
the target value can be explained by the frequent replays that shape a stronger inhibitory
input during the balancing of the network. Once the inhibition gets too strong, neurons
can fire only when they receive excessive amount of excitation. Thus, in the case of high
clustering, e.g., strong assembly connectivity, the inhibitory plasticity prevents the neurons
from reaching high firing rates, but is unable to sustain an AI state of the network.
2.3.4 Control of spontaneous and cued replay by external input
Further, we investigate how spontaneous and cued replay are related. The black line in
Figure 2.5A refers to the analytical approximation for connectivities that enable evoked
replay. Compared to the connectivity region of successfully evoked replays in Figure 2.3,
the region for spontaneous replays in Figure 2.5 is slightly shifted to the top and to the
right. Therefore, in only a narrow area of the parameter space, sequences can be replayed by
external input but do not get spontaneously activated. This finding suggests that to embed
a sequence with high signal-to-noise ratio of propagation, the connectivities should be chosen
appropriately, in line with previous reports (Kumar et al., 2010). In what follows we show
that the size of this region can be controlled by external input to the network.
We demonstrate how a small amount of global input current to all excitatory or all
inhibitory neurons can modulate the network and shift it between AI and spontaneous-
replay regimes (Figure 2.5E and F). In the first example, the connectivities are relatively low
(pff = prc = 0.06) such that replay can be evoked (Figure 2.3) but no spontaneous activations
are present (Figure 2.5A and Figure 2.5E, left). After injecting a small additional current of
only 1 pA into the whole excitatory population, the network becomes more excitable, i.e., the
firing rate rises from 5 to 12 spikes/sec and spontaneous replays do arise (Figure 2.5E, right).
On the other hand, in a network with high connectivities (pff = prc = 0.12), replay can
be reliably evoked (Figures 2.3 and 2.4A) and also occurs spontaneously (Figure 2.5A). An
additional input current of 3 pA to the inhibitory population decreases the firing rate of the
excitatory population from 5 to 0.33 spikes/sec and shifts the network from a regime showing
frequent spontaneous replays to a no-replay, AI regime (Figure 2.5F, left and right, respec-
tively). Nevertheless, replays can still be evoked as in Figure 2.3. Hence, the spontaneous-
replay regime and the average firing rate in the AI state can be controlled by global or
unspecific external current.
In summary, the balanced AI network state and successfully evoked replay of assembly
sequences can coexist for a range of connectivities. For higher connectivities, the underlying
network structure amplifies random fluctuations, leading to spontaneous propagations of
activity between assemblies. A dynamical control of the rate of spontaneous events is possible
through external input, which modulates the network activity and excitability. In the brain,
such a switching between regimes could be achieved via neuromodulators, in particular via
the cholinergic or adrenergic systems (Hasselmo et al., 1995; Thomas, 2015).
2.3.5 Smaller assemblies require higher connectivity
So far, we have shown basic properties of sequences at fixed assembly size M = 500. To
determine the role of this group size in replay, we vary M and the connectivity while keeping
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the size of the network fixed. As we have already explored how recurrent and feedforward
connections determine replay individually, we now consider the case where they are equal,
i.e., pff = prc = p.
Assembly sequences can be successfully replayed after stimulation for various assem-
bly sizes (Figure 2.6A). Smaller assemblies require denser connectivity (e.g., p = 0.25 for
M = 100), while larger assemblies allow sparser connectivity (e.g., p = 0.05 for M = 500).
Moreover, assemblies as small as 20 neurons are sufficient to organize a sequence given the
condition of all-to-all connectivity within and between assemblies. The analytically derived
critical value of effective connectivity κ = 1 is in agreement with the numerical simulations






















































































Figure 2.6: Assembly-sequence activation for various group sizes and connectivities. A:
Simulation results for the quality of replay. B: Rate of spontaneous replay. C: Synchrony.
D: Coefficient of variation E: Firing rate. ρ0 = 5 spikes/sec is the target firing rate. In
C, D, and E quantities are averaged over the neurons in the last group of the sequence.
The black line is an analytical estimate for the evoked replay as in Figures 2.3 and 2.5.
To further characterize the network dynamics for varying group size, we measure the
rate of spontaneous activations of assembly sequences in undisturbed networks driven solely
by constant input. As indicated in Figure 2.6B, spontaneous replays occur for a limited set
of parameters resembling a banana-shaped region in the (M , p) plane. The parameter region
for spontaneous replays partly overlaps with that of evoked replay. Again, there is a narrow
range of parameters to the right of the black line in Figure 2.6B for which sequences can be
evoked by external input while not being replayed spontaneously. As shown above, the size
of this region can be controlled by external input to the whole network (Figure 2.5E, F).
34
2.3 Results
To further assess the spontaneous dynamics, we measure the firing synchrony of neurons
within the last group. The synchrony grows as function of both connectivity and group
size (Figure 2.6C). The fact that the synchrony approaches the value one for higher connec-
tivity and group size indicates that the network dynamics gets dominated by spontaneous
reactivations. The simulation results reveal that neurons always fire rather irregular with co-
efficient of variation (CV) between 0.7 and 1.4 (Figure 2.6D). Because the recurrent and the
feedforward connectivities are equal (pff = prc = p), the inhibition is always strong enough
and does not allow epileptiform bursting activity. This behavior is reflected in a rather low
maximal value of the (CV < 1.4) compared to the results from Figure 2.5, where the CV
could exceed values of 4 for low prc. The measured firing rates in the last assembly are at
the target firing rate of ρ0 = 5 spikes/sec for parameter values around and below the critical
value κ = 1 (Figure 2.6E). However, for increasing connectivity p and increasing group size
M , the firing rate deviates from the target, indicating that the inhibitory plasticity cannot
keep the network fully balanced.
To conclude, the assembly size M plays an important role in the network activity. The
critical values of connectivity and group size for successful propagation are inversely pro-
portional. Thus, the analytics predicts that larger assemblies of several thousands neurons
require only a fraction of a percent connectivity in order to propagate synchronous activity.
However, for this to happen, the group size M must be much smaller than the network size
NE . Here NE was fixed to 20,000 neurons for easier comparison of scenarios, but results
are also valid for larger networks (see Materials and Methods, Section 2.5.8). The good
agreement between the mean-field theory and the numerical results suggests that the crucial
parameter for assembly-sequence replay is the total input one neuron is receiving, e.g., the
number of input synapses.
2.3.6 Stronger synapses are equivalent to more connections
Up to this point, all excitatory synaptic connections in our model had constant and equal
strengths. By encoding an assembly sequence we implicitly altered the structural connectiv-
ity by creating new synaptic connections. This case of structural plasticity can also occur
when silent synapses are turned into functionally active connections upon learning (Atwood
and Wojtowicz, 1999; Hanse et al., 2013). However, learning new associations might also be
possible through a change of synaptic strength of individual connections (Bliss and Lømo,
1973; Malenka and Bear, 2004). If a sequence is to be learned through synaptic plasticity,
then instead of increasing the connectivity between groups of neurons, the synaptic con-
ductances could be increased as well. To test whether these two types of plasticity are
equivalent in our approach, we embed assembly sequences with various feedforward connec-
tivities pff and various feedforward conductances gEff , while keeping the recurrent connectivity
(prc = 0.06) and recurrent conductances (gE = 0.1 nS) constant.
Numerical results show that feedforward connectivity and feedforward conductance have
identical roles in the replay of a sequence. That is, the sparser the connections, the stronger
synapses are required for the propagation of activity. The analytical estimate (Figure 2.7A,
black line corresponds to κ ∼ pff gEff = const.) predicts that the product of pff and gEff is the
essential parameter for replay.
That this analytical prediction is fulfilled in the numerical simulations becomes clearer
when we show the replay quality as a function of the feedforward connectivity and the total
feedforward input pff gEff /gE a neuron is receiving (Figure 2.7B). It is irrelevant whether the
number of connections are changed or their strength, what matters is their product. This rule
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Figure 2.7: Feedforward conductance versus feedforward connectivity. A: Quality of replay
as a function of connectivity and synaptic strength. B: The replay as a function of connec-
tivity and total feedforward conductance input shows that the propagation is independent
of connectivity as long as the total feed-forward input is kept constant. C: Spontaneous
network dynamics described by the rate of spontaneous replay, synchrony, CV, and firing
rate.
breaks only for sparse connectivities (pff < 0.01), i.e. when the mean number of feedforward
connections between two groups is low (< 5). Therefore, the number of relevant connections
cannot be reduced to very low numbers.
Consistent with earlier findings, the quality of replay is high above a certain strength of
the total feedforward conductance (& 0.05 in Figure 2.5B) and for pff ≥ 0.01. However, for
sufficiently large feedforward input (pff gEff /gE > 0.12), the replay of sequences is severely
impaired as the network is in a state of highly synchronous bursting activity (Figure 2.7B),
which is similar to the results shown in Figures 2.5 and 2.6.
We also examined sequences that are formed by increasing existing background con-
nections between the assemblies by a factor pff/prand, rather than by adding additional
connections. Replays are possible also in this condition and they are indistinguishable from
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networks with increased feedforward connectivities.
The rule that the total input pff gEff determines the network behavior also holds for
spontaneous activity. Spontaneous replay rate, CV, synchrony, and firing rate all vary as a
function of the total input (Figure 2.7C), and only weakly as a function of the connectivity




E < 0.10 it is possible to evoke a replay while preserving the AI state of the network.
Increasing the total input beyond this value drives the network into a state of spontaneous
replay with increased synchrony.
2.3.7 Forward and reverse replay in assembly sequences with symmetric
connections
The assembly-sequence model discussed until now contains asymmetric connections, i.e.,
neurons from one group project extensively within the same and the subsequent group but
not to the previous group. We showed that such feedforward assembly sequences are capable
of propagating activity, which we call replay. Thus, the proposed model may give an insight
on the replay of behavioral sequences that have been observed in the hippocampus (Lee and
Wilson, 2002). However, further experiments revealed that sequences are also replayed in
the inverse temporal order than during behavior, so-called reverse replay (Foster and Wilson,
2006; Diba and Buzsáki, 2007). The direction of this replay also depended on the context,
i.e., when the animal was at the beginning of the path, forward replays prevailed; while after
traversing the path, more reverse replays were detected (but see Karlsson and Frank, 2009).
This suggests that the replay activity might be cued by the sensory input experienced at the
current location of the animal.
As the feedforward structure adopted in the network model is largely asymmetric, the
assembly sequence is incapable of reverse replay in its current form. To be able to activate a
sequence in both directions, we modify the network and add symmetric connectivity between
assemblies (Litwin-Kumar and Doiron, 2014; Sadeh et al., 2015). The symmetric STDP
window that has been reported recently in the hippocampal CA3 area in vivo (Mishra et al.,
2016) would allow for strong bidirectional connections. In such a model, an assembly of
neurons does not project only to the subsequent assembly but also to the preceding, and
both projections are random with probability pff (Figure 2.8A). While this connectivity
pattern decreases the group clustering and makes the sequence more continuous, it does not
lead to full merge of the assemblies because the inhibition remains local for each group.
Interpreting this network as a model for hippocampal activity during spatial navigation
of a virtual rat on a linear track (Figure 2.8B, top), we test the idea that external input
can switch the network between a spontaneous-replay state during rest and a non-replay,
spatial-representation state during locomotion. During immobility at the beginning of the
track, a context-dependent input cue is mimicked by a constant current Ie = 2 pA injected
into the excitatory neurons of the first assembly (Figure 2.8B, red bar from 0 to 500 ms).
The elevated firing rate of the first assembly results in a spontaneous forward replay, similar
to the experimental findings during resting states at the beginning of a linear track (Foster
and Wilson, 2006; Diba and Buzsáki, 2007).
After the initial 500 ms resting period, an external global current of −10 pA is injected
into the whole excitatory population to decrease network excitability and to mimic a state
in which the rat explores the environment. In addition, to model place-specific sensory
input that is locked to theta oscillations, we apply a strong and brief conductance input
(as in Figure 2.2) every 100 ms to the assembly that represents the current location. In this
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Figure 2.8: Symmetric assembly sequence. A: Schematic of an assembly sequence with symmet-
ric connections between groups. B: Virtual rat position on a linear track (top) and the
corresponding neuronal activity (bottom) as a function of time for 2 seconds. The rat
rests at position “b” for half a second, then moves from “b” to “e” with constant speed for
one second, where it rests for another 500 ms. While the rat is immobile at both ends of
the track, a positive current input Ie = 2 pA is applied to the excitatory population of the
first and last assembly as shown by the red background in the raster plot. Spontaneous
replays start from the cued assemblies. During exploration, however, the network activ-
ity is decreased by a current Ie = −10 pA injected to the whole excitatory population,
denoted with a blue horizontal bar. Strong sensory input during traversal activates the
location-specific assemblies but does not result in any replay. The timing and location
of the stimulations is denoted with red vertical bars in the raster plot. Recurrent and
feedforward connectivities are prc = 0.15 and pff = 0.03, respectively.
situation, the assemblies fire at their corresponding locations only. There is, however, a weak
activation of the neighboring assemblies that does not result in a replay. An extension of
the model including lateral inhibition and short-term plasticity would possibly enable theta
sequences that span in one direction only (Romani and Tsodyks, 2015). Such an extension
is, however, beyond the scope of the current project.
At the end of the track, we retract the global external current to return to the virtual
resting state for the last 500 ms of the simulation, and the network switches back to higher
mean firing rates. A context-dependent sensory cue to the last group (Ie = 2 pA current
injected continuously) then leads to a spontaneous reverse replay, similar to experimental
findings at the end of a linear track (Foster and Wilson, 2006; Diba and Buzsáki, 2007).
In the absence of a context-dependent current injection during virtual resting state, spon-
taneous replays start at around the middle of the sequence (as in Figure 2.5) and propagate
in forward or reverse direction. As noise fluctuations are gradually amplified while propagat-
ing between assemblies, it is rare to find a spontaneous event that is simultaneously replayed
in both directions. In our simulations (Figure 2.8), we assumed that the starting position of
replay is cued by the sensory input from the current location. However, it has been shown
that replays during theta sequences are rather segmented and represent the environment in
discrete “chunks” (Gupta et al., 2012). These segments are not uniformly distributed but
tend to cover the space between physical landmarks, noteworthy positions in the environ-
ment. The finding of Gupta et al. (2012) suggests that there might be other mechanisms
controlling the starting position of replay other than the sensory input. Currently, it is an
open question whether SWR replays represent the environment also in a segmented manner
from a landmark to a landmark.
In summary, we show that given symmetric connectivity between assemblies, transient
activity can propagate in both directions. Large negative external currents injected into all
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excitatory neurons can decrease network excitability and thus block the replay of sequences.
On the other hand, spontaneous replay can be cued by a small increase in the firing rate of a
particular assembly. Interestingly, once a replay is initiated, it does not change direction, in
spite of the symmetric connectivity. An active assembly receives feedback inhibition from its
inhibitory subpopulation, which prevents immediate further activations and hence a reversal
of the direction of propagation.
2.4 Discussion
We revived Hebb’s idea on assembly sequences (or “phase sequences”) where activity in a
recurrent neural network propagates through assemblies (Hebb, 1949), a dynamics that could
underlie the recall and consolidation of memories. An important question in this context is
how learning of a series of events can achieve a strong enough synaptic footprint to replay this
sequence later. Using both numerical simulations of recurrent spiking neural networks and an
analytical approach, we provided a biologically plausible model for understanding how minute
synaptic changes can nevertheless be uncovered by small cues or even manifest themselves as
activity patterns that emerge spontaneously. We showed how the impact of small changes in
the connections between assemblies is boosted by recurrent connectivity within assemblies.
This interaction between recurrent amplification within an assembly and the feedforward
propagation of activity establishes a possible basis for the retrieval of memories. Our theory
thus provides a unifying framework that combines the fields of Hebbian assemblies and
assembly sequences (Hebb, 1949), synfire chains (Abeles, 1991; Diesmann et al., 1999), and
fast amplification in balanced recurrent networks that are in an asynchronous-irregular state
(Murphy and Miller, 2009; Vogels et al., 2011).
Main conclusions from our work are that the effective coupling between assemblies is a
function of both feedforward and recurrent connectivities, and that the network can express
three main types of behavior: 1. When the coupling is weak enough, assembly sequences are
virtually indistinguishable from the background random connections, and no replays take
place. 2. For sufficiently strong coupling, a transient input to some assembly propagates
through the sequence, resulting in a replay. 3. For even stronger coupling, noise fluctuations
get amplified by the underlying structure, resulting in spontaneous replays. Each of these
three regimes has a certain advantage in performing a particular task. Weak coupling is
appropriate for imprinting new sequences if the network dynamics is driven by external
inputs rather than controlled by the intrinsically generated activity. Intermediate coupling is
suitable for recollection of saved memories; sequences remain concealed and are replayed only
by specific input cues; otherwise, the network is in the asynchronous-irregular, spontaneous
state. For strong coupling, spontaneous replays might be useful for offline recollection of
stored sequences when there are no external input cues. Importantly, the network behaviour
and the rate of spontaneous events depends not only on the coupling but can be controlled by
modulating the network excitability through external input. Neuromodulator systems, for
example the cholinergic and the adrenergic systems (Hasselmo et al., 1995; Thomas, 2015)
might therefore mediate the retrieval process.
2.4.1 Related models
Assembly sequences are tightly related to synfire chains, which were proposed (Abeles, 1991)
as a model for the propagation of synchronous activity between groups of neurons. Diesmann
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et al. (1999) showed for the first time that synfire chains in a noisy network of spiking neu-
rons can indeed support a temporal code. It has been shown, however, that the embedding
of synfire chains in recurrent networks is fragile (Aviel et al., 2003; Mehring et al., 2003),
because on the one hand, synfire chains require a minimal connectivity to allow propagation,
while on the other hand, a dense connectivity between groups of neurons can generate unsta-
ble network dynamics. Therefore, Aviel et al. (2004) introduced “shadow pools” of inhibitory
neurons that stabilize the network dynamics for high connectivity. The network fragility can
also be mitigated by reducing the required feedforward connectivity: inputs from the previ-
ous assembly are boosted by recurrent connections within the assembly. This approach was
followed by Kumar et al. (2008), who examined synfire chains embedded in random networks
with local connectivity, thus, implicitly adopting some recurrent connectivity within assem-
blies as proposed by the assembly-sequence hypothesis; nevertheless, their assemblies were
fully connected in a feedforward manner. Recently, it was shown that replay of synfire chains
can be facilitated by adding feedback connections to preceding groups (Moldakarimov et al.,
2015). However, this Hebbian amplification significantly increased the duration of the spike
volleys and thus decreased the speed of replay. Our model circumvents this slowing effect
by combining the recurrent excitation with local feedback inhibition, effectively replacing
Hebbian amplification by a transient “balanced amplification” (Murphy and Miller, 2009).
Other analytical studies have used the Fokker-Planck approach to describe the prop-
agation of pulse packets in synfire chains (Câteau and Fukai, 2001; Gerstner and Kistler,
2002). In particular, Monasson and Rosay (2014) have used diffusion analysis to explore
the interplay between different environments encoded in the network and their effects on
the activity propagation during replay. To store sequences, further classes of models were
proposed, e.g., “winner-takes-all” (Klampfl and Maass, 2013; Kappel et al., 2014; Mostafa
and Indiveri, 2014) and “communication through resonance” (Hahn et al., 2014). However,
the activity propagation in these models has an order of magnitude slower time scales than
the synfire chain or the assembly sequence, and thus, are not suitable for rapid transient
replays.
The spontaneous replay in our network bears some resemblance with the population
bursts that occur in a model with supralinear amplification of precisely synchronised inputs
(Memmesheimer, 2010; Jahnke et al., 2015). Adding such nonlinearities to the conductances
in our model might decrease even further the connectivity required for the assembly-sequence
replay. Another model class, which relies on lognormal conductance distributions, has been
proposed as a burst generator for sharp-wave ripples (SWRs) (Omura et al., 2015). The
model accounts for spontaneously generated stereotypical activity that propagates through
neurons that are connected with strong synapses.
Other computational models have focused more on different aspects of the SWR events.
Taxidis et al. (2012), for example, proposed a hippocampal model where a CA3 network
rhythmically generates bursts of activity, which propagate to a predominantly inhibitory
CA1 network that generates fast ripple oscillations. The ripple generation by inhibitory
networks is studied in a greater detail in Malerba et al. (2016). Azizi et al. (2013) have
explored the properties of a network that stores the topology of several environments and
have shown that spike-frequency adaptation is an important mechanism for the movement
of the activity bump within and between environments. In another modeling study, Romani
and Tsodyks (2015) proposed that short-term synaptic depression is a potential mechanism
for explaining the hippocampal activity both during mobility (theta-driven activity) and
during immobility (fast replays).
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Another class of models that aims to explain the origin of SWR events relies on the elec-
trical coupling between axons of pyramidal cells in the CA3/CA1 regions (Draguhn et al.,
1998; Schmitz et al., 2001; Traub et al., 2012). In a numerical model, Vladimirov et al. (2013)
showed that the axonal plexus could explain the occurrence of SWs, the fast ripple oscilla-
tion, and moreover, account for the forward and reverse replay of sequences. Nevertheless,
anatomical data to show the existence of such connections is still scarce (Hamzei-Sichani
et al., 2007).
2.4.2 Relation between recurrent and feedforward connectivity
What is the most efficient set of connectivities in terms of numbers of synapses used? To cre-
ate an assembly ofM neurons and to connect it to another assembly of the same size, we need
M2(prc + pff) excitatory-to-excitatory synapses. The constraint κ = 1 (Equation 2.7) then
leads to a minimum total number of synapses at prc = 0. This result is somewhat surprising
because it suggests that our proposed recurrent amplification provides a disadvantage.
However, another constraint might be even more important: to imprint an association in
one-shot learning, as for example required for episodic memories, it might be an advantage
to change as few synapses as possible so that one can retrieve the memory later via a replay.
Therefore, pff should be low, in particular lower than the recurrent connectivity that is bound
by the morphological connectivity that includes also weak or silent synapses. Minimizing
pff under the constraint κ = 1 implies, however, maximizing prc. Such large connectivities
might require longer time to develop. A large prc is compatible with one-shot learning only
if assemblies (that are defined by increased prc among a group of neurons) can be set up
prior to the (feedforward) association of assemblies. Thus, episodic memories could benefit
from strong preexisting assemblies. For setting up such assemblies, long time periods might
be available to create new synapses and to morphologically grow synapses. Thus, we predict
that for any episodic memory to be stored in one-shot learning in hippocampal networks such
as CA3, a sufficiently strong representation of the events to be associated does exist prior
to successful one-shot learning. In this case, pff (i.e., connectivity in addition to prand) can
be almost arbitrarily low. A natural lower limit is that the number of synapses per neuron
Mpff is much larger than 1, say 10 as a rough estimate (in Figure 2.3 we have Mpff ∼ 30 for
a rather low value of prc = pff , and 10 for prc = 0.30; even 5 or more very strong synapses
are sufficient in Figure 2.7). This can be interpreted in two ways: (1) Every neuron should
activate several neurons in the subsequent assembly, and (2) every neuron in an assembly to
be activated should receive several synapses from neurons in the previous assembly.
For example in the modeled network, for pff = 0.02 and Mpff > 10 we obtain M > 500,
which is in agreement with an estimated optimal size of assemblies in the hippocampus (Lei-
bold and Kempter, 2006). The total number of feedforward synapses required for imprinting
an association is thenM2pff > 5, 000, which is a relatively small number compared to the to-




prand = 4 ·106 for NE = 20, 000 and prand = 0.01.
Scaling up the network accordingly (see Section 2.5.8) to the size of a rodent CA3 network,
i.e., NE = 240, 000 (a typical number for the rat hippocampus, e.g., West et al., 1991; Rapp
and Gallagher, 1996), the number of new associative synapses is M2pff > 17, 000, while the
total connections are more than 0.5 · 109.
To conclude, abundant recurrent connections within assemblies can decrease the feedfor-
ward connectivity required for a replay to almost arbitrary low values. Moreover, the ratio of
memory synapses to background synapses decreases as the network is scaled to bigger size.
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2.4.3 Mechanisms for assembly-sequence formation
For sequence replay, increasing the number of connections between groups has the same effect
as scaling up the individual connection strengths. We conclude that structural and synaptic
plasticity could play an equivalent role in the formation of assembly sequences. In the current
study we have not considered plasticity mechanisms that could be mediating the formation of
assembly sequences. Previous attempts of implementing a spike-timing-dependent plasticity
(STDP) rule with an asymmetric temporal window (Bi and Poo, 1998; Gerstner et al., 1996;
Kempter et al., 1999) in recurrent networks led to structural instabilities (Levy and Ruppin,
2000; Morrison et al., 2007; Lazar et al., 2009). However, it has been shown that under
certain conditions the asymmetric STDP rule could encode sequences of connections (Jahnke
et al., 2015), and moreover, maintain strong bidirectional synapses (Bush et al., 2010). More
sophisticated learning rules better matched the experimentally observed plasticity protocols
(Pfister and Gerstner, 2006; Clopath et al., 2010; Graupner and Brunel, 2012), and these
rules combined with various homeostatic mechanisms could form Hebbian assemblies that
remained stable over long time periods (Litwin-Kumar and Doiron, 2014; Sadeh et al., 2015;
Zenke et al., 2015). Moreover, it has been shown that the triplet-based STDP rules (Pfister
and Gerstner, 2006; Clopath et al., 2010) lead to strong bidirectional connections (Litwin-
Kumar and Doiron, 2014; Sadeh et al., 2015), a network motif that has been reported in
multiple brain regions (Song et al., 2005; Ko et al., 2011; Sadovsky and MacLean, 2013;
Cossell et al., 2015; Guzman et al., 2016). Recent experimental work on the plasticity of
the CA3-to-CA3 pyramidal cell synapses has revealed a symmetric STDP temporal curve
(Mishra et al., 2016). Such a plasticity rule can be responsible for the encoding of stable
assembly representations in the hippocampus.
Several plasticity rules have been successfully applied in learning sequences (Bush et al.,
2010; Waddington et al., 2012; Brea et al., 2013; Kruskal et al., 2013; Jimenez Rezende
and Gerstner, 2014; Scarpetta and de Candia, 2014; Jahnke et al., 2015). However, these
studies focused purely on sequence replay and did not take into account its interaction with
a balanced, asynchronous irregular background state.
2.4.4 Relations to hippocampal replay of behavioral sequences
The present model may explain the fast replay of sequences associated with the sharp-wave
ripple (SWR) events, which originate in the CA3 region of the hippocampus predominantly
during rest and sleep (Buzsáki, 1989). SWRs are characterized by a massive neuronal de-
polarization reflected in the local field potential (Csicsvari et al., 2000). Moreover, during
SWRs, pyramidal cells in the CA areas fire in sequences that reflect their firing during prior
awake experience (Lee and Wilson, 2002). Cells can fire in the same or in the reverse sequen-
tial order, which we refer to as forward and reverse replay, respectively (Foster and Wilson,
2006; Diba and Buzsáki, 2007). Our model, however, can not account for the slower replays
that occur at near behaviour time scales during REM sleep (Louie and Wilson, 2001).
According to the two-stage model of memory trace formation (Buzsáki, 1989), the hip-
pocampus is encoding new episodic memories during active wakefulness (stage one). Later,
these memories are gradually consolidated into neocortex through SWR-associated replays
(stage two). It has been proposed that acetylcholine (ACh) modulates the flow of information
between the hippocampus and the neocortex and thereby mediates switches between these
memory-formation stages (Hasselmo, 1999). During active wakefulness, the concentration
of ACh in hippocampus is high, leading to partial suppression of excitatory glutamatergic
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transmission (Hasselmo et al., 1995) and promoting synaptic plasticity (Halff et al., 2014).
In this state, a single experience seems to be sufficient to encode representations of the im-
mediate future in an environment (Feng et al., 2015). On the other hand, the level of ACh
decreases significantly during slow-wave sleep (Marrosu et al., 1995), releasing the synaptic
suppression and resulting in strong excitatory feedback synapses, which suggests that this
boost of recurrent and feedback connections leads to the occurrence of SWRs. In line with
this hypothesis, the present model shows that increasing the synaptic strengths shifts the
assembly-sequence dynamics from a no-replay regime to a spontaneous-replay regime. Also,
we demonstrated that this regime supports both forward and reverse replay if assemblies are
projecting symmetrically to each other and if recurrent connectivity exceeds severalfold the
feedforward coupling.
Dragoi and Tonegawa (2011, 2013) showed that sequences can be replayed during SWRs
also prior to the first exposure of the environment in which these sequences are represented.
This finding challenges the standard framework according to which sequences are imprinted
during exploration of the environment, i.e., the two-stage memory model (Buzsáki, 1989).
An alternative model by Cheng (2013) proposes that the recurrent CA3 synaptic weights are
relatively constant during learning, and no plasticity in CA3 is required during the formation
of new memories. According to the CRISP model (Cheng, 2013), the storage of sequences
is an intrinsic property of the CA3 network, and these sequences are formed offline prior to
utilization due to the maturation of newly generated granule cells in the dentate gyrus. The
model presented in this chapter concerns the storage of sequences in a recurrent network and
is not in contradiction with the idea of preexisting sequences.
Our model deploys a single uniform inhibitory population which is, likely, an oversimpli-
fication of cortical and subcortical networks that are rich in expressing various interneuron
types (Klausberger and Somogyi, 2008; Kullmann, 2011). However, the roles of the dif-
ferent inhibitory neurons during various brain states, and in particular, during SWRs are
not well known. Strong candidates for interneurons that might be balancing the run-away
excitation during SWR replay are the basket cells due to their fast dynamics and strong
synapses. Moreover, they are one of the most active inhibitory neurons during SWRs. OLM
cells with their slower input on the distal dendrites are good candidates for priming which
assemblies/sequence might be replayed prior to the event.
In summary, a prediction of our assembly-sequence model is that prior to being able to
store and recall a memory trace that connects events, strong enough representations of events
in recurrently connected assemblies are necessary because recalling a minute memory trace
requires amplification within assemblies. Another prediction of this model is based on the
fact that the network is in an asynchronous-irregular state during the time intervals between
replays. Hence, by increasing the activity of the excitatory neurons or by disinhibiting the
network, e.g., by decreasing the activity of the interneuron population specialized in keeping
the balance, one could increase the rate of spontaneous replays. Such disinhibition might
explain the counter-intuitive observation that SWRs can be evoked by the activation of
interneurons (Ellender et al., 2010; Schlingloff et al., 2014). Our model thus links a diverse
set of experimental results on the cellular, behavioral, and systems level of neuroscience on
memory retrieval and consolidation (Diekelmann and Born, 2010).
2.5 Materials and Methods
The network simulations as well as the data analyses were performed in Python (www.python.org).
The neural network was implemented in Brian (Goodman and Brette, 2009). For managing
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the simulation environment and data processing, we used standard Python libraries such as
NumPy, SciPy, Matplotlib, and SymPy.
2.5.1 Neuron model
Neurons are described by a conductance-based leaky integrate-and-fire model, where the




leak(V rest − Vi) +GEi (V E − Vi) +GIi (V I − Vi) + Iext. (2.2)
The cells’ resting potential is V rest = −60 mV, its capacitance is C = 200 pF, and the leak
conductance is Gleak = 10 nS, resulting in a membrane time constant of 20 ms in the absence
of synaptic stimulation. The variables GEi and GIi are the total synaptic conductances
describing the time-dependent synaptic inputs to neuron i. The excitatory and inhibitory
reversal potentials are V E = 0 mV and V I = −80 mV, respectively. Iext = Iconst + Ix is
an externally applied current. To evoke activity in the network, a constant external current
Iconst = 200 pA is injected into each neuron, which evokes a regular, intrinsically oscillating
activity in the neuron, if considered in isolation. However, embedding such neurons in
random recurrent networks can lead to irregular activity, as outlined below in the following
two subsections. Only if explicitly stated (e.g., Figures 2.5 and 2.8), small additional current
inputs Ix are applied to excitatory or inhibitory neurons, which we denote as Ie and Ii,
respectively. As the membrane potential Vi reaches the threshold V th = −50 mV, neuron i
emits an action potential, and the membrane potential Vi is reset to the resting potential
V rest for a refractory period τrp = 2 ms.
The dynamics of the conductances GEi and GIi of a postsynaptic cell i are determined by
the spiking of the excitatory and inhibitory presynaptic neurons. Each time a presynaptic
cell j fires, the synaptic input conductance of the postsynaptic cell i is increased by gEij
for excitatory synapses and by gIij for inhibitory synapses. The input conductances decay
exponentially with time constants τE = 5 ms and τ I = 10 ms. The dynamics of the total










Here the sum runs over the presynaptic projections j and over the sequence of spikes f from
each projection. The time of the f th spike from neuron j is denoted by t(f)j , and δ is the
Dirac delta function. The inhibitory conductance GIi is described analogously.
Amplitudes of recurrent excitatory conductances and excitatory conductances on in-
hibitory neurons are denoted with gEij and gIEij , respectively. If not stated otherwise, all
excitatory conductance amplitudes are fixed and equal (gEij = gIEij = gE = 0.1 nS), which re-
sults in EPSPs with an amplitude of ≈ 0.1 mV at resting potential. The recurrent inhibitory
synapses are also constant (gIij = 0.4 nS) while the inhibitory-to-excitatory conductances gEIij
are variable (see below). Irrespectively of the synaptic type, the delay between a presynaptic
spike and a postsynaptic response onset is always 2 ms.
44
2.5 Materials and Methods
2.5.2 Network model
The modeled network consists of NE = 20, 000 excitatory and N I = 5, 000 inhibitory neu-
rons. Our results do not critically depend on the network size (see Section “Scaling the
network size” below). Initially, all neurons are randomly connected with a sparse probability
prand = 0.01.
A cell assembly is defined as a group of recurrently connected excitatory and inhibitory
neurons (Figure 2.1A). The assembly is formed by picking M excitatory and M/4 inhibitory
neurons from the network; every pair of pre- and post-synaptic neurons within the assembly
is randomly connected with probability prc. The new connections are created independently
and in addition to the already existing ones. Thus, if by chance two neurons have a connec-
tion due to the background connectivity and are connected due to the participation in an
assembly, then the synaptic weight between them is simply doubled. Unless stated otherwise,
assemblies are hence formed by additional connections rather than stronger synapses.
In the random network, we embed 10 non-overlapping assemblies with size M = 500
if not stated otherwise. The groups of excitatory neurons are connected in a feedforward
fashion, and a neuron from one group projects to a neuron of the subsequent group with
probability pff (Figure 2.1B). Such a feedforward connectivity is reminiscent of a synfire chain.
However, classical synfire chains do not have recurrent connections (prc = 0, pff > 0), while
here, neurons within a group are recurrently connected even beyond the random background
connectivity (prc > 0, pff > 0). We will refer to such a sequence as an “assembly sequence”.
By varying the connectivity parameters prc and pff , the network structure can be manipulated
to obtain different network types (Figure 2.1C). In the limiting case where feedforward
connections are absent (prc > 0, pff = 0) the network contains only largely disconnected
Hebbian assemblies. In contrast, in the absence of recurrent connections (prc = 0, pff > 0),
the model is reduced to a synfire chain embedded in a recurrent network. Structures with
both recurrent and feedforward connections correspond to Hebbian assembly sequences.
To keep the network structure as simple as possible and to be able to focus on mech-
anisms underlying replay, we use non-overlapping assemblies and we do not embed more
than 10 groups. Nevertheless, additional simulations with overlapping assemblies and longer
sequences indicate that our approach is in line with previous results on memory capacity
(Leibold and Kempter, 2006, 2008; Trengove et al., 2013). Advancing the theory of memory
capacity is, however, beyond the scope of this chapter.
2.5.3 Balancing the network
A naive implementation of the heterogeneous network as described above leads, in general, to
dynamics characterized by large population bursts of activity. To overcome this epileptiform
activity and ensure that neurons fire asynchronously and irregularly (AI network state),
the network should operate in a balanced regime. In the balanced state, large excitatory
currents are compensated by large inhibitory currents, as shown in vivo (Okun and Lampl,
2008; Cafaro and Rieke, 2010) and in vitro (Xue et al., 2014). In this regime, fluctuations
of the input lead to highly irregular firing (van Vreeswijk and Sompolinsky, 1996, 1998),
a pattern observed in the cortex (Abeles, 1991; Softky and Koch, 1993) as well as in the
hippocampus during non-REM sleep (Csicsvari et al., 1999; Poe et al., 2010).
Several mechanisms were proposed to balance numerically simulated neural networks.
One method involves structurally modifying the network connectivity to ensure that neurons
receive balanced excitatory and inhibitory inputs (Renart et al., 2007; Roudi and Latham,
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2007). It was shown that a short-term plasticity rule (Tsodyks and Markram, 1997) in a fully
connected network can also adjust the irregularity of neuronal firing (Barbieri and Brunel,
2008).
Here, we balance the network using the inhibitory-plasticity rule (Vogels et al., 2011). All
inhibitory-to-excitatory synapses are subject to a spike-timing-dependent plasticity (STDP)
rule where near-coincident pre- and postsynaptic firing potentates the inhibitory synapse
while presynaptic spikes alone cause depression. A similar STDP rule with a symmetric
temporal window was recently reported in the layer 5 of the auditory cortex (D’amour and
Froemke, 2015).
To implement the plasticity rule in a synapse, we first assign a synaptic trace variable
xi to every neuron i such that xi is incremented with each spike of the neuron and decays
with a time constant τSTDP = 20 ms:
xi → xi + 1 , if neuron i fires,
τSTDP
dxi
dt = −xi , otherwise.
The synaptic conductance gEIij (t) from inhibitory neuron j to excitatory neuron i is initialized
with value gI0 = 0.4 nS and is updated at the times of pre/post-synaptic events:
gEIij = gEIij + η(xi − α) , for a presynaptic spike in neuron j,
gEIij = gEIij + ηxj , for a postsynaptic spike in neuron i
where 0 < η  1 is the learning-rate parameter, and the bias α = 2ρ0τSTDP is determined by
the desired firing rate ρ0 of the excitatory postsynaptic neurons. In all simulations, ρ0 has
been set to 5 spikes/sec, which is at the upper bound of the wide range of rates that were
reported in the literature: e.g., 1 − 3 spikes/sec in Csicsvari et al. (2000); 3 − 6 spikes/sec
in Kowalski et al. (2015); 1 − 76 spikes/sec in Felsen et al. (2005); 0.43 − 3.60 spikes/sec in
Cheng and Ji (2013); 1− 11 spikes/sec in English et al. (2014).
Existence of background connections and an implementation of the described inhibitory
STDP rule drives typically the network into a balanced AI state. The excitatory and the
inhibitory input currents balance each other and keep the membrane potential just below
threshold while random fluctuations drive the firing (Figure 2.2A, B). The specific conditions
to be met for a successful balance are discussed in the Results section. Similar effects could be
achieved also in the absence of random background connections when input with appropriate
noise fluctuations is applied to the neurons. We find this scenario, however, less realistic as
neurons would be largely disconnected.
In the AI network regime, any perturbation to the input of an assembly will lead to
a transient perturbation in the firing rate of the neurons within it. In the case of strong
recurrent connections within the assembly, a small excitatory perturbation will lead to a
stronger firing of both the excitatory as well as the inhibitory neurons. This amplification
of input fluctuations into larger activity fluctuations is, unlike the Hebbian amplification,
fast and does not show slowing of the activation dynamics for large connectivities. This
phenomenon of transient pattern completion is known as balanced amplification (Murphy and
Miller, 2009), where it is essential that each assembly has excitatory and inhibitory neurons
and strong recurrent connectivity. Another advantage of the inhibitory subpopulations is
the rapid negative feedback that can lead to enhanced memory capacity of the network
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(Kammerer et al., 2013).
2.5.4 Simulations and data analysis
Each network simulation consists of 3 main phases:
1. Balancing the network. Initially, the population activity is characterized by massive
population bursts with varying sizes (avalanches). During a first phase, the network (random
network with embedded phase sequence) is balanced for 50 seconds with decreasing learning
rate (0.005 ≥ η ≥ 0.00001) for the plasticity on the inhibitory-to-excitatory synapses. During
this learning, the inhibitory plasticity shapes the activity, finally leading to AI firing of the
excitatory population. Individual excitatory neurons then fire roughly with the target firing
rate of 5 spikes/sec, while inhibitory neurons have higher firing rates of around 20 spikes/sec,
which is close to rates reported in the hippocampus (Csicsvari et al., 2000; Cheng and Ji,
2013). After 50 seconds simulation time, the network is typically balanced.
2. Reliability and quality of replay. In a second phase, the plasticity is switched
off to be able to probe an unchanging network with external cue stimulations. All neurons
from the first group/assembly are simultaneously stimulated by an external input so that
all neurons fire once. The stimulation is mimicked by adding an excitatory conductance
in Equation 2.3 (gmax = 3 nS) that is sufficient to evoke a spike in each neuron. For large
enough connectivities (prc and pff), the generated pulse packet of activity propagates through
the sequence of assemblies, resulting in a replay. For too small connectivities, the activity
does not propagate. For excessively high connectivities, the transient response of one group
results in a burst in the next group and even larger responses in the subsequent groups,
finally leading to epileptiform population bursts of activity (Figure 2.3).
To quantify the propagation from group to group and to account for abnormal activity,
we introduce a quality measure of replay. The activity of a group is measured by calculating
the population firing rate of the underlying neurons smoothed with a Gaussian window
of 2 ms width. We extract peaks of the smoothed firing rate that exceed a threshold of
30 spikes/sec. A group is considered to be activated at the time at which its population
firing rate hits its maximum and is above the threshold rate. Activity propagation from one
group to the next is considered to be successful if one group activates the next one within a
delay between 2 and 20 ms. A typical delay is about 5 ms, but in the case of extremely small
pff and large prc the time of propagation can take ∼ 15 ms. Additional rules are imposed to
account for exceeding activity and punish replays that lead to run-away firing. First, if the
activity of an assembly exceeds a threshold of 180 spikes/sec (value is chosen manually for
best discrimination), the group is considered as bursting, and thus, the replay is considered
as failed. Second, if the assembly activity displays 2 super-threshold peaks that succeed each
other within 30 ms, the replay is unsuccessful. Third, a “dummy group” (of size M) from
the background neurons is used as a proxy for detecting activations of the whole network.
In case that the dummy group is activated during an otherwise successful replay, the replay
is failed. Thus, for each stimulation the “quality of replay” has a value of 1 for successful
and a value of 0 for unsuccessful replays. The quality of replay for each set of parameters
(Figure 2.3) is an average from multiple (& 5) stimulations of 5 different realizations of each
network.
Additionally, we test the ability of the assembly sequence to complete a pattern by
stimulating only a fraction of the neurons in the first group (Figure 2.4). Analogously to the
full stimulation, the quality of replay is measured.
3. Spontaneous activity. In the last phase of the simulations, no specific input is
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applied to the assemblies. As during the first phase of the simulation, the network is driven
solely by the constant-current input Iconst = 200 pA applied to each neuron, and plasticity
is switched off.
During this state, we quantify spontaneous replay (Figure 2.5). Whenever the last as-
sembly is activated and if this activation has propagated through at least three previous
assemblies, we consider this event as a spontaneous replay. Here, we apply the quality mea-
sure of replay, where bursty replays are disregarded. Additionally, we quantify the dynamic
state of the network by the firing rate, the irregularity of firing, and the synchrony of a few
selected groups from the sequence. The irregularity is measured as the average coefficient of
variation of inter-spike intervals of the neurons within a group. As a measure of synchrony
between 2 neurons, we use the cross-correlation coefficient of their spike trains binned in
5-ms windows. The group synchrony is the average synchrony between all pairs of neurons
in a group.
2.5.5 Estimating response times of neurons and the network
How quickly do the neurons that receive a synchronous pulse packet react during a replay?
Following the arguments of Diesmann et al. (1999), the response time is not determined
by the membrane time constant of the neuron, but rather by the time it takes the neurons
to reach threshold in response to the pulse packet. An analytical calculation can hence be
obtained by considering the membrane potential dynamics in Equation 2.2. Let us assume
that a neuron is at some initial voltage V0. How fast does the neuron reach the threshold
voltage when an external excitatory conductance Ginj is applied to the membrane? We can
express the membrane potential V (t) explicitly:
V = (V0 − V ∗) exp−
t
τ∗ +V ∗
where the “driving” voltage is
V ∗ = G
leakV rest +GEV E +GIV I + Iext +GinjV E
Gleak +GE +GI +Ginj
and the time constant is
τ∗ = G
leak
Gleak +GE +GI +Ginj τm .
Here, τm = C/Gleak = 20 ms is the leak time constant from Equation 2.2. The time that is
needed for a neuron with initial membrane potential V0 to reach the voltage threshold V th
is:
tAP = τ∗ log
(
V0 − V ∗
V th − V ∗
)
.
Substituting with parameter values corresponding to the simulations (GE = 0.6 nS, GI =
5 nS, Gleak = 10 nS, Ginj = 3 nS, V0 = −51 mV), we obtain tAP = 1.4 ms. Here, for Ginj we
use a typical value of the peak excitatory conductance during a replay.
We also measured the activation time of the assemblies during pulse propagation in the
simulated balanced network. A stimulation with step conductance Ginj applied to a group
of random neurons leads to a fast increase in firing rates (20%-to-80% rise time is 1 ms ).
In summary, in agreement with the literature (Gerstner, 1995; van Vreeswijk and Som-
polinsky, 1996, 1998), the response time of the modeled network is indeed fast, i.e., faster
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than the membrane time constant τm = 20 ms and the inter-spike interval (ISI ∼ 12 ms when
Ginj is injected).
2.5.6 Estimating conditions for successful replay
An analytical description of conditions for successful replay is not easy to obtain. The most
appropriate ansatz would be a generalization of the pulse-packet description of Goedeke and
Diesmann (2008), which is unfortunately not trivial and beyond the scope of this paper.
Instead, we choose a phenomenological approach and portray the network dynamics during
replay by a linear dynamical system, which could be thought of as a linearization of a more
accurate model. This ansatz allows to estimate a lower bound for the connectivities required
for a successful replay.











i + wrc rEi − kwrc rIi
(2.4)
where rEi and rIi are the deviations of the population firing rates of the excitatory (E)
and inhibitory (I) populations from the spontaneous firing rates rE0 and rI0, respectively.
The parameter wrc and the term −kwrc represent the respective strengths of the excitatory
and the inhibitory recurrent projections. The constant k describes the relative strength of
the recurrent inhibition vs. excitation; for a balanced network, we assume that inhibition
balances or dominates excitation, e.g., k ≥ 1. The weight wrc is proportional to the average
number M prc of recurrent synapses a neuron receives, and proportional to the synaptic
strength gE . The function ξEi describes the external input to the assembly from the rest
of the network. In this mean-field analysis, we neglect the influence of the noise on the
network dynamics. Activities rEi and rIi are assumed to approach the steady state 0 with a
time constant τ . Based on the discussion in the previous subsection, we assume this time
constant to be much faster than the membrane time constant.
The excitatory assemblies are sequentially connected, and we denote the strength of the
feedforward projections as wff . The feedforward drive can be represented as an external
input to an assembly:
ξEi = wff rEi−1, for i > 1.
Taking into account the feedforward input to population i from the preceding excitatory





















is the 2-dimensional vector of firing rates in group i.
Assuming that the time duration of a pulse packet in group i − 1 is much longer than
the population time constant τ in group i, we consider the solution of the stationary state
(τ dridt = 0) as an adequate approximation. By setting the left-hand side of Equation 2.5 to
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zero, we can express the firing rate rEi as a function of rEi−1:
rEi =
[ 1 + kwrc




i−1 = κ rEi−1 , (2.6)
where κ is the “effective feedforward connectivity”.
Interestingly, the recurrent connections effectively scale up the efficiency of the feedfor-
ward connections and facilitate the propagation of activity. Assuming that (k − 1)wrc  1,
that is, either small recurrent connectivity wrc or an approximately balanced state k ≈ 1,
we can linearize in wrc:
κ ≈ wff(1 + wrc) . (2.7)
For small κ, i.e. κ 1, even large changes of the firing rate in group i− 1 do not alter the
rate in group i. For κ < 1, the pulse packet will steadily decrease while propagating from
one group to another as rEi < rEi−1. On the other hand, if κ = 1, the propagation of a pulse
packet is expected to be marginally stable. In the case of κ > 1, any fluctuation of firing
rate in one assembly will lead to a larger fluctuation in the following assembly.
To connect the analytical calculations to the numerical simulations, we again note that a
total connection strength is proportional to the number of inputs a neuron is receiving (e.g.,
the product of group size M and connection probability) and proportional to the synaptic
strength:
wrc = cMprc gE and wff = cMpff gEff , (2.8)
where M is the group size, and prc and pff are the recurrent and feedforward connectivities,
respectively. gE is the conductance of an excitatory recurrent synapse within a group, and
gEff is the conductance of feedforward synapses between groups. Unless stated otherwise,
we assume gEff = gE . The parameter c is related to the slope of the neurons’ input-output
transfer function, but given the phenomenological nature of the theoretical treatment, an
accurate ab initio calculation of c is non-trivial. Instead, we use it as a fitting parameter.
Using the critical value κ(prc = 0.08, pff = 0.04) = 1 extracted from the simulation results
(Figure 2.3), we find c = 0.25 nS−1. This value of c is used in all further analytical estimations
for the effective connectivity κ.











which is represented as a black line in Figures 2.3 and 2.5. For Figures 2.6 and 2.7, the black
line is calculated analogously using the same constant c = 0.25 nS−1.
2.5.7 Calculating the slope c
In the previous section, the constant c was manually fitted to a value of 0.25 nS−1 to match
analytical and numerical results. Here we express c analytically by utilizing a non-linear
neuronal model and by using the parameter values from the simulations.
The resting firing rate ρ of a neuronal population that is in an asynchronous irregular
(AI) regime can be expressed as a function of the mean µ and the standard deviation σ of
the membrane potential distribution (Ricciardi, 1977; Amit and Brunel, 1997; Brunel, 2000;










where the sums over k run over the different synaptic contributions, ρk is the corresponding
presynaptic firing rate, and Jk and J2k are the integrals over time of the PSP and the square
of the PSP from input k, respectively. Here PSPs are estimated for the conductance-based













τ syngsynk (V syn − V th)
)2
2(τ + τ syn) (Gleak)2
,
where τ is the membrane time constant, τ syn is the synaptic time constant, V syn is the synap-
tic reversal potential, and gsynk is the synaptic conductance of connection k. Connections can
be either excitatory or inhibitory.
Here we consider a network with random connections only, and look at a subpopulation
of size M , where M  NE . For a more convenient analytical treatment, the recurrent
connections within the group are neglected. This assumption does not affect the estimation
of the transfer function slope, as c is independent on the type of inputs. The firing rate-
fluctuations of the neuronal group are calculated as in Equation 2.6:
r = cMgErext. (2.10)
The membrane potential of an excitatory neuron from this subpopulation has several con-
tributions: NEprand excitatory inputs with firing rate ρ0 and efficacy JE ; inhibitory inputs
due to the background connectivity: N IprandJEIρI0; injected constant current: Iext/Gleak;
and input from an external group: MextJEextρext. In summary, we find:












In the case of uncorrelated inputs, the following approximation can be used for the firing












2(1 + erf(u))du)−1, (2.11)
where τrp is the refractory period, and V th and V rest are membrane threshold and reset
potential, respectively (see also section “Neural Model”).
To find the constant c used in the linear model, we estimate the firing rate ρ from
Equation 2.11 and substitute in Equation 2.10, assuming a linear relation between firing-
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rate fluctuations:
ρ(ρext)− ρ0 = cMextgE(ρext − 0) , (2.12)
and find:
c = ρ(ρext)− ρ0
cMextgEρext
. (2.13)
Before calculating the constant c according to the method presented above, a preliminary
step needs to be taken. As we set the firing rate of the excitatory population in the network
to a fixed value ρ0 = 5 spikes/sec, there are two variables remaining unknown: the firing rate
of the inhibitory population ρI0 and the inhibitory-to-excitatory synaptic conductance gEIrand
that changes due to synaptic plasticity. Therefore, we first solve a system of 2 equations for
the firing rates of the excitatory and the inhibitory populations expressed as in Equation 2.11.
Once the unknowns ρI0 and gEIrand are calculated, we can estimate ρ(ρext) and c according to
the method presented above. We note that the analytically calculated values of gEIrand and ρI0
match the measured values in the simulations.
The value we get after applying the above mentioned method for estimation of c is
0.13 nS−1. The fit corresponding to the estimate of c is shown in Figure 2.3 with a white
dashed line. It is worth noting that a slightly more involved calculation relying on the
estimate c = 1Mg
∂r
∂rext
gives a similar result, concretely c = 0.11 nS−1.
Although the analytically calculated value c is a factor of 2 smaller than the manual
fit c = 0.25 nS−1, it is in the same order of magnitude and not too far from describing the
results for critical connectivity from the simulations.
The method applied above finds the slope of the transfer function for stationary firing
rates. However, the spiking network replay is a fast and brief event, where a transient input
in one assembly evokes a transient change in the output firing rate. The value discrepancy
suggests that the transfer function of transients is even steeper than at the resting AI state.
2.5.8 Scaling the network size
So far we have been dealing with networks of fixed size NE = 20, 000 neurons. How does
the network size affect the embedding of assembly sequences? Is it possible to change the
network size but keep the assembly size fixed?
Scaling the network size while keeping the connectivity prand constant leads to a change
in the number of inputs that a neuron receives, and therefore, affects the membrane potential
distributions. To compare replays in networks with different sizes NE but identical M , we
need to assure that the signal-to-noise ratio is kept constant, and the easiest way is to keep
both the signal and the noise constant, which requires to change connectivities prc and pff
and conductances.
While scaling the network from the default network size NE = 20, 000 to a size ÑE =
γNE , we see that the noise σ scales as ∼ g
√
γNE (Equation 2.9). To keep the input
current fluctuations constant as we change ÑE , all synaptic conductances are rescaled with
a factor of 1/√γ: g̃ = g/√γ (van Vreeswijk and Sompolinsky, 1996). However, such a
synaptic scaling leads to a change in the coupling between assemblies of fixed size M , which
is proportional to the conductance. Therefore, the connectivities prc and pff are scaled with√
γ to compensate the conductance decrease, leading to a constant coupling (cMp̃rcg̃E =
cMprcg
E and cMp̃ff g̃E = cMpffgE), and hence, a constant signal-to-noise ratio.
What is the impact of such a scaling on the network capacity to store sequences? The
number of connections needed to store a sequence is changed by a factor √γ as we change
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prc and pff . However, the number of background connections to each neuron is scaled with γ,
resulting in sparser memory representations in larger networks. More precisely, for a neuron
participating in the sequence, the ratio of excitatory memory connections to the total number









Therefore, the proportion of connections needed for an association is scaled as 1/√γ for
ÑE  M . To give a few numbers, u is equal to 0.23 for ÑE = 20, 000, and u = 0.09 for
ÑE = 180, 000. Other parameter values are: M = 500, prc = pff = 0.06, prand = 0.01.
The chosen scaling rule is applicable for networks of simpler units such as binary neurons
or current-based integrate-and-fire neurons (Amit and Brunel, 1997; van Vreeswijk and Som-
polinsky, 1998). This scaling is not valid in a strict mathematical framework for very large
networks (ÑE →∞) consisting of conductance-based integrate-and-fire neurons (see Renart
et al. (2007) for a detailed discussion). Simulations results, however, reveal that replays are
possible in network sizes up to 2 · 105 neurons.
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3.1 Summary
Recent in vitro studies have demonstrated that sharp-wave ripple events can be evoked af-
ter optogenetic stimulation of a parvalbumin-positive interneuron subpopulation (Schlingloff
et al., 2014; Kohus et al., 2016). The 2-population model described in the previous chapter
cannot explain this phenomenon. In this chapter, a 3-population model is discussed in detail
as a hypothetical disinhibitory circuit that can generate the population bursts in the CA
areas of the hippocampus. The main theme addressed here is how the GABAergic trans-
mission modulates the incidence of sharp-wave ripple events. In particular, it is unknown
how gabazine, a GABAA receptor antagonist, suppresses the generation of sharp-wave rip-
ples. Analyzing data from in-vitro recordings and dissecting the 2-population model in silico
and analytically gives a few possible explanation of the gabazine effect. The results are
interpreted in the light of the proposed circuit. Another question explored here is whether
the slow dynamics of GABAB receptors is modulating the long time scale of the inter-event
intervals, that is in the order of hundreds of milliseconds to tens of seconds.
3.2 Introduction
Sharp-wave ripples (SWRs) are network events in the hippocampus that involve large num-
bers of cells that fire in synchrony within a time window of ∼ 20− 100 ms (Buzsáki, 2015).
During SWRs in vivo, principal neurons can fire in a temporal order that reflects the be-
haviour sequences from previous (Lee and Wilson, 2002) or future episodes (Dragoi and
Tonegawa, 2011). Such replays are important for the consolidation of newly formed memo-
ries (Girardeau et al., 2009). Despite the concentrated effort and the progress in studying
SWRs, some basic understanding of the emergence and the development of these events is
still lacking. Therefore, in-vitro models have been developed to facilitate the study of this
peculiar phenomenon (Maier et al., 2003). In particular, in-vitro preparations provide a
better experimental control over the hippocampal circuit generating SWRs, e.g., facilitation
of recording and imaging, isolation of specific microcircuits, pharmacological manipulation
of substances, etc.
In this introduction, I review some general facts from the literature concerning the gener-
ation of SWRs. Because of the importance of inhibition (e.g., Maier et al., 2003; Schlingloff
et al., 2014), I start with a brief overview of the main characteristics of the GABAergic
neurons and the types of synapses they form in the hippocampus. In the following I will
provide a brief discussion on some pharmacological substances that modulate the incidence
of spontaneous SWRs in vitro. The last section of this introduction is dedicated to a hy-
pothetical 3-population network model that can explain some of the more counterintuitive
findings reported in the literature.
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3.2.1 Inhibitory transmission in the hippocampus
γ-Aminobutyric acid (GABA) is the main inhibitory neurotransmitter in the central neural
system (Sivilotti and Nistri, 1991). GABA is produced by inhibitory neurons (INs) and
stored in vesicles at the presynaptic terminals. GABA is released spontaneously or after a
presynaptic neuronal action potential (AP). The action of GABA at the synapses is termi-
nated by uptake mechanisms from the presynaptic side or from the surrounding glial cells.
There are two major classes of receptors that are sensitive to the released GABA: GABAA
and GABAB receptors.
GABAA receptors
The GABAA receptor (GABAAR) is a ligand-gated channel that selectively conducts chlo-
ride ions (Cl−) upon activation by agonists such as GABA. Typically, this results in an
inhibitory postsynaptic potential (IPSP) and the hyperpolarization of the cell membrane.
The reversal potential of the mediated IPSP is determined by the ratio of intracellular and
extracellular chloride concentration and is typically ∼ −70 mV. Inhibitory interneurons tar-
get with every compartment of the hippocampal principal cells (PCs), and GABAARs can
be found everywhere along the axo-dendritic axis of both PCs and INs (Kullmann et al.,
2005).
Structurally, GABAARs are protein complexes that consist of 5 subunits arranged in a
ring. The subunits form a central pore through which chloride ions can flow (Figure 3.1).
Multiple possible combinations of subunits (an incomplete list is shown in the chart in
Figure 3.1) can form a receptor. The set of subunit determines basic kinetic properties such
as activation and deactivation time constants (Benkwitz et al., 2004; Boileau et al., 2005),
and also the affinity to GABA, benzodiazepines, steroids, barbiturates, ethanol, etc. The
most abundant subunit combination is α1β2γ2 (shown in Figure 3.1C). For example in the
hippocampal CA3 area, 90% of the perisomatic synapses on PCs are immunopositive for the
α1 subunit (Kerti-Szigeti and Nusser, 2016). However, not all inhibitory synapses found by
immunolabeling are active. Some inhibitory synapses might remain silent due to the lack
of presynaptic GABA (Bekkers, 2005). Much like their excitatory cousins, the strength of
inhibitory synapses is subjected to plasticity by various spike-timing-dependent-plasticity
(STDP) rules (as reviewed by Vogels et al., 2013).
Not all GABAARs are located at the synapses. A major subclass of GABAARs contain-
ing the δ subunit are located extrasynaptically on the membrane of cell bodies or dendrites.
These receptors are especially sensitive to the ambient GABA that is released from presy-
naptic terminals and diffused from the synaptic cleft into the extracellular space (Semyanov
et al., 2004; Farrant and Nusser, 2005). Their activation leads to a “tonic” hyperpolarization
of the cell membrane, which contrasts the rapid dynamics of phasic IPSPs. Tonic GABAARs
express a wide range of modulations. Their activity depends on the amount of GABA re-
leased from the nearby located synapses, and by the changes in GABA uptake (Farrant and
Nusser, 2005).
GABAB receptors
GABAB receptors (GABABRs) are another major class of inhibitory GABAergic receptors
that are expressed in most neurons of the central nervous system (Gassmann and Bettler,
2012). They are metabotropic receptors, that is, acting through G proteins. A functional
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Figure 3.1: The GABAA receptor complex. A, Rotationally averaged representation of electron mi-
croscope image reveals a fivefold symmetry of the GABAAR (Nayeem et al., 1994; adapted
with permission). The receptor diameter is ∼ 10 nM. B, Sketch of the most typical
GABAAR α1β2γ2 with the location of the GABA and benzodiazepines (BZD) binding
sites (adapted from Wikipedia Commons). C, Chart showing the approximate distribu-
tion of GABAAR according to the subunits expression from a rat brain (Whiting, 2003;
adapted with permission).
GABABR consists of two subunits: GABAB1a or GABAB1a, and GABAB2. The GABABRs
can be located at the post- or presynaptic side of the terminals. Postsynaptic GABABRs
are located near the glutamatergic synapses but not at the inhibitory ones. There, they ac-
tivate the G-protein-activated inwardly rectifying potassium channels (GIRKs) that inhibit
the neuronal activity by generating a slow IPSP (∼ 500 ms) with a low reversal potential
of ∼ −100 mV (Booker et al., 2013). The postsynaptic receptor activation is considered
important in the modulation of the long-term synaptic plasticity by controlling the back-
propagation of APs (Leung and Peloquin, 2006). Presynaptic GABABRs can be located
at excitatory or inhibitory terminals, acting as hetero- or autoreceptors, respectively. Ac-
tivation of the presynaptic GABABRs reduces the permeability of the voltage-gated Ca2+
channels (VGCCs) resulting in inhibition of Ca2+ influx at the terminal, and thus, in re-
duction of the evoked and spontaneous neurotransmitter release (Gekel and Neher, 2008).
Autoreceptors can be activated by a single AP of the cell they are located on (Kobayashi
et al., 2012), while postsynaptic activation requires repetitive GABAergic firing (Scanziani,
2000).
In the hippocampus, the GABABRs are differentially expressed across the hippocampal
layers and across neural populations. Postsynaptic, GIRK-coupled receptors are expressed
over the whole somato-dendritic axis of the hippocampal principal cells, with the highest
densities in the radiatum and in the distal dendrites in stratum lacunosum-moleculare in the
CA regions (Degro et al., 2015). Compared to CA1 and dentate gyrus, pyramidal cells in area
CA3 exhibit substantially stronger IPSPs induced by the GABABR agonist baclofen (Degro
et al., 2015). Interneurons show population-specific expression of postsynaptic GABABRs.
For example, immunolabeling reveals high GABAB1 subunit density at the extrasynaptic
membrane of PVBC. In response to an extracellular stimulation in CA1, parvalbumin positive
(PV+) basket cells have larger GABAB-mediated IPSCs compared to the ones evoked in the
dendritic-targeting PV+ interneurons (Lei and McBain, 2003). Synaptic transmission from
both glutamatergic and GABAergic synapses on interneurons in the stratum radiatum is
inhibited by GABABR activation. Moreover, GABABR activation reduces the frequency-
dependent and short-term depression of inhibitory transmission and normalizes the IPSPs
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on principal cells. PV+ dendritic-targeting interneurons show higher densities of GABABRs
in the axons compared to PV+ basket cells (Booker et al., 2013).
3.2.2 GABAergic modulation of sharp-wave ripple incidence in vitro
In-vitro slice preparations are ideally suited to study the local hippocampal circuitry. Under
certain experimental conditions, slices can express spontaneous events that resemble the
SWRs observed in vivo (Hajos et al., 2009; Maier et al., 2009). These results suggest that
a fraction of the hippocampal circuitry is sufficient for the generation of SWRs. In-vitro
preparations have a slice thickness typically ∼ 500µm, containing ∼ 20,000–40,000 neurons
in the CA areas (an estimate based on the numbers of neurons in the rat hippocampus and
slice thickness; Boss et al., 1985; West et al., 1991; Bezaire and Soltesz, 2013). Moreover,
mini-slice experiments show that isolated CA3 and CA1 areas can also generate SWRs in
the absence of connections to neighboring regions (Maier et al., 2003). Despite the relatively
small network size, the dynamics of the hippocampal circuit is not well understood, and a
complete model of the SWR generation mechanism is still missing.
Because of the larger neuronal excitability of the ventral parts of the hippocampi (Dougherty
et al., 2012), SWRs in-vitro models usually rely on ventral slices (e.g., Maier et al., 2003;
Nimmrich et al., 2005). SWRs normally originate spontaneously in the CA3 region with
a stereotypical waveform shape consisting of the sharp wave and the ripple oscillation in
the field potential (Csicsvari et al., 1999). The activity then propagates to the CA1 area
via the Schaffer collateral pathway. The ripples are, however, incoherent in both regions,
suggesting an independent origin of the fast oscillation (Csicsvari et al., 2000; Both et al.,
2008). The in-vitro model provides the opportunity of experimental control, and thus, to
disentangle the contribution of various factors such as the contribution of different neuronal
populations, neurotransmitter signalling, etc.
Inhibitory transmission plays a central role in the generation of SWRs (Maier et al.,
2003; Schlingloff et al., 2014). Drugs altering the properties of inhibitory transmission can
shed light on the different signaling paths involved the generation of SWRs. For example,
SR-95531 (gabazine) is a widely used GABAA antagonist that has high affinity to the GABA
binding site of phasic receptors (Ueno et al., 1997; Bai et al., 2001; Yeung et al., 2003). Low
doses of gabazine in vitro decrease the incidence of SWRs, while larger doses block the
events (Maier et al., 2003; Nimmrich et al., 2005; Ellender et al., 2010). Currently, it is
unclear through what mechanisms gabazine affects the SWR incidence. On the other hand,
thiopental is a barbiturate that increases the IPSP decay time constant, and thus, increases
the total charge at the postsynaptic side (Dickinson et al., 2002). Low doses of thiopental
decrease SWR incidence, while prolonging the duration and the peak of the spontaneous
events, and interestingly, reduce the number of ripples per event (Papatheodoropoulos et al.,
2007). Moreover, how can two drugs (i.e., gabazine and thiopental) that have opposite effects
on the GABA synapses affect SWRs in a similar manner, i.e., decreasing the incidence of
spontaneous SWRs?
Other major drugs affecting GABAARs such as diazepam and phenobarbital have non-
linear effects on SWR incidence: for low doses the occurrence is increased, and for higher
concentrations the incidence goes down (Papatheodoropoulos et al., 2007; Koniaris et al.,
2011). These effects are not well understood.
The role in the modulation of SWRs of the other major inhibitory receptor, the GABABR
is unclear. Some studies have reported that blocking GABABRs in slices doesn’t alter the
SWR properties, such as incidence, amplitude, duration (Hollnagel et al., 2014; Hofer et al.,
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2015). However, later in this chapter I will show that in the in-vitro model analysed here,
the GABABRs antagonist SCH50,911 increases the incidence of SWRs. Blocking the GIRK
channels with SCH23,390 also results in an increase of SWR incidence (Maier et al., 2012; per-
sonal communication with Nikolaus Maier). On the other hand, the application of GABABR
agonists decreases the incidence of SWR events (Maier et al., 2012; Hollnagel et al., 2014).
3.2.3 Sharp-wave events driven by inhibition
A counterintuitive experimental finding is the fact that SWRs can be evoked by driving
inhibitory neurons to fire (Ellender et al., 2010; Schlingloff et al., 2014; Kohus et al., 2016).
In particular, Schlingloff et al. (2014) have demonstrated that SWRs can be elicited by a
transient optogenetic drive of a subpopulation of parvalbumin-positive (PV+) interneurons
(Figure 3.2). The authors show that SWRs are evoked a few milliseconds after the onset
of the light stimulation, and that the number of ripples is stable irrespective of the length
of the impulse (Figure 3.2E). Spontaneous SWRs do not occur when ionotropic excitatory
transmission is blocked, but nevertheless, events can be evoked by optogenetic stimulation
of a PV+ subpopulation. This finding suggests that inhibitory activity is sufficient for
the generation of SWRs in the pyramidal layer, given that there is appropriate drive for
the circuit, e.g., optical stimulation with duration of ∼ 20 ms. In the control condition,
when no synapses are blocked, the PV+ stimulation recruits excitation. During the evoked
SWRs, whole-cell voltage-clamp recordings from PV+ interneurons reveal phasic excitatory
postsynaptic potentials (Figure 3.3), meaning that the inhibitory stimulation leads to the
release of excitation.
How does the PV+ interneurons population lead to the excitatory drive observed in the
in-vitro model? A simple two-population model consisting of single excitatory and inhibitory
populations cannot explain the above-mentioned phenomenon. To better understand the
mechanisms behind SWR generation one needs to look beyond the 2-population model (as
presented in Chapter 2) and consider additional mechanisms. A few explanation have been
proposed in the literature:
1. Depolarizing effects of GABAARs. It has been shown that during the early phases
of development and during certain conditions of in-vitro preparations GABAARs can
have depolarizing effects on the postsynaptic membrane potentials of pyramidal cells
(Cohen et al., 2002; Gulledge and Stuart, 2003; Banke and McBain, 2006). In partic-
ular, Szabadics et al. (2006) demonstrated how activation of a single axo-axonic cell
can trigger a depolarizing GABAergic postsynaptic potential or a postsynaptic action
potential in pyramidal cell in cortical slices from rats and humans. In such a scenario,
driving the PV+ interneuron population (that includes the axo-axonic cells) would
have an excitatory effect on the network activity.
2. Inhibition leads to rebound excitation. Cobb et al. (1995) have shown that
inhibitory inputs to depolarized pyramidal neurons can lead to a brief depolarization
(rebound) following the initial hyperpolarization. During the rebound depolarization
cells can fire action potentials. Such effects taking place simultaneously in multiple
neurons would effectively lead to their transient synchronization, and thus, to a possible
population burst.
3. Inhibition de-inactivates voltage-gated ion channels. This idea is in line with
Platkiewicz and Brette (2011) who have shown that the inactivation of Na+ chan-
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Figure 3.2: Sharp-wave ripples can be evoked by optogenetic drive to PV+ interneurons (Schlingloff
et al., 2014; adapted with permission) A, Fluorescent staining against parvalbumin (red)
and ChR2 (green) shows that ChR2 is expressed exclusively in PV+ interneurons. str.
o., stratum oriens; str. rad., stratum radiatum; str. pyr., stratum pyramidale. B, Spon-
taneous and light-evoked (blue bars) SWRs recorded from a slice in control conditions.
Spontaneous events disappear after a blockage of excitatory ionotropic transmission (red
bar). C, A zoom in the local field potential from the periods denoted with 1 and 2 in
B. Spontaneous events are denoted with stars, evoked events are denoted with a blue bar
indicating the timing of the light pulse. During the excitatory blockage no spontaneous
SWRs occur, but only evoked (right panel). D, Examples of a spontaneous SWR (left),
an evoked SWR (right), and an evoked SWRs with excitation blocked. E, F, Light pulses
with different durations evoke SWRs. In control condition, the length of the SWR event




Figure 3.3: Optogenetic control of PV+ interneurons modulates SWRs (Schlingloff et al., 2014;
adapted with permission). A, Optogenetic drive of PV+ interneurons evoked repeti-
tive action potentials in PV+ cells (loose-patch recording in top trace) as well as a SWR
in the LFP (second trace). A whole-cell, voltage-clamp recording from a PV+ interneu-
ron shows phasic EPSC < 10 ms after the onset of the impulse (two bottom traces). B,
Optogenetic silencing of PV+ cells interrupts (left panel) and blocks the generation of
spontaneous SWRs (right panel).
nels impacts the neuron’s firing threshold. A brief inhibitory/hyperpolarizing input
might be sufficient to de-inactivate channels that have been inactivated due to contin-
uous depolarization. This mechanism can be extended also to other voltage-gated ion
channels.
4. Disinhibition. A possible disinhibitory loop includes basket cells, which are shown
to project to dendritic-targeting interneurons (DTIs) (Cobb et al., 1997; Kohus et al.,
2016). According to this hypothesis activation of BC leads to strong inhibition of
the DTI that actively suppress PC from firing between the events. This inhibition of
inhibition would be the direct cause of the following SWR.
The above-mentioned mechanisms are not mutually exclusive as possible causes for the
inhibitory-driven evoked events. However, some of these explanations seem more plausible
than others. For example, currently there is no evidence that GABAAR has depolarizing
effects in the in-vitro SWR models. Experimental support for membrane potential rebounds
after inhibitory inputs from PVBCs is also scarce. This hypothesis comes with clear pre-
dictions that can be tested experimentally in-vitro: i) a patch-clamped recordings from PC
should show a rebound spike after driving one or more PV+ interneurons; and ii), blocking
de-inactivation of the voltage-gated ion channels should prevent the inhibitory-driven SWRs.
3.2.4 Hypothesis on the CA3 circuitry giving rise to sharp-wave ripples
The fact that silencing a PV+ subpopulation can interrupt an ongoing SWR event and sig-
nificantly reduce the incidence of spontaneously occurring events (Schlingloff et al., 2014)
supports the last hypothetical mechanisms, the disinhibitory circuit (Figure 3.4). The hy-
pothesis presented below aims to explain some paradoxical results reported in the literature.
The proposed model relies on a number of assumptions that are to be tested in experiments.
Moreover, it comes with some predictions that can validate or invalidate the proposed model.
A minimal disinhibitory model consists of 3 populations: pyramidal cells (PC), parvalbumin-
positive basket cells (PVBC), and another class of interneurons, which I will refer to as mys-
terious interneurons (mINs). The circuit can operate in two regimes: a balanced state with
61
3 Modulation of sharp-wave incidence
Figure 3.4: A sketch of a minimal model consisting of 3 neuronal populations. left: The network
consist of 3 populations: PC (right), PVBC (left), and mIN (top). Populations are all-
to-all connected, including recurrent connections (not shown). Axons and synapses are
color-coded with red for excitation and blue for inhibition. right: Population activity
before and during a SWR represented in three snapshots. The degree of population
activation is color-coded where higher saturation of the red color denotes higher activity.
In the background state, PCs and PVBCs have low firing rates, while the mIN population
has its highest activity. At the onset of events, PCs and PVBCs are active, while mINs
are silent because of the fast inhibition from PVBC. Towards the end of the event, mINs
get activated by the excitatory neurons, and thus, start suppressing the SWR event.
low firing rates that describes the CA3 network dynamics between events, and a high-firing
state corresponding to a SWR event (Figure 3.4). In the background state the PCs are in
a low-firing (Csicsvari et al., 1999) balanced state and are heavily inhibited by the active
mINs. The PVBCs are virtually silent in the background state (Klausberger et al., 2003;
Varga et al., 2012). Spontaneous SWRs occur when, due to a build-up of activity, pyramidal
neurons excite the PVBCs, and then PVBCs inhibit the mIN population, effectively disin-
hibiting the pyramidal population. Thus, during a SWR event, the network activity turns
around, the PC and PVBC populations are firing with high rates (Klausberger et al., 2003;
Varga et al., 2012), while the mINs are silent. The conditions in which this disinhibitory
circuit operates are explored in detail in a separate project by Roberta Evangelista. Prelimi-
nary results predict a strong PC-PVBC-mIN connection pathway in comparison to PC-mIN
connections, as well as stronger connections on the PVBC-mIN-PC pathway in comparison
to PVBC-PC connections.
According to the model, activation of the PC or PVBC population would activate the
disinhibitory pathway, leading to a SWR. The model is in line with the reports that find
a gradual build-up of PC activity tens of milliseconds prior to spontaneous SWR events
(Ellender et al., 2010; Schlingloff et al., 2014; Hulse et al., 2016). Moreover, depolarization
of a small group (few tens up to hundred) of neighboring pyramidal neurons could evoke a
SWR in vivo (Stark et al., 2014). And Bazelot et al. (2016) showed that driving a single
pyramidal cell to firing (200 pA, for 200 ms) can prime the occurrence of SWRs in vitro.
Interestingly, the PC stimulation leads to the recruitment of perisomatic-targeting inhibitory
interneurons reflected in the field IPSP at the initial phase of the evoked SWs. According to
the proposed hypothesis, the stimulated PCs (Stark et al., 2014; Bazelot et al., 2016) drive
a subpopulation of PVBCs that consequently disinhibit the local circuit. Also in line with
the disinhibitory model is the fact that silencing PV+ cells stops an ongoing SWR and leads
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to suppression of spontaneous SWs (Schlingloff et al., 2014).
The 3-population model is not fully in line with who Ellender et al. (2010) have shown
that during a continuous (500 ms) drive of a single perisomatic-targeting interneuron, the
incidence of SWR occurrence decreases, and after termination of the stimulation, the SWR
incidence increases with a significant peak of occurrence 1 to 2 seconds after the stimulation
offset. It is worth noting that these results hold only for a fraction of the stimulated cells
(6/24). Perisomatic-targeting interneurons are a family of different classes of interneurons
that include cholecystokinin-positive basket cells, parvalbumin-positive basket cells, and axo-
axonic cells (Freund and Buzsáki, 1996). It is not known which, if any particular, class of
these interneurons is involved in this temporal suppression of SWRs. It is still an open
question why stimulating a single perisomatic-targeting neuron can suppress SWRs and can
release SWRs immediately after the stimulation (Ellender et al., 2010), while optical stimu-
lation of small populations gives rise to SWRs just ∼ 1 ms after the onset of the stimulation
(Schlingloff et al., 2014). However, exciting a small subpopulation of PV+ interneurons (<5
cells) does not evoke any SWR events, and even suppresses ongoing events in vivo (Stark
et al., 2014). This might be explained by the fact that while Schlingloff et al. (2014) il-
luminate the whole slice, and thus activate most of the PV+ interneurons, Ellender et al.
(2010) and Stark et al. (2014) activate one or a very few neurons which is not sufficient for
disinhibition, and thus, to initiate an event. Another interesting disagreement of results is
that Ellender et al. (2010) did not observe a rise of the SWR incidence after driving single
pyramidal neurons in contrast to the report from Bazelot et al. (2016).
To make a more complete model of the SWR generation, one should also consider mecha-
nisms that control the duration of a SWR and the time interval between events. One requires
processes on a relevant time scale on the order of hundreds of milliseconds to seconds. An
important component of such mechanisms could be the short-term plasticity of inhibitory
transmission. It has been shown that basket cells exhibit short-term depression (STD) of
synaptic transmission both on pyramidal cells and on other interneurons as well (Kraushaar
and Jonas, 2000; Kohus et al., 2016). During a SWR event, PVBCs fire multiple times with
a high frequency, and therefore, the efficacies of their synapses decrease significantly towards
the end of an event. Considering such depression on the PVBC-mIN synapses would lead
to a weaker inhibition on the mINs in the advanced phase of the sharp wave, resulting in
mINs recruitment. Once active again, mINs inhibit the PC population, leading to the ter-
mination of the SWR. The recovery of the PVBCs synapses is a relatively slow process on
the order of hundreds of milliseconds (Kohus et al., 2016). Once the synapses recover from
depression, the PVBC population is able to disinhibit the CA3 circuit again and lead to the
next event. In line with the STD hypothesis, a prolonged optogenetic drive (400 ms) to the
PC population leads to ripple oscillations that decrease in amplitude and frequency after
50 ms (Stark et al., 2014). The decrease in frequency is likely due to the depression of the
PVBC-PVBC synapses that are crucial for the ripple oscillation generation (Donoso et al.,
2017), while the amplitude decrease is due to the depression of PVBC-PC synapses that are
the main contributor to the ripple LFP in the pyramidal cell layer.
To summarize, here I propose a phenomenological three-population model as a minimal
circuit that can give rise to the SWR events observed in vitro and in vivo (see Figure 3.4). In
the background state, in the intervals between events, the pyramidal cell (PC) and the PV+
basket cell (PVBC) population exhibit low firing rates, while being inhibited by another
(not identified yet) inhibitory population (mINs). Before the onset of an event, there is
a build-up of excitatory activity recruiting PVBCs which inhibit the mIN population, and
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thus, the disinhibited circuit enters a high firing-rate regime, where the balance of activity is
maintained by the pyramidal cells and the PVBCs. The high firing rates of PVBCs during
the event leads to short-term depression of their efferent synapses. In particular, as the
PVBC-mIN pathway is depressed, the mINs are recruited back into the network, and thus,
terminate the event by inhibiting the excitatory PC population.
Such a model circuit comes with a number of assumptions/predictions that can be tested
experimentally. A basic model requirement is the third population of unidentified interneu-
rons, the mINs. To help narrow down the search for this population, there are a few features
that should be exhibited according to the model:
• mINs are active in the low-firing background state, are silent in the initial stage of
the SWR events, and are active again at the advanced phase of the SWRs. Possible
candidates are ivy cells (Hájos et al., 2013), axo-axonic cells (Viney et al., 2013),
enkephalin-expressing interneurons (Fuentealba et al., 2008b), or neurogliaform cells
(Karayannis et al., 2010). However, neurogliaform cells and ivy cells have bigger time
constants (Fuentealba et al., 2008a; Karayannis et al., 2010), and their slow IPSPs
are unlikely to modulate the network activity on a millisecond time scale upon PV+
interneuron stimulation.
• a transient inhibition applied to the mIN population should trigger a SWR event.
• a constant drive applied to the mINs should suppress the generation of SWRs.
• the mINs are parvalbumin negative (PV−) interneurons.
• the mINs are heavily suppressed by a PV+ subpopulation during SWR events.
• due to the lack of observed IPSPs in patch-clamped pyramidal cell recordings, it’s likely
that mINs target the distal dendrites of PCs.
• a current-source density (CSD) analysis from multi-electrode recordings might show
the location the current source evoked by mINs in the background state.
However, the proposed disinhibitory hypothesis has to deal with a few weaknesses at its
incarnation. The following issues need to be addressed properly by experiments or extension
of the model:
• A light stimulation to the PV+ neurons recruits the excitatory population shortly
(∼ 10 ms) after the onset of the light impulse (see Figure 3.3). This result suggests
that the membranes of pyramidal cells are in a tight balance of excitatory and inhibitory
inputs, and the suppression of mINs leads to a rapid increase of firing. An interesting
question is: Where does the excitatory drive originate? In what conditions is the low
firing rate of the in-vitro circuit sufficiently high to drive the population bursts upon
disinhibition?
• As mentioned above, patch-clamp recordings from pyramidal cells rarely show signa-
tures of IPSPs (from the data provided by Nikolaus Maier, and also in Maier et al.
(2011); Schlingloff et al. (2014)). Assuming that the lack of IPSPs is due to a filtering
of the dendritic tree, in which conditions can this filtering happen?
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• Given the aforementioned points, it is possible that other mechanisms can take the
role of the mINs? For example, an alternative, or complementary, mechanism to the
disinhibition circuit could manifest itself though inhibition that would de-inactivate
voltage-gated Na+ channels.
In the following Results section, I discuss the findings from in-vitro data in the light of
the phenomenological model presented here.
3.3 Results
In this section I analyse in-vitro recordings provided by Nikolaus Maier. All recordings
are performed in CA3 stratum pyramidale of hippocampal slices that exhibit spontaneous
SWRs. The results are interpreted in the light of the hypothetical 3-population circuit. Ad-
ditionally, for explaining the experimental findings of gabazine effects in the SWR incidence,
I used numerical and analytical methods applied to the 2-population network presented in
Chapter 2.
3.3.1 Serial correlations between peak amplitudes of SWRs and intervals
between them
The time intervals between consecutive SWR events in vitro vary from tens of milliseconds
to tens of seconds depending on the experimental setup and the slice preparation. Currently,
we do not know the underlying biological processes that control the dynamics on time scales
much larger than tens of milliseconds. However, a natural assumption is that there is some
kind of slow recovery of the system after each SWR event, which might have been caused by
e.g., depletion of synaptic and neuronal resources (Cohen and Fields, 2004; Jones et al., 2007),
receptor saturation (Trussell et al., 1993), or short-term depression (Romani and Tsodyks,
2015; Kohus et al., 2016). Moreover, slow dynamics can arise from a slower inhibition evoked
by ambient GABA on the extrasynaptic GABAARs (Brown et al., 1978; Ben-Ari et al., 1994)
or an activation of synaptic/extrasynaptic GABABRs (Scanziani, 2000; Hollnagel et al., 2014;
Lang et al., 2014).
The type of data that is analysed here (extracellular recording at a single location) does
not allow to discriminate between the mechanisms listed above as they all predict serial
correlations between SWR events. For example, if some of the mechanisms is involved
indeed, then after a longer interval since the last event, the circuit will be more recovered,
and the following SWR event is expected to be larger in amplitude (see sketch in Figure 3.5,
top panel). Moreover, if the SWR peak amplitude reflects the degree to which the (local)
circuit is involved into the population burst, then events with larger amplitudes will cause
stronger activation of these mechanisms, and thus, a longer interval until the following event
is expected. To test whether any of the arguments above hold, this section examines the
serial correlations between inter-SWR-interval and the amplitude peak of the following SWR
(interval-peak), and also the serial correlations between SWR amplitudes peaks and the
following time interval (peak-interval).
Does the recovery time affects the size of the following events? To test this, I calculated
the serial correlation between the inter-event time intervals and the peak amplitude of the
following SWR (typical example recording shown in Figure 3.5, middle-left panel). Most
slices show significant and positive correlations (p < 10−3; 18 out of 20 recordings; Figure 3.5,
bottom-left panel). This means that after a long interval the amplitude peak of the following
65
3 Modulation of sharp-wave incidence
Figure 3.5: Serial correlations of sharp-wave ripples. top: An example of extracellular recording.
Black and red lines are the raw and the band-pass filtered (3–50 Hz) LFP signal, re-
spectively. The colored panel below shows the respective spectrogram. middle: Typical
examples of interval-peak (left panel, n = 294) and peak-interval (right panel, n = 1118)
relations from two different recordings show positive correlations. Note the order of mag-
nitude difference in the SWR peak amplitude in both examples. bottom: Distribution
of interval-peak (right panel) and peak-interval (left panel) correlations in respect to the




SWR is big, and after a brief interval, the following SWR has a smaller peak amplitude. After
dividing the recordings into 5-minute time windows, each slice shows at least once positive
and significant serial correlation (interval-peak) during the course of the recording. Negative
correlations are not present. The interval-peak correlations found in the data have been
recently confirmed by Kohus et al. (2016).
In the analysed data, the incidence of spontaneous SWs ranges from 0.1 to ∼ 1.2 event/sec
across slices. The degree of recovery might be pronounced better for shorter intervals and
less pronounced after longer intervals. Therefore, a natural question is whether the incidence
influences the interval-peak correlation. Statistical tests on the aggregated data (Figure 3.5,
bottom-left panel) show that this dependence is, however, statistically insignificant (r=0.2,
p=0.4). Moreover, dividing each recording into 5-minute time windows, and testing the
serial correlation of events within that window in respect to the incidence also does not
show a strong relation (18 out of 20 recordings show insignificant (p > 10−3), 1/20 positive
(r = 0.77, p < 10−6), and 1/20 negative (r = 0.93, p < 10−6) correlation between incidence
and interval-peak correlations). Therefore, the conclusion is that the interval-peak serial
correlation does not depend on the incidence of SWR events.
Does the SWR peak amplitude influence the time interval until the following events?
To test that, the peak-interval serial correlation are calculated. From 20 slices, only 9 show
correlations that are significant (p < 10−3) with a median correlation coefficient of around
0.2 (Figure 3.5, bottom-right panel).
The majority of recordings shows a missing peak-interval correlation (11/20). Even
though recovery might control inter-SWR intervals, a low peak-interval correlation cannot
rule out this mechanism. A possible explanation for this observation is that the SWR peaks
are a local phenomenon, and while being large at the recording location, SWs peaks can
be smaller at other locations of the slice. The next event is then triggered in a site where
the peak has been rather low and the local resources are less depleted. Therefore, we can
not predict the time of the next event based on the measured amplitude at a particular site
because SWs can originate elsewhere in the slice. In such cases, the local depletion recovery
does not play a role in controlling the timing of next events. Following this line of reasoning
gives us a hypothetical explanation about the surprisingly low correlations between peaks
and intervals.
To test the hypothesis relying on the locality of SWR peak amplitudes stated above,
I analyse data from multi-electrode array (MEA) recordings. The dataset is provided by
Roberta Evangelista, where multiple sites in the CA3 area of hippocampal slices are mea-
sured simultaneously. In single recordings, the peak amplitudes of SWR events measured at
different locations show very high co-variability (an example is shown Figure 3.6). Moreover,
the aggregated data from 20 different slices show that every pair of locations in a CA3 slice
has a positive and significant (p < 10−3, 2116 total pairs) correlations between the mea-
sured SWR peaks (Figure 3.7). The high correlations between different sites rule out the
hypothesis that the amplitude of SWRs is a local phenomenon in slices.
In summary, the majority of slices (18/20) show positive and significant (p < 10−3)
correlations between the time interval since the last event and the peak amplitude of the
following SWR. On the other hand, smaller correlation between SWR peak amplitude and
the interval until the following event are found in 9/20 slices. This weak peak-interval serial
correlation can not be explained by some locality of the events as SWR peaks are a non-local
phenomenon, and a large SWR measured at one location is likely to be large in the whole
CA3 region.
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Figure 3.6: An example multi-electrode array recording in vitro. top-left: A hippocampal slice with
recording sites in black. The colored circles (red and blue) denote recording channels that
are considered to be in the stratum pyramidale and have a reliable signal of the SWR
events. bottom: Example of a recording sweep, where SWR peak amplitudes measured 7
recording electrodes are plotted in time. For better comparison, peaks are normalized by
subtracting the mean and dividing by the standard deviation of peaks of peak amplitudes
for each recording site. top-right: A matrix of the pair-wise correlation coefficients (CC)
between SWR peak amplitudes measured at the different electrodes.

















Figure 3.7: Distribution of correlation coefficients between pairs of SWR peak amplitudes measured
at different locations in CA3; aggregated data from 20 hippocampal slices.
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The high interval-peak correlations found in the data have been recently confirmed by
Kohus et al. (2016). The authors propose that a recovery from short-term depression (STD)
on the inhibitory synapses affects the amplitudes of SWR peaks observed in the local field
potential, and moreover, suggest that STD is a possible mechanism controlling the SWR
incidence. The field potential in stratum pyramidale is dominated by the inhibitory synaptic
activity (Schönberger et al., 2014). Therefore, the amplitude of SWR peaks in the stratum
pyramidale are modulated by the local inhibitory synaptic currents. A recovery from STD
of the PVBC-PC synapses (and possibly PVBC-PVBC) is a strong candidate for the modu-
lation of SWR peak amplitudes. Thus, the high amplitudes of SWRs observed after longer
time intervals since last event are caused by recovered inhibitory synapses in the pyramidal
layer. However, the positive peak-interval correlation observed in some slices (7/20) suggests
that the SWR amplitude might also reflect the PVBC firing rate to a smaller degree. In
the light of the 3-population hypothesis stated in Section 3.2.4, the incidence of SWRs is
controlled by the STD recovery time constant on the inhibitory PVBC-mINs synapses, and
higher firing PVBC firing would lead to a larger depression, and thus, to a longer interval
until the next event.
3.3.2 Gabazine effects on sharp-wave ripples in vitro
Hippocampal slices exhibit network dynamics shaped by excitatory and inhibitory activities
that balance each other (Csicsvari et al., 1999; Maier et al., 2011; English et al., 2014; Hulse
et al., 2016). It is intuitively expected that by decreasing the total inhibitory coupling
(connections from inhibitory to all the other neurons are weakened) the network would get
more excitable. However, from previous work (e.g., Nimmrich et al., 2005) it is known that
application of low concentrations of gabazine (a GABAAR antagonist) decreases the rate of
spontaneously occurring SWRs, while larger concentrations block SWRs (Maier et al., 2003;
Ellender et al., 2010). It is not clear how the application of gabazine affects the network
activity.
An underlying assumption in the presented analysis is that the decrease of SWR incidence
is due to a decrease of the firing rate of the excitatory population outside of SWRs. But
how does a decrease of inhibition lead to a more inhibited network? To tackle this paradox,
in this section I analyse some data provided by Nikolaus Maier in which gabazine is applied
to hippocampal slices.
Gabazine (SR-95531) is a GABAAR antagonist that binds to the GABA-binding site,
effectively decreasing inhibitory conductance. Low drug concentrations block phasic but not
tonic GABAARs (Bai et al., 2001; Yeung et al., 2003; Behrens et al., 2007). In the exper-
iments analysed here, after a few minutes of stable baseline recording, low concentrations
of gabazine (100 nM) were applied to the hippocampal slices. A typical example is shown
in Figure 3.8 where gabazine was applied 27 minutes after the recording onset (application
duration denoted with a horizontal red line). Shortly after the drug infusion, the incidence
of spontaneous events goes down from 0.32 to 0.15 events/second (values are measured in
5-minute time windows from before and during drug application, independent two-sample
t-test with p-value < 10−6). The averaged LFP waveforms associated with SWRs (arranged
relative to the peak of the filtered signal) show a stereotypical SWR waveform before and
during the drug application (Figure 3.8, bottom panels). There is also slight but significant
increase of the SWR peak amplitudes and duration after the gabazine application (p < 10−3).
After the washout (end of red bar, at 43 minutes) the incidence of SWs increases back to the
values before the drug infusion.
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Figure 3.8: An extracellular recording from CA3 where gabazine concentration is applied to the hip-
pocampal slice. Time of drug application is denoted with a horizontal red bar. The top
panel shows the SWR incidence in time with a half-minute time resolution. The two panels
below show the SWR amplitude peaks, where “fil” and “raw” denote band-passed filtered
(∼ 5–50 Hz, for details see the Methods section) and raw voltage traces, respectively; units
are in mV. The gray dots represent single events, and the black lines represent the mean,
and errors bar the standard deviation of the amplitude peak in one-minute time windows.
Analogously, the forth panel shows the SWR duration in milliseconds. The panels on the
bottom row show all events before, during, and after drug application (panels from left
to right) overlaid in gray, and the mean wave-forms are in black. The right-most panel




























































































Figure 3.9: The GABAAR antagonist gabazine affects SWRs. top: SWR incidence in time aggregated
from all recordings (n = 8), where the incidence is normalized to 1 by dividing by the
mean incidence from before the drug application. The red bar shows the time of drug
application. bottom: The average SWR incidence, peak, and duration measured in
5-minute time windows before ([-7, -2] minutes) and during ([6, 11] minutes) gabazine
application. Each slice is denoted with two black dots that are connected by a line. The
red dots are the averages from all slices.
Gabazine decreased the incidence in all 8 slice recordings. In 6 slices the decrease was
significant (p < 10−3). The average effect is shown in Figure 3.9, where the incidence is
normalized (to value of 1 for the incidence 5 minutes prior to drug application). Gabazine
starts affecting the incidence already 1 minute after application and takes around 5 minutes
to take a full effect.
To better characterize how the drug affects the network dynamics, the further analysis
focuses on the events in constrained time windows. Events from the window [-7, -2] minutes
(before drug application) and [6, 11] minutes (after drug application) were used to calculate
properties of SWs (Figure 3.9 bottom row). As already mentioned, there is a significant effect
on the incidence (around 37% decrease on average). However, somewhat weaker effects are
observed on the SWR peak amplitude and duration. On average, events tend to be larger
after gabazine application, where 4 out of 8 recordings show significant (p < 0.002) increase
in SWR amplitude peak after the drug application, and 2/8 show a decrease in amplitude.
It is not known whether this increase in amplitudes is due to direct effects of gabazine or
71
3 Modulation of sharp-wave incidence
because of the decreased incidence, and thus, the longer recovery time.
The found effect of gabazine on the SWR amplitude is at odds with the finding of
Schlingloff et al. (2014) who showed that a local puff of gabazine in vitro dramatically
decreases the SWR amplitude around the application site. A possible explanation is that due
to the large concentration of gabazine in the local application (10µM), the local inhibitory
currents, which modulate the field potential in the stratum pyramidale (Schönberger et al.,
2014), are totally suppressed, and thus the local amplitude is small.
Does gabazine have an effect on the serial correlation between consecutive SWR events?
To answer this question, the serial correlations (peak-interval and interval-peak) were mea-
sured before and after drug application in 5-minute time windows as described above (Fig-
ure 3.10). While the peak-interval correlation remains low and does not change after the
gabazine application, there is a trend of increase in the interval-peak correlation. Showing
the relation between incidence and interval-peak correlation for individual recording (Fig-
ure 3.10, bottom panel) reveals the tendency of decreasing incidence and increased interval-
peak correlations (6 out of 8 recordings).
In summary, gabazine has the counterintuitive effect of decreasing the incidence of SWRs.
Moreover, gabazine application slightly increases the SWR amplitude and the serial correla-
tion between inter-sharp-wave interval and the peak of the following SWR. Due to the small
dataset (8 recordings), I can not present a conclusive evidence of the drug effects. However,
it is interesting that decreasing the inhibitory synaptic transmission increases the peak of
SWs in the pyramidal layer (6/8 slices, 4 of which significant). Ideas on how gabazine af-
fects the generation of SWRs in the 3-population model are discussed in a greater detail
in the Discussion (Section 3.4.1). In the following section, using numerical and analytical
modelling, I study the effects of gabazine in a simpler 2-population model.
3.3.3 Gabazine effects on sharp-wave incidence in silico
To better understand how gabazine affects the incidence of SWRs in silico, I deploy the
assembly-sequence concept (described in Chapter 2) as a model for the spontaneously oc-
curring SWs. Here, numerical simulations of balanced networks with embedded assembly
sequences and a linear firing-rate model are used as tools to describe the network dynamics
under the influence of gabazine.
In the numerical simulations, sequences of neural assemblies consisting of both excita-
tory and inhibitory neurons are embedded into a randomly connected network. Recurrent
connectivity (prc = 0.08) describes the connection probability within an assembly while a
feedforward connectivity (pff = 0.06) is the connectivity between the excitatory neurons
of subsequent assemblies in the sequence (sketch of network connectivity is shown in Fig-
ure 2.1). With these parameters values, noise fluctuations in the firing rates get amplified by
the feedforward structure resulting in spontaneous replays (Figure 2.4). For a more detailed
description of the numerical model and the parameter values, please refer to Chapter 2.
The effects of gabazine are modeled by decreasing the conductances of the targeted
inhibitory synapses by a fixed fraction. The network dynamics is stable when the conduc-
tances are decreased up to ∼ 10% from their original value, while a larger decrease leads to
an epileptiform activity. In Figure 3.11, “in-silico gabazine” decreases the conductance of
inhibitory synapses by 5%, a value which is likely to be smaller than the effect of 100 nM in
the experiments (Nimmrich et al., 2005).
Not surprisingly, in-silico gabazine drastically increased the rate of spontaneous replays
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Figure 3.10: Gabazine effect on the serial correlations. top: Serial correlation before and during
gabazine are calculated in 5-minute long time windows, where n shows the number of
recordings with significant correlations (p < 0.001) before gabazine application (before),
during application (during), and aggregated data from a whole recording (all). bottom:
Serial correlations coefficients between time interval since last event and the following
SWR peak (interval-peak) are plotted against recorded incidence; arrows show the change
after gabazine application. Insignificant correlations are considered to be 0.
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Figure 3.11: Gabazine in silico increases the rate of spontaneous replays. Decreasing all inhibitory
conductances (at 21st second by 5%) leads to an increase in the incidence of sponta-
neous replays in balanced-network simulations. The two upper panels show raster plots
of subpopulations of excitatory (Exc) and inhibitory (Inh) neurons, where each black
dot denotes a spike. The middle plot shows the firing rate (FR) of the excitatory and
inhibitory populations. The last two panels show the currents experienced by one exci-
tatory and one inhibitory neuron. Red, blue, gray, and black colors denote excitatory
(Ie), inhibitory (Ii), leak (Il), and total (It) currents.
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gabazine is applied to all inhibitory synapses after the 21st second of the simulation. The
top two panels show raster plots of example excitatory and inhibitory neurons; black dots
show individual spikes, and black stripes are bursts of synchronous activity during which
many neurons fire in close temporal proximity. The replays during these activity bursts are
used as a model of the SWR events. The frequency of these population events is increased
immediately after the simulated gabazine infusion, as seen in the number of replays (the
top panel), and in the firing rates (third panel). This result is in direct opposition with the
gabazine effects that are reported in vitro (Section 3.3.2).
Can a relatively simple two-populations balanced network explain the gabazine-associated
decrease of SWR incidence reported in experiments? GABAARs are known to be complex
channels with five subunits that can come in various combinations (for the curious readers,
see Section 3.2.1). The expressed subunits largely determine the receptor properties, i.e.,
time constants, affinity to GABA and other neurotransmitters. For example tonic GABAAR
are insensitive for gabazine (Bai et al., 2001; Yeung et al., 2003; Behrens et al., 2007) at low
concentrations while phasic GABAARs show various affinities depending on the subunit
expression. The subunit expression is largely determined by the type of the postsynaptic
neuron and by the location of the channels on the morphological tree (Sieghart and Sperk,
2002). One hypothesis to explain the gabazine-associated decrease of SWR events relies on
the assumption that gabazine has differential effects on the different GABAA synapses. And
more specifically, if inhibitory-to-inhibitory synapses are affected to a larger degree than the
inhibitory-to-excitatory synapses, one would expect a network that is less disinhibited, and
thus, the excitatory population receives more inhibition resulting in smaller firing rates. In
what follows, I test whether such assumptions would really decrease the incidence of modeled
events.
As a toy example in numerical simulation, I consider the extreme case where gabazine
affects the inhibitory-to-inhibitory synapses only. In-silico gabazine indeed decreases the
firing rate of the excitatory neurons (Figure 3.12, top panel). However, the network shows
also a decrease in the firing rate of the inhibitory population as well. How is it possible that
excitatory neurons receiving weaker inhibition (smaller input from inhibitory population),
fire less? To better understand the effects of gabazine, further, I present an analytical
approach.
To capture the dynamics of the simulated network, I apply a linear model to a two-
population balanced network and analyse how the firing rates depend on gabazine. The








I + wie rE − wii rI + I0
(3.1)
where the notation is as in Chapter 2. rE and rI are excitatory and the inhibitory firing
rates, respectively. The connection from populations x to y is described by a dimensionless
connection weight variable wyx (x, y = e, i). The population time constant is τ , and the
external input to the populations is denoted with I0.
Assuming that the network is in a steady state, then the rates are constant, i.e., drEdt = 0
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Figure 3.12: Gabazine in silico applied only to inhibitory-to-inhibitory synapses decreases the rate
of spontaneous replays. top: Spontaneous replays occur during the peaks of the exci-
tatory and inhibitory firing rates. Decreasing the inhibitory-to-inhibitory conductances
(at 21st second by 5%) decreases the firing rates and abolishes the spontaneous replays
in balanced-network simulations. bottom: Gabazine applied only on inhibitory-to-
inhibitory synapses can result in decrease of excitatory and increase of inhibitory firing
rates, when excitatory-to-excitatory synapses are very weak in comparison to all other
synapses. Here gEE = 0.
and drIdt = 0. In this condition, one can express the stationary solution:
rE = (1 + wii − wei)
wiewei − (1 + wii)(−1 + wee)
I0
rI = (1 + wie − wee)
wiewei − (1 + wii)(−1 + wee)
I0
(3.2)
To estimate how the gabazine-induced decrease of inhibitory connections affects the firing





























The partial derivatives of inhibitory weights (wei and wii) in respect to the drug concen-
tration cgbz is negative due to the antagonist effects of gabazine. The partial derivatives of

























where D = wiewei − (1 + wii)(−1 + wee).
If we now assume that gabazine has the same effect on all inhibitory synapses, i.e.,
∂wei
∂cgbz
= ∂wii∂cgbz , and substitute Equations 3.5 and 3.6 in 3.3 and 3.4, the change of firing rate




























In line with the simulations, the derivatives above are always positive (if ∂wii∂cgbz < 0), i.e.,
gabazine always increases the rate of both excitatory and inhibitory populations.
Can this simple linear model capture the simulation results in which gabazine affects only
inhibitory-to-inhibitory synapses? There we saw a decrease not only in the excitatory but
also in the inhibitory firing rates (Figure 3.11, bottom panel). Taking the rate derivatives

















Here, the term 1 + wie − wee determines the change of excitatory firing rate. As the
connection weights are proportional to the conductances (e.g., wee ∝ gee, see Chapter 2
for details), and the excitatory conductances used in the simulations are all equal gee =




meaning that excitatory rate decreases when wii is depressed. This line of arguments is
supported by the simulations, where gabazine applied only to the inhibitory-to-inhibitory
connections decreases the excitatory firing rate (Figure 3.12). On the other hand, rI shows
more interesting behaviour that depends on the excitatory weights. For intermediate values
wee ∈ (1, 1+wie), the inhibitory rate decreases during gabazine application as well (as seen in
Figure 3.12, top panel). For values of wee outside of this interval, one would expect increase
of inhibitory firing after the drug infusion. As a proof of concept, networks with gee = 0 nS
show that the inhibitory firing rate goes up after the simulated drug application (Figure 3.12,
bottom panel).
To summarize the results from this section, by using numerical simulations and a linear
analytical description, I showed that in a balanced network a gabazine application is increas-
ing the firing rates of both inhibitory and excitatory populations if all inhibitory synapses
are similarly affected by the drug. This increase of firing leads to a higher incidence of
spontaneous replays, which is in odds with the decrease of SWR incidence observed in vitro.
Therefore, I tested whether a differential effect of gabazine on different synapses can ex-
plain the experimental results. I considered the extreme case when gabazine affects only
inhibitory-to-inhibitory synapses and showed that in this case the firing rate of the excita-
tory population can decrease. This result suggests that a stronger effect of gabazine on the
inhibitory-to-inhibitory synapses can explain the decreased SWR incidence after gabazine
application in vitro.
Here I examine a minimal model consisting of only two populations, which can neverthe-
77
3 Modulation of sharp-wave incidence
less provide some means for studying in-vitro models. A similar approach can also be applied
to the more accurate 3-population nonlinear model currently developed by Roberta Evange-
lista, and utilized to examine in what conditions gabazine decreases the network excitability.
Is it possible that in the 3-population model, a gabazine application to all inhibitory synapses
can decrease the rate of spontaneous events? Or would it be required that the disinhibitory
synapses (from PVBC to the mysterious inhibitory neurons) are affected to a larger degree?
A strong assumption in the foundation of the current framework is that the decrease of
SWR incidence is due to a decrease of firing of the excitatory population. Whether this is
indeed the case can be tested in in-vitro experiments. It is also not known how gabazine
affects the firing of the inhibitory populations. Numerical and analytical results show that
gabazine applied only on the inhibitory-to-inhibitory connections can decrease not only the
excitatory but also the inhibitory firing rates. This result is interesting by its own as it
demonstrates that intuitive interpretations of a relatively simple model can be misleading
and should be used with caution.
3.3.4 Involvement of GABAB receptors in sharp-wave ripples
SWRs are huge population events where the vast majority of interneurons are firing with
increased rates, and single interneurons often fire multiple times during the event (Klaus-
berger, 2009; Hájos et al., 2013). It has been shown that the repetitive firing of interneurons
can activate extrasynaptic GABABRs, possibly through increased concentrations of ambient
GABA in the extracellular space (Scanziani, 2000; Wang et al., 2010). The inhibition from
GABABRs is relatively slow, lasting several hundreds of milliseconds, which is close to the
time scale of the typical inter-SWR intervals. Here, I study the possibility that the relatively
long time intervals between SWR events are determined by GABABRs.
First, to investigate whether GABABRs are involved in the SWR incidence in the in-
vitro model, I analysed extracellular recordings where the GABABR antagonist SCH50,911
(further referred as SCH) was applied in slices. The number of analysed slices is 12 (see
the Methods section). An example of the SCH effects in a slice is shown in Figure 3.13.
The drug affects the network dynamics already during the first minute of application by
increasing the incidence of spontaneous SWRs (Figure 3.13, top panel). An independent
two-sample t-test of the incidence (measured as number of events per sweep in confined
5-minute time intervals) shows a significant increase of incidence (p-value < 10−7). Other
main properties, such as peak amplitude and duration are decreased after SCH application
(p-values < 10−10, and < 10−3, respectively).
Blocking the GABABRs resulted in increase of the average incidence of spontaneous
SWRs from all slices (∼ 50% on average). The drug effects are visible already in the first
minute after the application and saturate around 2-3 minutes later (Figure 3.14, top panel).
To better assess the effects of SCH, further, the analysis focuses on the events in 5-minute
long time windows, i.e., in the intervals [-5, 0] minutes, that is before and [2, 7] minutes, that
is during drug application. Comparing the data from these two intervals shows that SCH
increases the incidence in every recording (10/12 show a significant increase; independent 2-
sample t-test, p < 2 ·10−3). On average, SCH resulted in a decrease of SWR peak amplitudes
(Figure 3.14, bottom middle panel), where 6/12 slices show a significant decrease (p < 10−3),
and in 2/12 slices the amplitudes were increased (p < 10−3). The SWR duration also
decreased on average, but this change is not significant (p > 0.01 in 11/12 slices). While
the result for every recording varies depending on the exact 5-minute time windows that are
used for the analysis, the summary results do not change qualitatively.
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Figure 3.13: Extracellular recording from the pyramidal layer of CA3 area where the GABABR an-
tagonist SCH50,911 is applied to a hippocampal slice. The time of drug application is
denoted with a horizontal red bar. The top panel shows the SWR incidence in time with
a minute time resolution. The two panels below show the SWR peaks amplitude, where
“fil” and “raw” stand for band-passed filtered (∼ 5− 50 Hz, for details see the Methods
section) and raw voltage traces, respectively; units are in mV. The gray dots represent
single events, and the black lines represent the mean and the standard deviation of the
amplitude peak in a minute time window. Analogously, the forth panel shows the SWR
duration in milliseconds. The panels on the bottom row show all events before, during,
and after drug application overlaid in gray, and the mean wave-forms are in black. The
right-most panel shows a comparison between the mean events from before and during
SCH application.
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Figure 3.14: The GABABR antagonist SCH50,911 affects SWRs. top: SWR incidence in time aggre-
gated from all recordings (n = 12), where the incidence is normalized to 1 by dividing
by the mean incidence before the drug application. The red bar shows the time of drug
application. bottom: The average SWR incidence, peak and duration measured in
5-minute time windows before ([-5, 0] minutes) and during ([2, 7] minutes) SCH appli-
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Figure 3.15: GABABR antagonist SCH50,911 effect on the serial correlations. top: Serial correlation
before and during SCH are calculated in 5-minute long time windows, where n shows the
number of recordings with significant correlations (p < 0.001) before SCH application
(before), during application (during), and aggregated data from the whole recording
(all). bottom: Serial correlations coefficients between time interval since last event and
the following SWR peak are plotted against recorded incidence; arrows show the change
after SCH application.
Next, I inquire whether blocking GABABRs affects also the serial (interval-peak) cor-
relation between events. At first glance the pooled data does not reveal any change in
the correlations, as the correlation distributions from before and during SCH application
(Figure 3.15, top panels) are statistically similar. However, looking at the effects in the in-
dividual recordings (Figure 3.15, bottom panel) one can see that there is a decrease of serial
correlation after drug application in 10 out of 12 slices (the 2 remaining recordings show no
significant correlations).
To summarize the findings above, GABABRs are taking part in the SWR modulation. In
contrast to previous reports (i.e., Hollnagel et al., 2014; Hofer et al., 2015), the analysed data
shows that GABABR antagonist (SCH50,911) increases the incidence of spontaneous SWR
events. However, due to the small increase in incidence (∼ 50%), the GABABR is not the
only factor controlling the time between events as hypothesized initially. This result suggests
that there are other mechanisms different than GABAB that act on slow time scales and
are involved in controlling the incidence. Moreover, application of the GABABRs antagonist
results in a decrease of the SWR peak amplitudes and in a decrease in the serial correlations
between interval and peaks. To investigate how do GABABRs influence the SWR incidence,
it is worth having a closer look at the possible involvement of the different GABABRs.
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Traces with slow hyperpolarization
Figure 3.16: Patch-clamp recordings from pyramidal cells during SWRs. top: Mean voltage traces
associated to SWRs from each slice are color coded; the thick black line is the mean of
the means. bottom: Mean voltage traces of cells that show slow, possibly GABABR-
mediated hyperpolarization (4/13 cells). Membrane potentials are normalized by sub-
tracting the mean depolarization in a 200-millisecond interval preceding the event.
3.3.5 Role of postsynaptic GABAB receptors
It is been shown that a repetitive firing of certain interneurons can evoke slow and strong inhi-
bition due to activation of postsynaptic or extrasynaptic GABABRs on pyramids (Scanziani,
2000; Gassmann and Bettler, 2012). As SWRs are population events that recruit many neu-
rons, and especially the perisomatic targeting interneurons (Klausberger, 2009; Hájos et al.,
2013), it is likely that ambient GABA in this region is increased (Hollnagel et al., 2014;
Lang et al., 2014). Next, I ask whether GABABRs located postsynaptically on pyramidal
cells are indeed activated after SWs, and whether they play any role in the modulation of
SWs. To test this hypothesis, here I analyse data from simultaneous (paired) extracellular
and intracellular recordings (kindly sponsored by Nikolaus Maier) performed in the stratum
pyramidale of the hippocampal CA3 area and a pyramidal cell in the CA3, respectively. By
averaging the intracellular traces across events, we can see that pyramidal cells exhibit a rich
membrane potential dynamics during SWR events, with various combination of depolariza-
tion and hyperpolarization (Figure 3.16, top panel). A slow, possibly GABABR-mediated
hyperpolarization is present in a few recordings, but is not is not visible in the average trace
from all cells (Figure 3.16, top panel, thick black line). In the recordings that show a slow
hyperpolarization (4 out of 13 cells, Figure 3.16, bottom panel) the trough in the membrane
potential is around 200 ms after the population event and lasts for about 500 ms. Interest-
ingly, one recording reveals well-pronounced slow as well as fast inhibition (red trace).
Is the slow hyperpolarization correlated in any way with the amplitude of the SWs?
To test this, I separated the events in each recording in two groups: big and small events,
i.e., the 30% largest SWR peaks and 30% smallest events, respectively. Plotting the mean
intracellular trace during small and big events, shows that the SWs with larger amplitudes
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Figure 3.17: Sharp-waves ripples with larger peak amplitudes evoke stronger hyperpolarization. top:
Big events (30 % of the largest SWR events) are associated with a well-pronounced
slow hyperpolarization. Smaller events (30% of the smallest SWRs) did not evoke a
GABAB-associated response. The difference of membrane potentials prior to events is a
recording artifact (see the Methods section). bottom: There is no correlation between
the depolarisation of a cell and the peak amplitude of the following SWR event.
traces before big and small events are virtually indistinguishable (Figure 3.17, bottom panel),
suggesting that the amount of hyperpolarization does not determine the size of the following
event. This result holds for all four recordings that exhibit slow inhibition in the membrane
potential.
Moreover, the slow hyperpolarization does not affect the time interval until the following
event (not shown here). There is a correlation between the inter-SWR interval and the
amplitude of the following hyperpolarization, which is expected given the fact that longer
intervals are followed by larger SWs, and thus, larger hyperpolarization.
The last recording data of intracellular and extracellular recordings reveals that slow,
possibly GABAB-mediated hyperpolarization occurs in a fraction of the CA3 pyramidal
neurons in vitro. The magnitude of the received inhibition is not correlated with the size or
the time interval until the next event. Therefore, intracellular recordings suggest that the
time interval between events is not controlled by the postsynaptic GABABRs on pyramids.
3.4 Discussion
In this chapter I analysed the serial correlations between sharp-wave ripple events measured
in the stratum pyramidale of CA3 area in hippocampal slices. To briefly summarize, the
results reveal a strong correlation between time interval since the last event and the peak
amplitude of the following SWR (significant correlation in 18/20 slices, mean correlation
∼ 0.4). On the other hand, there is a lower serial correlation between the events size and the
time interval (significant positive correlation in 7/20 slices, significant negative correlation
in 2/20 slices, mean correlation ∼ 0.2) until the following event. There isn’t a locality of the
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SWR events because multi-electrode array recordings revealed that SWR peak amplitudes
are a non-local phenomenon, and a large SWR measured at one location is likely to be large
in the whole CA3 region.
Application of the GABAAR antagonist gabazine decreased the incidence of SWRs (in
agreement with Nimmrich et al., 2005), Moreover, gabazine increased the size of SWR events
measured in stratum pyramidale (significant change in 4/8 slices), and increased the interval-
peak serial correlations.
In contrast to previous reports (i.e., Hollnagel et al., 2014; Hofer et al., 2015), here I
showed that the GABABR antagonist SCH50,911 increased the incidence of spontaneous
SWR events (10/12 slices). On average, the SCH50,911 application resulted in a decrease
of SWR amplitudes (significant decrease in 6/12; significant increase in 2/12 slices) and in
a decreased interval-peak correlation. Moreover, intracellular recordings suggested that the
time interval between events is not controlled by postsynaptic GABABRs on pyramids due to
the absence of a correlation between the slow hyperpolarization and the inter-event interval.
The results above do not reveal the mechanisms controlling the generation of SWRs,
but provide some insights about the possible circuitry, which are discussed in detail in what
follows.
3.4.1 Hypotheses on how gabazine affects sharp-wave ripples
It has been shown that gabazine, which is a GABAAR antagonist, leads to a lower incidence
of SWRs. Here, I give an interpretation of the counterintuitive result that a reduction of
inhibition leads to a reduction of SWR incidence.
Hypothesis on how gabazine affects sharp-wave amplitude
An interesting observation is that the application of gabazine tends to increase the amplitudes
of the field potential measured in stratum pyramidale during SWRs. Similarly, Steidl et al.
(2006) reported increase of the stimulus-evoked field potential in the pyramidal layer after
the application of 500 nM gabazine, while no significant changes were observed in other
layers. The field potential in the pyramidal layer is dominated by inhibitory synaptic currents
(Schönberger et al., 2014), most likely from the fast local perisomatic synapses (Ylinen
et al., 1995). Therefore, I conclude that although gabazine decreases the unitary (i.e., single
spike activated) postsynaptic currents, there is an increase in the firing rate of perisomatic-
targeting interneurons, resulting in a net increase of inhibitory currents during a SWR. The
exact identity of these neurons is to be found. Because the parvalbumin-positive basket cells
(PVBCs) are among the most active interneurons during SWRs, and their projections to
the pyramidal cells (PCs) are located in the pyramidal cell layer (where the recordings are
performed), further, I assume that PVBC are among the cells with increased firing rate.
Hypothesis on how gabazine affects sharp-wave incidence
In the numerical simulations of the 2-population network model, the spontaneous replay
of assembly sequences was used as a model for SWRs. As intuitively expected, decreasing
all inhibitory conductances in the balanced network led to an increase of replay incidence.
However, a differentiated role of gabazine on the inhibitory-to-excitatory (I-to-E) and I-
to-I synapses in the simulations could replicate the original gabazine experiment. More
specifically, if I-to-I synapses are affected to a larger degree than the I-to-E synapses, then
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the incidence of spontaneous bursts is decreased. Currently, it is not clear whether the
same argument can be applied to the 3-population hypothesis (see Section 3.2.4). It may
be possible that a “gabazine application” to all inhibitory synapses can decrease the rate of
spontaneous events in the non-linear 3-population model. A detailed mathematical analysis,
similar to the one presented in Section 3.3.3 could answer these questions.
The hypothesised increased firing of the perisomatic-targeting interneurons, as discussed
above, can decrease the SWR incidence through two major pathways. First, repetitive firing
of an interneuron can lead to excess of GABA at the synaptic cleft, leading to a diffusion
into the extracellular space (Farrant and Nusser, 2005). The ambient GABA can then
(i) activate the tonic GABAARs that are especially sensitive to GABA (Semyanov et al.,
2004), or (ii) activate GABABRs at the pyramidal cell bodies (Scanziani, 2000). Both of
these extrasynaptic receptor types are slow in comparison to phasic inhibition and can keep
cells hyperpolarized for longer time intervals, which are in the order of the inter-event time
intervals.
The two pathways can explain why gabazine and thiopental, which have opposite effects
on the inhibitory transmission, result in a similar SWR modulation. Both drugs lead to diffu-
sion of GABA to the extrasynaptic GABAergic receptors. For example, larger concentrations
of gabazine (5µM) applied to hippocampal slices lead to a persistent hyperpolarization of
the pyramidal cells of ∼ 9 mV below the membrane potential measured in control conditions
(Behrens et al., 2007). It is not known whether this is the case with the lower gabazine con-
centrations in the SWR model analysed here, but this effect can be tested experimentally.
Intracellular recordings can reveal whether small concentrations of gabazine (∼ 100 nM) also
lead to a persistent hyperpolarization. If this is the case, an additional local application
of a tonic GABAAR antagonist (e.g., DPP-4-PIO; Boddum et al., 2014) or a GABABR
antagonist could reveal the identity of the involved extrasynaptic receptors. In a “reversal
experiment”, if a GIRK-channel blocker applied after the gabazine reverses the SWR inci-
dence to a control level, it would be a hint that gabazine modulates SWRs through activation
of postsynaptic GABABRs. Or in an “occlusion experiment” for example, if gabazine does
not affect the incidence in slices with already bocked tonic GABAAR, it would suggest that
the tonic GABAAR are involved.
The other major mechanism explaining SWR incidence modulation is in line with the
numerical and analytical analysis (see Section 3.3.3) of gabazine affecting the disinhibitory
pathway to a larger degree compared to the inhibitory pathway on PCs. On the one hand,
due to its antagonist properties, gabazine decreases the efficacies of the PVBC-mIN synapses.
On the other hand, the increased spiking of PVBC during events would lead to a stronger
short-term depression on the PVBC-mIN synapses compared to control conditions. Both
mechanisms could contribute to the elevation of the mINs firing rate, and thus, to the
increase of dendritic inhibition on pyramidal neurons after drug application. The plausibility
of gabazine affecting the disinhibitory pathway can be tested experimentally, once the mIN
population is identified.
Hypothesis on how gabazine affects the serial correlations
What is the mechanism of the observed gabazine-mediated increase of the interval-peak
correlations in the majority of slices? This observation is puzzling: for a decreased incidence,
one would expect decreased correlations because of the longer time for synaptic recovery
from STD. However, the hypothesised higher firing rate of PVBCs (after gabazine) leads to
a stronger synaptic depression, and thus, to a longer recovery time of the PVBC afferent
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synapses (PVBC-PC, particularly). This implies that in ‘control’ in-vitro experiments, the
STD after SWR events is not saturated to its maximal value.
Other mechanisms
Up to this point, it has been considered that gabazine targets exclusively the GABAARs.
However, it has been shown that gabazine (as well as bicuculline) blocks also the glycine re-
ceptors (Wang and Slaughter, 2005; Li and Slaughter, 2007). Glycine receptors are ionotropic
inhibitory receptors that (upon activation) produce chloride flow into the cell membrane.
They are present in the hippocampus in smaller quantities relative to other brain areas
(van den Pol and Gorcs, 1988) and cluster around the inhibitory synapses on pyramidal
cells and interneurons (Lévi et al., 2004). Whether the incidence of SWRs is influenced by
gabazine blocking the glycine receptors can be tested in experiments. In particular, does the
application of a glycine receptor antagonist occlude the effect of gabazine or bicuculline?
3.4.2 Hypothesis on how GABAB receptors influence the sharp-wave
incidence
Currently, it is not known through what mechanisms the GABABRs influence the SWR in-
cidence. In contrast to previous reports (e.g., Hollnagel et al., 2014; Hofer et al., 2015), the
slice recordings analysed here showed a significant increase of SWR incidence after applica-
tion of the GABABR antagonist SCH50,911. On the other hand, agonists of GABABR led
to a decrease of SWR incidence (Maier et al., 2012; Hollnagel et al., 2014). Five different
GABABR-mediated pathways can explain these results in the framework of the phenomeno-
logical 3-population model.
• Postsynaptic GABABRs on PCs. A possible location of GABABR is on the postsy-
naptic sites on pyramidal cells. It is been shown that the activation of these receptors
leads to slow IPSPs with high amplitudes in CA3 principal cells (Knowles et al., 1984).
Such hyperpolarization would result in a lower spontaneous firing rate of the PC pop-
ulation, and thus, a lower incidence of SWs. There are experimental evidences that
GABABR are located along the whole somato-dendritic axis on the principal cells,
with highest concentrations in the stratum radiatum and lacunosum moleculare layer
(Degro et al., 2015). Moreover, GABAB1 receptors cluster with GIRK channels at the
dendritic spines of PCs mostly in the stratum oriens, stratum radiatum and lacunosum
moleculare (Kulik et al., 2006). The activation of postsynaptic GABABRs requires a
repetitive firing of one or more presynaptic interneurons (Scanziani, 2000).
• Postsynaptic GABABRs on PVBCs. Because of the hypothesised disinhibitory
role of the PVBCs, postsynaptic GABABRs on the PVBCs would also suppress the
initiation of SWs upon activation and facilitate SWR generation upon suppression.
Immunolabeling shows that GABABRs are co-localised with GIRK channels predomi-
nantly at the dendrites and the soma of the PV+ interneurons (Booker et al., 2013), and
to a smaller degree on the axons. Moreover, slow GABAB-mediated IPSPs are present
in the perisomatic-targeting, but not in the dendritic-targeting PV+INs (Booker et al.,
2013).
• GABAB heteroreceptors on PCs. Activation of GABABRs at the presynaptic
side of the recurrent excitatory synapses suppresses glutamate release, and thus, the
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network excitability. It has been shown that both GABAB1 and GABAB2 are expressed
at the presynaptic terminals of CA3 recurrent synapses (López-Bendito et al., 2004),
and that these receptors can modulate the AMPA receptors (Lei and McBain, 2003).
Moreover, GIRK channels cluster with GABAB1 at the excitatory axons (Kulik et al.,
2006). However, the functionality of these receptors is not clear. For example, Lei and
McBain (2003) have shown that the baclofen-mediated inhibition of EPSPs is larger
compared to the inhibition of IPSPs, and that the GABABR antagonist CGP55,845
enhanced the IPSPs but not the EPSPs.
• GABAB heteroreceptors on PVBCs. Activation of presynaptic GABABRs on the
PC-PVBC connections would suppress the excitability of PVBCs, which would lead
to a suppression of SWRs. It is been shown that presynaptic GABABRs on the glu-
tamatergic synapses can inhibit the excitatory transmission on CA3 interneurons (Lei
and McBain, 2003), but the identity of these interneurons is unknown.
• GABAB autoreceptors on PVBC-mIN synapses. Activation of GABABRs lo-
cated presynaptically on the PVBC-mIN connections would decrease the inhibition on
mINs, and thus, decrease the incidence of SWRs. Lei and McBain (2003) have shown
that inhibitory transmission to hippocampal interneurons is modulated by presynaptic
GABABRs. Particularly, Booker et al. (2013) showed that the output of perisomatic-
targeting PV+ interneurons is modulated by GABABRs.
There are anatomical evidences supporting each of the hypotheses described above. How-
ever, which, if any of these GABABRs are activated indeed during SWRs is unknown. Some
experimental evidences from the literature point to a presynaptic modulation. For example,
Hollnagel et al. (2014) suggest that the GABABR agonist baclofen decreases SWR incidence
due to presynaptic glutamatergic suppression. However, the used in-vitro model is different
as SWs occur spontaneously just after a train of external stimulations, and GABABR antag-
onist did not lead to an increase in the SWR incidence. A study by Maier et al. (2012) shows
that adenosine (activates GIRK channels, and suppresses glutamate transmitter release) sup-
presses SWRs because of presynaptic modulation. Moreover, there is no evidence that the
postsynaptic GABABR-mediated hyperpolarization (on PCs) is associated with the interval
until next spontaneous event in the intracellular recordings analysed here. However, data
(from personal communication with Nikolaus Maier) points out that application of GIRK-
channel blocker (SCH23,390) increases SWR incidence, and moreover, a later application of
GABABR antagonist does not suppress the SWR incidence. This result suggests that the
postsynaptic GIRK-coupled GABABR are involved in the modulation of SWs, but not the
presynaptic ones. Moreover, the GABABR antagonist CGP52432, that acts predominantly
on the autoreceptors (Lanza et al., 1993), did not influence SWR incidence in the in-vitro
model used by Hofer et al. (2015). Such result hints that the reported here increase of SWR
incidence might be not due to presynaptic GABABRs on inhibitory synapses.
There are more possible location sites for the GABABRs that haven’t been discussed
here. Through the prism of the 3-population model, the sites not mentioned here (e.g.,
presynaptic GABABRs on the outgoing mIN synapses) would modulate SWR incidence in
the opposite direction as observed experimentally. Only the five pathways described above
would lead to the experimentally observed effects of GABABR modulators. The question
whether one or more of these mechanisms are deployed simultaneously is to be answered.
Cocktails of drugs could help us to better disentangle the different mechanism of receptors
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modulation. For example, more experiments with a sequential application of GIRK-channel
blocker and GABABR antagonist could be performed, where first one of the drugs applied,
and after a few tens of minutes the other. Another experiment to test the postsynaptic
modulation is to apply a GABABR agonist, which will decrease the incidence, and to apply
a GIRK-channel blocker afterwards to check whether the incidence is normalized. If the
experiments favor a presynaptic modulation, the differential distribution of GABAB subunits
(i.e., GABAB(1a,2) and GABAB(1b,2) on different neurons could help narrow down the list of
suspected receptors. However, one should be careful with the interpretation of the results as
the effects of GABABR are nonlinear (Brenowitz et al., 1998). Upon activation, presynaptic
(Schwenk et al., 2010), as well as postsynaptic (Wetherington and Lambert, 2002) GABABR
can get desensitized.
Another possible influence of the GABABRs is through the modulation of short-term
inhibitory plasticity, which is hypothesised to control the SWR incidence and amplitude.
Short-term depression (STD) is usually mediated presynaptically (Kraushaar and Jonas,
2000). Moreover, the STD of inhibitory neurons can be modulated by GABABRs (Lei and
McBain, 2003). It would be interesting to find out whether STD of PVBCs is also modulated
by the GABABRs.
In summary, activation or inactivation of GABABRs can facilitate or depress the spon-
taneous generation of SWRs, respectively. Here, I proposed a few possible pathways of
modulation. However, unlike hypothesised initially at the beginning of this project, the
GABABR does not seem to be the crucial mechanism defining the relatively long time scale
between events.
3.4.3 Overview
After over two decades of research, the mechanisms of sharp-wave ripple generation are still
under debate. While some of the early theories focused exclusively on the role of excitation
(e.g., Draguhn et al., 1998 and Memmesheimer, 2010, but also Ylinen et al., 1995), a number
of evidences from the last years point out the importance of inhibitory transmission not
only for the ripple oscillation, but also for the generation of the whole population event
(Maier et al., 2011; Schlingloff et al., 2014; Stark et al., 2014; Kohus et al., 2016). While the
build-up of excitation is an important requirement for the generation of spontaneous events
(de la Prida et al., 2006; Ellender et al., 2010; Schlingloff et al., 2014; Hulse et al., 2016),
SWR-like events can also be evoked by a spontaneous experimentator (Maier et al., 2003;
Nimmrich et al., 2005; Both et al., 2008; Kohus et al., 2016) even in the absence of excitatory
transmission (Schlingloff et al., 2014).
A phenomenological 3-population model relying on disinhibition explains some intriguing
results from the literature. In particular, the model relies on a network circuit that can switch
between two states: one state is characterised by a low firing rate of principal neurons and
an unknown interneuron population, and another (transient) state by high firing rates of
the principal and parvalbumin-positive basket neurons. However, currently the model is too
general to explain all experimental findings. A number of possible experiments have been
proposed in the preceding sections that can help us refine the model, and possibly validate
or invalidate it.
To find the missing link between the SWR events and the slow time scale of the inter-
event interval, one possibility is to look beyond the neural circuit. The astrocyte network,
in particular, operates on a slower time scale (∼ 500 ms, Sasaki et al., 2014), and has been
known to modulate neural activity through complex and not well-understood mechanisms.
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For example, astrocytes control neural excitability through gliotransmitters (e.g., glutamate,
Parpura et al., 1994; ATP, Newman, 2001; GABA, Liu et al., 2000) and through modula-
tion of the extracellular concentration of K+ (Wang et al., 2012). The astrocyte network
can propagate Ca2+ waves triggered by neurotransmitters such as glutamate (e.g., Cornell-
Bell et al., 1990). Recently, Zhang et al. (2017) showed that acute induction of astrocyte
Ca2+ influx led to a suppression of neural activity on one-second time scale in a drosophila
model. It is unclear whether similar mechanism are active in the hippocampus. Currently,
the connections between SWRs and astrocyte activity is largely unexplored. It would be
interesting to see if the occurrence of SWRs is correlated with the calcium waves in the
astrocyte network or in the astrocytic compartments (Oschmann et al., 2017), and if yes,
through what mechanism they are coupled. In particular, it is feasible that in-vitro prepara-
tions that show clock-like rhythmicity of SWRs occurrence are controlled predominantly by
the slow oscillations of the neural-astrocyte network activity. While in slices with irregular
SWRs (as most of the data analysed here), the neural-astrocyte network might contribute
to a smaller degree. SWRs could be triggered by neural firing rate fluctuations that activate
the disinhibitory circuit on top of the slow recovery of excitability.
3.5 Methods
The results in this chapter are based on the analysis of data kindly provided by Nikolaus
Maier from the lab of Dietmar Schmitz (Neuroscience Research Center at Charité, Berlin).
Here, five datasets of in-vitro recordings are analysed, one of which was jointly recorded by
Roberta Evangelista and Nikolaus Maier. All recordings were performed in the CA3 area
of horizontal hippocampal slices. Here I give a brief summary about the data and provide
some details on the techniques applied during the analysis.
3.5.1 Data and data analysis
The slice preparations were done after “standard” procedures (Maier et al., 2003, 2012)
according to the guidelines of the local authorities (Berlin). The slices were obtained by
cutting mice hippocampi through the horizontal plane. All analyzed extracellular recordings
were done in the pyramidal cell layer (stratum pyramidale) of CA3.
Sharp waves (SWs) were detected as positive deflections in the band-pass filtered signal
of extracellular electrode recordings. A typical frequency band used in the analysis was 2–60
Hz (Butterworth filter), but due to noise, some recordings were filtered in the band 5–60
Hz. The threshold for SWR detection was set manually for each slice after visual inspection
of the data. In recordings that show small deviations of the signal, 2 standard deviations
(SDs) above the mean were sufficient to capture all SWR events. For “noisy” recordings with
substantial deviations in the recorded signal, the threshold could be up to 5 SDs. Only events
of duration between 10 and 70 ms were considered as sharp-wave events. The amplitudes
positive deflections of the filtered signal were used to quantify the SWR peaks in the Results
(Section 3.3). The measure of inter-SWR intervals was based on the difference of peak times.
The time interval between events from different sweeps were not considered in the analysis.
Dataset 1: hippocampal slices
The first dataset consists of extracellular recordings from 20 hippocampal slices. Recordings
were performed in the years 2007–2014. The temporal sampling frequency was 5 or 10 kHz.
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The recording durations were between 8 and 55 minutes.
Dataset 2: multi-electrode arrays
The second set of data was jointly collected by Roberta Evangelista and Nikolaus Maier as
part of Roberta’s Master thesis. Data were recorded on multi-electrode arrays (MEA) from
25 slices of 8 animals in 2014 and 2015. While each array consisted of 32 electrodes, only
recordings from stratum pyramidale of CA3 were considered in this analysis, i.e., between
6 and 13 recording sites in different slices. Due to data preprocessing, the amplitudes of
the raw field-potential traces (instead of the filtered) were considered for the calculation of
the SWR peak amplitudes. Moreover, the SWR peak amplitudes values were normalized by
subtracting the mean and dividing by the SD of SWR peaks at the particular recording site.
Dataset 3: gabazine
The effects of gabazine on the hippocampal circuit were experimentally investigated in eight
slices by Nikolaus Maier in the years 2012–2014. Here, the extracellular field potentials in
stratum pyramidale were measured in intact slices. A few tens of minutes (between 16 and
40 mins) after the recording onset, a low concentration (100 nM) of the GABAAR antagonist
gabazine was applied with artificial cerebrospinal fluid (ACSF). In 2 of the slices, there was a
washout of gabazine that reversed the effects on incidence and amplitudes of SWRs. Events
from the window [-7, -2] minutes (before drug application) and [6, 11] minutes (after drug
application) were used to compare the properties of SWs.
Dataset 4: GABABR blocker
This dataset contains extracellular recordings from 13 hippocampal slices. Here, the extra-
cellular field potential was measured for several minutes, after which 20µM GABABR of
a antagonist (SCH50,911) was applied to the ACSF. In two of the recordings, SCH50,911
was washed out after ∼ 20 minutes of application, and in one of the recording the wash-out
normalized the SWR incidence to the levels prior to application; in the other recording,
incidence increased even further. Events from the window [-5, 0] minutes (before drug ap-
plication) and [2, 7] minutes (after drug application) were used to compare the properties
of SWs. One recording was excluded as there were virtually no events prior to the drug
application, and thus, the average results were heavily skewed.
Dataset 5: intracellular recordings
The last dataset consists of 13 recording pairs performed between 2008 and 2012. Two
simultaneous recordings were performed in CA3 area, one extracellular and one intracellular
recording from a patched pyramidal cell in a current clamp mode. The data consists of
multiple sweeps of around 5–20 seconds. The length of each recording is rather short, ranging
from 40 seconds up to 10 minutes, with sampling rates between 5 and 40 kHz. At the
beginning of each sweep, a large negative current pulse was injected into the patched cells
to determine potential changes in cell’s input resistance resulting into a negative deflection
(∼ 10 mV) of the membrane potential. Therefore, events that occurred in the first 200 ms
of the sweep were ignored. In a couple of recordings this hyperpolarization was still present
in the membrane potential prior to SWs and reflected in the voltage trace differences in




The network simulations were based on the model presented in Chapter 2. Spontaneous
replays of assembly sequences are used as a model for the SWR events (Section 3.3.3).
The connectivity values were prc = 0.08 and pff = 0.06. The remaining parameters were
unchanged. The gabazine modulation was modelled by decreasing the values of inhibitory




The aim of this final chapter is to put into perspective the problems that have been analysed
so far. In particular, what is the relevance of the assembly sequence in the framework of
the disinhibitory 3-population model? Moreover, I openly discuss some ideas that have
spontaneously occurred over the course of the last few years.
4.1 Bridging the assembly sequence model and the
3-population hypothesis
Neural assemblies connected in a feedforward manner can explain the replay of behaviour
sequences observed in the hippocampus. The sequence replay can be evoked by an external
input cue, or occur spontaneously. As described in Chapter 2, a spontaneous replay requires
higher connectivities between assemblies than the evoked replay. Moreover, the spontaneous
replay largely depends on the network excitability, and a small change of the net input can
shift to or from spontaneous replay regime. For example, decreasing the total input to the
network abolishes spontaneous events, while an increase of the input facilitates them. How-
ever, such circuitry relying on two populations (an excitatory and an inhibitory one) cannot
account for the inhibitory-evoked SWRs observed in vitro (e.g., Schlingloff et al., 2014; Kohus
et al., 2016). Therefore, in Chapter 3, I described a phenomenological model of a hippocam-
pal network consisting of 3 populations (one excitatory and two inhibitory populations). The
underlying idea is that the activation of one inhibitory population activates a disinhibitory
circuit, leading to a population burst. An ultimate goal, that has not been achieved in this
thesis, is to combine these two models (e.g., the assembly sequence and the 3-population
model) into a single framework. Is the high–firing–rate regime during a population burst
going to dramatically decrease the connectivities required for a replay?
A possible limitation of the presented assembly-sequence model is the fact that it relies
on ‘rigid’ assemblies of neurons that are uniformly connected among themselves. Experi-
mental data on the synaptic organisation in hippocampus, as well as in the cortex, show
heavily skewed distributions of synaptic strength and connectivity (e.g., Takahashi et al.,
2010; Buzsáki and Mizuseki, 2014; Cossell et al., 2015). Lognormal distributions of connec-
tivities and synaptic weights between neurons would be a more plausible model for a cell
assembly. Then, a few ‘central’ neurons will fire reliably during assembly activation, while
the participation of the ‘periphery’ neurons will depend more on the strength and the type
of input stimulation. To what degree such modification of the model will affect the results
of sequence replay is not known.
4.2 Further implications of the disinhibitory circuit
The 3-population hypothesis is a plausible general mechanism for achieving multistability
of local networks. Particularly, a disinhibitory pathway can lead to a rapid activation of
the excitatory network upon command. Such a mechanism might underlie the gating of
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spontaneous activity not only in the hippocampus, but also in local cortical networks. Luczak
et al. (2013) suggested that the sensory cortex is constantly processing the inputs in a
background, low-firing rate regime, i.e., the ‘down state’. Upon a top-down request from
higher-order areas, the sensory cortex switches to an ‘up state’, and thus, gates the sensory
information upstream. Such up states might be achieved through a rapid disinhibition.
A line of research from Brecht lab points out to the plausibility of the disinhibitory
hypothesis in cortical networks. Brecht et al. (2004) has shown that a repetitive stimula-
tion of a single pyramidal neurons in the rat motor cortex can evoke whisker movement.
The stimulation evoked a marked change of pattern activity reflected in the field potential
and increased firing of the fast spiking, putative inhibitory interneurons (Houweling and
Brecht, 2007; Doron et al., 2014). Moreover, stimulation of fast spiking, putative inhibitory
interneurons in somatosensory cortex led to stronger effects detected in the animal’s be-
haviour compared to a stimulation of principal cells (Doron et al., 2014). The stimulations
were typically followed by a ‘long-lasting’ inhibition of firing rates measured in the micro-
circuit (Doron et al., 2014). Experiments targeting the disinhibitory neurons would address
explicitly the question of disinhibition in cortical networks.
4.3 Why a hippocampal replay?
According to the standard 2-stage memory model, behaviour sequences are imprinted in the
CA3 recurrent networks upon experience (Marr, 1971; Buzsáki, 1989). However, such view
has been challenged in the last years as reports have shown that the hippocampal replay is
not a simple function of experience (e.g., Gupta et al., 2010). Even more explicitly, Dragoi
and Tonegawa (2011, 2013) showed that sequences are replayed in the hippocampus already
prior to the first exposure of the environment which these sequences represent. What could
be the role of the observed replays?
Dragoi suggested1 that the role of CA3 is to create blank sequences that are mapped
later to experience. Cheng (2013) proposed the CRISP model which goes along these lines.
According to the model, CA3 sequences are formed offline prior to utilization due to the
maturation of newly generated granule cells in the dentate gyrus. During the first exposure
to the environment, granule cells that carry sparse information about the environment are
instantly mapped to the CA3 sequences via the mossy fibers. While this is a plausible
explanation of how the hippocampal input is mapped to the blank hippocampal sequences,
it is not clear how the hippocampal output during a following offline replay is mapped back to
the context it represents. Such mapping would require highly plastic synapses that are able
to encode information in a single experience. Cheng (2013) hypothesises that the internal
sequences are mapped back to the behavioural information via the feedforward synapses from
CA1 to the deep EC layers. Such learning might be facilitated by the preplays that occur
prior to experience. In this way, the internal CA3 sequences would not be purely blank, but
are already integrated with activity patterns in the deep layers of the EC.
1The episodic event took place during a public talk at BCCN-Berlin in 2013.
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