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Abst rac t - - In  this paper, we establish the uniqueness of positive solutions of generalized Laplacian 
boundary value problems 
(E) (¢(u'))'+f(t,u,u') =0, in (01,#2), 
a lu(#l )  - 31u'(01) = 0 
auu(eu) + ~2u'(ou) o, 
(BC) 
(BVP) 
where as,/~i _> 0 and ai 2 +/?i 2 ¢ 0 (i = 1, 2). (~) 2000 Elsevier Science Ltd. All rights reserved. 
Keywords--General ized Laplacian BVPs, Positive solution, Uniqueness. 
1. INTRODUCTION 
In this paper, we will establish the uniqueness of positive solutions of boundary value problems 
for the generalized Laplacian equation 
(¢ (u'))' + f (t, u, u') = 0, el < t < e2, (E) 
*Author to whom all correspondence should be addressed. 
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subject o one of the following sets of boundary conditions: 
U(01) : ~1 ~--- 0, Ut(02) : ~2 >_ 0, (BC.1) 
u'(01) = ~1 _< 0, u(02) = ~2 -> 0, (BC.2) 
U(01) : ~1 ~-~ 0, U(02) = ~2 >-- 0, (BC.3) 
where (01,02) C (--OO, C~), ~b • CI((--C~,OO); (--C~,(X))), and f : (01,02) x (0, c~) x (-c~,c~) --* 
(0, co) satisfy the following conditions, respectively. 
(H1) y¢(y) > 0 in (-0% 0) kJ (0, c~) and (~(y)/y)sgn(y) is increasing in (-oo, 0) O (0, 00). 
(H2) f(t ,  x, y) is locally Lipschitz continuous for (z, y) in (0, c~) x {(-o0, 0)U(0, c~)}, f(t ,  z, y)/x 
is strictly decreasing w.r.t, x • (0,co) for each fixed (t,y) • (01,02) x (-eo,cx~), f(t,  x,y) 
sgn(y) is decreasing w.r.t, y • (-oo, c~) for each fixed (t, x) • (01,02) x (0, 00) and there 
is a positive constant ~ > 0 such that f(t, x, y) is strictly monotonic w.r.t, x • (0, r?) for 
each fixed (t, y) • (01,02) x (-c~, 00). 
The purpose of this paper is to show that 
(E) (~b (C))' + f (t, u, u') = O, in (01,02), 
S alu(01) - fllU'(01) = 0 (BVP) (Bc) / a2u(02) + Z2u'(O ) = 0 
has at most one positive solution in el([01, 02]), where ai,/3i >_ 0 are constants and ai2+/3i 2 5~ 0 
(i = 1 ,2 ) .  
Let d2(u) = lu[m-2u, where m >_ 2 is a fixed number. Then (BVP) reduces to 
( )' lu'] m-2 u' + f (t, u, u') ---- 0, in (01,02), 
c~lu(01) - 131u'(Ot) = 0, (BVP*) / 
(BC) 
"~ O~2U(02) + ~2Ut(02) = 0, 
where ai, N >_ 0 are constants and ai 2 + 3i 2 ¢ 0 (i = 1,2). 
The uniqueness problem concerning the boundary value problem of the form (BVP*) has 
been studied by many authors, see for example, [1-7] and the excellent book by Agarwal and 
Lakshmikantham [8]. In this paper, we extend the result of Wong [7] to the boundary value 
problem (BVP) by using the uniqueness theorems of (E) with respect o the boundary conditions 
(BC.1) (i = 1, 2, 3). 
REMARK. 
(i) It is clear that (E) can be reduced to 
¢' (u') u" + f (t, u, u') = 0, 01 < t < 02. (E*) 
(ii) Hypothesis (H1) guarantees "¢(y) is increasing". 
(iii) The hypothesis "f(t, x, y) is locally Lipschitz cont inuous for (x, y) in (0, ~)  x {R-  
{0}}", guarantees the uniqueness of positive solution of (E) with respect to nonzero  
initial condit ion: u(~)u' (~) 7t O. 
We see easily that Condition (iii) can be replaced by another condition if it can guarantee the 
uniqueness of positive solution of (E) with respect o nonzero initial condit ion.  
2. MAIN  RESULTS 
Let u and v be two distinct positive solutions of (E). Throughout his paper, we define 
w(t)  := u(t)¢ (v'(t)) - v(t)¢ (u'(t)) (1) 
for t • [01,02]. 
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It is clear that w(t) satisfies 
~'(t)  = u (¢ (v'))' - v (¢ (u'))' + u'¢ (v') - ~'¢ (u') 
= u { - f  (t, v, v')} - { - f  (t, u, u')} v + u'¢ (v') - v'¢ (u') 
{f(t,u,~') y(t,~,v')}+u,¢(v, ) v,¢(,) 
UV 
U V 
~-- UV -{- V p U V V V 
for t E (/91, 02). 
(2) 
¢ (u') } 
?At 
In order to discuss our main results, we need the following. 
LEMMA 2.1. Let u and v be distinct positive solutions of (E),(BC.1) in C1([/91,02]) and u > v 
in (01,/92) for i = 1, 2, 3. Then w'(t) < 0 in (01,/92), that is, w(t) is strictly decreasing on [01,/92]. 
PROOF. We separate the proof into the following cases. 
CASE A. Suppose that u and v are two distinct positive solutions of (E),(BC.1). First, we claim 
that u'(t) >_ v'(t)(> 0) in (/91,/92). 
Since ¢(u'(t)) and ¢(v'(t)) are strictly decreasing in (/91,/92) and ¢(y) is increasing, ul(t) 
and v'(t) are strictly decreasing in (/91,/92)- It follows from (BC.1) that u'(01) _> v'(/91) > 0. 
(a) Assume that there exists a t 1 E (/91,02) such that 
u'(t) > v'(t) (> 0) in (01,tl) and u'(tl) = v'(t l )(> 0). 
Thus, it follows from (2) and (H2) that w'(t) < 0 in (/91,tl). 
decreasing function on [/91, tl]. Therefore, 
0 ~_~ [~Z(tl) -- V(t l ) ]¢(Ut(t l ) )  = W(tl) 
< W(/91) = U(/91) [• (Vt(01)) -- ¢ (U'(/91))] ___~ 0, 
Thus, w(t) is a strictly 
(b) 
which gives a contradiction. Hence, u'(t) >_ v'(t)(> 0) in (/91,/92), which implies w'(t) < 0 
in (/91,/92). 
Assume that there exists a strictly decreasing sequences {tn}n~=l satisfying l imn-~ tn -=/91, 
u'(t,)  = v'(t,)  > 0, u"(t2,) -v" ( t2 , )  >_ O, and u"(t2n-1) -V"(t2n-1) <_ 0 for n = 1, 2 , . . . .  
It follows from 
u'(/91) = v'(/91) = lim u'(tn) > 0 n'---* OO 
that u(01) = v(/91) = limn-.~ u(tn) = ~1 = 0. In fact, if u(/91) = v(/91) = ~1 ) 0, then 
u = v on [/91,/92] (by using the uniqueness of nonzero initial condition), which contradicts 
to u(t) > v(t) in (01,/92). It follows from ~1 : 0 that ,  for 7] ~> O given as in (H2), 
o < v(t.) < u(t~) < 7, 
where n is large enough. Without loss of generality, we may assume f (t ,  x, y) is strictly 
decreasing with respect o x E (0, r]) for each fixed (t, y) E (/91,/92) x ( -co,  co). Therefore, 
it follows from (E*) that 
0 > ¢' (u'(t2n-1)) (U"(t2n-1) -- V"(t2n-1)) 
= f(t2n-1, v(t2n-1), V'(t2n-1)) -- f(t2n-1, U(t2n-1), Ut(t2n--1)) 
= f (t2n-a, V(t2n-1), U'(t2n-1)) -- f(t2n-1, U (t2~-1), u'(t2n-X)) > O. 
This contradiction shows that u'(t) > v'(t)(> 0) in (/91,/92), which implies w'(t) < 0 
in (/91,/92). 
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CASE B. Suppose that u and v are two distinct positive solutions of (E),(BC.2). We claim that 
u'(t) < ¢( t ) (< o) in (Ol, 02). 
Since u'(t) and v'(t) are strictly decreasing in (01,02), it follows from (BC.2) that u'(02) <_ 
¢(02) < 0. 
(c) Assume that there exists a tl e (01,02) such that 
u'(tl) = v'(t l )(< 0) and u'(t) < v'(t)(< 0) in (t1,02). 
It follows from (2) and (H2) that w'(t) < 0 in (tl, 82). Thus, w(t) is a strictly decreasing 
function on [tl, 82]. Therefore, 
0 > [u(tx) - V(tl)]¢ (u'(tx)) = w(tl) 
> w(02) = u(02) [¢ (¢(02)) - e (u'(02))] >_ o, 
which gives a contradiction. Hence, we have u'(t) < v'(t)(< 0) in (01,02), which implies 
w'(t) < 0 in (01,02). 
t oo (d) Assume that there exists a strictly increasing sequences { n}n=x satisfying limn-~oo tn = 02, 
u'(tn) = v'(tn) < O, U"(t2n) -- v"(t2n) _> 0, and u"(t2n-1) -v"(t2n-1)  < 0 for n = 1,2, . . . .  
It follows from ' 
u'(02) = v'(02) = lim u'(tn) < 0 
that u(02) = v(02) = limn-.oo u(tn) = ~2 = 0. In fact, if u(02) = v(02) = ~2 > 0, then 
u = v on [01, 02] (by using the uniqueness of nonzero initial condition), which contradicts 
to u(t) > v(t) in (01, 02). It follows from {2 = 0 that, for rl given as in (H2), 
o < v(t .)  < u(t .)  < v, 
where n is large enough. Without loss of generality, we may assume f(t, x, y) is strictly 
decreasing with respect o x E (0, r]) for each fixed (t, y) E (0a, 02) × ( -co,  c~). Therefore, 
it follows from (E*) that 
0 >_ ¢'  (u'(t2n-1)) (Ut'(t2n-1) -- v't(t2n-1)) 
= f (t2n-1, v(t2n-1), v'(t2n-1)) -- f (t2n-1, U(t2n-1), U'(t2n-1)) 
= Y (t2.-1, v(t2.-1), u'(t2.-1)) - f (t2~-1, u(t2~-l) ,  u'(t2.-1)) > o. 
This contradiction shows that u'(t) <_ v'(t)(< 0) in (01,02), which implies w'(t) < 0 
in (01,02). 
CASE C. Suppose that u and v are two distinct positive solutions of (E),(BC.3). By virtue of 
Cases A and B, we need only consider the case u'(01) # v'(01) and u'(02) # v'(02). Without loss of 
generality, we may assume that ~1 <~ ~2 (respectively, (2 _< ~1), which implies u'(01) > v'(01) >_ 0 
(respectively, u'(02) < v'(02) <_ 0). 
(e) Assume that there exist tl,t2 e (01,02) such that u'(tl) = v'(t2) = 0. We claim that 
tl = t2. Since ¢(u') and ~b(v') are strictly decreasing in (01,02), tl and t2 are determined 
uniquely. If tl < t2, it follows from u'(01) > v'(01) > 0 and u'(tl) = 0 < v'(tl) that there 
exists a t3 e (01,tl) satisfying 
u'(t) > v'(t) > 0 in (01,t3) and u'(t3) = v'(t3) > 0. 
It follows from u(01) = v(01) = (1 >-- 0, u'(t3) = vt(t3) > 0, and Case A that w'(t) < 0 
in (01, tz). Thus, w(t) is a strictly decreasing function on [01, t3]. Therefore, 
0 <_ [u(t3) - v(ta)]¢ (u'(ta)) = w(ta) 
< W(01) = U(0À) [~3 (Vt(01)) -- ¢ (ut(01))] <~ O, 
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which gives a contradiction. If tl > t2, it follows from u'(82) < v'(82) < O, and v'(tl) < 
0 = C(t l)  that there exists t4 E (tl, 82) such that 
ut(t4) = v'(t4) < 0 and u'(t) < v'(t) < 0 in (t4, 05). 
It follows from u(82) = v(82) = ~2 _> 0, u'(t4) = C(t4) < 0, and Case B that wt(t) < 0 
in (t4, 02). Thus, w(t) is a strictly decreasing function on It4, 02]. Therefore, 
o < u(82)[¢(v'(82)) - ¢(u'(82))1 = ~(82)  
< w(t4) = [u(t4) - v(t4)]¢(u'(t4)) < o, 
(f) 
which gives a contradiction, too. Thus, tl -- t2. By Cases A and B, we see that w~(t) < 0 
in (01,02). 
Assume that there exists a tl E (81,85) such that u'(tl) = 0 and C(t) # 0 in (81,82). I t  
follows from u'(Ol) > v1(81)(>_ 0) and C(tl) = 0 < C(tl) that there exists a t5 E (81,tl) 
satisfying 
Ut(t) ~> vt(t) > 0 on [81, th) and u'(th) = v'(th) > 0. 
As in the proof of (e), we get a contradiction. 
(g) Assume that there exists a t2 E (01,02) such that vt(t2) = 0 and C(t) # 0 in (82,02). 
Therefore, 0 < u'(O2) _< C(O2) < 0, which gives a contradiction. 
(h) Assume that u'(t) # 0 and v'(t) # 0 in (Ol, 82). It follows from C(81) > C(Ol)(> 0) and 
vt(82) > u'(82)(_> 0) that there exists a t6 E (01, 82) satisfying 
u'(t) > vl(t) > 0 on [81, t6) and ut(t6) = vt(t6) > 0. 
As in the proof in (e), we also get a contradiction. 
THEOREM 2.2. The boundary value problem (E),(BC.1) has at most one positive solution 
in el(J01,02]). 
PROOF. Assume on the contrary that u and v are two distinct positive solutions of (E),(BC.1). 
We claim that u and v intersect in (81,85). Suppose, on the contrary, that u(t) > v(t) in (81,85). 
It follows from Lemma 2.1 and u'(81) >_ v'(82)(> 0) that 
o < [u(82) - v(82)]¢ (v'(82)) = w(82) 
< w(81) = u(81) [¢ ( . ' (81))  - ¢ (u'(81))] < o, 
which gives a contradiction. Hence, there exists a tl E (01,02) such that u(tl) = v(tl) > O. 
Since u(tl) = v(tl) > 0 and u'(82) = C(82) = ~2 > 0, there exists a t2 E (tl,82) such that 
u(t2) = v(t2) > o. 
Now, we claim that u and v intersect in (tl, t2). Assume, on the contrary, that u(t) > v(t) in 
(tl, t2), then u'(tl) >_ vl(tl) > 0 and 0 < C(t2) _< v'(t2). From Lemma 2.1, we see that 
o < u(t2) [¢ (v'(t2)) - ¢ (u'(t2))] = w(t2) 
< w(t l )  = u(tx) [¢ (v ' ( t l ) )  - ¢ (u'( t l ) ) ]  < 0, 
which gives a contradiction, too. Hence, there exists a t3 E (tl, t2) such that u(t3) = v(t3) > 0. 
Repeating the same argument, we obtain a strictly decreasing sequence {tn}n~__3 C (tl, t2) C 
(01,82) such that t~ E (t l , t~- l )  and u(t,~) = v(tn) for all n = 3,4 , . . . .  By the Bolzano- 
oo Weierstrass theorem, we see that {tn}n=3 has a accumulation point, say p on [tl, t2]. It is clear 
that u(p) = v(p) > 0 and C(p) = C(p) > 0. Since f(t, x, y) satisfies (H2), it follows from the 
uniqueness of initial value problem that u(t) = v(t) on [01,82]. 
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THEOREM 2.3. The boundary value problem (E),(BC.2) has at most one positive solution 
in 61([01,02]  ) . 
PROOF. Assume on the contrary that u and v are two distinct positive solutions of (E),(BC.2). 
As in the proof of Theorem 2.2, we claim that u and v intersect in (01fl2). Suppose, on the 
contrary, that u(t) > v(t) in (01,02). It follows from Lemma 2.1 and u'(02) <_ v'(02)(< 0) that 
0 < u(02)[¢ (¢(02)) - ¢ = w(o2) 
< W(01) "~- [U(01) -- V(01)]~/) (Vt(01)) ~ 0, 
which gives a contradiction. Hence, there exists tl • (01,02) such that U(tl) = V(tl) > 0. Since 
u(tl)  = v(tl) > 0 and u'(01) = v'(01) = ~1 <_ 0, by the same argument as in the proof of 
Theorem 2.2, we have u(t) = v(t) on [01,02]. 
THEOREM 2.4. The boundary value problem (E),(BC.3) has at most one positive solution 
in c1([ol, 02]). 
PROOF. Assume on the contrary that u and v are two distinct positive solutions of (E),(BC.3). 
By virtue of Theorems 2.2 and 2.3, we see that u'(01) # vt(01) and u~(02) # v~(02). Without 
loss of generality, we may assume that u(t) > v(t) in (01, 02). Thus, u'(01) > v'(01). Choose 
tl, t2 • (01,02) such that u~(tl) = v'(t2) = O. As in the proof of Lemma 2.1, we have that tl = t2. 
Apply Theorems 2.2 and 2.3, we obtain u = v on [01, tl] and u -- v on [tl, 02]. Therefore, we get 
the desired result. 
THEOREM 2.5. MAIN RESULT. The boundary value problem (BVP) has at most one positive 
solution in C 1([81, 92]). 
PROOF. Assume on the contrary that u and v are two distinct positive solutions of (BVP). We 
separate the proof into the following cases. 
CASE 1. Assume that a l  = 0, that is u~(01) = v'(01) = 0. Since ¢(u ~) and ¢(v') are strictly 
decreasing in (01,02), ut(t) < 0, and vt(t) < 0 on (01, 02]. Now, we claim that u and v intersect 
in (01,02). Suppose to the contrary that u(t) > v(t) > 0 in (01,02). 
(1 °) If a2 = 0, then u'(02) = v'(02) = 0. This contradicts to the fact that u'(t) < 0 and 
v'(t) < 0 on (01,02]. 
(2 °) If ~2 = 0, then u(02) = v(02) = 0. It follows from u~(01) = vt(01) = 0, u(02) = v(02) = 0, 
and Theorem 2.3 that u(t) = v(t) on [01,02], which gives a contradiction. 
(3 °) If a2/32 # 0, then u'(O2)v(02) = vt(02)z~(02) .  It follows from u'(01) -- v'(01) = 0, Theo- 
rem 2.3 and v'(t) < 0 on (01,02] that u(02) > v(02) > 0 and u'(02) < v'(02) < 0. 
Repeating the same argument in Case B, we see that w(t) is strictly decreasing on 
[Ol, 02]. Since ¢(x)/x is decreasing as x < 0, therefore, we obtain 
0 = [U(01) -- V(01)]¢(U'(01) ) : W(01) 
> W(02) = ?£(02)~])(Vt(02)) -- V (02)~(~' (02)   >___ 0, 
which gives a contradiction. 
Hence, there is a t2 e (01,02) such that u(t2) --- v(t2) > 0. Since u'(O1) = v' (01)  = 0 
and u(t2) = v(t2) > 0, it follows from Theorem 2.3 that u(t) = v(t) on [01, t2]. Therefore, 
u(t) = v(t) on [el, 02]. 
CASE 2. Assume that ~1 ~--- 0, that is U(0l) = v(01) = 0. It follows from ¢(u'),  ~b(ff) are strictly 
decreasing in (01,02) and u(01) = v(01) = 0 that ut(01) > 0 and ff(01) > 0. Now, we claim that 
u and v intersect in (01,02). Suppose to the contrary that u(t) > v(t) > 0 in (01,02), and this 
implies ut(01) > ff(01) > 0. 
(4 °) If a2 = 0, then u'(02) = v'(02) = 0. It follows from Theorem 2.2 that u(t) = v(t) on 
[01,02], which gives a contradiction. 
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(5 °) If/~2 = 0, then u(02) = v(02) = 0. It follows from Theorem 2.4 that u(t) = v(t) on [01,02], 
which gives a contradiction. 
(6 °) If a2& ¢ 0, then u'(O2)v(02) = v'(O2)u(02). It follows from u(01) = v(01) = 0 and 
Theorem 2.4 that u(02) > v(02) _> 0 and u'(02) < v'(02) _< 0. 
Repeating the same argument in Case C, there is a t3 E (01,02) such that u'(t3) = 
v'(t3) >_ 0. Since u(01) = v(01) = 0 and u'(ta) = v'(t3) >_ 0, it follows from Theorem 2.2 
that u(t) = v(t) on [01, ts]. Therefore, u(t) = v(t) on [0t, 02]. 
CASE 3. Assume that a2 = 0, that is u'(02) = v'(02) = O. Since ¢(u') and ¢(v') are strictly 
decreasing in (01,02), u'(t) > 0 and v'(t) > 0 on [0t, 02). Now, we claim that u and v intersect 
in (01, 02). Suppose on the contrary that u(t) > v(t) > 0 in (01, 02). 
(7 °) If at  = 0, it follows from Case 1(1°), we obtain a contradiction. 
(8 °) If/~1 = 0, it follows from Case 2(4°), we obtain a contradiction. 
(9 °) If c~t~ 1 ¢ 0, then ut(O1)v(01) = vt(Ot)u(O1). It follows from u'(02) = v'(02) = 0, Theo- 
rem 2.2 and v'(t) > 0 on [0t, 02) that u(01) > v(01) > 0 and U'(01) > V'(01) > 0. 
Repeating the same argument in Case A, we see that w(t) is strictly decreasing on 
[01,02]. Since ~;(x)/x is increasing as x > 0, therefore, we obtain 
0 ~ U(Ot)¢(V'(01)) -- V(O1)~[J(U'(Ot) ) = W(01) 
> W(02) = [~(02) -- V(02)1¢(~'(02)) = O, 
which gives a contradiction. 
Hence, there is a t2 E (01,02) such that u(t2) = v(t2) > 0. Since u'(O2) -- v'(02) = 0 
and u(t2) = v(t2) > 0, it follows from Theorem 2.2 that u(t) = v(t) on [t2, O2l. Therefore, 
u(t) = v(t)  on [01,02]. 
CASE 4. Assume that/~2 -- 0, that is u(02) = v(02) -- 0. It follows from the strictly decreasing 
property of ¢(u'), ¢(v') in (01,02), and u(O2) = v(02) -= 0 that u'(O2) < 0 and v'(02) < O. 
Now, we claim that u and v intersect in (01,02). Suppose to the contrary that u(t) > v(t) > 0 
in (01,02), and this implies ur(O2) < vr(02) < 0. 
(10 °) If a l  -- 0, it follows from Case 1(2°), we obtain a contradiction. 
(11 °) If/~1 = 0, it follows from Case 2(50), we obtain a contradiction. 
(12 °) If al/~ 1 ~ 0, then u/(O1)v(01) = v'(O1)u(01). It follows from u(02) = v(02) = 0 and 
Theorem 2.4 that u(01) > v(01) _> 0 and u~(Ol) > v'(01) _> 0. 
Repeating the same argument in Case C, there is a t4 E (0t,O2) such that u/(t4) = 
v'(t4) < 0. Since u(02) = v(02) --- 0 and u'(t4) = v'(t4) < 0, it follows from Theorem 2.3 
that u(t) -- v(t) on [t4, 02]. Therefore, u(t) = v(t) on [01,02]. 
CASE 5. Assume that ala2/~1/~2 ¢ 0, that is, u'(Oi)v(Oi) -~ vt(Oi)u(Oi) for i --- 1, 2. The rest of 
proof is quite similar to the proofs of Case 1(3°), Case 2(60), Case 3(90), and Case 4(12°), so we 
omit the details. 
By Cases 1-5, we obtain the desired result. 
Setting ¢(y) := [ylm-2y in Theorem 2.5, we obtain the following. 
COROLLARY 2.6. (See [7, Theorem 2.5].) The boundary walue problem 
( )' (E3) lu'l m-2 u' + / (t, u, ~') = 0, in (01,02), 
f ~lU(01) -- ZlUP(01) ~--- 0, 
(BC) / ~u(02)  + ~2u'(02) = 0, 
has at most one positive solution in C1([01,020, where ai, 
(i = 1, 2). 
m>_2, 
(BVP*) 
j3i :> 0 are constants and ai 2 q- t3i 2 ~ 0 
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3. REMARKS AND EXAMPLES 
REMARK 3.A. 
(i) If 
¢(Y)=-elylY, y3_~ ( l _e_Y2)  y ' 
l+y  2' 
then (~b(u)/u)sgn(u) is increasing in (-c~, cx)). 
(ii) It is clear that if f(t, u) is strictly decreasing in u E (0, oo) or 
or (eU2e-Y)y ,  
f(t, u) - h(t)u -p, h(t)u q or u a + u -a 
for any given p E (0, c~), q E (0, 1), a E (0, 1], and h E C((0, 1); [0, co)), then f ( t ,u) /u  is 
strictly decreasing in u and there is a positive constant ~ > 0 such that f(t, x, y) is strictly 
monotonic with respect o x E (0, 7). 
EXAMPLE 3.B. 
(I) It follows from Theorem 2.2 (respectively, Theorems 2.3-2.5) that boundary value problem 
(u') a ~'  sin(t) lu'l -<l/a) 
1 ~-/u--~2/ +2[t(1-t ) ]2u-P+ l+t2  =0,  in (0,1), 
"l-~ ) / 
(BVP.1) 
u(0)  = = 0, 
(respectively, u'(0) = u(1) = 0, u(0) = u(1) = 0, and u(0) = u(1) + 2u'(1) = 0), 
has at most one positive solution in CI[0, l], where p E (0, oc) is given. 
(II) It follows from Theorem 2.3 (respectively, Theorems 2.2, 2.4, and 2.5) that boundary value 
problem 
( ,e l~ lu , ) '+]_~l  uP=0 ' in(0,1),  
u'(0) = u(1) = 0, (BVP.2) 
(respectively, u(0) = u'(1) = 0, u(0) = u(1) = 0, and u(0) = u(1) + 2u'(1) = 0), 
(III) 
has at most one positive solution in CI[0, 1], where p E (-oo, 1) is given. 
It follows from Theorem 2.4 (respectively, Theorems 2.2, 2.3, and 2.5) that boundary value 
(BVP.3) 
problem 
, tul/2 + e -u 
u(0)  = u(1)  = 0, 
(respectively, u(0) = u'(1) = 0, u'(0) = u(1) = 0, and u(0) = u(1) + 2u'(1) = 0), 
has at most one positive solution in C 1 [0,1]. 
(IV) It follows from Theorem 2.4 (respectively, Theorems 2.2, 2.3, and 2.5) that boundary value 
problem 
, , e-I 'l 
(elUlu ') +tu l /2+( l+t2)  ul/3+ l+t-----~=0, in(0,1),  
u(0) = u(1) = 0, (BVP.4) 
(respectively, u(0) = u'(1) = 0, u'(0) = u(1) = 0, and u(0) = u(1) + 2u'(1) = 0), 
has at most one positive solution in C 1 [0,1]. 
Clearly, the result of [7] cannot be used in the above examples. 
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