A neutral FDE with stable D-operator is retarded  by Staffans, Olof J
JOURNAL OF DIFFERENTIAL EQUATIONS 49, 208-217 (1983) 
A Neutral FDE with 
Stable D-Operator Is Retarded 
OLOF J. STAFFANS 
Institute of Mathematics. 
Helsinki Universitv of Technology, SF-OZISO Espoo 1.5, Finland 
Received November 4. 1981; revised March 17, 1982 
A neutral functional differential equation with a linear, autonomous, and stable 
D-operator can be rewritten as a retarded functional dd’ferential equation with 
infinite delay. This fact can be used, e.g., in the study of the stability of the neutral 
equation and to simplify the proofs of some standard asymptotic results. 
1. INTR~DLJCTI~N 
Hale and Mayer ]5] published a monograph in 1967 on the theory of a 
class of neutral functional differential equations, and since then this theory 
has developed rapidly. A substantial number of reults for the retarded 
equation 
with initial condition 
XV) = v(t) (-Y<f<O) (1.2) 
have been generalized to the neutral equation 
(1.3) 
with the same initial condition (see, e.g., [3]). Here x, is the translated 
function x,(s) = x(s + t) (-r < s < 0), and the operator D is supposed to be 
“atomic at zero” [3, p. 273 ]. In the proof of local existence, uniqueness, and 
continuation of solutions, one can let the D-operator in (1.3) depend on I, 
and it can be nonlinear, but a large majority of the results with which I am 
familiar on the stability of (1.2) and (1.3) require D to be linear and 
autonomous (i.e., independent of t), or a small perturbation of a linear 
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autonomous operator. When D is linear and autonomous, I prefer to write 
(1.3) in the form 
f 01 *x)(t) = f(h x,) 0 > o>, 
where p is a matrix-valued measure supported on l--r, 0] with an invertible 
point mass at zero (cf. [3,8]). Actually, with a few exceptions (see, e.g., 
]6,8, 91) one usually assumes even more, namely that the D-operafor is 
stable in the sense of [3, p. 2871. In the sequel, I restrict my attention to 
equations of type (1.4), and in the asymptotic analysis I assume that the D- 
operator (or equivalently, the measure p in (1.4)) is stable. 
In his book [ 3, p. 3 191, Hale mentions another branch of the theory of 
functional differential equations which is of even more recent date namely. 
the retarded equations with infinite delay.’ Formally one gets such an 
equation by taking r = -co in the definition of x, and in (1.2). Some basic 
results are listed in [3, p. 3191; other, more recent results are found, e.g., in 
[4,8, and 91 (see also the reference list in [8]). 
The purpose of this note is to show that neutral functional differential 
equations with a linear, autonomous, and stable D-operator can be rewritten 
as a retarded equation with infinite delay. This fact can be used, e.g., in the 
study of the stability of the neutral equation and to simplify the proofs of 
some standard asymptotic results. 
2. THE BASIC TRANSFORMATION 
Formally, it is very easy to rewrite (1.4) as a retarded equation. Define 
y=p*xx, (2.1) 
and suppose that the convolution operator p * can be inverted (in one way or 
another), so that we can write 
x =,Li-’ * y. (2.2) 
Then y satisfies the equation 
Y’w=.mP-’ * Y,) (t>O) (2.3) 
with initial condition 
YW = ‘44) (t < o>, (2.4) 
’ Of course, people working in Volterra integral equations have studied equations with 
infinite delay for a long time, but usually from a slightly different point of view. 
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‘do = P * u)(t) (t < 0). (2.5) 
Below 1 shall make this formal argument precise. Indeed, with an appropriate 
choice of state space, the mapping p * is continuous and invertible, and (2.3) 
is a retarded equation (with infinite delay). 
The key step above is the inversion of the operator ,u *. Except in trivial 
cases: this inversion is not possible in a state space with finite memory. On 
the other hand, in some state spaces with infinite memory the inversion is 
very simple. 
As I mentioned in the introduction, the measure ,U is supposed to have an 
invertible point mass at zero. Without loss of generality, assume that this 
point mass is the identity matrix (multiply (1.4) by the inverse of this point 
mass). Write P in the form ,U = 6 -v, where 6 is the identity point mass at 
zero, and extend v to a measure on (0, co) by defining dv(t) = 0 for t > r. 
Then, formally, 
P -'=(6-v)-'=6+vtv*v+v*v*vt~*~. (2.6) 
Actually, this series converges in the following sense: Choose a so small that 
LX e”‘d(v) (t) < 1, (2.7) 
i 0 
where ) VI is the total variation measure of v. Then (2.6) defines a (locally 
finite) measure ,K ’ which satisfies 
I 
-a 
e”‘dj,K’) (t) < 00. (2.8) 
-” 
Let M, be the set of measures v satisfying 
IIVII, = (Dm eQ'd/v( (t) < 00. 
Then both ,U itself (extended to [O, co) by zero for t > r) and p-l belong to 
M,, and ,U * ,K ’ = P- ’ * P = 6. For more details, see 18, especially the proof 
of Theorem 5.21. 
Measures in M, define convolution operators on an appropriately chosen 
state space. Let C, be the space of continuous vector-valued functions 9 on 
(-co, 01 satisfying Km,, _ a, e”‘rp(t) = 0, with norm 
NEUTRAL FDE WITH STABLED-OPERATOR 211 
For every v, E C,, define 
Then the convolution operators ,u * and ,u -’ * map C, continuously into 
itself, and ,K’ * is the inverse of p *. Again, for more details, see [S]. 
Usually, when one discusses Eqs. (1.2) and (1.4), one works in the state 
space of continuous functions C on [-Y, 01 with norm 
but I prefer to choose may state space to be C,. Extend ~1 in (1.2) in an 
arbitrary way to a function in C, and replace (1.2) by 
x(t) = v(t) (t < 0). (2.9) 
Define x,(s) = x(t + s) (t > 0, s < 0), and interpret p * and f in (1.4) as 
operators on C, (before applying f, restrict X, to (--T, 01). In the state space 
C, Eqs. (2.1) and (2.2) define a bicontinuous transformation, and (1.4), (2.9) 
become quivalent o (2.3)-(2.5). The space C, satisfies the basic local state 
space axioms of [4j, and (2.3) and (2.4) define a retarded equation in C, in 
the sense of 141. 
In the local theory of (2.3). (2.4), the value of a plays no role, but if I 
want to study the asymptotic properties of (2.3), (2.4), then I have to take 
a > 0. This is due to the fact that 
(2.10) 
so if a < 0 and x & 0, then (IxIllu -+ co as t + co (the global state space 
axiom (yJ in [4] is equivalent o a > 0 in this case). Clearly, the larger I can 
choose a in (2.8), the sharper asymptotic results I can expect to get. 
Condition (2.7) is suffcient for (2.8) to hold, but in many cases (2.7) is much 
too conservative; e.g., it might only give me negative values of a, and I want 
to have a > 0. The problem of the largest possible value of a in (2.8) leads 
me to a concept mentioned in the introduction, namely, the “stability of the 
D-operator,” or equivalently, the stability of the convolution operator P *. 
As it is shown in [ 3 1, the “difference” equation 
,u * x(t) = 0 (t > O), x(t) = v,(t) t-r < t < 01, (2.11) 
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generates a semigroup r(t) in the space Co of continuous functions cp on 
l-r, 0 1 satisfying ,u * ~(0) = 0. One simply defines T(Op to be r(t)cp = x, 
(restricted to l-r, 0]), where x is the solution of (2.11). 
LEMMA 2.1. The supremum of all numbers a satisfying (2.8) equals -p, 
where /3 is the order of the semigroup generated by digerence equation (2.11) 
in Co. In particular, (2.8) holds for some a >,O iff p * is stable. 
In one sense the conclusion of Lemma 2.1 is very natural, because p - i is 
the “fundamental solution” of (2.11). One could of course also look at the 
semigroup generated by (2.11) in Cg = ((D E C, ( ,U * ~(0) = O} for an 
arbitrary a, -co < a ( co. By (2.10) and Lemma 2.1, the order of this 
semigroup is max(-a,p), with /3 as in Lemma 2.1. 
Proof of Lemma 2.1. In the following proof, let B, denote the set of 
continuous functions w on (-co, co) satisfying lim,,-, e*‘rp(t) = 0, and 
By [8,Lemma2.1],if~~EM,and~EB,,then~*~ylBB,,andIl~*~l[~~ 
Iliull~ II wll, (where Mla is the norm of ,U in M,). 
Suppose that ,U -’ E M, for some a. For each cp in (2.11). choose a 
function v/ E B, such that v(t) = p(t) (-r < t < 0), and (1 v/(1, < y IIqII, where 
y = max{ 1, eear). Define y(t) = 0 (t < 0), y(t) = x(t) - v(t) (t > 0), f(t) = 0 
(t < 0), f(t) = -p * v(t) (t > 0). Then f E B, with I( f (In < 
k4 II wll, G Y IIPIL IldL and 
P * YV) =fO) (-co<t<aI). 
Clearly then, y=p-’ *f E B,, and IIYI~,~Y~~~~-‘I/, ll~ll,/l(~ll. As 
x(t) = y(t) for l>, 0, this shows that the order of the semigroup generated by 
(2.11) is at most -a, so /I < -a. 
Conversely, I have to show that ,U -’ E M, for every a < --/I. Pick any 
a < -/I, and define v(t) = e”‘cp(t) (-r < t < 0), y(t) = eafx(t) (t > -r), 
dp,(t) = ear dp(t) (t > 0). Then (2.11) is turned into 
P, * YW = 0 0 2 O), y(t) = ~(0 C-r < t < 0). (2.12) 
This is an equation of the same type as (2.1 l), and the semigroup generated 
by (2.12) has order a + p < 0, so ,u, * is a stable operator according to 13, 
Theorem 4.1, p. 2871. Observe that if I define ,u;’ in the same way as p-‘. 
then dp;‘(t)=e”‘dp-‘(0. This means that ,K’ EM, iff pa’ EM, where 
M = M, with a replaced by 0. Thus, to complete the proof it suffices to 
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show that ,UU, i EM. To simplify the notations, I drop the subindex (x, return 
to (2.1 l), assume that y & is stable, and show that ,u-’ E M. 
Let B be the space B, with a replaced by 0, with norm 11 I( = I( Ilo. Pick an 
arbitrary function h E B with h(t) = 0 for I ,< 0. Then by (3, Theorem 4.1, 
p. 2871, the solution y of 
P *y(t) = h(t) 0 > Oh (2.13) 
which vanishes for I ,< 0 satisfies 
IIYII ,<KIIhlI (2.14) 
for some constant K, independent of h. Translate y and h to the left by the 
same amount to see that for every h E B vanishing for t < -T, where T is an 
arbitrary number, I have a unique solution y E B of (2.13), vanishing for 
t < - T, and satisfying (2.14). This set of functions h is dense in B, and that 
implies that for every h E B, I have a solution y E B of (2.13) satisfying 
(2.14). The solution operator h ++ y is linear, it is continuous, and it 
commutes with translations, so it is induced by a matrix measure v E M! On 
the other hand, when y and h vanish for t < -T, I can solve (2.13) by using 
P -I, and this shows that v =,K’. I other words, p-’ E M, and the proof of 
Lemma 2.1 is complete. 
Let me summarize the preceding results into 
PROPOSITION 2.2. Let a > -,L?, where p is the order of the semigroup 
generated by the difference equation (2.11) in Co. Then the convolution 
operator ,u * maps C, continuously into itself, it is invertible, and its inverse 
is the operator ,a’ *. If y is a solution of (2.3), (2.4), then x = p-’ * y is a 
solution of (1.2), (1.4), with q(t) = ,u -’ * v(t) (-r < t < 0), and conversely, tf 
x is a solution of (1.2), (1.4), and p is extended to a continuous function in 
C,, then y = p * x is a solution of (2.3), (2.4), with v/ = ,u * (o. 
By Proposition 2.2, the retarded equation (2.3) (2.4) is equivalent to the 
neutral equation (1.4), (2.9) in C,. However, (1.2), (1.4) with state space C, 
is not quite the same equation as (1.4), (2.9) with state space C. For the 
local theory, i.e., the theory on a finite time interval, this difference does not 
cause any problems, but one has to be more careful with the asymptotic 
theory. The space C, with a < 0 are useless for asymptotic theory (cf. the 
paragraph around Eq. (2.10)). On the other hand, for a > 0, the norm in C, 
is “fading,” and asymptotically there is not much difference between (1.2), 
(1.4) with the state space C and (1.4) (2.9) with state space C,. For 
instance, if u and v are bounded continuous solutions, then 11~~ - v,I(, --t 0 as 
th co iff J(u,-v,~l+O as t --t 00, because both conditions are equivalent to 
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u(t) - u(t) -+ 0 as t -+ co. A trajectory is precompact in C iff it is precompact 
in C, (cf. [8, Lemma 2.61). A function belongs to the limit set in C of the 
trajectory in C of a solution iff it is the restriction to I-r, 0] of a function in 
the limit set in C, of the trajectory in C, of the same solution. 
There is another way of rewriting (1.4) into a retarded equation which is 
even simpler, but slightly less general. If x is continuously differentiable for 
t > -r, then I can extend the initial function rp to a continuously differen- 
tiable function on (-a, 01, vanishing for t < -r - 1, and apply p ~’ directly 
to (1.4). This gives me the retarded equation 
x’(t) =p-’ * g(t,x,) (t 2 Oh (2.15) 
where 
g@, x > =P * rp’(Q (f < Oh (2.16) 
= f (6 xt), v > 0). 
The initial condition is (2.9) rather than (1.2). Equation (2.15) is of the same 
type as (2.3). 
Usually a solution x of (1.4) is not continuously differentiable, but 
fortunately, one can make sense out of (2.15), (2.16) even under a much 
weaker assumption. If cp is absolutely continuous on l-r, 01, then I can 
extend rp to an absolutely continuous function on (-co, 01, vanishing for 
t < -r - 1, and the same argument applies. The only difference is that x is 
locally absolutely continuous instead of continuously differentiable, and that 
(2.15), (2.16) hold only almost everywhere. In this case one can, e.g., replace 
C, by the space of functions rp satisfying rp E Lh, rp’ E LA, where L j, is the 
space of integrable functions on (-co, 0) with respect to the weight function 
e a’. If cp’ is square integrable, then I can even work in the Hilbert space of 
functions o satisfying rp E Li, q’ E Li, where Lf, is defined analogously to 
Lf,. The convolution operators ,u * and p -’ * behave just as well in these 
spaces as in C, . Again, for more details, see, e.g., 18 ]. 
3. APPLICATIONS AND EXTENSIONS OF THE BASIC TRANSFORMATION 
The basic transformation (2.1), (2.2) has not been used explicitly very 
much in the study of neutral functional differential equations with linear. 
autonomous, and stable D-operators. Datko 12, p. 118 ] uses this transfor- 
mation for a D-operator of the form 
D(t, Cp) = P(O) - $ Bj(f) Ptf - h,) 
,- I 
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(which need not be autonomous), assuming something [2, line (1.24) ] which 
in the autonomous case essentially amounts to P ~’ E M, for some a > 0. In 
his book [3], Hale develops the basic asymptotic theory for equations of this 
type without explicit use of the transformation (2.1), (2.2). However, Hale 
instead applies (3, Theorems 3.1, p. 281, and 4. I(iii). p. 2871, which in spirit 
are very close to Lemma 2.1 above (cf. my proof of Lemma 2. I). Note in 
particular that the function y defined by (2.1) plays a decisive role in the 
formulation of the Liapunov and Razumikin theory [ 3, Sect. 12.7 I. In some 
recent papers on (1.4) in an Lp-space [ 1,8 J, the importance of the function ,I 
in (2.1) has been recognized, but there the inverse transformation (2.2) is not 
used. 
One can simplify some of Hale’s proofs by applying Lemma 2.1 rather 
than [3, Theorem 3.l(iii)]. For instance, suppose that ,U * is stable, so that 
iu -r E M, for some a > 0. Let f be bounded and continuous, and let x be a 
bounded and continuous solution of 
$ cu *x)(t) = f(t, x,) (-co<t<co). 
Define f’ by (2.1). Then 
v’(t) = f(c P - ’ * v,) (-co<t<co), 
so trivially, y’ is bounded and continuous. As x’ = ,U ~’ * y’, also x’ is 
bounded and continuous. This proves the case k = 0 of 13, Theorem 6.2, p. 
294). (The general case can be proved in a similar way.) 
One can sometimes use the basic transformation to study the asymptotic 
behavior of a neutral equation by reducing it to a retarded equation. For 
instance, consider the scalar equation 
x’(t) - ax’(t - 1) = bg(x(t)) + j:, c(t - s) MS)) ds (t > 0). (3.1) 
with initial condition (2.9). Assume that -1 < a < 1, b < 0, c is integrable on 
(0, co), and the initial function IJI is bounded and locally absolutely 
continuous with o’ bounded. Clearly y -’ = C’YO ak S,, where 6, is the unit 
point mass at k. This time I use the second transformation mentioned in 
Section 2, i.e., I convolve (3.1) with ,K’ to get 
x’(t)=b 6 akg(x(t-k))+ i“d(t-s)g(x(s))ds 
kz0 -0 
+ h(r) + f(t) (f > O), x(0) = p(O), (3.2) 
216 OLOF J. STAFFANS 
where ]t] is the integral part of t and 
d(z) = ‘%- akb(t - k), 
keIl 
h(t) = a’f’+ ‘p’(t - [t] - l), 
f(t)= r ak 
k=ll 
c(s) g((o(r - k - s)) ds 
for t > 0. Equation (3.2) is a Volterra equation which has been studied exten- 
sively. For instance, if h and f are integrable over (0, co), 
G(x) = (z g(x) dx -+ co (x --f f co), lim supX +* oo] g(x)]/G(x) < 00, and the 
real part of the Fourier transform of the kernel in (3.2) is negative, then all 
solutions of (3.2) are bounded and tend pointwise to zero as t + co [7, 
Theorem 6.1-6.31. Observe that h is automatically integrable and so is f if 
j’: t ]c(t)] dt < co. The Fourier transform of the kernel is (b + c^(w))/,L(o) 
(-00 < o < co), where E(o) = J‘$’ e-‘“‘c(t) dt, and b(o) = 1 - ae -j”‘, so the 
real part of the transform of the kernel is negative iff 
11 - a cos(w)] b t low cos(wt) c(t) df ] 
t a sin(w) jrr sin(ot) c(t) dt < 0, (--co<o<co). 
-0 
The same basic idea, the inversion of the D-operator, can be used also in 
many other occasions where the D-operator is not autonomous. For instance, 
to solve the equation 
$ IP * x(t) + g(r)] = j-0, x,) (t a 01, 
one can define y = p * x + g and solve 
v’(t) =.mP-- * (Y - g),) tt 2 0) 
(cf. [3, p. 3021 h w ere Hale uses a different transformation). Also the 
functional equation 
lu * x(t) = .I?, Xl> (t > o>* 
x(t) = cm 0 < 019 P * do) = f(O, v), 
can be discussed with the same method (cf. 13, p. 3061). It is even possible to 
let the D-operator be (weakly) nonlinear. For instance, if D maps C, into 
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itself and is of the form D = I + E, where I is the identity operator 
(convolution with a), and E is a contraction, then by the contraction 
mapping principle, D can be inverted (specialized to the linear autonomous 
case this is exactly the same argument which proves the sufftciency of (2.7)). 
If one has a D-operator which does not behave well in the state space C,, 
then one could try to use some other state space of fading memory type. 
Sometimes one can do even better by not inverting the whole D-operator, 
but only a part of it. For instance, in the linear autonomous case, say that P 
is of the form 
d/t(t) = du(t) + a(t) dt, 
where a is of bounded variation. Then I can write (1.4) in the form 
$ (u * x(t)) = -a’ * x(t) + f(r, x,) 0 > 013 
where a’ is the measure derivative of a. By choosing a carefully one can 
often achieve /3, < p, where p,. is the order of the semigroup generated by 
(2.11) with ,U replaced by u, and I can use v instead of iu in (2. l), (2.2). 
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