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Abstract—The purpose of this work is to design novel 
antenna array topologies that maximize the energy 
efficiency (EE) in multiple-input-multiple-output (MIMO) 
wireless systems. To provide insights into EE optimization 
issues, the particle swarm optimization (PSO) algorithm is 
employed as an effective technique. First, we adopt a flexible 
and generalized three-dimensional (3D) angle of arrival (AOA) 
model to account for realistic propagation environments. Then 
we derive a novel closed-form spatial correlation function 
(SCF) relevant to the locations of antenna array elements in 
the 3D space. In this paper, we incorporate our SCF into the 
EE derivation and apply the PSO algorithm to find the optimal 
antenna array topology in space that maximizes the EE. The 
derived EE is significantly higher compared to existing state-
of-the art research that employed an exponential SCF. We 
provide new insights into EE maximization for antenna arrays, 
where the simulation results demonstrate the effectiveness and 
usefulness of the proposed approach.  
Keywords—Angle of arrival model, Antenna array topologies, 
energy efficiency, particle swarm optimization, spatial correlation 
function. 
I. INTRODUCTION  
In existing and future wireless networks, antenna arrays 
play an important role for channel capacity and received 
signal quality enhancement. However, using multiple-input-
multiple-output (MIMO) antenna arrays will also lead to 
increased energy consumption in terms of signal processing 
and extra circuitry [1]. Since the massive energy 
consumption becomes a global concern nowadays, 
investigating innovative techniques to improve the EE in 
wireless systems is of great importance [2].  
Numerous works such as [3], [4] define energy efficiency 
(EE) with relation to channel capacity incorporating the 
spatial correlation function (SCF). However, the exponential 
SCF is widely used for simplicity in energy efficiency 
mathematical derivations, e.g., [1]. This simple SCF is of 
mathematical tractability only and cannot accurately 
incorporate scenarios of actual antenna array topologies 
operating in realistic wireless propagation environments. 
Besides, regardless of the locations of array elements, other 
existing EE maximization works are accomplished by 
considering the number of antenna array elements [5], signal-
to-noise ratio (SNR) [3], the iterations of algorithm [6], etc. 
To the best of our knowledge, the optimization of antenna 
array topologies in 3-D space to yield maximum EE has 
never been addressed in published literature. 
In this paper, we adopt a flexible and generalized three-
dimensional (3D) angle of arrival (AOA) model to account 
for realistic propagation environments. We then derive a 
novel closed-form SCF relevant to the locations of antenna 
array elements in the 3D space. The upper bounded EE and 
SCF can be related by combining eqs. (11) and (14) of [1]. 
With this upper bounded EE, we apply the particle swarm 
optimization (PSO) algorithm to find the optimal antenna 
array topologies in space for EE maximization. The EE and 
capacity performance when employing our modeling 
approach is compared with that in [1] showing significant 
improvement.  
II. ARRAY GEOMETRY AND ANGLE OF ARRIVAL 
A. Array Geometry 
For illustration, there are two antenna array elements 
with corresponding locations in a 3D spatial coordinate 
( , , )X Y Z  as shown in Fig. 1. The location of the mth 
element in space with the phase reference at the origin is 
referred by ( , , )m m mx y z , and the associated position vector 
can be denoted by ( )Tm m m mx y z r . As illustrated in Fig. 1, 
T  and M  indicate the elevation AOA and azimuth AOA, 
respectively, and satisfy [ , ]
2 2
S ST   , [ , ]M S S  . Due to 
the definitions of T  and M , the wave vector can be 
expressed as [7] 
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Let 1j   , the mth input of the steering vector, i.e., 
the phase delay of a multipath component with the AOA 
( , )T M  impinging on the mth array element is given by [7] 
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Slightly different from the wave vector, the difference 
vector between mr  and nr  is expressed as  
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where 2 2 2, ( ) ( ) ( )m n m n m n m nr x x y y z z      , ,m nE  and 
,m nD  denote the angle between ,m nd  and the Z axis and the 
angle between ,m nd  and the X axis, respectively (see Fig. 1). 
B. Angle of Arrival 
We employ the Gaussian distribution for both the 
azimuth and elevation AOA as a generic model that can 
incorporate directional propagation [8]. Assuming they are 
independent to each other, the joint AOA probability density 
function (PDF), ( , )P T M , can be written as 
( , ) ( ) ( )P P PT MT M T M , where ( )PT T  and ( )PM M are the 
marginal PDFs for the elevation and azimuth AOA, 
respectively. Thus [8] 
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where T'  and M'  are the elevation angular spread (ES) 
and azimuth angular spread (AS), respectively. 0T  and 0M  
denote the mean elevation AOA (MEOA) and mean azimuth 
AOA (MAOA), respectively. Moreover, CT  and CM  are the 
normalization factors to guarantee that ( , )P T M  is a PDF. 
III. MIMO CHANNEL MODEL 
A.  Spatial Correlation  
The SCF between the mth and the nth array elements is 
given by [9] 
^ `( , ) ( , ) ( , )s m nR m n E v vT M T M 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where (.)  denotes the conjugate transpose. The term 
cos( )T  appears in (5) due to the definition of the elevation 
AOS (see Fig. 1). Using eqs. (1) - (4), we can expand the 
SCF of (5) as 
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To avoid complicated numerical integration, we resort to 
Gauss-Hermite Quadrature (GHQ) to approximate the 
spatial correlation in (6) [8]. The proof is omitted here due 
to space limitations. The approximation is as follows 
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where the qx  (q = 1,2,…M), px (p = 1,2,…,N) are the roots 
of corresponding M-th and N-th order Hermite polynomials, 
and qZ , pZ  are the associated weights given as 
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B.  Kronecker Channel Model 
In this paper, we consider the correlation of antenna 
arrays at the receiver (Rx) side, hence, the Kronecker 
channel model is applied [7]. This model allows for 
independent antenna array analysis at both transmitter (Tx) 
and Rx. We assume a MIMO communication system with a 
transmit array of tN  antennas and a receive array of rN  
antennas. We can express the t rN Nu  channel matrix under 
the Rayleigh fading channel H as follows [7] 
1/2 1/2( ) {( ) }Hrx txZ H R H R                      (10) 
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Fig. 1. A 3-D coordinate system with 4 array elements in space. 
 
 
where the superscript “H” denotes the complex conjugate 
transpose, and  is a stochastic t rN Nu  matrix with (ideal 
independent and identical distributed) i.i.d. complex 
Gaussian entries with zero mean and unit variance. The 
r rN Nu  and t tN Nu  matrices rxR  and txR  are the spatial 
correlations of MIMO antenna arrays at the Rx and Tx 
sides, respectively. Thus, the corresponding full channel 
correlation matrix R (in which    denotes the Kronecker 
product) is derived as 
rx tx R R R .                             (11) 
IV. ENERGY EFFICIENCY MAXIMIZATION 
A. Energy Efficiency 
We apply the well-known definition of the system-
achievable EE as the number of information bits transmitted 
per Joule of energy [1], i.e. /MIMO MIMO totalE S P  in bits/J, 
where MIMOS  denotes the spectral efficiency of the system, 
totalP  is total power of a Tx including various elements, such 
as the power for the baseband unit, the power amplifier, or 
radio-frequency circuitry in a practical setting. Thus, a 
power model can be given as [2] 
( / )total c cP t P t P P tP[ [                       (12) 
where P  and cP  are the transmit power and the load-
independent circuit power at the minimum nearly zero 
output power, respectively, and [  is the scaling factor of the 
load-dependent power. Accordingly, the EE upper bound 
under the Kronecker model is given by [1] 
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where max{ , }t ra N N  and  min{ , }t rb N N , C  denotes 
the channel capacity, N  is the noise variance in the 
Gaussian distribution. xR  refers to the spatial correlation 
matrix at either the Tx or Rx end. The optimum value of 
spectral efficiency that maximizes the EE can be also 
obtained from [1] as  
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where {.}Z  is the Lambert Z  function satisfying 
( )( ) zz e zZZ  . Note that for a system with unit bandwidth, 
the spectral efficiency equals to channel capacity, i.e. 
MIMOS C . Therefore, we can quote the channel capacity to 
replace spectral efficiency from now on. Substituting (14) 
into (13) with MIMOS C , results the upper bounded EE 
with optimal channel capacity, where our SCF matrix 
( , )sR m n  is used instead of xR  
B.  Particle Swarm Optimization 
PSO is widely utilized in various fields taking advantage 
of a swarm with multiple particles to solve multidimensional 
optimization problems. PSO uses the information of social 
interaction between independent agents and fitness to find 
the optimal solution. In this paper, the upper bounded EE 
with SCF becomes the objective function for the algorithm. 
The particles inside the swarm are motivated to find the 
locations of antenna array elements in a constrained 3D 
space. 
The key formulas of velocity iv  and position ix  update 
for the ith particle at each moment t (t = 0, 1, 2, …) are 
given by [10] 
( 1)i t   v 1 1 2 2( ) [ ( ) ( )] [ ( ) ( )]i i i it c r t t c r g t tZ    v p x x   (14) 
( 1) ( ) ( 1)i i it t t   x x v                     (15) 
where ( )i tp  and ( )g t  are the personal best (pbest) position 
of the ith particle and the global best (gbest) position 
respectively. Z ~ (0,1) denotes inertial weight which keeps 
the particle not to be affected by the pull of gbest and pbest. 
1c  and 2c  are scaling factors namely acceleration 
coefficients for pbest and gbest respectively. 1r  and 2r  are 
random variables between (0,1). 
C.  Exponential Correlation Model for Comparison 
As widely used in literature, the exponential correlation 
matrix is derived by [11] 
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where the single coefficient I  satisfies 1I d . Consider Φ  
as a l lu  correlation matrix, thus 
21 1det (1 ) (1 )l lII I    Φ                 (17) 
where l  could equal either r  or t depending on the 
correlation at which side. Inserting (17) into (13), results the 
upper bounded EE of the Rayleigh fading channel with 
exponential correlation to compare with the optimized EE 
by using our SCF in eq., (7). 
V. SIMULATION RESULTS 
Inserting the optimum channel capacity of (14) into (13) 
and using (17), we obtain the maximum EE with 
exponential SCF. Without loss of generality, we set the 
noise variance N  to be unity. The parameters in the power 
model are 2.4[  , 130cP   as set in [1]. In Fig. 2, the 
optimal EE is plotted for increased values of the exponential 
correlation coefficient with various numbers of Tx and Rx 
array elements. It is clear from Fig. 2 that the EE decreases 
as spatial correlation increases, which demonstrates a clear 
potential to optimize the EE given the number of antenna 
array elements within a limited space. 
We then employ the PSO algorithm that finds the 
optimal antenna array topology in space by maximizing the 
EE. Given the number of Tx and Rx antenna array elements, 
our analysis focuses on the antenna array structure at the Rx 
side only by using the Kronecker model [7]. The parameters 
used are as follow: 6t rN N  , /18 7MEOA S , 
2 /MAOA S , / 3 6ES S , / 6 0AS S . The boundary 
radius of the searching space is maxD = 10 O , the spatial 
correlation matrix for Tx antenna arrays txR  is set to be an 
identity matrix. The summation terms for Hermite 
polynomials are M = N = 5 as verified in [8]. Regarding to 
the algorithm, we choose 16 particles running for 500 times 
in the limited space for each simulation. After EE 
optimization by using our spatial correlation modeling 
approach, a six-antenna array topology at the Rx side arises 
as shown in Fig. 3. The corresponding optimal EE is 
0.035734 bits/Joule, which is considerably higher than the 
maximum EE (0.03069 bits/Joule) for six arrays at both Tx 
and Rx sides provided by exponential correlation model (see 
Fig. 2). Note that the result of the optimal EE is an average 
sample obtained by running Monte Caro statistics for 1000 
times. 
A further comparison is made between the model used in 
[1] and our model for optimal capacity to maximize EE.  
Employing eq. (13) and setting 0I   in eq. (17), as plotted 
in Fig. 4, the relation between EE and channel capacity for 
various numbers of antennas in i.i.d. channels is obtained. 
For 6t rN N  , the optimal channel capacity equals to 
34.67 bits/s/Hz and the corresponding maximum EE is 
0.03321 bits/Joule by using the model in [1]. Comparing to 
this capacity, the optimal capacity acquired from our model 
equals to 45.62 bits/s/Hz for the maximum EE 
(0.035734 bits/Joule), which are both significantly higher. 
This result shows that our model can offer a wider range for 
the upper bound of EE and optimal channel capacity and 
thus, is more practical to realistic propagation environments.  
VI. CONCLUSION 
We employed a flexible and generalized 3D AOA model 
to account for realistic propagation environments. A novel 
closed-form SCF relevant to the location of antenna array 
elements in the 3D space has been derived. Using the 
relationship between EE and channel capacity, the maximum 
EE obtained by our model was considerably higher than that 
of derived by the exponential SCF. Furthermore, the 
corresponding optimal channel capacity that maximizes the 
EE was also significantly higher. The generalized and 
flexible modeling approach proposed in this work can be 
used for arbitrary number of antenna elements and adapt to 
any realistic propagation environment, by using other AOA 
models. We provided new insights into EE maximization for 
antenna arrays, while the simulation results demonstrated the 
effectiveness and usefulness of the proposed research 
approach.  
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