Design and development of a practical land use change (LUC) model require both a high prediction accuracy, to predict the future changes, and a well-fitted model reflecting and monitoring real world. In this regard, many models follow the three phases: training, testing and validating, in the modelling process to maximise both the accuracy and fitness. Therefore, the choice of model for different applications is still a valid and important question. This paper applies and compares three widely used data mining models: classification and regression tree (CART), multivariate adaptive regression spline (MARS) and random forest (RF), to simulate urban LUCs of Shirgah in Iran. The results of these three phases for the three models: CART, MARS and RF, for the study area of Shirgah, in the north of Iran, verify that having the highest accuracy in the testing run does not necessarily guarantee the highest accuracy in the validating run. And so, with respect to the purpose of each project, such as modelling the current situation or predicting the future, the best model with the highest accuracy at the relevant phase or a combination of some/all should be selected. For example, in this study, MARS can provide the best accuracy in the validating run while the lowest level of accuracy in the testing run. RF provides the highest accuracy in the testing run and the lowest level of accuracy in the validating run.
Introduction
In many parts of the world, the rapid population growth is the major cause of the land use changes (LUCs) (Marshall et al. 2005) . This is basically due to the fact that the larger population can have a broader range of needs and demands that require some new infrastructures (Xu et al. 2007 ). In the recent decades, the population of urban areas has increased due to the larger net migration towards the cities. It is expected that urban areas host 80% of the whole population by 2030 (Han et al. 2009 ). Growing towards the existing farmlands and several other land use-land covers (Dai et al. 2001) , especially in developing countries, can have several environmental, economic and societal impacts. LUCs can influence the future habitats (Jantz et al. 2015) , the soil properties (Biro et al. 2013; Mengistu and Waktola 2016) , water resources (Tong et al. 2012) , biodiversity and ecosystem services (De Baan et al. 2013; Koellner and Geyer 2013) and hydrology (Cuo et al. 2013 ).
This shows how important is to carefully and continuously monitor, model and predict the LUCs.
Several modelling techniques have been applied to model land use-land cover change (LUCC). Some of them are essentially statistical models such as logistic regression (Hu and Lo 2007) . Some other are based on the machine learning techniques [e.g. cellular automata (Berberoglu et al. 2016; Wahyudi and Liu 2016) , artificial neural networks (Pijanowski et al. 2002) , genetic algorithms (Shan et al. 2008) ], data mining models [e.g. classification and regression tree (Ahmadlou et al. 2016b; Tayyebi et al. 2014) , random forest (Ahmadlou et al. 2016a; Kamusoko and Gamba 2015) , multivariate adaptive regression spline Tayyebi et al. 2014) ] and agent-based models (Matthews et al. 2007) . Also, there are some hybrid models integrating two or more methods, for example cellular automata and support vector machine (Yang et al. 2008) , genetic algorithms and support vector machine (Shafizadeh-Moghadam et al. 2017 ) and cellular automata and genetic algorithms (Shan et al. 2008) , to have a better fitness for the purpose. Three phases, training, testing and validating, are a good practice for a modelling process to ensure optimising accuracy and reusability while giving a fair estimation of performance and scalability.
The model development can have the following phases: (a) the training run (calibration), (b) the testing run and (c) the validating run. The calibration of the LUC models adjusts the input parameters in order to guarantee the best fitness. LUC drivers with a specified target variable (i.e. land use classes) are used for this purpose. The training run of the calibration run works with a subset of the entire data set between time t 1 and t 2 which is randomly selected to train the model. The testing run of the calibration run uses the model produced by the training run to simulate the change from t 1 to another subsequent point at t 2 . Then, the simulated map, i.e. map at t 2 , is compared to a reference map, as ground truth. The validation phase may give a better estimation of the potential achievable accuracy from the same model applied to a new subject domain (Rykiel 1996) . The validating run applies the model, which has been trained and tested, on a new data set corresponding to another time (i.e. t 3 ) to predict the LUC between t 2 and t 3 . Then, the predicted results at t 3 are compared to a reference map of t 3 to assess the prediction ability of the model (Pontius et al. 2008) .
One of the most important aims of the LUC modelling is to accurately predict the changes. It is thought that each model can have different levels of accuracy at each phase of modelling process (van Vliet et al. 2016) . For example, while one model may have the highest accuracy in the testing run, another model may provide the highest accuracy level in the validating run. Given the variety and the wide range of available LUC models, it is important to select and use the most suitable model and for making such decisions having a better understanding of the performance, accuracy and also other strengths and limitations can be very useful (Pontius et al. 2008) . Several research projects compared a pair of models as the pairwise comparison could be easier to perform, particularly for a large data set. In addition, most of the studies considered the accuracy of testing runs and did not consider prediction ability of the models, which indicates the reusability of the trained and tested models (Cheng and Masser 2003; Hu and Lo 2007; Tayyebi et al. 2014) . For example, Tayyebi et al. 2014 ) compared CART, MARS and artificial neural network (ANN) in three different regions and they just considered training and testing runs, i.e. a single interval, and did not consider prediction ability of the three models. Thus, the main objectives of this research are (a) to implement several of the most widely used models, including CART, MARS and RF, and (b) to compare their capabilities in testing and validating phases in LUCs modelling.
This paper is organised as follows. ''Study Area'' section explains the study area, data used to apply our model to simulate LUC and the methods including MARS, CART and RF. We present the core results including the error maps and performance measure and discuss the findings in ''Results and Discussion'' section. Finally, in ''Conclusion'' section, the conclusions are presented.
Study Area
The study area is Shirgah, in the north of Iran, located at 35°56 0 N and 52°57 0 E (see Fig. 1 ). Shirgah dominantly consists of agricultural lands and so has faced some significant changes in the land use and land cover. This area is particularly important in terms of agriculture and sustainable development, and so the LUCC is needed to be well studied.
Data set and Methodology
In this study, most of the required information was captured from the Landsat satellite images. The road network is obtained from OpenStreetMap (OSM) database, which is publicly and freely available source of data contributed by the crowd. The classification procedure was performed through the maximum likelihood classification followed by a postclassification phase, which can improve the accuracy of the classified maps. The land uses are classified into four classes of built-up areas, agricultural areas, water bodies and forest. The classification accuracies using the Kappa index (Cohen 1968 (Cohen ) are 87%, 86% and 88% for 1991 (Cohen , 2001 and 2011, respectively. The driving forces of urban changes and their related information are shown in Table 1 . The LUC maps can be generated by comparing the two sequent land use maps. Next, a set of ten driving forces (Table 1) is considered. Figure 2 represents the implemented methodology for this research.
Classification and Regression Tree
CART is a rule-based data mining technique that can handle both classification and regression tasks (Breiman et al. 1984) . The learning process of the CART model consists of two stages: selecting the tree structure and determining the predictions at the leaf nodes (i.e. nodes without children). CART does not need to have any assumption such as normal distribution for the relationship between the dependent and independent variables. CART recursively divides the input data with respect to the independent variables that introduce the highest purity, where the leaf nodes are formed from the same land use class. Among all existing variables, the variable is selected that can increase the node purity. There are several criteria for data partitioning at each node, among which, the Gini index can handle nominal values (Olson et al. 2007 ). The Gini index at node t is determined using Eq. (1) (Breiman et al. 1984 ): where P(w i ) is the relative frequency of class i-th. The process of tree growth continues until the highest purity at the leaf nodes is achieved. If the decision tree performs the modelling using a target variable with nominal values, it is called a classification tree, and if it performs the modelling using a target variable with continuous values, it is called a regression tree (Breiman et al. 1984) .
Multivariate Adaptive Regression Spline
MARS is a data mining model that splits data into several partitions and formulates the relationship between the target variables, here the land use change classes, and the explanatory variables (Fridedman 1991) . This paper builds up this relationship using the piecewise polynomial functions, which are called basis functions. While the nonlinear models can only fit one set of coefficients to the data, MARS can fit separate piecewise polynomial functions to each region and so MARS can generate a distinct set of coefficients (Fridedman 1991) . Equation (2) shows the general equation of MARS (Fridedman 1991) :
where m, M, a, x, Y and e are, respectively, the number of spatial drivers of LUC, the number of sub-regions, the basis function coefficients, spatial drivers of LUC, land use classes which will be modelled and the error term. B is the basis function which, itself, can be represented as (Fridedman 1991):
where N, S i,m , X v(i,m) , t i,m and q are, respectively, the interaction order of the m-th basis function, ± 1, the v-th variable where 1 B v (i, m) B k (where k is the total number of spatial drivers), a knot location of the spatial drivers and the power of the basis function. N can be specified by the users as prior domain knowledge. When q = 1, the simple linear splines are determined. The subscript ''?'' is following phrase (Fridedman 1991) : 
When dispensable basis functions are added to the equation, there is a possibility to over-fit. To avoid the overfitting, the basis functions with the least influences are excluded using generalised cross-validation (GCV) as shown in Eq. (5) (Friedman and Silverman 1989) . The aim of MARS is minimising the GCV.
In Eq. (5) n, y and f are the number of total observations, the response variable and the estimated function by MARS, respectively. C is defined as follows (Fridedman 1991) :
where d and M are the cost for each basic function and total number of basic functions, respectively.
Random Forest
RF was first introduced by Breiman (2001) as a model with a larger number of CART trees. In RF, each tree is based on a random subset of the observations and the split within each tree is made based on a random subset of candidate variables (Breiman 2001) . For each observation, all the individual trees vote for one class and the overall prediction of the RF is the average of predictions from each of the trees (Breiman 2001) . Trees in the RF can use the Gini index as the splitting criterion. The root node, i.e. node at the top of each tree, in the forest contains a bootstrap sample from the total data as the training data set. The observations that are not in the training set, roughly one-third of the total data set, are referred as the out-of-bag (OOB) observations (Breiman 2001) . OOB is used to assess the model performance.
Model Validation
Model validation is a performance assessment process that compares the predicted and simulated values (here maps). In this study, three Landsat images in two time intervals were used for the training, testing and validating phases. Data corresponding to the changes between 1991 and 2001 were used for training and testing runs, and the data corresponding to the changes between 2001 and 2011 were used for the validating run of the models. Many calibration metrics such as kappa (Cohen 1968) , figure of merit (Pontius et al. 2008 ) and per cent correct match (Pontius and Schneider 2001) have been used for accuracy assessment of the land use change models. One of the most widely used is relative operating characteristic (ROC), which uses a series of thresholds to convert the probability map to simulated map (Pontius and Batchu 2003) . Pontius and Si (2014) 
Results and Discussion
The result of the LUCs is a binary map, either unchanged or changed between 1991 and 2001. The changed areas (converted to built-up area) are coded with 1, and the others are coded with 0. The LUC variable, i.e. the target variable, and a set of ten LUC drivers including distance from the nearest main road, the shortest distance to the nearest builtup area, distance from the nearest agricultural land, distance from the nearest forest, slope, elevation, aspect, northing and easting were established as the explanatory variables. In addition, the built-up areas in 1991 and water bodies are excluded from the modelling process as exclusionary zone.
In the phase of model calibration, 60% of the cells are used for training and 40% are reserved for validation. The whole process of modelling and validation was programmed in the MATLAB software. The results of each model are discussed in detail in the following subsections.
MARS Modelling
Having run MARS model, it starts converging after 15 basis functions shown and the error rate falls below 0.019 (Fig. 3) . The regression equation is created using these 15 basic functions and begins with a constant, which is the average of the target variable (i.e. land use classes) and the basis functions are gradually added to this term. The equation has 15 basis functions with their coefficients. Each includes one explanatory variable and is split at one knot. For example, the first basis function considers distance to urban variable, which is split into 108.167 metres. The coefficient of the first basic function is -0.0000032. In this basis function, for each cell, the maximum of zero and the difference between the distance to the urban variable and 108.176 metres are calculated and multiplied by 0.0000032.
CART Modelling
CART model includes 11 nodes contributing. Figure 4 shows the relative cost of the training phase, which measures the misclassification error with respect to the tree size. This plot starts around 0.55 in tree with two nodes and then decreases dramatically in tree with six nodes. The most accurate tree is shown by the green bar marking in Fig. 4 . The best tree in this process has a set of 11 leaf nodes, which reached a relative cost of 0.426; see Fig. 4 . Having 11 leaves means that CART model has got 11 rules in the tree structure; see Fig. 5 . To construct each of the rules that are associated with each of the leaf nodes, the users should start from the root node and reach the leaf nodes through the internal nodes.
RF Modelling
RF model calculates the output by taking the average of the total number of spatial drivers of the trees. As a best practice, in order to make decisions at each tree node, only the square root (m) of the total number of predictors (indicated by p) is used. Since there are ten independent variables to predict the target variable, the m parameter is set to be four.
The number of trees to be fitted is 400. To assess the model performance, OOB approach is used; see 
Performance of the MARS, CART and RF in the Testing and Validating Run
Having trained the models, the remaining 40% of the data in the first interval, as well as land use change for 2011, are used to be predicted (testing run and validating run). Six suitability maps are created for the three models (i.e. CART, MARS and RF for 2001 and 2011) . Each threshold in TOC curve creates a two-by-two contingency table, which has four numbers including TP (Hits), FN (False Alarms), FP (Misses) and TN (Correct Rejections). The area under ROC curve is equal to the ratio of the area under the TOC curve within the parallelogram to the total area of the parallelogram (Fig. 8) . From TOC curve, all of the parameters for each threshold can be found; see Fig. 8 . The ratio of the areas under the TOC curve which is within TOC's bounding parallelogram to the area of TOC's bounding parallelogram is 94.87%, 84.37% and 98.99% for testing run in 2001 for CART, MARS and RF models, respectively (Fig. 7a, c, e) . CART, MARS and RF models find the ratios, for validating run in 2011, 76.55%, 78.16% and 73.60%, respectively.
The results indicate that RF is a the most successful model for simulating urbanisation changes in testing run while MARS has the least accuracy in this phase. In the validating run, however, the highest and the lowest levels of accuracy belong to MARS and RF, respectively. This shows that having the highest accuracy in the testing run does not guarantee having the highest accuracy in the validating run.
Conclusion
The prediction accuracy is one of the most challenging aspects of developing LUCs models. While one model may provide the highest accuracy in the training phase, it may provide an unacceptable level of accuracy in the testing phase. Therefore, finding the best balance and also having a better understanding of the accuracy of each phase would help better design and develop the LUC models with respect to the purpose of use, for example prediction or monitoring. Review of research background indicated that comparative studies on prediction accuracy of the LUC models can be enhanced by investigating how they can be applied to different scenarios of LUC. This paper compared three widely used data mining models: CART, MARS and RF, in two phases, testing and validation. The results showed that having the highest accuracy in the testing run does not guarantee having the highest accuracy in the validating run. This highlights the importance of considering the two phases: testing and validating runs, in developing and evaluating LUC models.
