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a b s t r a c t
In this paper we study the problem where an optimal solution of a knapsack problem on
n items is known and a very small number k of new items arrive. The objective is to find
an optimal solution of the knapsack problem with n + k items, given an optimal solution
on the n items (reoptimization of the knapsack problem). We show that this problem,
even in the case k = 1, is NP-hard and that, in order to have effective heuristics, it is
necessary to consider not only the items included in the previously optimal solution and the
new items, but also the discarded items. Then, we design a general algorithm that makes
use, for the solution of a subproblem, of an α-approximation algorithm known for the
knapsack problem. We prove that this algorithm has a worst-case performance bound of
1
2−α , which is always greater than α, and therefore that this algorithm always outperforms
the corresponding α-approximation algorithm applied from scratch on the n+k items.We
show that this bound is tight when the classical Ext-Greedy algorithm and the G
3
4 algorithm
are used to solve the subproblem. We also show that there exist classes of instances on
which the running time of the reoptimization algorithm is smaller than the running time
of an equivalent PTAS and FPTAS.
© 2010 Elsevier B.V. All rights reserved.
0. Introduction
Combinatorial problems have been widely studied under the assumption that the instance is completely known at the
time the optimization is carried out, that no information is available on the solution of the instance or of related instances
and that an optimal solution will not need to be modified later. However, it happens more and more frequently that new
information is made available in real time, after an optimal solution has been obtained. Therefore, the instance is perturbed
and the optimal solution needs to be modified accordingly, in a short amount of time. A typical approach to solve this
problem is to apply a known heuristic algorithm from scratch, completely ignoring the work done to obtain the previously
optimal solution. A different approach is to solve the so-called reoptimization problem, that is the problem of finding an
optimal solution to the perturbed instance knowing an optimal solution to the original one. Two issues become of interest
in this setting. The first is the complexity of the reoptimization problem. The second is to study whether it is possible to take
advantage of the available optimal solution to designmore effective and/or efficient heuristic algorithms. This approach has
received little attention in the past. It was applied to a scheduling problem by Schäffter [13] and to the traveling salesman
problem by Archetti et al. [1] and Ausiello et al. [2]. Bockenhauer et al. [3] investigated the hardness of solving a modified
instance of a problemwhen an optimal solution of the original instance is known for some variants of the traveling salesman
problem and the Steiner tree problem.
The 0–1 knapsack problem is one of the most studied combinatorial optimization problems. Very effective exact algo-
rithms are known as well as several heuristics, approximation algorithms and schemes (we refer to the excellent books by
Martello and Toth [11] and by Kellerer et al. [9]). In particular, several Polynomial Time Approximation Schemes (PTASs)
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and Fully Polynomial Time Approximation Schemes (FPTASs) are known. Any PTAS for the knapsack problem is based on
the idea of guessing a set of items included in an optimal solution by going through all possible candidate sets and then
filling the remaining capacity by applying a greedy algorithm. We recall the classical PTAS by Sahni [12] and the PTAS by
Caprara et al. [4], which improves the PTAS by Sahni [12] in terms of running time. Any FPTAS is based on the idea of scaling
the profit values and then applying dynamic programming on the resulting instance. We recall the earliest FPTAS by Ibarra
and Kim [6], the classical FPTAS by Lawler [10] and the best known FPTAS by Kellerer and Pferschy [7,9].
In this paper we study the reoptimization of the 0–1 knapsack problem. The situationwe intend to study is the following.
An exact algorithm is available for the solution of large size instances and an optimal solution to an instance has been found.
Thismay have required a large amount of time. Then, a small perturbation of the optimally solved instance takes place. A very
small number k of new items become known and available. In this type of setting, the reoptimization problem becomes very
interesting. Some of the new itemsmight be selected togetherwith or instead of some of the items included in the previously
optimal solution. Moreover, some of the previously discarded itemsmight become interesting if combined with some of the
new ones. Little time is available to react to the perturbation of the instance and improve the previously optimal solution,
and a simple to implement and run heuristic is desired to achieve this goal.
The purpose of this paper is to understand the nature of the reoptimization of a classical problemsuch as the 0–1 knapsack
and answer a number of natural questions in this setting. Given an optimal solution on n items, is the problem on n + k
items hard? How good is a solution that ignores the previously discarded items? Can we design a simple to implement and
run heuristic with guaranteed performance that takes advantage of the previously optimal solution? We will show that
the reoptimization of the knapsack problem remains an NP-hard problem. This means that, from the complexity point of
view, the availability of the previously optimal solution is not helpful. We will also show that, in order to have effective
heuristics, it is necessary to consider not only the items included in the previously optimal solution and the new items, but
also the discarded items. Then, wewill present a general algorithm thatmakes use, for the solution of a subproblem, of an α-
approximation algorithmknown for the knapsack problem,whereα is theworst-case ratio between the value of the solution
of the approximation algorithm and the value of an optimal solution. This algorithm has a worst-case performance bound of
1
2−α , which is always greater than α, and therefore this algorithm always outperforms the corresponding α-approximation
algorithm applied from scratch on the perturbed instance. If a simple α-approximation algorithm is used, the proposed
heuristic is simple to implement and run. We prove that this bound is tight when the simple and classical Ext-Greedy
algorithm and the simple G
3
4 algorithm are used to solve the subproblem. We also show that there exist classes of instances
on which the running time of the reoptimization algorithm is smaller than the running time of an equivalent PTAS and
FPTAS.
The paper is organized as follows. In Section 1 the reoptimization problem is described. In Section 2 we show that this
problem is NP-hard. In Section 3 we prove that heuristic algorithms that find the new solution on the basis of the new items
and the items selected in the previously optimal solution only are not effective. Finally, in Section 4 we describe the general
1
2−α -approximation algorithm, show the tightness of this algorithmwhen the Ext-Greedy and the G
3
4 algorithms are used to
solve the subproblem and compare its performance with the best PTAS and FPTAS.
1. Problem description
In the classical knapsack problem, referred to as Problem Kn, a knapsack of capacity b and a setUn of n items are available.
Each item u ∈ Un has a positive weight w(u), with w(u) ≤ b, and a positive profit p(u). The aim is to find a subset of Un
that maximizes the total profit and satisfies the capacity b of the knapsack. We denote by U∗n and z∗n an optimal subset and
the corresponding profit, respectively. A heuristic solution of this problem can be found by applying a greedy algorithm
(see [11,9]). The solution given by this algorithm is the best between the following two solutions. The first is obtained by
first ordering the items in the non-increasing order of p(u)/w(u) and then, following this ordering, inserting them into the
knapsack. The second is obtained by inserting into the knapsack the item with maximum profit only. This algorithm has
a tight worst-case performance bound of 1/2. We will refer to it as Ext-Greedy, as in [9], to differentiate it from the basic
greedy algorithm that does not consider the item with maximum profit. A better approximation algorithm can be obtained
by considering a pair of items, inserting them into the knapsack and then applying the Ext-Greedy algorithm to a subset of
the remaining items on the residual capacity. The subset of the remaining items is formed by only those items with profit
not greater than the minimum profit of the two items in the initial pair. The algorithm considers each pair of items and
applies the previous procedure choosing the solution that maximizes the total profit. This algorithm is referred to as G
3
4 and
has a tight worst-case performance bound of 3/4 (see [9]).
The problemwe study, referred to as Problem RKn+k, is the problem inwhich, given an optimal solutionU∗n of the Problem
Kn, a setNk of k new items becomes available. Each new itemhas a positiveweight not greater than b. The aim is to determine
a subset U∗n+k of Un ∪ Nk that maximizes the total profit and satisfies the capacity b of the knapsack, knowing the optimal
solution U∗n for Problem Kn. We denote by z∗n+k the maximum profit. An optimal solution of this problem can be easily
determined whenever the total weight of the new items is lower than the residual capacity of the knapsack. In fact, in this
case, an optimal subset is simply U∗n ∪ Nk. Otherwise, an optimal solution is obtained by removing the items of a subset of
U∗n from the knapsack and inserting the items of a subset of Un \ U∗n ∪ Nk into the knapsack such that the resulting profit
is maximized and the capacity constraint is satisfied. Obviously, an optimal solution of the Problem RKn+k is equal to an
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optimal solution of the Problem Kn+k. Our aim is to propose and evaluate the performance of algorithms that, starting from
an optimal solution U∗n of the Problem Kn, determine a heuristic solution of the Problem RKn+k.
In the following, given a set of items T , we denote by W (T ) and P(T ) the total weight
∑
u∈T w(u) and the total profit∑
u∈T p(u) of the items in T , respectively. We also denote by b(T ) = b−W (T ) the residual capacity after the set of items T
has been selected and by Un(T ) the set of items u ∈ Un that have a weight w(u) not greater than b(T ). Finally, let z∗(T ) be
the optimum value obtained on set Un(T ) and having a capacity b(T ).
2. Computational complexity
We first consider the computational complexity of the simpler problem of deciding whether it is convenient to remove
a subset of the items in U∗n to accommodate a subset of the items in Nk. We show that this problem, referred to as Problem
D − Cn+k, is NP-complete, even in the case in which the set Nk contains a single item, item n + 1. Let us define Problem
D− Cn+1.
INSTANCE: A set of items U∗n , a positive weight w(u) and a positive profit p(u) for each item u ∈ U∗n , an item n + 1 with
weightw(n+ 1) and profit p(n+ 1), ϵ > 0.
QUESTION: Is there a subset U ′n ⊆ U∗n such that
∑
u∈U ′n p(u)+ ϵ ≤ p(n+ 1) and
∑
u∈U ′n w(u) ≥ w(n+ 1)?
Lemma 1. Problem D− Cn+1 is NP-complete.
Proof. We provide a polynomial transformation from the decision version of the knapsack problem, referred to as Problem
D− Kn. Let us first recall the Problem D− Kn, which is well known to be NP-complete (see [5]).
INSTANCE: A capacity B, a finite set I of items, for each item i ∈ I a positive weight w(i) ≤ B and a positive profit p(i), a
positive integer K .
QUESTION: Is there a subset I ′ ⊆ I such that∑i∈I ′ w(i) ≤ B and such that∑i∈I ′ p(i) ≥ K?
Let us consider an instance of Problem D− Kn. We now associate to this instance an instance of Problem D− Cn+1 built
as follows. We associate an item u to each item i ∈ I , so that U∗n = I , and set, for each u ∈ U∗n , weightw(u) = p(i) and profit
p(u) = w(i). The new item n+ 1 has profit p(n+ 1) = B+ ϵ and weight w(n+ 1) = K . The question has to be answered
whether a subset U ′n ⊆ U∗n exists such that
∑
u∈U ′n p(u)+ ϵ ≤ p(n+ 1) and
∑
u∈U ′n w(u) ≥ w(n+ 1) that is whether U ′n ⊆ I
exists such that
∑
i∈U ′n w(i) ≤ B and
∑
i∈U ′n p(i) ≥ K . This means that the instance of Problem D− Cn+1 has ‘‘yes’’ answer if
and only if the corresponding instance of Problem D− Kn has ‘‘yes’’ answer. 
From this resultwe obtain theNP-hardness of Problem RKn+k even in the case k = 1 by showing that ProblemD−RKn+1 is
NP-complete. Let us define Problem D− RKn+1.
INSTANCE: A capacity b, a finite set Un of items, for each item u ∈ Un a positive weight w(u) ≤ b and a positive profit p(u),
an optimal subset of items U∗n ⊆ Un, a new item n + 1 with weight w(n + 1) ≤ b and profit p(n + 1), a positive integer
K > P(U∗n ).
QUESTION: Is there a subset U ′n ⊆ Un ∪ {n+ 1} such that
∑
u∈U ′n p(u) ≥ K and
∑
u∈U ′n w(u) ≤ b?
Theorem 1. Problem D− RKn+1 is NP-complete.
Proof. Let us consider an instance of Problem D−Cn+1, that is a set of items U∗n , a positive weightw(u) and a positive profit
p(u) for each item u ∈ U∗n , an item n + 1 with weight w(n + 1) and profit p(n + 1), ϵ > 0. Let us consider an instance of
Problem D− RKn+1 where Un = U∗n and the items have the same weight and profit, the capacity b is such that b = W (U∗n )
and K = P(U∗n )+ ϵ. The instance of Problem D− Cn+1 has ‘‘yes’’ as its answer if and only if Problem D− RKn+1 has ‘‘yes’’ as
its answer. 
3. U∗n -based approximation algorithms
The first class of heuristic algorithms we study for the solution of Problem RKn+k is based on the idea of determining a
solution on the basis of the set U∗n ∪ Nk only, that is on the basis of the information given by an optimal solution of Problem
Kn only. In otherwords, in this class of algorithms, referred to asU∗n -based approximation algorithms, the items discarded by
an optimal solution of Problem Kn cannot be inserted into the reoptimized knapsack. Let zH denote the value of the objective
function obtained by algorithm H . The following result holds.
Theorem 2. A U∗n -based approximation algorithm H cannot have a worst-case performance bound greater than 1/2.
Proof. Consider the following instance: |Un| = 2, p(1) = h, w(1) = h, p(2) = h − 1, w(2) = 1 and b = h. The optimal
solution of Problem Kn consists in inserting item 1 into the knapsack. Thus, z∗n = h. Now, a new item, item 3, arrives with
p(3) = h − 1 and w(3) = h − 1. Any U∗n -based approximation algorithm does not insert the new item into the knapsack.
In fact, two solutions only have to be evaluated. The first is to keep item 1 in the knapsack; this implies that item 3 cannot
be inserted and therefore the corresponding profit is equal to z∗n = h. The second solution is to remove item 1 from the
1882 C. Archetti et al. / Discrete Applied Mathematics 158 (2010) 1879–1887
knapsack. This implies that item 3 only can be inserted with a profit equal to h − 1, as the algorithm we are considering
is U∗n -based. The best between the two solutions is to keep item 1 in the knapsack, while an optimal solution of Problem
RKn+1 consists in inserting into the knapsack items 2 and 3 with z∗n+1 = 2h− 2. Thus, z
H
z∗n+1
= h2h−2 → 12 for h →∞. 
Wenowpropose aU∗n -based approximation algorithm, referred to as If-Convenient Heuristic (ICH), with tight performance
bound 1/2. This algorithm inserts all the items in Nk ifW (Nk) ≤ b(U∗n ). Otherwise, it finds a subset S of Nk and a subset U ′
of U∗n such that S has maximum profit and the constraintW (S) ≤ W (U ′)+ b(U∗n ) is satisfied. Then, it replaces the items in
U ′ with the items in S, if convenient, that is if P(S) > P(U ′).
Let us formally describe the algorithm.
If-Convenient Heuristic (ICH)
1. IfW (Nk) ≤ b(U∗n ), then insert the items in Nk into the knapsack;
2. Else
(a) Try all subsets U ′ of U∗n ; for each U ′ find a subset S of Nk such that S is a subset of Nk with maximum profit and such
thatW (S) ≤ W (U ′)+ b(U∗n );
(b) If P(S) > P(U ′), then
i. Remove the items in U ′ from the knapsack;
ii. Insert the items in S into the knapsack.
Note that ICH finds the best possible solution that can be obtainedwhile not considering the items discarded in an optimal
solution of Problem Kn as it tries all possible subsets of U∗n . For this reason, the algorithm ICH is not polynomial.
Let zICH be the profit of the solution generated by ICH. The following result holds.
Theorem 3. The performance ratio of algorithm ICH is zICHz∗n+k ≥
1
2 and the bound is tight.
Proof. We distinguish the following three cases:
Case 1: W (Nk) ≤ b(U∗n )
In this case, zICH = z∗n+k = z∗n + P(Nk); therefore, zICHz∗n+k = 1.
Case 2: W (Nk) > b(U∗n ) and P(S) > P(U ′):
In this case, zICH = z∗n + P(S) − P(U ′). The optimal profit z∗n+k cannot be greater than the profit of U∗n ∪ S, that is
z∗n+k ≤ z∗n + P(S). This is due to the fact that S is the subset of Nk with maximum possible profit that satisfies the capacity
constraint: A possible subset U ′ is U∗n and in this caseW (S)must be not greater than the entire capacity b. Since zICH ≥ z∗n
and zICH = z∗n + P(S)− P(U ′) ≥ P(S) as z∗n ≥ P(U ′), then z∗n+k ≤ z∗n + P(S) ≤ 2zICH . Therefore,
zICH
z∗n+k
≥ zICH
z∗n + P(S)
≥ zICH
2zICH
= 1
2
.
Case 3: W (Nk) > b(U∗n ) and P(S) ≤ P(U ′):
In this case, zICH = z∗n . The maximum profit z∗n+k cannot be greater than the profit of U∗n ∪ S, that is z∗n+k ≤ z∗n + P(S).
Since P(S) ≤ P(U ′) and P(U ′) ≤ z∗n , then z∗n+k ≤ 2z∗n . Therefore,
zICH
z∗n+k
≥ z
∗
n
2z∗n
= 1
2
.
For the tightness of the bound, we refer to the instance shown in the proof of Theorem 2. 
Note that the result of the previous theorem still holds if the items discarded by an optimal solution of Problem Kn can
be inserted after having applied the ICH heuristic.
In conclusion, approximation algorithms based on the information given by an optimal solution of Problem Kn only do
not allow us to reduce the worst-case performance bound of 1/2 that can be obtained by applying the classical Ext-Greedy
algorithm from scratch on the set Un ∪ Nk.
4. Un-based approximation algorithms
We now consider a class of algorithms to solve Problem RKn+k, referred to as Un-based approximation algorithms, in
which the itemsdiscarded by an optimal solution of ProblemKn can beused to find a new solution. These algorithms combine
the advantages of α-approximation algorithms, with 0 < α < 1, known for the solution of Problem Kn with the knowledge
of an optimal solution of Problem Kn. An example of an α-approximation algorithm is the Ext-Greedy algorithm (α = 1/2).
We first study the algorithm Aα , the Un-based approximation algorithm in which a given α-approximation algorithm is
used. We derive a bound on the performance of the algorithm Aα , for any available α-approximation algorithm. Then, we
show the tightness of the algorithm Aα for some known α-approximation algorithms. The algorithm takes exponential time
in k.
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The algorithm Aα evaluates, for each nonempty subset S of Nk, the profit that can be obtained by inserting the items of S
into the knapsack and then by applying the given α-approximation algorithm on the items in Un with the residual capacity
of the knapsack. We denote by UA
α
n+k and z
Aα
n+k the subset of items selected by this algorithm and the corresponding profit,
respectively. Note that the profit of S = ∅ is the maximum profit of Problem Kn. Thus, zAαn+k ≥ z∗n .
Let Ik be the set of all subsets S of Nk such that W (S) ≤ b, and Uαn (S) be the items selected by applying the given
α-approximation algorithm on the set Un(S) on a knapsack with capacity b(S). The set S ∪ Uαn (S) is the solution of the
algorithm Aα when the subset S is chosen and P(S ∪ Uαn (S)) the corresponding profit.
The algorithm Aα can be described as follows.
Algorithm Aα
1. For each S ∈ Ik:
If S = ∅ then UAα (∅) := U∗n and zAα (∅) := z∗n
Else:
(a) b(S) := b−W (S);
(b) Un(S) := {u ∈ Un : w(u) ≤ b(S)};
(c) Apply the given α-approximation algorithm to the set Un(S) on a knapsack of capacity b(S) and obtain Uαn (S)
2. zA
α
n+k := maxS∈Ik P(S ∪ Uαn (S)); set UAαn+k equal to the corresponding set of items.
The following result holds.
Theorem 4. The performance ratio of algorithm Aα is
zA
α
n+k
z∗n+k
≥ 12−α .
Proof. Suppose that an optimal solution of Problem RKn+k includes the subset of items S∗, S∗ ∈ Ik. Let us distinguish the
following two cases.
Case 1: S∗ = ∅
In this case the algorithm obviously finds an optimal solution. Since any optimal solution of Problem RKn+k coincides
with an optimal solution of Problem Kn, then UA
α
n+k = U∗n .
Case 2: S∗ is a nonempty set
In this case
z∗n+k = P(S∗)+ z∗(S∗),
as an optimal solution is given by the items in the set S∗ and the items in an optimal solution of the knapsack problem
obtained on the set Un(S∗) with capacity b − W (S∗), with profit P(S∗) and z∗(S∗), respectively. Obviously, by applying
the given α-approximation algorithm on the set Un(S∗) and capacity b − W (S∗) we obtain a solution such that z∗(S∗) ≤
1
α
P(Uαn (S
∗)). Since zAαn+k ≥ P(S∗)+ P(Uαn (S∗)), then z∗n+k = P(S∗)+ z∗(S∗) ≤ 1α zA
α
n+k + (1− 1α )P(S∗) and therefore,
zA
α
n+k ≥ αz∗n+k + (1− α)P(S∗). (1)
Moreover, since zA
α
n+k ≥ zAα (∅) = z∗n , then z∗n+k ≤ z∗n + P(S∗) ≤ zAαn+k + P(S∗) and, therefore,
P(S∗) ≥ z∗n+k − zA
α
n+k. (2)
Combining (1) with (2), we obtain
zA
α
n+k ≥ αz∗n+k + (1− α)(z∗n+k − zA
α
n+k)
and, thus,
zA
α
n+k
z∗n+k
≥ 12−α . 
Since the algorithm Aα examines all the subsets of the set of new items Nk with total weight not greater than b, the time
complexity is O((2k − 1)f (n, 1− α)), which is polynomial for any constant k and exponential in k, being O(f (n, 1− α)) the
time complexity of the α-approximation algorithm. One may wonder whether an improvement of the performance ratio α
of the given approximation algorithm can be achieved with a time complexity that is polynomial in k. The most natural way
of constructing such a polynomial time algorithm is to apply the α-approximation algorithm on the set Nk with capacity b
and consider a polynomial in k number of subsets of the selected items in Aα instead of all the subsets of Nk. We show that
such an algorithm cannot have a worst-case performance better than α.
We consider the algorithm Aα(Iαk ), identical to Aα with the only exception that the set Ik of all subsets of Nk with total
weight not greater than b is replaced by a subset Iαk of it. This subset contains the set of items Nαk of the solution obtained
by applying the α-approximation algorithm on the set Nk with capacity b. In addition, Iαk may contain any polynomial in k
number of subsets of Nαk . Let z
Aα(Iαk ) be the profit of the solution obtained by the algorithm Aα(Iαk ).
Theorem 5. The algorithm Aα(Iαk ) cannot have a worst-case performance bound greater than α.
Proof. Consider the instance in which the total profit P(Un) of the items in Un is equal to ϵ, the set Nk and the capacity b of
the knapsack are equal to the set of items and the capacity of the worst-case instance of the α-approximation algorithm,
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respectively. The profit generated by the algorithm Aα(Iαk ) is not greater than P(Nαk ) + P(Un), that is P(Nαk ) + ϵ. Since the
maximum profit z∗n+k is not lower than z
∗
k , then
zA
α(Iαk )
z∗n+k
≤ P(N
α
k )+ ϵ
z∗k
→ α for ϵ → 0,
as P(N
α
k )
z∗k
→ α. 
Therefore, the algorithm Aα(Iαk ) cannot be better, in the worst case, than the corresponding α-approximation algorithm
applied from scratch on the set Un ∪ Nk.
Consider the following instance. The set Un is composed of one item only, say item 1, with profit p1 = 1 and weight
w1 = γ < 1, and the capacity of the knapsack is b ≥ 1. The set Nk is composed of two items, say items 2 and 3, with profit
p2 = 1 and p3 = 1 − γ and weight w2 = b and w3 = b − γ , respectively. If we consider any algorithm A that selects
item 2 in the instance I , then z
A
z∗n+k
→ 12 for γ → 0. Clearly, algorithm Aα(Iαk ) would generate this type of solution for any
α-approximation algorithm that, when choosing between item 2 and item 3, selects item 2.
We now show the tightness of the algorithm Aα for some known α-approximation algorithms.
The algorithm A
1
2
We first consider the algorithm Aα in which the Ext-Greedy algorithm is applied on the residual capacity. Since the worst-
case performance bound of the Ext-Greedy algorithm is 1/2, this algorithm is called algorithm A
1
2 . The following result holds.
Theorem 6. The performance ratio of algorithm A
1
2 is
zA
1
2
n+k
z∗n+k
≥ 23 and the bound is tight.
Proof. The proof of the bound is obtained thanks to Theorem 4 when α = 1/2. To show that the bound is tight, consider an
instance where b = 2h + 1, |Un| = 3, p(1) = p(2) = w(1) = w(2) = h, p(3) = 3 and w(3) = 2, h > 3. In the optimal
solution of Problem Kn the items 1 and 2 are inserted into the knapsack, so that z∗n = 2h. Then, a set Nk of new items arrives
with |Nk| = h, p(u) = 1 andw(u) = 1h , u ∈ Nk. None of the solutions considered by the algorithm A
1
2 will insert both item 1
and item 2 into the knapsack, since the solution given by the Ext-Greedy algorithm is to insert item 3, which has the highest
efficiency ratio, and either item 1 or 2. It follows that the solution of the algorithm A
1
2 takes all the items in Nk together with
item 1 (or 2) and item 3. Thus, zA
1
2
n+k = 2h+ 3. The optimal solution of Problem RKn+k takes all the items in Nk together with
items 1 and 2. Thus, z∗n+k = 3h. The performance ratio is z
A
1
2
n+k
z∗n+k
→ 23 for h →∞. 
The algorithm A
3
4
We now consider the algorithm A
3
4 in which the G
3
4 algorithm is applied on the residual capacity. The following result
holds.
Theorem 7. The performance ratio of algorithm A
3
4 is
zA
3
4
n+k
z∗n+k
≥ 45 and the bound is tight.
Proof. The proof of the bound is obtained thanks to Theorem 4 when α = 3/4. To show that the bound is tight, consider
an instance where b = 5h, |Un| = 5, p(1) = p(2) = p(3) = p(4) = w(1) = w(2) = w(3) = w(4) = h, p(5) = 2 and
w(5) = 1, h > 2. In the optimal solution of Problem Kn all the items are inserted into the knapsack, so z∗n = 4h+ 2. Then, a
new item arrives, say item 6, with p(6) = h andw(6) = h. If the new item is not inserted into the knapsack, the total profit
is equal to z∗n = 4h + 2. Otherwise, the algorithm G
3
4 is applied on the residual capacity equal to 4h. A pair of items in Un
consists either of two items of profit and weight equal to h or of one item of profit and weight equal to h and item 5. In the
first case, two items of profit and weight equal to h are inserted into the knapsack and the Ext-Greedy algorithm is applied
on the remaining items with a capacity of 2h. This implies that item 5 and one of the remaining items of profit and weight
equal to h are inserted into the knapsack. The total profit of this solution is 4h + 2. In the second case, one item of profit
and weight equal to h and item 5 are inserted into the knapsack. No additional items are inserted into the knapsack by the
Ext-Greedy algorithm, as the profit of each of the remaining items is greater than the minimum profit of the items already
inserted, that is 2. The total profit of this solution is 2h+ 2. It follows that zA
3
4
n+k = 4h+ 2. The optimal solution of Problem
RKn+k takes all the items with profit and weight equal to h. Thus, z∗n+k = 5h. The ratio gives z
A
3
4
n+k
z∗n+k
→ 45 for h →∞. 
4.1. Comparison with PTAS and FPTAS
In Theorem 4we have shown that the algorithm Aα has a worst-case performance bound of 12−α , that is always not worse
than the worst-case performance bound α of the approximation algorithm on which it is based (base algorithm). As already
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mentioned in the Introduction, very efficient PTAS and FPTAS have been proposed for the solution of the knapsack problem.
Such schemes are usuallymore complex to implement thanmost of the approximation algorithms. However, it is interesting
to compare the running time of the algorithm Aα , when a PTAS or a FPTAS is taken as base algorithm, with the running time
of the PTAS or FPTAS run from scratch on the new instance. In this section we will show that there exist classes of instances
where the algorithm Aα is more efficient than an equivalent PTAS or FPTAS run on the new instance.
Given a (1− ϵ)-approximation algorithm, a PTAS or a FPTAS, we define the algorithm equivalent to the algorithm Aα if it
guarantees the same worst-case bound 12−α of the algorithm A
α . This is achieved for ϵ = 1−α2−α . We show that, even if we use
the best known PTAS and FPTAS as base algorithms, there exist classes of instances such that the algorithm Aα has a running
time lower than an equivalent (1− ϵ)-approximation algorithm.
Let f (β, ϵ) be the running time of the base algorithm on the instances with β items, given that the worst-case perfor-
mance bound of this algorithm is 1 − ϵ. Given k new items, the algorithm Aα requires a running time (2k − 1)f (n, 1 − α),
since ϵ = 1− α. The equivalent (1− ϵ)-approximation algorithm requires a running time f (n+ k, 1−α2−α ), as ϵ = 1−α2−α .
Consider now the PTAS algorithm by Caprara et al. [4] as base algorithm. Its running time is f (β, ϵ) = β 1ϵ−2. Given
the k new items and ϵ = 1 − α, the running time of the algorithm Aα based on this PTAS, referred to as AαPTAS , is
rA
α
PTAS = (2k − 1)n 2α−11−α . The running time of the equivalent (1 − ϵ)-approximation algorithm is rPTAS = (n + k) α1−α as
ϵ = 1−α2−α . We now show that for k ≤ log2 n, the running time of the latter algorithm is greater than the running time of the
algorithm AαPTAS .
Theorem 8. For k ≤ log2 n, rPTAS > rAαPTAS .
Proof. Since for k = log2 n, rAαPTAS = n
α
1−α − n 2α−11−α , then rAαPTAS ≤ n α1−α − n 2α−11−α for k ≤ log2 n. Therefore, for k ≤ log2 n
rPTAS = (n+ k) α1−α > n α1−α > n α1−α − n 2α−11−α ≥ rAαPTAS . 
Consider now the FPTAS algorithm by Kellerer and Pferschy [7,8]. Its running time is f (β, ϵ) = βmin{log2 β, log2 1ϵ } +
1
ϵ2
log2
1
ϵ
min{β, 1
ϵ
log2
1
ϵ
}. Given the k new items and ϵ = 1− α, the running time of the algorithm Aα based on this FPTAS,
referred to as AαFPTAS , is
rA
α
FPTAS = (2k − 1)
[
nmin

log2 n, log2
1
1− α

+ 1
(1− α)2 log2
1
1− α min

n,
1
1− α log2
1
1− α
]
.
The running time of the equivalent (1− ϵ)-approximation algorithm is
rFPTAS = (n+ k)min

log2(n+ k), log2 2− α1− α

+

2− α
1− α
2
log2
2− α
1− α min

n+ k, 2− α
1− α log2
2− α
1− α

,
as ϵ = 1−α2−α .
We now show that for k = 1, the running time of the latter algorithm is greater than the running time of the algorithm
AαFPTAS .
Theorem 9. For k = 1, rFPTAS > rAαFPTAS .
Proof. Since 2−α1−α >
1
1−α > 1 for α < 1, then
2− α
1− α
2
log2
2− α
1− α min

n+ 1, 2− α
1− α log2
2− α
1− α

>
1
(1− α)2 log2
1
1− α min

n,
1
1− α log2
1
1− α

.
Therefore, in order to prove that, for k = 1, rFPTAS > rAαFPTAS , it is sufficient to show that
(n+ 1)min

log2(n+ 1), log2 2− α1− α

≥ nmin

log2 n, log2
1
1− α

. (3)
Let us distinguish the following cases:
Case 1: log2(n + 1) ≥ log2 2−α1−α and log2 n ≥ log2 11−α . In this case, (3) reduces to (n + 1) log2 2−α1−α ≥ n log2 11−α , which is
obviously satisfied.
Case 2: log2(n + 1) ≥ log2 2−α1−α and log2 n < log2 11−α , i.e. n < 11−α . In this case, (3) reduces to (n + 1) log2 2−α1−α ≥ n log2 n.
Since log2
2−α
1−α > log2
1
1−α > log2 n, then (n+ 1) log2 2−α1−α > (n+ 1) log2 n > n log2 n. Therefore, (3) is satisfied.
Case 3: log2(n + 1) < log2 2−α1−α and log2 n ≥ log2 11−α . In this case, (3) reduces to (n + 1) log2(n + 1) ≥ n log2 11−α . Since
log2(n+ 1) > log2 n ≥ log2 11−α , then (n+ 1) log2(n+ 1) > (n+ 1) log2 11−α > n log2 11−α . Therefore, (3) is satisfied.
Case 4: log2(n + 1) < log2 2−α1−α and log2 n < log2 11−α . In this case, (3) reduces to (n + 1) log2(n + 1) ≥ n log2 n, which is
obviously satisfied. 
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Table 1
Percent increase of the running time of the PTAS with respect to AαPTAS .
n k α %
10 1 0.8 1364.10
10 1 0.9 2257.95
10 3 0.8 308.01
10 3 0.9 1414.93
100 1 0.8 10306.04
100 1 0.9 10836.85
100 6 0.8 100.39
100 6 0.9 168.17
1000 1 0.8 100300.60
1000 1 0.9 100803.61
1000 9 0.8 102.84
1000 9 0.9 112.13
10000 1 0.8 1000300.06
10000 1 0.9 1000800.36
10000 13 0.8 22.72
10000 13 0.9 23.52
100000 1 0.8 10000300.01
100000 1 0.9 10000800.04
100000 16 0.8 52.69
100000 16 0.9 52.81
Table 2
Percent increase of the running time of the FPTAS with respect to AαFPTAS .
n α %
10 0.8 74.27
10 0.9 38.37
100 0.8 88.10
100 0.9 43.20
1000 0.8 34.55
1000 0.9 35.07
10000 0.8 14.24
10000 0.9 14.17
100000 0.8 11.63
100000 0.9 5.43
A comparison between the performance of the PTAS by Caprara et al. [4] and the AαPTAS algorithm is proposed in Table 1
for different values of n, k and α. The last column reports the ratio between the running time of the PTAS and the running
time of the AαPTAS algorithm. The table shows that A
α
PTAS outperforms the PTAS especially when k = 1 and n is large. A similar
comparison is presented in Table 2 with the FPTAS algorithm by Kellerer and Pferschy [7,9]. Here we consider only k = 1,
as in Theorem 9. The table shows that AαFPTAS outperforms also the FPTAS algorithm.
Other similar results can be obtained for the other known PTAS and FPTAS. Obviously, the class of instances on which
the reoptimization algorithm Aα is superior to an approximation scheme run from scratch depends on the performance and
running time of the scheme. These results show that there always exist situations where it is beneficial to reoptimize.
5. Conclusions
In this paper we have studied the reoptimization of the knapsack problemwhere a small number k of new items become
available after an optimal solution on a large number n of items has been obtained. The problem could be solved by applying
an α-approximation algorithm known for the solution of the knapsack problem to solve the instance from scratch on n+ k
items. We have presented a 12−α -approximation algorithm that makes use of the previously optimal solution and uses a
known α-approximation algorithm to solve a subproblem. We have shown that there exist classes of instances on which
the running time of the reoptimization algorithm is smaller than the running time of an equivalent PTAS and FPTAS.
The reoptimization problem for the case where a set of items have to be removed is not as interesting as the case we
have studied. The reason is that this problem contains instances of the classical knapsack problem, like the one where an
optimal set of items contains one item only, say item i, and this is exactly the item that has to be removed.
The study of the reoptimization of other combinatorial problems is of great importance, given the relevance of this
setting in practice. Although we believe that the reoptimization of a combinatorial problem is likely to maintain the same
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computational complexity of the original problem, it is interesting to study how the knowledge of the previously optimal
solution can be beneficial in the reoptimization problem.
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