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ABSTRACT
A highly simplified model based on the quasi-geostrophic approximation
is employed to investigate the meridional temperature profile in the lower
stratosphere and its relation to the energy transformations. An equator-to-
pole temperature increase is reproduced in the model with an external heating
function which heats the atmosphere in low latitudes and cools the atmosphere
in high latitudes in each layer. The magnitude of the equator-to-pole temper-
ature increase is comparable to the observed value. The major process
responsible for the equator-to-pole temperature increase is found to be the
up-gradient transport of heat due to large-scale eddies. It is found that
the up-gradient heat transport in the upper layer takes place generally when
eddy kinetic energy is converted into eddy available potential energy in the
upper layer and eddy available potential energy is converted into eddy kinetic
energy in the lower layer. In other words the up-gradient heat transport in
the upper layer is due to the passive nature of the upper layer. There is an
indication that there exists a critical value of the ratio of the latitudinal
differential heating in the upper layer to the latitudinal differential heating
in the lower layer, which may be a function of other parameters, such that
above the critical value no equator-to-pole temperature increase can be main-
tained in the upper layer. Below the critical value, the magnitude of the
equator-to-pole temperature increase does not seem to depend significantly
upon the upper layer differential heating.
The mean energy transformations in the upper layer are in good agreement
with the observations in the lower stratosphere. The non-adiabatic effect
dissipates eddy and zonal available potential energies. The former receives
its supply from the latter, and the latter receives its supply from the eddy
kinetic energy which receives its supply from the lower layer.
Thesis Supervisor: Edward N. Lorenz
Title: Professor of Meteorology
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1. INTRODUCTION
One of the most interesting features of the thermal structure of
the atmosphere is the positive meridional temperature gradient in the
lower stratosphere, i. e., the temperature in the lower stratosphere
increases as one passes from lower latitudes to higher latitudes. This
temperature gradient is apparently contrary to the distribution of solar
radiation and to the distributio of terrestrial long wave radiation. Ever
since it was discovered meteorologists have searched for a satisfactory
explanation of its existence. However, as the atmosphere is radiative,
heterogeneous and constantly in motion and the processes related to
the temperature distribution are very complex, a lack of coherent and
quantitative understanding of the positive meridional temperature gradient
is still felt at the present time.
Presumably, the tempe rature of any part of the atmosphere
ultimately depends upon external and imbedded heat sources. It is then
natural that in searching for the causes of the positive meridional
temperature gradient in the lower stratosphere, meteorologists first
looked into the imbedded heat sources of that part of the atmosphere.
In 1943 M811er suggested that the overlapping of the ozone band at 14 /4
and the carbon dioxide band at 14/4 might be responsible for the posi-
tive temperature gradient. As the total amount of ozone increases with
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increasing latitude, its sheltering effect also increases and a lesser
amount of carbon dioxide emission leaves the atmosphere. Accordingly
the temperature of the stratosphere could increase with increasing
latitude. Quantitatively speaking, however, the intensity of the 14/
band of ozone is much too weak to cause the observed large positive
temperature gradient. In 1946, Dobson and others presented a theory
of radiative equilibrium in which effects of the 9. 6/- band of ozone and
the 15/" band of carbon dioxide as well as the long wave radiation by
water vapor were included. They attributed the observed positive temper-
ature gradient to the fact that the amount of ozone, or the ratio of ozone
to water vapor, is greater over the polar regions than the equator.
Although Dobson's discussion is still qualitative it seems more acceptable
than Mdller's. Goody (1949) presented a theory which seemed quite con-
trary to the idea of Dobson's group. According to Goody, ozone supplies no
greater heating effect in the arctic than in the tropics despite the increase
of ozone concentration with latitude; the observed positive temperature
gradient is a result of a balance between the heating effect of carbon
dioxide and the cooling effect of water vapor. Although Goody's explana-
tion and Dobson's are different from each other, they both lead us to the
conjecture that the observed positive temperature gradient in the lower
stratosphere could be satisfactorily explained by radiative equilibrium
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theory if the combined effect of all absorbing gases were considered.
To verify the conjecture requires of course further extensive studies
of the properties and the distributions of the atmospheric constituents.
A more immediate question, however, is, "Is the atmosphere in radia-
tive equilibrium? " Despite the fact that radiation is believed to be the
main factor governing the temperature of the stratosphere, a study of
the heat budget of the stratosphere by Ohring (1958) indicates that the
stratosphere is not in radiative equilibrium. In fact, it was found that
the radiative processes tended to heat the stratosphere in lower latitudes
and to cool it in higher latitudes.
The remarkable differences among the results of the investi-
ff
gators led Manabe and Moller (1961) to a quantitative study of the radi-
ative equilibrium and the heat budget of the atmosphere. They took into
consideration the effects of the absorption of solar radiation by water
vapor carbon dioxide and ozone as well as those of long wave radiation
of these three gases. With the available information on the distribution
and the absorption coefficients of these gases they computed, using
a 7 -level model, the distribution of radiative equilibrium temperature
for various latitudes and various seasons, and the distribution of the
radiative heat budget. Their results show the following:
1. The lower stratosphere is not in radiative equilibrium. The
net radiative effect results in a very weak heating in low latitudes and a
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rather strong cooling in high latitudes.
2. The computed temperature of radiative equilibrium at the
18-km level, where the observed annual mean temperature increases
about 200C from equator to pole, increases only slightly ( -~ 7 0C) from
equator to pole both in summer and spring but decreases monotonically
in winter and fall. Furthermore, the net effect of the radiative proces-
ses could barely maintain the temperature at the 18-km level approxi-
mately constant with latitude even though the observed temperatures are
given for all other levels. Hence the net radiative effect can hardly ex-
plain the sharp latitudinal temperature increase observed in the lower
stratosphere. These results were further confirmed by Manabe and
Strickler (1964) in their study of "thermal equilibrium" of the atmosphere
with convective adjustments.
In the above mentioned radiative studies the motion of the atmos-
phere was completely neglected. Such an approximation is, of course,
convenient but not adequate. Since radiative heating is generally very
slow in the region we are concerned with compared with the adiabatic
heating associated with the atmospheric motions, it is rather easy to
intuitively convince ourselves that the role of atmospheric motions in
redistribution of heat energy is indispensible. The result of Manabe
if
and Moller just prove the point. However, taking full account of dy-
namical and kinematical effects in the discussion of temperature distri-
bution in the lower stratosphere is of great difficulty. In the past only
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some postulations and brief discussions of certain transport mechanisms
have been made. Early in 1949, Brewer's study of helium and water
vapor distribution led him to propose a meridional circulation in which
air entered the stratosphere at the equator, traveled northward toward the
pole and sank into the troposphere in high latitudes. He pointed out that
such a meridional circulation could account for the observed temperature
distribution in the lower stratosphere. Similar types of mean meridional
circulations were suggested by many others through studies of various
tracer substances. As Brewer realized, however, the proposed circu-
lation cannot meet the balance requirement of angular momentum. A
recent observational study by Oort (1962) shows that Brewer's proposed
circulation does not agree with the directly observed mean meridional
circulation in the lower stratosphere which in fact, tends to destroy the
observed temperature gradient. On the other hand, a very interesting
feature was reported by White in 1954, namely, that the heat transport
by large-scale eddies at 100-mb level is northward and up the zonally
averaged temperature gradient, i. e., from the latitudes of lower zonally
averaged temperature to the latitudes of higher zonally averaged temper-
ature. Recent studies of the IGY data (e. g., Murakami, 1962; Peng, 1963)
have shown that up-gradient heat transport due to large-scale eddies is
a general feature in the whole lower stratosphere. This certainly leads us
to the idea that the up-gradient heat transport may be a major factor in
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maintaining the positive meridional temperature gradient in the lower
stratosphere, since it implies a convergence of heat in high latitudes and
a divergence of heat in low latitudes if no heat flow crosses the equator.
The idea is supported by recent observational studies (e. g. , Oort, 1964).
Then, we are led to a more fundamental question: Why are the large-scale
atmospheric motions so organized that horizontal eddy heat transport is on
the average up-gradient in the lower stratosphere but down-gradient in
the troposphere?
From an energy point of view the meridional temperature gradient
is closely related to zonal available potential energy. Any variation of
the latter necessarily changes the former. An up-gradient heat transport
due to large-scale eddies is just another way of saying a conversion from
eddy available potential energy to zonal available potential energy. The
above fundamental question as well as the question of the positive meridional
temperature gradient in the lower stratosphere may thus be regarded as a
part of the problem of energy balance in the atmosphere.
The energy balance in the atmosphere or, more precisely, in the
troposphere has long been studied theoretically, observationally, and
experimentally. The universally accepted energy cycle may be stated as
follows. The net meridional differential heating of the atmosphere by its
environment results in a continual generation of zonal available
potential energy. This energy is converted into eddy available
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potential energy by the eddies. Some of this eddy available potential
energy may be radiatively dissipated, the remainder is converted into
eddy kinetic energy by baroclinic processes. This eddy kinetic energy
is partly dissipated by friction and partly converted into zonal kinetic
energy by barotropical processes. Most of this zonal kinetic energy
is dissipated by friction; only a small residue of it is converted into
zonal potential energy again by meridional circulation.
Although the above energy cycle represents the spatial and
time mean of the energy flow in the whole atmosphere, it may not be
taken to represent the energy flow in a single layer such as the lower
stratosphere. The classical view is this: the lower stratosphere is an
inert, passive layer wherein any tendency toward direct convective ac-
tion is suppressed by the existing large hydrostatic stability. The
needed kinetic energy supply for maintaining the motion in the layer
must originate in more active neighboring layers.
During the past few years sufficient data have been produced in
the IGY program and by other sources to allow observational studies
of the stratospheric general circulation and attempts to verify the clas-
sical concept of the stratosphere have been made by several authors
(e. g. , Barnes 1963, Oort, 1964). A most important one is the study
by Oort based on one year of data of the IGY. It was found that during
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that one year period the lower-stratospheric eddy processes, on the
average, extracted energy from the eddies in favor of the zonal flow,
converted eddy kinetic energy into eddy potential energy, and trans-
formed eddy potential energy into zonal potential energy which sub-
jected itself to radiative dissipation. Hence Oort concludes that the
classical concept has been confirmed. The so-called adiabatic method
was used to compute the individual change of pressure in Oort's study.
The error due to that method probably does not alter the conclusion since
non-adiabatic heating or cooling in the region is slow compared with
adiabatic heating or cooling.
A comparison between Oort's result and the energy cycle in the
troposphere clearly shows that the following particular chain of energy
conversions in the lower stratosphere is exactly opposite to its counter-
part in the troposphere.
Eddy Kinetic Energy -- Eddy Available Potential Energy --
Zonal Available Potential Energy -- * Energy of the Environment
In the middle of this chain is the energy conversion from eddy available
potential energy into zonal available potential energy which, as pointed
out above, may be interpreted in terms of up-gradient eddy heat trans-
port. Since the loss of zonal available potential energy to the environ-
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ment is an effect rather than a cause of this chain, the cause of the up-
gradient heat transport must then be closely related to the conversion
from eddy kinetic energy into eddy available potential energy. Further-
more, since the conversion from kinetic energy into eddy available poten-
tial energy is a criterion of the passivity of the lower stratosphere, the
up-gradient eddy heat transport must then be fundamentally related to
the passive nature of the lower stratosphere; so also must be the positive
meridional temperature gradient in the lower stratosphere if it is main-
tained by the up-gradient eddy heat transport. According to quasi-
geostrophic theory of atmospheric motions the passivity of the lower
stratosphere most likely depends upon two factors: one is the ratio of
the static stability of the lower stratosphere to the static stability of the
troposphere, the other is the ratio of the horizontal differential heating
in the lower stratosphere to the horizontal differential heating in the
troposphere. Therefore, using numerical experimentation, this study
will first test whether the positive meridional temperature gradient in
the lower stratosphere can be explained by the quasi-geostrophic theory
under the existing vertical distributions of static stability and horizontal
differential heating. Second, it will investigate how the overall positive
meridional temperature gradient in the lower stratosphere depends upon
the ratio of the horizontal differential heating in the lower stratosphere
to the horizontal differential heating in the troposphere if the values of the
-10-
static stability in both layers are fixed. In addition, attention will be
paid to the role of eddy heat transport, the relation between the eddy
heat transport and the production of eddy kinetic energy, and the inter-
actions between layers.
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2. CONSTRUCTION OF THE MODEL
I. Governing equations
Large-scale motions in the atmosphere, except near the equator,
are quasi-geostrophic in charactor. The quasi-geostrophic theory has
been used with considerable success to explain the observed general cir-
culation as a result of the prescribed distribution of heat sources and
8inks (e. g., Phillips, 1956, and Charney, 1959). The quasi-geostro-
phic system of equations, with non-adiabatic heat and friction included,
may be written in (X, f , ) coordinate system as follows.
d6~~~~~ V4s~G -r~
Y. - 1L1 ~~VLbXCI, 1 0"'?ftt
here 2C = eastward distance
= northward distance
= pressure (the vertical coordinate)
= time
= stream function for non-divergent part of velocity
=1-L
(1)
(2)
(3)
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= Coriolis parameter at a fixed representative latitude
( Jf/SY ) the derivative of Coriolis parameter at
the same latitude.
laternal kinematic eddy-viscosity coefficient (function of / )
= acceleration of gravity
= vertical unit vector
T = small-scale frictional stress
= potential temperature
= standard value of ( )
C Ck= specific heats of air at constant pressure and volume
= non-adiabatic rate of heating per unit mass
= horizontal gradient operator on an isobaric surface
J= Jacobian operator
A natural extension of the above system of equations to cover
a large latitudinal domain is to allow the variability of the Coriolis
parameter and its derivative. Such an energetically consistant system
may be written as follows.
-9+ , V X 
- 4
4~)~ 7dtA~
(4)
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U-h~ 2 (5)
here X j ,/ is the velocity potential of the divergent part
of wind, i. e. , -$ = - . Noticing 2
In the above two systems ( is taken as a function of k only.
Here we neglect the detailed horizontal variation and time dependence
of 9 (Gates, 1961; Lorenz, 1960).
We shall take the latter system as the physical basis for the
construction of our model.
II. Vertical approximations
In order to apply equations (4) - (6) to our problems,
our first step is to follow the conventional method and divide our model
atmosphere into several levels and to replace the vertical derivatives by
the corresponding quotients of finite differences. Figure 1 shows the
vertical resolution used in the model and the designation of dependent
variables, which seem to be the simplest method suitable for the pur-
pose of exposing the vertical difference of thermal structure and the
8 =0
Py = 25mb
P6 = 50mb
P5 = 100mb
Middle
(or transition)
Layer
W4 3 04
43
W2 , 02
*fiLower
Layer
P4 = 200mb
P3 '= 400mb
P2 =600mb
Pi 800mb
Po 1000mbW 0
Figure 1. Vertical finite resolution.
Upper
Layer
WEg
47
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energetic inter-dependence of the layers. The atmosphere is divided into un-
equal intervals of so that physical processes taking place in the upper
minor portion of the atmosphere can be detected. Stream functions are
specified at isobaric surface for odd ; 0 and potential temper-
atures are specified at 4 for even j
After replacing the -derivatives by their corresponding finite
quotients, Eqs. (4) - (6) may be written in the following compact form.
tv X., X~
[1-
(7)
.7
C? ,P
__ y . t i
where linear -dependence of
~-/ c/ )
vf~i(y~.
""-I
,
(8)
(9)
assumed, i..e.,
(10)
011)
The boundary conditions at the top and the bottom of the
atmosphere are
-d 0__ ' -I / jdt Y 7_0 d -) --t v&77 eA) -
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= at -er jb= 0 (12)
and 1
SV7(13)
which will be specified later.
III. Parametric representations of energy sources and sinks
In the real atmosphere the distribution of energy sources and sinks
is very complicated; it depends upon the motion and the state of the atmosphere,
and the dependence is non-linear and largely unknown to us. In fact, the
non-adiabatic heating and cooling in Eq. (8) includes long and short wave
radiations, the release of latent heat, the vertical transport of heat by
small-scale as well as large-scale eddies, and the lateral eddy diffusion
on a scale smaller than that of the large-scale eddies. The two dissipation
terms on the right hand of Eq. (7) consist respectively of lateral diffusions
and horizontal eddy stresses on all scales smaller than those of the large-
scale eddies. Each component of the forcing and dissipation is quite complex.
With the crude vertical resolution in our model we, therefore, have no
intention of describing the forcing and the dissipation terms in any detail
but must resort to simple parameterization.
For the thermal forcing we postulate that the non-adiabatic heating and
cooling would impose a certain distribution of potential temperature, 9.
-17-
upon each level in the atmosphere if large-scale motions were absent.
The rate at which the potential temperature at each level is increased
by non-adiabatic heating is then assumed to be proportional to the
difference between the imposed- potential temperature, 0 , and the
ambient potential temperature, 0- at that level. Thus,
(14)
where is assumed to be a function of , only. Although this
parameterization is very crude and highly hypothetical, it depicts the
dependence of thermal forcing on the instantaneous thermal state of
the atmosphere.
For the kinetic dissipation we assume the eddy-viscosity
coefficient to be independent of height and we follow Charney's
postulation for surface friction and vertical eddy stress (Charney 1959).
Thus, we put
4 -constant for - /, . 5- 7 (15)
and (16)
to represent the effect of surface friction. Since
-4. 1'~a' -*7 ~ykz('~ 2j_
we write
-18-
37-
(~-z~)
-~. -'-4 '
( ~~17)
A71-
Y, v- = velocity at
72
and A
= Austausch coefficient at
constant
respectively
Ab
= specific volume at
and = normal temperature of the atmosphere at A
Similarly
=3-
3
4-r
-* -;~(1~Z~
- '
where
/
I~1
(17)
(18)
(19)
(20)
(21)
(22)
(23)
(24)
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where
= constant
- constant
vs, V, = velocity at A and 4 respectively
Austausch coefficients at ,4
and r6, 7  =normal temperature at
Finally,
and fg respectively
and ,k respectively.
Making use of (15) - (18), (21) - (24), and (29), we may write
Eqs. (7) and (8) as follows:
/ , 3,7
(25)
( A~h
(26)
- -
(27)
(28)
(29)
/ V
JAv~4 -,~'
(7a)4' 4-.,-$~
/
7
" T" V-4) ('Aj -A-)
Py
V-/ V('..-- -Y., )
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and
(8a)
Here $ , and are identically zero.
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IV. Spectral equations
In seeking time dependent solutions of the simultaneous non-
linear partial differential equations (7a), (8a) and (9) we have to repre-
sent the dependent variables by numerical fields. The manner in which
the variables are represented will determine the strategy of the subse-
quent mathematical procedures. In general, we may choose between
two alternatives: (1) the variables may be represented as discrete func-
tions on a mesh which covers the physical space, or (2) they may be
represented by the coefficients of an expansion in orthogonal functions.
Both methods have been used in the past, and each has certain advant-
ages over the other. The appropriate choice depends upon the charac-
ter of the problem which we deal with. In the present study we choose
the second method, or spectral representation, on the ground of sim-
plicity and potentiality of highly truncated spectral representations
demonstrated by Lorenz (1962, 1963b), Bryan (1959) and Stackpole (1964).
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A suitable set of orthogonal functions for the spectral expansion
of , & and V , in equations (7a), (8a) and (9) is the com-
plete set of surface spherical harmonics. (See Appendix for general
properties of surface spherical harmonics).
will be referred as of wave 'f2- mode.
This set has the following advantages: a, the variation of the Coriolis
parameter can be easily handled, b, no distortion of mass distribution,
and c, no artificial lateral boundary conditions are necessary. How-
ever, we shall consider only the case that flow is symmetric about the
equator so that no singularity is implied by the thermal wind relation.
Thus
rn =ot1 -- /= o , or positive even integral (30)
is only for the expansions of . and while
m],,o> -; ~ = o , or positive odd integral (31)
is only for the expansions of f I).
When , and , expanded in surface spheri-
cal harmonics , are substituted into (7a), (8a) and (9) and coef-
ficient of like harmonics are equated, a complete set of spectral equations
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are obtained. However, in order to feasibly solve the spectral equations
it is necessary to truncate the spectral expansions such that only a fi-
nite number of terms are retained. In fact, we shall choose the small-
est subset of the set (30) and (31) which we think is still capable of re-
presenting the features of our major concern. To do that, we resort
to our experience in atmospheric motions. In the real atmosphere,
large-scale flow patterns can be thought of as consisting of a num-
ber of large-scale waves and a basic zonal flow. The large-scale waves
generally fall into two categories, i. e., moving waves of intermediate
wavelength; quasi-stationary waves, usually of very long wavelength and
dominating the stratospheric flow patterns. In each category waves
generally have tilting axes so that they are able to transport momentum
and heat in meridional direction and hence to convert energy barotrop-
ically and baroclinically. The eddy transport of momentum and heat
together with the external forcing usually gives rise to a three-cell
meridional circulation, and largely determines the thermal structure
of the atmosphere. In the present study our major concern is the
meridional thermal structure of the lower stratosphere in connection
with the energy flow in the atmosphere, a subset of the harmonics suit-
able for our purpose then should at least include Mi = 2 and 6, cor-
responding to planetary long wave and imtermediate wave, and two
-23-
values of I , necessary for the meridional tilt of wave axes. Also,
it is best to include V which is capable of representing a three-
cell meridional circulation. Hence we chose the following subset.
$ 0  a \0 \ ";- % y 2  16 _ & \
for , and
0 2 -
1> > > (33)
forV2X- and L- . It will be noticed that the chosen modes start
from the lowest one, and that the omission of Y* , a constant, is
allowed by the continuity equation and the assumption of constant ~
Assuming 7~ constant permits available potential energy to replace
potential energy in energy considerations so that isobaric mean temper-
ature is irrelevent to our study (Lorenz, 1960).
Now we introduce the expansions
j =1, 3, 5, 7 (34)
-24-
4j1 It
+~-i
0~ &).~
C4) y +c .Wl
= 2, 4, 6
2jy2 Ge8y, 4".y
+ z + Y +9 + ?"1 Y
2. 4.
Here the coefficients are all complex for -m 4 o
We set
In= (-') 37
C) - i yet y
J
0Co.2J
V 0
1 2
(35)
(36)
(37)
(38)
-t n - Y
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and
(39)
where a bar indicates the conjugate of a complex number or variable,
so that the expansions (34) - (36) are real-valued, and substitute (34) -
(36) into (7a), (8a) and (9). It should be pointed out here that spectral
representations expanded in any non-trivial finite set of orthogonal functions
can never exactly satisfy a non-linear equation or a system of non-linear
equations, and particularly that spectral representations expanded in
any finite set of surface spherical harmonics can never exactly satisfy
(7a) and (9) even if the non-linear terms are completely neglected. In
the former case non-linear interaction always disperse the spectra;
in the latter case the terrestrial local vorticity always disperses the
spectra. The new harmonics produced outside the prescribed finite
spectra must be neglected in order to make the system of the spec-
tral equations closed and energetically self-consistent. In so doing
and making use of the general properties of spherical harmonics given
in the Appendix, we find spectral equation as follows.
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V. Numerical values for the parameters
The parameters involved in the equations of our model will be
assigned values derived from our knowledge of the real atmosphere.
a) The static stability at j = 2, 4 and 6 are estimated from the
observed mean temperature distribution
G2 = .055 OK -mb~
0 =.232 K -mb 1
= 2.17 OK - mb 1
b) The lateral eddy coefficient is presumably independent of height
A = 105 m 2 - sec-1
c) The dissipation coefficient due to ground friction is
= 2 x 10-6 sec- 1
d) In determining vertical eddy coefficient we take
^ 2 = 150 gm - cm~
1 sec
1
and assume that the variation of with height is inversely propor-
tional to the static stability, i. e.,
this gives
Z/-/ =35. 6 gm - cm - sec~
= 3. 8 gm - cm~ - sec-1
Estimating 7T from the observed mean temperature distribution in
-35-
the atmosphere we have, from equations (19), (20) and (25) - (28),
=.48 x 10- 6 sec -1  3
.48 x 10~7 sec~
5 = 1. 28 x 10~ 7 sec 1
=- . 11 x 10~ sec-1
= . 33 x 10~ 7 sec 1
e) The parameters in the non-adiabatic heating term are estimated
in the following way: The mean meridional distribution of the annual
net radiative heating and cooling in the troposphere estimated by
Houghton (1954) is normalized to represent the distribution of mean
heating at 600 mb, or 4, . The mean temperature distribution at 600
mb is obtained from Peixoto (1960). Since both distributions may be
well-represented by Y , or 0 we substitute them into22
2 22. 22(69
to determine and 21 nde
040
Another condition needed to determine and 6 may be ob-
tained from Manabe et al (1961). At 600 mb the annual mean difference
between the radiative equilibrium temperature at the equator and at the
-36-
pole estimated from Manabe's computation is about 620 C. We take
this difference to be the maximum variation of O i.e.,
22
g * f o> ? 0) A -I2 A
22. x 2 )2 (70)
this gives
2 =-30 K
z2
and from (69) we have approximately
= 45 x 10- 6 sec~1
We next assume that radiation and other processes which are
not dynamically included in the model would give rise to an inclination
of the tropopause from the equator to the pole with a total difference
in height about 7 km. In view of the difference in lapse rate between
the stratosphere and the troposphere predicated by atmospheric radi-
ative theory, the inclination of the tropopause implies that the equa-
tor-to-pole temperature difference (approximately in radiative equi-
librium) at a level thoroughly above the tropopause would be about 50
degrees less than that at a level thoroughly below the tropopause.
Based on this simple argument, we assume the imposed equator-to-
pole temperature difference to be 10 0 C at 50 mb and 300C at 200 mb.
Further assuming that the distributions of the imposed temperature
at 50 mb and at 200 mb can be fairly represented by y we have
2
-37-
*0
-20 0 K
-100K
and that
09 9*Do e 0 -
The constant parameter A7. and are chosen such that if ob-
served annual potential temperature distributions at 200 mb and 50 mb
are substituted for 0 and Og respectively in the non-adiabatic
heating term it will give a magnitude of heating rate comparable to the
annual heating and cooling at the corresponding level estimated by
Manabe et al (1961) and Ohring (1958).
- x 140 - 6 sec~1
S .20 x 10- 6 sec 1
For the asymmetric part of non-adiabatic heating in equations
(49) and (48), we notice that ( a ) the non-adiabatic eddy heating is im-
portant to planetary long waves only, its effect on unstable intermedi-
ate waves is negligible, ( b ) the major eddy non-adiabatic heating is
due to the land-sea contrast. There is qualitative evidence that ozone
distribution is correlated with the quasi-stationary long waves in the
atmosphere, but its dynamical significance is still in a speculation
stage. Hence we put
zO -for a/ and
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in our model., The imnposedededdy potential temperature assumes thefollowing ideal distribution at 2,
in oup el.., The imposea a
following ideal distribution
* -)3 2$ (71)
here = longitude
or
022 1.95 6 (OK)
2 2
014 -5. 85 i (UK)4/2
The magnitude is chosen such that the maximum gradient of asym-
metric heating is about half the maximum gradient of symmetric heat-
ing. The distribution of the imposed heating, has its
maximum magnitude at 500 latitude and is quite similar to Clapp's
estimates for a layer below 500 mb. (Clapp, 1961). The magnitude
is smaller than one half of Clapp's value.
For upper levels we simply assume
jLL*2
44 /,0 42.
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and
f) For the lower boundary mechanical forcing term fi4 we
also assume that its effect on the intermediate unstable wave is neg-
ligible. The effect of the topography of the earth's surface on the
planetary long wave has long been recognized by Charney and Elias-
sen (1949) and others. In our simple model the lower boundary term
.Iv gr(~ will be approximately given by
where 2=  I sn 35'
= standard air density at the ground
H =1 km
and -/i 1 7Sin A represents the idealized topography of the
ground surface. Noticing that no net kinetic energy flux across the low-
er boundary is-allowed and that the imposed asymmetric potential temper-
ature distribution and the ground topography are 1800 out of phase. The
truncated expansion of V - Y 0  is given by
A 7L= 5 )-L (2)( KA
2. -Z (2
-22n
The lower boundary terms in eqs. (40)-(44) will be replaced by the cor-
responding harmonic components on the right hand of the above equation.
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3. EQUATIONS FOR ENERGY TRANSFORMATIONS
It has been mentioned in Section 2 4 I that our system of equa-
tions is energetically consistent. In this section we shall now derive
the energy equations and show that if the non-adiabatic heating and
frictional dissipation are set equal to zero the sum of kinetic energy
and available potential energy will be conserved in our system.
In the following, we define
( ) -I- ) d A
2rr f
() =( )-( )
IuJ /s
-1'/2
where - and (P are longitude and latitude respectively. Then, in
our model the available potential energy per unit area may be defined
as
A -~ zi (z/?jI92
since is set equal to zero for all 's. Or we may write
7(73)
where
_ _ I,.
J 2
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4gU)
k ~
k, -a.,/~jc
(74)
is the zonal available potential energy per unit area in the layer from
to , and
C
21 )P 4/ -4/
(75)
is the eddy available potential energy per unit area in the layer from
41 to
The kinetic energy per unit area in our model may be defined
K< = - I 321J -~~
or, we may write
07I (i. Ky') (76)
A1
where
tv -) 2 ' 1. ) 2 -t ( 4 0 ) 2(02 1 f ( 040 Yj
Z
0
I
M |+ 7+" )2
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1.~
~k./
2 s
2
is the zonal kinetic energy per unit area in the layer from
to ,, and
12L- O~t2 ) ()n+3)() J
(78)
is the eddy kinetic energy per unit area in the layer from
to 'I I indicates the absolute value of a complex number
and a is the radius of the earth.
Then the rate of change of available potential energy is given by
) (79)
dt
f 2 0 3 0
/2 30/
(77)
A
/~7'
I
--1 1 ~ ;1 
4Y
Kj
0 1
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where
cit
7 I::
and
Cdi 4
it
Making use of (8a),
dt
and
k
414,
7- ZJL
or, (34) - (39) and (45) - (49), we have
-C,'/ .fr
/ = 2, 4, 4
Ay'K;] 4
Ae
5.
?',#"
Z"
k=7",
2T~iZ ~9
,,~3 t~ 4
-m
~
n7n)
JA~
41.
(80)
A'v4 U/ ii
where
-C
- /
(81)
2, 4,
C
'C 1'7
6'
- 1b
x 1(
A
(82)
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is the conversion from zonal available potential energy to eddy available
potential energy per unit area within the layer , A =
2, 4, 6. ( 7n indicates the imaginary part of a complex number).
C r API
(83)
is the conversion from zonal available potential energy to zonal kinetic
energy per unit area in the layer =2, 4, 6
(84)
is the conversion from eddy available potential energy to eddy kinetic
energy per unit area in the layer 2, 4, 6
( & indicates the real part of a complex number).
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&Ij= ~-
11 A0/ A'./
A(7- k.
-a -.-
>1
~zq4
(9
(85)
is the generation of zonal available potential energy by zonal non-
adiabatic heating per unit area in the layer
7 =2, 4, 6,
4A
£'~ ~ 7~.I / ~ vi /1
Joej
-07
(86)
is the generation of eddy available potential energy by asymmetric non-
adiabatic heating per unit area in the layer
6.
The rate of change of kinetic energy is given by
d 1< - d!
'If;
, ::::: 2, 4,
-90.71, )
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where
_
01t
zz (4, -~,) /
~/z/, ?,S7
- -'
- = , zz (5,7i#'
Making use of equations (7a), (8a) and (9), we have
(&-~~) f~
)7x/o
-7--
~
or
>1
hiZ ~, 3~
(87)
and
and
/
~p. Vi~2 0
S7,7
61'
/4
Ar
-47-
/X
(88)
It is readily seen that if we set the non-adiabatic heating, the
dissipation, and the lower boundary forcing equal to zero, the sum of
kinetic energy and available potential energy will be conserved.
For the purpose of examining the stratosphere-troposphere inter-
action it is desirable to separate the rate of change of kinetic energy of
the upper two levels from that of the lower two levels and to regard
the 200 mb level as a time-and-space mean position of the tropopause.
Thus, the equations of the kinetic energy of the stratosphere (above
200 mb) may be approximately written as
-48-
4') /~ Th;%)
f~~~i7)
~~4.2b- {( -) +~6 - 3
I
;rI,
Similarly, the equations of the kinetic energy of the troposphere (be-
low 200 mb) may be approximately written as
't
4f{7r~2I t4A~/f
I
oI~s /
-# 7
.t(
/- f
3
O j
.0
JK, I zY7 . j Pr ktil)
/V". i vx
L?V-1 /'11
17. 
r IK j
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JK~
cit
In the abov
form a pai
e equations the terms #f~~v(Jand 
-li
~and the terms PL{b/.rX/?and v A,
C, 61
form another. They measure the direct effect of interaction between
the stratosphere and the troposphere. They not only contain the direct
vertical transport of (kinetic) energy across the interface due to large
scale motions but also include baroclinic energy conversions immedi-
ately above and below the interface, which are closely related to the
vertical velocity at the 200 mb level because of the finite difference
resolution. For example, making use of (6) we have approximately
_ 92
2.4 3i
14')
AA
X. X ,
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Clearly the last terms on the right hand side of the above equations,
which have the same magnitude but with opposite sign may be inter-
preted as vertical energy transport across the 200 mb level, while the
first terms on the right hand side of the equations may be interpreted
as energy conversions between eddy available potential and eddy kine-
tic energy immediately above and below the 200 mb level. Although the
agreement of sign and the proportionality of the energy conversions direct-
ly above and below 200 mb level are due to the vertical finite difference
resolution, it can nevertheless be interpreted as a result of changing
of position of the tropopause in the real atmosphere. As we know,
the tropopause is not an isobaric surface. It is above the 200 mb level
in the lower latitudes and below the 200 mb level in the high latitudes.
If we take its position in middle latitudes as its spatial mean position,
it still shifts up and down with time. The entire range in position of
the tropopause is in fact between 400 mb and 100 mb. The energy con-
version in the vicinity of 200 mb hence may take place either within
the stratosphere or within the troposphere. Since in the above energy
partitioning we are not dealing with the energetics of the exact strato-
sphere and the exact troposphere but dealing with the energetics of the
two portions of the atmosphere separated by the 200 mb level, it is
then natural that the energy conversion around the 200 mb level is dis-
-51-
tributed above and below proportional to the mass distribution. Hence
the equation governing the kinetic energy of the stratosphere may be
approximately rewritten as the following.
d t Ks +4.
K 5
And similarly
- [*r 4
jT~ TT ~~ T 'T )A
-- K K 1 4 |-y
(89)
(90)
(91)
c- - J Kr
- CL
fKr -Ks
[ ; IJ-
(92)
4th K
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Where
- 23 :f-AP- '9 s, [. f VT~r
or, making use of (34) - (39),
tIx'S' k%), 2J , 7 ~ i
jE *' -,~)71
3 -1/
-3 5
(93)
is the energy conversion from eddy kinetic energy to zonal kinetic
energy per unit area above 200 mb,
2- 3f. ML =2,,
p 0 yf,-
7A k 7mtj "f
T
~( 177)
is the conversion from eddy kinetic energy to zonal kinetic energy
per unit area below 200 mb,
==-k K
and
+ A-4 U4
I <
K,% K-r
(94)
(95)+3t -.I-
(96)
K'3
A5 - 5I
14T T ,142 .Ko
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conversions from zonal available potential energy to zonal
energy per unit area above and below 200 mb respectively,
(97)
and
[/4-K;rJ= 2(98)f2
conversions from eddy available potential energy to eddy
energy per unit area above and below 200 mb respectively,
7L{ v'7v
or,
/2 2J4 /~4
+ .5
/2 SgV
t 3
643 0 3-p(99
(99)
is the upward vertical transport of zonal kinetic energy per unit area
across the 200 mb level due to the large-scale eddies,
are the
kinetic
are the
kinetic
-54-
/ 
- /,)K, ) 2 A) i -f' 3 1
0 3 4) t ) (+ 2
(100)
is the upward vertical transport of eddy kinetic energy per unit area
across the 200 mb level due to large-scale eddies,
or,
7a
=A
(101)
is the upward vertical transport of zonal kinetic energy per unit area
across the 200 mb level due to shear drag,
/
>ozL,
(102)
( h t. ) ( 2 n t-I
is the upward vertical transport of eddy kinetic energy per unit area
across the 200 mb level due to shear drag,
K /)
- )
)2,
_02
?(n iLj)
S"", 2
and
4I ~)
44;~
-fa
2.
77L
-I6)7+1
~1/ (104)
are the frictional dissipation of zonal kinetic energy per unit area above
and below 200 mb respectively
IC-sca L
1=1,3
(/; _ 4/ 4) 2 (105)
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2i-
-2=1AS
2E: 7 (103)
(k (]
A
7 = .e/4, 3 2ndZ
(A -4-41)
IA P
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and
1 4j 2 1~~
6 ~ ' n~zfr
I~m l
(106)
are the frictional dissipation of eddy kinetic energy per unit area above
and below 200 mb respectively, and, by equation (72),
L -. - JL02 -2L 3, INJ = ,
(107)
is the conversion from K into /(- due to the topography of the
earth's surface.
( r+ )(3 
- +nz ( -pi, 2 z
0bt) +2(+3
T
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4. STEADY SYMMETRIC SOLUTION
For symmetric flow the system of equations (37) - (54) reduces to
the following.
C--
vi
('34"i -};)
== I, 3, 5,7,
031 (c4:~> -C4/ -if a,; 4 .(ic-~ -W CD%)
- ,~/(gi~ ~5PtZ),
/ - /, 3, 5,7,
- aj a w: a
-5,"p2) -: 55
'7 =2,446
-C (c1 r 0 '
2) 3; -J, )
-I C -(5j -i - 30p ),
,= 2,,
/ = ,2,
where f,, == 0
4',
~
Jo
-- D 3;j 51e
~4a
]~7~'3j
S ~ ~-+
7L
zj0
4] j
and
- 2, , b
- D, 0,)
/ 4, 3., 3-,, 7,
0
 or all
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A steady-state solution is obtained by simple matrix inversion.
The analytic form of the solution is cumbersome and the dependence
of the solution on the parameters can hardly be seen. For the values
of the parameters given in Section 2, V, the solution is given below.
Table 1 gives the distribution of the zonal velocity of the steady
state solution. It shows that zonal winds increase with increasing
height to the uppermost level. Maximum velocity is about 43 m - sec~
located near 400 latitude. The concentration of the zonal velocity is
likely due to the fact that only one single lowest harmonic is chosen to
represent the non-adiabatic heating.
Table 2 shows a single meridional cell in which southward mo-
tion is concentrated in the lower troposphere while northward motions
prevail elsewhere. The center of the cell is located at about 25( latitude
below the 400 mb level.
The distribution of potential temperature, given in Table 3 shows
a monotonic decreasing of temperature with increasing latitude. In the
middle troposphere the total potential temperature difference between
the equator and the pole is 620 K. The total potential temperature dif-
ference decreases with increasing height. The value at 50 mb is about
24 0K.
-59-
Table 1
Zonal Velocity Distribution of the
Steady Symmetric Solution: Units:m-sec
00 100 200 30 40 50 60 70 0 800 900
25.7 28.3 34.2 40.4 42.9
15.4 19.2 28.2 37.0 40.4
5.5 7.8 13.1 18.4 20.5
.3 .2 -. 1 -. 3 -. 4
Table 2
Meridional Velocity Distribution of the 1
Steady Symmetric Solution: Units: cm sec
00 100 200 300 400 500 600 700 800 900
.2 .5 .8 .9
3.1 4.8 4.6 3.3
10.1 15.1 13.8 9.1
-11.3 -17.0 -15.6 -10.4
.7
2.0
5.3
-6.1
.4
1.4
4.2
-4.8
0
1.1
4.1
-4.6
0 0
.7 0
3.0 0
-3.3 0
Table 3
Potential Temperature Distribution
of the Steady Symmetric Solution: Units: deg K
00 100 200 300 400 50 0 600 70 0
3.2
9.8
15.0
1.2 -.5 -2.6 -6.3 -11.3
5.2 -2.0 -10.6 -18.9 -25.2
8.4 -2.6 -16.3 -28.9 -37.8
-16.0
-28.9
-42.7
-17.9
-30.1
-44.0
*
values in the table are the potential temperature departures from isbrcma
Latitude
25 mb
100 mb
400 mb
800 mb
40.0
36.4
18.3
-. 3
32.4
27.0
13.1
0
21.8
15.8
7.2
.1
10.9
7.0
3.0
.1
Latitude
25 mb
100 mb
400 mb
800 mb
Latitude
50 mb
200 mb
600 mb
6.1
12.6
18.2
5.2
12.0
17.6
80 0 900
obaric mean
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5. METHOD OF NUMERICAL SOLUTION
I. Solution of simultaneous equation
The system of spectral equations in Section 2, IV is a system
of 110 simultaneous complex ordinary differential equations in 110 de-
pendent complex variables. The 110 equations can be reduced to 77
equations by eliminating the cw s . The resulting system of 77 complex
ordinary differential equations can be written in the form of a complex
matrix equation
Az == (z)
where A is an 77 x 77 constant real Z is a column matrix
whose 77 elements are time deri- either
or their conjugates, and F column matrix whose 77 elements
are generally non-lir .Lex functions of and -
By simpL- * .Ing the coefficient matrix A we have
E = A~' ( z)j
Then by separation of the real and imaginary parts of this equation we
obtain 77 real ordinary differential equations which may be represented
by a real matrix equation.
X 6(X)
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where both X and Cy are 77 x 1 matrices.
II. Finite difference scheme for time integration
The finite difference scheme for the time integration of the
system of equation
j- =( X
is the double approximation procedure used by Lorenz (1963). Let
4t be the time increment and let variables with subscript ?v
represent the values of the variables at time 'n.MA . Introducing the
auxiliary definitions
y,,. ==X, + G7r Yxn ) t
The double approximation is defined by the relation
o r -, = ( X , +
It has been shown by Lorenz (1963) that if this double approxima-
tion procedure is applied to a non-conservative system of equations
and if a sufficiently small 6t is used the solution will not blow up
-62-
and the effect of computational instability will be small and equivalent
to a slight reduction of the dissipation rate in the system.
III. Preliminary integration - initial flow for wave regime
The ideal form of a numerical experiment of the atmospheric
general circulation is to start with an atmosphere at restexcept for
disturbances of small amplitudes,and simply make a numerical fore-
cast for a long time. However, since the numerical integration of a
system of equations for non-symmetric flow takes much more time
than that for symmetric flow and since disturbances with small ampli-
tudes will presumably die out and have no significant influence on the
basic symmetric flow before the basic flow reaches critical baroclini-
city, the conventional procedure of a numerical experiment of the
general circulation is to develop a symmetric zonal flow, without in-
troducing disturbances, up to the critical point of baroclinicity, then
put in disturbances of small amplitudes and carry on. We shall follow
this procedure.
Without going into a linear perturbation analysis a good guess
for the critical total temperature difference for baroclinic instability
in our model atmosphere would be around 50 0 C. It would take inte-
gration time of the order of two months to set up such a temperature
-63-
gradient in the model. To save computation time, therefore, a pre-
liminary integration of the equations for 50 days was first made before
disturbances were put in. This preliminary integration started with
the atmosphere at rest. The distributions of zonal velocity, potential
temperature, and ) on the 50th day are shown in Tables (4) - (6)
respectively.
It is seen in Table 4 that weak east winds appear everywhere
in the lower troposphere with a maximum speed about 2. 5 m - sec 1 .
Winds shift west in the upper troposphere, and continue to increase
with increasing height as a consequence of the monotonic decreasing
of potential temperature from the equator to the pole both at 600 mb
and 200 mb shown in Table 5. The total temperature difference is
about 45 0 C at 600 mb and 19 0 C at 200 mb. At 50 mb the temperature
pattern changes; temperature decreases slowly with increasing lati-
tude in the high latitudes but increases with increasing latitude in the
lower latitudes; the magnitude of temperature difference is about
40 C between the equator and 500 latitude and about 20 C between 500
latitude and the pole; the temperature at the pole is 2 0 C higher than that
at the equator. Consequently west winds increase slightly with increas-
ing height in the belt between 500 latitude and the pole, decrease slightly
with increasing height in the belt between 500 latitude and the equator,
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Table 4
Zonal Velocity Distribution
of the Preliminary Flow: Unit: m sec
00 100 200 300 400 500 600 700 800 900
3.5
7.5
5.3
-. 6
10.4
16.0
9.4
-1.3
18.5
25.0
13.5
-2.2
24.2
29.3
15.2
-2.5
25.4
27.5
13.6
-2.3
22.2
20.9
9.8
-1.6
15.7
12.4
5.4
-. 9
8.1
5.6
2.2
-. 4
Table 5
The Distribution of Potential Temperature
of the Preliminary Flow: Unit:degOK
00 100 200 300 400 500 600 700 800 900
-4.2
7.7
14.8
-3.0 - .5 2.8 5.3 5.3
7.0 4.5 - .3 -6.8 -13.5
12.7 7.3 -2.1 -13.6 -24.4
3.3
-18.7
-- 32.0
.5
-21.9
-36.1
- .8
-23.0
-37.2
values in
mean
the table are the potential temperature departures from the isobaric
Table 6
The Distribution of 7j of the
Preliminary Flow: Unit: 10-5 mb-sec 1
Latitude 00 100 200 300 400 500 600 700 800 900
50 mb - .1 - .1 0
200 mb - .8 - .6 - .2
600 mb -4.9 -3.5 - .5
0 0
.2
2.0
.4
2.6
.1 .1 .1
.4 .4 .4
1.7 1.0 14
Latitude
2.5 mb
100 mb
400 mb
800 mb
.7
4.0
3.6
-. 2
Latitude
50 mb
200 mb
600 mb
-4.5
7.8
15.2
.1
.4
2.7
.1
.5
3.3
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and has an overall decrease with increasing height. A maximum wind
of 30 m - sec 1 is at 400 near 100 mb. A single direct meridional cell
with its center at about 250 latitude is clearly shown in Table 6. The
kinetic energy of the flow is of course derived from the direct merid-
ional overturning. The wind and temperature distributions in the
upper layer, if one does not doubt its reality, might lest've one with the im-
pression that the mechanism there would support Brewer's postulation
if large-scale eddies were permanently excluded from the atmosphere.
However, one should always keep in mind that this stage of the model
atmosphere, if not completely fictitious, is necessarily transient.
Comparing the temperature and wind patterns in the upper layer with
those of the steady symmetric solution, one immediately realizes the
differences between them. The upper temperature pattern here can be
explained by taking a simple inspection of the thermodynamic equation.
Considering equation (44), for instance, in the case of symmetric flow
equation (44) becomes
J &o 0_#0
for 6 . The change of the overall temperature pattern is deter-
mined by two opposite processes. In a single direct cell 60 is
pa6
positive, i. e., transport heat poleward, tending to increaseA
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Since meridional circulation is the only meridional transport mechan-
ism and is tending to increase b so that is kept
negative. In the stage while the whole atmosphere is being accelerated
the upper layer is being accelerated both by the thermal forced over-
turning within itself and by the lower layer where the major accelera-
tion force lies. Hence C0c is larger than is needed to balance
~ (9 -. ,) and LO is actually increasing. If the acceler-
ation of the lower layer is strong and long enough, t90 may become
significantly positive'. However, as the model atmosphe're approaches the
steady state, a positive OS may or may not be maintained depending upon
the vertical distribution of thermal forcing, static stability, and dis-
sipation. In our case the steady solution shows the negative answer.
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6. RESULTS AND DISCUSSION
I. General description.
The initial condition consists of the symmetric flow described
in Section 5, IV and a slight perturbation of the type fra ) Cd 6 A
which is independent of pressure and has a wave kinetic energy of
. 49 x 105 ergs - em-2. No perturbation of zonal wave number 2
was initially put in. Such a perturbation was immediately set up by
the surface topography. The initial zonal flow is baroclinically un-
stable with respect to the shorter wave -- the perturbation of wave
number six. After the dispersion stage in the very beginning, the
shorter wave begins to grow. It takes about 20 days for the shorter
wave to attain an amplitude of about forty times of the initial value
which is comparable to the normal intensity of the observed intermediate
waves in the middle atmosphere. During its growing stage the shorter
wave grows as a whole, but the conversion from the eddy available po-
tential energy into eddy kinetic energy in the shorter wave, (A1. K'36
has opposite signs in the upper and the lower layers; positive in the low-
er layer, negative in the upper layer. A direct or indirect vertical
transport of kinetic energy of the shorter wave is then implied. The
amplitude of the shorter wave has its maximum value at the 400 mb
level, and becomes insignificant at the 25 mb level -- the uppermost
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level in the model. The upward decrease of the intensity of the shorter
wave agrees with our synoptic experience; the downward decrease is
partly due to the surface skin friction -- the major dissipative mech-
anism in the system.
With respect to the longer wave and the perturbation set up by
the lower boundary, the initial zonal flow would be of no baroclinic
instability according to linear perturbation theory. That is to say,
the longer wave in the system can not be self-excited. However, that
does not necessarily exclude a energy conversion from the available
potential energy of the longer wave to the kinetic energy of the longer
wave, [A - J2. In the present system the divergence and the temper-
ature fields of the longer wave are continuously and directly influenced
by the external forcing. The divergence field forced by boundary topo-
graphy and temperature field foradd by land-sea contrast could influence
the total dynamics of the longer wave such that the energy conversion
(A'. K'] changes its sign from time to time and from level to level.
As a matter of fact, during the first 20 days the conversion [A"- K'] 2
is positive in the lower layer but negative in the upper layer, and later
on the directions of the conversion are occasionally reversed. On the
average, the baroclinic source of the kinetic energy of the longer wave
is in the lower layer and the baroclinic sink of the kinetic energy of the
longer wave is in the upper layer.
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Despite this distribution of the source and sink the longer wave
of the present system has its maximum amplitude in the upper layer.
Therefore, a large amount of kinetic energy of the longer wave has to
be transported upward. A discussion of energy flow and vertical trans-
port mechanism will be given in a later section.
During the period when the amplitudes of the waves are still
small, especially the first 10 days, eddy effects are unimportant, the
meridional distribution of zonal wind and temperature and the pattern
of meridional circulation are generally just the continuations of the
case of symmetric flow. A single direct cell dominates the pattern
of meridional circulation. The west wind generally increases with
time at upper levels while the east wind still appears at the lowest
level. Since the meridional circulation is not effective enough in trans-
porting heat poleward to cancel the strong differential heating at 600
mb and 200 mb the meridional temperature differences at these levels
are still increasing. Later on as the waves attain almost normal inten-
sity, their role in the transport of heat and momentum become impor-
tant. The west wind then begins to appear in the middle latitudes at
the lowest level. Meridional temperature gradients at the lower levels
no longer monotonically increase with time. A three-cell pattern of
meridional circulation then takes place. The meridional distributions
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of zonal wind, temperature and &- on the 10th day and the 30th day
are given in Tables 7 - 12 respectively.
After the 30th day oscillatory characters are apparently present
in the model atmosphere. The mean distributions of zonal wind, temper-
ature, heat and momentum convergence due to the eddies, and the mean
meridional circulation will be given in later sections. Generally speaking,
oscillations in the lower layer become less and less frequent and are
damping as time goes on. Oscillations in the upper layer are in gener-
al less frequent than those in the lower layers. This is actually expect-
ed because the assigned time constants for both heating and shear fric-
tion decrease with increasing height. The numerical integration of the
wave regime was performed on the IBM 7094. It was carried out up
to 3600 time steps which corresponds to 90 days. Although variables
show remarkable oscillatory characteristics as just mentioned, no
simultaneous approximate repetition of the variables was observed
during the total time span. That is to say, there exists no well-defined
cycle in the 90 days. For a hydrodynamic system having so many degree
of freedom such as the present one it is not easy to even intuitively con-
vince ourselves that there would exist any well-defined cycle. In the
real atmosphere the existence of cycles shorter than the annual cycle
has been questioned (Ward and Shipiro, 1961).
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Table 7
Zonal Velocity Distribution
on the 10th day. Unit: m-sec
00 100 200 300 400 500 600 700 800 900
1.1
4.8
3.9
-. 4
4.3
8.8
5.9
-.6
12.1
18.0
10.6
-.8
21.1
27.9
15.4
-1.0
27.3
32.6
17.4
-1.0
28.6
30.6
15.8
-. 7
24.8
23.3
11.7
-. 3
17.4
13.8
6.6
0.1
9.0
6.2
2.9
.1
Table 8
The Distribution of Potential Temperature
on the 10th day. Unit: degOK
00 100 200 300 400 500 600 700 800 900
50 mb
200 mb
600 mb
-4.5
8.4
15.9
-4.3
8.3
15.5
values in the table are
from the isobaric mean
-3.0 - .4 3.0 5.5 5.6 3.3 .2 -1.1
7.5 4.7 - .5 -7.4 -14.4 -19.9 -23.2 -24.2
13.2 7.5 -2.2 -14.2 -25.4 -33.4 -37.7 -38.9
the zonally averaged potential temperature departures
Table 9
The Distribution of 7 on the
Unit: 10-5 mb-sec-1
00 100 200 300 400 500 600 700 800 900
-. 1 -. 1 0
-1.0 - .8 - .1
-5.6 -4.0 - .4
0 + .1
.5 .6
2.5 3.0
.1
.4
1.8
0.1
.2
.8
0 0 0
.1 .2
1.4 2.9 3.6
Latitude
25 mb
100 mb
400 mb
800 mb
Latitude
Latitude
10th day.
50 mb
200 mb
600 mb
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Table 10
Zonal Velocity Distribution on the 30-th Day
Units: m-sec 1
00 100 200 300 400 500 600 700 80 0
1.9
2.6
4.6
-4.9
5.4
6.9
6.2
-3.2
13.9
17.2
10.2
.7
23.6
28.4
14.8
4.3
29.9
34.9
17.8
5.2
30.6
34.1
18.0
3.1
26.0
27.3
15.5
-. 3
17.8
17.3
10.9
-2.8
Table 11
*
The Distribution of Potential Temperature on the 30-th Day
Units: deg K
Latitude 00 100 200 300 400 500 600 70 0
-3.9
8.8
13.9
-3.8
8.8
13.1
-3.2
8.1
10.8
-1.5
5.2
6.8
1.3
-. 5
.5
4.2 6.0
-8.2 -15.6
-8.9 -21.0
6.3
-20.9
-33.9
900
9.0
8.3
5.6
-2.3
80 0
5.7
-23.8
-44.1
900
5.4
-24.6
-47.9
departure from the isobaric mean
Table 12
The Distribution of L5 on the 30th Day
Units: 10-5 mb-sec~1
0 100 200 300 400 50 0 600 700 80 0
50 mb .3 .2
200 mb -3.1 -1.0
600 mb -17.9 -8.7
0 -. 1
3.1 4.3
9.4 17.3
-. 1 0 0 -. 2 -. 4
.9 -4.2 -5.6 -1.2 5.6
6.6 -11.6 -17.0 -.9 24.4
Latitude
25 mb
100 mb
400 mb
800 mb
50 mb
200 mb
600 mb
Latitude 900
-. 5
8.8
36.4
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II. The latitudinal temperature profile in the upper layer.
In this section we shall first consider the time sequence of the
latitudinal temperature profiles and the mean latitudinal temperature
profile, then examine the possible mechanisms which may be responsible
for the temperature distribution and look into why that is so.
a) Time sequence of the latitudinal temperature profiles
The time sequence of the latitudinal temperature profiles at the
50 mb level is given in Figure 2. It clearly shows the oscillatory cha-
racter of the zonally averaged temperature field. Before the 30th day
the temperature field oscillates only slightly, and the equator-to-pole
temperature difference is slightly positive. After that, rather strong
oscillation takes place in the temperature field as the waves, especially
the longer waves, are intensified. The positive equator-to-pole temper-
ature difference increases continuously from the 30th day to the 58th
day and reaches a maximum of 38. 5 0C, then decreases continuously
and attains a minimum of about 9 0C on the 66th day. From then it again
increases continuously to a maximum of 41 0 C on the 78th day and then
decreases continuously to 2. 5 0 C on the 90th day. The oscillation is
remarkable.
b) The mean meridional temperature profile
The temperatures at 50 mb are averaged over a period from
10 20 30 40 50 60 70 80
Day -
Time sequence of latitudinal temperature profile at 50 mb.
90
80
70
60
50
40
30
20
10
0
90
Figure 2. Units: degrees C.
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the 30th to the 90th day in which the meridional distribution displays
two remarkable oscillations. The mean latitudinal potential tempera-
ture profile is given in Figure 3 in which the imposed potential tempera-
ture at 50 mb is also given for comparison. Although the imposed poten-
tial temperature monotonically decreases from the equator to the pole,
the mean potential temperature increases monotonically from the
equator to the pole. The total increase is as much as 48. 7 0 K, corres-
ponding to total temperature difference of 20.6 0 C. It is also noticed
that the gradient of the mean potential temperature generally increases
from the equator to the pole; the potential temperature difference is
only about 80 K between the equator and 450 latitude while it is 40 0 K
between 450 and the pole.
c) Responsible mechanisms
We shall now examine the mechanisms which may be responsible
for the potential temperature distribution described above. From equa-
tion (8a) it is readily seen that three thermal processes included in our
model would affect the meridional distribution of zonally averaged tem-
perature, namely, eddy transport, meridional circulation and non-adia-
batic heating or cooling. The first term on the right hand side of equa-
tion (8a) is positive where eddy transport converges and is negative
where eddy transport diverges. The second term is positive where
80-
60-
40-
20-
O-
20-
-40
-60 I I I I I I III0 10 20 30 40 50 60 70 80 90
Latitude
Figure 3. Mean potential temperature profile (30th - 90th day, solid) and the imposed
potential temperature profile (dashed line) at 50 mb. Units: degrees K.
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meridional circulation is downward and is negative where meridional
circulation is upward. The third term is positive where the actual
temperature is colder than the imposed temperature and is negative
where the actual temperature is warmer than the imposed temperature.
In this section we shall determine which one of these is most respon-
sible for the distribution of the zonally averaged temperature at the 50
mb level. Shown in Figure 4 are the distributions of the 60-day mean
rate of change of potential temperature at 50 mb due to each of those
three processes. Also shown is the rate of actual overall change. The
small value of the overall actual change indicates that the mean potential
temperature distribution in Figure 3 is almost in statistical equilibrium. A
comparison between Figure 3 and Figure 4 clearly-shows that eddy ther-
mal advection is primarily responsible for the latitudinal temperature
profile except in the tropical region where the effect of mean meridional
circulation is more important. In order to find out the dominant pro-
cess in various phases of the oscillation of the temperature distribution
the rate of change of potential temperature at 500 mb due to each of the
three processes is averaged over every 10 day period. . The values
are given in Table 13. A glance at Table 13 immediately gives us the
impression that during various stages of the oscillation the rate of
change of potential temperature due to the convergence of eddy heat
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12
10-
8-
6-
0
-4-
-6-/
-10 - Due to eddy heat transport
-- - Due to meridional circulation
- -Due to diaba tic heating
-----.- Actual rate of change
0 10 20 30 40 50 60 70 80 90
Latitude -
Figure 4. Mean rate of potential temperature change at 50 mb
(30th - 90th day). Units: 10- 6 deg0 K sec~1 .
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Table 13
The Mean Rate of Change of Zonally Averaged Potential Temper-
ature at 50 mb Due to Various Processes
Units: 10 deg K-sec
100 200 300 400 500 600 700 800
eddy
meridional
circulation
diabatic
heating
eddy
meridional
circulation
diabatic
heating
eddy
meridional
circulation
diabatic
heating
eddy
meridional
circulation
diabatic
heating
eddy
meridional
circulation
diabatic
heating
eddy
meridional
circulation
diabatic
beating
15.6
-25.1
2.7
6.8
-13.5
3.9
-13.4
17.0
3.3
8.1
-11.3
2.6
15.3
-27.9
3.9
-19.3
27.9
-l
-1
-1
3.0
5.4
4.6
2.6
30th day-40th day
-16.5 -31.6 -26.0
8.0 23.9 21.4
2.1
-. 5
3.0
1.2 -. 1 -1.9
40th day-50th day
0 -13.8 -21.0 -13.0
6.8 6.9 15.1 10.4
3.8 3.3 2.5 .8
50th day-60th day
5.1 12.7 24.6 19.9
9.0 -7.9 -18.8 -14.7
3.2 2.7 1.7 -.1
60th day-70th day
4.2 -4.6 -11.6 -11.4
7.1 2.5 10.1 10.5
2.4 1.9 1.1 1.0
70th day-80th day
1.6 -26.2 -40.6 -25.0
4.7 12.5 28.7 19.7
3.8 3.3 2.4 .7
80th day-90th day
5.9 22.6 41.4 32.2
4.8 -12.9 -30.8 -24.0
2.9 2.5 1.5 .8
6.7
-2.7
-2.2
-. 2
0.6
-2.4
-3.1
4.0
-1.9
13.3
-5.2
-2.3
-2.4
1.2
32.0
-15.3
-4.0
26.4
-12.9
-6.6
-24.6
14.9
-5.2
9.2
-4.8
-3.7
50.0
-23.4
-6.5
-44.0
24.5
58.4
-22.9
-6.0
37.2
-13.4
-11.5
-42.8
19.6
-7.8
20.6
-11.4
-5.4
67.8
-21.2
-11.2
-75.2
31.6
73.0
-20.9
-7.5
39.2
-7.3
-15.3
-51.6
16.4
-9.7
28.0
-14.3
-6.6
68.4
-6.1
-15.0
-90.2
25.9
77.2
-18.6
-8.1
38.8
-3.7
-17.2
-53.8
13.9
-10.4
30.6
-14.9
-7.0
66.0
2.2
-16.5
-94.0
21.5
-2.5 -4.8 -6.7 -7.9 -8.4
Latitude 900
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transport is always in the sense opposite to the effect of mean merid-
ional circulation, and that the rate of change of the potential tempera-
ture due to non-adiabatic heating or cooling is always the smallest of
the three in every 10- day period.
In the period from the 30th day to the 40th day the eddy trans-
port term dominates the zonally averaged temperature changes in the
region from the pole down to 200 latitude. Strong convergence of eddy
heat transport takes place between 500 latitude and the pole, slight
convergence takes place from the equator to 120 latitude, and diver-
gence takes place in between. This implies that from the region around
300 latitude a large amount of heat is transported to the polar region
and a small amount of heat is transported toward the equator since no
meridional eddy heat transport across the equator is allowed in the model.
The effect of meridional circulation on the temperature change is in the
opposite sense and is smaller than the effect of eddy heat transport ex-
cept in the lower tropical region. Since the effect of non-adiabatic
heating or cooling is much smaller than the other two, the rate of
change of potential temperature is negative and small in the'lower lati-
tudes but is positive and large in the high latitudes.
From the 40th to the 50th day the temperature change due to
each of the three processes remains in the same sense as in the previous
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period. The effects of eddy heat transport and meridional circulation
decrease in intensity. The effect of non-adiabatic heating increases
in intensity as a result of the increase of the meridional temperature
gradient in the previous period, but it is still the smallest. Hence,
the net change of the temperature distribution is still in the same
sense as the previous period but its magnitude is smaller.
In the period from the 50th day to the 60th day only the effect
of non-adiabatic heating or cooling remains nearly the same as before.
Each of the other two alters a great deal and reverses the sign. More
specific, the eddy heat transport now converges between 150 latitude
and 500 latitude but diverges elsewhere; the mean meridional circula-
tion now tends to decrease the potential temperature between 150 and
500 latitudes but to increase the potential temperature elsewhere.
It is very interesting to notice that the effect of eddy heat transport
still dominates the potential temperature change except below 200 lati-
tude so that the net rate of change of potential temperature is in the
sense almost exactly opposite to what is before.
From the 60th day to the 70th day the mean rate of change of
potential temperature due to each of the two major mechanisms re-
verses its sign again, and one is about the same magnitude of the other.
Hence the net mean rate of change of potential temperature is everywhere
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small in this period. Thereafter, the rate of change of potential tem-
perature repeats the same kind of oscillation described above only with
some changes in period and in intensity, and the actual meridional tem-
perature profile oscillates accordingly as already shown in Figure 2.
Thus, we have seen that during the various phrases of the oscillation
of the latitudinal temperature profile in the upper layer the effect of
eddy heat transport is almost always the dominant one except in the
region near the equator or when all three are small.
From Figure 4 we infer that, the eddies, on the average, trans-
port heat from the tropical region toward the pole up the mean meridio-
nal temperature gradient. As we have mentioned in the introduction,
from the energy point of view, eddy heat transports up the mean tem-
perature gradient imply conversions from eddy available potential
energy to zonal available potential energy, i.,e., A ) . An al-
ternative way to appreciate the importance of eddy transport process in
the change of the latitudinal temperature profile is to compare the ac-
tual change of the equator-to-pole temperature difference with the con-
version ( A'}A) . In Figure 5 such a comparison is made. The
instant value of the equator-to-pole difference of the zonally averaged
potential temperature at the 50 mb level is plotted with the energy con-
version (A at the same level. The close relation between them is
100 - -
90-
80-
70-
60-
50 -
40-
30
20-
10-
0-
-10
10
Figure 5.
5
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3
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0
E.0
-53! -- 4
20 30 40 50 60 70 80 90
Day - p.
Relationship among the equator-to-pole potential temperature increase and energy conversions
and ''') in the upper layer. Units: 4 0 , degrees K.
Conversion rate, . 866 x 102 ergs cm- 2 sec-
fA/. )
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clearly shown. The potential temperature difference increases as the
conversion is positive and decreases as the conversion is negative.
This is another evidence of the eddy heat transport being a controlling
process of the latitudinal temperature profile.
e) The dominance of the longer wave in eddy heat transport
In the above we have just shown that the meridional tempera-
ture profile is controlled by the convergence of eddy heat transport.
Since the intensity of the shorter wave decreases with increasing height
while the intensity of the longer wave increases with increasing height,
we expect that the eddy heat transport is mainly carried out by the
longer wave. This is actually the case. The ratio of the convergence
of eddy heat transport due to the longer wave only to the convergence
of eddy heat transport due to all the eddies is given in Table 14. It is
apparent that the longer wave controls the eddy heat transport and hence
the latitudinal temperature profile in the upper layer.
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Table 14. Ratio of the horizontal heat convergence due to the wave 2
to the horizontal heat convergence due to all waves.
period 30th - 40th - 50th - 60th - 70th - 80th -
(days) 40th 50th 60th 70th 80th 90th
ratio 1.05 .80 1.11 1.25 .88 1.02
f) The relation between the meridional heat transport and the
baroclinic production of eddy kinetic energy.
Let us now return to the question of why the eddy transport
of heat is, on the average, up-gradient in the lower stratosphere.
In the introduction we briefly discussed the question and realized
that the up-gradient heat transport in the stratosphere must be tied
up with the passive nature of the lower stratosphere. As we know,
because of the quasi-geostrophic constraint, any baroclinic produc-
tion or consumption of kinetic energy must be accompanied by a dis-
tortion of temperature field by horizontal motions (Kuo, 1956; Eady,
1949; Fjortoft, 1960). In some simple cases it has been shown theo-
retically that a baroclinic production of eddy kinetic energy is accom-
panied by a down-gradient eddy heat transport (e. g., Kuo, 1952,
Thompson, 1961). For an atmosphere with layer structure, especially
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for a single layer such as the lower stratosphere, no analytical approach
can be made because of the complexity of the problem. However, one
may intuitively expect that the above statement is still generally true
and that a baroclinic consumption of eddy kinetic energy is generally
accompanied by an up-gradient eddy heat transport. These statements
are proven to be true in our study. In Figure 5 the energy conversion
A and KA) in the upper layer are plotted. They are-almost
always exactly in phase.
III. Energy distribution and energy transformation
a) Available potential energy
The available potential energy and the related energy transforma-
tions in the lower, middle, and upper layers, calculated from equations
(80) - (86), are given in Table (15) - (17) respectively. The total avail-
able potential energy, as one expects, decreases rapidly with increas-
ing height as a consequence of the rapid increase of static stability with
increasing height. The mean zonal potential energy in the upper layer
falls off to 1. 2 per cent of the value of the lower layer; the available
potential energy of the shorter wave in the upper layer is even less than
one per cent of the value in the lower layer. However, the available
potential energy of the longer wave in the upper layer is about the same
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Available Potential Energy and the Related Energy
Transformations in the Lower Layer.
Units: .866 x 107 ergs cm-2 or .866 ergs cm 2 sec-l
Table 15.
Day
2
4
6
8
10
12
14
16
18
20
22
24
26
28
30
32
34
36
38
40
42
44
46
48
50
52
54
56
58
60
62
64
66
68
70
72
74
76
78
80
82
84
86
88
90
Mean
(Day
21-90)
502.0
512.9
521.7
529.1
535.0
539.7
544.9
550.3
557.4
565.6
572.0
571.3
556.3
521.1
460.7
404.0
387.9
404.9
437.8
460.3
459.2
439.1
419.3
410.7
401.3
405.2
428.7
450.2
456.1
455.2
455.2
452.0
447.1
430.1
428.2
432.5
435.5
433.5
426.2
420.7
426.2
440.7
452.6
458.1
461.8
448.8
A
.3
1.3
3.3
5.6
8.5
11.1
12.4
12.7
10.7
7.4
4.6
4.2
7.9
16.0
29.2
40.4
40.4
39.9
37.2
31.1
25.5
24.7
24.9
22.0
29.8
39.6
38.4
31.2
28.5
30.1
32.2
34.3
37.0
37.8
33.4
25.3
17.6
15.1
21.8
32.2
35.8
30.3
24.0
23.0
24.6
fA f r&-,ijf A. A])
24.6
26.8
116.2
211.1
189.6
287.1
223.4
112.0
60.0
.3
269.0
1025.1
2293.0
3946.0
5370.9
3411.3
907.8
-839.0
-971.2
351.3
1672.7
2326.2
2013.6
1765.0
1381.2
96.6
-366.2
160.4
693.1
493.8
1105.6
1544.8
1725.9
1284.5
731.2
625.1
980.2
1390.5
1615.5
1279.7
549.5
63.3
136.3
397.3
590.6
520.6
578.4
542.9
564.7
566.6
538.1
558.8
539.4
536.9
517.2
450.5
337.5
101.6
-76.0
-19.1
63.2
175.8
451.8
409.5
240.6
281.0
333.7
43.9
-64.8
326.7
271.8
97.8
249.7
485.2
343.4
102.1
61.0
263.7
377.8
385.7
340.1
222.9
134.8
119.6
61.8
56.6
295.6
567.6
545.0
346.7
-1.0
4.5
27.7
60.2
85.5
123.4
132.9
123.4
118.1
137.3
324.6
900.9
1918.2
3174.9
4164.2
3273.9
827.4
-740.9
-661.2
602.8
1584.2
1909.5
1848.9
1484.8
579.3
-112.9
32.2
590.9
765.7
781.6
965.2
1381.2
1478.7
1163.9
860.8
846.8
1018.9
998.3
839.6
692.9
616.4
630.8
551.1
456.2
496.3
1209.0
1173.0
1144.0
1119.0
1099.0
1083.0
1066.0
1046.0
1020.0
988.4
962.7
960.7
1005.0
1102.0
1225.0
1263.0
1263.0
1287.0
1271.0
1234.0
1235.0
1270.0
1280.0
1269.0
1284.0
1301.0
1270.0
1210.0
1186.0
1186.0
1187.0
1198.0
1228.0
1257.0
1258.0
1243.0
1232.0
1239.0
1264.0
1288.0
1278.0
1227.0
1179.0
1162.0
1158.0
27.7 1158.9 239.6 1035.6 1213.2 
-114.7
24.1
40.0
39.1
27.0
9.8
-21.6
-49.1
-74.2
-85.5
-75.8
-57.8
-37.0
-25.4
-27.6
-60.2
-94.4
-79.2
-118.8
-166.3
-210.5
-284.9
-362.2
-351.5
-217.4
-129.9
-114.8
-56.8
21.6
34.8
9.4
-12.0
-40.7
-105.1
-189.0
-256.5
-298.1
-300.2
-239.7
-161.2
-106.2
-38.1
42.2
59.9
22.9
-62.6
-88-
Table 16. Available Potential Energy and the Related Energy and
Transformations in the Transition Layer.
Units: 1.298 x 107 ergs cm-2 or 1.298 ergs cm-2 sec-1
Day A A (A-Aj fAJ A3A -I
2 31.3 0 .5 58.5 0 122.0 0
4 32.3 0 1.2 65.7 -. 7 120.0 -.2
6 32.2 0 11.1 57.9 3.0 118.1 -.1
8 33.9 .2 23.8 57.2 9.7 116.6 .5
10 34.4 .5 43.2 51.9 32.9 115.7 1.8
12 34.7 .7 62.0 43.8 41.6 115.3 3.3
14 34.8 .8 60.8 46.9 46.4 115.2 4.6
16 35.0 1.0 51.6 50.3 37.5 115.2 6.0
18 35.3 1.1 31.3 56.8 18.6 114.7 7.5
20 36.0 1.2 -6.9 59.3 -9.6 113.3 9.1
22 37.1 1.3 -17.2 55.1 -30.6 110.8 10.9
24 38.4 1.3 +.2 39.0 -19.2 107.5 12.9
26 39.4 1.5 +69.7 -6.7 42.1 104.6 15.0
28 39.7 2.2 +214.4 -103.5 117.4 103.3 20.5
30 39.0 4.2 +421.1 -236.5 189.1 104.1 35.0
32 36.8 6.5 +443.5 -179.6 223.2 107.9 50.6
34 34.7 7.6 +55.2 105.1 18.1 114.0 56.4
36 35.5 7.9 -135.2 146.6 -176.4 114.3 56.0
38 36.5 7.6 +14.8 102.2 -12.5 112.6 52.9
40 35.7 7.0 +145.4 59.2 148.9 115.7 47.9
42 34.1 5.9 +211.6 -35.0 213.9 119.5 42.7
44 34.0 5.6 +227.2 -129.1 186.4 118.9 42.3
46 33.9 5.0 +276.8 -115.5 281.1 118.1 40.6
48 33.6 3.6 +63.9 -11.3 134.3 118.3 30.9
50 36.7 2.7 -202.0 71.7 -190.0 111.1 21.9
52 40.0 2.5 -163.7 143.4 -194.8 102.3 18.6
54 41.2 2.6 -60.5 127.4 -81.6 100.3 17.4
56 42.4 2.7 -98.3 65.2 -132.5 97.8 18.3
58 45.4 3.1 -98.0 5.1 -134.8 88.5 23.9
60 47.5 3.0 -79.8 -54.9 45.1 80.9 26.3
62 47.4 3.5 +221.1 -71.8 82.2 80.2 31.4
64 45.2 5.9 +314.5 -51.7 45.3 86.3 47.7
66 41.5 10.1 +320.2 15.9 -9.8 97.8 75.0
68 37.4 13.6 +283.7 51.9 54.7 109.6 98.0
70 34.4 14.8 +138.4 78.7 21.3 116.0 107.2
72 33.6 13.8 76.2 59.6 93.4 117.6 103.6
74 33.8 11.1 +56.5 19.3 133.1 117.6 89.1
76 34.8 8.6 +118.5 -59.7 175.4 115.6 74.3
78 35.2 6.2 +280.6 -145.0 361.6 11.4.2 55.7
80 33.8 4.5 +376.1 -125.1 364.8 116.4 38.6
82 31.4 5.7 +246.0 -24.0 45.1 121.2 42.4
84 31.4 9.0 -95.6 102.8 -332.1 121.9 63.5
86 34.9 10.7 -291.5 158.1 -386.7 115.0 76.1
88 39.0 9.9 -259.6 147.8 -244.2 104.8 75.0
90 42.2 7.5 -141.5 77.0 -29.5 96.2 61.6
Mean 37.6 6.2 90.2 8.0 28.6 108.0 48.0
(Day
21-90)
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Available Potential Energy and the Related Energy
Transformations in the Upper Layer.
Units: .866 x 106 ergs cm-2 or
Day
2
4
6
8
10
12
14
16
18
20
22
24
26
28
30
32
34
36
38
40
42
44
46
48
50
52
54
56
58
60
62
64
66
68
70
72
74
76
78
80
82
84
86
88
90
4.5
4.5
4.5
4.6
4.7
5.0
5.5
6.4
7.4
7.9
7.7
7.0
6.2
5.3
4.7
5.5
9.4
16.9
29.8
51.5
81.2
109.2
134.8
154.0
136.2
94.0
61.1
41.3
28.0
20.8
16.4
13.3
10.7
10.5
17.0
38.7
81.8
134.3
175.3
174.3
117.9
55.0
22.0
8.3
5.1
A
0
0
.3
.5
.9
1.8
2.9
4.1
5.4
5.8
6.0
7.4
8.4
9.7
12.3
14.3
15.9
20.9
27.0
36.7
52.2
64.7
72.1
84.8
100.8
106.7
103.2
89.6
69.3
55.5
40.1
22.5
11.5
8.0
13.8
31.0
60.8
89.0
113.8
136.7
138.7
117.0
89.3
59.5
42.5
0
-.1
-.5
-.7
-1.1
-1.7
-3.2
-6.5
-7.8
-4.2
-.6
.7
-.3
-3.7
-11.2
-26.7
-63.2
-110.4
-160.6
-230.1
-326.7
-374.5
-300.9
-76.6
197.7
274.4
200.5
115.5
58.6
32.8
15.3
7.3
-3.3
-40.4
-124.5
-298.8
-513.7
-546.2
-283.1
207.3
517.7
377.8
170.1
50.7
1.9
-2 -1
Kz)
-4.6
-5.0
-4.4
-4.5
-4.9
-5.7
-6.4.
-5.8
-4.8
-4.1
-3.9
-3.0
-1.0
2.7
7.3
8.3
22.4
40.8
43.7
44.5
103.7
167.8
81.5
-34.0
-52.1
-90.8
-93.6
-46.9
-21.2
-16.7
-7.9
-.9
4.7
18.5
40.2
85.6
171.4
184.1
41.9
-111.3
-171.2
-132.5
-64.5
-15.8
-4.1
55.2 -36.2 5.6 -47.1
Table 17.
. 866 ergs cm sec
0 4.7
-1.0 4.7
-2.0 4.7
-1.6 4.6
-4.7 4.9
-10.3 5.2
-13.1 5.7
-18.3 6.5
-17.4 7.2
-8.6 7.6
-8.3 7.5
-8.6 6.9
-7.3 6.3
-19.0 5.7
-31.3 5.3
-44.1 5.9
-88.7 8.5
-146.5 13.0
-203.1 20.1
-291.4 31.2
-365.3 45.6
-355.9 58.7
-317.4 70.6
-178.2 79.4
103.8 71.3
247.1 52.0
221.8 36.4
193.7 26.5
123.7 19.4
73.4 15.4
101.2 12.8
81.4 10.9
31.5 9.3
-43.4 9.2
-178.7 13.1
-385.9 24.7
-581.6 45.8
-645.8 70.4
-514.4 89.3
13.9 89.0
542.0 63.3
512.6 33.4
301.3 16.2
177.4 7.9
40.1 5.4
0
0
.1
.2
.4
.7
1.2
1.6
2.1
2.3
2.5
3.0
3.4
3.9
4.9
5.7
6.4
8.4
10.8
14.7
20.9
25.9
28.9
33.9
40.3
42.7
41.3
35.9
27.7
22.2
16.0
9.0
4.6
3.2
5.6
12.4
24.3
35.6
45.5
54.7
55.5
46.8
35.7
23.8
17.0
Mean
(Day
21-90)
53.9 27.4 22.1
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magnitude of its value in the lower layer, so that the available potential
energy of the longer wave becomes a major portion of the total avail-
able potential energy in the upper layer.
As we pointed out earlier, the change of available potential
energy is very closely related to the meridional temperature profile,
and the difference of the flow of available potential energy in the up-
per and the lower layers would indicate the interdependence of these
layers. It is therefore of great interest to examine the similarities
and the differences between energy transformations in the upper lay-
er and those in the lower layer.
In the lower layer, or around 600 mb level, zonal non-adiabatic
heating or cooling has maximum intensity. It generates zonal avail-
able potential energy at a mean rate of 1050.6 ergs cm-2 sec during
the period from the 20th day to the 90th. The meridional circulation
in this layer converts zonal available potential energy into zonal ki-
netic energy at most times and reverses the direction only when the
energy conversion from eddy available potential energy into eddy
kinetic energy is very large. On the average, the rate of the energy
conversion from zonal available potential energy into zonal kinetic
energy, (A.K) , is 207. 5 ergs cm-2 sec , which is much too small
to balance the generation of zonal available energy by non-adiabatic
-91-
heating or cooling. The major sink of zonal available potential energy
is the loss of zonal available potential energy to the eddies which almost
always extract available potential energy from the zonal flow. On the
average, zonal flow loses available potential energy to the eddies at
a rate of 1003. 6 ergs cm- 2 sec~ 1 . Although eddy available potential
energy has a diabatic source in this layer, namely the generation of
eddy available potential energy through diabatic heating or cooling
caused by the land-sea thermal contrast, the lower layer loses more
to the space than it gains from the bottom. The net rate of the dia-
batic loss of eddy available potential energy averaged over the period
is 99. 3 ergs cm-2 sec- . The most of the available potential energy
extracted by the eddies from the zonal flow is converted into eddy
kinetic energy through the sinking of colder air and the rising of warm-
er air. In the beginning of the period the conversion of eddy available
potential energy into eddy kinetic energy, f. k ') , oscillates strong-
ly and even becomes negative in a few very short periods, then re-
mains positive throughout. Its mean rate is 896. 8 ergs cm 2 sec~
which is the major kinetic energy source of the entire model atmos-
phere. A schematic representation of the energy flow is given in the
lower half of Figure 6.
In the upper layer, or around 50 mb level, the flow of avail-
able potential energy is dramatically different. Here eddy kinetic
[Q'. A']
[i-
- 31.3
Upper layer
[A-Ki [Q'.A'] -99.32075
1003.6
Lower layer
Figure 6. Flow chart of available potential energy. Units:
Conversion rate = ergs cm- 2 sec- 1 .
(See Table 16 for the transition layer).
Energy = ergs cm-2
-23.7
A'- K
- 40 .8
1050.6 896.8
Ki-K 4.8 -19.1
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energy is, on the average, converted by baroclinic process into eddy
available potential energy at a mean rate of 40. 8 ergs cm-2 sec~ .
That is, eddy available energy receives its supply from eddy kinetic
energy instead of expending it. As in the lower layer diabatic eddy
heating or cooling dissipates only a small portion of the available
potential energy in this layer. The rate of dissipation is 19. 1 ergs -
cm 2 sec~1 . The major sink of the eddy available potential energy is
the loss to the zonal available potential energy through eddy transport
process. Although the instant value of the conversion oscil-
lates below and above zero, the mean value over the whole period
gives a large negative value -31. 3 ergs cm-2 sec~1. The zonal avail-
able potential energy receives this amount to compensate its loss to
space caused by non-adiabatic heating or cooling which on the average
is -23. 7 ergs cm-2 sec , and to compensate the expenditure in the
production of zonal kinetic energy through meridional overturning
-2 -1
which is 4. 8 ergs cm sec . The differences in energy transforma-
tion between the upper and the lower layer are indeed very striking.
The directions of the biggest transformations in the two layers are un-
mistakably opposite to each other. Non-adiabatic heating, the only
source of available potential energy in the lower layer, is the major
sink of the upper layer. Eddy kinetic energy, the major sink of the
-94-
available potential energy in the lower layer becomes the major supplier
of the available potential energy in the upper layer. A flow chart of the
available potential energy in the upper layer is given in the upper part
of Figure 6. Comparing the upper part and lower part of Figure 6, one
immediately sees that in the lower layer imported heat flow creates
kinetic energy while in the upper layer imported kinetic energy results
in export of heat, in other words, the lower layer of the model works
as a heat engine while the upper layer of the model works like a re-
frigerator. The reason for the passive nature of the upper layer is of
course due to the vertical decrease of the inposed horizontal differen-
tial heating and the vertical increase of the hydrostatic stability.
It ought to be mentioned here that the transformations of eddy
energy in the upper layer is mainly carried out by the longer wave while
the reverse is true in the lower layer. The percentage of (A. ' 2
to tK is 98% in the upper layer but only 12% in the lower
total
layer during the period from the 20th day to the 90th day.
b) Kinetic energy
Zonal kinetic energy per unit mass has its maximum around the
level = 100 mb (Figure 7). It decreases both upward and downward
according to the different meridional temperature profiles above and
below. The kinetic energy per unit mass in wave number six has its
14-
13
12-
11
10
9 -
25 mb
S8 -
C
w
7-
6 -
5-
3
00m
10 20 30 40 50 60 70 80 90
Day ---- +
Figure 7. Time sequence of zonal kinetic energy. Units: 2. 03 x 105 ergs gm~
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maximum around the level = 400 mb. The kinetic energy per unit
mass in wave number 2 has its maximum around , = 25 mb which is
the highest level in the model. At the lower two levels the shorter
wave dominates the eddy flow except in the very beginning of the exper-
iment; the longer wave always dominates the eddy flow at the upper-
most level (see Figure 8). Similar spectral distribution is found for
the energy conversion between eddy kinetic energy and zonal kinetic
energy. The conversion (K'K] generally oscillates about zero but
it gives a positive mean value at all the levels. The mean dissipa-
tion of kinetic energy due to lateral eddy viscosity is about the same
magnitude as the mean dissipation due to vertical shear. The mean
dissipation due to the lower boundary skin friction and the mean dis-
sipation due to vertical shear in the lower layer are about the same
magnitude since both zonal flow and the eddies are very weak at the
bottom and hence have strong shear in the lowest layer.
We have seen in the previous section III,a that the major ki-
etic energy source is in the lower layer, and that the upper layer
baroclinically expends much more kinetic energy than what is generated
within the layer. It is then necessary for the upper layer to get a ki-
netic energy supply from below. In order to see how the kinetic en-
ergy propagates from the lower layer into the upper layer in this
Wave
Number 2
25mb
/I
Wave
Number 6
400 mb
Wave Number 6
10 20 30 40 50
Day >
60 80 90
Figure 8. Time series of eddy kinetic energy. Units: 2. 03 x 105 ergs gm ~1.
Wave
Number 2
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simple model we roughly regard the middle layer as a loose "internal
boundary layer" and examine the upward flow of kinetic energy within
it, i. e., the upward flow of kinetic energy across the isobaric sur-
face = 200 mb. The energy equation above and below 200 mb has
been given by equations (89) - (107) in Chapter 3. The calculated
energy transformations for the period from the 20th day to the 90th day
are given in Table 18. Before the 20th day the entire model atmos-
phere is almost completely controlled by the symmetric flow.
One notices in Table 18 that the vertical transport of zonal
kinetic energy across 200 mb due to shear drag is always negative be-
cause the zonal kinetic energy at 100 mb is always bigger than the value
at 400 mb. The vertical transport of eddy kinetic -energy across 200 mb
due to shear drag is almost always positive because the dominant part
of eddy kinetic energy, wave number six, is always bigger at 400 mb
than at 100 mb. The vertical transport of kinetic energy due to large-
scale motions is quite different in character. It generally oscillates
around zero but stays longer at large positive values than at small
negative values. The vertical transport due to mean meridional cir-
culation oscillates more frequently and with smaller magnitude than
the vertical transport due to large-scale eddies. Hence, on the aver-
age, the vertical transport due to mean meridional circulation is one
-99-
6 -2
Table 18. Kinetic energy and energy transformation. Units: 10 ergs cm or
-2 -1
ergs cm sec
Below 200 mb
DAY
22 378.9 42.3 27.0 9.0 437.8 254.6 363.1 85.3
24 382.3 100.2 95.6 5.0 326.0 763.6 361.4 183.6
26 381.5 223.9 230.4 -4.4 82.2 1697.6 355.8 384.9
28 379.1 430.8 182.0 -20.4 -155.4 2851.1 356.9 725.7
30 364.6 754.4 62.6 -35.6 -221.3 3770.0 385.3 1209.2
32 382.0 1006.2 416.4 -46.0 -100.8 3028.5 496.1 1415.2
34 391.2 985.0 217.3 -7.3 243.1 732.2 515.3 1297.4
36 326.4 806.3 -309.3 29.3 518.1 -794.4 365.6 1054.1
38 302.5 571.5 -10.3 33.0 443.1 -583.4 293.7 736.6
40 333.6 417.3 353.5 62.8 259.6 651.0 297.8 543.7
42 382.7 407.7 40.9 93.6 213.0 1557.2 334.3 574.7
44 386.6 525.1 -235.2 64.8 177.2 1815.0 351.9 752.4
46 398.4 629.8 415.4 13.2 -62.3 1844.6 386.9 848.4
48 421.3 641.2 400.8 -46.3 -66.3 1402.1 428.2 849.9
50 359.7 683.3 -334.0 -39.2 345.1 337.1 358.0 895.5
52 300.0 647.9 58.0 -10.3 359.3 -266.5 314.7 804.5
54 292.6 509.1 457.5 5.6 195.0 -42.8 289.2 629.9
56 303.6 421.5 125.1 16.0 272.7 397.0 284.6 557.9
58 288.3 444.8 -256.9 12.8 424.4 546.4 283.8 611.6
60 279.7 464.6 -47.2 4.7 249.5 715.9 291.8 617.1
62 289.2 438.5 194.3 -.4 26.1 907.0 292.3 633.7
64 305.8 428.3 314.1 -1.7 8.0 1235.3 296.1 578.9
66 311.2 477.9 -11.0 12.6 242.3 1272.1 303.0 679.1
68 314.0 517.1 -57.9 39.6 372.2 1055.3 314.7 737.1
70 330.3 496.7 10.3 72.2 402.1 763.9 325.9 704.4
72 356.9 460.8 117.5 96.9 346.1 814.2 339.1 654.6
74 385.5 451.3 188.1 79.8 209.8 997.6 359.7 640.5
76 388.9 460.5 10.6 5.8 65.2 1016.4 365.4 648.3
78 356.1 476.1 -145.6 -41.3 -21.6 1040.2 341.3 654.8
80 329.1 472.4 48.6 -34.2 -54.7 916.0 319.3 624.3
82 321.7 440.2 256.8 -10.8 28.2 572.9 305.6 574.8
84 318.6 420.1 142.1 21.3 344.6 258.7 298.4 587.1
86 302.8 437.8 -122.2 37.5 627.8 142.4 293.3 643.7
88 295.0 441.6 -70.9 31.8 599.9 183.6 298.4 631.3
90 300.1 412.9 82.8 21.5 366.7 404.2 301.6 559.6
13.5 214.3 921.6 339.1 695.1Mean 341.5 501.3 81.3
-100-
Table 18 continued.
Across 200 mb
DAY
(KTK5)A L K5 J A 9
22
24
26
28
30
32
34
36
38
40
42
44
46
48
50
52
54
56
58
60
62
64
66
68
70
72
74
76
78
80
82
84
86
88
90
135.8
96.2
-10.5
-240.9
-510.0
-388.3
194.6
244.2
167.2
114.2
-101.8
-291.4
-226.8
-10.8
142.4
262.4
279.0
177.1
45.5
-60.6
-112.7
-103.5
-8.1
17.7
64.9
79.4
30.2
-134.5
-298.8
-234.1
6.5
304.5
380.1
293.1
164.4
-40.5
-41.5
-41.9
-41.2
-38.5
-35.5
-35.2
-35.3
-36.6
-38.7
-39.3
-38.1
-36.7
-37.2
-36.5
-36.4
-39.2
-41.2
-41.6
-40.8
-40.5
-40.8
-38.7
-36.5
-35.6
-36.4
-37.9
-38.8
-37.3
-34.5
-33.5
-34.4
-35.8
-37.5
-39.4
-38.6
18.8
170.3
422.3
765.3
784.0
-6.8
-254.2
5.8
263.0
442.9
511.6
560.5
161.2
-388.2
-357.6
-186.4
-179.0
-89.4
179.9
367.6
399.0
288.1
281.2
205.0
184.8
192.1
265.6
483.8
477.1
68.8
-443.3
-548.1
-318.1
-50.0
13.3 -38.0 132.6
-1.4
1.3
5.4
10.4
17.0
20.3
18.4
14.5
9.8
7.4
7.7
10.4
13.1
14.8
17.0
16.0
12.4
10.4
12.3
11.9
7.6
5.6
2.3
-2.2
-4.9
-2.7
3.4
10.4
11.7
5.8
-3.1
-5.9
-2.3
.8
2.0
Mean 7.4
-101-
Table 18 continued
Above 200 mb
DAY
I L- RfK A
22
24
26
28
30
32
34
36
38
40
42
44
46
48
50
52
54
56
58
60
62
64
66
68
70
72
74
76
78
80
82
84
86
88
90
564.8
576.5
583.5
575.8
549.0
504.5
493.9
472.7
473.0
496.4
513.8
497.7
481.2
486.6
458.1
443.3
471.1
503.5
511.8
508.6
515.0
524.0
512.8
492.1
482.8
488.7
500.3
499.1
469.5
435.4
423.0
439.9
466.3
495.4
524.6
47.6
31.1
37.3
58.1
102.8
163.6
229.3
223.5
203.3
189.8
191.7
211.1
231.1
219.0
196.8
188.2
151.7
126.2
101.6
104.0
121.1
144.0
201.4
256.6
290.8
283.0
247.3
198.0
174.3
199.7
249.7
247.4
194.6
149.6
124.4
-12.5
18.9
104.0
229.9
411.8
421.4
-301.1
-364.7
-104.9
51.6
97.2
125.0
262.5
86.5
-279.2
-115.7
31.7
34.3
32.2
175.0
287.8
206.2
-55.4
-91.7
-74.9
-55.7
-66.5
-20.1
178.3
299.3
235.2
-25.2
-172.2
-93.1
25.6
42.3
20.5
14.3
-3.7
-42.4
-97.1
-70.5
64.9
98.8
82.2
64.1
74.4
89.4
20.4
-34.3
-14.0
-16.7
-25.9
-12.4
-16.2
-38.3
-37.8
-23.2
10.9
38.5
68.9
100.0
156.4
133.5
-26.4
-150.5
-158.9
-70.5
12.5
50.3
29.6
-20.5
-13.6
12.0
34.5
54.7
68.7
-68.8
-203.7
-181.1
-187.8
-223.6
-227.5
-153.2
-96.2
7.8
129.6
156.7
110.6
48.5
83.1
123.2
90.1
22.9
-14.2
-145.8
-295.9
-441.2
-483.8
-288.5
170.1
488.5
300.2
93.4
47.7
22.0
Mean 498.1 174.0
28.0
28.8
29.3
29.4
30.0
28.7
28.5
26.6
26.5
27.6
29.7
29.4
31.4
32.5
30.1
29.2
29.4
30.6
31.0
31.0
31.9
32.3
30.9
28.8
27.6
28.3
29.2
32.2
32.3
30.8
28.9
28.1
28.2
29.5
31.2
9.8
10.2
25.3
28.3
55.3
87.8
93.7
72.7
57.3
50.3
52.3
64.4
76.0
77.2
69.6
61.5
48.9
42.4
41.9
46.7
54.8
61.4
71.0
77.9
79.9
73.0
66.5
58.0
59.0
69.8
82.4
82.4
70.2
58.6
49.4
8.3 28.0 29.7 59.6
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order of magnitude smaller than the value due to large-scale eddies.
The mean flow of kinetic energy above and below 200 mb can
be schematically represented by the upper and lower part of Figure
9 respectively. It is noticed that the directions of energy flow above
and below 200 mb are in the same sense except, 1. the conversion
between eddy kinetic energy and eddy available potential energy, 2.
of course, the interactions between the two layers.
IV. Mean zonal wind and the convergence of momentum due to eddies.
The mean zonal wind and the convergence of momentum due to
eddies averaged over the period from the 30th day to the 90th day are
given in Table 19 and Figure 10 respectively. The mean zonal wind
is west almost everywhere from 800 mb up except in the tropical re-
gion at 800 mb. The west wind generally increases with increasing
height from 800 mb up to about 100 mb then decreases with increasing
height. There is only one maximum, 34 m sec~1, located around 400
latitude at the 100 mb level. The axis of the maximum zonal wind
generally tilts with height toward the equator.
The mean convergence of momentum due to eddies at levels
800 mb, 200 mb and 100 mb is positive in the latitudinal belt from
about 200 to about 650 latitude, and negative elsewhere. Since no
Above 200mb
8.3
[KT -7SK
42.3
59.6
[K'-A'
28.0
140.0
[TR-RK] -24.7
3 41.4 x 10 6
339.1
[K 
.W]
94.8
[K'-K'S] 140.0
K'
501.3 x 106
Eit -K' 695.1
Below 200mb
Figure 9. Kinetic energy flow above and below 200 mb.
Conversion rate = ergs cm-2 sec- 1 .
Units: Energy = ergs cm~2
29.7 [4V-K']
-24.7 [K'y' K's]
A -4.3
214.3
A'. K']
921.6
[it-K R
? ,5mb
mb
0mb
Figure 10.
0 10 20 30 40 50 60 70 80 90
Lotitude a
Mean momentum convergence due to eddies. Units: 10-6 m sec-2
4
2
0
-2
-4
-6
-8
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Table 19. Zonal velocity averaged over the period from
to the 90th day. Unit m - sec~ .
latitude 00 10 20 30 40 50 60
50 mb 4.0 7.4 15.3 22.8 25.1 20.9 13.0
100 mb 2. 6 6. 6 16. 5 27. 2 33. 6 33. 2 27.0
400 mb 5.4 6.1 8.0 11. 2 15.0 18.1 18.9
800 mb -3. 5 -2. 5 -. 1 2.4 3. 8 3. 6 2. 3
the 30th day
70
5.0
17. 5
15. 9
.9
80
1.2
8. 5
9. 1
. 2
transport of momentum is allowed at the equator, the above distribution
of momentum convergence implies momentum transports from the trop-
ical region and from the polar region toward the middle latitudes. At
the 25 mb level, the zone of the convergence of eddy transport of mo-
mentum shifts toward the poleside, and the maximum convergence lo-
cated at 650 latitude. From 350 latitude down to the equator there is
a divergence region. The eddy transport of momentum then tends to
build up maximum zonal winds near 400 latitude at the levels = 800
mb, 400 mb and 100 mb, and a maximum zonal wind near 600 latitude
at the 25 mb level. However, no polar maximum zonal wind actually
appears in the meridional profile of mean zonal wind at 25 mb because
the convergence is not strong enough to overcome the effect of mean
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meridional motion.
V. Mean meridional circulation.
The mean values of C-3 in the period from the 30th day to
the 90th day are given in Table 20. Upward mean motion prevails in
the equatorial region and the region around 600 latitude while down-
ward mean motion prevails near the pole and in the region around 300
latitude. A three-cell mean meridional pattern is clearly revealed.
Th-e equation of continuity in our model may be written as
By definition we have for mean meridional velocity
or,
o r. 
o 0 0
--... -- --i -t - -
where . The averaged value of the mean merid-
ional velocity over the period from the 30th day to the 90th day are given
in Table 21. A three-cell pattern appears in the lower layer but the
Table 20. Averaged from the 30th day to the 90th day. Units: 10 6 mb sec 1
0 10 20 30 40 50 60 70 80 90
-1.8
-6.6
-85.1
-1.0
-4.3
-48.1
.5
.8
26.5
1.5
4.3
66.6
1.2
3.9
36.8
.1
.8
-25.3
-. 9
-1.4
-47.4
-1.0
-. 5
4.4
-. 3
2.2
89.7
0
3-6
131.0
Table 21. Mean meridional velocity from the 30th day to the 90th day.
Latitude
25 mb
100 mb
400 mb
600 mb
Units: cm sec
90 80 70 60 50 40 30 20 10
0 -. 2 -1.3
0 1.1 1.3
0 14.8 16.3
0 -15.2 -16.7
-2.7
.8
4.8
-4.8
Latitude
50 mb
200 mb
600 mb
-3.1
.6
-6.5
6.6
-1.2
1.8
-4.5
3.9
2.0
3.6
10.0
-11.6
4.2
4.5
22.2
-24.5
3.4
3.2
18.7
-20.3
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indirect cell is the weakest. A large cell appears in the upper layer
covering thehigh and middle latitudes. Generally speaking, northward
mean meridional motion prevails in the lower stratosphere from about
35 down to the equator while southward mean meridional motion pre-
vails in the high latitudes of the lower stratosphere. The dominant ap-
pearance of the direct cell in the lower layer is certainly responsible
for the large value of [A4 A) shown in the lower part of Figure 9.
VI. A brief note on truncation errors of integration scheme
No detailed analysis of the truncation error will be attempted
in this study. However, some brief checks will be made in order to
have an idea whether the error might be important to our conclusions.
We computed the mean rate of the net change of eddy and zonal avail-
able potential energies in the upper and lower layers from Figure 6,
also computed the mean rate of the net change of eddy and zonal kine-
tic energies for the layers above and below 200 mb from Figure 9.
Both these values are shown in Table 22 with the actual net changes of
the corresponding energies in the corresponding layers. In general
errors are bigger in eddy energy than in zonal energy. This is prob-
ably due to the fact that the conversions of eddy energy are bigger and
more oscillatory than those of zonal energy and that the mean values
-109-
Table 22. Truncation error in the rate
Actual rate Computed
Energy of change rate
AL
Ks
-. 4
4.7
-150.7
27.0
-2.6
9.9
-12.0
61.2
2.8
-9.6
-160.5
7.5
-3.8
10.1
-5.3
-8.3
of energy change.
Difference
-3.2
14.3
9.8
19.5
1.2
-.2
-6.7
69.5
-110-
are obtained from the data of every other day. Comparing the trunca-
tion errors with the magnitudes of the conversions and the mean values
of the energies shown in Figure 6 and Figure 9, it is safe to say that
those truncation errors will not change our conclusions.
VII. A comparison with observations in the real atmosphere.
Generally speaking, whenever a model is employed to study
any accumulative phenomenon in a complicated dynamical system the
capability of explaining such a phenomenon by the model does not nec-
essarily imply the correctness of the model in describing the major
responsible mechanism of the real phenomenon. In other words, the
major mechanism which explains the phenomenon in the model is not
necessarily the major mechanism responsible for the real phenomenon.
One way to ascertain the validity of the explanation is to verify also
the other phenomena which are known to be physically related to the
one of major concern. In the following we shall therefore compare the
features in our model with the corresponding observations in the real
atmosphere.
a) Given in Figure 11 are the meridional temperature pro-
files at 50 mb in January - March and April - June, 1958, and our
result. Although our meridional temperature profile at 50 mb does
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Apr - Jun. 1958
- Jan.-Mar. 1958 . -
Figure 11. A comparison of temperature profile at 50 mb
with observed data.
25 r
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- Our result
----- Apr. - -Jun. 1958
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I
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Figure 12. A comparison of heating rate at 50 mb due to eddy
transport with actual estimates (Oort, 1964b).
Units: 10-6 oC sec- 1 .
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Figure 13. A comparison of net heating in the upper layer
with actual estimates (dotted line, Manabe;
dashed line, Ohring). Units: ly min- 1 .
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Table 23. Estimates of hemispheric energy transformations.
Units: 1020 ergs sec
[4 A- (A'KJ
Upper layer only
-.798 -1.040 .360
-.531 -.254 .221
Total atmosphere
35.1 -4.7 27.8 5.7 22.8 3.5
W S W S W S W S W S W S
Wiin-Nielsen
& Brown (1960)
Wiin-Nielsen
(1959)
72.4 -40.8
2.6 -2.8 37.4 28.2
Wiin-Nielsen,
Brown & Drake
(1963) 116.4 50.3 -.08 10.13
Brown
(1964) 72.4 27.6. -40.8 -8.0
W and S indicate respectively winter and summer half year in which the
estimates are made. For exact period of each estimate see individual paper
listed in the references.
Present
Study
Study
by Oort
(1964)
Present
Study
If / to
N./4] (kAj
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not agree very well with the actual observations, the overall increase
of temperature from the equator to the pole is in good agreement with
the observations. In view of the simplicity of the model such an agree-
ment is satisfactory. We would like to point out here that at no time
in our computation was a quasi-equilibrium state of the entire model
atmosphere reached. The lower layer seems almost settled, but in the
upper layer, oscillations still go on strongly. (see Figure 8). This
probably implies that the vertical coupling of our model is not adequate.
We intuitively expect that the overall temperature difference between
the equator and the pole in the upper layer would reduce somewhat if the
oscillations in the upper layer settled down to some kind of quasi-equi-
librium.
b) In Figure 12 the meridional distribution of heating rate due
to horizontal eddy heat transport at 50 mb is compared with the cor-
responding atmospheric values computed by Oort (1964) for the periods
January - March and April - June 1958. Our result agrees rather well
with the April - June distribution but is much smaller than the January -
March values.
c) As a justification of the chosen function of the imposed heat-
ing the distribution of mean non-adiabatic heating rate in the upper
layer is compared with the results of Ohring (1958) and Manabe et al
(1961) in Figure 13. The agreement is rather surprising.
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d) The directions of energy flow shown in Figure 6 and Figure
9 are in good agreement with the actual estimates by Oort and others
except the conversion from zonal available potential energy to zonal
kinetic energy in the lower layer. The active role of the troposphere
and the passive nature of the lower stratosphere are well portrayed
in the model. A quantitative comparison of our results with the ob-
servational estimates by Oort and Wiin-Nelson et al is given in Table
23. It shows that our results are comparable with the actual estimates.
e) The distribution of meridional momentum convergence due
to horizontal eddy transports shown in Figure 10 is qualitatively in
agreement with observed data. The distribution of zonal wind also
agrees fairly well with observed data except that no polar jet exists at
the upper most level and the maximum zonal wind appears at 100 mb
instead of 200 mb because of limited vertical resolution. The zonal
flow and the eddy motions are too weak at the lowest level because the
low-level active eddies whose scales are smaller than wave number
6 are not included in the model.
f) The three-cell pattern of the mean meridional circulation,
shown in Tables 20 and 21, has a weaker indirect cell than that de-
duced indirectly from observed data.
g) Both the increase in intensity of wave number 2 and the
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decrease in intensity of wave number 6 with increasing height are
qualitatively in agreement with our synoptic experience.
The discrepancies in the energy conversion (A4. J% and in the
intensity of the indirect meridional cell may be attributed to the fact that
in representing zonal flow profile, we use more modes than are allowed
for the eddies. More specifically, three modes are included in the ex-
pansion of zonal flow ( P , ? and 7, ) and its corresponding thermal
structure ( f and ' ), while only two modes are included in the
expansion of eddy flow ( f and ' ) and its corresponding thermal
structure( f and R: )for each wave number - . The purpose
of such a selection of harmonics was to broaden the interaction spectra
without increasing too much the work in the computation. However, in
so doing we enhanced relatively the importance of symmetric effects,
e. g. , we enhanced the effect of symmetric baroclinicity relative to the
effect of asymmetric baroclinicity. Consequently we over-emphasized
the role of meridional overturning in producing kinetic energy and in-
creased the intensity of the direct meridional cells relative to the inten-
sity of the indirect cell, and this would in turn modify the zonal flow.
Fortunately, our conclusion will not be affected by such errors. On the
contrary, to include one more mode in the eddy expansions would inten-
sify the eddy activity and hence would further favor the conclusions.
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In our model the energy in the upper layer is dissipated through
two processes, namely, small-scale frictional dissipation and radiative
loss to the space. Both these losses are directly or indirectly com-
pensated by vertical transport of eddy kinetic energy from below. The
possibility of upward propagation of kinetic energy by large-scale distur-
bances has been theoretically studied (e. g. , Charney and Drazen, 1961;
Eliassen and Palm 1961). According to Charney and Drazen, vertical
energy propagation in planetary standing waves can occur only when the
mean zonal velocity is positive but smaller than approximately 38 m sec-
unstable waves are external and cannot penetrate very far into the upper
atmosphere. According to Eliassen and Palm, planetary stationary waves
in the westerlies transport wave energy upward if the waves tilt west-
ward with height. In our experiment the forced longer wave is not sta-
tionary so that the above theoretical results do not apply. The major
portion of the vertical energy transport [K. K, given in Table 18
is actually due to the longer wave. The shorter wave in our experiment
also transports wave energy upward across the 200 mb level; the amount
transported by the shorter wave is almost as much as that by the longer
wave. However, strong trapping of wave energy in the shorter wave
occurs directly above the 100 mb level so that the energy of the short
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wave becomes very small at the level 25 mb (see Figure 8). This is
in good agreement with Charney and Drazen's result. Although the re-
sult of our experiment indicates the capability of large-scale waves in
transporting energy into the lower stratosphere, the mean rate of the
upward transport of kinetic energy due to the waves may not be taken
faithfully in a quantitative sense when it is compared with the case in
the real atmosphere. For in our model no downward propagation of
kinetic energy into the lower stratosphere from above is allowed, and
the upward energy flux across the 200 mb level due to small-scale eddies
happens to be negative mainly as a result of the vertical finite resolu-
tion. In the real atmosphere the upward energy flux due to small-scale
eddies is generally positive, and there is evidence that kinetic energy
propagates from the upper stratosphere down to the lower stratosphere
during certain short periods (e. g., Reed et al, 1963).
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7. FURTHER EXPERIMENTS -- The Dependence of the Equator-to-pole
Temperature Difference on the Vertical Distribution of
Latitudinal Differential Heating
In the previous sections we have succeeded fairly well in ex-
plaining the observed latitudinal temperature profile in the lower strat-
osphere and its connection with energy transformation by performing
a numerical experiment. In that experiment it has been seen how the
generalized thermal wind equation and the linear divergence term in the
vorticity equation were truncated. We may ask: "Would a different meth-
od of truncation of those terms change the main conclusion?" or, "Did
the method of truncation of those terms crucially alter the statistical
behavior of the dynamical system as far as the purpose of our study is
concerned? " To test this it would be better to carry out another simi-
lar numerical experiment completely avoiding such kinds of truncation
rather than just changing the way of truncation. We shall in this sec-
tion perform an experiment in which we adopt the /3 -plane geometry,
and then compare the results of the two experiments in connection with
the major points with which we are concerned.
Another major purpose of the following experiment is to throw
some light on the dependence of the equator-to-pole temperature dif-
ference on the vertical distribution of forcing. We might expect that the
I - - --- - --
2
3 -- -- - - --
4
w
*1r
02 W2
q,3
94 W4
q/5
Figure 14. Vertical finite resolution for further experiments.
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relative intensity of the upper and lower forcing would, in principle,
determine the degree of passivity of the more stable layer.
We shall use equations (1) - (3) instead of (4) - (6), i. e., J
and will be held constant. The vertical resolution and the desig-
nation of variables is shown in Figure 14. The atmosphere is divided
into six equal intervals of ( 2 , one level less than before so
that the ratio of upper and lower thermal forcing may be conveniently
defined.
We now parameterize the forcing function and dissipative pro-
cesses in the same manner as before, and write the vertical difference
equation as follows:
t ,, 5 (108)
a d2X (109)
- _J6~ v 2;(t I=) A2, (110)
and
L (111)
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where 
-
-
___/ 1- 3 (112)
The boundary conditions at the top and bottom of the atmosphere are
-00 (113)
For simplicity we shall deal with a square region limited by
"fwallV at =o and 7r- , but open at the sides X = o and 7r ]
where we impose the so called cyclic condition that the flow at x:= 0
is identical with that at ,X : 7l The boundary condition at the walls
o and -iTJ- are heuristically assigned as are those in Phillips'
numerical experiment, namely, on the walls, the zonally averaged
flow, the perturbation part of streamfunctions, and the perturbation
part of vorticity are always zero. A suitable set of orthogonal functions
for this region and the associated boundary conditions is then the set
-n m6 '~~ L I
1- 77 -
1 , 2, -. - *
We shall only select the following subset of the above set,
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namely,
where 'r'= 3 approximately corresponds to wave number 4 or 5 at 400
latitude if we take the length 7TL of the square region to be the dis-
tance between the pole and the equator.
Now we introduce the expansions
Fq rf ,). Foy tFn + fuM Z
2. -A 0
{O'o nFomren.,Fhm t)YF~4 Y
and
When the expansions are substituted into (108) - (111), and coefficients
of like orthogonal functions are equated, we have the following non-di-
mensional spectral equations.
/ /OI/Z (114)
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In the following we shall take
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The value of 9O) will change from one experiment to another.
The ratio Yr & may be regarded as the ratio of the imposed
thermal Rossby number in the upper layer to the: imposed thermal Ross-
by number in the lower layers. By changing this ratio we hope to get
some understanding of how the equator-to-pole temperature difference
in the lower stratosphere (corresponding to 24i LJ* 9/c, in our model)
depends upon the vertical distribution of meridional differential heating.
The method of solution will be the same as the previous experi-
ment except that the steady symmetric solution will be taken as the ini-
tial basic flow in each case.
It should be mentioned here that the statistics of the dynamic
system (114) - (128) without thermal forcing in the second mode, i.e.,
r for all ( and n , is not unique. , I intransitive cir-
culations, one different from the other only in the sign of the second
mode, may developthe choice between them is determined by the initial
conditions (Lorenz, 1963b). However, this causes no trouble to us
since in the following we are only concerned with the overall temperature
difference from the equator to pole disregarding the detail in between.
Case 1. 6< = 3 = .1168
This case roughly corresponds to the previous experiments.
Therefore it will be qualitatively compared with the previous experiment
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concerning the following major points:
a) the equator-to-pole temperature difference in the upper
layer
b) fhe major mechanism responsible for the equator-to-pole
temperature difference
c) the relationship between eddy heat transport and the energy
conversion (A '. k') , and
d) the interaction between the upper and lower layers revealed
by the constrast of the energy conversion (A -K') in the two layers.
The steady-state symmetric solution in this case
= -. 1531 x 10 2
. 7358 x 10~1
0. 9778 x 10~1
= .3280
= . 7699 x 101
&. = = 0 for all i
One notices that the meridional temperature profiles in both lay-
ers are monotonically decreasing from the equator to the pole. The
initial condition of the experiment consists of the steady symmetric so-
lution and a very small perturbation part which is independent of height.
The time increment for numerical integration is so chosen that the solu-
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tion does not blow up at the end of the total time interval of 50 days and
that a smaller time increment will not give a significantly different re-
sult. The chosen time increment is . 1013 or 1/80 day. This im-
plies 4000 time steps for 50 days.
The time sequences of the non-dimensional equator-to-pole
potential temperature differences in the upper and lower layers, 0,,
and 64,,, are shown in Figure 15. Both 9,, and oscil-
late rather regularly. In the lower layer the oscillation of t9e,
settles down quickly to a value about . 250 which corresponds to an
equator-to-pole temperature difference about 50 0 C. The minimum value
of 0.., is .170 corresponding to a temperature difference about
34 0C. In the upper layer, the temperature oscillation lags 2 - 5 days
behind that of the lower layer. Before the 10th day the G2, changes
very slowly. Then it decreases rapidly as the waves grow and transport
heat northwards. The temperature difference &,,, reduces to zero
at the time when &,y reaches its minimum. Then &g becomes
negative and oscillates between -. 060 and -. 170 with no apparent sign
of settling. However, the mean value of O, in a complete cycle ap-
proaches a value of -. 125, corresponding to an equator-to-pole temper-
ature increase of 16. 80 C. This value is in good agreement with the value
in the previous experiment. It is very interesting to notice that there
9401
0201
10 15 20 25 30 35 40 45
Day - >
(Series A, case 1) ; non-dimensional units.
50
04,, and e8Figure 15. Time sequences of
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is a small equator-to-pole temperature increase in the initial flow of
the previous experiment but in the case here we have a monotonic equa-
tor-to-pole temperature decrease instead, yet a large equator-to-pole
temperature increase is obtained. A careful scrutiny shows the follow-
ing. Almost from the very beginning to the 14th day eddy available po-
tential energy is converted into eddy kinetic energy both in the lower
layer and in the upper layer (see Figure 17). The baroclinic produc-
tion of eddy kinetic energy in the upper layer is likely stimulated by
the production of energy in the lower layer. The eddy heat transport
associated with the production of kinetic energy is poleward in both
layers. The original meridional temperature gradient, proportional
to e, , is gradually reduced and is completely washed away before
the 15th day. As a result of the vanishing of zonal baroclinicity in
mode 1, the energy conversion process [A', K'I in the upper layer
reverses its direction. Meanwhile, an overshoot of poleward heat trans-
port sets up a slight equator-to-pole temperature increase in the upper
layer -- a negative e. . Now the eddy heat transport associated with
the reversed energy conversion, (A'. KJ < o , is up-gradient, that
is, still northward, the establishment of a strong equator-to-pole temper-
ature increase is then on the move.
In order to further see the importance of the horizontal eddy
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process to the equator-to-pole temperature increase, the change of
a.., due to the effects of horizontal eddy transport, meridional cir-
culation and non-adiabatic heating are given in Figure 16. Is is clear
that the effect of horizontal eddy transport is always opposite to the
effect of mean meridional circulation, and generally the former is
much bigger than the latter. The effect of non-adiabatic heating is
momentarily much smaller than the other two. However, its long term
mean is important as one expects. A comparison between the actual
change of O,.og and the rate of change due to eddy heat transport only
leads us to the conclusion that horizontal eddy heat transport is the con-
trolling process of the equator-to-pole temperature difference. All
these are in good agreement with the results of the previous experiment.
Shown in Figure 17 are the time sequences of the energy conver-
sions (A - Aj , A -') and (A ) . The complete out of phase
condition between [Az-Az and f Az' is precisely what we postu-
lated in the introduction and what we have found in the previous experi-
ment. It supports the follwoing idea. No matter how complicated a
hydrodynamic system is, the quasi-geostrophy constrains the system
in such a way that baroclinic production of kinetic energy is generally
accompanied by down-gradient horizontal heat flow and baroclinic con-
sumption of kinetic energy is generally accompanied by up-gradient
-4-
-6-
-8-
-10 -
-12 -Due to convergence of ed
- - - Due to meridional circula
-14- 
------ Due to non-odiabatic he
10 15 20 25 30 35 40 45
Day
Figure 16. Time sequences of the components of j 6** in Series A, case 1 (10-3 n
clt
dy heat transport
tion
ating
50
on-dimensional units).
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horizontal heat flow. We have just mentioned in this case the north-
ward heat flow before the 18th day, first down-gradient before the 14th,
then up-gradient from the 14th to the 18th, actually destroying the ini-
tial monotonic equator-to-pole temperature decrease and building the
equator-to-pole temperature increase. The subsequent alternation of
the heat flow was tending to maintain the equator-to-pole temperature
increase.
The phase relation between (As'Is' and [A- 4) shown in
Figure 17 is very interesting. Before the reversal of the equator-to-
pole temperature difference the conversions (A,.4 ') and A4'-I<4')
are in phase; a few days after the reversal, [A2.K'f) accomplishes
a remarkable phase adjustment so that (Az'-K1J and there-
after are generally more than 900 out of phase. To the lower layer the
upper layer first behaves like a subordinate before the reversal of the
equator-to-pole temperature difference, then becomes a resistant or
a compensator after the reversal. The latter part of the role of the
upper layer was known in the previous experiment (see Tables 15, 17
and 18 and Figures 5 and 6).
Case 2. -9 = 0
The steady state symmetric solution in this case is
so;l = -. 1380 x 10 -2
- [A'4 K4]
-_- -[Aj K']
[A'2 A2
10
0
C
0
-3
- 4- |L
Figure 17.
I..
I
I
I
t I
I
'I
I
Time sequences of energy conversions
Day -
(Al- 
%%~ /
40
[AI) ,and (Aq.Pe4}
.31 x 10~4 non-dimensional units;
.. 23 x 10-3 non-dimensional units.
I-'
I
- N
Units:
(A', .f'-4)
50
(Case 1).
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so30 = . 7378 x 10~
9301 = . 6580 x 10-1
0,4.1= . 3282
92, = -. 2542 x 10-1
197' = da = 0 for all /t
It is noticed that the upper-layer meridional circulation forced
by the lower layer sets up a slight equator-to-pole temperature increase
of about 3. 40 C. This symmetric solution plus the same perturbation
part as in Case 1 will be the initial flow. Because of the equator-to-
pole temperature increase the upper layer is characteristically different
from the lower layer from the very beginning of the integration of the
wave regime. The symmetric flow is supercritical to the distrubances.
The disturbances immediately start to release kinetic energy from avail-
able potential energy and grow. Since the sense of baroclinicity is dif-
ferent in the upper layer, the waves in the upper layer do not go along
with their lower part in the lower layer in the production of eddy kinetic
energy. Instead, they convert eddy kinetic energy into eddy available
potential energy and build a strong equator-to-pole temperature increase
within the upper layer. The sequence of the events are exactly the same
as in the first experiment discussed in Chapter 6. The time sequences
of & and are shown in Figure 18. Both & and
oscillate quite regularly and apparently settle down to the
9401
t/
-2 L1 I I i i I i I i
10 15 20
Figure 18. Time sequences of 19., and 92,1
25 30 35 40 45
Day >0.
(Series A, case 2); non-dimensional units.
50
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values . 250 and -. 145 respectively. The time sequences of the energy
conversions (A' - ') , (A'A) and [A'.K') are given in Figure
19. The phase relationship between them is the same as in the first
experiment (see Figure 5 and Tables 15, 17 and 18).
Case 3. - 3 = . 2628
The steady-state symmetric solution in this case is
y O;= -. 1720 x 10 - 2
= . 7333 x 10-1
= .1378
= . 3277
0201 = . 2050
S= 2= 0 for all £.
It is noticed that the increase of the imposed differential heat-
ing in the upper layer has a practically undetectable influence on the
steady symmetric solution of the lower part while it is very important
to the upper part of the solution.
The results of the time integration of the wave regime in this
case is briefly given in Figures 20 and 21. Because of the larger baro-
clinicity existing in the upper layer than the previous cases, the lower
layer baroclinic activity increases relative to the previous cases and its
effect shows up in the fact that L9., in this case approaches to a
[A4 K'j
[A-2 K'2
[A'2 iA21
I.
, '/
I
I
" I
N
N / N
N.
10 15 20 25
Day
Figure 19. Time sequences of energy conversions
Units: (AA"-17  , fA2 'K.[ .31
# .23
30 35 40
(6,- 27 , (A-4-kr.and [A',
x 10~4 non-dimensional units;
-3
x 10 non-dimensional units.
"N/1I
(Case 2).
.3
0.
E
C
0a._
0401
Figure 20. Time sequence of e40 and 24j
10 15 20 25 30 35 40 45
Day - p
50
(Series A, case 3); non-dimensional units.
I
0
0
C
0
0
- I
5
Figure 21.
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[A'2 2 ]
/ -..
- -/\
20
Time sequences of energy conversions
I ,
/ \
30
Day - *
(A' ] ,A - ,
40 45
and [A4 
- K)
-4
. 31 x 10 non-dimensional units;
-3
. 23 x 10 non-dimensional units.
Units:
(A ,
50
(Case 3).
-143-
smaller value, . 230, than the previous cases. Even though the baro-
clinic activity in the lower layer and consequently its influence on the
upper layer increase relative to the previous cases, the northward heat
transport associated with the production of eddy kinetic energy fails to
upset the increase of temperature from the equator to the pole. The
minimum value of 2o is no less than . 100 which corresponds to
a equator-to-pole temperature decrease about 13. 4 0C. The oscillations
of 9,, , [A' K and A are more frequent and irregular
than the previous cases and exhibit a kind of interference of two dif-
ferent frequencies. (A'A) and [A 'K 2] are always completely out
of phase as in the previous cases. However, the phase relationship
between [A and [A- K4 are quite different. It seems that
they both are composed of two oscillations with different frequencies
(not subharmonic) but the one with higher frequency only clearly shows
up in the upper layer wherein its amplitude is at least comparable to
the one of lower frequency. A comparison between this case and the
previous cases almost certainly concludes that the higher frequency
oscillation of baroclinic energy conversion is enhanced by the increase
of differential heating in the upper layer.
In summary, the results of the above cases have shown the fol-
lowing.
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a) For the case corresponding to the first experiment, the
magnitude of total temperature increase from the equator to pole in the
upper layer, the relationship between the energy conversions tA X('
and [A -A) , and the inter-layer interaction exhibited by the relation
between [A- KAJ and [A'./ ') are in good agreement with those in
the first experiment.
b) The increase of the ratio of the thermal forcing 0 zo, / O44,
( Grej and both positive, no other thermal forcing) relative-
ly increases the potential of the active baroclinical activity in the up-
per layer or reduces the passivity of the upper layer. There likely
exists a critical ratio of 9 zbI / 9/ , which may be a function of
other parameters such as the static stability ratio 52 / S, , the ratio
of Prandl number etc., above which the value of e2o can not statis-
tically be negative. Below the critical ratio of thermal forcing the mag-
ritude of 6z 0 would be in control of the lower-layer themal forc-
ing G and the lower-layer parameters such as P5  . The
4o/
change of would make no significant difference.
Series B
In order to verify the above conclusion about the dependence of
ey, on the ratio 4, / 9V another series of experiments will
be briefly presented in this section. In this series everything is the
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same as in Series A except that the eddy part of the initial condition
is changed and a small thermal forcing in the second mode is imposed
on the flow. Namely,
&2 -. 0584 = O /6
0o2 4o~
The results of temperature oscillation in both layers are shown in Figure
22. The general character of the curves is the same as the correspond-
* e3
ing cases in Series A except in the case I92 / = which seems
to be the critical value of the present series. This further supports
the above conclusion b.
An additional case
In this case we attempt to get some idea about the sensibility
of 62o, to the change of Austausch coefficient in the upper lay-
er. All the parameters are the same as in Case 1 of Series A except
that ,/ 2 and consequently .2, here are ten times as big as in Case
1 of Series A. The time sequences of 026, and &4,; in this case
are shown in Figure 23 together with those in Case 1 of Series A.
Clearly, the change of Austausch coefficient in the upper layer is in-
significant to the value of as far as ,u is smaller than the
Austausch coefficient in the lower layer.
[-U--.
*.3 N7 -~ N.
%- -.-- -
N
~- _ -
- 1-- -
.2-
0-
-.2
I0 20 30 40
Day -
F e T s c (upper curves) and 02 ( cn
/7
Case
2
- ---- 3
50
(lower urves)in Series B.Figure 22. Time sequences of
&401
'I
20)
10
Figure 23.
15 20
Time sequences of 94,
25 30 35 40 45 50
Doy A -
and 02, in the case lg = 82. 5 gm cm sec'l (solid lines).
The dashed lines are reproduced from Figure 15.
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8. SUMMARY AND CONCLUDING REMARKS
The object of this study has been to account for the observed
equator-to-pole temperature increase in the lower stratosphere from
the hydrodynamic point of view. To do this, simplifications of the hy-
drodynamic equations have been made and the atmosphere is represented
by a nearly quasi-geostrophic model with static stability increasing up-
ward rapidly and latitudinal differential heating increasing downward
which heats the atmosphere in low latitudes and cools the atmosphere
in high latitudes.
We have suceeded in reproducing the temperature increase from
the equator to pole in the model. The magnitude of the equator-to-pole
temperature increase is found to fluctuate between a few degrees centi-
grade and the lower thirties. The mean value is quite comparable to
the observation. Northward eddy heat transport is found to be the di-
rect cause for the temperature increase from the middle to high latitudes,
while the tropical direct meridional cell seems responsible for the
northward temperature increase in the tropical region.
It is found in the model that a baroclinic production of eddy ki-
netic energy, i. e., ( A'- K'] y>o , is accompanied by a down-gradient
eddy heat transport, and a baroclinic consumption of eddy kinetic energy,
i. e., A'. K' <0 , is accompanied by an up-gradient eddy heat trans-
port. This is in fact due to the quasi-geostrophic constraint on
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large-scale motions.
The northward eddy heat transport in the upper layer is found
to be a necessary result of the quasi-geostrophic constraint and the
passive nature of the upper layer which is predetermined by the com-
bined vertical distribution of latitudinal differential heating and hydro-
static stability. To be more precise, it is found in the model that
when the baroclinicity of the upper layer, although weak, is in the
same sense as the lower layer, i. e., temperature decreasing north-
wards, the upper part of an energy-generating wave also converts eddy
available potential energy into eddy kinetic energy under the stimula-
tion of the lower major part, the eddy heat transport in the upper layer
is then northward, or down-gradient, to reduce the latitudinal tempera-
ture gradient. When the baroclinicity of the upper layer is in the sense
opposite to the lower layer, i. e., temperature increasing northwards,
the upper part of an energy-generating wave consumes the wave energy
supplied from below by the lower major part, eddy heat transport in
the upper layer is then up-gradient, also northward, to enhance the
latitudinal temperature gradient. In those experiments where the ini-
tial upper-layer temperature decreases northward (e. g., Case 1 of
Series A and B) the northward eddy heat transport in the upper layer,
first down-gradient as temperature decreases northward then up-gra-
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ient as temperature increases northward, actually builds up a big
equator-to-pole temperature increase in the upper layer from the ini-
tial monotonically northward-decreasing temperature distribution.
Should the same thing happen if the vertical distribution of latitudinal
differential heating and static stability be arbitrarily assigned in the
model? The answer is no. One may consider the case in which sta-
tic stability increases upwards and latitudinal differential heating in
the upper layer is intense enough to set up supercritical baroclinicity
in the layer; the down-gradient eddy heat transport associated with
eddy kinetic energy production should then never be able to reduce
the latitudinal temperature difference far below the critical value
which presumably is quite different from zero. Hence, intuitively,
there may exist a critical case for a layer to be forced by its neigh-
boring layers such that the overall temperature gradient in the layer
is opposite to the sense of the latitudinal differential heating. This
possibility has been partially investigated with all parameters fixed
except the upper-layer latitudinal differential heating, or the ratio of
the latitudinal differential heating in the upper layer to the latitudinal
differential heating in the lower layer. Here we assume that horizon-
tal differential heating can be to some extent independent of vertical
differential heating. Although we have not determined it numerically,
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there is clearly indicated the existence of a critical value of the ratio
above which the equator-to-pole temperature difference in the upper
layer can no longer be opposite to the latitudinal differential heating i
in the layer. Below the critical ratio the magnitude of the reversed
equator-to-pole temperature difference seems not significantly de-
pending upon the ratio (or the upper differential heating).
For the existing atmospheric conditions the energy aspects of
the model have been examined. The energy distribution and transforma-
tions are generally in good agreement with the observations in the real
atmosphere. It is particularly interesting that the model is surprising-
ly successful in portraying the passive nature of the lower stratosphere.
In the upper layer of the model both zonal and eddy available energy are
dissipated by non-adiabatic heating or cooling. Eddy available potential
energy supplies a large amount to zonal available potential energy to
compensate the radiation loss and gets a supply from eddy kinetic energy
to compensate its own loss. Eddy kinetic energy is reinforced by the
lower layer.
It is quite interesting to notice that in this simple model up-
ward energy transport due to large-scale waves supplies almost all the
energy the upper layer needs. Care must be exercised in considering
its reality though. It is also noticed that our model may be used to re-
veal certain aspects of the interaction between the lower stratosphere
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and the upper stratosphere simply by reversing the vertical distribution
of latitudinal differential heating, i. e., latitudinal differential heating
increases with increasing height.
It is quite surprising that the oscillation in energy transforma-
tion persists in the upper layer after the lower-layer oscillation appar-
ently tends to settle. It seems to be an unreal feature which might
either result from the lack of sufficient coupling or the distortion of
the movement of planetary long waves by the governing equations. This
perhaps indicates that a multi-layer quasi-geostrophic model is still
not good enough for synoptic studies of planetary long waves.
It is also interesting to notice that the argument in this study
may equally well apply to any planetary atmosphere characterized by
quasi-geostrophic motion and within the domain of wave regime. For
that kind of application it may be of value to carry the investigation over
a wide range of static stability and horizontal differential heating.
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APPENDIX
Define
where ,A 5 P ) is the associated Legendre function of
order 'n and degree n ( n , r integers ot? j7r/) and P is
normalized so that
0I Pd7 j 7, = 7,7r, =-- hi (Al)
and
and degree
is called a surface sperical harmonic of order M
71, since it satisfies the equation
d6~
dv 24 = -n(t+1) a (A3 )
Here ,2 is the sperical two dimensional Laplacian operator and a
is the radius of the sphere.
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The following recurrence formulas -will be useful.
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let us find
O Y
A" 1 and .1 in terms of
and c .
By (A3) we have immdeiately
90
-a2 7~)'=f>'iI
ago,
~)bo r(n-
M
Since
3(^1B) - _T _ _
By 1A7) and (,4io) we have
5- Y/
$ ) /
L |le (LAi')
5t r 4%it?)A[YP d 7
If both sides of the equation are multiplied by
and integrated over the entire sphere, we obtain
P" e
PC~ f. 401
where -y 7y, , and use of (A) and (42) have been made.
Similarly, by (A g) , (//v) and (A/1) we obtain
*/rr
Y1
where
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Since
-#- -A V
ar
l/v #V / ,A '4a' d 3L
By (A q ) we have
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~ d id d(St,) S/h 4
If both sides of the equation are multiplied by
-V" v,
,P,
integrated over the entire sphere,
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Use of (Al) and (A-) have been made.
Making use of (A.) and (As) we have
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Making use of ( A) we have
C ( 1 3 ) -2 1+ )2 | ( 1)(2 +)*-~ -L-(nmL'7mI
similarly
771
-n+1
In this study tn , n are small number.S. The integrals
"I1 "I ? 3
L7I
Y1n,
-p,$
are evaluated by direct integration.
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