In this study we use the wavelet analysis to construct a test statistic to test for the existence of a trend in the series. We also propose a new approach for testing the presence of trend based on the periodogram of the data. Since we are also interested in the presence of a longmemory process among the data, we study the properties of our test statistics under different degrees of dependency. We compare the results when using the band periodogram test and the wavelet test with results obtained by applying the ordinary least squares (OLS) method under the same conditions. A common issue in time series analysis is the decomposition of the different components of variation. In some applications, it is important to decompose a time series into a low frequency (trend) component, and a high frequency (noise and periodicity) component. The multiresolution analysis is a convenient setting for decomposing and describing the different scales of variation in the data, and the periodogram is a simple way for decomposing the variation into low and high frequencies. It seems natural to turn the attention to other tests which are based on the low frequency part; in wavelet domain as well as in frequency domain. In this study we use the wavelet analysis to construct a test statistic to test for the existence of a trend in the series. We also propose a new approach for testing the presence of trend based on the periodogram of the data. Since we are also interested in the presence of a long-memory process among the data, we study the properties of our test statistics under different degrees of dependency. We compare the results when using the band periodogram test and the wavelet test with results obtained by applying the ordinary least squares (OLS) method under the same conditions. usually look like having some trends. This makes it hard to distinguish between these processes. Several authors have considered this problem. Smith (1993) adapts the OLS estimator to test for trend in temperature time series. Deo and Hurvich (1998) investigate the use of OLS estimators to estimate the linear trend for a time series in the presence of additive LM noise. Künsch (1986) provides a method to discriminate between small monotonic trends and LM processes by examining the distribution of the periodogram. Brillinger (1994) and Brillinger (1996) apply the wavelet transform by using the Haar wavelet to provide pointwise confidence intervals for a trend estimation. Craigmile (2000) and Almasri (2000) use the Daubechies wavelet filters for testing the trend in the presence of the FD processes. In the present paper we develop tests for trend which are based on on the low frequency part; in wavelet domain as well as in frequency domain. The paper is organised as follows: section 1 gives an introduction. The methodology introduced in section 2, in section 3 we define the trend and trend tests while in section 4 we present a simulation study, and finally, we give a short summary and conclusions in section 5.
Methodology
In this section we will introduced the theory that has been used in this study.
Fractional Difference Processes
The autoregressive fractionally integrated moving average (ARFIMA) processes introduced by Granger and Joyeux (1980) and Hosking (1981) are the most widely used class of long-memory models. A process {X t } follows an ARFIMA(p,d,q) process if
where { t } are identically independent distributed (i.i.d) with zero mean and σ 2 variance and where 
the process is called a stationary Long-Memory process (LM). The spectrum has a pole at zero frequency, and the process exhibits slowly decaying auto-covariances. When d = 0 in (1), an FD process becomes a white noise process. When d ≥ 1 2 the process is a non-stationary process. Such process will not be considered further here.
The periodogram
The periodogram was first introduced by Schuster (1898) and was used to search for hidden periodicities and, naturally, it became a tool for testing the presence of periodic components.
Consider a stationary process {Z t } -which we assume has zero mean and absolutely continuous spectral density function (SDF) given by S(f ) -with autocovariance sequence (acvs) given by s τ , τ = 0, ±1, ±2, . . .. The following relationship between the spectral density and autocovariance sequence holds,
This relation holds if the auto-covariance sequence (acvs) s τ is square summable, i.e., if
For LM processes the acvs is not necessarily a square summable sequence, so that the relation (3) does not always hold.
A naïve estimator of the spectrum is given by the periodogram, in which the autocovariance in (2) is replaced by a biased estimator, The periodogram is hence given bŷ
The periodogram is often evaluated at the Fourier frequencies
, where x is the greatest integer less than or equal to x. The periodogram can be a good approximation to the true spectrum in cases with small spectral range, in other cases it can be an extremely poor estimate of the spectrum. The disadvantages of the periodogram are well documented, readers are referred to Priestley (1981, Ch. 6 ) and Percival and Walden (1993, Ch. 6) . A modification that improves the properties of the periodogram is tapering. Tapering is a common technique to reduce the bias of the periodogram. In this paper we will work with the raw periodogram without taking into account the tapering technique. The technique can however be extended in the future by using such improving techniques.
The band Periodogram
In this section we introduce the band periodogram that has been introduced by Almasri(2000) . This approach can help us in analysing the FD processes. The main idea behind this approach is to divide the Fourier frequencies into different frequency intervals or bands, matching the band-pass of the DWT, i.e. (2 −(j+1) , 2 −j ]. Each band in this case of the FD process might be regarded as a bounded spectrum of a stationary process. We shall now investigate the properties of the spectrum and its estimate at different bands. Before we study the band spectrum and the band periodogram, we have to define the spectral density function (SDF) and the periodogram. For a stationary process {Y t } with a SDF S(f ) that is continuous over the Nyquist range, it can be shown that, subject to the finiteness of certain high order moments,Ŝ 
asymptotically as N → ∞. Hence, for a N large enough the periodogram ordinates at the grid of Fourier frequencies are all approximately pairwise uncorrelated; i.e.,
For more details about the spectral analysis, readers are referred to Priestley (1981) and Percival and Walden (1993) . Let us now define the band decomposing of the spectrum of the process {X t } with the following spectrum
where I [.] is an indicator function, the first part in the right of (9) collectively represents the high-frequency spectrum S H (f ) and the second part represents the low-frequency spectrum S L (f ). The basic estimator of S(.) is the periodogram and in the same way we define the band decomposition of the periodogram
We call the first part of (10) the high-frequency band periodogramŜ
j=1Ŝ j (f ) and the second part the low-frequency band periodogramŜ L (f ). 
The Discrete Wavelet Transform
The key idea of the discrete wavelet transform (DWT) is to decompose a series orthogonally into different new series. Let X = (X 0 , . . . , X N −1 ) be a data vector of length N, where we assume that N is an integer divisible by 2 J , where J is a positive integer. The wavelet and scaling filters are used in parallel to define the DWT i.e., we have two types of coefficients in the DWT based on these two types of filter: the scaling coefficients and the wavelet coefficients. The pyramid algorithm, introduced by Mallat (1989) , uses linear filtering operations. The first stage of the pyramid algorithm for computing DWT consists of transforming the time series X into the N/2 first level scaling coefficients and the N/2 first level wavelet coefficients. There are J − 1 subsequent stages of the pyramid algorithm. The scaling coefficients for level j (j = 1, . . . , J) are given by
and the wavelet coefficients for level j are given by
where g l is the scaling filter, h l is the wavelet filter, V 0 ≡ X and N j ≡ N2 −j . The modulus operator in (11) and (12) is required in order to deal with the boundary of a finite length vector of observations. This operator circularly filters the data, by using a fast filtering algorithm of order O(N). We see from (12) and (11) that at each step we filter the previous level scaling coefficients using either the scaling or wavelet filter, and then subsample the resulting sequence. The DWT can be defined also by matrix calculation. Let
T . The elements of the subvectors W j correspond to that in (12) and the subvector V J correspond to that in (11). We then have the analysis equation where W contains the DWT coefficients, i.e.,
and W is an orthonormal N × N real-valued matrix whose rows depend on the wavelet filter h l , i.e., Percival and Walden (2000) . We can reconstruct our time series from the wavelet coefficients W by using
We partition the columns of W commensurate with the partitioning of W to obtain
where W j is an N × N/2 j matrix and V J is an N × N/2 J matrix. Now, we can define the multiresolution analysis of a series by expressing W T W as a sum of several new series, each of which is related to variations in X at a certain scale:
The terms in (13) constitute a decomposition of X into orthogonal series components D j (detail) and S J (smooth) at different scales and the length of D j and S J coincides with the length of X (N × 1 vector). Because the terms at different scales represent components of X at different resolutions the approximation is called multiresolution decomposition. Daubechies (1992) introduces two types of wavelets, the extremal phase D(L) and the least asymmetric LA(L). The difference between them lies only in their phase functions, i.e., θ (G) (.) in the polar representation The Haar wavelet or D(2), is a filter of width L=2, that can be defined through its wavelet filter,
or, equivalently, through its scaling filter,
The scaling coefficients for the LA(8) and other Daubechies wavelets are given in Daubechies (1992) .
Trend
We describe the trend here as a long term change in the underlying mean level per unit time. For example, recent concerns about the possibility of climate change have focused attention on temperature series. A crucial question raised by these data is whether the temperature rise of around 0.5 • C could be interpreted as a trend over the last hundred years, see Bloomfield and Nychka (1992) . This trend can be a start of a systematic warming, or an effect of natural variability. The most difficult problem when testing for linear trend is the presence of dependence among the residuals. Because the residuals are dependent, the tests for trend based on the classical OLS regression will be inappropriate. A plausible statistical model for temperature series can consist of a mean level, a possible trend plus a noise term which can be a FD process. However, there are different models for describing various forms of trend, both linear and non-linear, and both stochastic and deterministic. In this work we will study only the model that represents the time series by using a pth-order polynomial function, that is
When p = 0, there is no long-run increase or decline in the time series over time, and p = 1, implies that there is a straight-line long-run growth (if β 1 > 0) or decline (if β 1 < 0) over time. These simple linear trends are often called a deterministic linear trends. 
Trend tests
In this section we will provide three methods for testing the trend:
• the OLS test,
• the wavelet based test and,
• the band periodogram based test.
Yajima (1988) considered a polynomial regression consisting of a polynomial trend with p = 1 and a stationary process with long memory. Based on that we consider the following model
where X t is a FD(d) process.
Ordinary least squares method for testing the trend
In this method we attempt to estimate the parameter β by using the OLS method, i.e. by regressing Z t on t in (14), and we consider the following two cases: Case 1: d = 0. That is, the X t is a zero mean white noise process of constant variance σ 2 X . It is well known that the least squares estimator of β in this case is given byβ
In this case and under the null hypothesis H 0 that β = 0 (against the alternative hypothesis H 1 that β = 0), we consider the following test statistic , the estimatorβ is inefficient. By normalising the above estimateβ by N d , we get the same convergence as for Case 1, see Beran (1994) and Craigmile (2000) . In Section 4 we will calculate corrected critical values for the LS test for different d's via a Monte Carlo method.
A wavelet-based test for testing the trend
We investigate here the wavelet-based approach for testing the trend. In section 2 we introduced the DWT coefficients and we have seen that these can be divided into two different types: scaling coefficients V and wavelet coefficients W . Percival and Bruce (1998) and Craigmile (2000) have shown the ability of the Daubechies wavelet filters to identify trend contaminated FD processes due to of the inherent differencing operations in the filters. This property implies that a Daubechies wavelet filter can transform a FD process of order L/2 or less into • a stationary process, i.e., a process with a lower dependency than the original data series, or
• can annihilate a polynomial of order less than L/2.
This result only applies to the non-boundary coefficients. Thus we can rewrite (14) in terms of the inverse wavelet and scaling coefficients as
where S J represents the trend and J j=1 D j represents the residuals. The above form is valid only for the Haar wavelet since there are no boundary coefficients in the Haar wavelet. Craigmile (2000) Craigmile (2000) . The idea of the wavelet based test for trend is simple. We would like to test the null hypothesis
Craigmile (2000) presented a test statistics for discriminating between this null hypothesis and the alternative hypothesis
The test statistic is defined by
Almasri (2000) introduced a test statistic for discriminating between the null hypothesis (17) and the alternative hypothesis (18) in the same way as in (19), but by taking into account all the wavelet and scaling coefficients. An alternative test statistic introduced by Craigmile (2000) and is given by
In each case the null hypothesis is rejected for large values of the test statistics.
A band-periodogram test for trend
In this section we will describe tests which based on the periodogram to assess the significance of trend in the FD processes. Time series analysts often identify periodicities and trends in the spectral density of a time series. As we have seen in section 2, we can partition the periodogram into two parts, the high frequency partŜ H (.) (identifies periodicities) and the low frequency part S L (.) (identifies trends). These two parts can help us build new tests for the trend. To illustrate the impact of the trend on the periodogram of the FD(d) process, Figure ( 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 In each case we have a sample length of N = 64. We note that the trend has the strongest effect on the low frequency part of the periodogram only. The idea of the tests is simple. We want to know whether the contribution of the low frequency part of the periodogram to the high frequency part is significant. Under the null (17) we expect that the contribution of the low frequency part to the high frequency part is negligible. Hence we propose the test statistic
where N = 2m + 1 if N odd and N = 2m + 2 if N even. We reject the null for large values of BT . In a similar manner as in Section 3.3, we propose a test to examine the existence of a trend. Define
When d = 0, the test statistic (21) has approximately an F distribution since the numerator and the denominator are independent and follow approximately χ 2 distributions.
The size and the power of the tests
This section describes the results of a Monte Carlo study designed to assess the size and the power properties of the tests described in the previous section. We calculate the corrected critical values for the LS test for different d (LS * ) by using a Monte Carlo simulation study. The critical values for the BT , BT * and W T have also been obtained by simulation. Almasri (2000) 
Empirical size
Here we present our main results along with results of our Monte Carlo experiment regarding the dominating effects on the size of the above tests. We calculate the estimated size by observing how many times the null is rejected in repeated samples under conditions where the null is true, which called for type 1 error. We simulate 10000 FD(d) processes with no trend (using different seed than the critical values simulation), and calculate how many times the null is rejected where the null is true. 
Empirical power
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