We propose a sequential monitoring scheme to find structural breaks in real estate markets. The changes in the real estate prices are modeled by a combination of linear and autoregressive terms. The monitoring scheme is based on a detector and a suitably chosen boundary function. If the detector crosses the boundary function, a structural break is detected. We provide the asymptotics for the procedure under the stability null hypothesis and the stopping time under the change point alternative. Monte Carlo simulation is used to show the size and the power of our method under several conditions. We study the real estate markets in Boston, Los Angeles and at the national U.S. level. We find structural breaks in the markets, and we segment the data into stationary segments. It is observed that the autoregressive parameter is increasing but stays below 1.
Introduction
Housing has been the most substantial investment or cost for a large portion of the households so modeling changes in housing prices has received a considerable amount of attention in the literature. Following Shiller (1989, 2003) , Piazzesi and Schneider (2009) and Zheng et al. (2016) we write the change in the log of the housing prices as a linear combination of macroeconomic fundamentals and we also include a first-order autoregressive term of the change in the log housing prices. One of the fundamental questions is if the model stayed stable during the observation or it is segmented into several periods including stationary and nonstationary epochs. Himmelberg et al. (2005) , Mayer (2011), Granziera and Kozicki (2015) , Burnside et al. (2016) and Glaeser and Nathanson (2017) were interested in possible "bubbles" in housing prices, i.e. a short explosive segment in the data. The historical prices of the U.S. real estate markets have gone through several periods of booms, like the California housing boom of the 1880s, the Florida land boom of the 1920s and the peaks in the national real estate market in the 1980s and 2000s. Providing a suitable model for the dynamics of the U.S. housing market has been an important theoretical question in the literature. The national wide booms of the 1980s and the 2000s show common as well as different features. Both booms started on the east coast and spread to the west. According to the S&P CoreLogic Case-Shiller Home Price Indices, Boston housing price increases peaked in early 2005, while Los Angeles real estate price increases reached their maximum in 2006, as the national level price. On the other hand, while the 1980s boom can be explained by a general economic expansion, the source of the housing price increase in the 2000s is different. It has been explained by the "amplification mechanism" of positive expectation of future housing price appreciation. Home buyers started to see real estate as an investment instrument. We refer to Case and Shiller (2003) and Shiller (2008) for more detailed reviews of the U.S. real estate market peaks. Our data example provides a sequential monitoring framework to see how this "amplification mechanism" evolves in the 2000s. In this paper we develop and study a sequential monitoring scheme to detect changes in the parameters of a model which contains linear as well as autoregressive terms. The assumptions on the regressors and the errors are mild, and they are satisfied by nearly all linear as well as nonlinear time series processes. Roughly speaking, they are well approximated with finitely dependent sequences. Under the null hypothesis the model describing the price changes is stable, i.e. it is a stationary process. Following Chu et al. (1996) , the proposed monitoring is based on a detector and a boundary function. When the detector reaches the boundary function, a change is detected. The detector is based on the sum of residuals, but only the training sample is used to estimate some unknown parameters. The boundary function is chosen such that the probability of a false detection under the stability of the parameters null hypothesis is fixed. We also provide results for the consistency of the monitoring under various types of changes in the original model. In the sequential setup consistency means that we stop in finite time with probability one if a change occurred. We also provide several results on the distribution of the stopping time under the alternative. The limits can be normal or not normal depending on the type of the change and the size of the change. We focus on the autoregressive parameter and after the change we can have a new stationary regime, random walk or explosive autoregressive process. The paper is organized as follows: in Section 2 we formulate our model and the detection scheme. We also detail the conditions which are needed in the paper and obtain the limit distribution of the monitoring under the null hypothesis. Section 3 contains the distributions of the stopping time introduced in Section 2 under three types of alternatives. Detailed proofs are given in Appendices A and B. We study the empirical size and power of the sequential scheme in Section 4. Section 5 provides in illustration for our method using data on three U.S. real estate markets. The conclusion of our research is in Section 6.
Mathematical model to sequentially detect changes in real estate prices
In our model we assume that a training (historical) sample of size M is available
where β 0 ∈ R d and
x t = (x t,1 , x t,2 , . . . , x t,d−1 , x t,d ) ⊤ ∈ R d with x t,1 = 1 and x t,d = y t−1 . This means that the structure of the observations y t is the same during the training sample and the observations collected after the training sample obey the same model. Under the detector is
We use the boundary function
where c = c(γ, α) is chosen such that (2.5) holds under the null hypothesis and
We discuss the choice of γ in Section 4. Following Brown et al. (1975) , Horváth et al. (2004) also used recursive residuals to define the detector in case of linear regression (β 0,d = 0 under the null and the alternative). Homm and Breiting (2012) applied fluctuation detectors when they wanted to test if a random walk changes to an explosive autoregression. They did not allow regression terms. Next we discuss some conditions which will be needed to find c = c(γ, α) for our boundary function such that (2.5) holds. Let
The Euclidean norm of vectors and matrices is denoted by · .
is a nonrandom functional defined on S ∞ with values in R d−1 and S is a measurable space. Also, η t = η t (s, ω) is jointly measurable in (s, ω), −∞ < t < ∞ and η t , −∞ < t < ∞ are independent and identically distributed random variables in S. The sequences z t , −∞ < t < ∞ can be approximated with m-dependent sequences z t,m in the sense that with some κ 1 > 4, κ 2 > 2 and c > 0,
. .) and the η * t,m,n 's are independent copies of η 0 , independent of {η t , −∞ < t < ∞}. Assumption 2.1 appeared first in Ibragimov (1959 Ibragimov ( , 1962 in the proof of the central limit theorem for dependent variables. Billingsley (1968) also utilized m-decomposability. Nearly all time series, including linear and several nonlinear processes satisfy Assumption 2.1 (cf. Hörmann and Kokoszka, 2010 and Aue et al., 2014) . 
where {W (u), u ≥ 0} denotes a Wiener process (standard Brownian motion).
We note that γ = 1/2 is not allowed in Theorem 2.1 since in this case the limit distribution would be infinity. 
Asymptotic distribution of the stopping time under the alternative
In this section we investigate the properties of the sequential detection rule when the regression is not stable. Our procedure is tailored for early changes, i.e. s * is small, so we assume in this section that the changes occur early. We concentrate on the autoregressive parameter β 0,d . We consider the cases (i) the observations stay stationary after the change, (ii) they change to a "unit root" sequence and (iii) explosive autoregression after the change.
First we assume that the regression parameter at time M + s * changes from β 0 to δ = δ M = (δ M,1 , δ M,2 , . . . , δ M,d ) ⊤ satisfying
So for any fixed M, the sequence changes from a stationary segment to an other stationary one. We allow thatδ i = β 0,i , i.e. the difference between the regression parameters can be small. We measure the size of change with
Under the alternative y t converges in distribution to y A . The assumption says that the size of the change cannot be too small:
Analogue of Assumption 3.2 first appeared in retrospective change point detection in Picard (1985) and Dümbgen (1991) when the time of change in the mean was estimated. 
Next we show that the upper bound for τ M in Theorem 3.1 is the best possible when we get the asymptotic normality of τ M . Let 
where N is a standard normal random variable. Next we consider the case when y t changes to a random walk at time M + s * :
and the other parameters in the regression also might change
To describe the size of change we introduce
whereβ 0 = (β 0,1 , β 0,2 , . . . , β 0,d−1 ) ⊤ . 
and
Remark 3.1. Ifδ =β 0 , i.e. only the autoregressive parameter changes, thenā 1 = 0. In this case
Next we consider the case when the sequence y t turns explosive after the change at time M + s * . Now we replace Assumption 3.3 with Assumption 3.5. δ M,d =δ d and |δ d | > 1.
Let
and define F (x) = P {Z M +s * ≤ x}. It follows from Assumption 2.1 that the infinite series defining Z M +s * is finite with probability 1. hold, then we have for all x that
Assumption 3.5 is often used to find "bubbles" in financial data. Phillips and Yu (2011) and Phillips et al. (2014 Phillips et al. ( , 2015a ) estimated the autoregressive parameter in an AR(1) sequence and if the estimate is significantly larger than 1, a "bubble" is detected. For a survey on "bubble" detection we refer to Homm and Breiting (2012).
Monte Carlo simulations
In this section we investigate the performance of our limit theorems in case of a finite training sample of size M. Preliminary results showed that the boundary g(M, s) of (2.8) over rejects when H 0 holds. The false positive rates were improved when the boundary function
where c = c(γ, α). The values of c(γ, α) are defined from the equation The critical values of (4.2) were reported in Horváth et al. (2004) and for convenience we provide them in Table 4 .1. The results in Table 4 .1 are based on 50, 000 repetitions of sup 0≤u≤1 |W (u)|/u γ . The Wiener process was approximated on a grid of 10,000 equi-spaced points in [0,1]. We chose d exhibit the number of false alarms before time iM, 1 ≤ i ≤ 10. We used the boundary functionĝ(M, s) of (4.1) with γ = 0, .25, .45, .49 and the size of the training sample was M = 50, 150 and 300. The results are based on 10,000 repetitions. Under the null hypothesis we considered the following data generating processes: DGP(i)
where the η t,k 's are independent, identically distributed standard normal random variables. Also, the ǫ t forms a GARCH(1,1) process defined by
where the h t,ǫ 's are independent, standard normal random variables, independent of DGP(iii) Now in addition to (4.6), the explanatory sequences are also given by GARCH(1,1) processes
where the innovations
The explanatory variables satisfy (4.7) but now h t,2 = h t,3 = h t,4 = h t,5 which are independent and identically distrubuted standard normal random variables. The variables
In our Monte Carlo simulations the variables {(x t,2 , . . . , x t,5 ), −∞ < t < ∞} and {ǫ t , −∞ < t < ∞} are independent. In case of DGP(i) and (iii), the coordinates of (x t,2 , . . . , x t,5 ) are independent while strongly dependent under DGP(ii) and (iv). The simulation results in Next we consider the behaviour of the monitoring scheme under the alternatives discussed in Theorems 3.1-3.5. We recall that under H A
The explanatory variables (x t,2 , x t,3 , x t,4 , x t,5 ) are generated as in DGP(ii), i.e. dependent AR(1) sequences. The variables ǫ t are independent standard normals or GARCH (1,1) sequences. As before, we used the boundary functionĝ(M, s) of (4.1). The significance levels were α = .10, .05, .01 and s * = 1, 10. We considered the following data generating processes: 
The data generating process is as in DGP(v) but now ǫ t is given by the GARCH (1,1) sequence 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 0.25 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 0.45 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 0.49 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 δ M,6 = 1.25 0 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 0.25 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 0.45 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 0.49 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 In this section, as an example for our theory, we focus on the U.S. housing prices to illustrate our online monitoring procedure. The literature has discussed the link of housing prices to macroeconomic fundamental variables using linear regression model. The fundamental variables frequently applied in the literature include personal income per capita, mortgage interest rate, employment on the demand side and housing starts on the supply side. These variables are used to explain the dynamics of U.S. real estate prices in the long run horizon (Case and Shiller, 2003; Gallin, 2006; Shiller, 2015) . Beside these macroeconomic fundamental variables, first-order autoregressive term of the change in the log housing prices was included in the regression model to account for the momentum effect because real estate acts as an investing instrument. For further information we refer to Shiller (1989, 2003) , Piazzesi We used the S&P CoreLogic Case-Shiller Home Price Index series, which is the leading measure of U.S. residential real estate prices and tracks changes in the value of residential real estate, as the proxy of housing prices. We studied the housing prices in U.S. at the national level and at two metropolitan areas: Los Angeles and Boston. The S&P CoreLogic Case-Shiller Home Price Index series for these three markets are exhibited in Figure 5 .1. Figure 5 .1 depicts an upward housing price trend in the U.S. at the national level, as well as in Los Angeles and Boston between January 1994 to December 2000. The set of macroeconomic fundamental variables included in our model: Figure 5 .4 shows the boundary function and the detectors. We note that on Figure 5 .4 the monitoring starts at the same point but it is a different physical time for the three markets. It is clear from Table 5 .2 that the autoregressive parameter changes if there is a change and it is increasing with time. However, with the exception of the national market, the autoregressive parameter stays far away from 1. The estimates are .93 and .84 for the national market and for Los Angeles, respectively. During the second monitoring phase, structural breaks were detected almost two years before the prices peaked in 2006 during the 2000s real estate boom. Our monitoring process finds increasing autoregressive parameters in the three markets and hence it confirms the "amplification mechanism" advocated by Case and Shiller (2003) . The "amplification mechanism" is the strongest in Los Angeles, which was undergoing faster price changes than Boston. Since the autoregressive parameters are below 1 in the first and also in the second phase of our monitoring, it is unlikely that "bubbles" formed in the sense of Linton (2019) . It is also useful to note that the estimated R-square is increasing with the autoregressive parameter, so the autoregressive part explains more and more of the changes in the housing prices. The momentum effect, caused by the herding behavior of transactions, tends to disengage the log of housing price index changes from the macro fundamentals. 
Conclusion
In this paper we consider a model which includes linear and autoregressive terms to model changes in real estate prices. The observations and errors are weakly dependent, including the most often used linear and nonlinear time series sequences. We propose a sequential method to detect possible changes in the parameters of the model. The monitoring scheme is based on a detector and a suitably chosen boundary function. The limit distribution of the sequential monitoring scheme is established under the null hypothesis of stability of the model. We determine the asymptotic distribution of the stopping time when structural break is present. We focus on the possible changes in the autoregressive parameter. Using Monte Carlo simulations we illustrate that our results can be applied in case of finite sample sizes. We suggest a boundary function which provides the right size of the monitoring even in case of small and moderate historical (training) samples. We also study the power of the procedure and the time to detect the structural break. A data example is also given. We sequentially looking for possible structural breaks in the real estate markets of Boston, Los Angeles and at the U.S. national level. We find structural breaks in the data, and find stationary segments. The autoregressive parameter of the segments is increasing but it stays below 1. Hence the "amplification mechanism" of Case and Shiller (2003) is confirmed by the data analysis but no bubbles in the sense of Linton (2019) were found.
Proof. Elementary arguments give that
where w t is defined in (3.1) andβ 0 = (β 0,1 , β 0,2 , . . . , β 0,d−1 ) ⊤ . By the stationarity of w t and ǫ t we have
Using now Assumption 2.1, the Bernoulli representation for y t is established. According to the definition of y t,m we have that
and therefore
Using Assumption 2.1 
Assumption 2.1 and (A.2) imply that
where N 1 is a d-dimensional normal random vector with EN 1 = 0 and N 1 N ⊤ 1 = D. Hence the proof the first part of Lemma A.2 is now complete. It follows immediately from the independence of {x t,ℓ , −∞ < t < ∞, 2 ≤ ℓ ≤ d − 1} and {ǫ t , −∞ < t < ∞} and Assumption 2.2 that Ex 0,1 x t,1 ǫ 0 ǫ t = Eǫ 0 ǫ t = σ 2 , if t = 0 and 0 if t = 0,
Similarly,
By the definition, x t,d = y t−1 . Using the representation in (A.5) we get that 
where C 1 is a constant. We write that
Hence for any v > 0 we have that P sup 
where W stands for a Wiener process. Using (A.14) we get 
since we can assume without loss of generality that 0 < δ < 1/2 − γ. By the scale transformation of the Wiener process we have that 
where W stands for a Wiener process. Hence Let
.
We showed that where N stands for a standard normal random variable. Using now (B.21), the lemma is proven.
