Abstract
Introduction
Network traffic modeling is an essential part of any simulation-based network performance study, such as a capacity planning study. Accurate representative workloads are crucial for these studies, for successful realization of cost-effective, high-performance network designs.
Recent research in network traffic measurement and analysis has shown that network traffic is long-range dependent (LRD) [8] . In simple terms, the LRD property means that the traffic has a non-degenerative autocorrelation structure, and that there is similar-looking burstiness in the traffic structure across many time scales (e.g.. four or more orders of magnitude, from milliseconds to minutes or more).
Significant early work on LRD network traffic was done by Leland et al. [8] . Their paper showed that Ethernet LAN traffic exhibited the mathematical property of selfsimilarity (a special type of LRD behaviour). The property of network traffic self-similarity is quite ubiquitous: it has since been confirmed as present in WAN TCP/IP traf- More recent research work has identified a multijractal structure in Internet traffic [4] . In multifractal traffic, the scaling behaviours in traffic are different at different time scales, as opposed to following a global time-scaling relationship as in the special case of nionofractal (i.e., selfsimilar) traffic. These differences are due to the combination of hardware-level, protocol-level, and networklevel effects in the traffic, each operating at different time scales [3] . The qualitative differences between monofractal and multifractal traffic are summarized in Table 1 .
The foregoing network measurement research sparked the development of many mathematical models for correlated and long-range dependent traffic, in an effort to understand impacts on network performance. This work includes TES (Transform-Expand-Sample) processes [6, 71, Fractional Brownian Motion (FBM) [IO] , cascades [4] , wavelets [9, 121 , and many others.
The purpose of this paper is to describe a visually interactive traffic modeling front-end that has been built to work with these types of traffic models. In particular, this paper describes the design and operation of three toolkits for the generation and analysis of LRD traffic: synTraff, WsynTrafl, and MsynTraff. Each is called a "toolkit" since it provides a common Tcl/Tk interface to a set of related C/C++ programs for traffic generation and analysis. Figure 1 shows the graphical user interface (GUI) for each of these toolkits.
The toolkits can be used to model monofractal and multifractal traffic [ l] . The synTraff toolkit uses a three-step modeling approach [ 131 based on F-ARIMA processes to generate monofractal traffic, which can be described using the three Norros traffic parameters (m, a, and H ) [IO] . The other toolkits are for modeling multifractal traffic: WsynTraff implements the Wavelet-domain Independent Gaussian (WIG) model [9] , and MsynTraflimplements the Multifractal Wavelet Model (MWM) [ 121. All three tools can be used to generate synthetic LRD traffic streams for use in network simulations.
The remainder of this paper is organized as follows. Section 2 provides an overview of the toolkits (e.g., modeling process, inputs, outputs, and system requirements). Section 3 describes the synTraff toolkit, Section 4 describes WsynTraff, and Section 5 describes MsynTraff. Section 6 summarizes the paper and the availability of our toolkits.
Monofractal Traffic
The traffic scaling characteristics are the same across manv or all time scales
Multifractal Traffic
The traffic scaling characteristics change across time scales 
Preliminaries

Overview of toolkits
Our toolkits provide three main functions: trufic analysis, trufic modeling, and trufic generation. The generic term "traffic" here means any set of time series data (i.e., a sequence of observations, ordered in time). In our context, the time series is a network traffic trace representing a count of the number of bits (or bytes or packets) transmitted on a network per fixed interval of time. We assume such values are non-negative, and have been obtained by preprocessing a collected network traffic trace to compute and extract the time series data of interest. We use the term "empirical trace" to refer to such a time series extracted from measurements of an operational network (e.g., the LBL-TCP traces of TCP/IP traffic from Lawrence Berkeley Laboratories [ 1 11, or the Bellcore Ethernet LAN traffic traces [SI), and the term "synthetic trace" to refer to an artificially generated trace (i.e., generated using a statistical traffic model). All three traffic generation kits are intended for the modeling and analysis of stutionur), time series (i.e., those that do not have significant upward, downward, periodic, or cyclic trends in the data).
By "traffic analysis", we refer to the process of taking an input time series data set, and analyzing it using graphical and/or statistical methods. For this purpose, the toolkits offer five capabilities: traffic profile plots, marginal distribution (frequency histogram) plots, autocorrelation function plots, IUS pox plots, and variance-time plots (see Figures 2  and 3 ). The latter three analyses are particularly useful for characterizing long-range dependent traffic [ 
81.
By "traffic modeling", we refer to the process of extracting the salient characteristics of a trace (e.g., mean, variance, correlation structure) and internalizing it into an approximate statistical model. For synTruff, these characteristics are reflected in three traffic parameters [lo] : the mean bit rate m (expressed in bits per second), the Norros variance coefficient (the variance-to-mean ratio of the traffic at the 1.0-second time scale granularity, expressed in bitsec), and the Hurst parameter H (a unitless parameter in the range 0.5 5 H < 1). For WsynTruff and MsynTruff, the traffic characteristics are captured using wavelet coefficients and scaling coefficients in the wavelet-based models.
By "traffic generation", we refer to the process of taking the internalized statistical traffic model and generating a synthetic time series (i.e., a sample path) that has similar statistical behaviours as the original time series data. Multiple time series can be generated (one at a time), each with a different random number seed. Each run produces an independent realization of the statistical traffic model (i.e., a time series), which can then be saved to a file and used (for example) in simulation-based network performance studies.
All three toolkits support similar traffic analysis functionality; the toolkits differ primarily in how they do the internal traffic modeling and generation.
System requirements
Our traffic modeling toolkits have been developed in and for a Unix-based environment running X windows. The traffic analysis, modeling, and generation tools are written in C/C++. The user interface is written in Tcl/Tk.
Installing and running our toolkits requires the following software: cc, gcc, g++, tcl (version 8.0 or newer), tk (version 8.0 or newer), mktclapp, gnuplot (a graph plotting tool), and gs (a PostScript previewer, also known as ghostscript, gsview, or gsview32).
For hardware requirements, at least 32 MB RAM is desirable, so that reasonably large data sets can be analyzed (e.g., 22" data points). Adequate disk storage capacity (e.g., 10-100 Megabytes) is required for storing empirical andor synthetic traces, which tend to be large.
The synTraff toolkit
Figure l(a) shows the main interface of the synTruffkit. This interface has three main blocks from top to bottom, corresponding to traffic generation, refinement, and analysis, respectively. The top block is for traffic generation. It has an entry box to enter the name of the file for saving the traffic generated. It has three scale widgets and an entry box for specifying the three traffic parameters-Hurst, Variability, and Mean-and the number of data points to be generated. The block has two buttons, one for generating traffic according to the specifications provided (the output contains a series of positive real values, representing traffic volumes) and the other to reset the default parameter values. Scale widgets constrain users to provide valid specifications. The LRD time series is generated using an F-ARIMA process (Fractional AutoRegressive Integrated Moving Average) [ 131. This process has O ( N 2 ) running time for N data points.
The middle block is for refining coarse-grain (higher) time scale traffic down to finer-grain (lower) time scale traffic. For example, a user can initially generate the time series data at one time scale (e.g., 1 .O second traffic samples), and then refine it to a lower time scale (e.g., 0.01 second traffic samples) by randomly distributing the "mass" of each coarse-grain observation across several subintervals (e.g., 100). The block has three overlapping frames corresponding to three different refining techniques, namely Sprinkle, Cascade, and TES; clicking on the tabs provided will bring the corresponding frame into view. While Cascade and TES are network traffic modeling techniques in themselves, here they can be used to refine traffic generated by F-ARIMA or to generate their own traffic. To generate pure Cascade or TES traffic, the mean of the top block is used to specify the characteristics of the desired synthetic traffic, prior to proceeding with refining.
Regardless of the initial generation technique chosen, the (optional) refinement step requires the name of the source file that has coarse-grain (synthetic or empirical) traffic, a file name to store the refined traffic, and the refining subinterval. The latter can be input using the "Subinterval" scale widget. The other parameters required for refinement vary depending on the refinement technique. For the Sprinkle technique, the user has to specify a threshold value using the scale widget provided. By varying the threshold value, the user can control the smoothness or variability of the refined traffic. For the Cascade technique, the required parameters are the mean and the standard deviation (STD) of the input traffic. By altering these values, the user can modify the histogram and variability of the traffic. However, if the user does not want to change these values he/she can simply press the "Calculate" button to have synTraff calculate and display these values automatically. Finally, for the TES technique the only additional refining parameter required is the Hurst value, which affects the magnitude of the shortrange correlations induced by the TES model. The Hurst value is specified by the scale widget provided. After entering the refining parameters for the chosen technique, the user can click on the "Refine" button or can reset the parameters by clicking the "Reset" button.
The bottom block is for viewing the statistical properties of a trace (e.g., profile, marginal distribution, autocorrelation, variance-time, and IUS pox plots). Before generating the mentioned plots by clicking corresponding buttons in the block, the user has to specify the name of the traffic file to be analyzed. The user can change the viewing properties of the plots (e.g., scales on axes, line types) by entering plot properties in the entry boxes provided. Before changing a plot property the user can view the default values by clicking on the "Defaults" button. An example of the monofractal traffic generated (and analyzed) by the synTrufftool is shown in the leftmost column of Figure 2 . The empirical traffic trace (a Bellcore Ethernet LAN traffic trace [SI) on which it is based is shown in the middle column of Figure 2 . The rightmost column shows a multifractal traffic trace generated (and analyzed) by the MsynTruff tool (see Section 5 ) . Both synthetic traces show that they capture the behavioural characteristics of the empirical trace reasonably well.
The WsynTraff Toolkit
Figure l(c) shows the main interface of the WsynTraff kit. Similar to synTruff, WsynTruff has three main blocks representing three major functions of the tool. However, the first two blocks (top and middle) totally differ from their counterparts in synTruff.
The top block is for constructing a WIG model of an empirical traffic trace. The block has two entry boxes for entering the file name of the empirical trace to be analyzed and the other for the output file name. The block has two push buttons: one to analyze the specified traffic traces, and the other to clear the entries.
The middle block of the kit is for synthesizing multifractal wavelet traffic based on the analysis files generated by the kit. The block has two entry boxes: the first is for the name of a WIG analysis file generated by the kit, and the second is for the name of the file for the generated traffic. The block has two push buttons. The "Synthesize" button is to instruct the kit to synthesize traffic, and the "Clear" button is for clearing the entries in the block.
The bottom block of the kit is for analyzing and plotting the statistical properties of synthetic or empirical traffic traces. This block is similar to that in the synTrufftool.
One advantage of the WIG model is that it is fast: O ( N ) running time to generate N data points. One disadvantage is that it occasionally generates negative values for traffic samples [l, 121. For this reason, we have not used it as a traffic generation technique for our simulation studies. The interested reader is referred to [ 11 for further details about the WIG model and the WsynTruff toolkit. The top block is for constructing and analyzing the multifractal wavelet model of an empirical traffic trace. Entry boxes are provided in the module to enter the file name of the empirical traffic to be analyzed, and the output file name for the results of the analysis. When constructing an MWM model, a user can choose to view its wavelet characteristics or can choose to compare the wavelet characteristics of two MWM models. For this purpose, the kit generates six graphs, representing the means of the scaling coefficients, the variances of the scaling coefficients, the means of the wavelet coefficients, the variances of the wavelet coefficients, the means of the normalized coefficients, and the variances of the normalized coefficients. In order to generate these graphs for one MWM model, the user enters the file name in the entry box "Analysis O/P file name" and clicks the "Plot" button. To generate comparative graphs for two MWM models, the user enters two file names, one in each of the two entry boxes "Analysis O/P file name" and "Empirical file name". The user can also choose to enter an optional caption for the graphs. Figure 4 shows an example of the comparative plots generated by the kit, which provide a graphical "goodness of fit" test for a traffic model.
The center block of the kit is for generating multifractal wavelet traffic traces, based on the analysis files generated by the kit. The MWM technique suggests Gaussian random generation of coarse-grain data points (e.g., "seeding" level 5 of the (internal) complete binary tree representation of the wavelet model with 32 independently-chosen random values, prior to traffic generation) [12] . However, the kit allows the user to specify (with the "Starting Level" scale widget) the level of the binary tree at which to seed random values, and also provides the following (new) options to generate coarse-grain data points: Gaussian, F-ARIMA, Sprinkle, Cascade, and TES [I]. As before, clicking the tab in each block brings the corresponding frame into user view, Regardless of the technique chosen, the user has to indicate the name of the MWM analysis file generated by the kit, and the file name for the generated traffic. After specifying the parameters, the user clicks on the "Synthesize" button to generate traffic.
The bottom block is exactly the same as in the WsynTruff tool. It is for analyzing and plotting the statistical properties of synthetic or empirical traffic traces.
By design, the MWM model generates only non- .L -15000 - 
