Recherche de motifs dans des images : apport des graphes plans by Samuel, Emilie
Recherche de motifs dans des images : apport des
graphes plans
Emilie Samuel
To cite this version:
Emilie Samuel. Recherche de motifs dans des images : apport des graphes plans. Autre




Submitted on 19 Jul 2012
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
Laboratoire Hubert Curien, UMR CNRS 5516
Faulté des Sienes et Tehniques
Éole dotorale 488 Sienes, Ingénierie, Santé
Thèse présentée
pour obtenir le grade de :
Doteur de l'Université Jean Monnet de Saint-Étienne
Mention Informatique
Reherhe de motifs dans des images :
apport des graphes plans
Émilie Samuel
Soutenue le 06 juin 2011 devant le jury omposé de :
Mihel Habib Paris Diderot Président
Lu Brun Caen Rapporteurs
Lhouari Nourine Clermont-Ferrand
Christine Largeron Saint-Étienne Examinateurs
Christian Wolf Lyon
Colin de la Higuera Nantes Direteur
Jean-Christophe Janodet Saint-Étienne Co-direteur

Remeriements
Il est temps pour moi de onlure es années de thèse, et de remerier omme
il se doit toutes les personnes ayant ontribué, de façon plus ou moins direte, à la
réalisation de es travaux. Je veux avant tout exprimer ma gratitude à tous eux qui,
par leur présene, m'ont aidée. Que l'on m'exuse par avane des oublis que je risque
de ommettre. . .
Je voudrais ommener par témoigner ma reonnaissane envers Colin de la Higuera,
mon direteur de thèse, et Jean-Christophe Janodet, mon o-direteur.
Colin pour avoir toujours été disponible, pour son engagement et son exigene, et
pour m'avoir aordé la liberté et l'autonomie dont j'avais besoin.
Jean-Christophe pour son entrain et son dynamisme sans pareils, ses onseils (pas
toujours suivis à la lettre ;) ) et son soutien, surtout ette dernière année.
Meri à tous les deux de m'avoir guidée ave patiene, et d'avoir été ompréhensifs
vis-à-vis de mes hoix personnels, qui n'étaient pas toujours en aord ave les vtres.
Les travaux présentés dans ette thèse vous doivent évidemment beauoup.
J'aimerais ensuite adresser mes remeriements aux membres du jury, pour avoir
aepté d'évaluer mon travail, et pour leur impliation. Meri à Mihel Habib d'avoir
présidé e jury, et aux rapporteurs, Lu Brun et Lhouari Nourine, pour les remarques
pertinentes et onstrutives faites sur mon mémoire et pour le temps qu'ils y ont onsa-
ré. Meri également aux examinateurs, Christine Largeron et Christian Wolf, pour
leurs ommentaires.
Au-delà de la soutenane, la thèse fut une drle d'aventure, partagée du début à
la n ave deux ompagnons de route, Christophe et Laurent. Je rois que nous avons
souvent fait fae à des doutes et interrogations similaires, et pouvoir les partager a
onstitué pour moi un véritable soutien. Meri pour la ompliité et pour avoir partagé
mon bureau presque en ontinu, ave tout e que ela implique :p. Notez bien que je
suis toujours partante pour se partager quelques millions un prohain samedi.
J'en arrive à tous les membres de l'équipe, que e soient eux qui étaient là avant et
le seront enore après, eux qui sont venus puis repartis, ou enore la relève. Un meri
partiulier à eux qui ont partagé mon bureau et mes repas, ave qui j'ai disuté et
travaillé. Meri, don, à : Adriana, Aurélien, Baptiste, Catherine, Chahrazed, Christine,
David, Élisa (Miss Annie te salue), Fabien, Fabrie A., Fabrie M., Florian, François,
Frank, Frédéri (et ses innombrables liens qui ne sont jamais tous lesmeme, ses réponses
de sage et sa bible de raouris emas, pour ne iter que ela), Hazaël, Jean, Jean-
Philippe, Julien, Léo, Mar B. (pour les disussions, et ette autre vision de la reherhe),
Mar S., Mathias, Mattias, Pierre, Philippe, Rihard, Sabri, Stéphanie, Thierry (pour,
entre autres, speedy, jerry, et surtout mooh, qui m'aueille tous les matins), Tung, et
les autres. . .
Je n'oublie pas le personnel adminsitratif du laboratoire : Amélie, Anne-Laure,
Claude, Dalila, Éri, Jeanine, Patriia C., Patriia L., Patrik, Philippe, et Stéphanie.
Je voudrais également remerier toutes les personnes qui ont été impliquées dans le
projet ANR SATTIC, ave qui j'ai travaillé de près ou de plus loin, et que je n'ai pas
enore itées : Camille, Céile, Christine, Christophe, Guillaume, Jean-Mihel, Mar,
Sébastien, et Stéphane.
Je terminerai es remeriements par mes prohes, tous eux qui, non des moindres,
ont été à mes tés pendant es années, ou l'auraient été s'ils l'avaient pu. Meri de
m'avoir soutenue, omprise et enouragée. Meri à mes parents d'avoir supporté mes
sautes d'humeur. Meri à eux ave qui j'ai partagé mes interrogations existentielles, et
qui m'ont fait me rappeler qu'il y avait tellement d'autres hoses à voir et prendre en
onsidération.
Et, pour onlure à la manière de Binet :
Cette thèse est dédiaée :
Aux pauses de 10h26, pauses-roissants, pauses-gâteaux, pauses-pulo,
pauses-jeux, et autres pauses-pauses.
Aux auteurs de hevet m'ayant aompagnée et fait respirer pendant es années.
Cette thèse n'est pas dédiaée :
À la disparition, par une sombre nuit d'hiver, des déorations de l'arbre de Noël.
Au publish or perish.
D'une façon générale, ette thèse est dédiaée à toutes les personnes ave
qui mes rapports furent aussi divers qu'enrihissants.
Table des matières
Introdution 5
1 Représentation d'images sous forme struturée 13
1.1 Préambule sur les images numériques . . . . . . . . . . . . . . . . . . . . 13
1.1.1 Dénitions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.1.2 Deux opérations usuelles de traitement d'images . . . . . . . . . 19
1.2 Premières représentations struturées d'images . . . . . . . . . . . . . . 22
1.2.1 Représentation sous forme d'histogrammes . . . . . . . . . . . . . 23
1.2.2 Représentation sous forme de haînes . . . . . . . . . . . . . . . . 24
1.2.3 Représentation sous forme d'arbres . . . . . . . . . . . . . . . . . 26
1.3 Représentation struturée d'images sous forme de graphes . . . . . . . . 28
1.3.1 Graphes d'images segmentées . . . . . . . . . . . . . . . . . . . . 29
1.3.2 Graphes et points d'intérêt . . . . . . . . . . . . . . . . . . . . . 31
2 Vers une fontion de oût d'appariements de graphes 35
2.1 Appariements de graphes . . . . . . . . . . . . . . . . . . . . . . . . . . 36
2.1.1 Dénitions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
2.1.2 Conepts de qualité et oût . . . . . . . . . . . . . . . . . . . . . 38
2.1.3 Un problème ombinatoire . . . . . . . . . . . . . . . . . . . . . . 38
2.2 Critères de qualité . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
2.2.1 Apparier deux sommets : le niveau du point . . . . . . . . . . . . 41
2.2.2 Apparier deux graphes : le respet de la struture . . . . . . . . . 43
2.2.3 Intégrer la notion de ontraste . . . . . . . . . . . . . . . . . . . 43
2.2.4 Bilan sur la fontion de oût . . . . . . . . . . . . . . . . . . . . 47
2.3 Analyse de la fontion de oût . . . . . . . . . . . . . . . . . . . . . . . . 48
2.3.1 Bruitage d'appariements . . . . . . . . . . . . . . . . . . . . . . . 49
2.3.2 Algorithmes GraphM et bases d'images COIL-100 et SIMPLIity 52
2.3.3 Algorithme SoftAssign et images de maisons de Hanok . . . . . 57
2.4 Modiations envisageables . . . . . . . . . . . . . . . . . . . . . . . . . 61
2.4.1 Réévaluation du niveau du point . . . . . . . . . . . . . . . . . . 61
2.4.2 Prise en ompte de l'information de ontraste . . . . . . . . . . . 64
2.4.3 Apparier deux graphes de taille diérente . . . . . . . . . . . . . 67
2.5 Remise en ause de l'approhe . . . . . . . . . . . . . . . . . . . . . . . . 67
3 Théorie des graphes au servie de l'image 69
3.1 Graphes et images . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
3.1.1 Dénitions et terminologie . . . . . . . . . . . . . . . . . . . . . . 70
3.1.2 Images et planarité . . . . . . . . . . . . . . . . . . . . . . . . . . 73
3.2 Problématiques d'isomorphismes et reonnaissane de formes . . . . . . 75
3.2.1 Isomorphisme de graphes . . . . . . . . . . . . . . . . . . . . . . 75
3.2.2 Isomorphisme de sous-graphe . . . . . . . . . . . . . . . . . . . . 78
3.2.3 Plus grand sous-graphe ommun . . . . . . . . . . . . . . . . . . 80
1
2 Table des matières
3.3 Distane d'édition de graphes et similarité entre images . . . . . . . . . 81
4 Une méthode d'extration de graphes plans à partir d'images 85
4.1 Finalité et moyens . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
4.2 Constrution du graphe . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
4.2.1 Segmentation de l'image . . . . . . . . . . . . . . . . . . . . . . . 88
4.2.2 Extration de pixels d'intérêt et anage . . . . . . . . . . . . . . 91
4.2.3 Des pixels aux pointels . . . . . . . . . . . . . . . . . . . . . . . . 93
4.2.4 Triangulation par région . . . . . . . . . . . . . . . . . . . . . . . 96
4.3 Reonstrution des images . . . . . . . . . . . . . . . . . . . . . . . . . . 98
4.4 Expérimentations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
4.4.1 Analyse des pertes engendrées par la méthode d'extration . . . . 102
4.4.2 Comparaison ave une autre méthode d'extration de graphes . . 105
4.4.3 Inuene des paramètres sur la taille du graphe . . . . . . . . . . 106
4.5 Disussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
5 Algorithmes polynomiaux d'isomorphismes de graphes plans à trous 111
5.1 Reherhe de motifs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
5.2 Retour sur les graphes plans . . . . . . . . . . . . . . . . . . . . . . . . . 114
5.2.1 Graphes planaires, plongements et isotopies . . . . . . . . . . . . 114
5.2.2 Notions de onnexité et de faes ontiguës . . . . . . . . . . . . . 116
5.2.3 Système de desription d'un graphe plan . . . . . . . . . . . . . . 118
5.2.4 Graphes plans à trous . . . . . . . . . . . . . . . . . . . . . . . . 120
5.2.5 Notations omplémentaires . . . . . . . . . . . . . . . . . . . . . 121
5.3 Isomorphisme de graphes plans à trous . . . . . . . . . . . . . . . . . . . 122
5.3.1 Isomorphisme lassique . . . . . . . . . . . . . . . . . . . . . . . 123
5.3.2 Isomorphisme sphérique . . . . . . . . . . . . . . . . . . . . . . . 123
5.3.3 Isomorphisme plan . . . . . . . . . . . . . . . . . . . . . . . . . . 124
5.3.4 Extension aux graphes plans à trous . . . . . . . . . . . . . . . . 126
5.4 Équivalene de graphes plans à trous . . . . . . . . . . . . . . . . . . . . 126
5.4.1 Dénition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
5.4.2 Passerelles, harnières et arêtes pendantes . . . . . . . . . . . . . 130
5.4.3 Normalisation des graphes à trous . . . . . . . . . . . . . . . . . 131
5.4.4 Normalisation et onnexité . . . . . . . . . . . . . . . . . . . . . 139
5.4.5 Relation entre équivalene et isomorphisme . . . . . . . . . . . . 139
5.5 Algorithmique des problèmes d'équivalene et d'isomorphisme . . . . . . 142
5.5.1 Algorithme d'isomorphisme plan . . . . . . . . . . . . . . . . . . 142
5.5.2 Algorithme d'isomorphisme sphérique . . . . . . . . . . . . . . . 146
5.5.3 Algorithme d'équivalene . . . . . . . . . . . . . . . . . . . . . . 146
5.6 Reherhe de motifs dans les graphes plans à trous . . . . . . . . . . . . 147
5.6.1 Dénition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
5.6.2 Algorithme de reherhe de motifs . . . . . . . . . . . . . . . . . 148
5.6.3 Expérimentations préliminaires . . . . . . . . . . . . . . . . . . . 149
5.7 Disussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
Table des matières 3
5.7.1 Positionnement par rapport aux travaux de Cori (1975) . . . . . 153
5.7.2 Retour sur la onnexité . . . . . . . . . . . . . . . . . . . . . . . 156
5.8 Conlusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158
Conlusion et perspetives 159
Annexe 163
A Diagramme de Voronoi et triangulation de Delaunay 165
A.1 Diagramme de Voronoi . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165
A.2 Triangulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168
A.2.1 Dénitions et propriétés . . . . . . . . . . . . . . . . . . . . . . . 168
A.2.2 Graphe de Delaunay . . . . . . . . . . . . . . . . . . . . . . . . . 169




Cei n'est pas un manhot
René Magritte l'aurait peut-être dit :  Cei n'est pas un manhot 
1
.
Pourtant, au premier regard, haun d'entre nous a sans doute onjeturé, sans plus
de réexion, qu'il s'agissait d'un manhot, ou peut-être d'un pingouin. Mais peu se
seront instantanément dit  Cei n'est pas un manhot, ei est l'image d'un manhot,
sa représentation . Car assurément, ei n'est pas un manhot. Tout omme la pipe de
Magritte qui ne pouvait être ni bourrée ni fumée, e manhot ne peut se nourrir, nous
ne pouvons l'entendre rier.
Cette image, qui se trouve être une photographie, n'est qu'un ensemble d'éléments
graphiques évoquant le réel. Et 'est l'observateur qui l'analyse et y assigne un sens,
omme l'expliquait Umberto Eo [Eo, 1970℄ en parlant d'une annone publiitaire :
 Mais en réalité, quand je vois un verre de bière (vieille question psyhologique qui
emplit l'histoire de la philosophie) je perçois bière, verre et fraîheur, mais je ne les
sens pas : je sens au ontraire quelques stimuli visuels, ouleurs, rapports spatiaux,
inidenes de lumière, et. (don déjà oordonnés dans un ertain hamp pereptif),
et je les oordonne (dans une opération transitive omplexe) jusqu'à e que s'engendre
une struture perçue qui, sur la base d'expérienes aquises, provoque une série de
synesthésies et me permet de penser :  bière glaée dans un verre . 
Les représentations des hoses deviennent les hoses : l'homme interprète les élé-
ments qu'il reçoit, et leur assigne une signiation en les mettant en orrespondane
ave ses onnaissanes. Par notre expériene ommune, nous pouvons donner un sens à
des éléments guratifs : Eo parle de odes de reonnaissane. Quotidiennement, nous
perevons, sans avoir onsiene de ette méanique sous-jaente.
1
Référene au tableau La Trahison des images de René Magritte (1929, huile sur toile, 59 x 65 m,
Art Institute of Chiago), légendé "Cei n'est pas une pipe".
5
6 Introdution
Confronté à ette image, l'ordinateur, lui, serait sans doute plus prohe de la vision
de Magritte. Il ne nous répondrait bien sûr pas que ei n'est pas un manhot, mais
enore moins que ei est un manhot. Par ontre, il en resterait à e qu'il sait : ei
est une image, 'est-à-dire un ensemble de pixels, ayant haun des aratéristiques et
formant un tout. Ce que le tout représente, il ne le sait pas.
Pour l'homme, la pereption des images va enore plus loin : onfrontés à un ensemble
d'images, nous avons la apaité de les lasser en atégories. Cette lassiation peut, par
exemple, être déduite du genre des images : s'agit-il de photographies, de peintures, de
shémas ? Mais le lassement est souvent bien plus subtil, liant signiation et hiérarhie.
Dans la atégorie mammifères, nous délimiterons les oiseaux, avant de nous restreindre
à eux qui ne peuvent voler, pour aboutir (probablement après d'autres subdivisions)
aux manhots. Sans ompter que nous pourrons également faire intervenir des notions
de taille, ouleur, texture, orientation, forme, éhelle...
S'il est impossible pour un ordinateur de savoir, sans information extérieure, que
l'image représente un manhot, on peut par ontre espérer le lui faire déduire, et e de
la même façon que nous : en utilisant des onnaissanes antérieures. Ainsi, si nous lui
fournissons un ensemble d'exemples, lui apprenant que telles images représentent des
manhots, telles autres des arbres, et telles autres des biylettes, alors, nous pouvons
ensuite lui donner pour règle que  tout e qui ressemble plus à un manhot qu'au reste
est un manhot  (les exemples d'apprentissage devant ouvrir le hamp des possibilités).
Reste pour ela à lui donner les moyens de pouvoir quantier ette ressemblane.
Bien entendu, la tâhe est plus omplexe que ela peut paraître. Tout d'abord, nous
l'avons dit, pour un ordinateur, toute image est un ensemble de pixels. Pour lui, don,
pas de diérene entre le dessin et la photographie ; ni entre le manhot et la biylette.
D'autant plus que graphiquement, il existe une innité de moyens pour représenter un
manhot, le suggérer, le symboliser. Et il existe une innité de manhots possibles :
manhot de prol, debout, nageant, la tête baissée, adulte ou jeune. . . Pour répondre à
es diultés, deux sortes de méthodes existent : la première vise à travailler diretement
sur la représentation par pixels et à l'exploiter au mieux. La seonde se propose plutt
de dénir des représentations alternatives des images, qui intègrent la sémantique. C'est
ette seonde voie que nous emprunterons dans e manusrit.
En eet, les pixels sont une forme de représentation obtenue par un dispositif phy-
sique (par exemple, un appareil photo). Mais e n'est qu'une possibilité de représentation
parmi d'autres, qui a priori n'a pas à être privilégiée pour exploiter une image. Tout
autre forme de représentation est légitime sous réserve qu'elle soit intéressante et puisse
apporter des informations omplémentaires. Le but nal n'est don pas d'opposer les
matries de pixels à d'autres modèles symboliques, mais bien, dans l'idéal, d'être apable
d'allier les deux pour tirer parti de leur omplémentarité.
Le nouveau modèle de représentation se doit de pouvoir être extrait de toute image,
tout en évitant d'être trop omplexe : sa réation, son stokage, son analyse doivent
pouvoir être réalisés en temps raisonnable. Mais, e ritère de simpliation n'est pas
réellement une ontrainte en soi. En eet, omme l'explique Eo, l'homme n'a pas be-
soin de tous les détails pour assigner un sens :  [...℄ nous avons dit aussi qu'un signe
peut dénoter globalement un perçu, réduit à une onvention graphique simpliée. C'est
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préisément pare que, parmi les onditions de la pereption, nous hoisissons les traits
pertinents, que e phénomène de rédution se vérie dans la quasi-totalité des signes
ioniques [...℄.  L'image est information, ependant une partie d'entre elle est superue
dans le sens où elle n'est pas néessaire à sa ompréhension, et peut être perdue ou
ignorée au prot de la mise en exergue des informations pertinentes et néessaires.
Puis vient la mise en orrespondane des modèles : puisqu'ils renferment l'informa-
tion fondamentale des images qu'ils représentent, 'est désormais diretement sur eux
qu'il faut onentrer les eorts. Cei passe par l'élaboration d'une proédure appropriée
et eae permettant de vérier d'une part si des modèles sont les mêmes (e qui signie
que les images sous-jaentes ont une sémantique prohe), s'ils sont inlus les uns dans
les autres (le onept représenté sur telle image fait partie de eux ontenus dans telle
autre image) ou s'ils se ressemblent (les images dont ils sont issus ont une sémantique
prohe).
Un mode de représentation intégrant la sémantique
Le travail présenté dans e manusrit va s'attaher à s'abstraire de la représentation
d'images basée sur des pixels, et à se donner un autre modèle de représentation. Celui-
i devra, dans la mesure du possible, être dépourvu d'information superue, tout en
onservant elle qui est essentielle. Il sera en outre néessaire de s'assurer que e modèle
puisse être extrait de façon universelle, quelque soit l'image onsidérée. Enn, il nous
faudra trouver une solution eae pour pouvoir assoier entre eux les modèles  ou
parties de modèles  et mettre en avant leur similarité.
Parmi les représentations alternatives possibles, nous baserons notre travail sur
une théorie informatique et mathématique onnue, la théorie des graphes. Les graphes
sont des modèles de représentation souvent utilisés. Ils peuvent ainsi gurer des ré-
seaux (informatiques, életriques, soiaux, éonomiques, de transport. . . [Milgram, 1967,
Hong et al., 2004℄), être utilisés en logistique (planiation, stokage, routage), en bio-
logie et en himie [Bonhev et Rouvray, 1991℄, en artographie [Dent et al., 2008℄, en
arhiteture [Franz et al., 2005℄, en linguistique [Nivre et MDonald, 2008℄, en bases
de données, mais aussi pour modéliser des problèmes (problème des quatre ouleurs
[Robertson et al., 1997℄, du voyageur de ommere [Applegate et al., 2006℄. . .). L'at-
tention s'est portée depuis plusieurs années sur la modélisation d'images sous forme
de graphes et sur leur utilisation pour la reonnaissane de formes [Conte et al., 2007℄.
En outre, on assiste à la réation de bases de données de graphes, soit générés arti-
iellement [De Santo et al., 2003℄, soit issus de données réelles [Riesen et Bunke, 2008℄
(lettres manusrites, empreintes digitales, symboles, objets, doument Web, moléules
et protéines) dédiées au développement d'algorithmes.
Les graphes peuvent être omplexes. Mais nous l'avons dit, le modèle hoisi ne
doit pas l'être trop, e pour des raisons d'eaité. En outre, utiliser un modèle trop
rihe risque d'avoir un autre désavantage : masquer le graphe lui-même, et utiliser don
davantage les données ajoutées que le graphe.
Nous onsidérerons don des graphes onstitués de deux entités : les sommets et les
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tion
arêtes, dénotant respetivement des éléments, et les relations entre eux. De tels graphes
ont été  et sont  l'objet d'études algorithmiques notoires (reherhe de plus ourt
hemin, oloration, détermination de ux maximal, parours en profondeur et largeur,
fermeture transitive. . . [Cormen et al., 1990℄). Les graphes que nous étudierons auront
une partiularité supplémentaire, elle de la planarité. Plus préisément, il s'agira de
graphes plans, 'est-à-dire de graphes plongés dans le plan, de façon à e qu'auune de
leurs arêtes ne se roise. Nous le verrons, ette partiularité est en fait assez naturelle
lorsqu'il s'agit de représenter des images.
La reonnaissane de formes est un des domaines d'appliation prinipaux de la re-
présentation d'images sous forme de graphes. Elle vise à identier des motifs présents
dans des images, de façon à pouvoir les mettre en rapport les unes ave les autres.
Il s'agit don de onsidérer tout graphe omme étant un ensemble de motifs, et de
herher à retrouver tout ou partie de es motifs (rigoureusement identiques ou légère-
ment modiés) dans d'autres graphes. Cette tâhe est intimement liée à la lassiation
d'images, qui vise à onstituer des lasses d'images selon des ritères prédénis (on pour-
rait don arriver à réer automatiquement la lasse des manhots), ou enore à assigner
de nouvelles images à des lasses existantes (tout e qui serait plus prohe de la lasse
des manhots que des autres lasses serait un manhot). Ces appliations peuvent être
onsidérées omme des sous-domaines de l'apprentissage automatique, où l'ordinateur
apprend à généraliser à partir des onnaissanes et règles fournies et déduites de son ex-
périene. De nombreuses appliations de tels travaux existent. Il peut par exemple s'agir
de reherhe d'information (nous le verrons dans la partie suivante pour les moteurs de
reherhe), d'analyse d'images médiales an de déteter des anomalies (diagnosti as-
sisté), de ontrles qualité industriels, de détetion automatique de ontrefaçons (par
reherhe de motifs), ou enore de reonnaissane de visages ou d'attitudes.
Une autre étape importante est elle de la mise en relation des modèles et de la
déouverte de aratéristiques ommunes. Pour deux graphes donnés, il peut s'agir de
mettre en orrespondane les sommets du premier graphe ave eux du seond. Une telle
assoiation dépend à la fois des attributs des sommets, et des arêtes pouvant exister.
Elle peut être envisagée omme un alignement des sommets (semblable à l'alignement de
séquenes d'ADN pour la déouverte de ressemblanes struturelles en bioinformatique,
voir la gure 0.i) ontrainte par le respet des arêtes existant entre eux.
Fig. 0.i  Alignement de trois séquenes d'ADN : ertaines bases sont en trop, ou
manquantes, ou diérentes.
Cette mise en orrespondane des sommets en aord ave les arêtes qui les relient
est appelée appariement de graphes (graph mathing). Il est évident que pour deux
graphes, de nombreux appariements de sommets sont possibles. Parmi eux, ertains
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sont meilleurs que d'autres, pare qu'ils respetent mieux les attributs des sommets,
ou les arêtes. Dans l'idéal, 'est le meilleur appariement que l'on souhaite trouver, an
de dire ave préision si les graphes  et don les images  se ressemblent. Étudier les
ritères entrant en ompte dans le alul de la qualité d'un appariement sera une des
tâhes dérites dans ette thèse.
En fait, l'appariement de graphes est un terme qui englobe plusieurs problématiques.
Parmi elles, nous onentrerons nos eorts en partiulier sur le développement d'algo-
rithmes d'isomorphisme de graphes et de sous-graphes, permettant de onlure sur le
fait que deux graphes puissent être les mêmes (les images ont la même sémantique), ou
que l'un puisse être inlus à l'intérieur de l'autre (le onept d'une image est un des
onepts d'une autre image).
Intérêt et utilité d'un mode de représentation intégrant la
sémantique des images
Pourquoi veut-on amener un ordinateur à être apable de raisonner sur la sémantique
des images ? Car elles nous entourent, et, onstituant plus qu'un détail, elles prennent
peu à peu le pas sur le texte, bien qu'ils restent omplémentaires
2
. Utilisées pour la pé-
dagogie, elles visent à transmettre des onnaissanes, expliquer, illustrer, ompléter. Les
images journalistiques tendent elles à informer, dérire des faits, transmettre des don-
nées en représentant le réel (e qui n'exlut pas des hoix de omposition ou d'instants).
Les publiitaires les utilisent pour attirer le regard, mettre en situation, argumenter et
onvainre...
Or, toutes es images nous sont présentées à la fois de façon tangible, réelle (dans
des magazines, des prospetus, des ahes, des atalogues, des livres...) mais aussi
virtuelle, et 'est sans doute à e niveau qu'elles sont de plus en plus présentes. Les
ordinateurs personnels, mais surtout Internet, ouvrent des possibilités et véhiulent
un nombre roissant d'images numériques. Et es dernières ne sont plus un simple
omplément : la reherhe d'information, qui auparavant ne se basait que sur les données
textuelles, les intègre aujourd'hui [Barnard et al., 2003, Moulin et al., 2010℄. D'autre
part, nous le savons, ertains moteurs de reherhe onsarent une partie de leurs servies
à la reherhe d'images. Le très usité Google
3
propose ainsi de retrouver des images à
partir de mots-lés (voir la gure 0.ii), puis de les ltrer par taille, ouleur, mais aussi
de ne séletionner que des visages, des photographies, ou des dessins.
Mais ertains moteurs vont enore plus loin, omme TinEye
4
qui renvoie, à partir
d'une image ou de son URL, la même image et/ou des versions modiées (meilleure
dénition, hangement de adrage, de ouleur, obstrution...) ; ou enore GazoPa
5
qui
renvoie des images similaires (selon des ritères tels que la ouleur ou la forme) et propose
2









Fig. 0.ii  Premiers résultats de Google à la requête  manhot  (auun ritère parti-
ulier spéié).
même aux utilisateurs de dessiner leur requête. L'image n'est don plus seulement le
résultat d'une reherhe, mais également sa donnée (voir la gure 0.iii).
Fig. 0.iii  Premiers résultats de TinEye (1ère ligne) et de Gazopa (2nde ligne) à la
requête orrespondant à l'image du manhot.
Les résultats de es outils
6
sont intéressants mais restent limités. TinEye ne permet
que très peu de généralisation puisqu'il renvoie exatement la même image modiée :
auune possibilité, don, de trouver l'image d'un autre manhot. Quant à GazoPa, les
ritères utilisés n'intègrent visiblement pas  ou peu  de sémantique : les résultats sont
ohérents vis-à-vis des ouleurs, mais pas des objets représentés. L'intérêt du dévelop-
pement d'une méthode unissant les points forts de es approhes est ertain.
6
Ces images sont présentées à titre d'illustration seulement. Les résultats varient en fontion de la
date de la reherhe et de ses paramètres.
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Contexte de l'étude
Le sujet de ette étude est au ÷ur des préoupations du projet ANR blan SAT-
TIC
7
, mené en partenariat ave le Laboratoire Hubert Curien de Saint-Étienne et le
LIRIS de Lyon. Le postulat de départ est qu'il est néessaire de développer un système
de représentation rihe permettant de dérire les images, tout en étant mathématique-
ment bien déni et exploitable informatiquement de façon eae. Initialement, nous
nous sommes essentiellement foalisés sur les images de type vignette, de faible déni-
tion (omme elles renvoyées par une reherhe sur Google Images, par exemple) et sur
l'utilisation de points d'intérêt. En eet, même si ette question dépasse le adre de e
manusrit, il semble que dans e ontexte, les méthodes numériques utilisées en image
soient pénalisées. Les méthodes symboliques peuvent onstituer alors une alternative à
étudier.
Plusieurs étapes ont ainsi été dénies :
 hoix de strutures symboliques et dénitions de mesures permettant d'évaluer
les distanes entre images ;
 aratérisation statistique de es strutures symboliques ;
 dénition d'algorithmes sur es strutures permettant le alul de mesures de
distanes.
Le travail présenté dans e manusrit a prinipalement ÷uvré pour atteindre les
premier et troisième buts.
Organisation du manusrit
Ce manusrit est organisé en inq hapitres.
Le premier est onsaré à la représentation d'images sous diverses formes onsti-
tuant des alternatives aux matries de pixels. Pour ela, nous évoquerons les prinipales
notions sur les images numériques qui seront utiles à notre étude. Nous aborderons
notamment la segmentation et l'extration de aratéristiques. Puis nous nous foalise-
rons sur les représentations struturées d'images, des histogrammes aux haînes, et aux
arbres, pour aboutir aux graphes.
Le deuxième hapitre sera entré sur les appariements de graphes, et plus préisé-
ment sur l'étude de ritères permettant d'élaborer une fontion de oût d'appariements.
Nous verrons que ette approhe, devant permettre de disriminer un mauvais apparie-
ment d'un meilleur, et don d'entrer en possession de moyens permettant d'optimiser
les appariements de graphes, n'a pas abouti. Nous réorienterons nos travaux dans les
hapitres suivants, pour nous reentrer sur la struture des graphes.
Nous montrerons dans le troisième hapitre e que la théorie des graphes peut appor-
ter au domaine de l'image. Nous introduirons la terminologie néessaire sur les graphes
et la planarité. Puis nous aborderons plus partiulièrement l'isomorphisme de graphes
et de sous-graphes. Nous expliquerons omment les utiliser dans le ontexte de la re-




sous-graphe ommun et de distane d'édition de graphes, témoins de la similarité entre
images.
Le hapitre quatre sera onsaré à la présentation d'une nouvelle méthode d'extra-
tion de graphes plans à partir d'images. Nous y exposerons notre ahier des harges,
et e qui fait l'originalité et l'intérêt de la méthode. Nous aborderons ensuite ha-
une des étapes menant à l'élaboration d'un graphe plan, avant de présenter une sé-
rie d'expérimentations. Les travaux de e hapitre ont donné lieu à une publiation
[Samuel et al., 2010℄.
Enn, le dernier hapitre onernera l'élaboration d'algorithmes polynomiaux per-
mettant de répondre aux problématiques d'isomorphisme de graphes et de sous-graphes
partiuliers : les graphes plans à trous. Nous dénirons es graphes, et nous intéresserons
aux diérents isomorphismes les onernant. Puis nous introduirons la notion d'équiva-
lene de graphes plans à trous, et mettrons en évidene ses liens ave l'isomorphisme.
Nous présenterons ensuite des algorithmes d'isomorphisme d'une part, et de reherhe
de motifs d'autre part, avant de proposer quelques expérimentations préliminaires dans
le domaine de l'image. Les travaux de e hapitre ont été publiés dans deux onférenes
[Damiand et al., 2009b, Damiand et al., 2009a℄, et un journal [Damiand et al., 2011℄.
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Ave les appareils photo numériques, les sanners, les logiiels de retouhe d'images,
Internet et les ordinateurs en général, il est devenu fréquent, voire quotidien, de mani-
puler e que l'on appelle des images numériques. Dans e but, elles sont stokées sous
la forme d'ensembles de pixels. Cependant, si aujourd'hui es images nous entourent, il
est devenu néessaire, pour les étudier plus attentivement, d'envisager des modèles de
représentation alternatifs. En eet, des domaines de reherhe tels la reonnaissane de
formes ou la lassiation d'images requièrent une modélisation plus rihe, plus stru-
turée, pour donner automatiquement du sens à une image.
Dans e premier hapitre, nous exposerons tout d'abord les notions de base sur les
images numériques. Ainsi, après en avoir donné les prinipales aratéristiques, nous
nous intéresserons à deux opérations de traitement d'images : la segmentation et l'ex-
tration de aratéristiques. Par la suite, nous porterons notre attention sur plusieurs
modèles symboliques de représentation des images numériques, permettant de strutu-
rer l'information qu'elles ontiennent. Il s'agira des histogrammes, des haînes, et des
arbres. Nous terminerons notre étude par la représentation sous forme de graphes, qui
sera le modèle privilégié de ette thèse.
1.1 Préambule sur les images numériques
Dans ette première partie, nous nous proposons de développer ertaines notions de
base sur les images numériques. Il s'agit de onepts, parfois ommuns pour un leteur
13
14 Chapitre 1. Représentation d'images sous forme struturée
familier du domaine, qui nous permettront d'appréhender au mieux les travaux exposés
dans ette thèse. Nous nous intéresserons tout d'abord aux prinipales dénitions en la
matière, avant de détailler deux opérations usuelles de traitement d'images.
1.1.1 Dénitions
Ce qu'est une image numérique
Une image numérique désigne une image aquise (par exemple par un appareil photo
ou un sanner. . .), ou bien réée (notamment par un programme informatique ou une
tablette graphique. . .), qui est ensuite stokée sur un support (omme un disque dur ou
une lé USB. . .) et qui peut, par la suite, subir divers traitements (e peut être une modi-
ation de taille, de ouleur, ou bien d'autres hoses enore). Cette image représente une
sène qui, pour les besoins pré-ités de stokage, de représentation sur ordinateur, de ma-
nipulation ou d'analyse, se trouve déomposée en un ensemble de ellules dénombrables.
On peut ainsi faire un parallèle entre ette façon de représenter des images et les mo-
saïques ou les vitraux, omparaison notamment proposée dans [Coeurjolly et al., 2007℄
(voir gure 1.i pour une illustration
1
). Cependant, e rapprohement a des limites : dans
le as des mosaïques et vitraux, les diérentes pièes omposant la sène ont une forme
qui s'ajuste à elle des objets représentés. Chaque pièe peut don avoir sa propre forme
pour mieux respeter les ontours des objets.
Fig. 1.i  Déoupe d'une mosaïque et d'un vitrail : exemple de sènes déomposées en
un nombre ni d'éléments.
Le déoupage n'est pas aussi libre pour les images numériques : elles sont omposées
d'un nombre ni d'éléments de même dimension formant la plus petite unité d'une
image, appelés pixels (abréviation de la loution anglaise piture element, attribuée à
F. C. Billingsley [Billingsley, 1965℄), ayant haun une position spatiale et une valeur.




Ces deux images sont sous liene Creative Commons, libres de reprodution, distribution et modi-
ation, et aessibles aux URLs suivantes : http://www.flikr.om/photos/jfgornet/4124350882/
et http://www.flikr.om/photos/dalbera/2131300627/.
2
Cette image est sous liene Creative Commons, libre de reprodution, distribution et modiation,
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Fig. 1.ii  Une image numérique : zoom sur la déomposition en pixels.
On peut don, de façon plus formelle, onsidérer une image numérique omme étant
une matrie de pixels. Dans la suite de ette thèse, nous utiliserons le terme image
numérique pour désigner toute image vériant ette déomposition (par opposition,
par exemple, aux images vetorielles qui sont dérites par des formules géométriques
modélisant le traé, et peuvent s'aher sans perte à diérentes éhelles). De plus, nous
nous intéresserons uniquement aux images en deux dimensions.
Notions assoiées
De nombreuses notions sur les images matriielles ont été introduites. Considérons
tout d'abord les onepts de voisinage et d'adjaene de pixels [Coeurjolly et al., 2007℄.
Un pixel p de oordonnées (x, y) a quatre voisins horizontaux et vertiaux, qui dénissent
son 4-voisinage. Il s'agit des pixels de oordonnées (x + 1, y), (x − 1, y), (x, y + 1) et
(x, y − 1). De façon formelle, deux pixels p1 et p2 sont 4-voisins, ou 4-adjaents, si
|xp1 − xp2|+ |yp1 − yp2| = 1. Quant aux quatre pixels voisins en diagonale de p, ils ont
pour oordonnées (x + 1, y + 1), (x + 1, y − 1), (x − 1, y + 1) et (x − 1, y − 1). Ces
quatre pixels, assoiés aux 4-voisins, forment les 8-voisins. Ainsi, deux pixels p1 et p2
sont 8-voisins, ou 8-adjaents, si max(|xp1 − xp2|, |yp1 − yp2|) = 1.
On peut penser toute image numérique omme étant une fontion f ayant deux ar-
guments disrets : la position spatiale des pixels, 'est-à-dire la largeur et la hauteur. Par
onvention, le pixel (0, 0) se trouve en haut à gauhe de l'image (la première oordonnée
étant la largeur, la seonde la hauteur) ; pour une image ayant m pixels en largeur et
n pixels en hauteur, les oordonnées des pixels varient don de (0, 0) à (m− 1, n − 1).
Cette fontion renvoie la ouleur du pixel désigné :
f : N× N → C
L'ensemble des ouleurs possibles dépend du type d'images onsidéré (se référer à la
gure 1.iii pour une illustration) :
et aessible à l'URL suivante : http://www.flikr.om/photos/arnolouise/3046105408/. Elle sera
reprise tout au long de e hapitre.
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 C = {noir, blanc} pour les images binaires (en général, noir = 0 et blanc = 1) ;
 C = R pour les images en niveaux de gris. Dans e as, seule l'intensité lumineuse
est odée, en général sur 1 otet, ave 256 valeurs possibles (0 pour le noir, 255
pour le blan) ;
 C = R3 pour les images ouleur (en général). La valeur de la ouleur résulte alors
d'une ombinaison linéaire des valeurs de trois omposantes.
Fig. 1.iii  Trois modes de représentation d'une même image : binaire (à gauhe),
niveaux de gris (au entre), ouleurs (à droite, image originelle).
Résumons simplement quelques modes de odage informatique des ouleurs. Le plus
fréquent est le mode RVB (Rouge Vert Bleu, ou RGB  Red Green Blue  en anglais). Il
se base sur la synthèse additive des ouleurs (de façon identique à la lumière), et admet
les trois ouleurs primaires éponymes. Chaune a une valeur omprise entre 0 et 255, leur
mélange permettant d'obtenir les ouleurs intermédiaires (par exemple, [255,0,0℄ dénote
le rouge, [255,255,0℄ le jaune, et [60,60,60℄ un gris foné). Le mode de représentation des
ouleurs utilisé préférentiellement pour l'impression est CMJN (Cyan Magenta Jaune
Noir, ou CMYK  Cyan Magenta Yellow Key  en anglais). Il se base sur la synthèse
soustrative des ouleurs (de façon identique à la peinture). Citons enn le mode TSL
(Teinte Saturation Luminane, ou HSL  Hue Saturation Lightness  en anglais), qui
semble plus prohe de la façon dont l'esprit humain appréhende les ouleurs. Il repose
sur un erle des ouleurs, dont l'angle donne la teinte, le taux de pureté étant quant à
lui reété par la saturation, et la luminosité par la luminane. Notons qu'il existe des
formules permettant de passer d'un mode de représentation ouleur à un autre.
La qualité visuelle d'une image numérique résulte en grande partie du nombre de
pixels qui la omposent, e que l'on nomme ouramment dénition de l'image. Une
notion onnexe est elle de résolution. Il s'agit du nombre de pixels par unité de longueur.
Plus elui-i est élevé et plus la quantité d'information, et don le degré de détail, sont
importants. Ainsi, plus la résolution est élevée (le déoupage est n), et mieux la sène
représentée l'est dèlement (on dit ouramment que l'image a une meilleur qualité).
Notons qu'il est possible, et usité, de modéliser une même image à plusieurs résolutions
sous la forme d'une pyramide [Burt et Adelson, 1983℄ (voir gure 1.iv). Cette pyramide
peut ensuite être utilisée en traitement d'images pour travailler à diérents niveaux de
détail.
Nous pouvons rapproher es onsidérations sur la résolution du onept des images
vignettes. Ces imagettes, de petite dénition, qui sont très largement utilisées sur In-
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Fig. 1.iv  Une représentation multi-résolution d'une image : la pyramide.
ternet, résultent souvent du redimensionnement d'images originelles plus grandes. Ce
redimensionnement engendre une perte d'information. Considérons pour illustrer nos
propos la gure 1.v. L'image de gauhe a vu sa dénition réduite de moitié à réso-
lution onstante, omme on peut le voir sur l'image du entre. En l'ahant alors à
sa dimension d'origine, on obtient l'image de droite : on onstate lairement qu'une
perte d'information a eu lieu. L'image vignette est don un ondensé d'information,
selon un ertain algorithme de redimensionnement, de l'image d'origine. Notons qu'il
existe évidemment des méthodes d'interpolation pour tenter de permettre le retour à la
dimension de l'image d'origine ave une perte minimisée.
Fig. 1.v  Création d'une image vignette et perte d'information engendrée.
On assoie à une image numérique une taille, en otets, qui est fortement dépen-
dante de la façon dont les informations sont représentées en mémoire. Il existe ainsi de
nombreux formats, ouleur ou non, propriétaires ou non, et ave ou sans ompression
(par exemple, JPEG, GIF, PNG, PPM. . .).
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Lors de l'aquisition d'une image numérique, ou lors de traitements qui lui sont ap-
pliqués, de nombreux paramètres entrent en jeu. Il peut s'agir de onditions d'élairage
ou de luminosité, de hangement d'éhelle, de rotation, de l'existene de bruit, de l'o-
ultation de ertaines zones ou de readrage, de modiation de ontraste. . . (voir la
gure 1.vi pour une illustration). Ces éléments sont largement à prendre en ompte pour
les problématiques de reonnaissane de formes : l'enjeu est de parvenir à reonnaître
un objet, en passant outre es obstales.
Fig. 1.vi  Diérents traitements apportés à une image numérique. De haut en bas et
de gauhe à droite : image originelle, hangement de luminosité, rotation et readrage,
modiation de ontraste, oultation, ajout de bruit.
Le ontraste
La dernière notion que nous détaillerons est elle de ontraste. Il s'agit d'une mesure
de pereption de la diérene de luminosité entre deux zones de ouleur. Plus sa valeur
est élevée et plus grande est la diérene. Nous avons déjà fait remarquer qu'une image
ouleur pouvait être odée selon trois omposantes RVB (toute image ouleur, binaire
ou à niveaux de gris peut-être ramenée sur e modèle  pour les deux derniers as,
haune de ses omposantes aura alors la même valeur). En réalité, il est également
possible de représenter une image par trois autres valeurs (on peut passer à e mode de
représentation en appliquant de simples formules de onversion) :
 la luminane Y ;
 et deux valeurs de hrominane : U (diérene de bleu) et V (diérene de rouge).
Considérons une image ou une partie d'une image : il s'agit don d'une matrie. En
notant Y la luminane assoiée à un pixel, on peut aluler le ontraste C assoié à la ma-
trie de nombreuses façons, dont les suivantes [Mihelson, 1927, Kukkonen et al., 1993℄.
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Cette mesure est onseillée lorsque l'arrière plan est uniforme et de grande taille, ave
un petit objet net au-dessus.




Cette mesure est onseillée si l'arrière plan et le premier plan ne sont pas bien délimités,
et se partagent équitablement l'image.
Contraste RMS CRMS Soit n le nombre total de pixels onstituant la matrie. Dans
la suite, Yp et Y¯ orrespondent respetivement à la luminane normalisée du pixel p de
la matrie et à la moyenne des luminanes normalisées des pixels de la matrie. Le






(Yi − Y¯ )2
Ces diérentes dénitions abordées, nous pouvons nous intéresser dans la partie
suivante au traitement d'images numériques.
1.1.2 Deux opérations usuelles de traitement d'images
L'étude des images numériques et de leurs transformations, ou enore l'extration
d'information, sont souvent désignées par le terme traitement d'images. La frontière
n'est pas toujours laire entre ette disipline et d'autres omme l'analyse d'images ou
la vision par ordinateur. Il est admit que l'on peut distinguer trois types de traitement
d'images [Gonzalez et Woods, 2006℄ :
 les traitements bas niveau : les entrées et les sorties sont toutes deux des images
('était par exemple le as des modiations illustrées sur la gure 1.vi) ;
 les traitements mi-niveau : les entrées sont des images, et les sorties des attributs
extraits de es images ('est le as, omme nous allons le voir, de la segmentation
d'images et de l'extration de aratéristiques) ;
 les traitements haut niveau : il s'agit de donner du sens à l'information dénotée
par l'image, pour des appliations telles que la reonnaissane de formes.
Nous nous intéresserons dans ette partie à deux opérations usuelles de traitement
d'images de mi-niveau : la segmentation et l'extration de aratéristiques. Ces deux
opérations s'inséreront, par la suite, dans la problématique de la représentation d'images
sous forme struturée.
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Segmentation d'image
Un proessus de segmentation vise à dénir un ensemble de régions disjointes pour
une image donnée, régions qui sont onstituées de pixels voisins et homogènes se-
lon un ritère prédéni. Soit R l'ensemble des pixels d'une image. Une segmenta-
tion partitionne R en n régions R1, R2, . . . , Rn telles que [Horowitz et Pavlidis, 1976,
Gonzalez et Woods, 2006℄ :

⋃n
i=1Ri = R (tout pixel appartient à une région) ;
 Ri ∩Rj = ∅ ∀i, j ∈ {1, 2, . . . n}|i 6= j (les régions sont disjointes) ;
 Ri est un ensemble onnexe ∀i = 1, 2, . . . , n (les pixels d'une région sont 4-
adjaents ou 8-adjaents, selon des onditions prédénies) ;
 Q(Ri) = V RAI ∀i = 1, 2, . . . , n ;
 Q(Ri ∪Rj) = FAUX pour tout ouple de régions adjaentes Ri et Rj.
Pour les deux derniers points, Q désigne un prédiat logique déni sur les pixels des
régions. Ainsi, tous les pixels d'une même région respetent au moins une propriété om-
mune qui est le ritère de la segmentation ; et les pixels de régions adjaentes dièrent
selon ette (es) même(s) propriété(s).
Le hallenge prinipal posé par la segmentation d'une image est elui du niveau de
détail : idéalement, le proessus de partitionnement doit s'arrêter lorsque les objets ou
zones d'intérêt de l'image ont été détetés. Cette tâhe est omplexe, et de nombreuses
approhes existent [Bolon et al., 1995℄. Parmi elles, l'approhe frontière part du prinipe
qu'au niveau des frontières des régions doivent se produire des hangements d'intensité.
On herhe alors à déteter e qui peut s'assimiler à un ontour. L'approhe région tente
elle un regroupement de pixels similaires. Il peut s'agir d'une modiation d'une pre-
mière partition (en divisant ou regroupant des régions), ou d'une roissane de régions
en inorporant peu à peu de nouveaux pixels. Le résultat est évidemment largement
dépendant de l'algorithme (et de ses éventuels paramètres) utilisé. De plus, omme on
peut le voir sur la gure 1.vii, obtenue par un algorithme de split and merge
3
, un même
objet peut se retrouver segmenté diéremment si e qui l'entoure est modié. Ii, le
fond a hangé, et les ronds orange, motifs de la tasse, ne sont pas toujours onsidérés
omme des régions à part entière. Ce problème de sur et sous-segmentation est un des
dés de ette opération de traitement d'images.
Extration de aratéristiques
Une autre solution onsiste à dérire l'image par un ensemble d'éléments araté-
ristiques de ses diérentes parties. Ces éléments aratéristiques, qui sont des pixels ou
des ensembles de pixels, sont bien souvent appelés points d'intérêt et ont été introduits
pour la première fois par H. P. Morave ([Morave, 1977℄). Dans l'idéal, ils se doivent
d'être robustes à diverses modiations appliables à une image (omme déjà évoqué,
il s'agit par exemple de hangement de luminosité, de point de vue, de rotations. . .).
3
Cette illustration a été obtenue en utilisant la version de démonstration de Desartes, un pro-
gramme de segmentation interative d'images disponible en ligne : http://www.grey.ensiaen.fr/
~lu/SEGMENTE/segmente.html
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Fig. 1.vii  Une image de tasse ave deux fonds diérents et les ontours des régions
orrespondantes obtenues après segmentation.
De plus, ils doivent être susamment disriminants pour permettre l'identiation des
objets de l'image.
La première étape de ette approhe est l'extration des aratéristiques, et ela en
utilisant un déteteur de points d'intérêt. Parmi les plus élèbres, on peut iter : Har-
ris ([Harris et Stephens, 1988℄) et Harris Ane ([Mikolajzyk et Shmid, 2004℄), Susan
([Smith et Brady, 1995℄), ou, plus réemment et de nos jours largement utilisé, SIFT
([Lowe, 1999, Lowe, 2004℄). En règle générale, on estime qu'un bon déteteur doit être
répétable et préis, déteter susamment de régions pour ouvrir tous les objets de
l'image, et fournir des régions rihes en information. Plusieurs études ont été menées an
de omparer les déteteurs existants ([Shmid et al., 2000, Mikolajzyk et al., 2005℄). La
seonde étape est l'assignation d'information aux points détetés, par l'utilisation d'un
desripteur. Celui-i est également très important, et doit être répétable, ompat et
disriminant, et rapide à aluler. Il peut s'agir d'histogrammes (que nous détaillerons
dans la partie 1.2.1), de moments, ou d'informations sur le voisinage des points (SIFT
[Lowe, 2004℄, qui s'intéresse à l'orientation des gradients, est là aussi une référene).
Cependant, tout omme la segmentation, l'extration de aratéristiques n'est pas
exempte d'inonvénients. Intéressons-nous à la gure 1.viii : il s'agit d'une image de
tasse, ave deux fonds diérents
4
. Les èhes indiquent la position, l'éhelle, et l'orien-
tation des points d'intérêt. On remarque que le déteteur reste assez stable sur la tasse
4
Cette illustration a été obtenue en utilisant la version de démonstration de SIFT, disponible en
ligne : http://www.s.ub.a/~lowe/keypoints/
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elle-même, même si ertains points ne sont pas détetés (ertains déteteurs ont des
résultats bien moins onvainants et ne déteteront que peu de points en ommun).
Par ontre, il y a beauoup plus de points détetés sur le fond herbe que sur le fond
iel. Il faut don faire attention à la façon dont es points seront utilisés par la suite,
si l'on souhaite pouvoir reonnaître automatiquement qu'il s'agit de la même tasse,
indépendamment du fond.
Fig. 1.viii  Utilisation du déteteur SIFT sur une même image de tasse ave deux
fonds diérents.
1.2 Premières représentations struturées d'images
Nous venons d'étudier des traitements bas niveau (rehaussement de ontraste, han-
gement de luminosité. . .) et mi-niveau (segmentation et extration de aratéristiques)
appliqués aux images numériques. Dans beauoup d'appliations, dont la reonnaissane
de formes, la reherhe ou la lassiation d'images, le but est de déteter automatique-
ment les objets représentés sur l'image, et d'y assigner éventuellement une signiation.
Il s'agit alors de traitement d'images haut niveau. Or, il est très diile d'attribuer auto-
matiquement un sens à une image si elle-i est uniquement onsidérée par l'ordinateur
omme étant une matrie de pixels. Il est don néessaire de passer à une autre repré-
sentation, que l'on appellera représentation struturée, puisqu'elle organise d'une façon
ou d'une autre l'information ontenue dans l'image. Le but est, dans l'idéal, double :
parvenir à distinguer les diérents objets de l'image et représenter les relations spatiales
qui les lient. Pour ela, on n'a pas besoin de onserver toute l'information ontenue dans
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l'image d'origine, mais on doit préserver au mieux elle qui est importante.
Nous onsidérerons ii quatre formes de représentation, par ordre roissant de stru-
turation : les histogrammes, les haînes, les arbres et enn les graphes. Cette partie n'est
évidemment pas exhaustive, de nombreux autres modèles existent, omme l'approhe
par sas de mots visuels qui a pour but de onstruire un voabulaire sur les images
([Nowak et al., 2006℄), qui peut par la suite être pondéré selon des ritères de fréquene
et de disrimination. On peut également iter les travaux portant sur les automates qui
visent à dénir des langages sur les images [Culik II et Kari, 1997, Kari, 2006℄ (e qui
est partiulièrement bien adapté aux fratales) et peuvent aussi servir dans des buts
de ompression. Une autre approhe est elle des squelettes [Blum, 1967℄, où les objets
(préalablement détetés) d'une image sont représentés par un ensemble de points équi-
distants de sa frontière (il peut s'agir des entres des erles de rayons maximaux inlus
dans l'objet, mais plusieurs dénitions mathématiques existent).
1.2.1 Représentation sous forme d'histogrammes
Les histogrammes sont parfois utilisés par les algorithmes de segmentation ou enore
de ompression d'images, mais peuvent également être onsidérés omme une représen-
tation struturée  ertes simple  à part entière [Swain et Ballard, 1991℄. Un histo-
gramme est une représentation alternative d'une image, de type statistique. C'est un
diagramme en bâton représentant en ordonnées le nombre de pixels de l'image vériant
la propriété de l'axe des absisses. La gure 1.ix montre ainsi les trois histogrammes
RVB d'une image.
histogramme rouge
histogramme vert histogramme bleu
Fig. 1.ix  Trois histogrammes RVB d'une image. En absisse : valeur de la omposante
(de 0 à 255), en ordonnées : nombre de pixels de ette valeur.
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Il s'agit ii de reproduire la répartition des intensités des ouleurs. Si l'on onsidère
une image en niveaux de gris, si elle est sombre son histogramme sera onentré sur
la gauhe du graphique, inversement si elle est lumineuse il se trouvera à droite. Si
ette image est fortement ontrastée, l'histogramme sera bien réparti tout au long de
l'axe des absisses. On peut évidemment hoisir d'autres informations que l'intensité
des ouleurs, pour obtenir des histogrammes plus rihes et plus disriminants.
Une fois les histogrammes obtenus, enore faut-il pouvoir les omparer pour évaluer
si les images dont ils sont les représentants sont semblables ou non. Plusieurs méthodes
de alul de distanes entre histogrammes ont été développées dans e but. Il peut
s'agir de mesures d'intersetion ([Swain et Ballard, 1990℄), de distane eulidienne ou
de distane quadratique [Smith et fu Chang, 1996℄. Cependant, l'utilisation des histo-
grammes pour des tâhes de reonnaissane de formes a des limites. Considérons la gure
1.x : elle représente deux images, qui ont exatement le même histogramme (la seonde
image n'est en fait qu'une permutation des pixels de la première). Cet histogramme, qui
représente les valeurs des pixels, n'est don pas disriminant : une simple omparaison
des distributions n'est pas adaptée à la pereption visuelle. Pour pouvoir représenter la
sémantique d'une image il faut don utiliser au minimum un histogramme plus évolué.
Une autre ritique à l'enontre des histogrammes est la suivante : en tant que mesure
globale, ils n'intègrent pas d'information spatiale sur la façon dont les objets de l'image
sont agenés ar ils ne permettent pas de les distinguer les uns des autres. Plusieurs
autres approhes ont depuis été développées, qui se basent sur des histogrammes loaux,
ou sur des méthodes d'apprentissage [Chapelle et al., 1999℄.
Fig. 1.x  Une limite des histogrammes : deux images de sémantique très diérente
ayant le même histogramme.
1.2.2 Représentation sous forme de haînes
Une haîne est une suite ordonnée d'éléments qui permet, de par es données sé-
quentielles, d'apporter des informations supplémentaires à elles fournies par exemple
par les histogrammes. Étant donné une image, plusieurs méthodes ont été développées
pour en extraire une représentation sous forme de haîne. L'une d'entre elles, ourante,
se base sur l'utilisation des odes de Freeman [Freeman, 1961℄. Il s'agit de parourir le
ontour d'un objet de l'image, en odant sa forme spatiale. Ainsi, en partant du premier
pixel de ontour de l'objet renontré en haut à gauhe de l'image, et en visitant tour à
tour ses voisins (ii on utilise ouramment le 8-voisinage), on peut oder sous forme de
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haîne l'ensemble des diretions prises. Cei est illustré par la gure 1.xi qui représente
le odage du hire 3. À haque diretion est assoié un entier. La haîne obtenue est
la onaténation de es entiers, dans l'ordre du ontour. Cei implique don d'avoir
auparavant déteté le ontour des objets de l'image (e qui a pu être mené à bien par
une phase de segmentation).
Fig. 1.xi  Représentation sous forme de haîne de l'image d'un hire manusrit, via
le ode de Freeman.
Une autre possibilité est d'extraire de l'image un ensemble de points d'intérêts, qui
peuvent ensuite être ordonnés sous forme de haîne selon un ritère prédéni. Dans
[Ros et al., 2005, Solnon et Jolion, 2007℄, les auteurs proposent d'ordonner les points
selon leur ontraste, par ordre déroissant.
Une fois la représentation sous forme de haîne obtenue, il s'agit d'être en possession
de moyens pour les omparer. Outre la distane de Hamming, omptant le nombre de
positions où deux haînes dièrent, la distane d'édition, introduite par Levenshtein
[Levenshtein, 1966℄, dénit des opérations sur les haînes. On onsidère qu'il est pos-
sible de supprimer un élément de la haîne, d'en insérer un, ou enore d'en substituer un
par un autre. La suite d'opérations permettant de passer d'une haîne à une autre est
appelée sript d'édition. Pour obtenir la distane d'édition entre deux haînes, il faut
trouver quel sript d'édition est le moins oûteux. Pour ela, à haune des opérations
(insertion, suppression, substitution) est assoié un oût, qui indique si la modiation
est bénigne ou non, et selon quel degré. La distane d'édition entre deux haînes or-
respond alors au oût du sript d'édition optimal. Cette approhe a été utilisée dans
[Bunke et Csirik, 1995, Solnon et Jolion, 2007℄, es derniers ayant aussi étudié des dis-
tanes entre histogrammes prenant en ompte ertaines données séquentielles.
Les haînes trouvent aussi toute leur utilité lorsque l'on onsidère des lasses d'images.
En eet, d'autres mesures, telles que la haîne médiane (généralisée ou non) ou la
haîne moyenne ont été dénies [Bunke et al., 2002, Jiang et al., 2004℄. Ces haînes, qui
minimisent la somme des distanes aux haînes de la lasse, peuvent servir de repré-
sentantes de lasses pour des travaux en lassiation supervisée. Pour savoir à quelle
lasse d'images appartient un nouvel exemple, il s'agit alors de le onvertir en haîne,
puis de trouver de quelle représentante de lasse il est le plus prohe.
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1.2.3 Représentation sous forme d'arbres
Un arbre est une représentation hiérarhique. Il s'agit d'une struture de données
arboresente onstituée d'une raine et de branhes liant les n÷uds entre eux, voie par
laquelle la hiérarhie est dénotée. Si l'on hoisit l'exemple d'un arbre généalogique, le
départ de l'arbre, don l'anêtre dont on étudie la desendane, est appelé la raine ;
ses desendants ave enfants sont les n÷uds internes de l'arbre, et les desendants sans
enfants sont appelés feuilles.
Les arbres peuvent être utilisés pour représenter les images de façon struturée.
L'exemple le plus onnu est elui des quadtrees [Finkel et Bentley, 1974, Samet, 1984℄.
Il s'agit d'arbres, basés sur un prinipe similaire à elui de diviser pour régner, onstruits
de façon à e que haque n÷ud représente une partie de l'image initiale.




Fig. 1.xii  Une image simple et le quadtree orrespondant.
Considérons la gure 1.xii, qui illustre le quadtree d'une image simple (l'arbre est
ii sindé en quatre sous-arbres pour des besoins de visibilité). Il résulte de subdivisions
suessives de l'image : l'arbre débutant à la raine ontient l'information de l'image
omplète. Chaun de ses quatre sous-arbres ordonnés représente un quart de ette image
(A : quart en haut à gauhe, B : quart en haut à droite, C : quart en bas à gauhe, D :
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quart en bas à droite). Tout n÷ud interne non homogène selon un ritère prédéni (ii,
la ouleur) est à son tour subdivisé en quatre ls. Pour nir, les feuilles de l'arbre sont
étiquetées par leur valeur.
On se rend rapidement ompte que la taille de l'arbre peut devenir très importante,
et au pire des as atteindre le nombre de pixels de l'image. Il existe pour pallier ela
des méthodes permettant de le simplier (on peut supprimer les ls d'un n÷ud s'ils
sont homogènes à un ertain seuil près, par exemple). Cei onduit à des tehniques
de ompression d'images si l'on reonstruit une image d'après le quadtree obtenu. De
même, on peut également prééder la onstrution du quadtree par une étape de seg-
mentation de l'image. Notons que d'autres partitionnements d'images sont possibles,
ainsi les kd-trees [Bentley, 1975℄, les BSP trees (subdivision selon des axes arbitraires)
[Qiu et Sudirman, 2001℄ et les arbres de partition [Salembier et Garrido, 1998℄ (repré-
sentation hiérarhique de régions de segmentation, permettant une vision à diérentes
éhelles par fusion de n÷uds).
Le ode de Freeman, déjà évoqué pour la représentation d'images sous forme de
haînes, a également été adapté pour permettre une représentation sous forme d'arbres
([Bernard et al., 2008℄). Comme l'illustre la gure 1.xiii, il s'agit en fait d'extraire la
haîne odant le ontour de l'image. Celle-i est, en parallèle, onvertie en arbre : on
rée une raine, d'étiquette −1, puis haque nouveau ode engendre un ls. Si e ode
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Représentation arborescente d’un "3"
Fig. 1.xiii  Exemple d'une image d'un hire manusrit représentée sous forme d'arbre,
via l'utilisation du ode de Freeman.
Étant donné des arbres représentant des images, il s'agit alors de pouvoir les ompa-
rer. Une possibilité est l'utilisation de la distane d'édition entre arbres. Déjà évoquée
dans la partie préédente 1.2.2 sur les haînes, la distane d'édition entre arbres admet
prinipalement trois opérations [Bille, 2005℄ : la substitution du label d'un n÷ud par
28 Chapitre 1. Représentation d'images sous forme struturée
un autre, la suppression d'un n÷ud interne (ses ls deviennent les ls de son père) et
l'insertion d'un n÷ud. L'alignement d'arbres peut être onsidéré omme une variante de
la distane d'édition [Jiang et al., 1994℄. Il s'agit tout d'abord d'insérer des n÷uds de
labels vides jusqu'à e que les deux arbres aient une struture identique, puis d'assigner
un oût à ette suite d'opérations et aux substitutions de labels. On peut également
iter les travaux sur l'inlusion d'arbres [Chen, 1998℄, un arbre étant inlus dans un
autre si une suite de suppressions de n÷uds permet de le retrouver.
1.3 Représentation struturée d'images sous forme
de graphes
Des histogrammes aux arbres, en passant par les haînes, nous avons gagné en stru-
turation des données de l'image. Un modèle supplémentaire, plus omplexe, permet
d'aroître enore l'information odée : le graphe. Les graphes extraits d'images utilisés
en reonnaissane de formes et vision par ordinateur sont dans la grande majorité des
as non orientés.
Dénition 1.1 (Graphe non orienté)
Un graphe non orienté G est un ouple (V,E) ave :
 V un ensemble ni non vide d'éléments appelés sommets ou n÷uds ( verties en
anglais) de G ;
 E ⊆ V × V un ensemble ni d'arêtes ( edges en anglais), qui sont des ensembles
à deux sommets.
Le graphe non orienté représenté sur la gure 1.xiv se dénit en extension de la
façon suivante :
 V = {A,B,C,D} ;
 E = {{A,B}, {B,C}, {C,C}, {C,D}, {B,D}}.
A B
D C
Fig. 1.xiv  Un graphe non orienté.
Nous verrons plus en détails le voabulaire ommunément assoié à la théorie des
graphes dans la partie 3.1.1. Pour le moment, nous nous ontenterons d'indiquer qu'une
arête ontenant deux fois le même sommet est appelée boule ('est le as de l'arête
{C,C} sur la gure 1.xiv), et que la taille d'un graphe G, notée |V |, orrespond à son
1.3. Représentation struturée d'images sous forme de graphes 29
nombre de sommets. Par la suite, on désignera les graphes non orientés par le simple
terme graphes.
Il est fréquent, et e notamment lorsque les graphes représentent des images, de
leur assigner des étiquettes, enore appelées labels (les n÷uds du quadtree présenté
dans la partie préédente étaient également étiquetés, par des informations de ouleur).
Appliquées aux sommets et/ou aux arêtes, e sont des données qui permettent d'enrihir
le graphe. Cela revient à ajouter à la dénition générale d'un graphe deux fontion
d'étiquetage :
Dénition 1.2 (Graphe étiqueté)
Soient LV et LE deux ensembles d'étiquettes (respetivement pour les sommets et les
arêtes de G). Un graphe non orienté étiqueté G est un quadruplet (V,E, α, β) ave :
 V un ensemble ni non vide d'éléments appelés sommets ou n÷uds ( verties en
anglais) de G ;
 E ⊆ V × V un ensemble ni d'arêtes ( edges en anglais), qui sont des ensembles
à deux sommets ;
 α : V → LV la fontion d'étiquetage des sommets ;
 β : V × V → LE la fontion d'étiquetage des arêtes.
1.3.1 Graphes d'images segmentées
Nous avons étudié la segmentation d'images dans la partie 1.1.2 et vu qu'elle per-
mettait de subdiviser une image en régions. Il est possible, à partir de e résultat,
de onstruire des graphes de plusieurs façons (nous ne serons pas exhaustifs et nous
ontenterons d'introduire les prinipaux modèles).
Le premier modèle à avoir été déni est le RAG (Region Adjaeny Graph en anglais)
[Rosenfeld, 1974℄. Il permet de dérire les relations d'adjaene entre les régions assez
simplement. Illustrons nos propos par la gure 1.xv : il s'agit d'une image segmentée,
et du RAG assoié. Nous pouvons remarquer que haque région est représentée par un
sommet, et qu'il existe une arête entre deux sommets si les régions orrespondantes
sont adjaentes. Remarquons qu'un sommet supplémentaire a été ajouté : il orrespond
à une région innie, qui représente l'extérieur de l'image, 'est-à-dire tout e qui ne
lui appartient pas. Sur l'illustration, nous avons hoisi de labelliser les sommets par la
ouleur de la région qu'ils dénotent. En eet, pour ette atégorie de graphes dont les
sommets représentent les régions, il est fréquent de les enrihir en indiquant des labels
informatifs sur les régions : ouleur, forme, surfae, oordonnées du baryentre. . . pour
s'adapter au mieux à l'image originelle. Il est également possible d'étiqueter les arêtes
(par la longueur de la frontière ommune entre les deux régions, par exemple).
On peut ependant faire plusieurs remarques négatives à l'enontre des RAG. La
première est qu'ils ne permettent pas de diérenier si des régions sont adjaentes ou
inluses les unes dans les autres. De même, on ne peut pas savoir s'il existe une adjaene
simple ou multiple entre elles. Enn, étant donné que le modèle est simple, plusieurs
images très diérentes peuvent avoir le même RAG.
Une extension a depuis été proposée : il s'agit des graphes duaux [Kropatsh, 1994,
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Fig. 1.xv  Une image simple et le RAG orrespondant.
Kropatsh et Maho, 1995℄. Il s'agit en fait de deux graphes, le premier étant une évo-
lution du RAG, et le seond son dual. Pour obtenir le dual G′ d'un graphe G, il s'agit
de hoisir, pour haque fae de G (le dessin de G délimite l'espae en régions appelées
faes, omme nous le verrons dans la partie 3.1.2), un point  points qui onstitueront
les sommets de G′. Pour haque arête de G, on rée une arête dans G′, qui relie les deux
sommets assoiés aux deux faes séparées par l'arête de G. Le RAG devient également
un multigraphe pour dénoter les adjaenes multiples entre deux régions ('est-à-dire
que l'on peut réer plusieurs arêtes entre les deux mêmes sommets), et on introduit des
boules pour gérer les régions inluses (mais il faut alors être apable de déteter une
boule qui entoure géométriquement une autre région. . .). L'inonvénient des graphes
duaux est qu'ils néessitent de onserver deux graphes par image, mais aussi et surtout
qu'il faut dénir géométriquement les arêtes et les boules.
Par la suite, d'autres évolutions ont vu le jour, et ont mené à l'introdution des
artes ombinatoires, qui permettent de représenter toutes les relations d'adjaene
et d'inidene entre les régions [Edmonds, 1960, Tutte, 1963, Cori, 1975℄. Nous nous
limitons dans ette thèse aux images en deux dimensions, mais notons que les artes
ombinatoires peuvent être dénies en dimension quelonque.
Une arte ombinatoire peut être vue omme une struture de données représentant
haune des faes d'un graphe. Elle est onstituée d'un ensemble de brins qui orres-
pondent aux arêtes des faes (toute arête partiipant deux fois pour dénir les faes
d'un graphe, il existe deux fois plus de brins que d'arêtes). On dénit, sur es brins, une
permutation (il s'agit d'une bijetion de l'ensemble des brins dans lui-même). Celle-i
permet de parourir haque fae et représente don la relation d'adjaene entre les
arêtes. Par la suite, les faes ainsi représentées sont mises en relation par une involution
(qui est une bijetion b de l'ensemble des brins dans lui-même, telle que b = b−1) qui
permet de représenter l'adjaene entre les faes. Plus formellement, on a la dénition
suivante [Lienhardt, 1991℄ :
Dénition 1.3 (Carte ombinatoire 2D)
Une arte ombinatoire 2D M = (D,β1, β2) est dénie par :
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1 2 3 4 5 6 7 8
β1 2 3 4 5 6 7 1 9
β2 15 14 18 17 10 9 8 7
Tab. 1.1  Données de β1 et β2 pour la arte ombinatoire 2D de la gure 1.xvi.
 un ensemble de brins D ;
 une permutation β1 sur D, permettant de dénir les faes ;
 une involution β2 sur D, permettant de hanger de fae.
Considérons ainsi la gure 1.xvi représentant une arte ombinatoire en dimension












Fig. 1.xvi  Une arte ombinatoire 2D.
Les artes ombinatoires orent la possibilité de retrouver, par les fontions βi,
les faes ou les sommets des graphes qu'elles représentent. De plus, elles peuvent être
aompagnées de strutures d'inlusion (rendant ompte de l'inlusion de régions les
unes dans les autres), dont il existe plusieurs types.
1.3.2 Graphes et points d'intérêt
D'autres méthodes de onstrution de graphes à partir d'images ne néessitent pas
de phase préalable de segmentation. À la plae, elles font appel à un déteteur de points
d'intérêt (voir la partie 1.1.2 sur l'extration de aratéristiques), qui vont ensuite être
reliés par des arêtes pour former un graphe. Une méthode ommunément admise pour
ela est de réer des graphes de voisinage. Il peut s'agir :
 de l'arbre ouvrant de longueur minimale EMST (Eulidean Minimum Spanning
Tree), dont la somme des longueurs eulidiennes des arêtes est minimisée (on peut
voir un arbre omme étant un graphe partiulier) ;
 du graphe des voisins relatifs RNG (Relative Neighbourhood Graph) pour lequel il
existe une arête entre deux sommets v1 et v2 si l'intersetion des erles de entre
v1 et v2 et de rayon v1v2 ne ontient pas d'autre sommet ([Toussaint, 1980℄) ;
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 le graphe de Gabriel GG (Gabriel Graph) pour lequel il existe une arête entre deux
sommets v1 et v2 si le erle de diamètre v1v2 ne ontient pas d'autre sommet
([Gabriel et Sokal, 1969℄) ;
 le graphe de Delaunay, ou enore la triangulation de Delaunay T , dont les proprié-
tés sont expliquées en détail dans la partie A. Il s'agit d'une subdivision planaire
dont les faes sont des triangles, et telle que le erle ironsrit à tout triangle
ne ontienne auun autre sommet.
On peut remarquer que les arêtes de es graphes de voisinage vérient [Fortune, 1992℄
EMST ⊆ RNG ⊆ GG ⊆ T (pour une illustration, voir la gure 1.xvii5).
Les triangulations sont fréquemment utilisées pour représenter des images en deux
dimensions ([Kohout, 2007℄) ou pour modéliser des objets en 3D ([Garia et al., 1999℄),
en intégrant, si e ne sont des points d'intérêt, au moins des pixels dits signiatifs. On
parle alors souvent de maillages. Ces modélisations sont aussi un moyen de ompresser et
approximer les images ([Taubin et Rossigna, 1998, Rossigna, 1999, Alliez et al., 2008℄).
Ensemble de points
Arbre ouvrant de longueur minimale Graphe des voisins relatifs
Graphe de Gabriel Triangulation de Delaunay
Fig. 1.xvii  Diérents graphes de voisinage d'un même ensemble de points.
Comme pour les graphes issus de segmentation, l'étiquetage des sommets et arêtes
est possible. Cependant, eux-i n'ont plus du tout la même signiation. Un sommet est
5
Cette illustration a été obtenue en utilisant l'applet suivante disponible en ligne : http://www.im.
mgill.a/~sveta/g/applet1.html
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une région d'un té, et un ou plusieurs pixels signiatifs de l'autre. Une arête dénote
une adjaene de régions pour l'un, et une notion de plus prohe voisin de l'autre.
L'étiquetage des sommets est oné au desripteur de points d'intérêt, elui des arêtes
est enore à étudier.
De façon analogue aux histogrammes, haînes et arbres, une fois les graphes obtenus,
il faut pouvoir les omparer. C'est là tout l'objet des problématiques d'isomorphisme
de graphes, que nous étudierons en détail dans le hapitre 3.
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Considérons que nous sommes en possession de graphes représentant des images
(plusieurs approhes pour en obtenir ont été évoquées dans le hapitre 1 et nous pré-
senterons notre méthode d'extration dans le hapitre 4). Pour répondre à des besoins
en reonnaissane de formes ou en lassiation, nous avons besoin de omparer es
images. Cette tâhe se ramène à l'étude des graphes les représentant et à la déouverte
de aratéristiques ommunes ou diérentes. Il s'agit en fait d'assigner telle(s) partie(s)
d'un graphe à telle(s) partie(s) d'un autre graphe. Une telle assoiation, qui portera
le nom d'appariement de graphes, devra respeter ertains ritères et ommettre un
minimum d'erreurs, tout en assurant un ertain degré de liberté.
Ainsi, e hapitre porte sur la mise en plae d'une fontion de oût sur les appa-
riements qui doit mesurer leur qualité et qui, une fois dénie, devra permettre de les
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optimiser. Nous ommenerons par présenter les prinipes qui régissent les appariements
de graphes, les onepts de qualité et oût assoiés, et nous montrerons qu'il s'agit d'un
problème ombinatoire. Puis, nous porterons notre attention sur les ritères permettant
de dénir une fontion de oût d'appariements de graphes. Nous verrons que es ri-
tères sont liés aux graphes, mais aussi intimement au domaine de l'image (desripteurs
attahés aux sommets). Nous présenterons enn un ompte rendu des expérimentations
que nous avons menées pour analyser notre fontion. En partiulier, nous disuterons
les idées et variantes que nous avons imaginées.
Malgré nos eorts, nous n'avons pas obtenu les résultats esomptés, e qui nous
a onduit à remettre en ause notre approhe. En eet, nos résultats se sont avérés
déevants, e qui est en partie dû à notre inexpériene dans le domaine de l'image, mais
également à la multipliité des ritères que nous avons herhé à optimiser. Aussi, dans
les hapitres ultérieurs, nous avons réorienté nos travaux an de nous onentrer sur un
seul de es ritères : le respet de la struture des graphes.
2.1 Appariements de graphes
Commençons par étudier les diérents types possibles d'appariements de graphes,
et demandons-nous si, étant donné un de es appariements, il existe un moyen de juger
de sa pertinene.
2.1.1 Dénitions
Un appariement de graphes (graph mathing en anglais) est une relation liant deux
graphes, onsistant en la mise en orrespondane des sommets du premier ave eux du
seond.
Dénition 2.1 (Appariement de graphes)
Soient G1 = (V1, E1) et G2 = (V2, E2) deux graphes. Un appariement de G1 et G2 est
une relation r ⊆ V1 × V2 telle que, si (v1, v2) ∈ r, alors v1 est apparié à v2.
Auune ontrainte a priori n'est xée sur les graphes : ils peuvent don avoir une
taille diérente. De même, rien n'oblige à e que tous les sommets soient appariés. On
distingue ainsi plusieurs types d'appariements, en fontion des ontraintes imposées
(voir également les illustrations de la gure 2.i) :
 appariement bijetif : tout sommet de G1 (respetivement G2) est apparié à exa-
tement un sommet diérent de G2 (respetivement G1). Les deux graphes ont
don la même taille, et la ardinalité de la relation est (1, 1) ;
 appariement injetif de G1 dans G2 (ardinalité (1, 0/1)) : tout sommet de G1 est
apparié à exatement un sommet diérent de G2 (on a don |V1| ≤ |V2|) ;
 appariement univoque, de ardinalité (0/1, 0/1) : haque sommet apparié de G1
et G2 l'est ave au plus un sommet ;
 appariement multivoque, de ardinalité (0 . . . |V2|, 0 . . . |V1|) : auune ontrainte
partiulière n'est imposée, haque sommet peut être apparié à zéro, un ou plusieurs
sommets.





Fig. 2.i  Types d'appariements (les ouleurs dénotent les sommets appariés. Les som-
mets blans sont non appariés).
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La notion d'appariement de graphes est intimement liée à elle d'isomorphisme de
graphes, et nous étudierons diérentes méthodes pour les obtenir dans le hapitre 3.
2.1.2 Conepts de qualité et oût
En présene d'un appariement potentiel entre deux graphes, il faut pouvoir juger
de sa pertinene, dans le but de trouver le meilleur possible, de rejeter un mauvais
appariement, ou de l'améliorer.
Pour mettre en plae un moyen de juger de sa qualité, il est néessaire de dénir
e que nous appelons le oût d'un appariement, ritère qui doit permettre de disrimi-
ner un bon appariement d'un moins bon : son oût sera plus faible. Sur quoi e oût
peut-il se baser ? Sur des ontraintes que l'appariement doit respeter. Ces ontraintes
peuvent être dures, 'est-à-dire qu'il doit être obligatoire de les respeter, ou souples,
'est-à-dire que l'appariement doit les satisfaire au mieux. Le rle de la fontion de
oût est d'assigner des pénalités aux ontraintes dures non respetées, mais aussi aux
ontraintes souples, en fontion de leur degré de satisfation. Dans le adre des graphes,
intuitivement, es ontraintes se portent sur les sommets (Est-il juste d'apparier tel et
tel sommets ? Cela importe-t-il si je n'apparie pas tel autre sommet ?) et sur les arêtes
(Si j'apparie es deux sommets à es deux autres, l'arête qui existe entre eux dans le
premier graphe existe-t-elle aussi dans le seond ?). Interviennent alors les étiquettes
assignées aux sommets et/ou aux arêtes.
2.1.3 Un problème ombinatoire
Comme nous venons de l'indiquer, la fontion de oût doit être disriminante : un
bon appariement aura un oût plus faible qu'un appariement de moins bonne qualité.
Ainsi, plus la qualité de l'appariement est élevée et plus son oût diminue. L'appariement
optimal aura don un oût minimal. Un appariement parfait ('est-à-dire que toutes les
ontraintes dures et souples auront été parfaitement respetées) aura quant à lui un oût
de 0. Ces onsidérations portent à analyser les graphes en tant qu'objets ombinatoires :
parmi tous les appariements possibles, quel est elui qui minimise le oût ? Comment
l'obtenir ? On se ramène alors à un problème d'optimisation : trouver r ⊆ V1 × V2 qui
minimise le oût.
S'il n'est pas raisonnablement possible d'obtenir un très bon appariement de façon
direte, il peut être néanmoins envisageable, à partir d'un appariement de base (ob-
tenu par des méthodes ayant pour but de fournir un appariement vraisemblable à l'aide
d'heuristiques) et du alul de son oût, d'eetuer des modiations sur l'appariement
(désappariements de sommets, éhanges d'appariements, réation de nouveaux appa-
riements. . .) an de diminuer son oût et d'obtenir, à terme, un appariement, s'il n'est
optimal, tout du moins suboptimal. On peut alors faire appel à des tehniques d'optimi-
sation, les approhes par voisinage ([Kwang Y. Lee, 2008℄). Citons parmi elles les algo-
rithmes génétiques et la reherhe loale ([Emile Aarts, 2003℄). Il s'agit d'explorer par
voisinage l'espae des ombinaisons d'un problème d'optimisation ombinatoire, dans le
but de trouver des solutions parmi les meilleures. L'idée est la suivante : à partir d'une,
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ou de plusieurs, ombinaisons initiales, on se propose de générer à haque étape une ou
plusieurs ombinaisons voisines des ombinaisons ourantes. Les algorithmes génétiques
s'inspirent de la théorie de l'évolution en biologie, qui dénote les transformations su-
bies par les espèes vivantes au l des générations, et qui explique la diversiation des
formes de vie. Les algorithmes génétiques prennent en onsidération trois méanismes
évolutifs : la séletion naturelle (les organismes les mieux adaptés à leur environnement
ont la plus grande probabilité de survie), les réarrangements hromosomiques liés à la
reprodution par roisements et les phénomènes de mutation. L'idée est de faire évoluer
un ensemble de ombinaisons selon es trois méanismes, en herhant à optimiser leur
apaité d'adaptation à leur environnement, e qui orrespond à la fontion que l'on
herhe à optimiser. Pour la reherhe loale, il s'agit de partir d'une ombinaison ini-
tiale et d'explorer son voisinage de prohe en prohe, en séletionnant à haque étape
une nouvelle ombinaison. On onsidère don qu'une ombinaison donnée possède un en-
semble de voisins obtenables par des modiations élémentaires (hangement de valeur,
éhange de valeurs. . .). L'opérateur de voisinage est déterminant pour les résultats de
l'algorithme, et devrait permettre, quelque soit le point de départ, d'obtenir la meilleure
solution. Ainsi, les travaux présentés dans [Petrovi et al., 2002, Sorlin et Solnon, 2005℄
utilisent la reherhe tabou pour améliorer des appariements fournis par une méthode
gloutonne : il s'agit d'explorer les solutions du voisinage, tout en gardant en mémoire
les dernières modiations eetuées, an de ne pas bouler sur des optima loaux.
Enn, itons également les approhes onstrutives qui ont pour but de onstruire
inrémentalement des solutions en utilisant en général un modèle stohastique pour
hoisir à haque étape le prohain élément. Parmi elles, l'optimisation par olonies de
fourmis ([Solnon, 2008℄) s'inspire du omportement olletif de es insetes : la proba-
bilité de hoix d'un élément est proportionnelle à la quantité de phéromone déposée
préédemment. Celle-i évolue à la fois par un méanisme de renforement pour les
meilleures ombinaisons, et d'évaporation pour privilégier la nouveauté.
2.2 Critères de qualité
Nous nous proposons dans ette partie de détailler l'élaboration d'une fontion de
oût d'appariements de graphes. À et eet, nous avons onsidéré les trois niveaux de
oût suivants :
1. le niveau du point. On herhe ii à répondre aux questions suivantes : que
oûte le fait d'apparier tel sommet ave tel autre ? Que oûte le fait de ne pas
apparier tel sommet ?
2. la struture du graphe. Ce niveau de oût s'intéresse à la onservation des
arêtes des graphes. Que oûte le fait d'apparier deux sommets d'un graphe à deux
d'un autre graphe, alors qu'il existe une arête entre eux dans le premier graphe,
mais pas entre leurs images dans le seond ?
3. le maintien de l'ordre. Il est question de l'ordre de ontraste des sommets, et
de la préservation de et ordre par l'appariement. Que oûte le fait d'apparier un
sommet très ontrasté à un moins ontrasté ?
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Ces ritères partent de plusieurs onstats. Premièrement, il semble évident que les
desripteurs assoiés aux points d'intérêt entrent en jeu lorsque l'on apparie deux som-
mets. Pour autant, le but n'est pas de mettre au point un desripteur le plus performant
possible : e n'est pas notre domaine, et nous souhaitons nous foaliser sur le graphe, qui
risquerait d'être masqué si le desripteur seul susait à apparier les points entre eux.
Nous verrons don que nous hoisirons un desripteur simple. Deuxièmement, vérier
le respet de la struture du graphe est tout aussi logique : tout l'apport des graphes
réside dans l'existene d'arêtes entre les sommets, qui sont une soure d'information.
D'autres travaux ont ainsi intégré le respet de la struture, omme dans [Ta, 2010℄ où
les auteurs vérient la ohérene des angles de rotation ave les sommets adjaents lors
de l'appariement. Enn, le troisième niveau de oût se base sur le ontraste, ar 'est une
donnée qui nous a semblé entrer souvent en jeu lors de l'extration de aratéristiques.
Ce ritère est lié au domaine de l'image, mais des travaux antérieurs l'ont utilisé dans
le adre de aluls de distanes entre représentations struturées d'images, et semblent
en avoir amélioré les résultats [Solnon et Jolion, 2007℄.
Intéressons-nous aux graphes que nous allons utiliser. Dans le adre de notre travail,
auune ontrainte n'est xée a priori sur e que représentent les images, ni sur le type
de hier onsidéré (qu'il soit en noir et blan, en niveaux de gris, en ouleur, et quelque
soit son extension). Cependant, nous ne onsidérerons que le as des appariements uni-
voques. De plus, nous nous plaçons dans le adre d'images dites vignettes (introduites
dans la partie 1.1.1), images que l'on trouve fréquemment sur Internet, par exemple
lors d'une reherhe d'images sur un moteur de reherhe. Leur taille en pixels et leur
résolution sont don faibles. Nous partons du postulat que les tehniques de segmenta-
tion ne sont alors pas totalement adaptées (les régions risquant d'être mal dénies de
par la faible dénition). Nous avons don hoisi de baser la réation des graphes sur
l'extration de points d'intérêt, et de les relier par la triangulation de Delaunay, qui
fournit un graphe de voisinage rihe, tout en étant planaire (voir l'annexe A pour des
informations sur la triangulation de Delaunay, et la partie 3.1.2 pour des détails sur les
propriétés des graphes planaires). Ces arêtes ne seront pas étiquetées, an de traiter des
graphes épurés dans un premier temps.
Le déteteur de points d'intérêt utilisé [Bres et Jolion, 1999℄ se base sur la notion
de ontraste. Cette méthode s'appuie sur une représentation multirésolution de l'image
onsidérée sous la forme d'une pyramide (voir la partie 1.1.1), ave rehaussement itératif
du ontraste à tous les niveaux de résolution. Il s'en suit une reonstitution de l'image
rehaussée sous la forme d'une image binaire, qui onserve au mieux l'information de
ontraste tout en réduisant l'entropie de l'image de départ. Les points d'intérêt sont
alors les maxima loaux de la mesure de ontraste umulée dans la base de la pyramide.
Sont retenus les pixels en question, et leur voisinage immédiat V8 en binaire, que l'on
appellera masque (les valeurs possibles des pixels d'un masque sont don 0 : pixel noir ou
1 : pixel blan). Il existe ainsi, selon la taille de e voisinage, 29 = 512 masques possibles.
Des exemples de masques sont présentés sur la gure 2.ii. On onserve également pour
haque point sa valeur de ontraste, réel ompris entre 0 et 1, qui exprime, si e n'est
une forte information séquentielle, au moins un degré d'importane.
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Fig. 2.ii  Exemples de masques 3 × 3 de points d'intérêt
2.2.1 Apparier deux sommets : le niveau du point
Nous pouvons ii distinguer deux as : deux points ont été appariés, ou un point n'a
pas été apparié.
Lorsque deux points sont appariés
Nous avons mentionné que tout point d'intérêt était étiqueté par son masque.
Lorsque deux sommets sont appariés, il est don néessaire de pouvoir aluler si les
deux masques sont prohes l'un de l'autre ou non. Il s'agit ainsi de dénir une mesure
de distane entre masques (il est lair que la taille du voisinage des masques peut être
modiée, pour prendre en ompte un voisinage plus étendu si néessaire).
Distane de Hamming Étant donné deux suites de symboles de même longueur,
la distane de Hamming dH [Hamming, 1950℄ se dénit omme le nombre de positions
pour lesquelles les symboles ne sont pas les mêmes. Ainsi, si l'on onsidère des suites
binaires, on a le résultat suivant : dH(01101, 00111) = 2. De même, pour des haînes
de aratères : dH(”tasse”, ”pacte”) = 3. Cette distane peut s'appliquer aux masques
binaires aisément, en omptant le nombre de pixels qui dièrent d'un masque à l'autre.
Alors :
dH( , ) = 2
Pour les masques, dH est un entier ompris entre 0 (tous les pixels sont identiques)
et 9 (tous les pixels sont diérents). La normalisation est aisée pour obtenir un réel
ompris entre 0 et 1. Notons que la distane de Hamming est une métrique. En eet,
quelque soit la nature de l'ensemble X, dH : X ×X → R vérie :
 dH(x, y) ≥ 0∀x, y ∈ X : non-négativité ;
 dH(x, y) = 0∀x, y ∈ X si et seulement si x = y : uniité ;
 dH(x, y) = dH(y, x)∀x, y ∈ X : symétrie ;
 dH(x, y) ≤ dH(x, z) + dH(z, y)∀x, y, z ∈ X : inégalité triangulaire.
La distane de Hamming sur les masques peut être adaptée, si l'on onsidère que
le fait d'appliquer ertaines transformations aux masques (par exemple, rotation ou
symétrie) ne doive pas être pris en ompte par la mesure de distane. Lors du alul de
dH , on peut don hoisir d'être aux rotations près ou aux symétries près.
Classes de masques Outre la distane de Hamming, il est possible de dénir des
lasses de masques, qui seraient déterminées par rapport à la struture formée par leurs
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pixels. Une lassiation en 100 lasses a ainsi été proposée [Jolion et Simand, 2004℄,
aratérisant des oins, des zones uniformes, des ontours à 45 degrés. . . Les distanes
entre masques peuvent alors être apprises sur un jeu d'exemples. Le prinipe est le
suivant : ordonnons les masques de deux images sous forme de haîne, par ordre de
ontraste déroissant. Étant donné deux haînes dont on extrait un ouple de masques
à une position donnée, si les deux images appartiennent à la même lasse alors la dis-
tane entre les deux masques est diminuée d'un ertain alpha, sinon elle est augmentée.
Le proessus est répété jusqu'à onvergene des distanes ou jusqu'à un nombre xe
d'itérations. Plus simplement, on peut aussi onsidérer que si deux masques font partie
de la même lasse alors ils ont une distane de 0, et une distane de 1 sinon.
Lorsqu'un point n'est pas apparié
Le fait de pénaliser les sommets que l'on apparie si leurs masques dièrent ne doit
pas induire en erreur la fontion de oût. En eet, il surait alors de n'apparier au-
un sommet pour obtenir un oût minimal au niveau du point. Pour éviter et eet
indésirable, il nous faut également santionner les points non appariés.
Il s'agit de s'interroger sur le oût des points non appariés : de nouveau, nous allons
nous intéresser à leurs masques, et plus préisément à l'existene de masques qui, de
par la disposition de leurs pixels, seraient plus importants que d'autres, et pour lesquels
le oût de non appariement doit être plus élevé. On se demande alors s'il existe un
ou plusieurs masques dits moyens, aux rotations près, à partir desquels on pourrait
aluler le oût des masques non appariés.
En pratique, en utilisant omme distane entre masques le minimum de la distane de
Hamming aux rotations près, on obtient les masques moyens (minimisant la somme des
distanes aux autres masques) de la gure 2.iii. Celle-i ontient 32 masques, nombre ré-
duit à 8 aux rotations près. Ces masques moyens sont à une distane minimale moyenne
de Hamming aux rotations près de 2.9 de tous les autres masques.
Fig. 2.iii  Masques moyens selon la distane de Hamming aux rotations près
Il est désormais possible de aluler le oût de non appariement d'un masque en lui
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assignant la plus petite distane de Hamming (à ertaines transformations près si nées-
saire), entre lui-même et l'ensemble des masques moyens. Cette distane peut ensuite
être normalisée, an d'obtenir une valeur omprise entre 0 et 1 (la borne supérieure
n'étant jamais atteinte).
2.2.2 Apparier deux graphes : le respet de la struture
Le seond point que nous souhaitons aborder est elui de la onservation des arêtes
lors de l'appariement. En eet, il ne s'agit pas seulement de faire oïnider les masques
entre eux. Il faut également que la onguration spatiale des points d'intérêt soit prise
en ompte. Celle-i est diretement reétée par la triangulation de Delaunay utilisée
pour relier les points entre eux. Deux graphes de la même lasse doivent don avoir une
triangulation assez prohe. Lors de l'appariement, on va alors vérier si deux sommets
adjaents dans le premier graphe sont appariés à deux sommets adjaents dans le seond.
Une première possibilité est don de pénaliser toute arête non diretement onservée
par l'appariement par un oût de 1. Néanmoins, même si une arête peut ne pas être
diretement préservée, elle peut tout de même l'être par une haîne ('est-à-dire une
suite d'arêtes onséutives, dont le nombre dénit la longueur  ette notion sera dénie
dans la partie 3.1.1). Le oût de la struture du graphe peut don être amélioré, en
s'intéressant à la façon dont la onnexité est préservée. La non préservation d'une arête
aura alors un oût pondéré par la longueur de la haîne qui la remplae (la triangulation
de Delaunay étant onnexe, il existe une haîne entre toute paire de sommets).
Ce niveau de oût implique don le alul préalable de la fermeture transitive des
deux graphes étudiés (ela revient à aluler la longueur de la haîne entre toute paire
de sommets de haun des graphes). Celui-i peut se réaliser en O(n3) ave l'algorithme
de Roy-Warshall [Cormen et al., 1990℄. Pour haque arête non diretement onservée
par l'appariement mais remplaée par une haîne de longueur l, le oût de la struture
du graphe csg est augmenté de :
csg+ = ln(|1− l|)
Ainsi, omme on peut le voir sur la gure 2.iv où les arêtes existantes dans haun
des deux graphes sont représentées par des ars de erle et où les appariement sont
dénotés par des ouleurs :
 assoier une arête à une haîne de longueur 2 oûte ln(|1− 2|) = ln(1) = 0 : nous
n'introduisons auune pénalisation, pour parer par exemple à du bruit ou de l'in-
stabilité dans la détetion des points d'intérêt ou sur l'image, ou pour ompenser
le fait que nous ne onsidérons que des appariements univoques ;
 assoier une arête à une haîne de longueur 3 oûte ln(|1− 3|) = ln(2) = 0.69 ;
 assoier une arête à une haîne de longueur 4 oûte ln(|1− 4|) = ln(3) = 1.1 ;
 . . .
2.2.3 Intégrer la notion de ontraste
Dans l'introdution de ette partie, nous avons évoqué le fait qu'à tout masque
était assoiée sa valeur de ontraste. Cette donnée est la base d'un postulat que nous





l'arête est préservée par
une haîne de longueur
2
csg = 0.69
l'arête est préservée par
une haîne de longueur
3
Fig. 2.iv  Coûts de préservation des arêtes par des haînes de diérentes longueurs.
établissons : les points d'intérêt n'ont pas tous la même importane, les plus ontrastés
le sont plus que les autres. Dans e niveau de oût rentre don préisément en ompte
la valeur de ontraste des points d'intérêt.
Niveau du point
Cei signie tout d'abord que les erreurs ommises au niveau du point sont plus
graves pour eux qui sont le plus ontrastés. Il semble alors juste de onsidérer que,
lorsque l'on apparie deux sommets ensemble, la distane entre leurs masques soit pon-
dérée par l'importane des sommets. Pour ela, on ordonne les masques par ordre de
ontraste déroissant et on utilise leur position p dans ette haîne. Notons G1 et G2
les graphes que l'on représente sous forme de haînes, m1 et m2 les masques que l'on
apparie, et p1 et p2 leurs positions respetives dans la haîne à laquelle ils appartiennent.








Soient les deux graphes dont les sommets ont été ordonnés de la gure 2.v. Alors on
obtient les pondérations suivantes :
 apparier a et α : dH(a, α) × 1 ;
 apparier d et γ : dH(d, γ) × 0.65 ;
 apparier h et α : dH(h, α) × 0.56 ;
 apparier h et η : dH(h, η) × 0.15.
L'intégration de l'information de ontraste se retrouve également pour les points
non appariés. Une nouvelle fois, la position dans la liste ordonnée des points peut être
prise en ompte : le oût doit être plus important si le masque non apparié se situe
parmi les points les plus ontrastés, et inversement. On peut don pondérer le oût de
non appariement obtenu préédemment par un fateur wm :
wm =
|G| − p+ 1
|G|
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Fig. 2.v  Deux graphes dont on a ordonné les points d'intérêt : exemples de sommets
appariés en fontion de leur position.
ave G le graphe auquel appartient le point non apparié de position p et de masque m.
Ainsi, wm est ompris entre 1 (le point se situe en début de haîne) et
1
|G| (le point se
situe en n de haîne).
Ces pondérations peuvent évidemment être également d'un autre ordre (par exemple,
inverse ou logarithmique), ou prendre en ompte les diérenes entre les valeurs de
ontraste et non entre les positions des points dans la haîne ordonnée.
Struture du graphe
Le raisonnement est identique en e qui onerne la préservation des arêtes. Soit une
arête entre deux points de position p1 et p2 dans G1 (le raisonnement est le même pour
G2). Alors, si es deux points sont appariés à deux point non adjaents de G2, le oût













Fig. 2.vi  Coûts de non préservation des arêtes en fontion de leur position.
On pourrait pondérer de façon similaire le oût des arêtes préservées par des haînes.
Le maintien de l'ordre de ontraste
Rappelons-nous que nous partons du postulat que les points les plus ontrastés sont
les plus importants. Cela signie également que si deux images font partie d'une même
lasse, alors les points d'intérêt les plus ontrastés devraient aratériser les mêmes
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zones. On onsidère don qu'un bon appariement doit respeter l'ordre de ontraste des
points : points fortement ontrastés appariés entre eux, et vie versa. En représentant,
omme préédemment, les graphes par une haîne de points ordonnés par ordre de
ontraste déroissant, ela revient à pénaliser tout roisement symboliquement réé par
l'appariement.
Intéressons-nous à la distane de Kendall Tau [Kendall, 1970℄, qui, étant donné deux
listes des mêmes éléments, évalue le nombre de paires n'étant pas dans le même ordre.
Cette distane, pour deux listes τ1 et τ2, se dénit omme suit :
K(τ1, τ2) = |(i, j) : i < j, (τ1(i) < τ1(j) ∧ τ2(i) > τ2(j)) ∨ (τ1(i) > τ1(j) ∧ τ2(i) < τ2(j))|
Par exemple, si τ1 = {3, 1, 4, 5, 2} et τ2 = {1, 4, 5, 3, 2} alors K(τ1, τ2) = 3 (les paires
(1,3), (3,4) et (3,5) ne sont pas dans le même ordre dans τ1 et τ2).
La distane de Kendall Tau a ainsi une valeur de 0 si les deux listes sont identiques,
et de
n×(n−1)
2 si elles sont en ordre inverse.
Il est possible d'adapter ette distane au as de l'appariement des points ordonnés
par ordre déroissant de ontraste. Soit P l'ensemble des points du premier graphe étant
appariés à Q, ensemble des points appariés du seond graphe (on a don |P | = |Q|).
Pour tout point de rang p ∈ P , on note a(p) le rang du point de Q qui lui est apparié.
Alors, le oût co de l'appariement, au niveau du maintien de l'ordre, se dénit omme
suit :
co = |(p, q) ∈ P × P : p < q, a(p) > a(q)|
Les exemples de la gure 2.vii présentent :
 un oût c0 = 1 (a(2) > a(3)) ;
 un oût c0 = 3 (a(1) > a(4), a(2) > a(4), a(3) > a(4)).
1 2 3 4
1 2 3 4
1 2 3 4
1 2 3 4
co = 1 co = 3
Fig. 2.vii  Exemples de oûts de maintien de l'ordre non normalisés.
Cette adaptation de la distane de Kendall Tau, même si elle possède les mêmes
bornes (omprise entre 0 et
n×(n−1)
2 , pour les mêmes as partiuliers), ne ompte pas la
même hose : il s'agit ii de omptabiliser le nombre de roisements réés par l'apparie-
ment. Ainsi, sur l'exemple de Kendall Tau ave K(τ1, τ2) = 3, on a par ontre co = 5,
omme représenté sur la gure 2.viii.
Cependant, ette adaptation ne permet pas de prendre en ompte l'étendue des
roisements (S'agit-il d'un roisement réé par deux points prohes ou très éloignés ?),
ni la position des points onernés dans la haîne ordonnée (S'agit-il d'un roisement
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3 1 4 5 2
1 4 5 3 2
1 2 3 4 5
1 2 3 4 5
K = 3 co = 5
Fig. 2.viii  Comparaison de Kendall Tau et de son adaptation, co.
onernant des points très ontrastés ou non ?). La gure 2.ix permet de e fait de
visualiser plusieurs roisements de même oût, co = 1.
Fig. 2.ix  Plusieurs ongurations ave co = 1.
Il est don souhaitable de modier le alul de co, pour qu'il prenne en ompte la
position des points réant les roisements. Soient les points de rangs p1 et p2 ∈ P ,
respetivement appariés aux points de rang a(p1) et a(p2) ∈ Q. Alors, le nouveau oût










Des exemples de tels oûts de maintien de l'ordre peuvent être visualisés sur la gure
2.x. Ainsi, plus les roisements ont lieu au niveau de points fortement ontrastés et plus
leur oût est élevé. L'étendue du roisement est elle prise en ompte non seulement par
la position des points entrant en jeu, mais également de par le fait qu'un roisement
très étendu en engendrera de nombreux autres dans la suite de l'appariement.
Il est bien sûr possible de mettre en plae d'autres pondérations (inverse ou loga-
rithmique, par exemple) en fontion de la position, ou d'utiliser les valeurs de ontraste
au lieu de la position de points.
2.2.4 Bilan sur la fontion de oût
Soient deux graphes G1 et G2 que l'on apparie. Intéressons-nous aux bornes des
diérents niveaux de oûts :








Fig. 2.x  Coûts de roisements en fontion de leur position.
 le niveau du point (pondéré ou non par le ontraste) : lairement, qu'un point
soit apparié ou non, le oût est ompris entre 0 et 1. Le pire as intervient quand
auun des points des deux graphes n'est apparié. Le oût total au niveau du point
peut alors atteindre |G1|+ |G2| (borne n'étant jamais atteinte, puisque la distane
aux masques moyens ne peut atteindre 1) ;
 la struture du graphe (pondérée ou non par le ontraste) : nous nous intéressons
à la version utilisant la fermeture transitive, qui est plus évoluée. son oût n'est
théoriquement pas borné, étant donné que limx→+∞ ln(x) = +∞. Cependant, en
pratique, dans le as de graphes issus d'images, les arêtes sont toujours préservées
par des haînes relativement ourtes. Notons que dans la triangulation de Delau-
nay, le nombre d'arêtes est stritement inférieur à 3 fois le nombre de sommets,
ii il sera don au total inférieur à 3× |G1|+ 3× |G2|.
 le maintien de l'ordre : haque roisement a un oût ompris entre 0 et 1. Dans le
pire des as, le nombre de roisement est de
min(|G1|,|G2|)×(min(|G1|,|G2|)−1)
2 , e qui
orrespond à la borne supérieure du oût total de maintien de l'ordre ;
Intéressons-nous aussi aux propriétés que la fontion de oût vérie, étant donné
deux graphes G1 et G2, leur appariement A(G1, G2) et le oût assoié c(A(G1, G2)) :
 la non-négativité : lairement, c(A(G1, G2)) ≥ 0. En eet, haun des trois niveaux
ne peut qu'augmenter le oût d'un appariement : tout est pénalité ;
 la symétrie : c(A(G1, G2)) = c(A(G2, G1)). Le niveau du point prend en ompte
tous les points appariés ou non des deux graphes, le maintien de l'ordre ne s'in-
téresse qu'à l'appariement, et la struture du graphe vérie la préservation des
arêtes pour les deux graphes ;
 l'uniité : c(A(G1, G2)) = 0 si et seulement si A(G1, G2) est un appariement
parfait entre deux graphes totalement identiques.
2.3 Analyse de la fontion de oût
Nous présentons dans ette partie les expérimentations menées pour analyser la
fontion de oût. Il s'agira tout d'abord de tests portant sur le bruitage d'appariements,
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puis de aluls de oûts d'appariements obtenus sur des bases de données d'images.
2.3.1 Bruitage d'appariements
Pour étudier le omportement de la fontion de oût, nous avons mis en plae un
protoole de bruitage d'appariements. Ainsi, en partant d'un appariement parfait entre
les deux mêmes graphes, don de oût 0, et en ajoutant du bruit, il est possible de
visualiser la progression des diérents niveaux de oût aetés par des modiations de
l'appariement. Cei permettra de visualiser dans quelle mesure haque niveau entre en
jeu dans le oût total. Dans l'idéal, la fontion de oût doit être résistante à un bruit
modéré, puisqu'elle doit être valide pour des appariements imparfaits mais prohes,
'est-à-dire que le oût ne doit pas augmenter de façon trop rapide.
Tout au long de ette partie, le oût au niveau du point orrespond pour les points
appariés à la distane de Hamming aux rotations près pondérée par la position des
points ordonnés par ontraste déroissant, pour les points non appariés il s'agit de la
distane de Hamming aux masques moyens aux rotations près, pondérée également ;
pour le respet de la struture nous utilisons le oût basé sur la fermeture transitive des
graphes ; enn, pour le maintien de l'ordre, il s'agit de l'adaptation de la distane de
Kendall Tau pondérée.
Protoole
Le bruit, omme nous le verrons par la suite, peut intervenir à deux niveaux : au
niveau des graphes eux-mêmes, ou au niveau de l'appariement. Pour haque expérimen-
tation, le protoole est le suivant :
 extration de 250 points d'intérêt orrespondant à la gure 2.xi ;
 triangulation de Delaunay des points, puis réation de deux graphes identiques et
d'un appariement parfait entre eux ;
 ajout de bruit omme dérit dans les paragraphes suivants, haque bruit étant ap-
pliqué 250 fois (e qui orrespond au nombre de sommets de haun des graphes) ;
 réitération de l'opération 20 fois ;
 alul des 3 niveaux de oûts moyens pour haque appliation de bruit sur les 20
itérations et réation d'une ourbe des résultats.
Modiation des masques des points d'intérêt
Ce bruit onsiste à hoisir aléatoirement un sommet de haque graphe dont le masque
n'a pas enore été modié, et à assigner à haun un nouveau masque, hoisi aléatoi-
rement lui aussi. Lorsque l'on modie les masques des points d'intérêt, on s'intéresse
diretement au niveau du point, et aux points appariés seulement (l'appariement de
départ étant parfait, tous les points sont appariés). Les résultats peuvent être visualisés
sur la gure 2.xii. Pour es 250 masques modiés, le oût atteint 45. Les autres niveaux
de oût ne sont, en toute logique, pas atteints.
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Nombre de masques modifiés par graphe
Ajout de bruit par modification des masques
niveau du pointmaintien de l’ordrestructure du graphe
Fig. 2.xii  Ajout de bruit par modiation des masques.
Désappariement de deux points
Il s'agit, à haque itération, de tirer au hasard un sommet enore apparié, et de
supprimer son appariement au sommet orrespondant du seond graphe. Comment le
désappariement de deux points peut-il aeter la fontion de oût ? L'appariement de
départ étant parfait, le désappariement provoque seulement une élévation du oût des
points non appariés. Le omportement de la fontion de oût suite au désappariement
répété de deux points peut être visualisé sur la gure 2.xiii : le oût atteint 50.
Modiation de l'ordre de ontraste des points d'intérêt
Dans ette expérimentation, on tire au sort à haque itération deux sommets de
haque graphe, dont on éhange la position dans la haîne ordonnée des points par ordre
de ontraste déroissant. Lorsque l'on modie l'ordre de ontraste des points d'intérêt,
on s'intéresse diretement au niveau du maintien de l'ordre et don à la réation de


















Nombre de points désappariés par graphe
Ajout de bruit par désappariement de sommets
niveau du pointmaintien de l’ordrestructure du graphe
Fig. 2.xiii  Ajout de bruit par désappariement de sommets.
nouveaux roisements. Le omportement de e niveau de oût peut être visualisé sur la
gure 2.xiv : le oût se rapprohe de 8000, e qui est bien supérieur au niveau du point.




















Nombre de points intervertis par graphe
Ajout de bruit par modification de l’ordre de contraste
niveau du pointmaintien de l’ordrestructure du graphe
Fig. 2.xiv  Ajout de bruit par modiation de l'ordre de ontraste.
Réappariement de deux points
Dans ette expérimentation, nous hoisissons aléatoirement deux sommets du pre-
mier graphe, puis réupérons et éhangeons les sommets du seond graphe auxquels ils
étaient appariés. Que se passe-t-il lorsque l'on réapparie deux points ?
 au niveau du point : le oût des points appariés est soit augmenté (les masques
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sont moins semblables qu'ils ne l'étaient), soit diminué (les masques sont plus
semblables qu'auparavant), soit non modié (pas de hangement au niveau des
masques). Le oût des points non appariés n'est pas modié ;
 au niveau de la struture du graphe : on rappelle qu'une arête non préservée n'est
oûteuse que si ses deux sommets sont appariés à deux points reliés par une haîne
de longueur minimale 3 (version ave la fermeture transitive). Enore une fois, le
oût peut être augmenté (arête n'étant plus préservée), être diminué (longueur de
la haîne raourie) ou ne pas être modié (ompensation des longueurs) ;
 au niveau du maintien de l'ordre : il est soit augmenté (on a réé un ou plusieurs
roisement), soit diminué (on a supprimé un ou plusieurs roisements), soit non
modié (les roisements se ompensent).
Le omportement de la fontion de oût suite au réappariement répété de deux points
peut être visualisé sur la gure 2.xv. Les oûts de maintien de l'ordre et de la struture
du graphe se rapprohent respetivement de 4000 et 3000, tandis que elui du niveau




















Nombre de réappariements par graphe
Ajout de bruit par réappariement de sommets
niveau du pointmaintien de l’ordrestructure du graphe
Fig. 2.xv  Ajout de bruit par réappariement de sommets.
2.3.2 Algorithmes GraphM et bases d'images COIL-100 et SIMPLI-
ity
Cette partie présente des expérimentations réalisées sur des bases d'images, dans
le but d'obtenir des appariements et de aluler leurs oûts. Deux images d'une même
lasse devraient avoir un oût d'appariement plus faible que si elles appartenaient à
deux lasses diérentes.
Deux bases d'images ont été utilisées. Il s'agit d'une part de COIL-1OO, qui se om-
pose de 100 lasses d'objets [Nene et al., 1996℄. Chaun d'entre eux a été photographié
en gros plan, par une améra ouleur, sur fond noir. Pour haque objet, 72 poses, ayant
entre elles 5 degrés de rotation, sont disponibles. Chaque image a une dénition de
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128 × 128 pixels. Pour un extrait, on peut onsulter la gure 2.xvi. La seonde base
utilisée est SIMPLIity, qui ontient dans sa version omplète plus de 200000 images
organisées en lasses [Wang et al., 2001℄. 10 lasses sont disponibles librement et ont
été utilisées pour les expérimentations. Pour haune, 100 images de dénition 384 ×
256 sont aessibles, en format portrait ou paysage (se référer à la gure 2.xvii pour
quelques extraits).
Fig. 2.xvi  Extraits de la base d'images COIL-1OO (lasses 1, 12, 2 et 28).
Pour obtenir des appariements entre graphes, nous avons porté notre attention sur
le pakage d'algorithmes GraphM
1
, qui met à disposition un ensemble de méthodes
fontionnant ave des heuristiques et fournissant en sortie un appariement entre deux
graphes d'entrée. Les algorithmes du pakage que nous avons utilisés retournent des ap-
pariements univoques, et approhés : e sont des isomorphismes tolérants qui ombinent
le respet des arêtes et des étiquettes des sommets. Il s'agit de :
 I, algorithme d'identité (dans notre as, l'appariement se fait don dans l'ordre
de ontraste des points) ;
 U, algorithme d'Umeyama [Umeyama, 1988℄ basé sur les valeurs absolues des va-
leurs propres des matries d'adjaene des graphes à apparier ;
 RANK [Singh et al., 2007℄ originalement utilisé pour l'alignement de protéines,
et algorithme fontionne en deux étapes : la première assoie un sore pour
haque appariement possible de sommets , la seonde séletionne le meilleur ali-
gnement global qui peut être loalement sous optimal ;
 QCV et PATH [Zaslavskiy et al., 2008℄ tous deux basés sur une méthode de mi-
nimisation de fontions onvexes mais diérant par leurs paramètres ;
 rand, appariement aléatoire.
Nous avons, pour débuter, testé uniquement deux lasses d'images par base : obj1
et obj2 pour COIL-100, eur et dinosaure pour SIMPLIity. Le protoole des expéri-
mentations, pour es deux bases, est le suivant :
 extration de 50 points d'intérêt par image via [Bres et Jolion, 1999℄ ;
 triangulation de Delaunay des points ;
 pour haque ouple d'images possible, appliation des 6 algorithmes d'apparie-
ment pré-ités. Pour ela, nous avons fourni des données d'entrée orrespondant
1
http://bio.ensmp.fr/graphm/
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Fig. 2.xvii  Extraits de la base d'images SIMPLIity (lasses Afrique, heval et eur).
d'une part à la matrie d'adjaene de haque graphe (ei signie qu'auune arête
n'a de poids partiulier), et d'autre part aux oûts de substitution des sommets
(dans le as présent, nous avons utilisé le minimum de la distane de Hamming
entre les masques, modérée par leur position dans l'ordre de ontraste). Tous les
points ont été appariés ;
 alul des distanes intra et inter-lasses, ave le détail de haque niveau de oût.
Ii, le niveau du point orrespond à la distane de Hamming en fontion de la
position des points, elui du maintien de l'ordre à l'adaptation de la distane de
Kendall Tau et elui de la struture du graphe à la pénalisation des arêtes non
diretement préservées (oût divisé par 2 pour une préservation par un hemin de
longueur 2).
Les résultats onernant COIL-100 sont visibles dans le tableau 2.1, eux de SIM-
PLIity sur le tableau 2.2. Ces résultats ne sont pas pertinents : ils ne permettent pas
de diserner de diérene notable entre les distanes inter et intra-lasses. Le détail des
niveaux de oût n'apporte pas d'information supplémentaire permettant de vérier si
l'un d'entre eux semble être disriminant.
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I U RANK QCV PATH rand
obj1 : distane intra-lasse
minimum 285 531 527 391 311 587
niveau point 12 13 7 6 13 8
maintien ordre 0 223 233 295 258 331
struture graphe 274 296 287 90 41 248
maximum 454 771 790 759 551 778
niveau point 11 9 10 11 10 12
maintien ordre 0 401 361 368 400 331
struture graphe 443 362 418 379 141 435
moyenne 368 650 659 588 423 700
niveau point 10 10 10 10 10 10
maintien ordre 0 311 309 310 313 331
struture graphe 358 329 312 268 100 359
obj2 : distane intra-lasse
minimum 275 481 530 276 198 629
niveau point 8 7 10 5 5 10
maintien ordre 0 224 217 201 162 331
struture graphe 268 249 304 69 32 288
maximum 441 772 784 662 544 769
niveau point 9 10 10 9 12 11
maintien ordre 0 409 388 328 400 331
struture graphe 432 353 385 326 132 428
moyenne 359 629 654 517 388 702
niveau point 8 9 10 8 8 10
maintien ordre 0 307 312 286 295 331
struture graphe 351 313 332 223 85 361
distane inter-lasses
minimum 294 506 506 430 302 623
niveau point 9 10 10 14 10 11
maintien ordre 0 219 219 250 238 331
struture graphe 285 277 277 166 54 281
maximum 451 790 800 743 572 795
niveau point 12 11 12 11 11 11
maintien ordre 0 422 401 399 414 331
struture graphe 439 357 387 333 147 453
moyenne 370 650 661 589 428 703
niveau point 11 11 11 11 11 11
maintien ordre 0 314 312 315 311 331
struture graphe 359 325 338 262 105 361
Tab. 2.1  Résultats sur deux lasses de la base COIL-100.
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I U RANK QCV PATH rand
eur : distane intra-lasse
minimum 283 482 494 406 277 610
niveau point 10 10 9 11 11 11
maintien ordre 0 229 204 251 218 331
struture graphe 273 243 281 145 48 269
maximum 425 755 748 734 525 757
niveau point 9 11 13 11 16 11
maintien ordre 0 378 356 393 334 331
struture graphe 416 367 379 330 175 416
moyenne 357 634 647 573 414 691
niveau point 11 11 11 11 11 11
maintien ordre 0 309 310 311 311 331
struture graphe 347 314 326 252 93 349
dinosaure : distane intra-lasse
minimum 283 533 548 445 293 632
niveau point 12 10 11 11 11 10
maintien ordre 0 263 199 283 204 331
struture graphe 271 260 338 151 78 291
maximum 449 800 779 732 530 779
niveau point 11 13 11 12 12 11
maintien ordre 0 407 360 384 371 331
struture graphe 438 381 408 336 147 437
moyenne 369 648 664 586 424 701
niveau point 11 11 11 11 11 11
maintien ordre 0 312 315 311 311 331
struture graphe 358 325 338 263 101 358
distane inter-lasses
minimum 292 521 536 407 285 627
niveau point 15 16 15 11 14 14
maintien ordre 0 259 237 289 216 331
struture graphe 278 246 284 107 55 282
maximum 436 783 798 726 554 784
niveau point 14 15 15 14 15 13
maintien ordre 0 381 389 387 420 331
struture graphe 422 387 393 325 119 440
moyenne 368 646 658 583 423 699
niveau point 15 14 14 15 14 14
maintien ordre 0 312 312 312 311 331
struture graphe 353 319 332 257 98 354
Tab. 2.2  Résultats sur deux lasses de la base SIMPLIity.
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Pourquoi de tels résultats ? Tout d'abord, onernant SIMPLIity, on peut noter que
les lasses sont parfois très hétérogènes, e qui omplique notre tâhe : les graphes se
ressemblent très peu pour ertaines lasses. Conernant COIL-100, même si les objets
sont diérents les uns des autres, le fait qu'ils soient tous mis en sène de la même façon
rend sans doute l'approhe par graphes mal adaptée. De plus, les rotations allant jus-
qu'à 360°, il serait illusoire de roire que les graphes n'en soient pas fortement modiés à
l'intérieur d'une même lasse. Outre es points, plusieurs hoses peuvent être remises en
ause : la façon d'extraire les graphes, notre fontion de oût, et les algorithmes utilisés.
Il est diile de savoir d'où provient réellement le problème : ainsi nos oûts ne sont
peut-être pas assez disriminants (le niveau du point, notamment, est assez pauvre en
information, et nous pourrions utiliser des étiquettes plus rihes : les travaux ayant de
bons résultats sur es bases d'images se basent généralement sur des informations de
ouleur). Dans notre approhe, nous avons souhaité rester plus prohe de la théorie des
graphes, prenant en ompte leur struture avant tout, et ne onsidérant les labels que
omme un enrihissement. Or, il semblerait que dans le as de l'image, es enrihisse-
ments, loin d'être aessoires, soient primordiaux, bien que nuisant à la généralité des
méthodes.
2.3.3 Algorithme SoftAssign et images de maisons de Hanok
Pour aller plus loin, nous avons mené de nouvelles expérimentations, ave un autre
algorithme et une autre base d'images. Il s'agit d'une part de l'algorithme SoftAssign
[Gold et Rangarajan, 1996℄, qui fontionne ave l'heuristique dite d'assignement gradué.
Il s'agit de satisfaire à la ontrainte d'un appariement univoque, en évitant de tomber
dans un minimum loal, le tout ombiné à une méthode visant à aroître l'eaité.
Cet algorithme a déjà été utilisé et adapté dans le adre de l'appariement de surfaes
protéiques [Lozano et Esolano, 2006℄. Pour les images, nous avons porté notre hoix
sur une base ayant déjà donné lieu à des travaux sur des représentations sous forme de
graphes de Delaunay et sur des méthodes d'appariements [Luo et al., 2003℄. Il s'agit de
trois lasses d'images en niveaux de gris, de dénition 159 × 159 pixels, représentant
des maisons, parfois entourées d'objets, soumises à de faibles rotations. Chaque lasse
omporte 10 images, dont les points d'intérêt ont déjà été extraits (voir la gure 2.xviii
pour des exemples de telles images).
Le protoole des expérimentations est le suivant :
 utilisation des points d'intérêt fournis ave haune des trois lasses ;
 triangulation de Delaunay des points ;
 pour la première image de haque lasse, appliation de l'algorithme SoftAssign
ave les 9 autres images de sa lasse. Nous avons pour ela fourni un oût de
substitution des sommets orrespondant au minimum de la distane de Hamming
entre les masques pondérée par leur position, et omme oût de substitution des
arêtes la matrie d'adjaene de la triangulation de Delaunay ;
 alul des oûts des appariements. Ii, le niveau du point orrespond à la distane
de Hamming en fontion de la position des points, elui du maintien de l'ordre à
l'adaptation de la distane de Kendall Tau et elui de la struture du graphe à la
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Fig. 2.xviii  Extraits d'images des lasses mu, movi et york.
version utilisant la fermeture transitive des graphes.
Les tableaux 2.3, 2.4 et 2.5 présentent les résultats obtenus sur la lasse mu (la
lasse movi donne des résultats similaires mais diilement visualisables à l'÷il ar le
nombre de points est plus important, la lasse york fournit quant à elle des résultats
de moins bonne qualité). Ces résultats ont été arrondis à l'entier le plus prohe. Mis
à part deux appariements, la majorité est visuellement orrete, e qui est un point
positif : SoftAssign semble être moins dépendant des étiquette assignées aux graphes, et
attaher une plus grande importane à l'obtention d'un appariement se rapprohant le
plus possible d'un isomorphisme. Les informations des diérents niveaux de oûts sont
importantes : on se rend ompte une nouvelle fois, omme pour COIL-100 et SIMPLIity,
que le niveau du point et le maintien de l'ordre ne sont pas disriminants. Par ontre,
la struture du graphe l'est : son oût est largement plus faible quand l'appariement est
bon. La version utilisant la fermeture transitive des graphes semble don plus probante.
De plus, on peut aussi en déduire que les arêtes semblent eetivement apporter une
information disriminante.
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points appariés : 9
points non appariés : 0
maintien de l'ordre : 94
struture du graphe : 121
total : 223
mu 1 mu 2
points appariés : 8
points non appariés : 0
maintien de l'ordre : 70
struture du graphe : 1
total : 79
mu 1 mu 3
points appariés : 7
points non appariés : 0
maintien de l'ordre : 77
struture du graphe : 0
total : 84
mu 1 mu 4
points appariés : 8
points non appariés : 0
maintien de l'ordre : 88
struture du graphe : 1
total : 97
mu 1 mu 5
Tab. 2.3  Appariements sur la lasse mu (1/3).
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points appariés : 7
points non appariés : 0
maintien de l'ordre : 94
struture du graphe : 0
total : 101
mu 1 mu 6
points appariés : 6
points non appariés : 0
maintien de l'ordre : 104
struture du graphe : 0
total : 111
mu 1 mu 7
points appariés : 7
points non appariés : 0
maintien de l'ordre : 87
struture du graphe : 15
total : 110
mu 1 mu 8
points appariés : 8
points non appariés : 0
maintien de l'ordre : 106
struture du graphe : 0
total : 114
mu 1 mu 9
Tab. 2.4  Appariements sur la lasse mu (2/3).
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points appariés : 7
points non appariés : 0
maintien de l'ordre : 103
struture du graphe : 46
total : 157
mu 1 mu 10
Tab. 2.5  Appariements sur la lasse mu (3/3).
2.4 Modiations envisageables
Dans ette partie, nous analysons et ritiquons les ritères que nous avons utilisés.
2.4.1 Réévaluation du niveau du point
Les expérimentations ont mis en avant le fait que e niveau de oût était, de par
sa borne supérieure, négligeable par rapport aux deux autres. Mais il semble égale-
ment qu'en ne onsidérant que e niveau de oût, on ne parvienne pas à distinguer si
l'appariement est bon ou non.
Clustering de points d'intérêt
Une première modiation a onsisté à remettre en ause l'assignation d'un sommet
du graphe par point d'intérêt. En eet, il est possible que le déteteur de points d'intérêt
reste sensible à un ertain bruit. Or, l'existene de sommets supplémentaires ou en moins
peut modier assez fortement le graphe de Delaunay orrespondant, e qui ompromet
dès le départ l'appariement futur. De plus, les points d'intérêt semblent souvent dénir
e qu'on peut appeler des zones d'intérêt, où ils sont le plus souvent onentrés. Ces deux
onsidérations nous ont amenés à expérimenter le lustering de points d'intérêt, dont
on peut visualiser un exemple sur la gure 2.xix. Chaque luster est alors représenté
par un entroïde, obtenu par une moyenne pondérée par le ontraste des oordonnées
des points le omposant, e qui permet de donner plus de poids aux points les plus
ontrastés et de limiter l'importane des points orrespondant à du bruit. Un entroïde,
qui est un sommet du graphe, est alors étiqueté par l'histogramme de ses masques et
par la somme des ontrastes de ses points.
Des expérimentations ave l'utilisation de lusters de points d'intérêt ont également
été menées sur des lasses de COIL-100. Le oût au niveau des lusters appariés a
été basé sur la diérene entre les histogrammes de masques des lusters. Ces expé-
rimentations n'ont pas permis d'obtenir des résultats signiativement meilleurs que
préédemment.
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Fig. 2.xix  Clustering de points d'intérêt.
Distane d'édition de masques
Nous avons également souhaité vérier la robustesse de l'extration des points d'in-
térêt en e qui onerne leur position spatiale dans l'image. En eet, la façon dont
nous alulons le oût au niveau du point part du prinipe que les points d'intérêt que,
à l'÷il, nous voudrions apparier, ont des masques très semblables. Deux exemples de
masques que l'on voudrait voir appariés peuvent être visualisés sur la gure 2.xx. On
remarque lairement que les points que nous désirons assoier l'un à l'autre n'ont pas le
même masque : l'extration des points d'intérêt est robuste, mais pas au pixel près. Un
déalage d'un pixel sur le entre du masque peut engendrer un masque très diérent,
alors que e sont pourtant bien es deux points qu'il faut apparier. C'est peut-être bien
et aspet qui est déterminant et non pris en ompte par notre fontion de oût.
Fig. 2.xx  Deux voisinages de points que l'on souhaiterait assoier et les masques 3 ×
3 orrespondant.
Pour ela, une piste que nous souhaitons étudier est elle de la distane d'édition
entre masques. Rappelons que la distane d'édition, introduite sur les haînes par Leven-
shtein [Levenshtein, 1966℄, se dénit omme la plus petite (ou la moins oûteuse) suite
d'opérations permettant de passer d'une haîne à l'autre. Les trois opérations possibles
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sur les lettres de l'alphabet qui onstituent la haîne sont la suppression, l'insertion ou
la substitution d'une lettre. En e qui onerne les points d'intérêt, la non onservation
au pixel près nous mène à onsidérer une opération d'édition spéiale, la translation
d'un masque. En eet, prenons en ompte deux points que l'on apparie, mais dont les
masques dièrent à ause d'un léger déalage dans la détetion du point d'intérêt. Or,
si l'on translate les masques dans les images dont ils sont respetivement issus, on doit
pouvoir retrouver les deux masques très semblables qui orrespondent. Il s'agit don de
aluler une nouvelle distane entre masques, en trois temps (voir la gure 2.xxi) :
 translation du premier masque dans son image ;
 transposition de e masque dans la seonde image ;
 translation de la position où le masque a été transposé à la position initiale du
seond masque.
Fig. 2.xxi  Prinipe de la distane d'édition entre masques.
Le alul de ette distane d'édition fera don intervenir deux matries de oûts
de translation de masques, une pour haque image. Ces matries donneront le oût de
passage du masque initial à un autre masque de la même image, par translation (on
peut pour ela utiliser la distane de Manhattan ou la distane eulidienne). La phase
de transposition, quant à elle, peut faire intervenir une opération de substitution des
pixels d'un masque (on peut pour ela utiliser la distane de Hamming). Une autre
solution est de onsidérer une distane d'édition entre haînes de deux dimensions (ii,
les masques), omme 'est le as de ertains travaux [Baeza-Yates, 1998℄.
Taille des masques et étiquetage
Enn, outre es reherhes sur le lustering de points d'intérêt ou leur distane
d'édition, nous pouvons enore envisager d'augmenter la taille des masques, qui pour
l'instant a toujours été de 3 × 3 pixels. En eet, omme on peut se demander si l'éti-
quetage d'un point par son seul masque est assez signiatif ou disriminant, la prise
en ompte d'un voisinage plus grand pourrait apporter plus d'information. De plus, la
taille des masques pourrait être variable à l'intérieur d'une même image, en fontion du
point d'intérêt onsidéré (par exemple, si la zone ontient beauoup de points d'intérêt,
ils pourraient être résumés par un masque de taille importante). De plus, nous pourrions
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1 2 3 4 5 6 7 8
obj1, 0
41,119 47,42 43,23 51,28 45,71 44,119 47,83 51,121
obj1, 5
43,117 55,33 43,57 49,82 42,19 51,74 46,47 55,29
obj1, 10
49,34 41,25 43,78 43,76 49,24 43,61 41,19 47,59
Tab. 2.6  Points d'intérêt de trois images par ordre de ontraste : voisinage et oor-
données.
enrihir les labels des sommets, ave un desripteur tel que SIFT, plus usité de nos jours
(voir la partie 1.1.2).
2.4.2 Prise en ompte de l'information de ontraste
Tout omme elui du point, le oût de maintien de l'ordre ne donne pas des résultats
probants lors des expérimentations d'appariement que nous avons menées. On peut se
demander également si la pondération des niveaux de oût par l'information de ontraste
est pertinente. Ces interrogations nous ont onduit à remettre en ause deux hoses :
la dénition du ontraste et la façon dont nous l'interprétons, mais aussi la méthode
utilisée pour aluler le oût de maintien de l'ordre.
Retour sur la notion de ontraste
Nous avons tout d'abord souhaité vérier si les points d'intérêt ordonnés par ontraste
déroissant orrespondaient aux zones de l'image que l'on souhaiterait, visuellement, ap-
parier. Le tableau 2.6 présente les premiers points d'intérêt de trois images onséutives
de la base COIL-100, par ordre de ontraste déroissant. Il permet de visualiser leur
voisinage et leurs oordonnées. Dans ette base et dans e as préis d'images onsé-
utives, les oordonnées des points hangent peu, deux points aux oordonnées prohes
sont don très probablement appariés par un appariement parfait. Or, on remarque dès
le premier point que elui de l'objet ayant eu un rotation de 10° (troisième ligne) a des
oordonnées assez éloignées (rappelons que es images ont une dénition de 128 × 128
pixels) de elles du premier point des deux autres objets. Des diérenes sont également
visibles pour les autres points. Partir du postulat que l'ordre de ontraste doit être for-
tement pénalisé semble don peu judiieux. Peut-être faudrait-il plutt utiliser la valeur
de ontraste, et non l'ordre. Mais ei reste à onrmer.
Le ontraste, rappelons-le, se dénit omme une mesure de pereption de la diérene
de luminosité entre deux zones de ouleur. Plus sa valeur est élevée et plus grande est la
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Fig. 2.xxii  Capture d'éran de l'appliation sur la notion de ontraste fournie aux
étudiants.
diérene. Parmi les mesures les plus ourantes, on peut iter (voir la partie 1.1.1 pour
plus de détails) : le ontraste simple, le ontraste de Weber, le ontraste de Mihelson,
et le ontraste RMS. Pour omparer es mesures, nous avons hoisi, à la main, quelques
points d'intérêt sur des images, et avons omparé l'ordre de ontraste ainsi obtenu (en
prenant un voisinage V8). Les mesures fournissent des ordres relativement similaires, et
il est diile de déteter une mesure qui serait plus adaptée qu'une autre au as des
vignettes.
Nous avons ependant souhaité mesurer la ohérene entre es dénitions et la no-
tion de ontraste que peut ressentir une personne. Nous avons don mis au point une
expérimentation, en demandant à des étudiants de séletionner, sur une image vignette
ayant été agrandie, les 5 pixels qui leur semblaient être les plus ontrastés, sans no-
tion d'ordre (voir la gure 2.xxii pour une apture d'éran de l'appliation). Auune
dénition préise ne leur a été fournie, la seule indiation étant que par ontraste, on
entendait une opposition entre deux hoses.
Nous avons ensuite réupéré les points séletionnés et les avons dessinés sur les
images dont ils provenaient (voir la gure 2.xxiii pour une illustration). Les résultats,
visuellement, étaient très disparates, et il était rare que ertains points aient été séle-
tionnés par plus d'un étudiant. La notion de ontraste et son mode de alul restent
don ous et il est diile de s'assurer qu'elle doive être prise en ompte par la fon-
tion de oût. Contrairement à notre approhe, le ontraste est peut-être plus signiatif
lorsque l'on onsidère une zone, plutt qu'un masque 3× 3.
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Fig. 2.xxiii  Vignettes (légèrement agrandies) et points d'intérêt extraits par les étu-
diants.
rang G1 rang G2 di d
2
i
1 4 3 9
2 2 0 0
3 1 2 4
4 5 1 1
5 3 2 4
Tab. 2.7  Corrélation d'un appariement
Coeients de orrélation de rangs
Outre la notion de ontraste en elle-même, le oût mis en plae est lui aussi à
ritiquer. En eet, il atteint des valeurs très élevées, même si peu d'erreurs sont ommises
lors de l'appariement : une seule erreur peut engendrer min(|G1|, |G2|)− 1 roisements.
Or, on peut onsidérer que le maintien de l'ordre doit être une notion plus globale qui
ne pénalise pas diretement haque roisement, mais qui juge de la ohérene globale de
l'appariement par rapport aux données de ontraste possédées. On peut ainsi s'intéresser
à des oeients de orrélation de rangs.
Le oeient de orrélation de Spearman ρ, de valeur omprise entre -1 (orrélation






ave di la diérene entre les rangs des valeurs orrespondantes. Ainsi, si l'on reprend
l'exemple de la gure 2.viii, on obtient les données du tableau 2.7. Alors, ρ = 1 −
6×18
5(25−1 ) = 0.1, e qui indique une très faible orrélation et juge don d'une mauvaise
qualité au niveau du maintien de l'ordre. La façon d'intégrer un oeient de orrélation
de rangs à la fontion de oût pour le maintien de l'ordre est à étudier.
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2.4.3 Apparier deux graphes de taille diérente
Nous avons déjà indiqué que, pour éviter que l'appariement de meilleur oût ne soit
elui où auun point n'est apparié, il est néessaire de pénaliser également les points
non appariés. Cei se justie également si l'on apparie deux graphes de taille diérente.
Or, seul le niveau du point en est aeté. Comment pouvons-nous intégrer les points
non appariés au maintien de l'ordre et à la struture du graphe ?
Maintien de l'ordre
Conernant le maintien de l'ordre, la question est la suivante : soient deux graphes
G1 = (V1, E1) et G2 = (V2, E2) que l'on a appariés, ayant respetivement |V1| et |V2|
sommets, ave |G1| > |G2|. Combien réerait-on en moyenne de roisements si l'on
ajoutait, après l'appariement initial, |V1| − |V2| sommets au seond graphe ? Plusieurs
solutions sont envisageables. On peut tout d'abord onsidérer que les sommets tifs
seraient moins importants que les sommets pré-existants, puisqu'ils n'ont pas été extraits
par le déteteur de points d'intérêt. Dans e as, leur ontraste étant inférieur, ils seraient
don ajoutés en n de la haîne des points ordonnés par ordre de ontraste déroissant.
Une autre possibilité est d'estimer que les points ajoutés étaient manquants lors de
l'appariement initial, et qu'ils auraient don dû se trouver à la bonne plae dans la
haîne. Dans e as, ils sont insérés à la plae des non appariés orrespondants. Enn,
on peut tenir ompte du fait qu'en moyenne, dans une liste de n éléments, le nombre
d'inversions est de
n(n−1)
4 . On pourrait don ajouter d'une façon ou d'une autre au oût
initial du maintien de l'ordre e nombre moyen de roisements qui seraient réés par les
n = |V1| − |V2| points.
Struture du graphe
La prise en ompte de points supplémentaires dans un des deux graphes pour aluler
le oût de la struture du graphe est plus déliate, puisque l'ajout de points néessite
l'introdution de oordonnées - le oût étant diretement basé sur la onservation des
hemins dans la triangulation de Delaunay. Auune propriété sur la longueur moyenne
du hemin (en nombre d'arêtes) entre deux points dans la triangulation de Delaunay ne
semble exister.
2.5 Remise en ause de l'approhe
Nous sommes en mesure de reonnaître que l'approhe que nous avons mise en plae
est sans doute trop naïve. Par exemple, le respet strit de la relation d'ordre sur les
points d'intérêt, que nous avons liée à leur valeur de ontraste, est largement disutable.
Ainsi, nous ne sommes pas parvenus à mettre au jour une quelonque stabilité qui puisse
être exploitée.
Le prinipal enseignement que nous en retirons est que, dans le adre des alignements
de graphes issus d'images, il ne s'agit sans doute pas de déouvrir des bijetions (ou
quasi-bijetions) entre les sommets. En eet, un graphe est ertes rihe en information,
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mais 'est également une struture omplexe, qui impose, pour que des appariements de
tous les sommets aient un sens, que des images semblables aient un graphe semblable.
Or, imaginons tout simplement que nous herhions à reonnaître un monument, ave un
fond représentant le iel. Même en onservant exatement les mêmes paramètres de prise
de vue, éhelle, et., il sut que le temps hange (présene de nuages, par exemple) pour
que de nouveaux points d'intérêt soient détetés. Cei mène, une fois la triangulation
de Delaunay réalisée, à deux graphes très diérents. On peut penser que l'appariement
en est d'ores et déjà fortement ompromis. Les limites de notre approhe sont ii très
laires : en vérité, le nombre de points d'intérêt à apparier est sans doute très restreint.
La logique est l'inverse de la ntre : au lieu de herher à tout apparier et pénaliser
les erreurs de l'appariement, le bon hoix serait plutt de réompenser les quelques
éléments justes détetables [Deng et al., 2006, Sidibé et al., 2007, Sidibe et al., 2008℄.
En tout état de ause, nous attaquer à e problème intimement lié à l'image de la fa-
çon dont nous l'avions envisagé est diile. Néanmoins, es onsidérations ont inuené
notre réexion, et parmi les nombreux hoix de travaux futurs possibles, nous avons
déidé de restreindre le problème, an de le reentrer sur l'isomorphisme de graphes.
Nous verrons ainsi, dès le hapitre suivant (hapitre 3), que les problèmes de reon-
naissane de formes que nous souhaitons résoudre sont analogues à ertaines questions
posées dans la théorie des graphes. Nous développerons ensuite, dans le hapitre 4, une
méthode d'extration de graphes à partir d'images. Nous verrons pourquoi nous jugeons
es graphes intéressants à la fois pour représenter des images, mais aussi pour répondre
aux problématiques d'isomorphismes. Ainsi, dans le hapitre 5, nous tirerons parti de
la planarité de es graphes pour proposer des algorithmes d'isomorphismes eaes.
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Nous avons montré dans le hapitre 1 qu'il était possible de représenter les images
numériques sous forme struturée, et notamment sous forme de graphes. Par ailleurs,
nous proposerons dans ette thèse une nouvelle méthode d'extration de graphes plans
à partir d'images, qui sera détaillée dans le hapitre 4. Nous avons ainsi fait le hoix
de e modèle symbolique pour une double raison : en eet, les graphes ne se ontentent
pas d'être rihes en information. Comme nous l'étudierons dans e hapitre, plusieurs
problématiques permettent de omparer deux graphes entre eux : il s'agit prinipale-
ment de l'isomorphisme de graphes et de sous-graphes, mais aussi de distane d'édition
entre graphes. Nous verrons que es problématiques prennent tout leur sens lorsqu'il
s'agit de omparer des graphes issus d'images. Nous ommenerons ainsi par exposer
les prinipales dénitions liées aux graphes, avant de nous intéresser aux isomorphismes
de graphes et à l'aide qu'ils peuvent apporter dans des domaines de reonnaissane de
formes ou de lassiation d'images. La littérature dans e domaine étant très fournie,
nous ne pourrons aborder toutes les méthodes existantes (le leteur pourra se référer
notamment à [Bunke, 2000, Conte et al., 2004, Conte et al., 2007℄).
3.1 Graphes et images
Débutons e hapitre par les dénitions usuelles liées à la théorie des graphes. Nous
ne serons pas exhaustifs et nous limiterons aux onepts qui seront utiles tout au long
de ette thèse.
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3.1.1 Dénitions et terminologie
Rappelons la dénition d'un graphe non orienté introduite dans la setion 1.3 :
Dénition 3.1 (Graphe non orienté)
Un graphe non orienté G est un ouple (V,E) ave :
 V un ensemble ni non vide d'éléments appelés sommets ou n÷uds ( verties en
anglais) de G ;
 E ⊆ V × V un ensemble ni d'arêtes ( edges en anglais), qui sont des ensembles
à deux sommets.
Dans la même setion, nous avions noté qu'il était fréquent d'assigner des labels ou
étiquettes au sommets et/ou arêtes des graphes, pour les enrihir et obtenir e que nous
nommons un graphe étiqueté.
Dénition 3.2 (Graphe étiqueté)
Soient LV et LE deux ensembles d'étiquettes (respetivement pour les sommets et les
arêtes de G). Un graphe non orienté étiqueté G est un quadruplet (V,E, α, β) ave :
 V un ensemble ni non vide d'éléments appelés sommets ou n÷uds ( verties en
anglais) de G ;
 E ⊆ V × V un ensemble ni d'arêtes ( edges en anglais), qui sont des ensembles
à deux sommets ;
 α : V → LV la fontion d'étiquetage des sommets ;
 β : V × V → LE la fontion d'étiquetage des arêtes.
Comment sont onstitués de tels labels ? Les étiquettes des sommets sont des des-
ripteurs des parties qu'ils représentent : s'ils indiquent des régions, on peut leur assigner
des informations de ouleur (moyenne, variane. . .), de texture, de taille, de forme ; s'ils
sont des points d'intérêt, on leur assigne des aratéristiques (ontraste, orientation des
gradients, informations sur le voisinage. . .). Quant aux étiquettes des arêtes, qui repré-
sentent les relations entre les sommets, elles peuvent dénoter la longueur des frontières
ommunes, la distane entre les sommets. . .
Pour ompléter notre voabulaire sur les graphes, ajoutons les éléments de termino-
logie suivants [Wilson, 1996℄ :
 la taille d'un graphe G est son nombre de sommets, noté |V | ;
 un sommet v ∈ V est inident à une arête e ∈ E si v est une extrémité de e ;
 deux sommets sont adjaents s'ils sont inidents à une même arête ;
 le degré d'un sommet v ∈ V est le nombre d'arêtes inidentes, noté δ(v) ;
 un sommet de degré 1 est appelé sommet pendant ;
 une arête inidente à un sommet de degré 1 est une arête pendante ;
 une haîne v0v1 . . . vl est une suite d'arêtes onséutives du graphe ({v0v1}, {v1, v2},
. . . , {vl−1vl}) ;
 la longueur d'une haîne est le nombre d'arêtes la omposant ;
 un graphe G est onnexe s'il existe une haîne entre toute paire de sommets de
G ;
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 un yle est une haîne dont les sommets des extrémités sont identiques.
La gure 3.i nous permet d'illustrer es diérentes notions : le graphe non orienté
qui y est représenté est étiqueté. Les labels des sommets sont des entiers de 1 à 6, eux
des arêtes sont des lettres de a à e. Ce graphe est de taille 6, ar il a six sommets. Les
sommets 1 et 2 sont inidents à l'arête a, ils sont don tous deux adjaents. Le degré du
sommet 1 est δ(1) = 3 : il possède 3 arêtes inidentes, qui sont a, b et c. La haîne abd
(ou ({2, 1}, {1, 4}, {4, 5})) est de longueur 3. aec (ou ({2, 1}, {1, 3}, {3, 2})) est un yle












Fig. 3.i  Exemple de graphe non orienté étiqueté.
Un graphe peut également être déomposé en un ensemble d'éléments. De e fait,
on dénit les notions de sous-graphe, graphes partiel et sous-graphe partiel.
Dénition 3.3 (Sous-graphe (induit))
Le graphe G′ = (V ′, E′) est le sous-graphe de G = (V,E) induit par V ′ si :
 V ′ ⊂ V ;
 et E′ = {{u, v} ∈ E | u ∈ V ′, v ∈ V ′}.
Ainsi, on obtient un sous-graphe en enlevant des sommets et toutes les arêtes ini-
dentes à eux-i. Un sous-graphe (induit) de G peut don être uniquement déni par
un sous-ensemble de sommets de G, les arêtes étant une onséquene de e hoix.
Dénition 3.4 (Graphe partiel)
Soit G = (V,E) un graphe. Alors, le graphe G′ = (V,E′) est un graphe partiel de G si
E′ ⊂ E.
On onstruit un graphe partiel en enlevant des arêtes au graphe d'origine, mais
en onservant tous les sommets. Un graphe partiel peut se dénir uniquement par ses
arêtes.
Dénition 3.5 (Sous-graphe partiel)
Un sous-graphe partiel est un graphe partiel d'un sous-graphe.
Ces diérents types de graphes obtenus par modiation des sommets et/ou arêtes
sont illustrés sur la gure 3.ii.













V = {1, 2, 3, 4, 5, 6}
E = {{1, 2}, {1, 3}, {1, 4}, {2, 6},
{3, 5}, {4, 5}}
(b)
G′ = (V ′, E′) sous-graphe in-
duit de (a)
V ′ = {1, 2, 4, 5}












G′′ = (V,E′′) graphe partiel de
(a)
E′′ = {{1, 2}, {1, 3}, {2, 6}, {4, 5}}
(d)
G′′′ = (V ′, E′′′) sous-graphe partiel
de (a) : graphe partiel de (b)
E′′′ = {{1, 4}}
Fig. 3.ii  Illustration des notions de graphe, sous-graphe, graphe partiel et sous-graphe
partiel.
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3.1.2 Images et planarité
Lorsque les graphes représentent des images, ils ont une propriété supplémentaire
non négligeable, qui est elle de la planarité. En d'autres termes, leur représentation dans
le plan est plane : on peut les dessiner de façon à e que leurs arêtes ne se renontrent
jamais, sauf aux extrémités [Fusy, 2007℄.
Dénition 3.6 (Représentation plane)
Une représentation plane d'un graphe G = (V,E) est un plongement η dans le plan tel
que :
 ηV est une appliation injetive liant les sommets de G à des points dans le plan ;
 ηE est une appliation liant les arêtes de G à des ourbes du plan, telle que haque
extrémité d'arête e ∈ E soit liée par ηV aux extrémités de la ourbe ηE(e) ;
 ∀e, e′ ∈ E, les ourbes ηE(e) et ηE(e
′) ne se renontrent jamais, sauf aux extré-
mités qui leur sont ommunes.
Dénition 3.7 (Graphe planaire)
Un graphe G est planaire s'il admet au moins une représentation plane.
Dénition 3.8 (Graphe plan)
Un graphe plan est une représentation plane d'un graphe planaire.
La gure 3.iii illustre le as d'un graphe non planaire : il est impossible de le dessiner
sans que ses arêtes ne se renontrent. Par opposition, le graphe de la gure 3.iv, lui, est
planaire. Sur ette illustration, trois plongements dans le plan possibles sont représentés :
sur le premier, le graphe n'est pas plan (i.e. sa représentation n'est pas plane : deux
arêtes se roisent). Les deux autres représentations sont planes, ependant elles dièrent
par une autre propriété : sur la deuxième, une arête est sous la forme d'une ourbe alors
que sur la troisième, toutes les arêtes sont des segments. Il a été montré [Fáry, 1948℄
que tout graphe planaire simple sans boule peut être dessiné de façon à e que toutes
ses arêtes soient des segments.
Fig. 3.iii  Un graphe non planaire.








Fig. 3.iv  Trois représentations d'un même graphe planaire : une représentation non
plane et deux représentations planes.
Dans un graphe plan, on peut dénir un objet supplémentaire, qui sont les faes.
Toute représentation plane d'un graphe divise l'espae en régions, appelées faes. L'en-
semble des arêtes limitant la fae, qui forme un yle, est ouramment appelé frontière.
Ainsi, sur les deux représentations de droite de la gure 3.iv, on trouve respetivement
les faes suivantes : ABC, BCD, ABD et ACD (qui est la fae externe ou innie) ; et
WXY , WXZ, XY Z et WYZ (qui onstitue également la fae externe). De plus, la
formule d'Euler indique que, quelque soit le plongement onsidéré d'un graphe planaire,
le nombre de faes est onstant et répond à une formule simple :
Théorème 3.1 (Formule d'Euler) Soit η une représentation plane d'un graphe pla-
naire onnexe G = (V,E), et soit |F | son nombre de faes. Alors
|V | − |E|+ |F | = 2. (3.1)
Ainsi, pour les deux graphes plans de droite de la gure 3.iv, on a |V | = 4, |E| = 6,
f = 4 et |V | − |E| + f = 4 − 6 + 4 = 2. De plus, si |V | ≥ 3, alors le orollaire suivant
est vérié :
Corollaire 3.1 (Nombre d'arêtes d'un graphe planaire)
Soit G = (V,E) un graphe planaire onnexe, ave |V | ≥ 3. Alors
|E| ≤ 3|V | − 6. (3.2)
Une des onséquenes de e orollaire est que, lorsque l'on s'intéresse à la omplexité
d'algorithmes mettant en jeu des graphes planaires, il est possible de ne tenir ompte
que de |V |.
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3.2 Problématiques d'isomorphismes et reonnaissane de
formes
En reonnaissane de formes, ou dans d'autres domaines tels la lassiation super-
visée ou non d'images, les buts, bien que divers, restent semblables. Il peut s'agir tout
d'abord de déider si deux images représentent le/les même(s) objet(s), ou des objets
très ressemblants. Si des graphes sont extraits de es images, ela revient à se demander
s'ils sont isomorphes. Savoir si une image est inluse dans une autre (par exemple, dans
quelles images puis-je retrouver e heval ?) est une autre interrogation possible. Cette
fois, ela orrespond à retrouver un sous-graphe dans un graphe : 'est l'isomorphisme
de sous-graphe. Enn, on pourrait également vouloir déterminer quelles hoses deux
images ont en ommun, et en partiulier, quelle est la plus grosse partie ommune. Il
s'agit de la reherhe de plus grand sous-graphe ommun. Dans ette partie, nous allons
nous intéresser tour à tour à es trois problématiques.
3.2.1 Isomorphisme de graphes
Nous voii en possession de deux graphes issus d'images. Nous souhaitons savoir si
es images sont identiques : nous voulons don omparer les deux graphes. Déider si
deux graphes sont ou non struturellement identiques est une problématique appelée
problème de l'isomorphisme de graphes.
Dénition 3.9 (Isomorphisme de graphes)
Deux graphes G1 = (V1, E1) et G2 = (V2, E2) sont isomorphes s'il existe une bijetion
φ de V1 dans V2 telle que
{i, j} ∈ E1 ⇔ {φ(i), φ(j)} ∈ E2. (3.3)
Cette dénition signie simplement que deux graphes sont isomorphes s'il existe une
orrespondane entre leurs deux ensembles de sommets, telle que toutes les arêtes soient
respetées (voir par exemple la gure 3.v). L'isomorphisme de graphes peut ainsi être
diretement relié à l'appariement de graphes (voir la partie 2.1.1) : deux graphes sont
isomorphes s'il existe entre eux un appariement bijetif, ave une ontrainte dure sur
les sommets et les arêtes.
Fig. 3.v  Deux graphes isomorphes : l'appariement est dénoté par les ouleurs.
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Pour e qui est de l'appliation aux images, prenons pour exemple l'illustration de
la gure 3.vi
1
qui représente deux images, pour lesquelles les graphes ont été superposés
(en noir). Il s'agit de graphes simples, des RAG, pour permettre une meilleure visua-
lisation. Ces deux graphes sont parfaitement isomorphes : on peut trouver au moins
un appariement bijetif entre eux (ii, représenté par des ars bleus) qui respete les
sommets et les arêtes. Cet appariement, si on lui assignait un oût, serait parfait et
don de oût 0.
Fig. 3.vi  Deux graphes issus d'images (en noir) qui sont isomorphes : l'appariement
des sommets est représenté par des ars bleus.
Cela paraît tout à fait orret de onlure que les deux images sont identiques,
ou tout du moins très prohes. Pourtant, il est possible d'enrihir es graphes, en leur
assignant des labels : 'est le as présenté par la gure 3.vii, où la ouleur des régions a été
assignée omme étiquette aux sommets. Même si les graphes sont toujours isomorphes,
ette fois l'appariement n'est pas parfait, puisque les labels des sommets appariés ne
sont pas les mêmes : le oût assoié serait supérieur à 0. Il existe don potentiellement
plusieurs isomorphismes, ertains étant meilleurs que d'autres.
Fig. 3.vii  Deux graphes isomorphes, mais dont les labels des sommets dièrent.
Qu'en est-il de la omplexité du problème de l'isomorphisme de graphes ? Cela reste
un problème ouvert [Fortin, 1996℄ :
1
Les images de e hapitre représentant des graphes issus d'images ont été réalisées en utilisant la
librairie de lipart http://www.openlipart.org/, qui est de domaine publi.
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Complexité de l'isomorphisme de graphes Le problème d'isomorphisme de gra-
phes dans le as général appartient à la lasse NP. Cependant, ela reste un problème
ouvert : on ne sait pas s'il appartient à P ou s'il est NP-omplet, ni même s'il appartient
à o-NP. L'existene d'un isomorphisme entre deux graphes a ainsi sa propre lasse de
omplexité : 'est un problème isomorphique-omplet.
Cependant, même si auun algorithme pour les graphes généraux ne fontionne en
temps polynomial dans le pire des as, il est en pratique non trivial de trouver des
graphes pour lesquels le problème de l'isomorphisme soit diile à résoudre, même s'ils
ont une taille importante [Fortin, 1996℄. De plus, ertaines lasses de graphes partiuliers
peuvent avoir des omplexités polynomiales. Néanmoins, la plupart de es algorithmes
polynomiaux dédiés à des lasses de graphes partiulières ont des onstantes les rendant
prohibitifs en pratique. D'autant plus qu'il est souvent non trivial de déterminer si un
graphe appartient à une lasse donnée.
Beauoup d'approhes de résolution d'isomorphismes se basent sur des invariants
assoiés aux sommets, an de réduire l'espae de reherhe (pour un graphe de taille
n, il y a en eet n! appariements possibles). Un invariant est un nombre i(v) lié à un
sommet v (par exemple, le degré, invariant de base souvent utilisé pour les graphes non
réguliers) tel que, s'il existe un isomorphisme qui apparie v et v′, alors i(v) = i(v′)
(notons que l'inverse ne tient pas : si deux sommets ont le même invariant, il n'existe
pas forément d'isomorphisme les appariant). Ainsi, l'algorithme nauty [MKay, 1981℄
propose plusieurs invariants : un nombre basé sur les sommets atteignables par une
haîne de longueur 2, un nombre basé sur le nombre de sommets à distane 1 à n de
v. . . En fait, en pratique, les invariants sont souvent ombinés les uns aux autres pour
être plus disriminants. Leur temps de alul peut alors devenir non négligeable dans
le temps d'exéution de l'algorithme d'isomorphisme, le alul de l'invariant idéal et
performant pour un graphe donné étant, en outre, une tâhe non triviale.
Une première méthode pour résoudre le problème de l'isomorphisme de deux graphes
est de tenter d'en onstruire un inrémentalement, par essais-erreurs. À un petit sous-
graphe du premier graphe, isomorphe à un du seond, on ajoute peu à peu des sommets
tout en onservant le sous-isomorphisme [Cordella et al., 1999, Cordella et al., 2001℄.
Les invariants sont alors utilisés pour séletionner les sommets à ajouter et permettre
de rejeter rapidement le plus possible de possibilités. Une autre approhe onsiste à
aluler un identiant unique par graphe. Deux graphes sont alors isomorphes s'ils ont
le même identiant. C'est également le as de nauty, qui examine tous les automor-
phismes d'un graphe (qui sont des isomorphismes ave lui-même) et alule un iden-
tiant anonique. Mais il est également possible de penser l'isomorphisme de graphes
omme étant un problème portant sur les matries d'adjaenes des graphes onsi-
dérés. Une matrie d'adjaene est une des possibilités de strutures de données re-
présentant des graphes. Pour un graphe G = (V,E), il s'agit d'une matrie boo-
léenne A de taille |V | × |V | qui vérie, ∀i, j ∈ {1, 2, . . . , |V |}, aij = 1 si {i, j} ∈ E,
et aij = 0 sinon. Certains algorithmes travaillent ainsi diretement sur les matries
d'adjaene, se ramenant à un problème d'optimisation sur l'ensemble des permu-
tations, en inluant parfois des notions de probabilité d'appariements de sommets,
ou des noyaux [Gold et Rangarajan, 1996, Lozano et Esolano, 2004, Singh et al., 2007,
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Zaslavskiy et al., 2008, Leordeanu et Hebert, 2009℄. Une autre possibilité est de s'inté-
resser aux valeurs propres et veteurs propres des matries d'adjaene, invariants aux
permutations [Umeyama, 1988, Shapiro et Brady, 1992, Caelli et Kosinov, 2004℄. Ainsi,
si deux graphes sont isomorphes, les valeurs et veteurs propres seront les mêmes (mais
l'inverse n'est pas forément vrai). D'autres méthodes font elles appel à des arbres de re-
herhe [Messmer et Bunke, 1999℄ utilisant des heuristiques pour élaguer l'espae de re-
herhe, ou à une approhe par programmation par ontraintes [Sorlin et Solnon, 2004℄.
En fait, beauoup de es méthodes alulent un isomorphisme dit tolérant, 'est-
à-dire que ertaines ontraintes dures sur les sommets et arêtes peuvent ne pas être
respetées. En eet, ils est rare que deux images prohes aient exatement le même
graphe. Être tolérant permet une meilleure généralisation. Nous y reviendrons dans la
partie 3.3, et verrons que ei peut être onçu omme étant un alul de distane entre
graphes, pour lequel on souhaite minimiser une fontion de oût.
Revenons à des onsidérations de planarité. Il a été montré [Hoproft et Wong, 1974℄
que pour la lasse des graphes planaires, le problème de l'isomorphisme pouvait se
résoudre en temps linéaire, ependant et algorithme reste inexploitable en pratique,
à ause d'une importante onstante. Il fut par la suite amélioré en intégrant de la
programmation parallèle [Jaja et Kosaraju, 1988℄, mais reste rédhibitoire. Nous avons
déjà indiqué que dans le as d'images, les graphes extraits étaient planaires. Mais ils
sont surtout plans : leur plongement est donné. Dans e as, que penser par exemple
des graphes de la gure 3.viii ? Ils sont bien isomorphes dans le sens de la dénition,
mais souhaitons-nous, dans le as d'images, qu'ils le soient ?
Fig. 3.viii  Deux graphes issus d'images isomorphes.
Ainsi, il existe une dénition diérente de l'isomorphisme, pour le as plan. Nous
y reviendrons en détails dans le hapitre 5 et proposerons un algorithme polynomial
d'isomorphisme de graphes s'appliquant à e as partiulier.
3.2.2 Isomorphisme de sous-graphe
On peut également vouloir savoir si un objet apparaît ou non dans ertaines zones
d'images. Cette fois, on herhe plutt à retrouver un graphe (le motif que l'on reherhe)
dans un autre, plus grand (l'image où l'on reherhe le motif). Déider si un graphe est
ou non inlus dans un autre est appelé problème de l'isomorphisme de sous-graphe.
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Dénition 3.10 (Isomorphisme de sous-graphe)
Il existe un isomorphisme de sous-graphe entre deux graphes G1 = (V1, E1) et G2 =
(V2, E2) s'il existe une injetion φ de E1 dans E2 telle que
{i, j} ∈ E1 ⇔ {φ(i), φ(j)} ∈ E2. (3.4)
Un isomorphisme de sous-graphe de G1 dans G2 est en fait un isomorphisme de
G1 dans un sous-graphe de G2 : il existe une orrespondane entre les sommets de G1
et eux de G2, telle que toutes les arêtes de G1 soient respetées (voir par exemple la
gure 3.ix qui illustre un as possible d'isomorphisme de sous-graphe). L'isomorphisme
de sous-graphe peut ainsi être diretement relié à l'appariement de graphes (voir la partie
2.1.1) : G1 est isomorphe à un sous-graphe de G2 s'il existe entre eux un appariement
injetif, ave une ontrainte dure sur les sommets et les arêtes si l'on onsidère un sous-
graphe induit (e qui est le as ii) ; dure sur les sommets et souple sur les arêtes si l'on
onsidère un sous-graphe partiel.
Fig. 3.ix  Isomorphisme de sous-graphe : l'appariement est dénoté par les ouleurs.
Illustrons es onsidérations dans le domaine de l'image, ave la gure 3.x qui re-
présente deux images, pour lesquelles les graphes ont été superposés (en noir). À droite,
il s'agit du motif que l'on herhe à retrouver dans l'image de gauhe. Il existe bien
un isomorphisme de sous-graphe entre eux : on peut trouver au moins un appariement
injetif (ii, représenté par des ars bleus) qui respete les sommets et les arêtes. Cet
appariement, si on lui assignait un oût, serait parfait et don de oût 0.
Il est évident qu'un sous-graphe pourrait se retrouver plusieurs fois dans le graphe
ible, e qui est souvent le as si leur nombre de sommets est limité (le graphe n'est pas
assez disriminant). Les étiquettes assignées aux sommets et/ou arêtes peuvent alors
servir à diérenier un bon appariement d'un mauvais.
Quant à la omplexité de l'isomorphisme de sous-graphe, il s'agit d'un problème
diile [Garey et Johnson, 1979℄ :
Complexité de l'isomorphisme de sous-graphe Le problème d'isomorphisme de
sous-graphe est NP-omplet.
La plupart des méthodes et algorithmes, utilisant des heuristiques, ités dans la par-
tie préédente (3.2.1) s'appliquent également à l'isomorphisme (tolérant) de sous-graphe,
80 Chapitre 3. Théorie des graphes au servie de l'image
Fig. 3.x  Isomorphisme de sous-graphe entre un motif (à droite) reherhé dans une
image (à gauhe). L'appariement est représenté par les ars bleus.
omme les arbres de reherhe [Ullmann, 1976℄. On peut également iter l'approhe par
graphe d'assoiation [Levi, 1972℄, où haque appariement de deux sommets est dénoté
par un sommet dans un nouveau graphe, dont les arêtes dénotent les ompatibilités
d'appariements.
Conernant les graphes planaires, omme pour le as de l'isomorphisme, il a été
montré que l'isomorphisme de sous-graphe pouvait se résoudre en temps linéaire, mais
là aussi ave une onstante rendant son utilisation pratique diile [Eppstein, 1995℄.
3.2.3 Plus grand sous-graphe ommun
Une autre possibilité est de reherher e qu'ont en ommun deux images, et plus
préisément quelle est leur plus grande partie ommune. Il s'agit, dans la théorie des
graphes, de la reherhe de plus grand sous-graphe ommun.
Dénition 3.11 (Sous-graphe ommun)
Soient G, G1 et G2 trois graphes. G est un sous-graphe ommun à G1 et G2 s'il existe
un isomorphisme de sous-graphe entre G et G1 d'une part, et G et G2 d'autre part.
Dénition 3.12 (Plus grand sous-graphe ommun)
Un sous-graphe ommun G = (V,E) à G1 et G2 est maximal ( i.e. il s'agit du plus
grand sous-graphe ommun) s'il n'existe pas d'autre sous-graphe ommun G′ = (V ′, E′)
à G1 et G2, tel que |V
′| > |V |.
Un plus grand sous-graphe ommun de G et G′ est un graphe G′′ qui est un sous-
graphe de G et G′ et qui, parmi tous les sous-graphes possible de G et G′, a le plus grand
nombre de sommets. Notons que le plus grand sous-graphe ommun de deux graphes
peut ne pas être unique. Le problème du plus grand sous-graphe ommun peut lui aussi
s'interpréter en terme d'appariement : il orrespond à un appariement univoque de taille
maximale en le nombre de sommets, ave une ontrainte dure sur les sommets et les
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arêtes. La gure 3.xi illustre l'appariement d'un plus grand sous-graphe ommun de
deux graphes.
Fig. 3.xi  Plus grand sous-graphe ommun : l'appariement est dénoté par les ouleurs.
Complexité du plus grand sous-graphe ommun Le problème de reherhe du
plus grand sous-graphe ommun est NP-diile.
Le plus grand sous-graphe ommun a été utilisé pour dénir une distane entre
graphes [Bunke et Shearer, 1998℄. Soient G = (V,E) et G′ = (V ′, E′) deux graphes, de
plus grand sous-graphe ommun gsc(G,G′), alors leur distane d(G,G′) vaut
d(G,G′) = 1−
|gsc(G,G′)|
max(|V |, |V ′|)
. (3.5)
Cette formule a été la base d'une étude alulant la distane entre deux graphes en
passant par leur union [Wallis et al., 2001℄.
3.3 Distane d'édition de graphes et similarité entre images
Allons plus loin. Il est peu fréquent, dans des as où les graphes sont plus omplexes,
e qui orrespond souvent à la réalité, qu'ils soient parfaitement isomorphes. Même si
les images sont très prohes, ertaines petites diérenes peuvent modier la struture
des graphes, omme l'illustre la gure 3.xii. En outre, les images du monde réel sont
souvent bruitées (hangement de onditions de prise de vue. . .), et les graphes extraits
en sont don modiés. Pour ette raison, il est généralement néessaire d'introduire
une ertaine tolérane [Bunke, 1998℄ lors de l'appariement des graphes (par exemple,
on peut imaginer des isomorphismes à k sommets près, à m arêtes près. . .). Un grand
nombre de méthodes des référenes déjà itées dans e hapitre résolvent en fait un
82 Chapitre 3. Théorie des graphes au servie de l'image
isomorphisme approximatif : à défaut de trouver un isomorphisme parfait (pare qu'il
n'existe pas, ou pare qu'il est trop fastidieux à trouver), les solutions renvoyées sont
des appariements tolérants optimaux (qui trouvent la meilleure solution, dans le pire
des as en temps exponentiel), ou suboptimaux (qui trouvent un minimum loal, en
général en temps polynomial). Cei peut être rapprohé du alul de distanes entre
graphes.
Fig. 3.xii  Ces deux graphes ne sont plus isomorphes. Pourtant : ils sont prohes, il
existe entre eux un isomorphisme tolérant.
Nous avons évoqué, dans le hapitre 1 l'existene d'une mesure de distane entre
haînes, la distane d'édition. Nous avons ajouté qu'elle avait été adaptée pour permettre
de aluler la distane entre arbres. Ce fut également le as pour la distane entre
graphes. Ainsi, on dénit un ensemble d'opérations permettant de passer d'un graphe
à l'autre [Sanfeliu et Fu, 1983℄. En général, il s'agit de la suppression, de l'insertion
ou de la substitution d'un sommet ou d'une arête. À haune de es opérations est
assignée un oût, qui peut être toujours le même, ou dépendre des sommets et arêtes
onsidérés. La suite des opérations d'édition permettant de passer d'un graphe à l'autre
est appelé sript d'édition. Il est évident qu'il existe une innité de sripts, mais la
distane d'édition orrespond à elui de oût minimal :
Dénition 3.13 (Distane d'édition de graphes)
La distane d'édition de deux graphes G1 et G2 orrespond au oût du sript d'édition
optimal.
La valeur de la distane nous informe sur la dissemblane entre les deux graphes :
plus elle est petite et plus ils sont similaires. La distane d'édition de graphe est en fait
un appariement univoque ave des ontraintes souples sur les sommets et les arêtes.
Dans le domaine de l'image (voir la gure 3.xiii), ela revient à se demander omment
modier le graphe de gauhe pour obtenir elui de droite. Parmi toutes les solutions
possibles, une se trouve être la moins oûteuse (plusieurs solutions optimales peuvent
exister).
Bunke [Bunke, 1997℄ a montré que, dans le as où toutes les opérations d'édition ont
un oût unitaire (la distane est alors égale à la longueur du plus petit sript d'édition
possible), distane d'édition et plus grand sous-graphe ommun sont intimement liés.
En eet, si G′′ = (V ′′, E′′) est le plus grand sous-graphe ommun de G = (V,E) et
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Fig. 3.xiii  Distane d'édition de graphes : quelles opérations pour passer de l'un à
l'autre ?
G′ = (V ′, E′), alors leur distane d'édition de(G,G
′) est la suivante
de(G,G
′) = |V |+ |V ′| − 2|V ′′|. (3.6)
On peut également rapproher isomorphisme de sous-graphe et distane d'édition
[Zeng et al., 2009℄. En eet, étant donné deux graphes G = (V,E) et G′ = (V ′, E′),
ave |V | < |V ′| et |E| < |E′|, alors G est un sous-graphe de G′ si et seulement si
de(G,G
′) = (|E′| − |E|) + (|V ′| − |V |). (3.7)
Dans e as, les opérations d'édition ont aussi un oût unitaire. Ainsi, on peut utiliser
la distane d'édition pour résoudre l'isomorphisme de sous-graphe, que nous avons déjà
dit être NP-omplet. Par onséquent, la omplexité de la distane d'édition de graphes
est la suivante :
Complexité de la distane d'édition de graphes Le alul de la distane d'édition
de deux graphes est NP-diile.
Les travaux portant sur la distane d'édition de graphes font don appel à des
heuristiques. Dans [Riesen et al., 2007℄, les auteurs herhent tout d'abord un appa-
riement optimal des sommets, avant d'y ajouter le oût des arêtes (la solution nale
est don suboptimale), en utilisant l'algorithme d'assignement des sommets de Mun-
kres [Munkres, 1957℄ basé sur une matrie de oûts. Ils est aussi possible de faire appel
à des arbres de reherhe [Neuhaus et al., 2006℄, où les auteurs adaptent l'algorithme
A∗ [Hart et al., 1968℄ (onstrution dynamique d'un arbre de reherhe ave à haque
étape séletion du sommet le moins oûteux) ou a des probabilités [Myers et al., 2000℄.
Certains auteurs ont également proposé de nouvelles opérations d'édition, omme la
fusion de deux sommets ou la division d'un sommet en deux [Ambauen et al., 2003,
Berretti et al., 2004℄ (ei trouve tout son sens lorsque les graphes représentent des
images, pour pallier des problèmes de sur ou sous-segmentation). D'autres enore ont
étudié l'apprentissage des oûts d'édition [Neuhaus et Bunke, 2007℄.
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Dans le premier hapitre de ette thèse (se référer aux parties 1.2 et 1.3), nous avons
pu déouvrir pourquoi il était utile de herher à représenter les images numériques sous
une autre forme qu'une simple matrie de pixels, et nous avons exposé ertaines de es
représentations alternatives : les histogrammes, les haînes, les arbres et les graphes.
Les graphes, que nous privilégions dans ette thèse, sont en eet rihes en information,
mais onstituent également des modèles symboliques liés à des problématiques telles
l'isomorphisme de graphes, qui trouvent tout leur sens dans un domaine d'appliation
tel que l'image (voir le hapitre 3). De même, nous avons pu onstater, dans le hapitre
2, que l'appariement de graphes, et les fontions de oût assoiées, permettaient eux
aussi de travailler dans e sens.
Dans e hapitre, nous présenterons notre méthode d'extration de graphes à partir
d'images numériques. Après avoir exposé le ahier des harges assoié, nous détaillerons
les diérentes étapes permettant d'obtenir es graphes. Nous montrerons également que
es graphes permettent de oder une ertaine version des images, ave moins d'infor-
mation qu'à l'origine. Nous terminerons par des expérimentations visant à analyser les
pertes engendrées par l'extration de graphes, à nous omparer à d'autres méthodes, et
85
86 Chapitre 4. Une méthode d'extration de graphes plans à partir d'images
nous porterons également notre attention sur la taille de es graphes. Nous onlurons
e hapitre sur une disussion.
4.1 Finalité et moyens
Deux étapes de prétraitement d'une image peuvent mener à la onstrution d'un
graphe : la segmentation et l'extration de aratéristiques (ou points d'intérêt). Pour la
première, on obtient par exemple un RAG (voir la partie 1.3.1). Outre les inonvénients
de e genre de modèles ités dans la partie orrespondante, on peut ajouter que la
struture du graphe ainsi obtenu n'a le plus souvent que peu de rapport ave e que
représentait l'image à l'origine, surtout si la segmentation est grossière. D'un autre té,
si l'on onstruit un graphe par extration de points d'intérêt qui seront ensuite reliés
entre eux, il est possible que ertains points engendrent du bruit dans le graphe, ou
enore que l'on doive en extraire un trop grand nombre pour être ertain d'avoir tous
eux qui sont important. Cei engendre des graphes de trop grande taille, hose néfaste
pour des problèmes omplexes omme l'isomorphisme. De plus, assoier un sommet par
pixel (voire même groupe de pixels) pose un problème de géométrie disrète, puisqu'ils
ont dans e as une épaisseur.
Demandons-nous alors e que doit être un bon graphe. Premièrement, il doit pouvoir
être extrait de tout type d'images, et être robuste : si l'image est un peu déformée (par
exemple par modiation légère de la prise de vue, ou de l'éhelle, une oultation rai-
sonnable, un hangement de luminosité ou bien une modiation d'autres paramètres),
le graphe doit, lui, rester le plus stable possible. En outre, la sémantique de l'image
devrait être respetée par le graphe. Cei signie qu'une fois dessiné, le graphe soit bien
une représentation des objets de l'image (par exemple, que les frontières des objets de
l'image oïnident ave les arêtes du graphe) : une personne n'ayant pas vu l'image doit
reonnaître, sur le dessin du graphe, ses prinipaux objets ou au moins les deviner. En
e sens, les faes du graphe auront toute leur importane. De plus, il doit respeter er-
taines propriétés pour être raisonnable vis-à-vis de ertains algorithmes : les problèmes
d'isomorphisme de graphes, et eux, liés, d'isomorphisme de sous-graphes, de plus grand
sous-graphe ommun et de distane d'édition de graphes (voir le hapitre 3) devraient
être solvables en temps polynomial. Enn, nous souhaiterions être en possession de
graphes à partir desquels il serait possible de reonstruire l'image assoiée, et que, de
plus, ette image soit une bonne approximation de l'image d'origine. Cette perte est en
outre néessaire, pour permettre la généralisation : des images similaires doivent avoir
des graphes très prohes. De plus, ette vision peut être rapprohée du prinipe du mi-
nimum desription length [Rissanen, 2007℄, régit par le fait que la meilleure hypothèse
représentant un ensemble de données est elle qui mène à la meilleure ompression.
Nous répondrons à e ahier des harges de la façon suivante :
 pour obtenir une ertaine robustesse, nous ferons appel non à une seule opération
de traitement d'images, mais à deux : nous ombinerons à et eet la segmentation
et l'extration de aratéristiques ;
 ombiner es deux prétraitements assurerait l'obtention de graphes sémantique-
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ment semblables aux images d'origine [Pardo, 2002, Jiten et Mérialdo, 2007℄ ;
 pour que le graphe soit algorithmiquement raisonnable, nous limiterons sa taille
(don son nombre de sommets) tout en respetant les deux points pré-ités, et
nous ajouterons deux ontraintes qui le rendront fort intéressant : il devra être
plan, et onnexe ;
 enn, pour pouvoir reonstruire une image, nous assoierons aux graphes quelques
données supplémentaires, outre les sommets et les arêtes.
Dans la suite de e hapitre, nous utiliserons les notations suivantes :
 I désignera une image numérique ;
 p(I, i, j) désignera un pixel de l'image I, de oordonnées i et j ;
 Ir sera l'image de la segmentation de I en r régions (il s'agit d'une image dont
haque région a une ouleur orrespondant à la moyenne des ouleurs de ses pixels,
omme nous le verrons dans la partie 4.3) ;
 G(Ir, p) sera le graphe obtenu en extrayant p pixels d'intérêt sur les ontours de
segmentation de l'image Ir ;
 P sera la fontion de position qui, à tout sommet d'un graphe assoie ses oor-
données spatiales ;
 C sera la fontion de ouleur qui, à toute fae d'un graphe assoie sa ouleur ;
 I(G(Ir, p), P,C) désignera l'image de la reonstrution du graphe G(Ir, p) à l'aide
des données de P et C (nous traiterons le as partiulier des pixels traversés par
les arêtes du graphe dans la partie 4.3).
De plus, nous analyserons la perte engendrée par les diérentes étapes de notre
méthode d'extration de graphes plans à partir d'images. Il s'agira de omptabiliser les
diérenes entre les images : image originelle I, image de la segmentation en r régions
Ir et image du graphe de p pixels d'intérêt I(G(Ir, p), P,C). Pour ela, nous dénissons
une distane dp entre tout pixel p1 d'une image I1 et tout pixel p2 d'une image I2 omme
étant la distane normalisée entre leurs veteurs de ouleur. Ainsi, si la ouleur de p1
dans I1 est cI1(p1) = (r1, v1, b1) et la ouleur de p2 dans I2 est cI2(p2) = (r2, v2, b2) (ii
nous prenons don le odage RVB), alors :
dp(p1, p2) =
|r2 − r1|+ |v2 − v1|+ |b2 − b1|
3 ∗ 255





j=0 dp(p(I1, i, j), p(I2, i, j))
n×m
Revenons pour terminer sur le problème évoqué en début de partie, portant sur la
orrespondane entre pixels et sommets du graphe. En eet, si un pixel est désigné pour
devenir sommet du graphe, ela pose un problème de géométrie disrète : un sommet n'a
pas d'épaisseur, un pixel si. Pour pallier ela, nous utiliserons par la suite la terminologie
et ertains objets de l'interpixel [Françon, 1996, Fiorio, 1995℄. En eet, onsidérer une
image omme une matrie de pixels pose ertains problèmes. Notamment, si l'on parle
de frontières entre deux régions, désigne-t-on des pixels ? Si oui, lesquels ? Intuitivement,
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par frontière, on désignerait plutt des lignes entres les régions, don entre les pixels.
On dira ainsi que les pixels sont séparés par des lignels, et que les extrémités des lignels
sont des pointels (pour une illustration, on pourra se référer à la gure 4.i). Il existe
don quatre lignels par pixel, et deux pixels adjaents au sens du 4-voisinage ont un
lignel (et don deux pointels) en ommun.
Fig. 4.i  Terminologie de l'interpixel.
4.2 Constrution du graphe
Dans ette partie, nous détaillons les diérentes étapes de notre méthode de onstru-
tion d'un graphe à partir d'une image. Celle-i se base sur les deux opérations usuelles
de traitement d'images introduites dans la partie 1.1.2 : la segmentation et l'extration
de pixels d'intérêt. Combiner es deux opérations permet de tirer prot de leurs avan-
tages respetifs et d'obtenir ainsi des graphes préservant l'information sémantique et
topologique ontenue dans l'image originale ('est-à-dire une représentation ohérente
vis-à-vis de la disposition spatiale des objets représentés sur l'image, leurs frontières, et
leurs relations d'adjaene ou d'inlusion). De plus, es graphes onstituent alors une
approximation valide de l'image originelle qui minimise la fontion de perte présentée
dans la partie 4.1. De façon plus formelle, la méthode d'extration permet d'obtenir
pour toute image I, un graphe G et des fontions P et C, tels que perte(I, I(G,P,C))
soit minimisée.
Dans la suite, nous illustrerons nos propos en onsidérant le manhot de la gure 4.ii,
qui servira d'exemple, tout au long de ette setion, à la onstrution de graphes. Elle
provient de la base de données d'images segmentées de Berkeley
1
, que nous utiliserons
également pour nos expérimentations (partie 4.4).
4.2.1 Segmentation de l'image
Le proessus de segmentation d'une image, détaillé dans la partie 1.1.2, vise à dénir
un ensemble de régions disjointes, onstituées de pixels homogènes selon un ritère
prédéni. De nombreuses segmentations sont possibles pour une même image, omme
on peut le voir sur la gure 4.iii.
1
http://www.ees.berkeley.edu/Researh/Projets/CS/vision/grouping/segbenh/
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Fig. 4.ii  Image originelle dont on herhe à extraire un  ou des  graphe(s).
(a) (b)
() (d)
Fig. 4.iii  Diérentes segmentations possibles d'une même image. Les bordures des
régions sont délimitées par des pixels noirs. (a) 7 régions, (b) 10 régions, () 12 régions
et (d) 18 régions.
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L'information essentielle fournie par e proessus est diretement liée à es régions :
haune d'entre elles a une dimension sémantique, en e qu'elle représente un des
onepts, ou une partie d'un des onepts, gurant sur l'image originale. C'est ette
dimension sémantique que l'on herhe tout d'abord à préserver lors de l'extration du
graphe. Intuitivement, la signiation des régions est onservée si les arêtes du graphe
onordent au mieux ave les bordures des régions. Celles-i sont omposées des pixels
adjaents au omplément de haune des régions.
Pour atteindre e but, nous nous intéressons aux pointels et lignels introduits dans
la partie 4.1 : les quatre oins d'un pixel sont appelés pointels, et haque ouple de
pixels adjaents est séparé par un lignel (pour un rappel, voir la gure 4.i). Si es
deux pixels n'appartiennent pas à la même région, on peut onsidérer que le lignel
séparateur onstitue une frontière. Une région est alors délimitée par une suite de lignels
de frontière, qui doivent être onséutifs.
Ainsi, onsidérons la gure 4.iv, qui est issue de la segmentation en sept régions
distintes numérotées de l'image originelle du manhot. Les lignels séparant des pixels
de régions diérentes y sont représentés, tout omme eux orrespondant aux bords de
l'image (pour les représenter graphiquement, il a fallu leur assigner une épaisseur, alors
que, pour rappel, ils n'en ont pas en réalité). Chaune des régions peut alors être dérite
en terme de lignels onséutifs, qui forment des yles. Ainsi, les régions 1, 2, 3, 4, 5
et 7 sont haune dérites par un seul yle de lignels. Cependant, il arrive également
que les régions ne soient pas onnexes, et que ertaines soient inluses les unes dans les
autres : 'est le as de la 7, inluse dans la 6. Dans e as, la région dite englobante (i.e.,
dans le as présent, la 6), est dérite par plusieurs yles de lignels (ii, deux yles), un
pour la région englobante, les autres pour la ou les régions englobées (ii, uniquement
la 7).
Fig. 4.iv  Ensemble de lignels dépeignant les frontières des régions obtenues par seg-
mentation.
Il faut désormais trouver les sommets du graphe nous permettant de respeter au
mieux les lignels. Spontanément, la solution serait de onsidérer que haque pointel
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appartenant à un lignel séparant deux régions diérentes onstitue un sommet du graphe
(et tout lignel deviendrait alors arête). Cependant, le graphe ainsi obtenu ontiendrait
un nombre assez onséquent de sommets, e qui n'est pas reommandé pour des raisons
de ombinatoire (notamment pour les problèmes d'isomorphismes de graphes évoqués
dans le hapitre 3). Inversement, un nombre trop faible de sommets engendrerait des
arêtes formant des segments trop éloignés des frontières des régions : l'approximation
de l'image originelle serait trop importante, e qui est rédhibitoire pour des tâhes de
reonnaissane de formes, par exemple. Par onséquent, il s'agit de hoisir les sommets
de façon à ompresser ave le moins de perte possible l'information fournie par les lignels
(qui se trouve être déjà une ompression de l'image originelle) : en eet, e n'est pas
la onguration exate des régions, pixel par pixel, qui nous est utile, mais leur forme
globale.
La question se pose désormais en es termes : omment bien approximer les ré-
gions, pour que la perte soit minimale ? De nombreuses approximations d'une région
sont possibles, et ei orrespond notamment à des travaux de simpliation polygo-
nale [Bhowmik et Bhattaharya, 2007, Damiand et Coeurjolly, 2008℄. Nous souhaitons
privilégier une méthode garantissant une faible distane par rapport à la véritable fron-
tière de la région, tout en produisant un graphe de taille raisonnable. Notre postulat est
que e but sera atteint si l'on hoisit omme sommets du graphe un sous-ensemble des
pointels des lignels séparateurs de régions, et e ave l'aide d'un extrateur de points
d'intérêt.
4.2.2 Extration de pixels d'intérêt et anage
Pour séletionner les pointels qui onstitueront les sommets du graphe, nous faisons
appel à la seonde opération de traitement d'images présentée dans la partie 1.1.2 : la
détetion de pixels d'intérêt. Bien qu'usuellement diretement appliqués sur les images
originelles, nous hoisissons d'exéuter les déteteurs de pixels d'intérêt sur les images
binaires représentant les bordures des régions (omme on a pu le voir sur la gure 4.iii).
Un tel hoix se justie pour plusieurs raisons. Tout d'abord, ei permet de supprimer
totalement la détetion de pixels d'intérêt dus à du bruit sur l'image. Ce hoix nous
assure également de ne pas extraire de pixels internes aux régions et orrespondant
par exemple à des zones de fort ontraste, des oins ou enore à des zones fortement
texturées. Enn, ela nous garantit d'obtenir des pixels assez bien répartis sur l'ensemble
des bordures des régions et ainsi de représenter haune d'entre elles. On obtient don
un ensemble de pixels d'intérêt situés diretement sur, ou très prohes, de la frontière
des régions. La gure 4.v permet de omparer l'extration de pixels d'intérêt sur l'image
originelle, l'image segmentée en 7 régions, et en 18 régions.
Cependant, malgré es préautions, et ensemble de pixels d'intérêt n'est pas enore
satisfaisant, et ela pour deux raisons. Premièrement, il est possible que ertains des
pixels extraits ne soient pas réellement intéressants pour l'usage que l'on souhaite en
faire, s'ils sont trop éloignés des frontières des régions. Il faut don supprimer eux qui
vérient e ritère. Pour ela, nous prenons en onsidération, pour haque pixel déteté,
un masque formé de lui-même et de ses huit voisins (ou de ses inq ou trois voisins si
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(a) (b) ()
Fig. 4.v  Extration de 50, 100 et 200 pixels d'intérêt. Colonne (a), sur l'image origi-
nelle, seule la zone du manhot est bien représentée. Colonnes (b) et () sur des images
segmentées : dès 100 pixels, toutes les régions sont disernables.
le pixel est sur un bord ou un oin de l'image). S'il s'avère que e masque ne ontient
que des pixels appartenant à la même région (i.e. le masque est uniforme), alors le pixel
déteté orrespondant est supprimé de l'ensemble des pixels d'intérêt. La seonde étape
d'anage de l'ensemble des pixels d'intérêt vise à assurer que toutes les intersetions
entre régions soient orretement représentées. On va don potentiellement ajouter des
pixels à l'ensemble. L'avantage de et ajout est bien sûr de suivre les frontières des
régions, mais il existe également un bénée majeur qui sera expliité dans la setion
suivante 4.2.3. Cette fois-i, on analyse le masque de haun des pixels de l'image, et on
ajoute omme pixel d'intérêt tout pixel dont le masque reouvre au moins trois régions
(ou au moins deux, si le pixel appartient au bord de l'image). Pour terminer, nous
ajoutons également les quatre oins de l'image. Un exemple de résultat d'extration de
pixels d'intérêt et de leur anage est représenté sur la gure 4.vi.
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Fig. 4.vi  Extration et anage des pixels d'intérêt le long des bordures d'une partie
d'une image segmentée. Aux pixels détetés automatiquement (en noir), on ajoute les
pixels d'intersetion manquants (spirales blanhes) et les oins de l'image (étoile). On
supprime également les masques uniformes (roix rouge).
4.2.3 Des pixels aux pointels
Nous sommes désormais en possession d'un ensemble de pixels d'intérêt adéquat. La
prohaine étape onsiste en la séletion, parmi les quatre pointels possibles pour haque
pixel d'intérêt, des plus pertinents. Nous les appellerons par la suite pointels d'intérêt.
La règle de séletion est la suivante :
1. on onsidère haque pointel π de haque pixel d'intérêt indépendamment ;
2. soient p0, p1, p2 et p3 les quatre pixels ayant en ommun le pointel π (numérotés
en tournant autour du pointel) ;
3. si ∃pi tel que cI(pi−1) 6= cI(pi) et cI(pi) 6= cI(pi+1) (modulo 4) alors π est un
pointel d'intérêt. Rappelons que cI(p) est la ouleur du pixel p de l'image I ; ii
l'image est segmentée, la ouleur est don en fait la région d'appartenane du
pixel.
En fait, il s'agit de onserver en tant que pointels d'intérêt les pointels dont les
régions des pixels adjaents ont des ongurations en diagonale, ou en oins. Des illus-
trations de tels as sont visibles sur la gure 4.vii.
Les pointels d'intérêt forment dès lors les sommets du graphe. Le résultat d'une telle
séletion est visible sur la gure 4.viii : les pointels blans sont les pointels d'intérêt.
Il s'agit maintenant de réer les arêtes du graphe, et ela en reliant les sommets tout
en suivant les bordures des régions pour respeter leur forme. La gure 4.ix représente,
en noir, les arêtes du graphe et, en blan, ses sommets. L'approximation des bordures
des régions, en gris foné, est alors visible. De plus, haque fae du graphe orrespond
bien à une région de la segmentation (si des régions sont dérites par plusieurs yles de
lignels, elles sont alors dérites par plusieurs faes : une englobante, et une ou plusieurs
englobées).
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Fig. 4.vii  Règle de séletion des pointels d'intérêt : à gauhe, les 4 pixels adjaents
au pointel onsidéré. Au entre, des exemples de onguration dénotant un pointel
d'intérêt. À droite, des exemples de onguration ne dénotant pas un pointel d'intérêt.
Fig. 4.viii  Des pixels d'intérêt aux pointels d'intérêt : tous les pointels possibles (ronds
noirs et ronds blans), et les 15 pointels d'intérêt onservés (ronds blans).
Revenons maintenant sur l'avantage primordial apporté par l'ajout des pixels d'in-
tersetion évoqué dans la partie 4.2.2. Reonsidérons la gure 4.viii et imaginons que
nous n'ayons pas ajouté les pixels d'intersetion non détetés automatiquement (pixels
ave une spirale blanhe). Certains pointels d'intérêt peuvent alors ne plus être sommets
du graphe (dans l'exemple, il s'agit du seul pointel entral aux quatre pixels d'intérêt à
spirale du entre de l'image). La première onséquene est évidemment que l'approxima-
tion des régions est dès lors plus importante. Mais la réperussion la plus remarquable
est représentée sur la gure 4.x : il peut y avoir réation de nouvelles faes dans le
graphe (des triangles ou des quadrilatères) au niveau de l'intersetion des régions. Sur
l'image, 'est le as du triangle grisé. Ces nouvelles faes ont le double désavantage de ne
pas appartenir à une région propre et, ainsi, de n'avoir auun sens sémantique. Elles ne
sont don pas souhaitables en regard du ahier des harges que nous nous sommes xé
dans la partie 4.1 pour extraire des graphes à partir d'images. L'ajout de tous les pixels
d'intersetion néessaires à une bonne représentation des régions est don essentiel.
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Fig. 4.ix  Les pointels d'intérêt sont reliés en suivant les bordures des régions, formant
ainsi les arêtes du graphe. L'approximation des bordures est alors visible.
Fig. 4.x  Si les pixels d'intersetion n'étaient pas tous détetés : réation de faes dans
le graphe n'appartenant pas à une région donnée, et n'ayant auun sens sémantique (ii,
en gris).
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La dernière remarque de ette partie onerne la taille des graphes obtenus. Comme
nous l'étudierons en détail par des expérimentations dans la partie 4.4.3, elle est inti-
mement liée au nombre de pixels d'intérêt. On peut ainsi extraire des graphes de taille
plus ou moins grande, et qui approximent plus ou moins les régions de la segmentation
(en toute logique, moins le nombre de pixels d'intérêt détetés est important et plus
les régions sont approximées). Des exemples de graphes de diérentes tailles obtenus
d'après la segmentation de la gure 4.iv sont représentés sur la gure 4.xi. On remarque
que la région 7, qui est inluse dans la 6 (orps du manhot), n'est déelée, ave le
déteteur utilisé, que lorsque la taille du graphe devient plus importante (dans le as
présent, pour 200 pixels d'intérêt extraits, soit un graphe de taille 334).
Fig. 4.xi  Plusieurs graphes obtenus d'après la même segmentation d'une image, en
faisant varier le nombre de pixels d'intérêt extraits. De gauhe à droite, on a respe-
tivement 35, 80 et 200 pixels extraits, auxquels ont été ajoutés par anage 43, 43 et
41 pixels d'intersetion et/ou oins de l'image, pour arriver à 81, 145 et 334 pointels
d'intérêt formant les sommets des graphes.
4.2.4 Triangulation par région
Nous sommes dorénavant en possession de graphes qui peuvent être onsidérés
omme des ensembles de faes représentant des objets ou parties d'objets. Ces graphes
ont notamment pour aratéristique, et non des moindres, d'être des représentations
planes de graphes planaires. Nous souhaitons néanmoins leur apporter plus de robus-
tesse, tout en onservant ette propriété importante de planarité.
Par augmenter la robustesse, nous entendons renforer la struture des graphes.
Par là-même, puisque nos graphes doivent pouvoir répondre à des problématiques de
reonnaissane de formes, il s'agit de renforer la struture des faes, qui sont les objets.
Dans e but, nous hoisissons d'insérer des arêtes supplémentaires dans haune des
faes, en faisant appel à la triangulation de Delaunay (plus de détails sur ette struture
géométrique sont disponibles dans l'annexe A). Cette triangulation est unique pour
un ensemble de points donné. Ainsi, même si la position des sommets est légèrement
modiée à ause de transformations appliquées à l'image originelle, la triangulation,
elle, restera stable ; 'est-à-dire que les deux graphes orrespondant à es triangulations
seront les mêmes : ils auront les mêmes sommets et les mêmes arêtes. De plus, onfrontée
aux problèmes évoqués d'isomorphismes de graphes, la triangulation permettra d'éviter
de mettre en relation des faes ayant des bordures similaires, mais des formes diérentes.
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Cei est illustré par la gure 4.xii : les deux graphes de la première ligne sont isomorphes.
Pourtant, leur forme est très diérente, et ela n'aurait pas de sens de les apparier dans
une appliation de reonnaissane de formes. La ligne en-dessous représente es mêmes
graphes, auxquels a été appliquée une triangulation de Delaunay : ils ne sont alors plus
isomorphes.
Fig. 4.xii  Sur la première ligne, deux graphes isomorphes, qui ne le sont plus lorsqu'une
triangulation de Delaunay leur est appliquée (seonde ligne).
Sur ette même gure, on remarque que le graphe de droite, de par sa représentation
plane, est onave. Pour obtenir la triangulation de Delaunay représentée, nous avons
hoisi de supprimer les arêtes n'étant pas à l'intérieur de la fae. En eet, la triangulation
de Delaunay engendrant des graphes onvexes, ertaines arêtes peuvent alors ne plus
appartenir à l'intérieur des faes. La sémantique de es faes en serait ainsi modiée,
voire perdue. Il est don néessaire d'ajouter à notre méthode une phase de orretion
de la triangulation pour éliminer de telles arêtes. Le proessus de triangulation des
graphes se déroule don en deux étapes : la première met en jeu une triangulation fae
par fae, dont les arêtes extérieures aux faes sont supprimées lors de la seonde étape.
En fusionnant l'ensemble des faes triangulées, on obtient le graphe nal, omme on
peut le voir sur la gure 4.xiii.
Fig. 4.xiii  Triangulation des graphes de la gure 4.xi : 145 et 334 sommets.
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L'insertion des arêtes de la triangulation apporte un seond avantage. On a remarqué
que ertaines régions de la segmentation pouvaient être inluses les unes dans les autres.
Il en déoule que le graphe que l'on obtient en suivant la proédure dérite jusqu'ii peut
ne pas être onnexe, e qui n'est pas souhaitable pour des questions de ombinatoire.
L'utilisation de la triangulation va nous permettre de résoudre e problème. L'obtention
de graphes onnexes est une propriété importante pour les algorithmes d'isomorphisme.
4.3 Reonstrution des images
Nous voii désormais en possession d'un graphe. Il nous reste à dénir les fontions
P et C introduites dans la partie 4.1, qui nous permettront de reonstruire les images
orrespondant aux graphes.
P est l'ensemble des oordonnées des pointels d'intérêt. Le passage des oordonnées
d'un pixel à elui de ses pointels est représenté sur la gure 4.xiv. Ainsi, si une image a
une dénition en pixels de m×n, ave des oordonnées allant de (0, 0) à (m− 1, n− 1),
alors les pointels ont des oordonnées allant de (0, 0) à (m,n).
Fig. 4.xiv  Coordonnées : des pixels aux pointels.
Il nous reste à xer C. Il s'agit des valeurs des ouleurs dénissant les faes du graphe.
Le prinipe est le suivant : pour haque fae, nous assoions une ouleur orrespondant
à la moyenne des pixels la omposant, ela sur ses trois omposantes RVB. Cei est
simple lorsqu'il s'agit d'une image segmentée (se référer par exemple à la gure 4.xv).
Cependant, lorsque l'on passe aux graphes, un as partiulier est à soulever : elui
des pixels traversés par des arêtes. Ces derniers sont traités à part, ils n'interviennent
don pas dans la moyenne d'une fae. La ouleur de haun d'entre eux est xée selon la
règle suivante : nous prenons en onsidération ses quatre pointels et faisons la moyenne
de leur ouleur. La ouleur de haque pointel orrespond elle à la ouleur de la région
dans laquelle il se trouve. Si un pointel est entre plusieurs régions, sa ouleur est alors
une moyenne des ouleurs des régions auxquelles il appartient. Pour illustrer nos propos,
onsidérons la gure 4.xvi : en haut à gauhe, il s'agit d'une partie de la reonstru-
tion d'une image segmentée. Les pixels d'une région ont une ouleur orrespondant à
la moyenne des pixels la omposant. Après appliation de notre méthode d'extration
de graphe, on obtient, par exemple, les arêtes représentées en haut à droite. En bas à
gauhe : la ouleur des faes orrespond alors elle aussi à la moyenne des ouleurs des
pixels la omposant (on ignore les pixels traversés par des arêtes). Ainsi, la fae bleue
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Fig. 4.xv  Reonstrution d'une image segmentée : la ouleur d'une région est la
moyenne des ouleurs de ses pixels.
reste identique, tandis que les ouleurs des faes rouge et jaunes sont très légèrement
modiées par la présene, due à l'approximation, d'un pixel d'une autre ouleur (res-
petivement bleu et rouge). Les pixels traversés par des arêtes sont traités à part : on
ommene par aluler la ouleur de leurs pointels, que l'on moyenne (voir le zoom en
bas à droite).
En outre, notons que nous hoisissons de olorier les faes sans tenir ompte des
arêtes de la triangulation : en eet, elles-i ont pour but prinipal de renforer la
struture des graphes, et n'ont pas de sens sémantique. En toute logique, étant internes
aux faes, elles ne modieraient pas leur ouleur, mais pourraient omplexier le alul
inutilement par l'introdution d'autres pixels traversés par des arêtes. Des illustrations
de reonstrutions de graphes issus de l'image originelle du manhot sont visibles sur
la gure 4.xvii. Notons qu'une version de démonstration de notre méthode d'extration
de graphes plans à partir d'images a été développée, et est disponible en ligne à l'URL
suivante : http://labh-urien.univ-st-etienne.fr/EPG/.
Le graphe permet don de reoder une ertaine version de l'image d'origine, ave
moins d'information. Notons, de plus, que l'enodage d'un graphe néessite une taille
inférieure à l'enodage de l'image originelle. En eet, on sait que pour stoker une image
de dénition m×n pixels, odée selon un ertain modèle de ouleur qui orrespond à un
veteur de taille K, la taille néessaire est de m×n×K bits (soit m×n×K/8 otets).
Ainsi, pour un odage en trois omposantes (par exemple RVB), la taille néessaire est de
m×n×24 bits. Or, ii nous avons à oder le graphe plan, 'est-à-dire les oordonnées de
ses sommets, ses arêtes, et la ouleur des faes. Les oordonnées néessitent, pour haun
des sommets, une taille de log n+ logm bits, soit un total de |V | × (log n+ logm) bits.
Qu'en est-il des arêtes ? Nous avons vu dans la partie 3.1.2 que pour un graphe planaire,
l'inégalité suivante était vériée : |E| ≤ 3|V | − 6. On peut don onsidérer 3|V | omme
étant une borne supérieure du nombre de bits néessaires pour stoker les arêtes. Enn,
intéressons-nous aux ouleurs des faes. Une nouvelle fois, la formule d'Euler indique
que pour un graphe planaire, le nombre de faes f est tel que : |V | − |E| + f = 2. On
en déduit que 2|V | × K est une borne supérieure du nombre de bits néessaires pour
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Fig. 4.xvi  Reonstrution des images : alul de C. En haut à gauhe, une partie d'une
image segmentée : la ouleur d'une région est la moyenne des ouleurs de ses pixels. En
haut à droite, en noir, le graphe orrespondant. En bas à gauhe, la valeur de C pour
le graphe : les ouleurs des faes sont la moyenne des ouleurs de leurs pixels, les pixels
traversés par des arêtes sont la moyenne des ouleurs de leurs pointels. En bas à droite :
zoom sur une setion de la reonstrution.
Fig. 4.xvii  Reonstrution des images des graphes de la gure 4.xi : 81, 145 et 334
sommets.
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stoker les ouleurs des faes, sur un veteur de taille K. Finalement, on obtient une
taille d'enodage d'un graphe valant :
|V | × (log n+ logm+ 3 + 2K)
Ce hire n'est pas une borne supérieure, puisqu'il faut lui ajouter les ouleurs des pixels
traversés par des arêtes.
4.4 Expérimentations
An d'analyser notre méthode d'extration de graphes plans à partir d'images, nous
avons réalisé plusieurs expérimentations. L'intégralité a été menée sur des images pro-
venant de la base d'images segmentées de Berkeley [Martin et al., 2001℄. La partie pu-
blique de ette base ontient 300 images, de dénition 481 × 321 pixels, en mode RVB
(pour des expliations sur es termes, se référer aux dénitions de la partie 1.1.1). Il
s'agit de la représentation en ouleur de photos mettant en sène des êtres humains,
des animaux, des paysages, des onstrutions. . . Pour une illustration non exhaustive,
onsulter la gure 4.xviii. Chaune des images de la base ontient, au minimum, un objet
disernable. Elles sont en fait toutes extraites de la base d'images COREL
2
, largement
utilisée dans le domaine de la reherhe d'image par le ontenu.
Fig. 4.xviii  Exemples d'images provenant de la base de données de Berkeley.
Pour haque image sont également fournis plusieurs résultats de segmentation, ave
plus ou moins de régions, dans des hiers au format texte. Des représentations sous
forme d'images de es segmentations sont visibles sur la gure 4.xix (il s'agit de seg-
mentation des premières images de haque ligne des exemples de la gure 4.xviii). Les
segmentations ont été faites à la main par des volontaires, sans qu'auune instrution
2
http://wang.ist.psu.edu/dos/related/
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partiulière quant au type de ritère à utiliser pour séparer les régions ne leur soit four-
nie (à l'exlusion du fait que haque région doive représenter une hose distinte de
l'image originelle). Chaque image a été segmentée par plusieurs personnes, à des degrés
de nesse diérents, selon leur propre pereption. Les hiers ontiennent un minimum
de deux régions, pour une moyenne de vingt. Pour les 300 images, un total de 1633
segmentations diérentes sont disponibles.
Fig. 4.xix  Exemples d'images montrant des résultats de segmentation et provenant
de la base de données de Berkeley.
Quant à l'extration de pixels d'intérêt, nous avons pour nos expérimentations uti-
lisé la méthode présentée dans [Bres et Jolion, 1999℄. Elle part du prinipe qu'un pixel
d'intérêt est aratérisé par une information loale de ontraste signiative (se référer
à la partie 1.1.1 pour la notion de ontraste dans une image) et se base sur une analyse
multirésolution de l'image (représentée sous la forme d'une pyramide). Celle-i subit
alors une étape de rehaussement de ontraste qui vise à réduire l'entropie, et qui en-
gendre une image binaire. Les pixels d'intérêt orrespondent alors à des maxima loaux
de la mesure de ontraste umulée dans la base de la pyramide.
Nous présentons dans la suite un ensemble d'expérimentations mettant en ÷uvre la
base de données d'images segmentées et l'extrateur de pixels d'intérêt pré-ités. Tout
d'abord, il s'agit d'étudier les pertes engendrées par la onstrution du graphe, par
rapport à l'image originelle et à l'image segmentée. Ensuite, on ompare es pertes à
une autre méthode d'extration de graphes. Enn, on s'intéresse également à l'inuene
de diérents paramètres (nombre de régions, nombre de pixels d'intérêt) sur la taille
du graphe obtenu. Nous onserverons les notations introduites dans la partie 4.3, et la
fontion perte introduite dans 4.1.
4.4.1 Analyse des pertes engendrées par la méthode d'extration
Nous analysons tout d'abord les pertes dues aux phases de segmentation et de
onstrution du graphe.
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Analyse de perte(I, Ir)
Nous étudions en premier lieu la perte ausée par la segmentation d'une image I
en r régions, 'est-à-dire à la valeur de perte(I, Ir). Pour l'ensemble des segmentations
disponibles, la perte moyenne est de 0.1004, soit environ 10%. Cei soulève toutefois
une interrogation intéressante : existe-t-il une orrélation entre le nombre de régions de
la segmentation d'une image et perte(I, Ir) ? Pour y répondre, nous avons séletionné,
pour un nombre de régions allant de 3 à 30, 10 résultats de segmentation (soit un
total de 280 hiers), et alulé les pertes moyennes orrespondantes. Les résultats
sont représentés sur la gure 4.xx, ave les éarts-types orrespondants. On remarque
lairement qu'il n'existe auun lien entre le nombre de régions et perte(I, Ir). Cei
peut être expliqué par la façon dont les images ont été segmentées : n'ayant eu auune
instrution partiulière pour réer les régions, les personnes ayant segmenté les images
n'ont pas néessairement utilisé des ritères liés à des zones de ouleur uniformes. Il
est même fort probable qu'elles se soient plutt basé sur des données sémantiques. Il
n'y a alors auune justiation pour que es zones sémantiques soient homogènes, et e
quelque soit la nesse de la segmentation. Les éarts-types, qui sont assez importants















Fig. 4.xx  Valeur de perte(I, Ir) en fontion du nombre de régions des images segmen-
tées, assoiée aux éarts-types.
Analyse de perte(Ir, I(G(Ir , p), P,C))
La seonde perte à laquelle nous nous sommes intéressés est elle qui intervient entre
la segmentation et la onstrution de l'image du graphe, 'est-à-dire perte(Ir, I(G(Ir , p),
P,C)). Le ritère onerne le nombre de pixels d'intérêt extraits p. Pour l'étudier, nous
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avons mis en plae le protoole suivant : pour toutes les segmentations, nous avons
extrait 10 à 500 pixels d'intérêt, ensemble que nous avons ané selon la démarhe
dérite dans la partie 4.2.2. Par la suite, les pointels d'intérêt orrespondant ont été
alulés, et haque graphe onstruit. Une fois les images des graphes reonstituées,
les valeurs moyennes de perte(Ir, I(G(Ir , p), P,C)) ont été obtenues, ave les éarts-
types orrespondants. Les résultats sont représentés sur la gure 4.xxi : la perte déroît
fortement et rapidement lorsque le nombre de pixels d'intérêt extraits augmente. Cela
est logique, puisque plus le nombre de pixels est grand, plus les arêtes délimitant les faes
suivent les bordures des régions, et don plus la perte devient faible. Cei est onrmé
par le fait que la valeur des éarts-types diminue nettement ave l'augmentation du
nombre de pixels d'intérêt. Enn, notons que perte(Ir, I(G(Ir, p), P,C)) a une valeur
moyenne omprise entre 3.12% (pour 10 pixels d'intérêt extraits) et 0.19% (pour 500
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Fig. 4.xxi  Valeur de perte(Ir, I(G(Ir , p), P,C)) en fontion du nombre de pixels d'in-
térêt extraits, assoiée aux éarts-types.
Analyse de perte(I, I(G(Ir , p), P,C))
Pour nir, intéressons-nous à la perte globale engendrée par le proessus de onstru-
tion du graphe à partir de l'image originelle. Celle-i respete l'inégalité triangulaire
suivante :
perte(I, I(G(Ir , p), P,C)) ≤ perte(I, Ir) + perte(Ir, I(G(Ir, p), P,C))
Sahant ela, il est intéressant d'étudier la part de es deux étapes dans la perte to-
tale. Nous avons vu qu'en moyenne, perte(I, Ir) = 10%, et que perte(Ir, I(G(Ir , p), P,C))
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p r |V | perte(I, Ir) perte(Ir, I(G(Ir, p), P,C)) somme
50 3 104 0.084 0.006 0.089
50 6 146 0.083 0.006 0.089
50 7 123 0.084 0.005 0.089
50 9 175 0.084 0.006 0.090
50 13 149 0.084 0.007 0.091
50 18 248 0.076 0.013 0.089
50 20 207 0.083 0.007 0.090
Tab. 4.1  Pour une image donnée, pertes orrespondant à diérents niveaux de seg-
mentation.
varie, en fontion du nombre de pixels d'intérêt, de 3% à 0.2% environ. Clairement, la
perte la plus importante a toujours lieu lors de la première étape, 'est-à-dire la seg-
mentation de l'image. La méthode que nous utilisons pour ensuite onstruire un graphe
ause largement moins de perte. De plus, elle déroît rapidement pour atteindre 1% dès
100 pixels d'intérêt extraits.
Pour plus de détails, nous avons souhaité étudier le as d'une image donnée, à
diérents niveaux de segmentation, as représenté dans le tableau 4.1. Pour un même
nombre de pixels d'intérêt extraits (p = 50), et pour un nombre roissant de régions
(de 3 à 20), e tableau apporte en premier lieu des informations sur la taille |V | du
graphe obtenu. Comme nous le verrons dans la partie 4.4.3, elle-i augmente ave le
nombre de pixels extraits. Ce sont les trois dernières olonnes qui nous intéressent plus
partiulièrement. Tout d'abord, elles onrment que la perte a majoritairement lieu lors
de la segmentation de l'image. De plus, es olonnes montrent une nouvelle fois que les
deux pertes intermédiaires, et don la perte totale, sont indépendantes du nombre de
régions de l'image.
4.4.2 Comparaison ave une autre méthode d'extration de graphes
Dans ette partie, nous avons souhaité omparer notre méthode d'extration de
graphes à partir d'images à une autre, plus lassique et usitée. Dans ette dernière,
il s'agit d'extraire les pixels d'intérêt diretement sur l'image originelle (il n'y a don
pas intervention d'une phase préalable de segmentation), auxquels on ajoute les quatre
oins de l'image s'ils n'ont pas été détetés. Ces pixels sont alors, par nos ritères,
onvertis en pointels d'intérêt, puis reliés par une triangulation de Delaunay globale.
Auune information sémantique sur les objets gurant sur l'image originelle n'est don
a priori onservée. Nous notons G(I, Tp) e graphe à p pixels d'intérêt extraits, et
I(G(I, Tp), P,C) l'image reonstruite (selon les mêmes prinipes que I(G(Ir, p), P,C).
Les pertes engendrées par es deux méthodes, en fontion du nombre de pixels d'intérêt
extraits, sont représentées sur la gure 4.xxii (la valeur de perte(I, I(G(Ir , p), P,C))
est obtenue en sommant perte(I, Ir) et perte(Ir, I(G(Ir , p), P,C)), ei est don une
majoration). On remarque que notre méthode induit toujours une perte légèrement
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moindre, e qui la rend ompétitive, d'autant plus qu'elle a pour avantage de onserver
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perte(I,I(G(I,Tp)))perte(I,I(G(Ir,p),P,C))
Fig. 4.xxii  perte(I, I(G(Ir , p), P,C)) et perte(I, I(G(I, Tp), P,C)) en fontion du
nombre de pixels d'intérêt extraits.
4.4.3 Inuene des paramètres sur la taille du graphe
Intéressons-nous désormais à la taille des graphes obtenus suite à notre méthode de
onstrution.
Comment obtenir un graphe de taille |V | ?
Étant donné une image, si l'on désire obtenir un graphe d'une taille donnée |V |, on
peut pour ela se servir des deux paramètres de la méthode : le niveau de segmentation
('est-à-dire le nombre de régions) et le nombre de pixels d'intérêt extraits. Il est e-
pendant utile de savoir lequel de es deux paramètres doit être utilisé de préférene : il
faut pour ela étudier la perte induite par haun d'entre eux. Dans e but, nous avons
omparé perte(I, I(G(Ir , p), P,C)), pour une même image, et diérentes valeurs de r et
p menant à un nombre sensiblement égal de pointels d'intérêt. Ainsi, pour deux graphes
de même taille issus d'une même image, on peut évaluer s'il est préférable d'avoir un
faible nombre de régions et un grand nombre de pixels d'intérêt, ou inversement. Les
résultats sont regroupés dans le tableau 4.2 : il s'agit de la situation pour deux images
notées A et B. On remarque que la perte totale, perte(I, I(G(Ir, p), P,C)), a une valeur
assez stable, que l'on agisse sur le nombre de régions ou le nombre de pixels d'intérêt.
Cela signie que haque paramètre peut être ajusté pour obtenir un graphe d'une taille
donnée. Cependant, on peut indiquer une légère préférene pour le as où le nombre de
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Image p r |V | perte(I, Ir) perte(Ir, perte(I,
I(G(Ir, p), P,C)) I(G(Ir, p), P,C))
A
80 7 182 0.084 0.004 0.088
20 18 188 0.076 0.023 0.098
B
80 11 146 0.166 0.009 0.175
20 25 145 0.166 0.022 0.188
Tab. 4.2  Inuene de r et s sur les pertes lors de l'extration d'un graphe de taille
|V |.
pixels d'intérêt est supérieur au nombre de régions. Eetivement, dans ette ongu-
ration, perte(Ir, I(G(Ir , p), P,C)) diminue puisque, omme nous l'avons déjà expliqué
dans la partie 4.4.1, les arêtes représentent alors de façon plus juste les bordures de
segmentation. On pourrait estimer que pour extraire un graphe de taille approhant
|V |, il faudrait xer r = |V |/20 et p = |V |/2.
Relation entre le nombre de pixels d'intérêt extraits et |V |.
Soyons plus préis. Nous souhaitons mettre en relation le nombre de pixels d'intérêt
extraits et le nombre de pointels obtenus an d'évaluer lairement l'inuene de la
valeur de p. Dans e but, nous avons extrait 10 à 500 pixels d'intérêt sur les 1633
images de segmentation disponibles, nous avons ané et ensemble omme dérit dans
la partie 4.2.2 et alulé le nombre de pointels d'intérêt orrespondant. Les résultats sont
visibles sur la gure 4.xxiii : |V | est quasi-linéairement dépendant de p, et on pourrait
approximer ette ourbe par une droite d'équation y = 1.4 × x+ 135.
Relation entre le nombre de régions et |V |.
Pour nir, nous foalisons notre attention sur l'inuene de r sur la taille du graphe.
Pour ela, nous avons séletionné, pour un nombre de régions allant de 3 à 30, 10 images
de segmentation (soit un total de 280 hiers). Pour haune, nous avons extrait 50,
100, 150 et 200 pixels d'intérêt, qui ont été anés puis transformés en pointels d'intérêt.
Les résultats sont représentés sur la gure 4.xxiv : bien que la roissane des ourbes
ne soit pas régulière, on remarque que, pour une valeur p donnée, plus le nombre de
régions augmente et plus le nombre de pointels d'intérêt augmente lui aussi. Cei est
en majorité lié à l'augmentation du nombre de pixels d'intersetion de régions, qui sont
ajoutés lors de la phase d'anage (partie 4.2.2).
4.5 Disussion
Nous avons présenté une méthode d'extration de graphes plans à partir d'images,
qui nous permet d'obtenir e que nous jugeons être de bons graphes pour des tâhes
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50 pixels d’intérêt100 pixels d’intérêt150 pixels d’intérêt200 pixels d’intérêt
Fig. 4.xxiv  Inuene du nombre de régions sur le nombre de pointels d'intérêt, en
fontion du nombre de pixels d'intérêt extraits.
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de reonnaissane de formes : ils sont à la fois intéressants algorithmiquement parlant,
de par leur taille modérée et le fait qu'ils soient onnexes et plans ; mais ils ont égale-
ment une dimension sémantique qui aratérise en grande partie l'originalité de notre
méthode et son intérêt pour des domaines d'appliations liés à l'image. Cette méthode
permet également de reonstruire les images assoiées aux graphes, ave une perte d'in-
formation. Les expérimentations ont montré que les pertes engendrées étaient limitées.
Plusieurs pistes de travail intéressantes pourraient être explorées. En premier lieu,
d'autres fontions de pertes pourraient être proposées : la distane L1 sur le odage RVB
des pixels n'est peut-être pas la plus adaptée pour juger d'une perte visuelle. Ainsi, la
mesure de distorsion PSNR (Peak Signal to Noise Ratio) est plus fréquemment utilisée,






où d est la plus grande valeur d'un pixel (e qui orrespond à 255 s'il est odé sur 8 bits).
EQM est l'erreur quadratique moyenne, dénie pour deux images I1 et I2 de taille m×n





j=0 ||I1(i, j) − I2(i, j)||
2
. On peut également iter
la mesure de similarité entre images SSIM, qui a été développée en s'intéressant plus
partiulièrement à la diérene de struture entre les deux images [Wang et al., 2004℄.
En outre, les tehniques de simpliation polygonales évoquées à la n de la partie
4.2.1 pourraient être utilisées pour simplier les ontours des régions, à la plae des
déteteurs de points d'intérêt, dont l'utilisation est peu naturelle sur des images binaires.
Citons également les travaux sur les alpha shapes [Stelldinger et al., 2006℄.
De plus, la phase d'anage visant à ompléter l'ensemble des pixels d'intérêt, avant
de les transformer en pointels, pourrait avoir lieu diretement sur les pointels, an
d'éviter de déteter de multiples pixels d'intérêt menant au même pointel.
D'autre part, la triangulation de Delaunay n'est pas la seule possibilité pour donner
plus de robustesse au graphe et le rendre onnexe. Il est par exemple possible d'ajouter
des arêtes aux graphes en assoiant plusieurs opérations de traitement d'images, omme
illustré sur la gure 4.xxv. La première phase onsiste, lassiquement, en la détetion des
bordures des régions (image (a), ii obtenues par dilatation). Ensuite, il s'agit de réaliser
la arte géodésique des distanes aux bords pour haque région : on alule la distane
de haun des pixels par rapport aux bords de la région à laquelle il appartient. Ainsi,
plus l'on s'éloigne du bord et plus la distane augmente (graphiquement, on se rapprohe
don de plus en plus d'une teinte laire, omme sur l'image (b)). Cette arte géodésique
est ensuite inversée (image ()) pour permettre le alul de la dernière étape : la ligne
de partage des eaux. Il s'agit de onsidérer l'image de la arte géodésique omme une
surfae en trois dimensions, hauteur, largeur et niveau de gris. Ensuite, on peut imaginer
que l'on fait monter un niveau d'eau, en partant du niveau de gris 0. Ainsi, on va peu à
peu remplir des bassins (ou des uvettes). Ave la montée de l'eau, lorsque deux bassins
vont se renontrer pour n'en former plus qu'un, on onserve la ligne de démaration,
qui forme don un segment à l'intérieur de la région. L'image (d) illustre et ajout de
segments : le ontour est désormais onnexe. Cependant, ertains segments ajoutés ne
sont pas forément pertinents, omme on peut le voir à gauhe du ou du manhot. Ils
sont dus à l'existene de petits bassins rapprohés, sortes de minima loaux. Pour pallier
e problème, on peut hoisir de prééder la phase de détetion des lignes de partage des
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eaux par une suppression de es minima loaux (en fait, il s'agit de ombler les bassins
de hauteur inférieure à un seuil donné). Sur l'image (e), on a hoisit de ombler tout
bassin de hauteur inférieure à 1. Cei a permis de supprimer plusieurs segments qui
n'étaient pas forément pertinents. Cependant, nous avons perdu la onnexité. Il est
don une nouvelle fois question de ompromis, en sahant qu'une solution unique pour
toutes les images n'existe pas.
(a) (b) ()
(d) (e)
Fig. 4.xxv  Ajout de robustesse aux graphes : une autre approhe.
En outre, les expérimentations pourraient être omplétées par des omparaisons
utilisant diérents algorithmes de segmentation (bien que le but ne soit pas d'évaluer
es algorithmes). En eet, les segmentations utilisées proviennent d'une base de donnée
onstituée manuellement : la qualité de la segmentation est don élevée, sémantiquement
parlant. Or, il serait bien diile d'obtenir les mêmes résultats ave des algorithmes
automatiques. Une omparaison des pertes atuelles ave elles engendrées par de algo-
rithmes automatiques de segmentation serait judiieuse. D'autre part, nous pourrions
également omparer notre extration à d'autres méthodes de onstrution de graphes,
omme le RAG.
Finalement, il serait évidemment intéressant d'utiliser es graphes en reonnaissane
de formes, pour évaluer leur intérêt.
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Ce hapitre est onsaré à l'étude de graphes plans partiuliers, qui résultent de la
représentation d'images sous forme de graphes et de la reherhe de motifs. Il s'agit des
graphes plans à trous, qui sont aratérisés avant tout par leurs faes. Nous reviendrons
pour ela sur les plongements des graphes planaires. Puis nous dénirons diérentes
notions d'isomorphismes de graphes plans à trous, avant de mettre en avant le fait qu'il
peut exister des graphes qui, bien que non isomorphes, sont équivalents, notion que nous
approfondirons. Nous dérirons alors un proessus permettant, étant donné un graphe
plan à trous, d'obtenir une forme irrédutible équivalente : la normalisation. Par la
suite, nous donnerons plusieurs algorithmes permettant de résoudre isomorphismes et
équivalene en temps polynomial. Nous nous intéresserons également à des sous-graphes
partiuliers et dénirons pour ela la notion de motif. Nous verrons que reherher un
motif dans un graphe reste un problème polynomial, et présenterons quelques expéri-
mentations portant sur la reherhe de motifs dans des images. Enn, nous ouvrirons
sur ertaines pistes onernant la onnexité des graphes onsidérés.
5.1 Reherhe de motifs
Nous l'avons déjà évoqué : lorsque les graphes représentent des images, ils ont pour
aratéristiques d'être planaires, et surtout plans. C'est-à-dire que leur plongement est
donné, et qu'ils sont dessinés de façon à e qu'auune de leurs arêtes ne se renontre,
sauf aux extrémités. Cei signie que visuellement, on peut onsidérer un tel graphe
omme étant un ensemble de faes ayant un agenement donné.
Les appliations en reonnaissane de formes ou en lassiation d'images s'attahent
à reherher des graphes ou des sous-graphes. En fait, il s'agit souvent de retrouver des
ensembles de faes. C'est e que nous appellerons des motifs. Lors de es reherhes,
deux as sont envisageables.
Motifs ompats
Dans le as général, qui peut être qualié de simple, le motif à trouver peut être
qualié de ompat : il orrespond à un ensemble de faes, qui sont toutes reherhées.
C'est par exemple le as représenté sur la gure 5.i : si l'on reherhe dans une autre
image le sous-graphe orrespondant à la eur, ou à l'un de ses boutons, on souhaite
retrouver toutes les faes de e sous-graphe.
Motifs à trous
Cependant, les motifs reherhés peuvent être plus omplexes. Sur la même image,
on peut vouloir retrouver ensemble les parties du graphe orrespondant à la eur et aux
boutons, mais pas elles orrespondant au fond. Dans e as, on herhe ertaines faes,
mais pas d'autres : il s'agit d'un motif à trous. Le graphe qui le dénote est, lui aussi,
à trous, 'est-à-dire que l'on peut distinguer deux types de faes : les faes reherhées
qui sont visibles et les autres, qui sont invisibles. Ce sont es dernières qui onstituent
les trous.
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Fig. 5.i  Cas général d'un graphe issu d'une image : le motif est ompat.
Le as des motifs à trous est en fait fréquent et assez intuitif, dans le domaine de
l'image. En eet, beauoup de motifs, qui ne représentent pourtant qu'un seul objet,
peuvent être à trous. Cei se vérie par exemple pour l'image 5.ii. Si l'on souhaite
retrouver le graphe orrespondant au mug uniquement, alors on voit lairement qu'il
est à trous : toutes les faes de l'intérieur de l'anse sont invisibles. Le mug doit pouvoir
être loalisable dans une autre image, indépendamment des hangements qui peuvent
avoir lieu dans l'anse (pour ause de hangement de fond, par exemple).
Fig. 5.ii  Le graphe orrespondant au mug est à trous : les faes grises sont visibles,
mais elles de l'intérieur de l'anse, en blan, sont invisibles : on ne souhaite pas les
prendre en ompte pour la reherhe du mug dans des images.
Outre le domaine de l'image, la notion de faes visibles et invisibles peut également
s'appliquer à la modélisation de l'environnement de robots. Ceux-i ont eetivement
besoin de artes pour savoir omment et où se déplaer dans l'espae. Ces artes sont
évidemment modélisables par des graphes [Choset, 2005℄ : si l'on onsidère par exemple
un appartement, les sommets peuvent alors être les angles des pièes, et les arêtes leurs
murs (d'autres types de artes sont évidemment possibles). Cei permet de onserver
à la fois la forme des pièes et la façon dont elles sont agenées les unes par rapport
aux autres : 'est la géométrie et la topologie de l'appartement. Or, il est possible que
l'on souhaite empêher le robot de pénétrer dans ertaines pièes de l'appartement. En
terme de graphe à trous, ei revient à dénir des faes visibles, qui seront les pièes
aessibles par le robot, et des faes invisibles, étant elles qui lui sont interdites. Un
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exemple est représenté sur la gure 5.iii.
Fig. 5.iii  Modélisation d'un appartement sous forme de graphe pour un robot : les
pièes interdites d'aès sont les faes invisibles (en blan) du graphe à trous.
Nous reviendrons largement sur es notions dans la suite de e hapitre, et nous
nous intéresserons partiulièrement à la reherhe des motifs à trous dans des graphes.
5.2 Retour sur les graphes plans
Un graphe plan est une représentation plane d'un graphe planaire (la partie 3.1.2
omporte les dénitions néessaires). Dans ette partie, nous reviendrons plus en détails
sur les diérentes représentations planes d'un même graphe planaire. Puis nous intro-
duirons plusieurs dénitions et notations nous permettant de aratériser et manipuler
les graphes plans à trous.
5.2.1 Graphes planaires, plongements et isotopies
Un graphe planaire admet une innité de représentations planes : il sut pour ela
de modier légèrement les oordonnées de ses sommets pour en obtenir une nouvelle.
Mais le nombre de représentations planes redevient ni si les plongements onsidérés
sont isotopes [Fusy, 2007℄, 'est-à-dire si l'on peut déformer l'un pour obtenir l'autre, de
façon ontinue, sans qu'auun roisement d'arêtes n'ait lieu. Ainsi, les deux plongements
du graphe planaire de la gure 5.iv sont isotopes, e qui n'est pas le as des plongements
du graphe planaire de la gure 5.v : pour obtenir l'un d'eux à partir d'un autre en
déplaçant les sommets, il faut obligatoirement que des intersetions entre arêtes aient
lieu à un moment donné.
À e stade, il est partiulièrement important de distinguer les notions d'isomor-
phismes, qui onernent les graphes en tant qu'objets mathématiques, et les isotopies,
qui portent sur les plongements (dessins) de es graphes. On peut par exemple observer
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Fig. 5.iv  Deux plongements isotopes d'un même graphe planaire.
Fig. 5.v  Trois plongements non isotopes d'un même graphe planaire.
que la notion d'isotopie garde un sens quelque soit la surfae sur laquelle on réalise le
plongement (un plan, une sphère, un tore. . .), mais que la omparaison de plongements
sur des surfaes diérentes n'a pas de sens. À l'inverse, la dénition habituelle de l'iso-
morphisme de graphes ne tient pas ompte du dessin. Ainsi, les graphes de la gure 5.v
sont isomorphes dans le sens strit de la dénition, mais leurs plongements ne sont pas
isotopes.
Or, si es plongements de graphes sont des représentations d'images, alors ils ne
reproduisent assurément pas les mêmes objets. Au ontraire, les plongements du graphe
planaire de la gure 5.iv appartiennent à la même lasse d'isotopie, et visuellement
il est eetivement plus probable qu'ils soient issus d'images semblables à quelques
déformations près (hangements d'éhelle, rotations ou autres déformations limitées).
Ainsi, 'est bien la notion d'isotopie de plongements de graphes planaires qui nous
intéresse en pratique.
Pourtant, nous aspirons à travailler sur les graphes eux-mêmes. Aussi, en premier
lieu, nous allons enrihir la dénition des graphes planaires, en y intégrant des informa-
tions sur les faes, permettant de apturer syntaxiquement toute une lasse d'isotopie
de ses plongements ; nous parlerons alors de système de desription d'un graphe plan
(SDGP) (voir la partie 5.2.3). En seond lieu, nous dénirons l'isomorphisme plan, éten-
dant la notion habituelle d'isomorphisme ave des ontraintes de préservation des faes
(voir la partie 5.3).
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Nous avons déjà fait remarquer, dans la partie 3.1.2, que pour un graphe planaire
onnexe G = (V,E), ayant |F | faes, l'égalité suivante se vérie
|V | − |E|+ |F | = 2.
Le nombre de faes d'un graphe planaire donné est don invariant, quelque soit la lasse
d'isotopie de son plongement. Ce n'est don pas le nombre de faes qui permet de
distinguer une lasse d'isotopie d'une autre, mais bien les faes elles-mêmes. Ainsi, les
plongements de la gure 5.vi ne sont pas les mêmes aux isotopies près, et ela se vérie
de par la onguration de leurs 3 faes : elui de gauhe est formé de yles de longueur
4 (f2), 5 (f3, les arêtes pendantes partiipant deux fois lors du parours de la fae) et 5
(f1, fae externe), tandis que elui de droite est omposé de yles de longueur 4 (f2),








Fig. 5.vi  Deux plongements d'un même graphe planaire, qui dièrent par les faes :
yles de longueur 4 (f2), 5 (f3) et 5 (f1) pour elui de gauhe, et 4 (f2), 3 (f3) et 7
(f1) pour elui de droite.
Cependant, les yles seuls ne susent pas toujours à distinguer une lasse d'isotopie
d'une autre. Ainsi, les plongements des graphes de la gure 5.v ne peuvent pas être
diéreniés uniquement par les ontours des faes. En fait, la seule manière de les
diérenier est de distinguer la fae externe des autres faes.
Par onséquent, ette vision des graphes plans nous amène à les dénir non plus
omme de simples plongements de graphes planaires, mais bien omme un modèle sym-
bolique aratérisé avant tout par ses faes.
5.2.2 Notions de onnexité et de faes ontiguës
Dans la suite de e hapitre, nous poserons sur les graphes étudiés des ontraintes
de onnexité. En eet, nous verrons dans la partie 5.7.2 que nous ne savons pas étendre
entièrement nos résultats aux graphes planaires non onnexes pour l'instant.
Dénition 5.1 (Graphe onnexe)
Un graphe G = (V,E) est onnexe si, pour tout ouple de sommets (v, v′) ∈ V , il existe
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une séquene de sommets v = v0, v1, . . . , vn = v
′ ∈ V telle que, ∀i ∈ {0, 1, . . . , n − 1},
{vi, vi+1} ∈ E.
Ainsi, le graphe de la gure 5.vii n'est pas onnexe : le sommet 5 est isolé (son degré






Fig. 5.vii  Un graphe non onnexe.
Cependant, si l'on en revient à l'analogie des robots, le fait qu'un graphe soit onnexe
ne sut pas à lui permettre de se déplaer dans toutes les faes autorisées, quel que
soit son point de départ. À et eet, onsidérons le graphe de la gure 5.viii. Si le robot
a la possibilité de se déplaer dans l'ensemble de faes {f1, f3, f5}, alors, quelle que
soit la fae de départ, il ne pourra atteindre auune des deux autres puisque es pièes
ne ommuniquent pas entre elles. Nous dirons que et ensemble n'est pas onstitué de
faes ontiguës. À l'inverse, si l'ensemble est {f1, f4, f5}, alors tous les déplaements
sont possibles et les faes sont ontiguës.
f1 f2 f3
f4 f5 f6
Fig. 5.viii  {f1, f3, f5} n'est pas un ensemble de faes ontiguës, à l'inverse de
{f1, f4, f5}.
Dénition 5.2 (Ensemble de faes ontiguës)
Soit K un ensemble de faes. Les faes de K sont ontiguës si, pour tout ouple de
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faes f, f ′ ∈ K, il existe une séquene de faes f = f0, f1, . . . , fn = f
′ ∈ K telle que,
∀i ∈ {0, 1, . . . , n− 1}, fi et fi+1 ont au moins une arête ommune.
5.2.3 Système de desription d'un graphe plan
Introduisons tout d'abord quelques notations permettant de aratériser et manipu-
ler les graphes planaires onnexes que nous allons dénir. Il s'agit surtout de dénoter
les faes.
Soit V un ensemble ni non vide de symboles. Un mot u sur V est une onaténation
de tels symboles. L'ensemble des mots possibles est dénoté par V ∗, et le mot vide par
ε. Un mot irulaire [u] est un mot dont le dernier symbole est suivi par le premier :
en réalité il n'y a don pas de notion de premier ou dernier symbole, mais une fontion
assoiant à tout symbole le symbole suivant. Ainsi, si u et v sont deux mots, alors
[uv] = [vu]. L'ensemble des mots irulaires possibles sur V sera noté V C . Chaque fae
d'un graphe plan peut désormais être désignée par un mot irulaire sur ses sommets,
tel que deux sommets onséutifs soient reliés par une arête, ainsi que le dernier et le
premier sommet (rappelons que nous ne manipulons que des graphes onnexes : un seul
mot irulaire est don susant pour dénoter une fae).
Il nous reste à dénir le sens d'un heminement le long d'une fae. Par onvention,
nous parourrons une fae en laissant e qui ne lui appartient pas sur notre droite
(omme si nous marhions le long de ses arêtes, ave l'intérieur de la fae à notre
gauhe : on peut visualiser une fae omme étant un la possédant des pontons qui
forment les sommets, et que l'on parourrait dans un sens donné). De e fait, en prenant
pour exemple le graphe plan de la gauhe de la gure 5.vi, la fae f2 a pour frontière
le mot irulaire [v2v4v3v1], ou, de façon équivalente, [v3v1v2v4], la frontière de f3 est
[v5v3v6v3v4] et elle de f1 est [v1v3v5v4v2].
Nous pouvons désormais dénir le système de desription d'un graphe plan :
Dénition 5.3 (Système de desription d'un graphe plan)
Un système de desription d'un graphe plan (SDGP) est un quadruplet G = (V, F, e,D)
tel que :
 V est un ensemble ni non vide de symboles appelés sommets ;
 F est un ensemble ni non vide de symboles appelés faes ;
 e ∈ F est la fae externe ;
 D : F → V C est une fontion de desription des frontières des faes, qui à toute
fae assoie son mot irulaire.
Nous noterons f la valeur de D(f) pour plus de larté. Nous pourrons alors laisser
la fontion D impliite, et dénoter un SDGP par le triplet (V, F, e). Illustrons notre
dénition ave le graphe de gauhe de la gure 5.vi : il orrespond au triplet (V, F, e)
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Tout graphe plan onnexe peut être dérit sous la forme d'un SDGP. Le ontraire
n'est pas forément vrai : tout SDGP ne dérit pas forément un graphe plan onnexe.
Il faut pour ela que ertaines onditions supplémentaires soient respetées.
Pour les énoner, nous ommençons par introduire les notions d'ars et arêtes. Celles-
i déoulent du parours des faes : e dernier se fait en laissant e qui ne leur appartient
pas sur la droite. Cei signie que lorsque l'on dérit toutes les faes d'un graphe, toute
arête {x, y} ∈ E intervient deux fois, le sens du trajet le long de l'arête étant inversé.
En fait, tout se passe omme si haque arête était déomposée en deux ars orientés
(voir la gure 5.ix).
Fig. 5.ix  Notions d'arêtes et d'ars : haque ouleur désigne la frontière d'une fae,
dont le parours s'eetue dans le sens des èhes.
Dénition 5.4 (Ars et arêtes)
Soit G = (V, F, e) un SDGP. On dénit :
 l'ensemble A des ars, ave A = {xy ∈ V 2 : ∃f ∈ F, ∃u ∈ V ∗ | f = [xyu]} ;
 l'ensemble E des arêtes, ave E = {{x, y} | xy ∈ A et yx ∈ A}.
Disposant d'une dénition formelle des arêtes dans le adre des SDGP, on peut
maintenant redénir les notions de faes adjaentes et d'ensembles de faes ontiguës
de la façon suivante :
Propriété 5.1 (Ensemble de faes ontiguës)
Soit G = (V, F, e) un SDGP.
 deux faes f et f ′ sont adjaentes si f = [xyu] et f ′ = [yxv] ave x, y ∈ V et
u, v ∈ V ∗ ;
 les faes d'un ensemble K ⊆ F sont dites ontiguës si, pour tout ouple de faes
f, f ′ ∈ K, il existe une séquene de faes f = f0, f1, . . . , fn = f
′ ∈ K, telle que
∀i ∈ {0, 1, . . . , n − 1}, fi et fi+1 sont adjaentes.
Nous pouvons désormais dénir un SDGP bien fondé :
Dénition 5.5 (Système de desription d'un graphe plan bien fondé)
Un système de desription d'un graphe plan G = (V, F, e) est dit bien fondé (SDGP
bien fondé) si les onditions suivantes sont vériées :
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1. tout ar intervient dans une fae et une seule : ∀x, y ∈ V, f, g,∈ F, u, v ∈ V ∗,
f = [xyu] et g = [xyv] =⇒ u = v et f = g
2. à tout ar orrespond une arête du graphe plan assoié : ∀x, y ∈ V ,
xy ∈ A =⇒ {x, y} ∈ E,
ou, de façon équivalente, (xy ∈ A =⇒ yx ∈ A) ;
3. F est un ensemble de faes ontiguës (au sens de la dénition 5.1) ;
4. tout sommet onourt à la desription d'au moins une fae : ∀v ∈ V , ∃f ∈ F telle
que f = [vu] pour un ertain u ∈ V ∗.
Ce qui nous mène au résultat suivant :
Conjeture Soit G = (V, F, e) un SDGP. Si G est bien fondé, alors il existe un unique
plongement, aux isotopies près, tel que G′ = (V,E) soit un graphe plan onnexe formé
des faes de F et ayant pour fae externe e.
Le prinipe de l'algorithme onstruisant le plongement du graphe est le suivant : la
première étape onsiste à dessiner la frontière de la fae externe e. Ensuite, il s'agit de
hoisir un des ars xy de ette dernière, puis de séletionner l'ar yx opposé. Celui-i
existe (ondition 2.) et orrespond à la frontière d'une fae qui existe également et qui est
unique (ondition 1.). On peut alors dessiner ette fae à l'intérieur de la fae externe,
en fusionnant les ars opposés. On répète le proessus, en séletionnant à haque fois un
ar déjà dessiné, et dont l'ar opposé n'a pas enore été onsidéré, jusqu'à e que toutes
les faes soient dessinées. La ondition 3. assure que tous les éléments de F sont bien
sur le plongement puisqu'aessibles par un hemin de faes depuis la fae externe. De
plus, par la ondition 4., tous les sommets de V sont également dessinés. Tout au long
du proessus, il faut également veiller à e qu'auune des arêtes ne se roise : il peut être
alors néessaire d'utiliser des ourbes plutt que des segments de droites. La dernière
étape de l'algorithme peut onsister à déplaer les sommets an d'obtenir uniquement
des segments (onformément au théorème évoqué dans la partie 3.1.2 [Fáry, 1948℄).
5.2.4 Graphes plans à trous
Nous l'avons rappelé dans la première partie de e hapitre : lorsque les graphes
représentent des images (ou enore l'environnement de robots), ertaines faes peuvent
faire partie du fond, ou même être oultées (une partie de l'objet reherhé peut être
dissimulée). C'est la raison pour laquelle nous introduisons les graphes plans à trous,
pour lesquels haque fae se trouve être visible ou invisible.
Dénition 5.6 (Graphe plan à trous)
Un graphe plan à trous est un quintuplet G = (V,E, F, Fv , e) tel que :
 (V, F, e) est un SDGP bien fondé, omme aratérisé par la dénition 5.5 ;
 E est l'ensemble des arêtes (voir la dénition 5.4) ;
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 Fv ⊆ F est un sous-ensemble de faes ontiguës, qui sont appelées faes visibles ;
 toute fae appartenant à F\Fv sera désignée omme étant invisible ;
 e est la fae externe.
Notons que l'ensemble des arêtes E pourrait rester impliite, omme 'est le as
dans la dénition d'un SDGP, et être déduit des faes. De plus, remarquons que F\Fv
n'est pas forément onnexe ni formé de faes ontiguës (le graphe pris dans sa globalité
est bien, lui, onnexe). Ainsi, le graphe de l'image 5.x est un graphe plan à trous,
pour lequel les faes visibles sont grisées (e sera toujours le as dans les illustrations
de e hapitre). Ces dernières sont ontiguës. Les faes invisibles n'ont elles pas de
ontrainte de onnexité partiulière. La fae externe peut être visible ou invisible, nous
y reviendrons. La gure 5.xi montre, elle, une séletion de faes visibles qui ne onduit
pas à un graphe plan à trous.
Fig. 5.x  Exemple de graphe plan à trous.
5.2.5 Notations omplémentaires
Nous terminons ette partie par quelques notations. Considérons un ar xy ∈ A.
Nous notons xy
−→
la fae unique f telle que f = [xyu] pour un ertain u ∈ V ∗. De plus,
étant donné une arête a = {x, y} ∈ E, nous dénoterons par faces(a) l'ensemble des




}. Notons que faces(a) peut




. De plus, étant donné un sommet v ∈ V ,
nous dénissons le voisinage de v omme étant un mot irulaire, noté Γ(v), formé des
sommets adjaents à v, renontrés dans le sens inverse des aiguilles d'une montre. |Γ(v)|
orrespond ainsi au degré de v. Pour illustrer es notations, onsidérons la gure 5.xii.
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Fig. 5.xi  Une séletion de faes visibles qui n'est pas ontiguë et ne orrespond don
pas à un graphe plan à trous.
yz
−→
= f3 et zy
−→
= f3. On a également faces({x, y}) = {f3, f1}, et faces({y, z}) = {f3}.








Fig. 5.xii  Illustration des notations.
5.3 Isomorphisme de graphes plans à trous
Les graphes à trous que nous venons de dénir, et leur intérêt dans le domaine
de l'image, nous onduisent à distinguer et dénir plusieurs types d'isomorphismes.
Nous reviendrons brièvement sur l'isomorphisme lassique, avant de nous foaliser plus
partiulièrement sur de nouvelles notions : l'isomorphisme sphérique et l'isomorphisme
plan.
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5.3.1 Isomorphisme lassique
Commençons don par rappeler la dénition lassique de l'isomorphisme de graphes
(voir la partie 3.2.1), qui s'intéresse au respet des arêtes existant entre les sommets.
Dénition 5.7 (Isomorphisme de graphes)
Deux graphes G1 = (V1, E1) et G2 = (V2, E2) sont isomorphes s'il existe une bijetion
φ de V1 dans V2 telle que
{i, j} ∈ E1 ⇔ {φ(i), φ(j)} ∈ E2. (5.1)
Cei signie que les deux graphes de la gure 5.xiii sont isomorphes, puisque l'appa-
riement dénoté par les ouleurs respete toutes les arêtes. Mais nous l'avons dit : pour
nos domaines d'appliation, il faut que les faes soient respetées, e qui n'est pas le as
ii. En eet, le graphe de gauhe a trois faes, de longueurs respetives 3, 6 et 5, tandis
que elui de droite est omposé de faes de longueurs 3, 4 et 7. Cet isomorphisme n'est
don pas assez ontraint.
Fig. 5.xiii  Deux graphes isomorphes au sens lassique du terme.
5.3.2 Isomorphisme sphérique
La néessité de préservation des faes nous amène à dénir un isomorphisme que
nous qualierons de sphérique. Nous verrons la raison de ette nomenlature par la suite.
Dénition 5.8 (Isomorphisme sphérique)
Deux SDGP bien fondés G = (V, F, e) et G′ = (V ′, F ′, e′) sont sphères-isomorphes, e
que nous noterons G ≡s G
′
, s'il existe :
1. une bijetion χ : V → V ′ sur les sommets ;
2. un appariement ξ : F → F ′ sur les faes tel que :
(a) ξ est une bijetion ;
124 Chapitre 5. Algorithmes polynomiaux d'isomorphismes de graphes plans à trous
(b) ∀f ∈ F , f ′ ∈ F ′, si ξ(f) = f ′ et que f = [v0v1 . . . vn],
alors f ′ = [χ(v0)χ(v1) . . . χ(vn)].
Les deux graphes de la gure 5.xiii ne sont pas sphères-isomorphes. En eet, le
graphe de droite a une fae de degré 4, alors que elui de gauhe n'en a auune. Par
ontre, les graphes de la gure 5.xiv le sont. Eetivement, on remarque que le parours
des faes (eetué en laissant e qui ne leur appartient pas sur la droite) est bien toujours
le même, quelque soit le plongement onsidéré (par exemple, la fae de longueur 3 a
pour mot irulaire [rouge bleu jaune] dans tous les as).
Fig. 5.xiv  Trois graphes sphères-isomorphes.
Néanmoins, l'isomorphisme sphérique n'est pas enore susamment ontraint pour
aborder nos problèmes de reherhe de motifs. En fait, omme notre dénition n'impose
pas de ontrainte de préservation de la fae extérieure, toutes les faes jouent le même
rle. Don tout se passe omme si les graphes étaient dessinés sur des sphères, plutt
que sur un plan. De fait, si l'on dessine l'un d'eux sur une sphère, on obtient la gure
5.xv. Or, il sut de hanger de point de vue en tournant autour de la sphère pour
obtenir les représentations des deux autres graphes. C'est pour ette raison que l'on
emploie le terme d'isomorphisme sphérique.
5.3.3 Isomorphisme plan
Finalement, la notion d'isomorphisme la plus intéressante est elle qui préserve à la
fois les faes et la fae externe. Nous le dénissons de la manière suivante :
Dénition 5.9 (Isomorphisme plan)
Deux SDGP bien fondés G = (V, F, e) et G′ = (V ′, F ′, e′) sont plans-isomorphes, e
que nous noterons G ≡p G
′
, s'il existe :
1. une bijetion χ : V → V ′ sur les sommets ;
2. un appariement ξ : F → F ′ sur les faes tel que :
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Fig. 5.xv  Graphe à trois faes (rouge, jaune et bleue) dessiné sur une sphère.
(a) ξ est une bijetion ;
(b) ∀f ∈ F , f ′ ∈ F ′, si ξ(f) = f ′ et que f = [v0v1 . . . vn],
alors f ′ = [χ(v0)χ(v1) . . . χ(vn)] ;
() ξ préserve la fae externe : ξ(e) = e′.
Les graphes de la gure 5.xiv sont sphères-isomorphes, mais pas plans-isomorphes,
au ontraire des graphes de la gure 5.xvi. Sur es derniers, toutes les faes, y ompris
la fae externe, sont préservées.
Fig. 5.xvi  Deux graphes plans-isomorphes.
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5.3.4 Extension aux graphes plans à trous
Lorsque l'on onsidère des graphe plans à trous, on s'attend à e que les isomor-
phismes préservent la propriété de visibilité des faes. Nous adaptons don les dénitions
d'isomorphisme sphérique et d'isomorphisme plan de façon adéquate.
Dénition 5.10 (Isomorphisme sphérique de graphes plans à trous)
Deux graphes plans à trous G = (V,E, F, Fv , e) et G
′ = (V ′, E′, F ′, Fv
′, e′) sont sphères-
isomorphes, e que nous noterons G ≡s G
′
, si :
1. les deux SDGP G = (V, F, e) et G′ = (V ′, F ′, e′) sont sphères-isomorphes par les
bijetions χ et ξ ;
2. ξ préserve les faes visibles : ξ(Fv) = Fv
′




Dénition 5.11 (Isomorphisme plan de graphes plans à trous)
Deux graphes plans à trous G = (V,E, F, Fv , e) et G
′ = (V ′, E′, F ′, Fv
′, e′) sont plans-
isomorphes, e que nous noterons G ≡p G
′
si :
1. les deux SDGP G = (V, F, e) et G′ = (V ′, F ′, e′) sont plans-isomorphes par les
bijetions χ et ξ ;
2. ξ préserve les faes visibles : ξ(Fv) = Fv
′




Clairement, deux graphes plans-isomorphes sont également sphères-isomorphes, mais
le ontraire n'est pas forément vrai.
5.4 Équivalene de graphes plans à trous
Revenons sur les notions de visibilité et invisibilité des faes. Nous avons déjà expli-
qué le fait que les faes visibles orrespondent au(x) motif(s) reherhé(s). Cei signie
qu'il est primordial que les faes visibles, ainsi que leur agenement, soient identiques
pour déréter que deux motifs sont les mêmes. Par ontre, les faes invisibles, elles, ne
sont pas soumises aux mêmes ontraintes. Or, nous n'avons pas fait ette distintion
dans les dénitions d'isomorphismes de graphes plans, pour lesquels les faes invisibles
doivent être isomorphes entre elles, tout omme les faes visibles. Pour y remédier, nous
allons dans ette partie dénir l'équivalene de graphes plans à trous, qui serait un
isomorphisme de graphes plans ne tenant pas ompte des faes invisibles.
5.4.1 Dénition
Considérons les graphes plans de la gure 5.xvii. Ces deux graphes plans à trous
ne sont pas plans-isomorphes. Plusieurs diérenes sont remarquables : des arêtes et
des sommets (en vert) ont été ajoutés (ou supprimés) et le nombre de faes n'est pas
le même. Pourtant, il faut signaler que toutes es diérenes n'ont aeté que les faes
invisibles. En eet, si l'on ne onsidère que les faes visibles (ensemble des faes grises,
bleue et jaune), alors les graphes sont identiques : ils sont équivalents.
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Fig. 5.xvii  Ces deux graphes plans à trous sont plans-isomorphes si l'on ne onsidère
que les faes visibles : ils sont équivalents.
Dénition 5.12 (Équivalene de graphes plans à trous)
Deux graphes plans à trous G = (V,E, F, Fv , e) et G
′ = (V ′, E′, F ′, Fv
′, e′) sont équi-
valents, e que nous noterons G ∼= G′, s'il existe une paire 〈φ, (ψf )f∈Fv〉 telle que :
1. φ : Fv → Fv
′
est une bijetion sur les faes visibles ;
2. (ψf )f∈Fv est une famille d'appliations telle que si φ(f) = f
′
pour deux faes




(a) ψf : Vf → V
′
f ′ est une bijetion des sommets de la frontière de f aux sommets
de la frontière de f ′, et
(b) si f = [v0v1 . . . vn], alors f
′ = [v′0v
′
1 . . . v
′
m], ave n = m et ∀i ∈ {0, 1, . . . , n},
v′i = ψf (vi).
3. Deux faes visibles de G ayant une arête ommune auront une image ayant une
arête ommune orrespondante dans G′. Ainsi, soit a = {x, y} ∈ E une arête. Si
faces({x, y}) = {f1, f2}, ave f1 ∈ Fv, alors
 soit f2 ∈ Fv et ψf1(x) = ψf2(x) et ψf1(y) = ψf2(y), et don
faces({ψf1(x), ψf1(y)}) = {φ(f1), φ(f2)},
 soit f2 /∈ Fv et faces({ψf1(x), ψf1(y)}) = {φ(f1), g} ave g /∈ Fv
′
.
4. la fae externe est préservée :
 si e ∈ Fv, alors φ(e) = e
′
et e′ ∈ Fv
′
;
 si e ∈ F \ Fv, alors e
′ ∈ F \ Fv
′
.
Ainsi, les graphes de la gure 5.xviii sont équivalents : toutes les faes visibles sont
respetées, ainsi que leurs arêtes ommunes. On notera ependant que la fae extérieure
du premier graphe ne peut pas être mise en orrespondane ave elle du seond graphe.
Néanmoins, un robot qui se déplaerait à l'intérieur des faes visibles du premier graphe
et du seond n'a auun moyen de les distinguer.














Fig. 5.xviii  Deux graphes plans à trous équivalents.
Les graphes de la gure 5.xix ne sont, eux, pas équivalents : toutes les arêtes om-
munes des faes visibles ne sont pas respetées, ni même les faes externes qui, ii,













Fig. 5.xix  Deux graphes plans à trous non équivalents.
Quant aux graphes de la gure 5.xx, ils sont équivalents, puisqu'on peut dénir une
bijetion sur les faes visibles dont on peut déduire, pour haque fae, une bijetion sur
les sommets, et qui satisfont toutes les ontraintes de la dénition.
Enn, les graphes de la gure 5.xxi ne sont pas équivalents ar un robot évoluant
sur les faes visibles est en mesure d'observer la diérene entre les deux.
On a le résultat suivant :
Théorème 5.1 La relation
∼= est une relation d'équivalene.
Preuve : La réexivité et la transitivité sont évidentes. Conernant la symétrie, suppo-
sons que le graphe G = (V,E, F, Fv , e) est équivalent au graphe G
′ = (V ′, E′, F ′, Fv
′, e′)
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Fig. 5.xx  Deux graphes plans à trous équivalents.
Fig. 5.xxi  Deux graphes plans à trous non équivalents.
par 〈φ, (ψf )f∈Fv 〉. Nous dénissons la paire 〈φ
′, (ψg)g∈Fv ′〉 pour prouver que G
′ ∼= G.
Comme φ : Fv → Fv
′
est une bijetion sur les faes visibles, on pose φ′ = φ−1.
Maintenant, pour toute fae g ∈ Fv
′
, nous dénissons ψg. La fae g a un unique
antéédent f par φ, et omme ψf est une bijetion de sommets de f vers les som-
mets de g, on pose ψ′g = ψ
−1
f . Clairement, ψ
′
g est une bijetion des sommets de
g vers les sommets de f qui préserve la frontière de g. Finalement, soit une arête
a′ = {x, y} ∈ E′ et soit {g, g′} = faces(a′) ave g ∈ Fv
′
. On a {ψ′g(x), ψ
′
g(y)} = a ∈ E
et faces(a) = {φ′(g), f ′} ; de plus, g′ ∈ Fv
′
si et seulement si f ′ ∈ Fv. Finalement, on
sait que si f ′ ∈ Fv alors ψf (ψ
′
g(x)) = ψf ′(ψ
′
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5.4.2 Passerelles, harnières et arêtes pendantes
Il existe manifestement des liens étroits entre isomorphisme et équivalene. En fait,
es notions seront les mêmes lorsque les faes invisibles auront été vidées de leur ontenu,
et les graphes normalisés (en un sens à préiser). Revenons à l'appliation de modé-
lisation de l'environnement pour des robots. Le postulat est le suivant : deux graphes
sont équivalents si un robot se déplaçant de pièe en pièe (don de fae visible en fae
visible) n'est pas apable de les distinguer. Autrement dit, si l'on vide le ontenu des
faes invisibles, alors deux graphes équivalents le resteront.
Nous étudions maintenant le ontenu des faes invisibles, et pour ela nous intro-
duisons deux entités partiulières : les passerelles et les harnières.
Dénition 5.13 (Passerelle)
Une passerelle d'un graphe plan à trous G = (V,E, F, Fv , e) est une arête a ∈ E telle
que |faces(a)| = 2 et faces(a) ∩ Fv = ∅.
Les graphes de la gure 5.xvii ontiennent plusieurs passerelles, représentées en
ouleur verte. La gure 5.xxii met en avant leur rle : elles délimitent deux faes invisibles
(délimitation des faes f1 et f2). Pourquoi distinguer les passerelles des autres arêtes ?
Clairement, un robot ne voit pas l'intérieur des faes invisibles, il ne sait don pas si
elles sont divisées ou non en plusieurs faes. L'ajout ou la suppression de passerelles ne




Fig. 5.xxii  Délimitation de deux faes invisibles par deux passerelles (arêtes vertes).
Le seond objet, appelé harnière, onerne les sommets des graphes plans à trous.
Dénition 5.14 (Charnière)
Un sommet v ∈ V d'un graphe plan à trous G = (V,E, F, Fv , e) est une harnière si
son voisinage Γ(v) = [y1y2 . . . yn] est tel qu'il existe 1 ≤ i < j < k < l ≤ n tels que
vyi
−→
∈ Fv , vyj
−→
∈ F\Fv , vyk
−→
∈ Fv , vyl
−→
∈ F\Fv.
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Ainsi, les graphes de la gure 5.xvii page 127 ont tous deux la même harnière,
qui est le sommet de ouleur rouge. Tout sommet devient harnière dès qu'il existe au
moins deux faes invisibles non onséutives autour de lui (voir par exemple la gure
5.xxiii). Pourquoi distinguer les harnières des autres sommets ? Imaginons que le robot
se trouve dans la fae bleue (gure 5.xvii). Il onnaît don le sommet rouge, qui est
pour lui un des angles de la pièe. En se déplaçant de fae visible en fae visible, il peut
atteindre la fae jaune. Or, il n'a auun moyen de savoir que le sommet rouge est le
même que elui de la fae bleue (les faes invisibles empêhent une bonne visibilité) :












Fig. 5.xxiii  Le sommet rouge est une harnière.
Terminons par la dénition d'une arête pendante :
Dénition 5.15 (Arête pendante)
Un sommet v ∈ V est dit pendant s'il est inident à une seule arête : δ(v) = 1. Une
arête a ∈ E est pendante si elle est inidente à un sommet pendant.
5.4.3 Normalisation des graphes à trous
Les passerelles et les harnières nous permettent de mettre en relation l'isomorphisme
et l'équivalene des graphes plans à trous. En eet, éliminer, par un proessus que nous
allons étudier, es deux objets, maintient l'équivalene des graphes onsidérés. Mais, si
e proessus est de plus ouplé à la suppression des arêtes pendantes des faes invisibles,
alors il nous permet d'obtenir une forme irrédutible unique pour une lasse de graphes
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équivalents. En dénitive, tester si deux graphes plans à trous sont équivalents se ramène
à tester si leurs formes irrédutibles vérient un des isomorphismes que nous avons
dénis. Nous ommençons dans ette partie par expliiter le proessus d'élimination
des harnières, passerelles, et arêtes pendantes des faes invisibles.
Soit la dénition d'un graphe irrédutible suivante :
Dénition 5.16 (Graphe irrédutible)
Un graphe plan à trous G = (V,E, F, Fv , e) est irrédutible s'il ne ontient ni harnière,
ni passerelle, ni arête pendante dans une fae invisible.
La forme irrédutible d'un graphe plan à trous G sera notée Ĝ. Nous allons proposer
un algorithme qui, étant donné un graphe plan à trous, retourne le graphe irrédutible
orrespondant. Ce graphe est une forme normale unique, et lui est équivalent. Ce pro-
essus est appelé normalisation, et onsiste dans un premier temps à supprimer les
harnières, dans un deuxième temps les passerelles, et nalement à éliminer les arêtes
pendantes des faes invisibles.
Nous avons fait une distintion entre les arêtes pendantes et les passerelles. Rappe-
lons que es dernières sont des arêtes séparant deux faes invisibles. Il reste néanmoins
un as que nous n'avons pas évoqué, elui des pseudo-passerelles, 'est-à-dire des arêtes
qui ne sont adjaentes qu'à une fae invisible sans être pendantes pour autant (omme
par exemple l'arête jaune de la gure 5.xxiv).
y x
Fig. 5.xxiv  Une pseudo-passerelle (en jaune).
En fait, grâe au résultat suivant, es pseudo-passerelles ne seront pas gênantes dans
le proessus de normalisation, quand nous éviderons le ontenu des faes invisibles. De
façon plus préise, toute pseudo-passerelle est appelée à devenir une arête pendante en
ours de normalisation, et sera don éliminée par la proédure :
Proposition 5.1 Soit G un graphe plan à trous, f une fae invisible et a = {x, y} une
arête telle que faces(a) = {f}. Alors soit G admet une arête pendante dans une fae
invisible, soit G admet une passerelle.
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Preuve : S'il existe u ∈ V ∗ tel que f = [xyuy] ave u ∈ V ∗, alors {x, y} est une arête
pendante ('est le as représenté sur la gure 5.xxiv). Sinon, il existe u, u′ ∈ V ∗ tels
que f = [xyuyxu′] (omme sur la gure 5.xxv). Or, il existe au moins une zone du plan
délimitée par [yu] ou [xu′] qui ne ontienne pas de fae visible, sinon es dernières ne
seraient pas ontiguës. Supposons sans perte de généralité qu'il s'agisse de [yu], et que
u = v1v2 . . . vn. Alors il y a deux as. (1) Soit toutes les lettres (sommets) de u sont
distintes, e qui est le as de l'illustration du haut de la gure 5.xxv. Alors [yu] désigne
un yle élémentaire du graphe. Aussi, la fae g = v1y
−→
est une fae invisible distinte
de f = yv1
−→
. Don l'arête {y, v1} est une passerelle de G. (2) Sinon (illustration du bas
de la gure 5.xxv), on peut déomposer u sous la forme u1vv
′u2vu3 ave v, v
′ ∈ V et
u1, u2, u3 ∈ V
∗
, de sorte que toutes les lettres de u2 soient distintes. Alors lairement,
soit u2 est vide, et dans e as {v, v
′} est une arête pendante dans la fae invisible f ,
soit u2 n'est pas vide, et dans e as {v, v













Fig. 5.xxv  Illustration du seond as de la preuve. En haut, (1), en bas, (2).
Nous nous intéressons maintenant plus en détails aux diérentes étapes de la nor-
malisation, réalisées par l'algorithme 1.
Élimination des harnières
Lorsque l'on élimine une harnière, on ouvre ette dernière, 'est-à-dire que l'on
désunit les faes qui étaient liées par elle. Ce proessus engendre plusieurs modiations
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Algorithme 1: normaliserGraphe(G)
Données : un graphe plan à trous G = (V,E, F, Fv , e)
Résultat : le graphe irrédutible orrespondant
1 tant que il existe une harnière dans G faire
2 soit v la harnière;
3 eliminerCharniere(G, v) ;
4 tant que il existe une passerelle dans G faire
5 soit p = {x, y} la passerelle;
6 eliminerPasserelle(G, p) ;
7 tant que il existe une arête pendante dans une fae invisible de G faire
8 soit a = {x, y} l'arête pendante;
9 eliminerAretePendante(G, a) ;
10 retourner le graphe irrédutible Ĝ
du graphe : à haque harnière supprimée, les ensembles des sommets, des arêtes et des
faes hangent. C'est le prinipe de l'algorithme 2.
Ainsi, onsidérons le graphe plan à trous de la gure 5.xxiii. La harnière (en rouge)
est v, et Γ(v) = [y1y2 . . . y11] (on a bien vy1
−→
∈ Fv et vy11
−−→
∈ F \ Fv). La gure 5.xxvi
présente le résultat de l'élimination de ette harnière. Le sous-mot le plus long sé-
letionné (lignes 2 à 5 de l'algorithme) est [y1y2y4y7y8y9]. La nouvelle fae réée est
h = [y1v1y2v2y4v4y7v7y8v8y9v9].
On remarque que la suppression d'une harnière engendre la réation de nombreuses
passerelles. De plus, ei peut paraître paradoxal, mais notons que l'élimination des
harnières rée de nouveaux sommets. Cela signie que la forme irrédutible d'un graphe
peut avoir une taille supérieure au graphe non normalisé.
Lemme 5.1 Soit G = (V,E, F, Fv , e) un graphe plan à trous et v ∈ V une harnière.
Alors le graphe G′ obtenu après l'appel à l'algorithme 2 pour éliminer v est équivalent
à G.
Preuve : Chaque fae visible f = vyj
−→
ave j ∈ {1, 2 . . . n} est transformée en une fae
f ′ dont la frontière f ′ est déduite de f en remplaçant toutes les ourrenes de v par
vp. Don pour de telles faes, on xe φ(f) = f
′
et ψf (v) = vp et ψf (y) = y pour tout
y 6= v. En e qui onerne les autres faes visibles, on xe φ(f) = f et ψf (y) = y
pour tout y ∈ Vf . Clairement, la ondition 1. de la dénition 5.12 est vériée pare que
l'algorithme 2 ne modie pas le statut (visibilité ou invisibilité) des faes existantes. La
ondition 2. est vériée ar tous les vp sont de nouveaux sommets, don tous les ψf sont
bien des bijetions qui préservent les frontières. Pour la même raison, la ondition 4. est
vériée.
Considérons maintenant une arête a et soit {f, g} = faces(a). La ondition 3. est
immédiate dans tous les as, exepté elui où f = vyj
−→
et g = vyj+1
−−−→
et a = {v, yj+1} pour
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Algorithme 2: eliminerCharniere(G, v)
Données : un graphe plan à trous G = (V,E, F, Fv , e), une harnière v ∈ V
Résultat : le graphe modié G





∈ (F \ Fv);
2 séletionner le sous-mot le plus long [yi1yi2 . . . yik ] de Γ(x) tel que
3 1 = i1 < i2 < i3 < . . . ik ≤ n, et ∀s ∈ {1, 2, . . . , k − 1}
4 soit (vyis−−→
∈ Fv et vyis+1−−−−→
∈ (F \ Fv))
5 soit (vyis−−→
∈ (F \ Fv) et vyis+1−−−−→
∈ Fv) ;
// haque arête {v, yis} sépare une fae visible et une fae invisible
6 V ← V \ {v} ∪ {vi1 , vi2 , . . . vik};
7 pour haque fae f = vyj
−→
ave j ∈ 1, 2 . . . n faire
8 soit p le plus grand indie dans {i1, i2, . . . ik} tel que p ≤ j;
9 remplaer toutes les ourrenes de v par vp dans D(f) ;
10 h ← [yi1vi1yi2vi2 . . . yikvik ];
11 F ← F ∪ {h} ;
// h est une fae invisible
12 mettre à jour E en parourant F ;
















Fig. 5.xxvi  Graphe résultant de l'élimination de la harnière de la gure 5.xxiii page
131. Les nouveaux sommets sont en bleu.
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un ertain j. On suppose, sans perte de généralité, que f est visible, et que le sommet v
de f est remplaé par un ertain vp dans la frontière de f
′
. Dans e as, l'arête {v, yj+1}
est transformée en une arête {vp, yj+1}. Alors il y a deux as. Soit g est elle aussi visible,
et alors p est le plus grand indie dans {i1, i2, . . . ik} tel que p ≤ j+1 ; alors v va aussi être
remplaé par vp dans g. Don on a ψf (v) = vp = ψg(v) et ψf (yj+1) = yj+1 = ψg(yj+1).
Dans le seond as, g n'est pas visible ; alors {vp, yj+1} est une arête de la nouvelle fae
invisible h qui est ajoutée au graphe. En d'autres termes, faces({vp, yj+1}) = {φ(f), h}
et h est bien invisible. 
Élimination des passerelles
Rappelons qu'une passerelle est une arête qui sépare deux faes invisibles distintes.
La supprimer ave l'algorithme 3 revient à fusionner es deux faes pour n'en obtenir
qu'une seule dont on doit aluler la nouvelle frontière.
Algorithme 3: eliminerPasserelle(G, p)
Données : un graphe plan à trous G = (V,E, F, Fv , e), une passerelle
p = {x, y} ∈ E
Résultat : G modié
1 soient {f, f ′} = faces({x, y}) ave f = [yxu] et f ′ = [vxy] pour u, v ∈ V ∗ ;
2 f ← [yvxu];
3 F ← F \ {f ′} ;
4 si e = f ′ alors
5 e← f ;
6 E ← E \ {x, y} ;
7 retourner le graphe modié G
La gure 5.xxvii montre le résultat de la suppression d'une des deux passerelles de
la gure 5.xxii. La fae f2 n'existe plus, et a fusionné ave f1. Avant e proessus, e
graphe omptait deux passerelles. Après la suppression de l'une d'entre elles, il n'en
ontient plus auune : la seonde passerelle est devenue une arête pendante.
Lemme 5.2 Soit G = (V,E, F, Fv , e) un graphe plan à trous et p = {x, y} ∈ E une
passerelle. Alors le graphe G′ obtenu après l'appel à l'algorithme 3 pour éliminer p est
équivalent à G.
Preuve : L'algorithme 3 n'a auune inuene sur les faes visibles. En eet, auun
sommet n'est éliminé. Conernant les arêtes, seule elle orrespondant à la passerelle
est supprimée. Or, par dénition, une passerelle est adjaente à deux faes invisibles.
Sa suppression engendre don l'élimination d'une fae invisible et la modiation d'une
autre. Les faes visibles ne sont pas onernées. De même, e ne hange que si elle
orrespond à la fae invisible modiée, mais reste dans tous les as invisible. On xe
don φ (bijetion sur les faes visibles) omme étant l'identité, et on a bien G′ équivalent
à G. 
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f1
Fig. 5.xxvii  Graphe résultant de l'élimination d'une des passerelles de la gure 5.xxii.
Il n'y a plus auune passerelle, mais une arête pendante a été réée (en bleu). Les deux
faes ont fusionné.
On notera que l'élimination d'une passerelle n'introduit pas de nouvelle harnière.
En eet, la seule façon de réer une harnière est de désolidariser deux faes visibles
ontiguës, e que ne fait en auun as le proessus d'élimination des passerelles.
Élimination des arêtes pendantes des faes invisibles
Il peut exister des arêtes pendantes à l'intérieur des faes invisibles. De plus, nous
l'avons vu, la suppression des passerelles peut aussi en réer. Or, l'(in)existene d'arêtes
pendantes à l'intérieur des faes invisibles n'a, tout omme les passerelles, auun impat
sur la pereption de l'environnement du robot. L'algorithme 4, dernière phase de la
normalisation, vise à les supprimer pour obtenir la forme normalisée.
Algorithme 4: eliminerAretePendante(G, a)
Données : un graphe plan à trous G = (V,E, F, Fv , e), une arête pendante d'une
fae invisible a = {x, y} ∈ E ave |Γ(x)| = 1
Résultat : G sans l'arête pendante a
1 soit f = faces({x, y}) ;
2 on suppose que f = [uyxy] ave u ∈ V ∗ ;
3 f ← [uy];
4 V ← V \ {x} ;
5 E ← E \ {x, y} ;
6 retourner le graphe modié G
Lemme 5.3 Soit G = (V,E, F, Fv , e) un graphe plan à trous et a = {x, y} ∈ E une
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arête pendante d'un fae invisible. Alors le graphe G′ obtenu après l'appel à l'algorithme
4 pour éliminer a est équivalent à G.
Preuve : L'algorithme 4 n'a auune inuene sur les faes visibles. Don de nouveau,
le résultat est immédiat. 
Notons que l'élimination des arêtes pendantes ne rée pas de harnière (pour la
même raison que l'élimination des passerelles), et ne rée pas non plus de passerelle,
puisque la seule façon d'introduire une passerelle serait de diviser une fae invisible en
deux, e qui n'est pas le as de e proessus.
Résultat nal
La gure 5.xxviii représente le résultat de la normalisation des graphes de la gure
5.xvii : tous deux mènent au même graphe irrédutible, qui leur est équivalent.
Fig. 5.xxviii  Le graphe normalisé orrespondant aux graphes de la gure 5.xvii.
Théorème 5.2 Soit G = (V,E, F, Fv , e) un graphe plan à trous. L'algorithme norma-
liserGraphe(G) permet d'obtenir un graphe irrédutible équivalent à G en temps po-
lynomial.
Preuve : Chaque étape de la normalisation préserve l'équivalene. Par ailleurs, l'élimi-
nation d'une harnière introduit de nombreuses passerelles mais l'élimination d'une pas-
serelle n'introduit pas de nouvelle harnière. De même, l'élimination des passerelles in-
troduit des arêtes pendantes, mais l'élimination des arêtes pendantes n'introduit ni pas-
serelle ni harnière. Enn, haque élimination d'une arête pendante diminue le nombre
d'arêtes de 1, don l'algorithme termine, en temps polynomial. 
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5.4.4 Normalisation et onnexité
Nous l'avons vu : la normalisation, et en partiulier l'élimination d'une harnière,
détruit ertaines onnexions du graphe d'origine. Cependant, le graphe normalisé reste
onnexe : la ontrainte de ontiguïté des faes visibles dans les graphes plans à trous
est préservée à haque étape du proessus de normalisation. Au ontraire, les faes
visibles du graphe de la gure 5.xxix sont onnexes mais non ontiguës : dans e as, la
normalisation le rendrait non onnexe.
Fig. 5.xxix  En haut : un graphe dont les faes visibles ne sont pas ontiguës, avant
normalisation. En-dessous : le graphe irrédutible orrespondant, qui n'est plus onnexe.
5.4.5 Relation entre équivalene et isomorphisme
Comme nous l'avons déjà évoqué, deux graphes plans équivalents seront isomorphes
lorsqu'ils auront été normalisés. Néanmoins, la situation est un peu plus omplexe, ar
il faut tenir ompte du statut des faes externes.
Cas des faes externes invisibles
On a le résultat suivant :
Théorème 5.3 Soient G1 = (V1, E1, F1, Fv1, e1) et G2 = (V2, E2, F2, Fv2, e2) deux
graphes plans à trous. Si leurs faes externes sont invisibles, alors G1 et G2 sont équiva-
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lents si et seulement si leurs formes irrédutibles sont sphères-isomorphes, 'est-à-dire
G1 ∼= G2 ⇔ Ĝ1 ≡s Ĝ2.
Ce résultat peut surprendre le leteur : il s'agit bien d'un isomorphisme sphérique,
et non pas d'un isomorphisme plan. En eet, onsidérons de nouveau la situation de la
gure 5.xviii page 128 : les deux graphes sont bien équivalents, leurs formes irrédutibles
sont bien sphères-isomorphes mais leurs faes externes ne sont pas en bijetion ; elles ne
sont don pas planes-isomorphes.
Commençons par le sens le plus simple :
Lemme 5.4 Soient G1 = (V1, E1, F1, Fv1, e1) et G2 = (V2, E2, F2, Fv2, e2) deux graphes
plans à trous dont les faes externes sont invisibles. Si Ĝ1 et Ĝ2 sont sphères-isomorphes,
alors G1 et G2 sont équivalents.
Preuve : Si Ĝ1 ≡s Ĝ2, et que les faes externes sont invisibles, alors Ĝ1 ∼= Ĝ2. De
plus, d'après le théorème 5.2, Ĝ1 ∼= G1 et Ĝ2 ∼= G2. Don, G1 ∼= Ĝ1 ∼= Ĝ2 ∼= G2. Par
transitivité (théorème 5.1), on obtient : G1 ∼= G2. 
Conentrons-nous maintenant sur la réiproque :
Lemme 5.5 Soient G1 = (V1, E1, F1, Fv1, e1) et G2 = (V2, E2, F2, Fv2, e2) deux graphes
plans à trous dont les faes externes sont invisibles. Si G1 et G2 sont équivalents alors
Ĝ1 et Ĝ2 sont sphères-isomorphes.
Preuve : Pour démontrer e lemme, nous avons besoin de plusieurs notations. Nous
disposons des graphes G1 = (V1, E1, F1, Fv1, e1) et G2 = (V2, E2, F2, Fv2, e2). Nous
noterons Ĝ1 = (V̂1, Ê1, F̂1, F̂v1, ê1) et Ĝ2 = (V̂2, Ê2, F̂2, F̂v2, ê2) les formes irrédutibles
orrespondantes. De plus, omme G1 ∼= G2, soient φ : Fv1 → Fv2 et (ψg)g∈Fv1 les
bijetions issues de la dénition 5.12. Par ailleurs, on sait que Ĝ1 ∼= G1 d'après le




G2 ∼= Ĝ2, il existe des bijetions φ : Fv2 → F̂v2 et (ψ2h)h∈Fv2 .
Maintenant, on veut prouver que Ĝ1 ≡s Ĝ2, don il nous faut dénir ξ : F̂1 → F̂2 et
χ : V̂1 → V̂2 qui satisfont les onditions de la dénition 5.8. La situation est représentée
dans la gure 5.xxx.
Conernant la bijetion ξ sur les faes, il y a deux as. Logiquement, pour toute fae




1, φ et φ2 sont des bijetions, ξ
est une bijetion des faes visibles de Ĝ1 vers les faes visibles de Ĝ2. Malheureusement,
on ne peut pas dénir ξ sur les faes invisibles de la même façon, puisque φ′1, φ et φ2
ne sont pas dénies pour es faes-là. La seule alternative est don de passer par les
frontières des faes invisibles, don d'utiliser la bijetion χ sur les sommets.
Aussi, nous nous attahons maintenant à la dénition de χ : V̂1 → V̂2. Pour ela, et
ompte tenu des données du problème, il nous faut utiliser ertaines bijetions parmi
(ψ′1f )f∈dFv1
, (ψg)g∈Fv1 et (ψ2h)h∈Fv2 . Rappelons qu'elles sont attahées à des faes vi-
sibles uniquement.










Fig. 5.xxx  Notations pour la preuve du lemme.
Soit v un sommet. Comme Ĝ1 est normalisé, v partiipe à la frontière de (1) au
moins une fae visible, et (2) au plus une fae invisible. En eet, le point (1) est vérié
ar Ĝ1 ne ontient ni passerelle ni arête pendante dans des faes invisibles, et le point
(2) l'est aussi, ar Ĝ1 ne ontient pas de harnière. Soit don f une fae visible adjaente
à v. On pose g = φ′1(f) et h = φ(g). On dénit maintenant χ(v) = (ψ2h ◦ ψg ◦ ψ
′
1f )(v).
Montrons que ette dénition est indépendante de la fae f hoisie. Supposons dans
un premier temps que v partiipe à la frontière de deux faes visibles f et f ′ et que f
et f ′ sont adjaentes : il existe une arête {v, y} séparant f et f ′. Par la ondition 3. de
la dénition 5.12, on a ψ′1f (v) = ψ
′
1f ′(v), et don ψφ′1(f)(ψ
′
1f (v)) = ψφ′1(f ′)(ψ
′
1f ′(v)), et
don χ(v) orrespond bien à un unique sommet, que l'on hoisisse f ou f ′ omme fae
visible initiale. Plus généralement, si f et f ′ ne sont pas adjaentes, alors il existe une
séquene de faes visibles f = f1, f2, . . . , fn = f
′
adjaentes à v et séparées deux à deux
par des arêtes ommunes. Don, par réurrene, l'image de χ(v) est là enore unique,
quelle que soit la fae visible hoisie.
À e stade, nous avons montré que χ était une fontion : tout sommet a bien une
image unique. Pour montrer que 'est une bijetion, il sut de rappeler que
∼= est
une relation d'équivalene. Aussi, toutes les èhes du diagramme de la gure 5.xxx
pourraient être inversées en utilisant les bijetions réiproques sur les faes visibles et
les sommets. On obtiendrait don de la même façon une dénition de χ−1 : V̂2 → V̂1
qui satisferait les mêmes propriétés que χ. Ainsi, pour tout sommet v′ de Ĝ2, il existe
une unique image de v′ par χ−1. Autrement dit, tout sommet v′ de Ĝ2 a bien un unique
antéédent par χ. Enn, si f, f ′ sont des faes visibles et ξ(f) = f ′, alors χ préserve
bien les frontières de f : pour haque sommet v de la frontière de f , on peut utiliser f
omme fae visible de base pour aluler χ(v) ; aussi, la ondition 2.(b) de la dénition
5.12 nous permet de onlure.
Il nous reste à dénir ξ(f) pour les faes invisibles de Ĝ1. Supposons que f =
[v0v1 . . . vn]. Nous prétendons que [χ(v0)χ(v1) . . . χ(vn)] est la frontière d'une fae invi-
sible de Ĝ2. En eet, onsidérons les arêtes a0 = {v0, v1} et a1 = {v1, v2}. a0 sépare
la fae invisible f d'une fae visible g0 ar Ĝ1 est normalisé. Par la ondition 3. de
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la dénition 5.12, {χ(v0), χ(v1)} est une arête de Ĝ2 qui sépare une fae invisible h0
de la fae visible ξ(g0). De même, a1 sépare la fae invisible f d'une fae visible g1, et
{χ(v1), χ(v2)} est une arête qui sépare une fae invisible h1 de la fae visible ξ(g1). Or, il
existe au plus une fae invisible adjaente au sommet χ(v1) dans Ĝ2. Don h0 = h1. En
refaisant le même raisonnement ave toutes les arêtes de la frontière de f (qui ne ontient
pas d'arête pendante), on en déduit que [χ(v0)χ(v1) . . . χ(vn)] est bien la frontière d'une
unique fae invisible dans Ĝ2, qu'on peut don noter ξ(f).
Ave ette dénition, ξ est bien une bijetion sur l'ensemble des faes invisibles
(en plus d'être une bijetion sur les faes visibles), et χ préserve leurs frontières, par
onstrution.

Cas des faes externes visibles
Lorsque les faes externes sont visibles, par ontre, on ne peut plus  retourner  les
graphes (omme dans la gure 5.xviii page 128) en utilisant une fae interne invisible
du premier graphe omme fae externe du seond. Aussi, dans e as on a :
Théorème 5.4 Soient G1 = (V1, E1, F1, Fv1, e1) et G2 = (V2, E2, F2, Fv2, e2) deux
graphes plans à trous. Si leurs faes externes sont visibles, alors G1 et G2 sont équiva-
lents si et seulement si leurs formes irrédutibles sont planes-isomorphes, 'est-à-dire
G1 ∼= G2 ⇔ Ĝ1 ≡p Ĝ2.
Preuve : La preuve est identique en tout point à elle du théorème 5.3. Il sut de
remarquer que lorsque les faes externes sont visibles, tant la dénition d'équivalene
que elle d'isomorphisme plan imposent de les mettre en bijetion. 
5.5 Algorithmique des problèmes d'équivalene et d'iso-
morphisme
5.5.1 Algorithme d'isomorphisme plan
On onsidère tout d'abord le problème suivant :
Problème : isomorphisme plan de graphes plans à trous
(ipgpt)
Instane : deux graphes plans à trous G = (V,E, F, Fv , e) et
G′ = (V ′, E′, F ′, Fv
′, e′)
Question : G et G′ sont-ils plans-isomorphes : G ≡p G
′
?
L'objetif de ette partie est de montrer le résultat suivant :
Théorème 5.5 Le problème ipgpt est polynomial ( i.e., ipgpt ∈ P). Plus préisément,
on peut déider, en temps O (|E′| · |E|), de l'isomorphisme plan de deux graphes plans
à trous G = (V,E, F, Fv , e) et G
′ = (V ′, E′, F ′, Fv
′, e′).
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Pour montrer e théorème, nous allons développer et prouver un algorithme qui
résout le problème ipgpt. Le prinipe est de parourir les deux graphes en parallèle, en
utilisant les ars (voir la dénition 5.4). Pour ela, on dénit deux fontions succ : A→
A et opp : A → A qui permettent de se déplaer le long des ars1. La fontion succ
permet, étant donné un ar, d'obtenir le suivant le long de la frontière de la même fae,
et la fontion opp permet, étant donné un ar, d'obtenir l'ar de sens opposé sur la fae








Fig. 5.xxxi  Parours des ars : succ(a) = b, succ(c) = d, opp(e) = f , opp(a) = g.
Introduire es deux fontions est partiulièrement intéressant, pare qu'elles per-
mettent de réérire la dénition d'isomorphisme plan sous une forme probablement plus
ryptique, mais opérationnelle :
Lemme 5.6 Soient G = (V,E, F, Fv , e) et G
′ = (V ′, E′, F ′, Fv
′, e′) deux graphes plans
à trous, ayant A et A′ pour ensembles respetifs d'ars. G et G′ sont plans-isomorphes
si et seulement si il existe une bijetion ρ : A→ A′ telle que
1. ρ ommute ave les fontions succ et opp : ∀a ∈ A
ρ(succ(a)) = succ(ρ(a)) ∧ ρ(opp(a)) = opp(ρ(a)) ;
2. ρ préserve les faes visibles et la fae externe : ∀a ∈ A
( a−→ ∈ Fv si et seulement si ρ(a)−−→
∈ Fv
′) ∧ ( a−→ = e si et seulement si ρ(a)−−→
= e′).
Preuve : (⇒) Comme G ≡p G
′
, il existe une bijetion χ : V → V ′ d'après la dénition
5.9. Pour tout ar a = xy ∈ A, on dénit ρ(a) = χ(x)χ(y) et les onditions sont vériées.
(⇐) Tout sommet v1 ∈ V est l'extrémité d'une arête {v1, v2} ∈ E pour un ertain
v2 ∈ V (ar les graphes sont onnexes). Don, v1 est également l'extrémité d'un ar




2, on xe χ(v1) = v
′
1 et χ(v2) = v
′
2, et on a




Ii, il est important de faire le lien ave les artes ombinatoires introduites dans la dénition 1.3
du hapitre 1 : les fontions succ et opp orrespondent respetivement aux fontions β1 et β2.
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Nous pouvons maintenant porter notre attention sur les algorithmes 5 et 6 qui
permettent de déider si deux graphes sont plans-isomorphes ou non. Dans l'algorithme
5, on xe tout d'abord un ar ao ∈ A, ave a−→ = e (ette restrition n'est pas obligatoire
mais permet de réduire le nombre de tests à eetuer). Puis, pour haque ar a′0 ∈ A
′
tel que a′0−→
= e′ (la fae externe doit être préservée), on appelle l'algorithme 6 an de
onstruire une fontion f : A→ A′. Ensuite, si f satisfait les onditions du lemme 5.6,
alors l'algorithme renvoie Vrai. Et si auune fontion f ne satisfaisant les onditions du
lemme n'est trouvée, alors l'algorithme renvoie Faux. Quant à l'algorithme 6, il permet
de parourir les graphes, en ommençant par a0 et a
′
0. Les fontions succ et opp sont
utilisées l'une après l'autre pour déouvrir de nouveaux ars. À haque déouverte d'un
nouvel ar a1 ∈ A à partir d'un ar a ∈ A ave la fontion succ (respetivement opp),
la valeur de f [a1] est l'ar succ(f [a]) (respetivement opp(f [a])).
Algorithme 5: verifierIsomorphismePlan(G,G′)
Données : deux graphes plans à trous G = (V,E, F, Fv , e) et
G′ = (V ′, E′, F ′, Fv
′, e′) ayant respetivement A et A′ omme
ensembles d'ars
Résultat : Vrai si G ≡p G
′
, Faux sinon
1 hoisir a0 ∈ A tel que a0−→
= e ;




3 f ← parourirEtConstruireAppariement(G,G′ , a0, a
′
0) ;
4 si f satisfait les onditions du lemme 5.6 alors
5 retourner Vrai
6 retourner Faux
Preuve : (preuve du théorème 5.5) Si verifierIsomorphismePlan retourne Vrai,




Réiproquement, supposons que G ≡p G
′
. Alors il existe une fontion ρ : A → A′
qui satisfait les onditions du lemme 5.6. Soit a0 l'ar hoisi à la ligne 1 de l'algorithme
verifierIsomorphismePlan (a0−→
= e). Comme la boule des lignes 2 à 5 parourt
tous les ars de la fae externe de G′, il existe une itération pour laquelle a′0 = ρ(a0).
Nous armons alors que pour ette itération préise, parourirEtConstruireAp-
pariement retourne f telle que ∀a ∈ A, f [a] = ρ(a). En eet, on a les deux propriétés
suivantes :
1. Lorsque l'on empile un ar a dans P , f [a] = ρ(a). On le montre par indution.
Initialement (ligne 5), on a bien f [a0] = a
′
0 = ρ(a0) (du fait de la ligne 3).
Cela est également vrai pour la ligne 10 puisque la valeur de f [succ(a)] est xée à
succ(f [a]) (en ligne 9), et à la ligne 13 puisque f [opp(a)] = opp(f [a]) (ligne 12). Or
par hypothèse d'indution, f [a] = ρ(a), don omme (ρ(a) = a′ ⇒ ρ(succ(a)) =
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Algorithme 6: parourirEtConstruireAppariement(G,G′ , a0, a
′
0)
Données : deux graphes plans à trous G = (V,E, F, Fv , e) et
G′ = (V ′, E′, F ′, Fv




Résultat : un tableau f : A→ A′
1 pour haque a ∈ A faire
2 f [a]← nil
3 f [a0]← a
′
0 ;
4 soit P une pile vide ;
5 empiler a0 dans P ;
6 tant que P n'est pas vide faire
7 dépiler un ar a de P ;
8 si f [succ(a)] = nil alors
9 f [succ(a)]← succ(f [a]) ;
10 empiler succ(a) dans P
11 si f [opp(a)] = nil alors
12 f [opp(a)]← opp(f [a]) ;
13 empiler opp(a) dans P
14 retourner f
succ(a′)) et (ρ(a) = a′ ⇒ ρ(opp(a)) = opp(a′)), par les onditions du lemme 5.6,
on a bien f [succ(a)] = ρ(succ(a)) et f [opp(a)] = ρ(opp(a)).
2. Tout ar a ∈ A est empilé une et une seule fois dans P . En eet, omme nous
ne onsidérons que des graphes onnexes, tout sommet a est aessible depuis a0
par au moins une haîne a0, . . . , an telle que an = a et, ∀k ∈ {1, 2, . . . , n}, soit
ak = succ(ak−1), soit ak = opp(ak−1). Ainsi, à haque fois qu'un des ars ai est
dépilé de P (ligne 7), ai+1 est empilé dans P (lignes 10 et 13) s'il n'a pas déjà été
déouvert par un autre hemin (lignes 8 et 11).
Par onséquent, verifierIsomorphismePlan retourne Vrai.
Conernant la omplexité, l'algorithme parourirEtConstruireAppariement
est en O(|A|) : la boule de la ligne 6 est répétée |A| fois ar, d'une part, exatement
un ar est dépilé à haque itération, et, d'autre part, haque ar a ∈ A est empilé une
et une seule fois (tests des lignes 8 et 11, suivis des assignations des lignes 9 et 12).
Conernant l'algorithme verifierIsomorphismePlan, le test de la ligne 4 peut être
réalisé en O(|A|) (le lemme 5.6 onsistant uniquement à vérier tous les ars, et le statut
des faes adjaentes). La boule de la ligne 2 est répétée au plus |A′| fois. Finalement,
la omplexité globale de l'algorithme 5 est en O(|A′| · |A|), ou enore en O(|E′| · |E|).

Remarquons qu'il peut exister des algorithmes plus eaes : nous montrons que le
problème est polynomial, mais nous ne donnons ertainement pas d'algorithme optimal.
Par exemple, il est possible de faire appel à des informations topologiques, qui sont
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validées par des données géométriques [Sommellier, 1997℄.
5.5.2 Algorithme d'isomorphisme sphérique
On aborde maintenant le problème de l'isomorphisme sphérique :
Problème : isomorphisme sphérique de graphes plans à trous
(isgpt)
Instane : deux graphes plans à trous G = (V,E, F, Fv , e) et
G′ = (V ′, E′, F ′, Fv
′, e′)
Question : G et G′ sont-ils sphères-isomorphes : G ≡s G
′
?
On souhaite démontrer le résultat suivant :
Théorème 5.6 Le problème isgpt est polynomial. Plus préisément, on peut déider,
en temps O (|E′| · |E|), de l'isomorphisme sphérique de deux graphes plans à trous G =
(V,E, F, Fv , e) et G
′ = (V ′, E′, F ′, Fv
′, e′).
Ce résultat déoule diretement de eux établis dans la partie 5.5.1 : le lemme 5.6,
sans la ondition sur les faes externes, reste vrai ; par onséquent il sut de réutiliser
l'algorithme 5 en omettant, ligne 4, le test de préservation des faes externes.
5.5.3 Algorithme d'équivalene
Pour nir, nous nous intéressons au problème suivant :
Problème : équivalene de graphes plans à trous (egpt)
Instane : deux graphes plans à trous G = (V,E, F, Fv , e) et
G′ = (V ′, E′, F ′, Fv
′, e′)
Question : G et G′ sont-ils équivalents : G ∼= G′ ?
On obtient alors le résultat suivant, qui est, à notre sens, la prinipale ontribution
de e hapitre :
Théorème 5.7 Le problème egpt est polynomial.
Preuve : Dérivons la proédure qui permet de résoudre e problème. La première
étape onsiste à vérier le statut des faes externes. En eet, si es dernières n'ont
pas le même statut, alors on peut d'ores et déjà onlure que les graphes ne sont pas
équivalents. Dans le as ontraire, on normalise les graphes en utilisant l'algorithme
1 an d'obtenir leurs formes irrédutibles. Ensuite, on peut distinguer deux as. Si
les deux faes externes sont invisibles, alors d'après le théorème 5.3, les deux graphes
sont équivalents si et seulement si leurs formes irrédutibles sont sphères-isomorphes,
e que l'on sait déider en temps polynomial d'après le théorème 5.6. Si les deux faes
externes sont visibles, alors 'est le théorème 5.4 qui s'applique, et les deux graphes sont
équivalents si et seulement si leurs formes irrédutibles sont planes-isomorphes, e qui
est également déidable en temps polynomial d'après le théorème 5.5. 
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5.6 Reherhe de motifs dans les graphes plans à trous
Nous nous intéressons maintenant à l'isomorphisme plan de sous-graphe : il s'agit
de retrouver un motif dans une image.
5.6.1 Dénition
Commençons par dénir un motif.
Dénition 5.17 (Motif)
Soient M et G = (V,E, F, Fv , e) deux graphes plans à trous. On dit que M est un motif
(ou sous-graphe) de G s'il existe un graphe G′ = (V,E, F, Fv
′, e) tel que
1. Fv
′ ⊆ Fv ;
2. les faes de Fv
′
sont ontiguës ;
3. M ≡p Ĝ′.
En d'autres termes, un motif s'obtient en rendant ertaines faes du graphe d'origine
invisibles, puis en normalisant. Le raisonnement pour obtenir un motif est une nouvelle
fois intimement lié aux faes, et non plus aux sommets et/ou aux arêtes, omme 'est
le as dans les dénitions lassiques des sous-graphes (voir la partie 3.1.1).
Cette dénition a plusieurs onséquenes. Tout d'abord, un motif est néessairement
irrédutible. En onséquene, il s'avère qu'un motif M peut avoir une taille plus im-
portante que le graphe G dont il est issu, 'est-à-dire qu'on peut avoir |M | > |G|, suite
à la normalisation. C'est le as sur la gure 5.xxxii, puisqu'il existait une harnière au
niveau des pattes du manhot. Enn, tous les motifs ne sont pas possibles ar les faes
visibles doivent rester ontiguës.
Fig. 5.xxxii  Un graphe plan à trous (à gauhe) et un motif possible (à droite).
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5.6.2 Algorithme de reherhe de motifs
On onsidère le problème suivant :
Problème : motif d'un graphe plan à trous (mgpt)
Instane : deux graphes plans à trous M = (V,E, F, Fv , e) et
G = (V ′, E′, F ′, Fv
′, e′)
Question : M est-il un motif de G ?
Dans ette partie, on montre :
Théorème 5.8 Le problème mgpt est polynomial. Plus préisément, on peut déider,
en temps O (|E′| · |E|), si le graphe plan à trous M = (V,E, F, Fv , e) est un motif de
G = (V ′, E′, F ′, Fv
′, e′).
Pour montrer e théorème, on utilise l'algorithme 7 qui se base sur la dénition 5.17.
Il onsiste à :
1. mettre en orrespondane les faes visibles de M ave des faes visibles de G.
C'est le but de l'algorithme 8 sur lequel nous reviendrons ;
2. disposant des faes visibles andidates dans G, on normalise G par rapport à
elles-i, de façon à obtenir le graphe noté Ĝ′ de la dénition 5.17 ;
3. il ne reste plus qu'à vérier que M et Ĝ′ sont plans-isomorphes.
Algorithme 7: verifierMotif(M,G)
Données : deux graphes plans à trous M = (V,E, F, Fv , e) et
G = (V ′, E′, F ′, Fv
′, e′) ayant respetivement A et A′ omme
ensembles d'ars
Résultat : Vrai si M est un motif de G, Faux sinon
1 hoisir a0 ∈ A tel que a0−→
∈ Fv ;










′′ ← ∅ ;











est un ensemble de faes ontiguës alors
8 G′′ ← (V ′, E′, F ′, Fv
′′, e′) ;
9 G′′ ← normaliserGraphe(G′′) ;
10 si verifierIsomorphismePlan(M,G′′) alors
11 retourner Vrai
12 retourner Faux
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Conernant le premier point, visant à mettre en orrespondane les faes visibles
de M ave ertaines de G, il est naturel de passer par les ars, omme on le fait dans
l'algorithme 8. Ce dernier fontionne de façon analogue à la proédure 6 mise en ÷uvre
dans le adre du test de l'isomorphisme plan. Notons d'ailleurs que es deux algorithmes
sont très similaires. En eet, seules les lignes 11 hangent, ar le premier ne onsidère
que les faes visibles, alors que le seond porte sur toutes les faes. Néanmoins, omme
la fontion que l'on réupère onerne uniquement des ars délimitant des faes visibles,
elle nous permet ensuite, dans l'algorithme 7 lignes 4-6, de les apparier entre elles.
Quant aux deux derniers points de normalisation et de test d'isomorphisme plan,
on réutilise les résultats détaillés dans les parties 5.4.3 et 5.5.1. Il va de soit ii que
de nombreuses optimisations pourraient être apportées dans la mesure où la fontion
f retournée par l'algorithme 8 pourraient probablement être diretement exploitée par
verifierIsomorphismePlan. Cependant, il onviendrait d'une part d'être vigilants
sur les onditions devant être vériées par f , puisqu'en l'état, f ne donne auune in-
formation sur les faes invisibles. D'autre part, la lasse de omplexité du problème
resterait inhangée : il est polynomial, e qu'on souhaitait démontrer.




Données : deux graphes plans à trous G = (V,E, F, Fv , e) et
G′ = (V ′, E′, F ′, Fv











Résultat : un tableau f : A→ A′
1 pour haque a ∈ A faire
2 f [a]← nil
3 f [a0]← a
′
0 ;
4 soit P une pile vide ;
5 empiler a0 dans P ;
6 tant que P n'est pas vide faire
7 dépiler un ar a de P ;
8 si f [succ(a)] = nil alors
9 f [succ(a)]← succ(f [a]) ;
10 empiler succ(a) dans P
11 si f [opp(a)] = nil et opp(a)
−−−−→
∈ Fv alors
12 f [opp(a)]← opp(f [a]) ;
13 empiler opp(a) dans P
14 retourner f
5.6.3 Expérimentations préliminaires
Dans la mesure où les résultats de e hapitre sont relativement réents, ette partie
présente plusieurs expérimentations préliminaires portant sur la reherhe de motifs
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dans des images. Il onviendrait de les ompléter par la suite.
À haque fois, les graphes utilisés sont plans et orrespondent à la dénition des
graphes plans à trous que nous avons présentée. Cependant, pour des questions pra-
tiques, F\Fv = ∅. En eet, une reherhe de motifs à trous impose de spéier au
préalable les faes visibles. Or, l'introdution de faes invisibles devrait se faire manuel-
lement pour s'assurer que les motifs reherhés aient un sens. Cependant, ette façon
de proéder est inompatible ave des expérimentations à grande éhelle. Néanmoins,
fondamentalement, les algorithmes sont les mêmes, et seule la phase de normalisation
devient inutile.
Graphes plans et artes ombinatoires
Les expérimentations de ette setion proviennent de travaux ayant porté, en pre-
mière intention, sur les artes ombinatoires. Les résultats que nous présentons ont don
été obtenus sur les artes ombinatoires (nous préiserons les protooles par la suite)
et non sur les graphes. Cependant, es dernières, que nous avons préalablement dé-
nies (dénition 1.3), peuvent être vues omme une struture de données permettant
de représenter des graphes plans ('est alors une alternative aux matries d'adjaene,
ou enore aux tableaux de listes d'adjaene). À et eet, on ne stoke qu'un triplet
M = (D,β1, β2) qui ontient un ensemble de brins (darts) D qui orrespondent aux
ars que nous avons utilisés pour le parours des faes. β1 est une permutation permet-
tant, étant donné un brin, d'obtenir le brin suivant le long de la frontière d'une fae.
C'est l'équivalent de notre fontion succ(). β2 est, elle, une involution retournant, étant
donné un brin, le brin opposé. Elle permet don de passer d'une fae à une autre, de
façon analogue à la fontion opp() que nous avons utilisée. La ondition 1. du lemme




Cependant, dans une arte ombinatoire, auune fae ne joue le rle de fae externe,
et 'est don l'isomorphisme sphérique qui est résolu. Pour pallier ette aratéristique,
on autorise β2 à être partiellement dénie (on parle de arte ombinatoire ouverte) en
introduisant un nouvel élément dans l'ensemble des brins, ǫ. Les ars opposés à la fae
externe sont alors liés à ǫ par β2 (toute fae du graphe peut don être assoiée à une
fae de la arte, à l'exeption de la fae externe).
Reherhe de motifs dans des images
Une première expérimentation a onsisté en la reherhe de motifs dans des images.
Pour ela, nous avons onsidéré la base d'images MOVI [Luo et al., 2003℄, qui est onsti-
tuée d'images 2D d'objets 3D (des maisons parfois entourées de divers objets, voir la
partie 2.3.3 page 57 pour une illustration). Pour haque maison, plusieurs images, prises
suivant diérents points de vue, sont disponibles.
Nous avons utilisé deux approhes pour es expérimentations. Premièrement, nous
avons extrait diretement des images des artes ombinatoires, selon la méthode dérite
dans [Damiand et al., 2004℄. La seonde approhe onsista à utiliser les points d'intérêts
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fournis ave les images an de onstruire des graphes plans, par une triangulation de
Delaunay, puis de les onvertir en artes ombinatoires.
Quelque soit l'approhe onsidérée, nous avons ensuite extrait des images des motifs,
puis utilisé nos algorithmes pour les reherher. La gure 5.xxxiii fournit un exemple : en
haut (ligne (a)) se trouve l'image d'origine ; le motif reherhé orrespond à la voiture
en bas à gauhe de la maison. La ligne (b) montre, à gauhe, la arte ombinatoire
orrespondant à l'image entière (8114 brins et 1700 faes) et, à droite, elle du motif
seul (362 brins et 132 faes). Au ours des expérimentations, le motif a été retrouvé
dans l'image d'origine, en 60ms, après avoir été soumis à une rotation. La dernière ligne
onerne le graphe de Delaunay des points d'intérêt (140 sommets, 404 arêtes et 266
faes), et le sous-graphe orrespondant au motif (16 sommets, 38 arêtes et 23 faes).
Une nouvelle fois, e motif a été retrouvé dans l'image d'origine, et en 10ms.
(a) Image d'origine
(b) À gauhe : arte ombinatoire ; à droite : motif reherhé
() À gauhe : graphe de Delaunay des points d'intérêt ; à droite : motif reherhé
Fig. 5.xxxiii  Reherhe de motifs dans des images.
Les expérimentations menées sur la base montrent que les motifs ont toujours été
retrouvés dans les images dont ils avaient été extraits, et uniquement dans elles-i, nos
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sgi,5% sgi,10% sgi,20% sgi,33% sgi,50%
gi vf2 map vf2 map vf2 map vf2 map vf2 map
g500 0.08 0.07 0.04 0.10 0.47 0.03 0.7 0.02 10.4 0.10
g1000 4.7 0.21 2.54 0.07 0.55 0.05 7.31 0.06 12.7 0.06
g5000 12.3 0.28 156.5 0.31 > 3600 0.31 > 3600 0.31 > 3600 0.31
Tab. 5.1  Résultats des expérimentations sur le passage à l'éhelle. Dans haque ellule
se trouvent les temps de résolution du problème, en seonde, par Vib2 (vf2) et notre
approhe (map).
algorithmes reherhant des isomorphismes non tolérants. Notons que nous n'avons pas
non plus eu de faux-positifs, e qui peut être le as lorsque les motifs reherhés sont de
taille trop petite.
Passage à l'éhelle
La seonde série d'expérimentations a onsisté à étudier les propriétés de passage à
l'éhelle des algorithmes, et à les omparer ave l'état de l'art.
Pour ela, nous avons généré aléatoirement trois graphes plans g500, g1000 de taille
500, 1000 et 5000. Ils ont été obtenus en hoisissant aléatoirement n points dans le plan,
puis en reliant es points par une triangulation de Delaunay. Pour haque graphe gi,
nous avons ensuite généré 5 sous-graphes notés sgi,k%, qui ontiennent k% des sommets
de gi, ave k ∈ {5, 10, 20, 33, 50}.
Notre algorithme a été omparé à Vib2 [Cordella et al., 2001℄, approhe permet-
tant de résoudre le problème de l'isomorphisme de sous-graphes (nous ne présentons que
et algorithme qui, dans nos expérimentations, a toujours été plus rapide que Vib et
Ullman
2
). Le tableau 5.1 réapitule les résultats obtenus : il est vite plus eae d'utili-
ser nos algorithmes lorsque les graphes ont une taille importante. Notons en partiulier
que pour le graphe g5000, nous résolvons toujours le problème en moins de 1 seonde,
alors que Vib2 ne donne toujours auun résultat après 1h.
Il faut ependant noter que notre algorithme ne résout pas exatement le même
problème que Vib2. En eet, e dernier reherhe des sous-graphes induits (voir la dé-
nition 3.3 de la partie 3.1.1), 'est-à-dire que le sous-graphe est déni par ses sommets,
et que toutes les arêtes adjaentes en font partie. Pour notre part, omme nous raison-
nons sur les faes, nous n'obtenons pas forément des sous-graphes induits. De plus,
nous tirons parti du fait que les graphes soient plans, tandis que Vib résout le pro-
blème sur les graphes généraux. Une onséquene est que le nombre de résultats trouvés
peut ne pas être le même (Vib peut ne pas trouver un sous-graphe ar il lui manque
des arêtes pour être induit, mais il peut également trouver un sous-graphe que nous ne
trouvons pas ar l'organisation des faes est diérente). Par exemple, sg5000, 10% a été
trouvé deux fois par Vib, et seulement une fois par notre approhe.
2




Dans ette partie, nous ommençons par nous positionner par rapport aux travaux
de Cori (1975) sur les artes ombinatoires. Nous présenterons ses dénitions et son
proessus de numérotation des brins d'une arte, avant de nous intéresser aux points
ommuns et aux diérenes ave notre approhe. Dans un seond temps, nous revenons
sur le as des graphes plans non onnexes et tentons d'esquisser une liste des diultés
qu'ils ajoutent.
5.7.1 Positionnement par rapport aux travaux de Cori (1975)
Dans ette partie, nous nous positionnons par rapport aux travaux de Robert Cori,
portant notamment sur l'isomorphisme de artes ombinatoires. Il les a publiés dans sa
thèse [Cori, 1973℄, qui parut ensuite dans un numéro de la olletion Astérisque de la
Soiété Mathématique de Frane [Cori, 1975℄. Les numéros de pages que nous donnons
proviennent de ette dernière référene.
Commençons par donner quelques dénitions. Page 12, l'auteur dénit les hyper-
artes omme suit :
Dénition 5.18 (Hyperarte)
Une hyperarte est un ouple (σ, α) de permutations opérant sur un ensemble ni B
(ensemble de brins), tel que le groupe engendré par {σ, α} opère transitivement sur B.
Ajoutons qu'une hyperarte est dite pointée si on distingue un élément b∗ de l'en-
semble des brins. En outre, il s'avère que, sous une ondition partiulière, les hyperartes
deviennent des artes. Ainsi, page 13, on a :
Dénition 5.19 (Carte)
Une hyperarte (σ, α) est une arte si α est une involution sans point xe.
Cei signie que α ne ontient que des yles de longueur 2. Par onséquent, ette dé-
nition est identique à elle de arte ombinatoire 2D de [Lienhardt, 1991℄, donnée page
30. De plus, par rapport aux notations que nous utilisons dans [Damiand et al., 2009b,
Damiand et al., 2011℄, σ orrespond à β1, et α à β2. Enn, dans ette thèse, σ est la
fontion succ() sur les ars, et α la fontion opp().
Cori propose ensuite une dénition de l'isomorphisme d'hyperartes page 28 :
Dénition 5.20 (Isomorphisme de deux hyperartes)
Deux hyperartes (σ1, α1) opérant sur B1 et (σ2, α2) opérant sur B2 sont dites iso-
morphes s'il existe une bijetion λ entre B1 et B2, telle que α1 = λ
−1α2λ et σ1 =
λ−1σ2λ.
Une nouvelle fois, restreinte aux artes, ette dénition est similaire à elle de
[Lienhardt, 1994℄, que nous avons utilisée dans notre artile [Damiand et al., 2009b℄ :
Dénition 5.21 (Isomorphisme de artes ombinatoires 2D)
Deux artes ombinatoires M = (D,β1, β2) et M
′ = (D′, β′1, β
′
2) sont isomorphes s'il
existe une bijetion f : D → D′, telle que ∀d ∈ D, ∀i ∈ {1, 2}, f(βi(d)) = β
′
i(f(d)).
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Cette dénition est également prohe de elle que nous donnons page 126 pour les
graphes plans à trous, omme nous l'établissons dans le lemme 5.6 page 143.
Notons que deux hyperartes pointées (σ1, α1, b
∗
1) et (σ2, α2, b
∗
2) sont isomorphes si
elles sont isomorphes en tant qu'hyperartes, et si de plus λb∗1 = b
∗
2.
Par la suite, pages 41-42, Cori donne un proessus de numérotation ζ des brins
d'une hyperarte. Ce proessus, qui vise à assoier un numéro unique à haque brin,
est fondamental dans sa thèse, puisqu'elle porte sur l'étude de es odes. Il permet
également de résoudre le problème d'isomorphisme de artes, et il s'avère que nous
avons suivi la même idée, omme nous allons le voir.
Conernant le proessus de numérotation de Cori, il est dérit de la manière sui-
vante :
 b0 est hoisi quelonque (si l'hyperarte est pointée par b
∗
, alors b0 = b
∗
) ;
 supposons dénis b0, b1 = ζb0, b2 = ζ
2b0, . . ., bp = ζ
pb0, on dénit ζbp = bp+1
omme suit :
 Proédure A : - Si αbp appartient à un sommet (yle de σ) sur lequel auune
brin n'appartient à {b0, b1, b2, . . . , bp}, alors ζbp = αbp.
 Proédure B : - Si αbp appartient à un sommet sur lequel un brin appartient à
{b0, b1, b2, . . . , bp}, alors ζbp = σbp si σbp n'appartient pas à {b0, b1, b2, . . . , bp},
sinon :
 Proédure C : - ζbp est le premier élément de la suite σbp−1, σbp−2, σbp−3, . . . ,
σb2, σb1, σb0 qui n'appartient pas à {b0, b1, b2, . . . , bp}.


















Fig. 5.xxxiv  Numérotation de Cori.
De la même façon, l'algorithme que nous avons donné page 145 peut-être réérit
pour numéroter les ars. Il s'agit de l'algorithme 9 : numerotationArs(G, a0). Dans
e as, on obtient la numérotation de la gure 5.xxxv.
Au-delà de la diérene de numérotation qu'on obtient, il onvient de remarquer que
5.7. Disussion 155
Algorithme 9: numerotationArs(G, a0 )
Données : un graphe plan à trous G = (V,E, F, Fv , e) et un ar a0 ∈ A
Résultat : un tableau ζ : A→ {1, 2, . . . , |A|}, numérotation des ars de G
1 pour haque a ∈ A faire
2 ζ[a]← 0
3 ζ[a0]← 1 ;
4 i← 2 ;
5 soit P une pile vide ;
6 empiler a0 dans P ;
7 tant que P n'est pas vide faire
8 dépiler un ar a de P ;
9 si ζ[succ(a)] = 0 alors
10 ζ[succ(a)]← i ;
11 i← i+ 1 ;
12 empiler succ(a) dans P
13 si ζ[opp(a)] = 0 alors
14 ζ[opp(a)]← i ;
15 i← i+ 1 ;
16 empiler opp(a) dans P
17 retourner ζ
notre approhe onduit à un algorithme linéaire en le nombre d'ars. Or, si le proessus
de numérotation de Cori n'est pas susamment préis pour établir une omplexité (dans
la mesure où auune struture de données n'est préisée), le fait de vérier si un brin
appartient à un yle de σ dont un brin a déjà été numéroté, dans les proédures A et
B, sous-entend que l'algorithme est quadratique.
En terme d'isomorphisme, maintenant, l'auteur onlut, page 44, en indiquant que,
étant donné α˜ = λ−1αλ et σ˜ = λ−1σλ, et λb = 1, alors (σ˜, α˜, 1) et (σ, α, b) ont la même
numérotation. Cei signie don que deux hyperartes sont isomorphes si et seulement si
on peut les exprimer sous la forme de deux hyperartes pointées ayant une numérotation
identique.
C'est la même onlusion à laquelle nous arrivons ave notre algorithme : de fait,
nous avons suivi la même idée (Cori a d'ailleurs étendu ses travaux en proposant un
algorithme d'automorphisme de artes, que l'on pourrait étendre à l'isomorphisme de
artes [Cori, 1985℄). Néanmoins, il faut remarquer que les motivations du travail de Cori
et les ntres sont diérentes. En eet, par la suite, l'étude de Cori se poursuit sur les pro-
priétés ombinatoires et analytiques de sa numérotation. De notre té, nous obtenons
un algorithme sur les graphes plans à trous (qu'on peut diilement modéliser ave des
artes [Damiand et al., 2011℄) et qui nous permet également d'attaquer l'isomorphisme
de sous-graphe, qui n'est pas abordé par Cori.


















Fig. 5.xxxv  Notre numérotation.
5.7.2 Retour sur la onnexité
Tout au long de e hapitre, nous avons exigé des graphes plans à trous qu'ils soient
onnexes, et que leurs faes visibles soient ontiguës. Or, omme nous l'avons annoné,
lever es hypothèses soulève de nombreux problèmes (et perspetives de reherhe) que
nous souhaitons développer maintenant.
Considérons don le plongement d'un graphe planaire non onnexe omme elui de
la gure 5.xxxvi. Clairement, plusieurs de ses faes omme f1 (ou f2) n'ont plus une
frontière unique, mais plusieurs ; on parle alors de faes omposées. Plus préisément,
f1 a deux frontières qui sont [v1v2v3v4] et [v10v11v12]. En onséquene, on ne peut plus
dérire un tel plongement ave les SDGP de la dénition 5.3. Clairement, d'un point
de vue syntaxique, on peut failement étendre ette dénition. Mais d'un point de vue
sémantique, par ontre, nous ne onnaissons pas atuellement les onditions néessaires
permettant d'établir un analogue à la onjeture 5.2.3 permettant de montrer qu'un
SDGP orrespond bien à un graphe plan. Dit autrement, nous ne savons pas dénir les
SDGP bien fondés dans e adre.
Conernant maintenant l'isomorphisme plan, nous savons par ontre qu'il est poly-
nomial. Cependant, la proédure est plus sophistiquée que elle que nous avons présentée
dans e hapitre : elle onsiste à tester l'isomorphisme entre les omposantes onnexes
de haque graphe, puis à vérier que haque omposante du premier graphe est bien
appariée à une unique omposante du seond et réiproquement. Cependant, la di-
ulté de la preuve vient de la notion même de omposante onnexe, dans la mesure
où es omposantes sont en elles-mêmes des graphes plans à trous, munis de faes ex-
ternes, et dérits par des SDGP. Ainsi, 'est l'algorithme de déomposition d'un SDGP
en omposantes onnexes qui n'est pas trivial.





















Fig. 5.xxxvi  Un graphe ayant des faes omposées.
ultés. En partiulier, si la proédure de normalisation que nous avons dérite dans la
partie 5.4.3 peut s'étendre, le théorème 5.4 stipulant que deux graphes plans équivalents
ont des formes irrédutibles planes-isomorphes n'est plus vrai, omme le montrent les
gures 5.xxxvii et 5.xxxviii. En eet, sur haque image est représenté un graphe plan
à trous, dont les faes externes sont visibles. Ces deux graphes sont équivalents (on ne
onsidère alors que les faes visibles). Cependant, leurs formes normales ne sont pas
planes-isomorphes.
Fig. 5.xxxvii  Graphe plan à trous non onnexe, dont la fae externe est visible. Il est
équivalent au graphe de la gure 5.xxxviii, mais leurs formes irrédutibles ne sont pas
planes-isomorphes.
Ainsi, pour faire le lien entre équivalene et isomorphisme plan, il ne faut pas utiliser
les formes irrédutibles telles que nous les avons dénies, mais passer, de nouveau, par
leurs omposantes onnexes.
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Fig. 5.xxxviii  Graphe plan à trous non onnexe, dont la fae externe est visible. Il est
équivalent au graphe de la gure 5.xxxvii, mais leurs formes irrédutibles ne sont pas
planes-isomorphes.
Enn, la reherhe de motifs pose elle aussi de nouvelles diultés. En eet, si la
reherhe de motifs onnexes dans des graphes plans non onnexes est une extension des
résultats préédents, nous onjeturons en revanhe que le problème est NP-omplet
lorsque les motifs eux-mêmes ne sont pas onnexes.
5.8 Conlusion
Dans e hapitre, nous avons déni une syntaxe ohérente et omplète permettant de
manipuler les graphes plans à trous. En outre, nous avons proédé à une distintion ne
entre isomorphisme lassique, sphérique et plan. De plus, nous nous sommes attahés à
dénir l'équivalene de graphes plans, et avons mis en plae une proédure de normalisa-
tion permettant de mettre au jour les liens existant entre isomorphismes et équivalene.
Enn, nous avons proposé des algorithmes polynomiaux permettant de résoudre, dans
le adre des graphes plans à trous, les problèmes d'isomorphismes, d'équivalene, et de
reherhe de motifs.
Conlusion et perspetives
Cei non plus n'est pas un manhot
Mais ei est un graphe plan, et nous avons désormais les moyens de l'extraire
automatiquement de toute image d'une part, et d'y appliquer un algorithme polynomial
d'isomorphisme ou de reherhe de motif d'autre part.
Notre démarhe onsistait initialement à dénir une fontion de oût sur les ap-
pariements de graphes issus d'images, permettant de distinguer un bon appariement
d'un mauvais. Dans l'idéal, nous aurions alors disposé de ritères pour la mise en plae
d'une méthode d'optimisation d'appariements pouvant porter ses fruits, notamment en
lassiation d'images.
Les résultats présentés dans le hapitre 2 sont en demi-teinte, et indiquent que
nos tentatives n'ont pas abouti. En eet, ils ne nous ont pas permis de mettre au
jour des ritères signiatifs, bien que le respet de la struture du graphe puisse être
dans ertains as disriminant. Cei est sans nul doute dû au fait que notre approhe
privilégie le graphe seul, en faisant abstration des spéiités du domaine de l'image.
Cela onstituait ependant une volonté de notre part, an de ne pas masquer le graphe,
qui reste notre sujet d'étude privilégié.
En onséquene, nous avons reonsidéré nos objetifs, qui étaient peut-être trop
ambitieux, et reentré nos eorts sur des problèmes qui semblaient plus abordables : les
isomorphismes de graphes.
En eet, omme expliqué dans le hapitre 3, on peut onstater l'existene d'un lien
étroit entre les problèmes théoriques d'isomorphismes de graphes d'une part (isomor-
phisme de graphes et de sous-graphes, plus grand sous-graphe ommun, voire distanes
entre graphes), et plusieurs appliations liées à l'image d'autre part.
Aussi, nous avons dans le hapitre 4 développé une méthode d'extration de graphes
à partir d'images, ave pour intention première le respet de la sémantique. En eet,
nous appuyant sur le fait que les graphes issus d'images sont plans, nous avons onsidéré
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qu'il était raisonnable de s'attaher à donner un sens aux arêtes et aux faes, et de
rendre la struture du graphe la plus signiative possible. Pour ela, nous avons estimé
que le plongement d'un graphe devait, visuellement, permettre une identiation même
partielle de l'image sous-jaente. La méthode expliitée dans e hapitre répond de
manière satisfaisante à es ontraintes, bien qu'elle reste dépendante de la segmentation
et de l'extration des points d'intérêt. Cependant, lorsque la segmentation respete la
sémantique, alors nous avons vu que le graphe obtenu était adéquat. Rappelons qu'il
est également possible, étant donné le graphe, de revenir à l'image d'origine, ave une
perte limitée.
Néanmoins, la représentation d'images par de bons graphes n'a pas onstitué une
nalité en soi, et le hapitre 5 a onsisté à développer des algorithmes eaes permet-
tant de résoudre des problème intéressants à la fois pare qu'ils sont diiles à mettre
en ÷uvre sur les graphes, qui sont des objets théoriquement omplexes, mais aussi pour
leur intérêt vis-à-vis de l'image, qui reste notre domaine d'appliation privilégié.
Ainsi, les algorithmes présentés dans le dernier hapitre de ette thèse répondent aux
problématiques d'isomorphismes de graphes et de sous-graphes plans exats ; 'est-à-dire
que l'on peut eaement reherher un motif dans un graphe, sans auune variation.
Perspetives
Un outil pour l'extration de graphes à partir d'images
Nous avons évoqué, dans la partie 4.3 du hapitre 4, l'existene d'une version de
démonstration de notre méthode d'extration de graphes à partir d'images, disponible
en ligne
3
. Dans l'état atuel des hoses, le adre d'utilisation de ette démonstration est
trop ontraint : l'utilisateur n'est pas libre de hoisir son algorithme de segmentation ou
d'extration de points d'intérêt, les graphes n'ont pas format de sortie déni, et on ne
peut pas traiter les images par lots. Une perspetive serait don de refondre l'appliation,
an d'obtenir un programme pouvant être mis à disposition de la ommunauté, sous la
forme d'un logiiel libre. De plus, il pourrait être intéressant d'enrihir les graphes de
sortie par des labels (par exemple, des données numériques sur les sommets ou arêtes).
En outre, puisque la triangulation a lieu par région de segmentation, haque fae du
graphe appartient a une et une seule région, et pourrait alors être étiquetée par des
données de la région.
Où est Charlie ?
Quant aux algorithmes du hapitre 5, ils s'avéreront très performants si nous les
soumettons au jeu  Où est Charlie ? 
4
. Dans e jeu, il s'agit prinipalement de retrou-
ver le même personnage à l'identique, Charlie, dans une sène. La diulté est liée au
fait que les sènes sont très hargées et remplies de nombreux objets et de personnages
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extrait, s'il est assez aratéristique, alors Charlie sera rapidement trouvé, et nous ne
tomberons pas dans les pièges des nombreux faux positifs possibles.
Ces travaux ont permis de onstruire des bases intéressantes et onstituent un trem-
plin vers de nombreuses autres problématiques. En eet, outre les perspetives évoquées
de la prise en ompte des graphes non onnexes, les appliations visées peuvent être plus
diversiées : bien souvent, dans la vie et non dans les jeux, on ne souhaite pas retrouver
Charlie, mais plutt quelqu'un qui ressemble à Charlie (e qui est bien tout le ontraire
du prinipe du jeu). C'est en e point que nos travaux méritent d'être poursuivis. Ee-
tivement, nous savons retrouver la tasse dans une image, et non pas une tasse dans une
image. Pour des appliations de la vie réelle, une perspetive est don de développer
d'autres versions de es algorithmes, qui nous permettraient de résoudre des isomor-
phismes tolérants. Il s'agirait par exemple de reherhes à k faes, arêtes, sommets près.
Dans ette optique, e travail onstitue un premier pas vers le développement d'une
mesure de distane entre graphes. En eet, deux graphes isomorphes à k faes près
peuvent dès lors être onsidérés omme plus similaires que deux graphes isomorphes à
k + 1 faes près. Ainsi, il est envisageable de onevoir plusieurs ritères permettant
de mesurer la similarité entre graphes, ritères pouvant être enrihis par l'introdution
de labels (sur les faes, arêtes, sommets). Cette perspetive n'est pas sans rappeler
la distane d'édition entre graphes (étudiée dans la partie 3.3), qui a pour valeur la
somme des oûts de suppressions, insertions et substitutions de faes, arêtes, sommets,
permettant de passer d'un graphe à un autre.
En outre, on peut établir un parallèle entre la mise en plae d'une mesure de distane
entre graphes et le problème du plus grand sous-graphe ommun (voir la partie 3.2.3), qui
est une autre perspetive de ette thèse. De e point de vue, étant donné trois graphes,
'est par exemple la taille de leurs plus grands sous-graphes ommuns respetifs qui
peut nous amener à déteter les ouples de graphes les plus similaires.
Enn, une autre piste à envisager onerne la reherhe de motifs (sous-graphes)
plans fréquents. En eet, les motifs (à ondition que leur taille ne soit pas trop petite)
portent en eux une partie de la sémantique des images dont ils sont issus. Dès lors, on
peut penser que déouvrir, dans des ensembles d'images, des groupes d'images ayant







Diagramme de Voronoi et
triangulation de Delaunay
Dans ette annexe, nous nous proposons de détailler les prinipes régissant la onstru-
tion d'un diagramme de Voronoi et de son dual, la triangulation de Delaunay.
A.1 Diagramme de Voronoi
Comme nous le proposent [de Berg et al., 2000℄, imaginons que nous gérons une
haîne de magasins : nous possédons ainsi la arte de leurs emplaements géographiques
respetifs. Pour estimer le nombre de lients que haun peut attirer, on peut suppo-
ser que tout lient se rendra dans le magasin le plus prohe de son domiile (voir la
gure A.i
1
). De même, si nous souhaitons onstruire un nouveau magasin, e que nous
appellerons les zones d'inuenes de eux déjà onstruits, mais aussi de eux de nos
onurrents, sont à prendre en ompte. Le diagramme de Voronoi répond à e genre de
problématiques.
Soyons plus formels. Soit P un ensemble de n points, que l'on appellera sites, dans
un espae eulidien Ed de dimension d (par la suite, nous posons d = 2). La problé-
matique à laquelle se propose de répondre la struture géométrique que onstitue le
diagramme de Voronoi est liée à elle de reherhe du plus prohe voisin. Étant donné
un point quelonque de l'espae, quel est le site qui en est le plus prohe ? Ce modèle,
où l'on assigne à haque point le site le plus prohe, est appelé modèle d'assignation de
Voronoi. La subdivision induite par es assignations est appelée diagramme de Voronoi
[Dirihlet, 1850, Voronoi, 1907, Voronoi, 1908℄.
Dénition A.1 (Diagramme de Voronoi)
Soit P un ensemble de n sites et soit d(pi, pj) une distane entre deux sites pi et pj
(ordinairement, il s'agit de la distane eulidienne). Le diagramme de Voronoi se dénit
omme la subdivision de l'espae en n ellules, une pour haque site de P , ave la
propriété suivante : un point q appartient à une ellule orrespondant à un site pi si
1
La plupart des diagrammes de Voronoi et triangulations de Delaunay illustrant e hapitre ont
été réalisées ave l'applet Voroglide disponible en ligne http://www.pi6.fernuni-hagen.de/GeomLab/
VoroGlide/index.html.en
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Fig. A.i  Zones d'inuenes de magasins (points rouges) dénotées par le diagramme
de Voronoi.
et seulement si d(q, pi) < d(q, pj) pour tout j ∈ P , ave i 6= j. On note V or(P ) le
diagramme de Voronoi de P .
V or(P ) désigne les sommets et les arêtes de la subdivision. La ellule orrespondant
à un site pi est notée V(pi).
Soit la médiatrie de deux sites pi et pj. Celle-i déoupe l'espae en deux demi-
plans, notés h(pi, pj) (demi-plan ontenant pi) et h(pj , pi) (demi-plan ontenant pj).
Ainsi, un point q ∈ h(pi, pj) si et seulement si d(q, pi) < d(q, pj). On obtient don :
V(pi) = ∩1≤j≤n, j 6=i h(pi, pj)
V(pi) est ainsi l'intersetion de n − 1 demi-plans, et onstitue un polygone (borné
ou non) onvexe, d'au plus n− 1 sommets et n− 1 arêtes.
Le théorème suivant est prouvé dans [de Berg et al., 2000℄ :
Théorème A.1 Soit P un ensemble de n sites. Si tous sont olinéaires, alors V or(P )
est formé de n − 1 lignes parallèles. Sinon, V or(P ) est onnexe et ses arêtes sont des
segments ou des demi-droites.
La gure A.ii représente un diagramme de Voronoi d'un ensemble de sites en di-
mension 2. Les ellules non bornées orrespondent aux régions des sites de l'enveloppe
onvexe de P , qui est représentée en vert.
Dénition A.2 (Enveloppe onvexe)
L'enveloppe onvexe d'un ensemble de points P est le plus petit polygone onvexe onte-
nant P . Un polygone est onvexe si tout segment joignant deux des ses points est entiè-
rement inlus dans le polygone.
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Fig. A.ii  Diagramme de Voronoi d'un ensemble de sites en dimension 2 et enveloppe
onvexe assoiée (en vert).
Outre des sites, un diagramme de Voronoi ontient don également des arêtes, et
des sommets (qui se trouvent aux intersetions des extrémités des arêtes). Sommets et
arêtes peuvent être aratérisés omme suit :
Théorème A.2 Soit P un ensemble de sites et CP (q) le plus grand erle de entre q
(point de l'espae) ne ontenant auun site de P .
i q est un sommet de V or(P ) si et seulement si CP (q) ontient au moins 3 sites
sur sa frontière ;
ii la médiatrie de deux sites pi et pj est une arête de V or(P ) si et seulement si
il existe un point r sur ette médiatrie, tel que CP (r) ontient pi et pj sur sa
frontière, à l'exeption de tout autre site.
Toute médiatrie des sites de n ne fait don pas forément partie du diagramme de
Voronoi orrespondant. On a les informations suivantes :
Théorème A.3 Pour n ≥ 3, le nombre de sommets d'un diagramme de Voronoi d'un
ensemble de n sites est au plus de 2n− 5, et le nombre d'arêtes est au plus de 3n− 6.
Le diagramme de Voronoi d'un ensemble de site peut se aluler, par l'algorithme
plane sweep de Fortune, en O(n log n) [Fortune, 1992℄.
Notons qu'il existe des variantes du diagramme de Voronoi : ertaines proposent
de hanger la fontion de distane utilisée entre les sites, ou d'assoier des poids à
es derniers. D'autres enore proposent de partitionner l'espae en fontion des k plus
prohes voisins, ou en fontion du site le plus éloigné.
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A.2 Triangulation
Le diagramme de Voronoi possède une struture duale, la triangulation de Delaunay.
A.2.1 Dénitions et propriétés
Soit P un ensemble de n points appelés sites, dans un espae eulidien E2. On dénit
une triangulation T de P omme suit :
Dénition A.3 (Triangulation)
Une triangulation T de P est une subdivision planaire dont les faes bornées sont des
triangles, et dont les sommets sont les sites de P .
Une triangulation T est ainsi onstituée de faes bornées et d'une fae non bornée
(fae extérieure ou innie), qui est le omplément de l'enveloppe onvexe de P . Chaque
fae bornée est un triangle.
La notion de triangulation peut également être liée à elle de subdivision planaire
maximale : il s'agit d'une subdivision planaire maximale dont les sommets sont les
points de P [de Berg et al., 2000℄ :
Dénition A.4 (Subdivision planaire maximale)
Une subdivision planaire maximale est une subdivision S telle que tout ajout d'arête à
S détruise sa planarité.
De plus, toute arête de l'enveloppe onvexe de P est une arête de T , et e quelle que
soit la triangulation. En eet, il existe généralement plusieurs triangulations possibles
d'un même ensemble de points. Certaines possèdent des propriétés partiulières, qui
les font être préférables à d'autres selon les domaines d'appliation. C'est le as de la
triangulation de Delaunay, que nous étudierons dans la partie A.2.3. Cependant, quelle
que soit la triangulation de P , les nombres de triangles et d'arêtes, eux, ne hangent pas.
Ils varient uniquement en fontion du nombre de points de P qui sont sur l'enveloppe
onvexe :
Théorème A.4 Soit P un ensemble de n points n'étant pas tous olinéaires, et soit k
le nombre de points de P étant sur son enveloppe onvexe. Alors, toute triangulation de
P a 2n− 2− k triangles et 3n− 3− k arêtes.
Supposons que T , une triangulation de P , ait t triangles. On peut ainsi ordonner les
3t angles résultants dans un veteur d'ordre roissant A(T ) = (α1, α2, . . . , α3t), où,
∀i < j, αi ≤ αj. Soit T
′
une autre triangulation de P , ave A(T ′) = (α′1, α
′
2, . . . , α
′
3t).
On dit que A(T ) est plus grand que A(T ′) si A(T ) est lexiographiquement plus grand
que A(T ′), 'est-à-dire qu'il existe i, ave 1 ≤ i ≤ 3t, tel que :
αj = α
′
j ∀j < i, et αi > α
′
i.
Cei se note A(T ) > A(T ′). Une triangulation A(T ) est angle-optimale si A(T ) ≥ A(T ′)
pour toute triangulation A(T ′) de P .
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Il existe parfois, lors de la onstrution d'une triangulation, plusieurs possibilités
pour plaer une arête entre deux sommets. Ce as est illustré sur la gure A.iii.
Fig. A.iii  Deux triangulation possibles d'un même quadrilatère. Celle de gauhe
ontient une arête illégale.
La triangulation T de gauhe fait apparaître une arête dite illégale, e qui est le as si
l'on peut loalement augmenter le plus petit angle en intervertissant l'arête en question.
Ainsi, la triangulation T ′ de droite ne ontient pas d'arête illégale et A(T ′) > A(T ). Le
lemme suivant préise le as où une arête est illégale [de Berg et al., 2000℄ :
Lemme A.1 (Arête illégale) Soit une arête pipj inidente aux triangles pipjpk et
pipjpl, et soit C le erle ironsrit aux points pi, pj et pk. L'arête pipj est illégale si et
seulement si pl est à l'intérieur de C. De plus, si les points pi, pj , pk et pl forment un
quadrilatère onvexe et ne sont pas oirulaires, alors exatement une des deux arêtes
pipj et pkpl est illégale.
On dénit alors une triangulation légale omme ne ontenant auune arête illégale.
Il s'en suit que toute triangulation angle-optimale est légale.
A.2.2 Graphe de Delaunay
Nous avons étudié dans la partie A.1 le diagramme de Voronoi V or(P ) d'un ensemble
P de n sites. Ce diagramme subdivise l'espae en n régions, une pour haque site de
P , de façon à e que la région V(p) d'un site p (aussi appelée ellule) orresponde à
l'ensemble des points plus prohes de p que de tout autre site.
Dénition A.5 (Graphe de Delaunay)
Soit G le dual du diagramme de Voronoi : à haque site de P orrespond un sommet
de G, et il existe une arête entre deux sommets si leurs ellules de Voronoi ont une
frontière ommune. Cei signie également qu'à toute arête de V or(P ) orrespond une
arête dans G. Alors, G est appelé le graphe de Delaunay de P , et noté DG(P ).
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D'après le théorème A.3, la dualité de es deux strutures engendre le fait que le
graphe de Delaunay possède au plus 3n− 6 arêtes.
Le théorème suivant est prouvé dans [de Berg et al., 2000℄ :
Théorème A.5 Le graphe de Delaunay d'un ensemble de points planaires est un graphe
planaire.
Le graphe de Delaunay est onstitué de polygones onvexes aux nombres de sommets
variables. Un exemple est illustré sur la gure A.iv : si plus de 3 points sont oirulaires,
alors le graphe n'est pas formé uniquement de triangles. Sur l'exemple présent, inq
points sont oirulaires et forment don un pentagone. Cei signie que le diagramme
de Voronoi orrespondant a un sommet de degré inq.
Fig. A.iv  Graphe de Delaunay d'un ensemble de points en dimension 2.
A.2.3 Triangulation de Delaunay
L'éventualité d'un ensemble de sites où plus de trois d'entre eux sont oirulaires
onstitue un as dit dégénéré. Dans la situation ontraire, on dit que les sites sont en
position générale. Le diagramme de Voronoi de sites en position générale ne ontient
que des sommets de degré 3, et le graphe de Delaunay dual est formé uniquement de
triangles. On parle alors de triangulation de Delaunay.
La gure A.v présente la triangulation de Delaunay de l'ensemble de points orres-
pondant au diagramme de Voronoi de la gure A.ii.
Dénition A.6 (Triangulation de Delaunay)
On dénit la triangulation de Delaunay omme étant toute triangulation obtenue en
ajoutant des arêtes au graphe de Delaunay. La triangulation de Delaunay est unique si
et seulement si P est en position générale.
La gure A.vi représente ainsi une triangulation du graphe de Delaunay de la gure
A.iv.
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Fig. A.v  Triangulation de Delaunay orrespondant au diagramme de Voronoi A.ii.
Fig. A.vi  Triangulation du graphe de Delaunay A.iv.
Plusieurs théorèmes sont assoiés à la triangulation de Delaunay [de Berg et al., 2000,
Hjelle et Dæhlen, 2006℄ :
Théorème A.6 Soit P un ensemble de sites.
i trois points pi, pj et pk ∈ P sont les sommets d'une fae de la triangulation de
Delaunay si et seulement si le erle ironsrit aux sommets ne ontient auun
autre site ;
ii deux points pi et pj ∈ P sont reliés par une arête dans la triangulation de Delaunay
si et seulement si il existe un erle ayant pi et pj sur sa frontière, et ne ontenant
auun autre site.
Le entre du erle ironsrit à une fae de le triangulation de Delaunay orrespond
à un sommet du diagramme de Voronoi dual.
Théorème A.7 Soit P un ensemble de sites, et T une triangulation de P . Alors T
est une triangulation de Delaunay de P si et seulement si le erle ironsrit à tout
triangle de T ne ontient auun point de P .
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Théorème A.8 Soit P un ensemble de sites. Une triangulation T de P est légale (ne
ontient auune arête illégale) si et seulement si T est une triangulation de Delaunay
de P .
Ce dernier théorème implique que toute triangulation angle-optimale de P est une
triangulation de Delaunay de P . De plus, toute triangulation de Delaunay de P maxi-
mise le plus petit angle vis-à-vis de toute triangulation possible de P . Cette araté-
ristique rend préférable l'utilisation de la triangulation de Delaunay dans ertains do-
maines, notamment en reonstrution d'image. Il s'agit alors de représenter une image
par une triangulation de Delaunay ayant pour sommets les pixels les plus importants
de elle-i. En partant de la triangulation, il est ensuite possible de reonstruire l'image
de départ (ave perte) en interpolant les valeurs des pixels à l'intérieur des triangles.
L'interpolation est rendue plus aisée et le résultat est généralement plus probant lorsque
les angles ne sont pas trop aigus [Barnhill, 1977℄.
La triangulation de Delaunay est également partiulière vis-à-vis des rayons des plus
petits erles ontenant les faes de elle-i. Si un triangle est aigu (ses trois angles sont
inférieurs à 90°), alors le plus petit erle le ontenant est son erle ironsrit. Par
ontre, s'il est obtus (un de ses angles est supérieur à 90°), alors le plus petit erle
le ontenant a son entre au milieu de l'arête la plus longue. Pour les triangles re-
tangle, le plu petit erle vérie les deux propriétés. Appelons e erle le plus petit
erle ontenant. Soit maxray(T ) le plus grand rayon des plus petits erles onte-
nant de la triangulation T . Alors, la triangulation de Delaunay minimise maxray(T )
[Fortune, 1992℄.
Enn, omme nous l'avons évoqué dans la partie 1.3.2, la triangulation de Delaunay
peut être mise en relation ave ertains graphes remarquables, que sont :
 l'arbre ouvrant de longueur minimale EMST (Eulidean minimum spanning
tree) qui minimise la somme des longueurs eulidiennes des arêtes de l'arbre ;
 le graphe des voisins relatifs RNG (relative neighbourhood graph) pour lequel il
existe une arête entre deux sommets s1 et s2 si l'intersetion des erles de entre
s1 et s2 et de rayon s1s2 est vide ;
 le graphe de Gabriel GG pour lequel il existe une arête entre deux sommets s1 et
s2 si le erle de diamètre s1s2 est vide.
Les arêtes de es graphes vérient [Fortune, 1992℄ :
EMST ⊆ RNG ⊆ GG ⊆ T
La onstrution du diagramme de Voronoi d'un ensemble de n sites requiert une
omplexité de alul de O(n log n) et de stokage de O(n). Il est possible, à partir du
diagramme de Voronoi, d'en déduire la triangulation de Delaunay duale, en O(n). En
outre, il existe des algorithmes, omme le randomized inremental [Guibas et al., 1990,
Guibas et al., 1992℄, qui permettent le alul diret de la Triangulation de Delaunay de
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Résumé
La reonnaissane de formes s'intéresse à la détetion automatique de motifs dans
des données d'entrée, an de pouvoir, par exemple, les lasser en atégories. La matière
première de es tehniques est bien souvent l'image numérique. Cette dernière, dans sa
forme la plus ourante, est odée sous la forme d'une matrie de pixels.
Néanmoins, la question du développement de représentations plus rihes se pose.
Ainsi, la struturation de l'information ontenue dans l'image devrait permettre la mise
en évidene des diérents objets représentés, et des liens les unissant.
C'est pourquoi nous proposons de modéliser les images numériques sous forme de
graphes, pour leur rihesse et expressivité d'une part, et pour exploiter les résultats
de la théorie des graphes en reonnaissane de formes d'autre part. Nous développons
pour ela une méthode d'extration de graphes plans à partir d'images, basée sur le
respet de la sémantique. Nous montrons que nous pouvons, étant donné un graphe,
reonstruire ave perte limitée l'image d'origine.
Par la suite, nous introduisons les graphes plans à trous, graphes dont les faes
peuvent être visibles ou invisibles. Leur justiation trouve sa plae dans la reherhe de
motifs notamment, pour laquelle les éléments onstituant l'arrière plan d'une image ne
doivent pas être retrouvés. En dirigeant notre attention sur la planarité de es graphes,
nous proposons des algorithmes polynomiaux d'isomorphisme de graphes plans et de
motifs ; nous traitons également leur équivalene, qui se trouve être un isomorphisme
aux faes invisibles près.
Abstrat
Pattern reognition deals with automatially deteting patterns in input values, so
as to, for example, lassify them into ategories. Digital images often onsitute the raw
material for these appliations. The term digital images usually refers to bitmap images,
i.e. images represented as matries of pixels.
However, alternative representations an be onsidered. Thus, struturing the infor-
mation ontained in the image should underline the dierent objets depeted in the
image, as well as the links existing between them.
This is the reason why we propose to use graph-based representations. Indeed, on the
one hand, graphs are omplex data strutures with important expressive power and, on
the other hand, we should benet from graphs theory results and apply them to pattern
reognition tasks. To this extent, we develop a method for extrating semantially well-
founded plane graphs from images. We show that it is possible to rebuild the original
image from this kind of graphs, with limited loss.
Furthermore, we introdue open plane graphs, i.e. graphs whose faes an be vi-
sible or invisible. These graphs are useful in pattern reognition, when it is needed to
searh for patterns independently of the bakground. Fousing on the planarity of these
graphs, we propose polynomial algorithms for plane graphs isomorphism and subgraphs
isomorphism. We also address the equivalene issue, whih is an isomorphism variant
not taking into aount visible faes.
