Wind power forecasting is a key role for large-scale wind power penetration on conventional electric power systems by understanding stochastic nature of winds. This paper proposes an empirical statistical model for forecasting monthly offshore wind speeds as a function of remotely sensed sea surface temperatures over the seas around the Korean Peninsula. The model uses the optimal lagged multiple linear regression method, and predictors are characterized by mixed periodicities derived from the autocorrelation between spatially variable satellite-observed sea surface temperatures and wind speeds at all grid points over a period of about ten years (2001 to 2008). Offshore wind speeds were found to be correlated with sea surface temperatures within a seasonal range of two-to four-month lags. In particular, offshore wind speeds were closely associated with the sea surface temperature at lag 4 M, followed by lag 3 M and lag 2 M. Correlation is less at lag 1 M as compared lag 2 M, lag 3 M and lag 4 M. The results demonstrate that this approach successfully produces accurate depictions of monthly wind speeds at the gridded network. The hindcast offshore wind speeds and wind power density showed slightly improved skills compared to the seasonally varying climatology with the value of root-mean square errors, +18% and +23%, respectively. The spatial distributions of the monthly gridded wind speed and wind power density remained fairly stable from one month to another, whereas individual regions displayed slight differences in variability. The results of this study are expected to be useful in establishing guidelines for operating and managing nascent offshore farms around the Korean Peninsula.
Introduction
Renewable energy is now recognized as a core means of reducing greenhouse gas emissions. With considerable attention now being paid to the large-scale incorporation of renewable energy into existing energy systems, investments in renewable energy have been expanded around the world [1, 2] . In recent years, the Korean government has raised the target goal of renewable energy as a proportion of all energy sources to 20% by 2030 in order to accelerate the reduction of greenhouse gas emissions [3] . Among all energy sources, the national offshore wind power capacity is estimated to reach 12 GW by 2030 in Korea, which accounts for half of all renewable energy sources and 10% of the total power generated by the installed power generators. However, the uncertainty of power systems increases with an increase in electricity production resulting from variable renewable energy sources when large-scale (10% or higher) wind power generation is added to the existing power generation systems due to the aggressive government policy [4] [5] [6] [7] . Advanced countries whose electricity production consists of over 10% wind energy, such as Denmark and Germany [8] , are already operating their own intelligent power systems with wind power forecasting for transmission system operators in maintaining the reliability and stability of the electricity supply. In the case of Korea, the Korea power exchange (KPX) is responsible for planning fuel procurement, scheduling the maintenance of power generation facilities, and assessing the energy trade and sales in order to limit the risks and maximize profits [9] . This is an operational mode of power generation that takes demand into account. Nonetheless, a forecasting technology that considers renewable energy, the supply of which can fluctuate massively, has yet to be included. Thus, operational wind power forecasting according to natural variations is necessary in order to increase the penetration of wind power generation and reduce the base-load generator in time.
Wind speed and power forecasting has various time horizons, such as very short-term perspective (from a few seconds to 30 min ahead), short-term (from 30 min to 6 h ahead), medium-term (from 6 h to 1 day ahead), and long-term (from 1 day to 1 week or more ahead) forecasting [10] [11] [12] . The time scale for the integration of wind power into the existing energy system needs to consider that for the power operating system [2] . The time scales used in the KPX operating load-forecasting model are daily, monthly, and annual. In particular, the forecasting technology for wind power's peak electricity demand is important for capacity planning and maintenance scheduling not only in the daily short-term but also the long-term forecasting horizon (i.e., more than one month). On the other hand, offshore rather than onshore wind power has been increasing because of land regulations and saturation effects [13] . Offshore wind power requires longer maintenance and repair time and higher costs compared to onshore wind power. The Korean government promised to build up the capacity of offshore wind power plants to 2.5 GW in the West-South Sea region [14, 15] . Most of the upcoming wind power installation projects would cover offshore wind farms. Although a number of offshore wind farm projects are under way, however, no systematic studies on offshore wind forecasting around the Korean Peninsula have been conducted, and no guidance on forecasting performance for technical development has been provided. Therefore, monthly offshore wind power forecasting is urgently needed in Korea considering the continuous construction plans for offshore wind power.
In fact, one of the most important problems in wind power forecasting is that of expanding the forecasting horizon. In general, wind power forecasting considers a shorter time scale than the monthly-basis scales. Such a short-term forecasting method was improved dramatically after a large number of studies were conducted in nations with highly developed wind power sources and a high penetration of wind energy in the electrical grid. It should be noted that long-term forecasting of more than one week has not been used even in the aforementioned nations due to the physical gap in weather and climate systems. Kritharas and Watson [16] , and Azad et al. [17] attempted monthly wind speed forecasting based on an analysis of long-term time-series patterns over the past few decades using the autoregressive method and artificial neural networks, respectively. Nonetheless, such studies were limited to investigating on-land wind in several regions only; no results of studies on offshore monthly wind forecasting have been included. Recently, new projects such as Ukko or EUPORIA in Europe have gotten under way due to demands from the energy markets [18, 19] . These projects in the European Union (EU) have used dynamic climate simulations to produce long-term forecasting data in order to reduce quarterly and annual energy prices, and are generally focused on expanding the forecast horizon to enable seasonal wind forecasting. It is to be noted that Europe and Korea have fundamentally different weather systems, as well as electricity production portfolios that deviate significantly in terms of the time scale. Thus, the previous study results are not as suitable for use as they are.
In this study, a monthly wind speed forecasting model for forecasting wind power was constructed and evaluated. Monthly wind speeds were hindcast statistically using remotely sensed sea surface temperatures, according to a new approach. The Korean Peninsula is located in the monsoon climate zone and surrounded by seas on three sides, as shown in Figure 1 . This indicates that adjacent seas would have various climatic characteristics locally [20] . The long-term features of offshore wind in the seas around Korea should be compared and analyzed to identify climatological patterns, but reliable wind measurements throughout these waters are lacking. The offshore wind data extracted from satellites in recent years have been utilized successfully to investigate the evaluation of offshore wind power [21, 22] . In particular, Oh et al. [22] analyzed remote sensing offshore wind that was spatially uniform and discovered that wind power resources were rich in the southwest coast, southern coast, and southeast sea regions of the Korean Peninsula. Nonetheless, their study only sought to evaluate resources in order to select optimal places for wind power. Remotely sensed observations were used to perform accurate offshore wind forecasting over a wide range of areas as potential sites. In particular, the sea surface temperature is known to be a representative variable that assists understanding of air-sea physics. We employed it as a predictor in the statistical wind-forecasting model. In addition, most statistical models based on long-term data analysis have been limited to an analysis of specific areas, followed by predictions of power generation facilities at specific points. By contrast, this study has attempted to perform grid-based wind speed forecasting that enables flexible forecasting by size according to the new designs of offshore wind farms. The rest of this paper is organized as follows: Section 2 describes the data used; Section 3 discusses the procedure for establishing the statistical model and its evaluation; Section 4 presents the results of the experiments; and, finally, Section 5 presents the summary and the conclusion. monsoon climate zone and surrounded by seas on three sides, as shown in Figure 1 . This indicates that adjacent seas would have various climatic characteristics locally [20] . The long-term features of offshore wind in the seas around Korea should be compared and analyzed to identify climatological patterns, but reliable wind measurements throughout these waters are lacking. The offshore wind data extracted from satellites in recent years have been utilized successfully to investigate the evaluation of offshore wind power [21, 22] . In particular, Oh et al. [22] analyzed remote sensing offshore wind that was spatially uniform and discovered that wind power resources were rich in the southwest coast, southern coast, and southeast sea regions of the Korean Peninsula. Nonetheless, their study only sought to evaluate resources in order to select optimal places for wind power. Remotely sensed observations were used to perform accurate offshore wind forecasting over a wide range of areas as potential sites. In particular, the sea surface temperature is known to be a representative variable that assists understanding of air-sea physics. We employed it as a predictor in the statistical wind-forecasting model. In addition, most statistical models based on long-term data analysis have been limited to an analysis of specific areas, followed by predictions of power generation facilities at specific points. By contrast, this study has attempted to perform grid-based wind speed forecasting that enables flexible forecasting by size according to the new designs of offshore wind farms. The rest of this paper is organized as follows: Section 2 describes the data used; Section 3 discusses the procedure for establishing the statistical model and its evaluation; Section 4 presents the results of the experiments; and, finally, Section 5 presents the summary and the conclusion. 
Data
To construct and evaluate an offshore wind speed forecasting model as a function of sea surface temperature, remotely sensed surface observations-such as sea surface temperature and offshore wind speed-were utilized in this study. Satellite data were collected to overcome the limitations of the space range offshore where measurement data were hard to acquire. The seas surrounding Korea are divided into the Yellow Sea, East Sea, and South Sea according to their geospatial 
To construct and evaluate an offshore wind speed forecasting model as a function of sea surface temperature, remotely sensed surface observations-such as sea surface temperature and offshore wind speed-were utilized in this study. Satellite data were collected to overcome the limitations of the space range offshore where measurement data were hard to acquire. The seas surrounding Korea are divided into the Yellow Sea, East Sea, and South Sea according to their geospatial locations as shown in Figure 1 . Each sea has a significantly different bathymetry (depth in meters). The depth of the Yellow Sea is mostly less than 80 m, whereas that of the South Sea is less than 80 m near the coast and around 200 m offshore. The East Sea has an average depth of 1700 meters, although it can be as deep as 5000 meters in places, which makes it a deep sea. Thus, most areas of the Yellow Sea and South Sea are 80 meters deep near the coast, except for the deep-sea area of the East Sea. This means that the characteristics of wind conditions differ regionally due to the air-sea climate interaction. Thus, spatially variable sea surface temperatures and winds were used for ten years because they were typical thermal and dynamical variables in the surface between the sea and the atmosphere.
Sea Surface Temperature Data
This study used satellite-observed sea surface temperature for estimating changes in wind speed because temperature is one of the principal climate factors and satellite-observed sea surface temperature is able to estimate variations in winds, swells, and waves [23, 24] . The sea surface temperatures are the optimum interpolation sea surface temperatures (OISST), as re-analysis data based on ships, buoys, and advanced, very high-resolution radiometer in satellites [25] . The OISST data cover the world, and use a horizontal resolution composed of 25 km grid spacing. Here, one degree of monthly OISST, ranging from December 1999 to November 2011, was taken from the National Center of Environmental Prediction (NCEP). The long-term OISST data are known to match with in situ data with warm biases and 1 • C of the root mean square error in the study areas [26, 27] .
Wind Speed Data
Two sea winds were observed from the Quick Scatterometer (QSCAT, [28] ) and the Cross-Calibrated Multi-Platform (CCMP, [29] ). These satellite winds were used to investigate the relationship with the sea surface temperature and to evaluate the wind and power forecasting model. These are data blended spatially with the NCEP reanalysis data. QSCAT was launched in June 1999 by the National Aeronautics and Space Administration and operated in the Ku band until November 2009 [30] . 10 m wind speeds were estimated from the correlation with backscattered power. QSCAT has an 1800 km-wide range and maps the global oceans twice a day. The monthly QSCAT data utilized in the analysis are latitude-longitude grid data with 0.5-degree resolution taken from December 1999 to November 2009. The CCMP data sets refer to the cross-calibrated satellite winds of information derived from the Special Sensor Microwave Imager (SSMI/I), the Special Sensor Microwave Imager Sounder (SSMIS), the Advanced Microwave Scanning Radiometer-Earth Observing System (AMSR-E), the Tropical Rainfall Measuring Mission (TRMM), the TRMM Microwave Imager (TMI), QSCAT, WindSat, and other satellite equipment. Additional CCMP data were collected from December 2009 to November 2011 without the QSCAT data used with 0.25-degree grid resolution.
Method
The statistical monthly wind speed forecasting model proposed in this study employed the multiple regression method by considering the correlation between sea surface temperature and offshore wind speed. As shown in Figure 1 , all of the seas except for the deep-sea region of the East Sea were advantageous to offshore wind power, so the study areas targeted them all [31] . The target area ranged from 120.5 • E to 135.5 • E in the east-west direction and from 30.5 • N to 44.5 • N in the south-north direction.
The schematic diagram of wind speed forecasting is shown in Figure 2 . The process of constructing the model was largely divided into three phases: time-series analysis, model construction, and model evaluation. The analyzed data and the period for each phase were slightly different. Time-series analysis was conducted on the period from December 1999 to November 2009, which is the longest record of QSCAT wind speeds. Afterward, the model was developed using the data from May 2000 to November 2008. This period is the so-called training or fitting period, which is used in the development of the forecasting model-based on the empirical statistical method. Finally, the model was evaluated for the remaining period from December 2008 to November 2011. data from May 2000 to November 2008. This period is the so-called training or fitting period, which is used in the development of the forecasting model-based on the empirical statistical method. Finally, the model was evaluated for the remaining period from December 2008 to November 2011. 
Time Series Analysis
The wind speed forecasting has been done utilizing the multiple linear regression (MLR) method. Multivariate analysis is done using long-term OISST time series through autocorrelation analyses of QSCAT wind speeds.
Step 1 in Figure 2 was basically conducted to identify the relationship between the two variables. The monthly OISST and QSCAT wind speeds were utilized after analyzing normality and periodicity, respectively, over the study period [32] , after which spatio-temporal monthly and seasonal variabilities were compared using time lag analysis. Here, the data were normalized to compare the different units and ranges of the OISST and QSCAT wind speeds on the same scale.
Statistical Model for Wind Speed Forecasting
The wind speed forecasting model utilized the following MLR equation, assuming the error term to be 0 due to the accidental effect:
where the predictor, X refers to the OISST and predictand, Y refers to the predicted monthly wind speeds; α and β indicate the regression constant and coefficients of the predictor variables, respectively; i , j and t denote the target grid of longitude and latitude and the time of prediction, respectively; and lag represents the time delay operator.
The most significant characteristic of the model is the use of mixed periodicity for the OISSTs that are highly correlated with the QSCAT wind speeds as independent variables. Mixed 
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where the predictor, X refers to the OISST and predictand, Y refers to the predicted monthly wind speeds; α and β indicate the regression constant and coefficients of the predictor variables, respectively; i, j and t denote the target grid of longitude and latitude and the time of prediction, respectively; and lag represents the time delay operator. The most significant characteristic of the model is the use of mixed periodicity for the OISSTs that are highly correlated with the QSCAT wind speeds as independent variables. Mixed periodicity refers to the lags composites [33] . First of all, the autocorrelation was analyzed to identify the proper lags of mixed periodicity between two variables in time. In the results, 0.4 was set as the criteria for the correlation between the measured wind speed and the forecast wind speed; while a lag that exceeded the criteria was regarded as a proper lag. α and β were then calculated by comparing the predicted and observed wind speeds for the fitting period. Then, a number of model equations were constructed using the calculated coefficient and predictor. Among these potential models, a wind speed forecasting model with good performance was selected based on statistically significant values such as the root-mean-square error (RMSE), the slope of the line of best fit (SLOPE), and the correlation coefficient (CORR). The significance was judged to be a 95% confidence level based on the t-test. The optimal lag that showed the best performance (i.e., the RMSE is close to zero, and the SLOPE and CORR are close to one) in the basic statistics was selected, and the optimal lagged multiple linear regression-based wind speed forecasting model (OMLR) was determined accordingly.
Model Evaluation
The proposed OMLR model was evaluated for the evaluation period. To evaluate the performance of the predictability of the constructed wind speed forecasting model based on mixed periodicity, the cyclically varying monthly model was utilized as seasonally varying climatology during this study period. The study is in fact influenced by strong seasonal variations as shown in Section 4.1. Monthly varying wind speed and power predictability in the model were evaluated based on a spatio-temporal comparison and the quantitative error statistics of the RMSE and the normalized RMSE (nRMSE). Next, theoretical wind power forecasting was evaluated by adding the calculation of wind power density (WPD). The wind speed at 80 m above sea level (asl) as the typical height of a wind turbine was extrapolated by the following power-law equation, with the satellite-retrieved wind speeds at 10 m asl [21] :
where z and z r represent the height and reference height above sea level, respectively; and V z and V zr denote the wind speed at heights z and z r , respectively. For the wind shear exponent, α the value of 0.097 to 0.0147 is used in the sea, which is measured by met mask tower over the study sea [34] . The wind energy density is calculated by Equation (3):
where ρ is the air density (1.225 kg/m 3 ). In particular, the WPD was divided into seven classes and verified to check the wind power applicability of the forecasting model [35, 36] .
Results and Discussion

Relationship between Monthly Sea Surface Temperature and Wind Speed
In this section, the spatio-temporal relationship between the predictor and the dependent variables, which are required to construct a statistical wind speed forecasting model, was analyzed. Figure 3 shows the monthly variability of the spatial averaged OISST and QSCAT wind speeds for the time-series analysis period. The OISST and QSCAT wind speeds showed a negative correlation. This result is known to be a common feature caused by the air-sea interaction in the mid-latitude [36] . A strong QSCAT wind occurred at a speed of 8.81 m/s from December to January (winter). During the period from May to August (summer), the wind speed weakened to 4.91 m/s. On the other hand, the OISST was 8.93 • C and 24.80 • C in February and August, respectively, which were the lowest and highest values recorded during the year. These seasonal variations were also represented in the power spectrum, as shown in Figure 4 . The OISST and QSCAT wind speeds showed nearly the same dominant periodicity, reaching a peak in three months. Note that there were some out-of-phase delays between the monthly OISST and QSCAT wind speeds.
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Construction of a Monthly Wind Speed Forecasting Model
In order to establish a wind speed forecasting model as a function of the mixed periodicities of sea surface temperature, proper mixed periodicities were extracted based on the autocorrelation of the OISST and QSCAT wind speeds during the fitting period. Here, monthly sea surface temperatures corresponding to time lags become predictors in the MLR equation. Figure 6 shows the spatial patterns of the autocorrelation coefficient (CC) with regard to the OISST and QSCAT wind speeds. Time lags with CC values of over 0.6 were three to five months or nine to eleven months. The forecast lead times of the OISST, which can estimate the wind speeds, ranged from one to six months, showing positive CCs. The CC for the one-month lead time (lag 1 M in Figure 6 ) varied in the range of −0.2 to 0.2, wherein the OISST was not correlated with the wind speed. The OISST at two-and six-month lead time (lags 2 M and 6 M in Figure 6 ) showed CCs with normal values of 0.3 to 0.4. Although relatively low CCs (0.2-0.4) were observed in a part of the Yellow Sea near the coast of the Korean Peninsula, the OISST at three-to five-month lead time (lag 3 M to 5 M in Figure 6 ) revealed high CCs with wind speeds of 0.6 or higher over most of the study area. Thus, proper lags were within a range of two-to six-month lead time, whose correlation was 0.4 or higher, and the OISST in those time lags was applied as the predictor in potential wind speed forecasting models. 
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Evaluation
The proposed OMLR was evaluated in terms of not only wind speed but also WPD by satellite observations and a seasonally varying climatology for the model evaluation period. In particular, WPD was applied to investigate the use of the OMLR for wind power forecasting. The persistence model has been used frequently to compare the statistical model as a reference in previous studies. Figure 7 shows the monthly variability of the spatially averaged wind speeds and the WPD over the study area. The monthly wind speeds estimated by the climatology and the OMLR expressed the monthly variability of the measured wind speeds well. The slowest and strongest wind speeds were observed in June and December. Moreover, the climatology and the OMLR underestimated the wind speeds by 66% and 25%, of the months of the total years, particularly for winter seasons. RMSE values were 0.45 m/s and 0.37 m/s for the climatology and the OMLR, respectively. The OMLR showed better performance during winter seasons, when the wind speed is pronounced. The monthly variations in the WPD were large compared with those of the wind speed at 10 m asl. When this was compared with that of the WPD at 80 m asl, the RMSE even exceeded 150 W/m 2 in some cases. The WPD taken from the OMLR showed a relatively smaller RMSE than that taken from the climatology. The OMLR revealed up to 137.56 W/m 2 RMSE compensation compared to that in the climatology, implying that about two grade differences can result according to the WPD. Overall, the OMLR exhibited a better predictive performance than the climatology.
In order to validate the performance for the model for forecasting spatio-temporal offshore wind power, the spatially variable WPD was also compared. Figure 8 illustrates the spatial distribution of monthly variability in terms of WPD grade. The observed WPD grades in most of the regions were higher than Grade 3 (250-375 W/m 2 ), except from June to July. In the summer season (June to August), while WPD grades lower than Grade 3 were noted throughout the regions. WPD grades higher than Grade 3 were pronounced in the winter season (November to March) over most of the regions. Although the hindcast WPD grades were somewhat overestimated in the regions and months, the spatial characteristics of the WPD grades between the OMLR and the observation were quite similar. 
Conclusions
This study developed a model for forecasting monthly offshore wind speed as a function of sea surface temperature with regard to the nearby seas around the Korean Peninsula, where an offshore wind power project is actively under way. Based on the correlation between wind speed and sea surface temperature measured by satellite over a long period of time from 2000 to 2008, a grid-based multi-regression statistical model was proposed to predict wind speed and wind power density.
The satellite wind speed showed a strong negative correlation with time lag to the sea surface temperature. Seasonal wind speeds that were high in winter and low in summer had an approximately four-month time lag to the seasonal sea surface temperature, which was high in summer and low in winter in the West and East Seas, while a three-to five-month lead time was revealed in the South East Sea. Specifically, monthly wind speeds were highly correlated with the two-to six-month lead times of the sea surface temperature regionally. These lag correlations between the two variables were employed as a predictor in the wind speed forecasting statistical model based on the multiple linear regression method, which showing that the optimal lag window was two-to four-month lead time, which was statistically significant. Among these lags, the largest contribution was the four-month lead time. Sea surface temperatures at four-month lead time can explain the wind speed with much more contribution than those of the three-and two-month lead time in sea surface temperature. The results of the evaluation of the predictability of wind speed and the applications to wind power densities in the forecasting model revealed good performance (RMSE 0.37 m/s, CORR 0.81). Despite some tendency toward a slight overestimation or underestimation of wind speed in summer and winter, the seasonal variance of the predicted wind speed was similar to that of the actual wind speed. Compared to the seasonally varying climatology, the developed model showed RMSE that was smaller by 0.08 m/s and CORR that was larger by 0.3. Furthermore, the seasonal variance was well expressed with the same prediction characteristics as those of wind speed when it was evaluated for the wind power grade according to the wind power density at 80 m asl.
The results of this study confirmed that monthly mean offshore wind speeds can be estimated using sea surface temperatures two-to four-months in advance over the seas around the Korean Peninsula. This was due to the general negative correlation between wind speed and sea surface temperature in the mid-latitude derived through monthly analysis, which indicates that a change in wind speed in the strong monsoon zone can be explained by a change in sea surface temperature in one seasonal period. Furthermore, the wind speed and power forecasting model of the multiple regression model using high-frequency periodicity showed RMSE that was smaller by 0.08 m/s on average than that of the climatology. It was also found that a 17.59% change in wind speed at 10 m above sea level can reduce the RMSE of the wind power grade at 80 m above sea level by 22.25% on average. This indicates that, within a wind energy system, accurate forecasting of wind speed from the optimal lagged multivariate regression model would help to minimize scheduling errors and in turn increase the reliability of the management and operation of electric power. Finally, the wind speed and power forecasting statistical model, on which mixed periods of individual weight for each grid were reflected, had the advantage not only of being able to predict offshore wind power at a specific location, but also of possible conversion of utilization range that could be applied to power operation systems in accordance with the designs in the offshore wind farms. However, the change in wind speeds are influenced by various factors associated with wind regimes over the Korea Peninsula [23] . This model needs to be optimized further by considering ocean-forced global phenomena to elaborate spatially varying periodicity further for the extended study period. Although predictability should be also improved by adding predictor analysis on a more detailed time scale and horizontal resolutions than one degree so as to ensure better predictability of monthly wind speed than the current model. The main result of this study is an offshore wind speed and wind power forecasting technology of an appropriate level that must be secured in preparation for the adoption and operation of new offshore wind power generators in addition to existing power operation systems in the future. Thus, the results of this study are expected to be utilized in related studies
