Abstract-A spiking neural network model is used to identify characters in a character set. The network is a two layered structure consisting of integrate-and-fire and active dendrite neurons. There are both excitatory and inhibitory connections in the network. Spike time dependent plasticity (STDP) is used for training. The winner take all mechanism is enforced by the lateral inhibitory connections. It is found that most of the characters are recognized in a character set consisting of 48 characters. The network is trained successfully with increased resolution of the characters. Also, addition of uniform random noise does not decrease its recognition capability.
I. INTRODUCTION
It is well known that biological neurons use pulses or spikes to encode information. Neurological research also shows that the biological neurons store information in the timing of spikes. Spiking neural networks belong to the third generation of neural networks and like their biological counterparts use spikes to represent information flow. They can use spatiotemporal information in communication and computation similar to biological neurons. As they use pulse coding for information processing, they are much faster than rate coding which implies some averaging mechanism, and is typically slower [1] [2] . This doesn't mean though that the rate coding scheme is never used but it means that pulse coding is used whenever faster speed is desired [2] .
There have been many studies in the past using spiking neuron models to solve different problems. For example [3] used spiking neurons for spatial and temporal pattern analysis. They provided a biologically plausible learning algorithm for realizing RBFs (Radial Basis Functions), which themselves are quite powerful in function approximation, pattern classification etc. [4] . In this study, spiking neurons were used to compute RBFs by storing information in their delays. The time difference between the pre and the post synaptic spikes was used to learn these delays.
Panchev et al. [5] [6] [7] proposed a spiking neuron model, called the ADDS (Active Dendrite and Dynamic Synapse) model and used it for instructing a robot for navigation and grasping tasks. They used a mobile Khepera robot [8] equipped with a camera, gripper, and differential wheels for the real world tests. The task is to navigate the robot in a restricted environment with objects of different shape and color such that it executes specific instructions such as "go right" or "find blue ball" without colliding with other objects in the way.
Baig [9] developed a spatial temporal artificial neuron model for online cursive handwritten character recognition. Their model had the capability to handle spatial-temporal data sequences continuously. Buonomano et al. [10] proposed a model for position invariant character recognition by coding input intensity by relative firing time. They used traditional backpropagation to learn to discriminate histograms. Jaramillo et al. [11] used a network of spiking neurons to recognize short (∼ 1 sec) spatial-temporal patterns.
The idea of using one spike per neuron to process information was explored by [12] . The order in which the neurons fired in a particular layer was used as a code. They justified their assumption by observing the electrophysical data of the monkey temporal lobe [13] [14] [15] . It was observed that some neurons of the monkey temporal lobe responded to a face stimuli with a latency of 80−100 ms. After taking into account that the information has to pass through 10 different stages and the conduction velocities of the neocortical fibre, it was found that each stage had less than 10ms for computation. Such rapid processing presents problem for conventional rate coding if more than one spike is to be emitted by a cell [12] . Later [16] , also using one spike per neuron, were able to train the network using spike time dependent plasticity (STDP) to recognize natural photograph of faces. They used spikeNet [17] for their simulations.
The present paper attempts to build and train a network using STDP such that after training it is able to identify different characters in a character set. The idea is that when the stimulus (in form of a constant current) is presented as input to the neurons, the output should be in the form of a series of spikes i.e. a neuron should respond to a familiar stimulus by spiking continuously unless another stimulus is presented.
The current paper is organized as follows: The next section presents the neuron model and the plasticity rule used. The neural network structure and the learning rule are presented in the third section. The last two sections present results and conclusions, respectively.
II. NEURON MODEL AND PLASTICITY
The neuronal model used is the active dendrite and dynamic synapse model [6] [18] except that the dynamic synapses have not been used. We provide a brief introduction to the model in this section. In this model, a neuron receives input via spike(s) through a set of synapses and dendrites. The total post-synaptic current for the synapse i, with weight w i attached to a dendrite is given by:
Here t 
From the above equation we can see that for high weights, τ i d is closer to τ min , whereas for low weights, τ i d is closer to τ max . Thus, as the time constant is low for stronger synapses, we have a earlier and steeper increase of the soma potential as compared to weaker synapses. The resistance R i d is given by:
Here θ is the neuron's firing threshold, R m is the soma resistance, and τ m is the soma time constant. The above equation for R i d ensures that the maximum value of the membrane potential change is proportional to the neuron's firing threshold θ.
The other influence to an output neuron comes from the somatic synapses feeding directly or close to the soma. These lateral or inhibitory connections enforce the winner-take-all mechanism as the synaptic activity of the neurons which are not the first to spike is inhibited. The equation governing the post-synaptic current for these synapses is give by:
Finally, combining the contributions from the dendritic connections and the synapses feeding directly to the soma, we get the following governing equation for the total soma membrane potential, u m :
where,
is the total dendritic current, τ m is the soma time constant, and R m is the soma resistance. When the membrane potential reaches the threshold value θ, it produces a spike, and immediately after that the membrane potential is reset to a value u reset = −1mV . After this event, the membrane potential recovers to the resting potential value.
The learning for both, the synapses attached to active dendrites and the somatic synapses takes place using spike time dependent plasticity (STDP) [19] [20] [21] [22] [23] rules. STDP emphasizes that synaptic plasticity depends on the precise timing and temporal order between the pre and post synaptic spikes. It serves to address some of the major shortcomings of the Hebbian based learning such as competition between synapses and accidental pre/post synaptic correlation activity [22] .
The general STDP learning rule for the synapses is given by:
Where, ∆t = t pre − t post . Here the goal is that weights are changed such that if the pre-synaptic spike occurs before the post-synaptic spike, the synapse is strengthened else it is weakened. This ensures that the next (after this training iteration) post-synaptic spike occurs closer to the pre-synaptic spike. The weights are then changed according to the relaxation rule:
Here, η is the learning rate. For excitatory synapses w min = 0 and w max = 1, whereas for inhibitory synapses w min = −1 and w max = 0. If there is no pre-synaptic spike, the weight decays with a rate η decay . This is similar to to the decay of synaptic strength in real neurons.
III. TEST PROBLEM AND NETWORK STRUCTURE
In order to test the network, a character set, shown in figure 1 consisting of 48 characters is used. Each character is represented by an array of 3X5 pixels. The size of the input is increased by increasing the resolution of the characters. Thus, for a resolution of R, each pixel in the original character set is replaced by R X R identical pixels. The character set and the test problem is the same as used in [24] , which used traditional neural networks and back propagation on massively parallel computers. Integrate and fire neurons [25] with constant input current are used as input neurons. If the pixel is "on", a constant current is supplied to the corresponding neuron, whereas if the pixel is "off", no current is supplied to that particular neuron. Figure 2 shows a typical representation of the character "A" by the input neurons.
The various parameters used in the network are defined in the appendix. The number of input neurons is equal to the number of pixels in the image. Thus there are 15 input neurons in the present case. The number of output neurons is the number of characters to be trained. There are two layers in the network. The first layer consists of simple leaky integrate and fire neurons which receive constant or zero input current, corresponding to 'on' or 'off' states of the input pixels. The next layer is the layer of active dendrite neurons, each of which is connected to all of the neurons in the previous layer. Finally, each of the output layer neuron is connected to every other output neuron via inhibitory lateral connections. These lateral connections reflect the competition among the output neurons.
IV. RESULTS
For initial testing, the network was trained using only four characters ('A', 'B', 'C', and 'D'). There were 15 input neurons and 4 output neurons for this case. The training parameters used are described in the appendix. The weights were initialized to random values between 0.5 and 1.0, so that all the output neurons spike at the first training iteration. Each character was presented one at a time sequentially during the training process. When the Frobenius norm of the weight change matrix was very small, it was assumed that the network is fully trained and no further significant learning is possible. For this simple case, the Frobenius norm of the weight change matrix was 10 −3 after 100 epochs (an epoch means one full presentation of all the four characters), and thus the training was stopped at this point. The simulation time step was 0.2ms. Figures 3(a), 3(b), 3(c), 3(d) show the output of all the four neurons when the characters 'A', 'B', 'C', and 'D' are presented as inputs respectively after training. We can see that only one neuron responds to a particular character, by spiking continuously with spike-time interval of 100ms, whereas the other neurons are below the threshold value of 10mV . Particularly, neurons 1, 2, 3, and 4 respond to characters 'A', 'C', 'D', and 'B' respectively. Note that here the current of the input neurons is set to a constant value such that the neurons spike after every 100ms interval. It was observed that the minimum spike-time interval allowed is roughly 80ms, for the network to respond correctly. This is because this is roughly the time required for the neurons to reach the resting membrane potential. .. and so on. A new character was presented 1ms before every 300ms. We can again see that only a particular neuron responds to a particular character by spiking continuously unless the next character is presented, when another neuron starts spiking, and so on. Figures 5(a) and 5(b) show the weights of each of the connections before and after training respectively. Figures 6(a), 6 (b), 6(c) , 6(d) show the weights of incoming connections for the output neurons after training. It can be seen that apart from other changes, each output neuron after learning a particular character, adjusts the corresponding weights for the pixels which were off to zero. For example, neuron 1 learned character 'A', and after training the weights of the incoming connections for which the corresponding pixels were off are adjusted to zero. This is expected as the synaptic strength decreases in the absence of any presynaptic spike. We would like to emphasize that it is not known in advance that which neuron learns which character, thus it is not possible to set the appropriate weights to zero initially in a hope to speed up the training.
Some trials with more number of inputs were also conducted. As mentioned in the previous section the size of the input was increased by increasing the resolution of the characters. In the present case, a resolution of 2 for the same problem as above was tried. Figure 7 shows the representation of characters with a resolution of 2. Thus, the number of inputs(and the no. of pixels) were now 60. The membrane resistance was scaled down by a factor of 4 as there were 4 times more input neurons as compared to the previous case. After training again each output neuron "learns" to respond to a particular character. In particular, neurons 1, 2, 3, and 4 respond to characters 'B', 'C', 'D', and 'A'. Random noise was also added to the characters as shown in figure 8 by switching 4 random "off" pixels in each character to "on". The network was still able to correctly recognize all the characters. Again, it was seen that each output neuron after learning a particular character, adjusts the corresponding weights for the pixels which were off to zero.
The next test case was trying to train the full 48 character set in figure 1 . The network here consisted of 15 neurons in the input layer, and 48 in the output layer. The network structure was the same as previous except that there were more connections as the number of output neurons was 48. The network was trained for 100 epochs. During this training process each of the 48 characters was presented sequentially until the Frobenius norm of the weight change matrix was very small. Figure 9 shows the variation of the Frobenius norm with the number of training epochs. It decreases roughly linearly (log scale) with number of epochs.
Most of the characters (43) were recognized uniquely in the sense that either a unique neuron fired or the firing times of the same neuron were different. A single neuron responded with same firing times for the characters M, U, and W. Strikingly, all have the same number of pixels (11) in there character representations and look very similar. Similarly, characters J and 3, each having 10 pixels, also had nonunique representations. Rest of the characters had a unique representation. Figure 10 shows the soma potentials of all the 48 neurons after training on presentation of a single character. Each symbol along with the color represents a unique neuron. We can see that only one neuron ( symbol with cyan color), which is the winner, spikes, and the rest remain below the threshold value of 10mV . Similar observations were made with rest of the characters. A two layered spiking neural network was used to identify characters in a character set. STDP was used to train the network. The network was trained until no significant weight change was observed. Most of the characters were recognized when the network was trained using a character set of 48 characters. The network was successfully trained with characters of increased resolutions. The network was able to recognize characters after addition of random noise pixels. Evolution of the weights during training shows that each output neuron adjusts the weights corresponding to the pixels of the "learned" character which were off to zero. Preliminary results look encouraging and more complex problems such as image recognition will be tried in the future. 
