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ABSTRACT 
In many areas of the world, the absence of streamflow data to calibrate hydrological models limits 
the ability to make reliable streamflow predictions. Whilst a large and increasing number of regions 
are insufficiently gauged, there are also many highly monitored catchments. Transferring the 
knowledge gained in data-rich areas to data-scarce regions offers possibilities to overcome the 
absence of streamflow observations.  
In this thesis knowledge is transferred in the form of signatures, which reflect hydrological response 
characteristics of a particular catchment. Several signatures may be required to capture different 
aspects of catchment functional behaviour. Using a large dataset of catchments, observed signatures 
are regressed against physical and climatic catchment descriptors. Signatures for an ungauged 
location with known descriptors are then estimated utilising the derived relationships. A Bayesian 
procedure is subsequently used to condition a conceptual model for the ungauged catchment on the 
estimated signatures with formal uncertainty estimation. Particular challenges related to the 
Bayesian approach include the selection of signatures, and specification of the prior distribution and 
the likelihood functions. 
A methodological development is based on an initial transformation of the commonly adopted 
uniform parameter prior into a prior that maps to a uniform signature distribution, aimed at cases 
where limited prior knowledge regarding the model structure adequacy and the parameters 
distribution exist. The suggested methodology contributes to improved estimation of response 
signatures, and is particularly relevant when regionalised information is highly uncertain. 
A further contribution of this thesis refers to the integration of several regionalised signatures into 
the model, accounting for the inter-signature error covariance structure. By increasing the number 
and regionalisation quality of signatures in the conditioning process, better predictions are obtained. 
Additionally, the consideration of the inter-signature error structure may improve the results when 
correlations between errors are shown to be strong. When regionalised signatures are integrated 
into the model, it is shown that model structural inadequacy has a strong effect on the prediction 
quality. 
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NOTATION 
A Catchment area 
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AI Aridity index 
BF Bayes factor 
BFI Baseflow index 
BFIHOST Baseflow index derived from HOST soils data 
b Degree of spatial variability of storage capacity (shape parameter of the Pareto 
distribution) 
b1 Skewness coefficient 
b2 Kurtosis coefficient 
be Evaporation reduction coefficient 
C Variance-covariance matrix 
CN Curve number 
c Soil moisture storage; Filter parameter in hydrograph separation; Normalising constant  
     Maximum soil moisture storage capacity 
cov Covariance 
cdf Cumulative density function 
d, D Number of response signatures 
DDF Degree day factor 
     Similarity distance between the target ungauged catchment and the donor catchment 
df Degrees of freedom 
E(.) Expectation 
exp Exponential function 
  F statistic, variance ratio 
     Cumulative distribution function of storage capacity 
FDC Flow duration curve 
H0, H1 Null and alternative hypotheses 
HBV Hydrologiska Byråns Vattenbalansavdelning model 
HPC High pulse count 
I Identity matrix (with 1s in the leading diagonal and 0s elsewhere); Time series inputs 
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  Number of parameters in a rainfall-runoff model 
   Quick flow routing constant 
   Slow flow routing store constant 
l(.) Likelihood function 
ln Natural logarithm 
M Hydrological conceptual model structure 
N(a,b) Normal distribution with parameters a and b 
NS Nash-Sutcliff coefficient 
NSprob Probabilistic version of the Nash-Sutcliffe coefficient 
N, n Sample size 
P Precipitation 
P(.) Cumulative distribution function 
PDM Probability distributed model 
PE Potential evaporation 
p Number of model parameters in multiple regression 
p(.) Probability density function 
pdf Probability density function 
  Streamflow 
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   Direct flow (Q-QB) 
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      33% flow exceedance value 
      66% flow exceedance value 
QMED Median annual maximum flood 
qt Observed streamflow at time t 
R2 Coefficient of determination 
R2adj Adjusted coefficient of determination 
RR Runoff ratio 
  Sample Pearson correlation coefficient 
SE Streamflow elasticity 
SFDC Slope of flow duration curve 
SM Similarity measure based on response signatures 
SS Set of response signatures 
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s Modelled response signature 
s* Regionalised response signature 
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T Transpose of a matrix 
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Tm Temperature above which snow melt starts 
  Time variable; t statistic 
    Student’s t variate with n degrees of freedom and probability of exceedance   
Var[.] Variance 
  Weight 
X Matrix of explanatory variables in multiple regression 
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Y Observable response variable 
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  Dirac delta function 
  Vector of error terms 
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  Conceptual model parameters 
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 ̂      Estimate of conditional mean response in multiple regression at x=a 
     Population Pearson correlation coefficient between two random variables X and Y 
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   Variance 
   Chi-squared distribution 
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 INTRODUCTION CHAPTER 1:
Synopsis: Streamflow predictions are essential for effective water resources management, yet the 
majority of the planet is sparsely monitored thus creating a major research challenge for hydrological 
modellers. To address this problem, knowledge gained in data-rich areas may be transferred to data-
scarce regions in the form of streamflow response signatures. This regionalisation approach can 
provide valuable insights into various aspects of the catchment behaviour and can be used to restrict 
conceptual hydrological model parameters and resultant streamflow predictions. Nevertheless, the 
transposed information is still limited, making simple model structures attractive in these situations 
as they reduce the problem of lack of parameter identifiability. For this reason, in this thesis lumped 
conceptual models are adopted as the basis for simulating streamflow in ungauged catchments. 
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 Context 1.1
Rainfall-runoff models are a simplified representation of a complex reality, integrating different 
processes across many spatial and temporal scales. They are used to simulate the functional 
behaviour of catchments in terms of how they partition, transmit, store and eventually release 
precipitation (Wagener et al., 2007). These models are commonly applied in hydrology to extrapolate 
or interpolate streamflow time series in time and space. The ability to represent the temporal 
sequence of streamflow is important for both scientific and operational reasons. The former focuses 
on building an understanding of the catchment functioning and how different hydrological processes 
interact to produce the resulting streamflow response. The latter includes applications in engineering 
design, for example the estimation of project parameters for hydraulic structures such as spillways, 
culverts and embankments; water resources management and allocation amongst competing 
demands (e.g. agricultural, industrial, domestic, recreational and environmental needs); forecasting 
applications (both flood estimation and real-time flood-forecasting for flood warning, and seasonal 
reservoir planning for hydropower operation); and integrated catchment management including the 
prediction of the impacts of environmental change (e.g. climate or land use change on discharge 
regimes).  
When sufficient historical hydrometric (gauged) data is available, rainfall-runoff model parameters 
can be estimated using various well established calibration techniques (Sorooshian and Gupta, 1995, 
Gupta et al., 2005). However, in an ungauged catchment past observational time series of the 
hydrological response that is being predicted (e.g. streamflow, groundwater, sediment and water 
quality variables) are scarce or unavailable, thus precluding the use of traditional model calibration 
techniques. This is a common problem in many regions globally. Even though more than 60,000 
stream gauges are installed worldwide, there are two orders of magnitude more catchments where 
no discharge data are available (WMO, 1995 - See Table 4.7, Blöschl, 2005). Furthermore, the 
amount of ground-based data being collected is declining in many parts of the word, including 
developed countries (Mishra and Coulibaly, 2009). In the United States, for example, the number of 
operating stream gauges with more than 30 years of record has declined substantially (Figure 1.1). 
Many more gauges are in danger of being discontinued in the coming years due to funding cut-backs 
(Figure 1.2). Yet streamflow predictions remain as valuable as ever for effective management of 
water resources under conditions of changing climate and land use. 
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Figure 1.1 – Number of the United States Geological Survey stream gauges with 30 or more years of record which were 
discontinued from 1970 to 2009. From Norris (2009:p.2). 
 
Figure 1.2 – Streamflow gauging stations operated by the United States Geological Survey with funding issues. From 
USGS (2013). 
 The ungauged catchment challenge 1.2
The prediction of hydrological responses in ungauged catchments, without the use of past 
observational time series of the particular response being predicted, is frequently referred as the 
‘Prediction in Ungauged Basins’ (PUB) problem (Sivapalan et al., 2003b, SSG, 2003). It requires 
alternative predictive approaches to the traditional calibration methods to overcome the absence of 
data, frequently involving the transfer of knowledge gained in data-rich areas to data-scarce 
142 Recently-discontinued 102 Endangered 87 Threatened
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regions – a process known as regionalisation. It is important to stress here that, in the context of this 
thesis, the problem is one of lack of hydrologic response observations (e.g. streamflow), while it is 
assumed that observations of forcing data (e.g. precipitation) are available. Recognition of the need 
for techniques applicable to ungauged catchments is not new. The rational method, dating back to 
the mid-19th century, based on the concept of the runoff coefficient (e.g. Chow et al., 1988, p.496), 
can be considered a precursor of regionalisation. In 2003 the PUB problem gained new attention 
when the International Association of Hydrological Sciences (IAHS) launched the PUB decade 
(Sivapalan et al., 2003b, Hrachowitz et al., 2013). In a concerted effort this initiative aimed to 
advance the ability to make reliable predictions in ungauged catchments, including quantification of 
the uncertainty, by utilising improved understanding of climatic and landscape controls on 
hydrological processes occurring at all scales (Sivapalan et al., 2003b, SSG, 2003). However, 
knowledge fragmentation has been a major obstacle to scientific advance in this field, as illustrated 
in the PUB Science and Implementation Plan (SSG, 2003) using the Indian parable of the blind men 
and the elephant (Figure 1.3). This metaphor demonstrates the aspiration to move towards a more 
strongly physical understanding of hydrological system functioning at multiple space-time scales. By 
integrating across multiple traditional thematic areas the PUB initiative aimed to produce 
harmonisation and reach consensus on the best approaches for making hydrological predictions 
(SSG, 2003).  
 
Figure 1.3 – Elephant illustration used to reflect the fragmentation of knowledge in hydrology. From Sivapalan 
(2003a:p.878), ©Jason Hunt. 
Despite all the accomplishments of the IAHS initiative (for a review of the work that has been done 
during the PUB decade see Hrachowitz et al., 2013), the PUB problem remains a major challenge. 
Numerous regionalisation methods have been suggested in the literature (see review in Chapter 2). 
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However, there remains no agreement on which method is the most suitable for predicting 
streamflow at the catchment scale.  
 Modelling approach 1.3
There is a variety of different ways to classify rainfall-runoff models (e.g. Clarke, 1973, Todini, 1988, 
Wheater et al., 1993, Refsgaard, 1996). Broadly, rainfall-runoff models may be classified based on: 
1) spatial nature; 2) temporal nature; 3) mathematical nature; and 4) process description. Regarding 
their spatial nature, models may be classified as lumped, semi-distributed and distributed. In terms 
of temporal nature, models can be described as event-based and continuous. Mathematically, 
models can be divided into linear and non-linear. However, other classifications are possible. For 
example, the mathematical nature of models may also be subdivided into deterministic and 
stochastic structures. 
Concerning the description of the hydrological processes, models are usually described as empirical, 
conceptual or physically-based (Wheater et al., 1993, Refsgaard, 1996). Distributed physically-based 
models are grounded on laboratory-scale process understanding and attempt to simulate the 
physical processes governing catchment behaviour by applying established scientific laws (e.g. 
conservation of mass, momentum and energy) to generate mathematical descriptions of the system. 
A typical example of a physically-based model is the Systeme Hydrologique Europeen (SHE) model 
(Abbott et al., 1986a, Abbott et al., 1986b). Being based on physically robust underlying equations 
(e.g. Darcy’s law and Richards equation), these models have the obvious advantage of being 
applicable in many locations including, in theory, ungauged catchments. However, the application of 
physically-based models in ungauged catchments is rare due to the large data requirements (e.g. 
data about the initial state of the model and the description of the morphology of the system being 
modelled) and computational demands such models entail (Ballard, 2011). Moreover, physically-
based models suffer from scale-related problems (e.g. most measurements are made at the point 
scale in the laboratory, whereas the model parameters are required at the grid scale) and over-
parameterisation (not only do a large number of parameters exist but also these parameters may 
take different values in different model grid cells) (Beven, 1989). Thus the hope that field 
measurements and physical reasoning would be enough to relate parameters to physical 
characteristics of the catchment, rendering calibration dispensable, has not been fulfilled. Some 
degree of calibration is still, and will always be, required (Abbott et al., 1986a, Todini, 1988, Beven, 
1989, Wagener et al., 2004). For these reasons, it is unrealistic to expect that physically-based 
models may be reliably applied to all catchments, including those which are ungauged. 
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For prediction in ungauged catchments, lumped conceptual models are commonly used (see Parajka 
et al., 2013b, Table 1, for a list of studies in continuous streamflow simulation in unaguged 
catchments and the models used), while there are some examples of the use of semi-distributed 
models (Parajka et al., 2005), and distributed models (Allasia et al., 2006, Bulygina et al., 2012). The 
strength of lumped conceptual models in the PUB context is related to the limited number of 
parameters to be estimated. Although these models commonly rely on the availability of historical 
data time series for parameterisation, alternative methods involving the transference of knowledge 
gained in gauged catchments in the vicinity of the catchment of interest (often termed donor 
catchments, Blöschl, 2005) can be used to help make reliable predictions in ungauged catchments. 
However, there is limited information that can be transposed to constrain model simulations and to 
help in the identification of model parameters. This makes simple model structures attractive in 
those situations as they can reduce the problem of poor parameter identifiability. For this reason, in 
this thesis lumped conceptual models are adopted as the basis for simulating streamflow in 
ungauged catchments.   
The PUB research decade has shown that different sources of information can be useful for 
improving the capability to predict flow responses in ungauged catchments. A commonly used way is 
the transference of knowledge is in the form of streamflow response signatures (e.g. Yadav et al., 
2007, Castiglioni et al., 2010), which provide insights into various aspects of the catchment behaviour 
that can be used to restrict hydrological model parameters and predictions. This involves the prior 
establishment of statistical relationships relating response signatures with physical and climatic 
catchment descriptors, based on an adequate number (perhaps>50) of gauged catchments. The 
response signature can then be estimated for an ungauged location, using the derived regression 
model and the corresponding set of catchment descriptors for the ungauged catchment. The 
regionalised response signature can thereafter be used to condition the model simulations in the 
ungauged catchment. Ideally different types of information, constraining different aspects of the 
catchment functional behaviour, should be used so that the predictions become more precise 
(Parajka et al., 2013a). However, previous approaches reported in the literature tend to use a small 
number of signatures (e.g. Bulygina et al., 2009, Bulygina et al., 2011) and/or tend to select 
signatures that are independent (e.g. Yadav et al., 2007). Integrating all available sources of 
information (this can mean multiple regionalised response signatures, or in a wider context other 
sources of information such as subjective knowledge, short records of flow observations, satellite 
data) is a challenging task, requiring a methodological framework which allows the different sources 
of information, their uncertainties and their inter-dependencies to be explicitly treated. Different 
ways of incorporating the regionalised information into a catchment model have been suggested in 
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the literature. A Bayesian conditioning procedure is one possibility that allows combining any pre-
existent knowledge with new information that becomes available by using Bayes’ theorem. Particular 
challenges related to the Bayesian approach include the specification of the prior distribution and the 
likelihood functions. 
 Aims and objectives 1.4
The overall objective of this thesis is to contribute to an improved capability for predicting flow at 
those locations where no streamflow data is available. The Bayesian framework of Bulygina et al. 
(2009, 2011), further developed to introduce multiple sources of information in the form of response 
signatures, is proposed here as a suitable method for robust streamflow estimation. Main thesis 
objectives are: 
1. Investigate the impact of prior distributions on the estimation of catchment response 
signatures (Chapter 6). 
2. Investigate how incorporating additional sources of information can contribute to improved 
estimations of streamflow (Chapter 7). 
3. Identify the best choice of response signatures when resources are finite, based on those 
signatures that give the greatest marginal gains for streamflow estimation (Chapter 7). 
4. Investigate how an explicit representation of the uncertainty introduced by the 
regionalisation procedure (including the inter-dependencies between the errors of 
regionalised signatures) contributes to an improved specification of the optimal model 
parameter set (Chapter 7).  
5. Investigate how the precision of regionalised information can impact on parameter 
identification (Chapter 7). 
 Thesis outline 1.5
The dissertation is structured into eight chapters.  
Chapter 1 is an introductory chapter that gives an overview of context of the problem under analysis 
and defines the research objectives. 
Chapter 2 reviews the current state-of-the-art in regionalisation approaches used for modelling 
ungauged catchments. 
Chapter 3 introduces the topic of uncertainty in rainfall-runoff modelling, describing the most 
common sources of uncertainty and methods used for its assessment, in particular formal Bayesian 
methods.  
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Chapter 4 describes the database used in this thesis and provides a theoretical description of the 
response signatures that are used in this research to transfer knowledge from data-rich areas to 
data-poor catchments to enhance streamflow predictions. 
Chapter 5 presents the methodological approach to response signature regionalisation and 
uncertainty estimation. 
Chapter 6 focuses on the impact of the prior distribution choice in a Bayesian framework, when data 
is sparse or highly uncertain, addressing Research Objective 1. Although the choice of the prior has 
received much attention in the statistical literature review, it has been mostly neglected within the 
PUB context when response signatures are used for model parameter estimation. Chapter 6 aims to 
draw attention to this particular issue in a hydrological context. 
Chapter 7 addresses Research Objectives 2 to 5. To avoid masking the effects of model structural 
error in the results presented in this thesis, and bearing in mind that model structure diagnosis is not 
the research focus here, Chapter 7 starts by introducing a synthetic case study. Based on this case 
study, the value of the quantity and quality of regionalised information for streamflow prediction is 
assessed in terms of the Bayes factor using a framework that considers the inter-dependencies 
between the errors of regionalised signatures.  
 Finally, Chapter 8 addresses the previously defined research objectives and describes the 
contributions of this work in addressing them. Recommendations for further research are also made 
here. 
Following the conclusions and list of references are four appendices. 
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 REGIONAL PROCEDURES FOR MODELLING UNGAUGED CHAPTER 2:
CATCHMENTS 
Synopsis: This chapter aims to summarise research on regionalisation procedures used for 
streamflow prediction in ungauged catchments, and which provides the stimulus and direction for 
this thesis. The key findings drawn from the literature are: 1) Where stream gauge network are 
sparse, regression-based approaches are often more appropriate. 2) Regression-based approaches 
on hydrological model parameters tend to disregard parameter inter-relationships, while regression-
based approaches on response signatures ensure that the integrity of parameter sets is maintained. 
Furthermore, the latter approach has the additional advantage that the regionalisation step is not 
specific to any given rainfall-runoff model, which is generally not the case for the regression on 
model parameters approach. 3) No single method can be shown as the best solution for 
regionalisation. Nevertheless, regression on response signatures and its subsequent use as constrains 
on ensemble predictions shows significant promise to improve the performance of continuous time 
modelling in ungauged catchments. 4) The use of multiple signatures is beneficial to gain insights into 
the wide range of hydrological processes that occur within the catchment. 5) Approaches reported in 
the literature tend to use a small number of signatures and/or tend to select only those signatures 
that are independent.  
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 Introduction 2.1
Streamflow predictions are required for effective and sustainable catchment management. When a 
sufficient amount of historical hydrological data is available, conceptual models are often employed 
to predict streamflow. Through pairwise comparison of observed data and model predictions, model 
parameters are adjusted (either manually or automatically) and are subsequently applied to make 
streamflow predictions. However, as noted in Chapter 1, in an ungauged catchment hydrological 
observations are not available and therefore alternative methods to traditional calibration 
techniques are required. A multitude of regionalisation approaches to estimate the catchment 
hydrological response when data is scarce have been reported in the literature. However, there is no 
commonly agreed method that is most suitable for predicting streamflow at the catchment scale. 
Moreover, comparisons between different methods can give rise to very different conclusions 
depending for example on which performance measure, conceptual model, study area and 
neighbouring catchment data are used. In this chapter an overview of the most common 
regionalisation techniques is given. The review focuses on hydrograph estimation and therefore does 
not cover the large number of studies focused on regional analysis of specific streamflow statistics 
(e.g. extreme values) from which regionalisation techniques for continuous streamflow simulation 
has benefited. Unlike other types of regionalised information (e.g. flow duration curves), the 
streamflow hydrograph can represent the temporal pattern of flow at a specific point of the river, 
including rising limbs reflecting the rapid increase in discharge in response to rainfall events and 
recession limbs when discharge decreases (Parajka et al., 2013a). A discussion of methods based on 
physically-based models is also excluded for the reasons specified in Chapter 1.  
Generally, regionalisation methods reported in the literature estimate streamflow time series with or 
without the use of a conceptual hydrological model (He et al., 2011, Razavi and Coulibaly, 2013). In 
the former case, model parameters are transferred from gauged to ungauged catchments and used 
to estimate the hydrograph at the target ungauged location. The latter case transfers streamflow 
directly through empirical statistical models. Empirical statistical models tend to be simpler to apply. 
For instance, if streamflow data is available at a close upstream or downstream site, the hydrograph 
at the target ungauged location can be estimated by simply scaling of the observed streamflow to 
the target area by the ratio of the catchment areas. The UK Flood Estimation Handbook (FEH), for 
example, suggests that in catchments with no available historical time series of streamflow (or with 
very short records), the median annual maximum flood (QMED) should be estimated using the 
records of the catchments immediately upstream or downstream of the target location, if these 
catchments are gauged (Reed, 1999, Robson and Reed, 1999). However, the nearest gauged 
catchment is not always acceptably close to the target location and the large resulting interpolation 
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distances mean these empirical scaling approaches are frequently of limited applicability. Where the 
stream gauge network is sparse, methods based on a conceptual model may instead be required for 
streamflow estimation. Indeed, the need for a conceptual model approach increases with the 
distance between measurement points (McGlynn et al., 2013). This trade-off is reflected in the 
observation that the majority of regionalisation studies found in the literature estimate streamflow 
using hydrological models, with a much smaller number using empirical statistical methods to infer 
streamflow directly in ungauged catchments (Razavi and Coulibaly, 2013). Both approaches are 
based on either regression methods or some kind of distance measure between gauged and 
ungauged sites.  
In the following sections different regionalisation techniques are reviewed, with a discussion of the 
issues raised by each technique. Regionalisation techniques are subdivided into two general 
categories: 1) distance-based methods, be it geographical or functional distance, are described in 
Section 2.2; 2) regression-based approaches, are described in Section 2.3. In Section 2.4 the most 
common parameter regionalisation methods used for predicting streamflow hydrographs in 
ungauged catchments are compared based on an extensive study conducted by Parajka et al. (2013a, 
2013b). 
 Distance-based methods 2.2
The available methods for transposing information on hydrographs from neighbouring gauged 
catchments to target ungauged catchments differ in the way the available streamflow time series 
from donor catchments are used, and in the type of information which is transposed to the 
ungauged catchments. Two common approaches to transfer information utilise the principles of 
similarity based on spatial proximity (Section 2.2.1) and physical similarity (Section 2.2.2) 
respectively. 
 Spatial proximity 2.2.1
For the spatial proximity approach information can be transposed from the geographically closest 
gauged catchment. The principle of methods that rely on the transfer of information from nearby 
gauged catchments is that the physical, hydrological, and climatic characteristics of catchments are 
likely to vary smoothly in space, so one would expect that catchments in close proximity will behave 
similarly. Euclidean distance is commonly used to calculate the geographical distance between a pair 
of catchment outlets or catchment centroids 
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 Eq. 2.1 
where     ,      are the geographic coordinates of the target ungauged catchment and    ,     are 
the coordinates of the donor catchment. 
A direct transposition of the hydrograph from the nearest gauged catchment to the ungauged site is 
uncommon. Instead, the gauged hydrograph is commonly normalised before any transposition. The 
drainage area ratio method (Hirsch, 1979, Stedinger et al., 1993), for example, transfers the time 
series of streamflow of the nearest gauged catchment after normalising it by the catchment drainage 
area. It is common to assume a linear relationship between flow and drainage area, although other 
relations are possible (Mohamoud and Parmar, 2006). By assuming that the streamflow per unit area 
is the same for both the gauged and ungauged catchments (i.e. the ratio of the streamflow between 
the two catchments is equal to the ratio between the drainage areas), it is possible estimate the 
hydrograph in the ungauged catchment. Hirsch (1979) used this method to estimate monthly 
streamflow from a nearby gauged catchment. When the ungauged site of interest is sufficiently close 
upstream or downstream from an existing stream gauge, simple area scaling of the hydrograph at 
those gauges often produces sufficiently robust predictions of streamflow at the ungauged location 
(Beven, 2012) without the need to utilise a rainfall-runoff model.  
More commonly, however, the information that is transposed takes the form of a set of model 
parameters from a conceptual model. A rainfall-runoff model is selected and its model parameters 
derived by calibrating to streamflow in a gauged catchment in the vicinity of the target catchment. 
The calibrated model parameter set is subsequently used to generate discharge time series at the 
ungauged location using local climate data.  
Frequently, the nearest gauged catchment is selected as the source of calibrated parameters to run 
the conceptual model at the ungauged site. Alternatively, a combination of parameter sets from 
several donor catchments may also be used (Figure 2.1). All available catchments in the study may be 
considered as donor catchments (global regionalisation) (e.g. Parajka et al., 2005, used the calibrated 
model parameters of all 320 catchments available for the study) or, more frequently, a selected 
number of catchments in the vicinity of the target catchment (local regionalisation) may be used (e.g. 
Merz and Blöschl, 2004, used the model parameters from the immediate upstream and downstream 
neighbouring catchments; Parajka et al., 2005, transferred the model parameters of surrounding 
catchments within a radius of 50 km from the target catchment). Oudin et al. (2008) obtained 
superior results when using multiple neighbouring donor catchments than when using the calibrated 
parameter set from the single nearest gauged catchment to predict streamflow at the ungauged site. 
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In addition, when using the single closest donor catchment the results were worse than if a random 
donor was utilised. Oudin et al. (2008) suggest that using a large number of donor catchments 
instead of choosing only one donor catchment is advantageous  as it avoids introducing strong errors 
in streamflow simulation by smoothing the response across multiple sources. However, the optimal 
number of donor catchments found by Oudin et al. (2008) differed depending on the model being 
used: four donor catchments were preferred when using the GR4J model and seven when using a 
variation of TOPMODEL. 
 
Figure 2.1 – Illustration of the regionalisation approach using multiple nearest donor catchments. Adapted from Wood 
(2010:p.14). 
When multiple catchments are used as donors, model parameters may be combined in different 
ways. The most commonly used approach is to take the arithmetic mean of the model parameters of 
the donor catchments. Alternatively, inverse distance weighting can be used (e.g. Parajka et al., 
2005), which enables more weight to be given to parameter sets of donor catchments located closer 
to the target site and less to those located further away.  
When parameter sets from multiple donor catchments are averaged, either with equal weights or 
with weights inversely proportional to the distance to the target catchment, the integrity of the 
parameter sets is not maintained and problems of unrealistic combinations of parameters may arise. 
A way to preserve the integrity of parameter sets is by applying the calibrated parameter set from 
each donor catchment to the target ungauged catchment individually and then average the 
ensemble of streamflow predictions instead of averaging the parameter sets themselves (e.g. Oudin 
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et al., 2008). As the hydrological behaviour of each donor catchments is characterised by the entire 
parameter set, parameter inter-dependencies are not neglected. Oudin et al. (2008) obtained slightly 
better results when using the spatial proximity approach based on ensemble output averaging 
compared to when using the same approach based on parameter averaging: when using GR4J model 
the differences between the two methods were minimal, while when using a variation of TOPMODEL 
output averaging outperformed parameter averaging.  
More sophisticated approaches based on geostatistical methods (e.g. kriging) for transferring model 
parameterisations between catchments are also reported in the literature. Geostatistical methods 
build upon simple spatial proximity approaches by accounting for potential spatial correlations. To 
estimate the model parameters for the ungauged catchment, different weights are given to 
parameter sets of gauged catchments. Those weights are estimated on the basis of the spatial 
correlations of model parameters and the relative locations of the catchments. Vandewiele and Elias 
(1995), who derived the parameters of a monthly water balance model for 75 catchments in Belgium 
by considering each catchment, in turn, as ungauged, found that kriging gives good results in 72% of 
the catchments, whereas only 44% of the catchments performed well by solely using the parameter 
values of neighbouring catchments. Samuel et al. (2011), using 94 catchments in Canada and a 
modified version of the HBV model, also found that kriging and inverse distance weighting methods 
outperform the mean parameter methods. On the other hand, Merz and Blöschl (2004) found that 
using the parameters of immediate upstream and downstream neighbours offers slight 
improvements over kriging.  
Archfield and Vogel (2010) applied kriging to the estimation of daily streamflow time series, but 
instead of transferring model parameters, they selected the gauged catchment whose daily flows 
were most correlated with the ungauged catchment. The selection of the most correlated gauged 
catchment was done by first estimating the Pearson’s correlation coefficients from the logarithms of 
the daily streamflow time series between pairs of stream gauges. Based on the square differences 
between the correlation coefficients for each pair of stream gauges, a sample variogram was 
determined for each gauged catchment and a theoretical variogram model was fitted. Based on the 
theoretical variogram, ordinary kriging was used to determine the correlation between an ungauged 
location and each of the gauged catchments in the study area. The catchment presenting the highest 
correlation value was then selected as the donor catchment. Streamflow was subsequently 
transferred by the drainage area method (Stedinger et al., 1993), assuming that the streamflow per 
unit area for the ungauged catchment was the same as that for the gauged donor catchment. This 
method, termed the map correlation method, implicitly assumes that the correlation of streamflow 
time series reflects the way catchments integrate the response of their physical and climate 
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characteristics. The method, when applied to 28 United States Geological Survey (USGS) streamflow 
stations located in the New England region of the United States, gave generally better results than 
using the nearest stream gauge to estimate streamflow.   
 Physical and related types of similarity 2.2.2
The extent to which flow regimes in neighbouring catchments are more similar than those of distant 
catchments is controversial. Archfield and Vogel (2010) using 28 stream gauges showed that only 
around one third presented a strong relationship between Euclidean distance and Pearson’s 
correlation coefficient computed from the logarithms of the daily streamflow values between the 
pairs of stream gauges. Moreover for more than two thirds of the stream gauges, the nearest stream 
gauge did not show the highest correlation. This suggests that similarity in catchments flow regime 
can be extremely complex, and may reflect many factors other than geographic distance. Catchment 
response can change abruptly in space (due to, for example, sudden changes in geology) making 
spatial proximity between two stream gauges an imprecise indicator of streamflow regime similarity 
(Archfield and Vogel, 2010, He et al., 2011).  
An alternative to the spatial proximity approach is the physical similarity approach. The physical 
similarity approach is based on the assumption that catchments with similar climatic and physical 
attributes (such as meteorological, geomorphic and land cover among others) should behave 
similarly and so the optimised rainfall-runoff model parameters representing certain catchment 
characteristics should also be valid in other catchments with similar attributes. In the physical 
similarity approach, the transference of model parameters may be achieved using regression-type 
approaches (discussed in detail in Section 2.3.1) or using other similarity approaches that transpose 
the entire parameter set from a comparable catchment in terms of physiographic and climatic 
attributes. Catchments can vary in many different ways and therefore different distances in the 
space of physiographic and climatic descriptors have been reported in the literature to measure the 
degree of similarity between catchments. Despite the fact that the form of the similarity measure 
differs from study to study, ‘closeness’ in regional studies for continuous streamflow simulation often 
takes the general form (He et al., 2011):  
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 Eq. 2.2 
where      and     are the value of each catchment descriptor            for the target and 
donor catchment respectively,    is the weight associated with the   catchment descriptor, and 
    is the standard deviation of the descriptor across all the catchments under study. Dividing by the 
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standard deviation makes this measure of similarity dimensionless and ensures that different 
descriptors are comparable. As an example, the similarity measure used by Robson and Reed (1999) 
in the FEH uses catchment area (A), standardised annual average rainfall (SAAR) and baseflow index 
from the Hydrology of Soil Types system (BFIHOST, Boorman et al., 1995), the first two 
logarithmically transformed to reduce the skewness of these variables, and is defined as 
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 Eq. 2.3 
Although commonly similarity is accessed using a metric of the form of Equation 2.2, other distance 
measures, such as the Mahalanobis distance (Cunderlik and Burn, 2006), which, unlike Equation 2.3, 
account for the correlations of the descriptors, are described in the literature.  
After finding the ‘closest’ catchment in terms of whatever hydrological distance is used to assess 
similarity, the parameter set calibrated on the most similar gauged catchment is transferred to the 
target ungauged catchment. Alternatively, a pooling group, formed of several donor catchments that 
are sufficiently similar to the ungauged catchment, may be created, and their parameter values 
combined (e.g. Kay et al., 2007). This is comparable to the combination technique applied when 
using the spatial proximity approach and as previously the disregard of model parameters inter-
dependencies is a major drawback. Problems related to model parameter inter-dependencies may be 
overcome by utilising the multiple parameter sets calibrated on the most physically similar 
catchments to generate ensemble predictions of streamflow in the ungauged catchment. These 
ensemble streamflow outputs may then be averaged as opposed to averaging the model parameters 
themselves. Again, this reflects a corresponding technique to that described in Section 2.2.1 for the 
spatial proximity approach. 
A limitation of the physical similarity approach is the lack of agreement within the literature as to 
what measure should be used to define similarity, and what catchment descriptors to include (for a 
list of catchment attributes used in different streamflow regionalisation studies see Razavi and 
Coulibaly, 2013, Table 2). Often, the catchment descriptors and the weights applied to them when 
defining a distance measure depend upon the dataset used (Reichl et al., 2009). This reflects the 
paucity of knowledge about the underlying reasons for catchment similarity (He et al., 2011). 
Catchment classification is an on-going area of research which aims to provide practical solutions to 
this problem of identifying similar catchments which may then be used for robust regionalisation. An 
example of a potential physically meaningful classification scheme has been given by Sawicz et al. 
(2011).  
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Other forms of grouping that go beyond those based on the simple similarity metric given in 
Equation 2.2 have been reported in the literature. Samaniego et al. (2010), for instance, proposed a 
new similarity measure based on copula distribution of streamflow data. This measure synthesises 
the stochastic dependence of a pair of streamflow time series observed at two different locations. 
Streamflow can be seen as the aggregation of all climatic and morphologic conditions in a catchment 
and therefore, in this approach, copulas estimated on the basis of streamflow time series are used to 
help reveal the dominant hydrological processes in the catchment. Given that in an ungauged 
catchment streamflow is not available, Samaniego et al. (2010) suggested mapping dissimilarity 
measures in the catchment descriptors space. Streamflow in the ungauged catchment can then be 
estimated by transferring parameters from gauged catchments on the basis of the metric defined in 
attribute space. Nash-Sutcliffe Efficiency (NS, Nash and Sutcliffe, 1970) values between 0.76 and 0.86 
were obtained when the proposed methodology was used to estimate daily streamflow in 38 
German catchments.  
In addition to issues around how to define similarity, care must also be taken to consider the 
robustness of the underlying assumption that catchments that are comparable with respect to 
climate and physical characteristics will also be hydrologically similar. Indeed, Oudin et al. (2010) 
found that the physical similarity approach may be invalid when applied in catchments with very 
specific hydrological behaviour or where the role of underground properties in determining 
hydrological behaviour is not accurately described by the avilable physical descriptors. Additionally, 
Ali et al. (2012) also found a lack of correlation between groups of catchments defined based on 
physical properties and groups based on flow derived signatures in a Scottish regional context. This 
suggests that there may be a number of circumstances where the physical similarity approach is 
likely to be an unreliable method of predicting streamflow in ungauged catchments. 
 Comparison of spatial proximity and physical similarity approaches 2.2.3
Much debate exists in the literature as to the relative merits of physical similarity versus spatial 
proximity approaches to regionalisation. The advantages of the physical similarity approach are 
widely noted in studies on model regionalisation (McIntyre et al., 2005, Young, 2006, Reichl et al., 
2009). However, a number of studies (Oudin et al., 2008, Zhang and Chiew, 2009, Samuel et al., 
2011) highlight that the approach may nevertheless be outperformed by the spatial proximity 
approach. Oudin et al. (2008), using 913 French catchments, found that spatial proximity with 
multiple donors outperformed the physical similarity approach (both approaches were applied based 
on averaging of model outputs). When using spatial proximity Oudin et al. (2008) obtained a median 
NS value of 0.73 for GR4J model and 0.71 for a modified version of TOPMODEL, while for the physical 
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similarity approach the median NS for the same models were 0.71 and 0.69 respectively. Zhang and 
Chiew (2009) also found that the spatial proximity approach performed slightly better than the 
physical similarity approach (where the catchment with the most similar attributes was used as 
donor catchment). In addition, Samuel et al. (2011) found that kriging and inverse distance weighting 
methods gave better results than the physical similarity approach (where those catchments with a 
degree of similarity above a certain threshold were used as donors and the model parameters of the 
ungauged catchment were estimated by averaging each model parameter of the selected donor 
catchments), suggesting that catchment attributes may play a less important role than spatial 
proximity. The mixed outcomes obtained from both regionalisation approaches are not unexpected. 
The large variety of catchment characteristics used in different studies, failure to account for 
important catchment attributes, use of unrepresentative descriptors, and the differences in the 
densities of the climate and stream gauge networks utilised are just some of the factors that will 
affect the performance of any given regionalisation approach. Oudin et al. (2008), for instance, noted 
that their observation of improved results when using a spatial proximity approach may be caused by 
the absence of important catchment descriptors. Moreover, Oudin et al. (2008) used a dense 
network of gauging stations, which favours the spatial proximity approach by increasing the validity 
of the assumptions behind it. The effect of stream gauges density was assessed by Oudin et al. (2008) 
by progressively reducing the number of donor catchments used in different regionalisation 
procedures. Results seem to indicate that as the network becomes denser, the more evident is that 
the spatial proximity outperforms physical similarity (Figure 2.2). When the density of stations is less 
than 60 stations per 100,000 km2 the two methods seem to give similar results (Figure 2.2).  
 
Figure 2.2 – Stream gauge density impact on streamflow estimation in ungauged catchments, assessed in terms of NS, 
when GR4J was used as conceptual model. From Oudin et al. (2008:p.11). 
M
ed
ia
n
 N
S
Stream gauge network density (stations per 100,000 km2)
Calibration
Regression
Spatial proximity
Median
0.85
0.80
0.75
0.60
0.70
0.65
0.55
1 10 100 1000
Physical similarity
42 
 
 Regression-based methods 2.3
 Regression on parameters 2.3.1
The regression-type approach, commonly referred to as the classical approach of regionalisation 
(Deckers et al., 2010), has been widely applied in regionalisation studies and is based on statistical 
relationships between model parameters of conceptual rainfall-runoff models and catchment 
descriptors (physical and climatic). In this approach, a conceptual rainfall-runoff model is selected 
and calibrated to observable catchment responses for numerous gauged catchments with known (or 
estimated) catchment descriptors. Commonly, for each gauged catchment only the parameter set 
with the best performance in terms of a certain metric is retained. Subsequently, statistical models 
are established relating each parameter (dependent variables) to a set of catchment descriptors 
(independent variables), assuming that the uniqueness of a catchment can be caught in its distinctive 
combination of descriptors. Model parameters for the ungauged catchment can then be estimated, 
for the selected conceptual model structure, using the derived regression model and the 
corresponding set of catchment descriptors for the ungauged catchment. Once a model parameter 
set has been calculated for the ungauged catchment, streamflow can then be simulated (Figure 2.3).  
 
Figure 2.3 – Schematic representation of regionalisation of model parameters. Adapted from Wood (2010:p.9). 
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These statistical models are, most commonly, based on linear multiple regressions (e.g. Lamb and 
Kay, 2004). However, the common choice of a linear model for the structural form of the regression 
equation is one of convenience rather than one based on known relationships. Non-linear 
relationships are sometimes introduced by transforming (e.g. logarithmically) either the dependent 
or the independent variables (e.g. Tung et al., 1997, Young, 2006, Wale et al., 2009).  
A key choice when performing regression on parameters is which catchment descriptors are best for 
predicting model parameters. Unfortunately, it is frequently uncertain which landscape attributes 
will best explain each of the different rainfall-runoff model parameters. It is common therefore to 
initially consider a wide range of possible descriptors and then refine to a smaller subset using some 
form of statistical analysis and hydrological reasoning. At the simplest level, this involves calculating 
all possible regressions for the full set of combinations of catchment descriptors (e.g. Kokkonen et 
al., 2003). However, when many predictors are available this is a cumbersome and time-consuming 
process. The use of algorithms, such as leaps-and-bound of Furnival and Wilson (1974), offers a more 
targeted approach. Such algorithms focus on finding the best regression (based on a criterion such as 
the residual sum of squares) for subsets with the same number of independent variables. This 
algorithm by controlling over the sequence in which subset regressions are computed, avoids the 
need to compute all possible models (Rawlings et al., 1998). However, a stepwise procedure is the 
most frequently used approach used in the context of regionalisation of model parameters (e.g. Lee 
et al., 2006). This method is often preferred because it enables reliable, although not necessarily the 
best, regression models to be established with lower computational demands than the methods 
described previously (Draper and Smith, 1998). 
The regression on parameters approach for predicting streamflow in ungauged catchments has been 
widely reported in the literature (e.g. Merz and Blöschl, 2004, Wagener et al., 2004, Parajka et al., 
2005, Lee et al., 2006, Wagener and Wheater, 2006, Wale et al., 2009, Deckers et al., 2010, 
Pechlivanidis et al., 2010). Generally these studies indicate that the performance of this approach has 
been mixed, with most showing weak or even absent relationships between parameters of rainfall-
runoff models and catchment descriptors. Merz and Blöschl (2004), for example, using an 
11-parameter model of daily flows applied to 308 Austrian catchments, found that the strength of 
regression relationships with individual catchment descriptors was consistently less than or equal to 
R2 =0.27 (and for five model parameters less than or equal to R2 =0.1). Peel et al. (2000), using 331 
catchments in Australia (mainly in eastern and south-east Australia), found that no parameters of the 
SIMHYD model were significantly correlated to the catchment descriptors. In contrast, Post and 
Jakeman (1999), using a six-parameter model of daily flows applied to 16 catchments in south-east 
Australia, obtained correlations as strong as R2 =0.94. However, even if a high correlation is found 
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care must still be taken. Regional relationships with a high degree of fit, do not necessarily imply a 
set of parameters with good predictive capacity at the ungauged site (e.g. Kokkonen et al., 2003, 
Vogel, 2005, Deckers et al., 2010). Deckers et al. (2010), for example, using 14 catchment 
characteristics of 17 catchments spread over England and Wales found statistically significant 
relationships for six of the seven model parameters. In spite of this, the predictive capability of the 
regionalised parameters in simulating streamflow at assumed ungauged catchments was poor.  
Estimating the values of model parameters directly from landscape attributes using a regression-type 
approach, while intuitive, is generally not recommended for a number of reasons. Although the 
parameters of conceptual models are mostly designed to have a physical interpretation, little is 
known on the nature of relationship between model parameters and the catchment attributes. 
Consequently, deciding which catchment attributes are relevant to describe the catchment 
hydrological response is non-trivial, despite all the statistical techniques available to aid this process. 
Statistical relationships must also have physical meaning if they are to be reliably extrapolated to 
ungauged catchments (Parajka et al., 2013b). However, it is often the case that the statistical 
relationships found cannot be explained through hydrological reasoning, potentially leading to 
erroneous predictions when this information is regionalised. Seibert (1999), for instance, found 
relationships between six of the 13 HBV model parameters and attributes of 11 Swedish catchments. 
However, only relationships between snow parameters and forest percentage could be interpreted 
on physical grounds. Deckers et al. (2010) also showed that for the six (out of seven) statistical 
significant relationships established for the HBV model parameters, only three were found to be 
hydrologically plausible. Relationships between ALFA parameter (determining the non-linearity of 
flow in quick runoff reservoir) and topographic catchment characteristics (i.e. elevation and 
hypsometric integral) found by Deckers et al. (2010) could not be explained by hydrological 
reasoning, while relationships between Kf parameter (the recession coefficient for runoff from quick 
runoff reservoir) and topographic catchment characteristics and urban percentage supported the 
process basis of the model. Despite the problems identified before, it is possible that improved 
results from regression on parameter methods could be generated by gathering more and better 
catchment information or by reformulating the structure of the regional relationships between 
model parameters and catchment descriptors (Vogel, 2005). For example, catchment descriptors are 
generally defined as lumped static indicators and may therefore not be very representative of the 
hydrological functioning of the catchment, which will vary spatially and temporally. Indeed, Merz and 
Blöschl (2004) noted that dynamic catchment characteristics (e.g. seasonality measures, catchment 
state variables such as soil moisture and snow cover, and storm type indicators) may be needed to 
make noticeable improvements in the regionalisation of model parameters. Additionally, some of the 
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parameters in rainfall-runoff models reflect sub-surface processes, but most measurable catchment 
descriptors (such as topographic characteristics and vegetation) refer to the surface conditions 
(Wagener et al., 2004, Blöschl, 2005). Clearly this suggests that new types of predictors reflecting 
landscape organisation and regional climate patterns are required (Parajka et al., 2013a), along with 
a better understanding of how parameters of conceptual rainfall-runoff models relate to catchment 
characteristics (Duan et al., 2006). 
Parameter inter-relationships are a further issue. The model parameters are, most commonly (but 
not always), estimated independently from the others. Univariate regression of model parameters 
against catchment descriptors is appealing due to its simplicity. However, assuming that the model 
parameters are not correlated is unlikely to be justifiable and may lead to parameter combinations 
that are unrealistic. Kokkonen et al. (2003) found that ignoring model parameters inter-
dependencies in the development of the regression equations led to a significant decrease in the 
predictive capability of the regionally calibrated model. The disregard of the inter-relations between 
parameters has been widely criticised in the literature (McIntyre et al., 2005, Bárdossy, 2007).  
Tung et al. (1997) proposed an alternative approach to take into account dependencies between 
model parameters, using multivariate regression methods. This approach considers several 
correlated dependent variables simultaneously when establishing the empirical relationships. It was 
applied with some degree of success in the regionalisation of a two-parameter Nash Instantaneous 
Unit Hydrograph. However, this type of regression, when applied to rainfall-runoff models 
characterised by several parameters, can become very complex. A simpler approach for when the 
selected conceptual model has multiple parameters was proposed by Kokkonen et al. (2003). The 
suggested procedure involves selecting as independent variables not only catchment descriptors but 
also other model parameters. When two model parameters show a strong correlation, one of them is 
used to estimate the other, after having regionalised the other by correlation with catchment 
descriptors. A better predictive ability was obtained with this procedure than with univariate 
regression by Kokkonen et al. (2003). 
A further possible reason for the poor results obtained using the regression-approach is the potential 
errors in the estimates of catchment descriptors. These errors are important as they will bias the 
underlying relationship between the calibrated model parameters and the catchment descriptors. 
Catchment descriptors are often determined based on point-scale laboratory measurements that are 
then extrapolated to the entire catchment. However, some catchment characteristics are highly 
variable in space thus making it problematic to reliably determine catchment-scale values from point 
measurements. For example, measured point values of the saturated hydraulic conductivity in a 
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small catchment (0.94 km2) located in Western Australia, were found to be in the range 0.2 to 
22.7 m.d-1 (Sharma et al., 1987). Furthermore, the catchment characteristics that can be used as 
predictors may not be independent from one another. The usual procedure is to eliminate properties 
that are thought to be highly dependent on other properties, either by looking at correlations 
between them, or by using a stepwise regression procedure. The presence of highly correlated 
catchment descriptors is problematic because it may lead to a large number of alternative regression 
model choices with similar fits. In addition high correlation may also result in a catchment descriptor 
being given preference in the regression model over another descriptor, making it challenging when 
trying to explain the relationships through hydrological reasoning.  
The simplistic assumption that the conceptual model structure used is capable of representing all 
catchments included in the study is a further complicating factor. The optimal parameter set 
estimated for the target catchment will necessarily be restricted by the pre-selected conceptual 
model structure, irrespective of whether this model structure is adequate to represent the dominant 
hydrological processes in the target catchment. Additionally, the validity of the optimal parameter 
set also depends on the objective function(s) selected to measure the model performance. Different 
parameter sets are likely to be optimal depending on which objective function used (Seibert, 1999, 
Wagener et al., 2004). Seibert (1999), when using two different performance criteria independently, 
found that the optimal parameter set varied for nine out of the 11 catchments depending on the 
performance metric used. This is not unexpected as different objective functions judge the goodness 
of certain parameter sets in different ways, giving weight to specific aspects of model performance 
(Seibert, 1999, Krause et al., 2005). Problematically for regionalisation, this implies that different 
regression relationships between optimum parameters and catchment descriptors will be obtained 
depending on the criteria used. Moreover, Seibert (1999) found that some parameters that could be 
related to certain catchment descriptors using one criterion could not be related to any available 
catchment descriptor when an alternative criterion was used. Furthermore, the statistical 
relationships established for the same parameter using different criteria did not necessarily include 
the same catchment descriptors. 
Another problem is the lack of identifiability with respect to model parameters in combination with 
the problem of lack of identifiability with respect to model structure. The parameter identification 
problem results in model insensitiveness to changes in parameter values and is related to parameter 
inter-dependencies (Beven and Freer, 2001). The issue of parameter equifinality (Beven, 1993, 
Beven, 2006) and resulting inability to converge to a globally optimal parameter set means that the 
statistical regression relationships established are often meaningless. In most studies, only the best 
value of each parameter with respect to a specific objective function is selected (e.g. Lamb and Kay, 
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2004, Merz and Blöschl, 2004, Deckers et al., 2010) to establish the regression relating each 
parameter with catchment descriptors. This selection can be rather arbitrary due to the non-
uniqueness of parameters. Fernandez et al. (2000) and Vogel (2005) introduced a new regionalisation 
approach for estimating model parameters, which, instead of choosing parameters that minimise 
model residuals alone, involves fitting the conceptual model parameters and the regression 
relationships concurrently (Figure 2.4: one-step). The idea is to select within the virtually 
indistinguishable parameter sets so as to maximise the goodness-of-fit of regional relationships 
between model parameters and catchment descriptors. Although this approach can produce 
extremely accurate regression relationships, while maintaining the goodness-of-fit between 
modelled and observed streamflow in gauged catchments, it does not necessarily result in 
improvements in streamflow simulation at an ungauged site (Vogel, 2005). Lamb and Kay (2004) 
presented an alternative approach to address the problem of parameters lack of identifiability (and 
also the model parameter inter-dependencies) using a sequential regression procedure (Figure 2.4: 
sequential). This procedure starts in the traditional way by calibrating the conceptual model to each 
of the donor catchments. The parameter judged to produce greatest sensitivity in the objective 
function response surfaces (i.e. the parameter most likely to indicate a clear single optimum value) is 
selected and a univariate regression is fitted against catchment descriptors based on a single 
‘optimum’ parameter value for each catchment. This parameter is subsequently set to the value 
derived from the regression for all gauged catchments. This way, the remaining parameters become 
more identifiable. The remaining parameters are then recalibrated for each catchment. Once again, 
the parameter with the largest impact in the model performance is selected and a regression for that 
parameter is derived. This process is repeated sequentially until a regression relationship has been 
derived for all parameters.  
 
Figure 2.4 – General approaches used for regression on parameters. From He et al. (2011:p.3547). 
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 Regression on response signatures 2.3.2
As previously discussed, the classical approach of regionalisation based on regression of parameters 
on catchment indicators is undermined by the uncertainty in the model parameters (and 
consequently the derived regional relationship), and the disregard (or simplification) of model 
parameter inter-relationships (McIntyre et al., 2005, Bárdossy, 2007). An alternative approach used 
for streamflow prediction in ungauged catchments, that allows transposing the model parameters as 
vectors or sets, conditions model simulations in order to reproduce hydrological response signatures 
(e.g. Bárdossy, 2007, Yadav et al., 2007, Castiglioni et al., 2010). Response signatures are extracted 
from available output or input-output time series and can provide insight into the hydrological 
functional behaviour of the catchment (e.g. mean annual discharge, baseflow index and runoff ratio). 
For gauged catchments, signatures can be estimated directly from local observations and used to 
calibrate the hydrological model (Wagener and Montanari, 2011). For ungauged catchments, given 
that streamflow data are not available, response signatures need to be first estimated through an 
appropriate regionalisation procedure, before they can be used to constrain model simulations. The 
basic steps of this approach are (Figure 2.5): 
1. The response signatures are calculated for numerous gauged catchments with known 
catchment descriptors, i.e. physiographic and/or meteorological catchment attributes; 
2. Models relating each response signature to a set of numerical catchment descriptors are 
subsequently fit;  
3. Given the descriptors of the ungauged catchment, the signature for the ungauged location is 
estimated using the derived regression equation;  
4. The regionalised signature is used to constrain the prior range of streamflow simulations 
generated using a pre-selected conceptual model and hence restrict the possible parameter 
space.  
A single regression model can be fitted for the entire domain of interest (termed global regression). 
Alternatively, when the area of study is heterogeneous and this is believed to result in highly variable 
catchment hydrological behaviour, the domain may be broken into smaller regions and different 
regression models fitted for each region (termed regional regression) (Laaha and Blöschl, 2006).  
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Figure 2.5 – Schematic representation of regionalisation of response signatures. Adapted from Wood (2010:p.19). 
A wide variety of response signatures are described in the literature. Some signatures which have 
proved useful to condition model simulations in ungauged catchments include runoff ratio (Yadav et 
al., 2007), baseflow index (Bulygina et al., 2009), flow of duration curve (Yadav et al., 2007), peak 
distribution (Yadav et al., 2007) and curve number (Bulygina et al., 2011). A detailed description of 
some of these signatures is provided in Chapter 4. Ultimately, the signatures used should be selected 
based on the dominant hydrological processes in the catchment and on the specific parts of the 
hydrograph that are of greatest importance for the given application (Parajka et al., 2013a). By 
conditioning the model on matching catchment behaviour in a meaningful way, more realistic 
models may be formulated (Hrachowitz et al., 2013). 
In addition to the choice of which response signatures to use to condition the model, it is also 
necessary to decide which landscape attributes to include in the regression model. As for the 
regression on parameters, several catchment descriptors may initially be included in the regression, 
but only those that significantly contribute to explaining the variance of the dependent variable are 
ultimately retained. A stepwise procedure is the most frequently used approach used in the context 
of regionalisation of response signatures (e.g. Yadav et al., 2007, Castiglioni et al., 2010, Almeida et 
al., 2012).  
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A number of studies have successfully adopted this approach of regression on response signatures 
for prediction of streamflow in ungauged catchments. For example, Bárdossy (2007) using the HBV 
model calibrated several donor catchments, retaining from each catchment a set of good parameter 
sets (defined based on NS). These parameter sets were then applied to the ungauged catchment and 
response signature related to the statistics of the discharge time series (i.e. mean annual discharge to 
evaluate the water balance and standard deviation of the daily discharge to evaluate the variability 
of the daily discharges) were calculated. Those statistics were then compared with the corresponding 
regionalised values, which have been previously estimated using catchment descriptors and non-
linear regression models. If the discharge statistics did not differ much from the regionalised ones, 
the HBV parameter set was considered as a possible candidate for modelling the ungauged 
catchment. Results for 16 German catchments showed that model parameters transferred using this 
approach performed well in the ungauged locations. 
Yadav et al. (2007) adopted a similar approach using several response signatures to condition model 
parameters in an uncertainty framework. Response signatures were related to the magnitude of 
high, average and low flows, duration of flows, event frequencies, rate of change in flows and timing 
of flow events. Of the initial 39 different response signatures, only 28 were retained for model 
conditioning so that redundant information was not used. The 28 response signatures were then 
further reduced to 19 so that signatures that could not be regressed against catchment descriptors 
(i.e. that did not show a very good coefficient of determination) were not used. The most influential 
catchment descriptors were found to be the baseflow index (here used as a catchment descriptor), a 
wetness index (equal to precipitation divided by potential evaporation) and the average surface 
slope. Using a Monte Carlo framework parameter sets were randomly generated for HYMOD model 
(PDM model connected with two series of linear reservoirs – three reservoirs in series to simulate the 
quick response and one reservoir for the slow response). Those parameters were then applied to the 
ungauged catchment and the corresponding response signatures calculated and compared to the 
regionalised signatures. Uncertainty in the estimation of the response signatures was incorporated 
by defining ranges of estimated signatures, based on confidence and prediction limits1. The 
regionalised ranges of response signatures were used to constrain the model predictions, by 
considering only the parameter sets that produce response signatures falling within these ranges as 
behavioural. High pulse count, runoff ratio and the slope of flow duration curve provided strong 
                                                          
1
 The confidence interval considers the uncertainty in the regression parameters and is therefore a measure of 
the certainty (or uncertainty) of predicting the true (expected or mean) value of the variable. The prediction 
interval, besides incorporating the uncertainty in the regression parameters also includes the uncertainty in 
any new measurement of the response signature, whereby it is a measure of the certainty of predicting some 
future (possible) value of that variable. Therefore, the prediction interval is necessarily wider than the 
confidence interval. 
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regionalisable constrains while producing reliable predictions (in the sense that the predicted 
streamflow intervals included most streamflow observations). However, when many response 
signatures were used simultaneously all parameter sets could be rejected. This seems to indicate that 
some of the regression models could not estimate signatures adequately. Another possible 
explanation might be related to the inability of the model structure to adequately represent all the 
modelled catchments. For the latter case, even if the regionalised signature is accurately estimated 
by the regression, poor predictions will still be obtained due to the limitations imposed by the 
structure of the rainfall-runoff model. 
The approach of Yadav et al. (2007) was refined by Zhang et al. (2008), who introduced a multi-
objective framework to more efficiently identify parameter sets that would satisfy multiple signature 
constraints. Similarly, Castiglioni et al. (2010) also used a multi-objective calibration procedure. In 
this study regional regression equations were established for the average value, standard deviation 
and lag-one autocorrelation coefficient of streamflow. The three-objective calibration procedure was 
then used to identify the set of non-dominated, or Pareto optimal (Gupta et al., 1998), solutions for 
the HYMOD model. The parameter sets lying on the Pareto front were subsequently used to run the 
conceptual model and obtain an envelope of model outputs, providing an indication of the predictive 
uncertainty induced by fitting with different accuracy the individual pattern of the three 
aforementioned signatures. The described procedure was applied to four Italian catchments, which 
were assumed to be ungauged, drawn from a larger dataset of 52 catchments used to develop the 
regional models (51 catchments were used to develop the regional model, whereas one catchment 
was left out to be used as ungauged). NS (calculated based on the mean streamflow value at each 
time step) obtained for the four catchments using the regionalisation procedure varied between 0.22 
and 0.67, while when applying the same multi-objective framework, but using observed signatures, 
NS varied between 0.51 and 0.71. 
Another example of the use of response signatures is the work of Bulygina et al. (2009), who 
implemented the regionalisation strategy of Yadav et al. (2007), using a formal Bayesian procedure, 
with considerable success, when applied to a catchment in Wales, UK. However, instead of building 
new regional regression models linking response signatures to catchment descriptors, Bulygina et al. 
(2009) used the baseflow index values previously regionalised and recorded within the Hydrology of 
Soil Type database (BFIHOST, Boorman et al., 1995). Due to the limited amount of information 
contained within BFIHOST, those parameters of PDM model unrelated to soil type could not be 
conditioned by this response signature. Bulygina et al. (2011) extended this work by using the curve 
number (CN) from the United States Department of Agriculture’s Soil Conservation Service soil and 
land use classification (USDA, 1986) as a complement to BFIHOST to bring in additional information. 
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Nevertheless, only two of the five parameters of PDM could be constrained when using both 
response signatures, indicating that additional sources of information should be sought. In spite of 
this, the procedure significantly reduced the prior uncertainty in streamflow prediction and gave 
predictions close to those obtained when the model is calibrated (Bulygina et al., 2011). It is worth 
noting that Bulygina et al. (2011) treated explicitly the dependencies between the two regionalised 
sources of information, but only insofar as the best estimate of CN was calculated using a soil type 
that depended on the soil type used to calculate BFIHOST. The dependency between the errors, for 
the purpose of uncertainty analysis, was not considered. Because CN and BFIHOST came from two 
independent databases it was not possible to estimate the dependencies between their errors. The 
lack of consideration of the error dependencies may have led to some potentially unrealistic 
differences between the predictions. 
The use of multiple signatures is preferable in order to accurately reflect a wide range of hydrological 
processes (Parajka et al., 2013a). However, previous approaches reported in the literature have 
tended to use a small number of signatures (e.g. Bulygina et al., 2009, Bulygina et al., 2011) and/or 
tend to select signatures that are independent (e.g. Yadav et al., 2007). Frequently, only a small part 
of the available information is used in the modelling process to guarantee that only orthogonal data 
sources are used and therefore that the same information is not counted more than once. Moreover, 
the lack of consideration of the error dependencies when more than one response signature is used 
can lead to poor predictions. A way of combining all the available information, not all of which is 
necessarily independent, is therefore needed to ensure that best use is made of the available 
resources. However, in such situations attention must be paid to ensure that information is neither 
double-counted nor neglected, along with ensuring that the signature remains a stationary process.  
Regionalisation based on the regression of response signatures has some obvious advantages over 
other regionalisation approaches. These include the transference of parameters as sets, access to 
readily available regional models for different signatures in the literature (such as BFIHOST and CN 
from the USDA) hence eliminating the need to build new regional regression models, and the fact 
that it is not specific to any rainfall-runoff model nor to a particular calibration method used in the 
gauged catchments. Additional potential benefits relate to the flexibility in the selection of the 
response signatures, thus ensuring that they are predominantly independent and well-defined for 
the relevant set of catchments. Importantly, this allows relationships with catchment descriptors to 
be established with minimal ambiguity. The underlying challenge is to find response signatures which 
are adequately informative and lead to well-defined regional relationships (Bulygina et al., 2009). 
Ultimately, the quality of the streamflow predictions will strongly depend on the choice of signatures 
and how well the response signatures can be regionalised.  
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 Comparison of regionalisation methods 2.4
From the previous sections it is evident that there are a multitude of methods available in the 
hydrological modelling literature for the estimation of continuous streamflow in an ungauged 
catchment in general, and for the estimation of model parameters of conceptual models in 
particular. However, there is no universal best approach for all of the catchments. Possible reasons 
for the differences in performance between regionalisation techniques have been presented in 
several inter-comparison studies (e.g. Merz and Blöschl, 2004, Oudin et al., 2008, Samuel et al., 
2011). However, trying to compare the different methods presented in different studies can be 
misleading and contradictory. Some reasons for that have already been noted in Section 2.2, 
including variable data availability (e.g. different climate and hydrometric network densities) and 
different catchment descriptors used in different studies. Other causes include: the use of different 
conceptual models; application of different performance statistics to evaluate the streamflow 
predictions; different datasets of variable quality used to define the catchment descriptors (e.g. the 
resolution of the Digital Elevation Maps that are used to delineate catchments are often 
inconsistent); and even dissimilarities in methods employed within a particular group of approaches 
(e.g. functional distances can be measured in different ways of which Euclidean and Mahalanobis 
distances are only two examples, different weights can be used, or even when multiple donors are 
used some studies average the model outputs while others average the model parameters). Also, 
different studies present study areas with very different catchment areas. For instance, Post and 
Jakeman (1999) used catchments with area less than 1 km2, while Samuel et al. (2011) used 
catchments as big as 100,000 km2. A greater study area tends to present a greater variability in terms 
of climatology and geomorphology and this will necessarily have an impact on the results. For 
example, the errors resulting from data interpolation from point-scale rain gauges to estimate 
precipitation over the entire catchment tend to increase with catchment area (McMillan et al., 2012). 
McMillan et al. (2012), based on information from different studies, estimate standard errors of 4 to 
14% variation at 102 m scale, 33 to 45% at the 103 m scale and 65% at the 104 m scale.  
For all these reasons, a more consistent comparison of regionalisation methods is desirable. A recent 
comparative evaluation of parameter regionalisation methods for predicting hydrographs in 
ungauged catchments has been undertaken (see Parajka et al., 2013a, Parajka et al., 2013b), where 
possible impacts of data availability, climate, catchment characteristics and model complexity in 
streamflow prediction performance were taken into account. Parajka et al. (2013a, 2013b) looked at 
34 regionalisation studies published in the last decade, covering a total of 3,874 catchments, that 
used different hydrological models, different regionalisation approaches and different ways to 
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present results and, in a systematic way, compared the average predictive performance (in terms of 
NS) of those studies. The regionalisation methods compared include: 
1. Spatial proximity approach using parameters from the closest gauged catchment, including 
examples of the nearest-neighbour, kriging and inverse distance weighting interpolation 
methods; 
2. Physical similarity approach that uses parameters from the most similar catchment in terms 
of physical and climatic characteristics; 
3. Weighted combination of parameter sets (or ensemble streamflow simulations) from more 
than one donor catchment, which are selected either based on spatial proximity, catchment 
characteristics or both; 
4. Regression on parameters that first estimates model parameters at each gauged catchment 
and then relates them to catchment descriptors by an empirical relationship (two 
independent steps); 
5. Regression on parameters with the estimation of parameters at each gauged catchment and 
the establishment of regression relationships between parameter and catchment descriptors 
implemented concurrently. 
From this comparative study Parajka et al. (2013a, 2013b) suggested that differences between 
regionalisation methods do not seem to impact markedly on model performance. They also 
suggested that better predictions of daily streamflow hydrographs are obtained for humid and cold 
regions than arid regions. The authors argue that the poorer performance of regionalisation methods 
in arid regions may be related to the fact that arid regions tend to be spatially more heterogeneous 
and the hydrological processes more non-linear (Parajka et al., 2013a, Parajka et al., 2013b). In 
addition to differences between humid and arid catchments, Parajka et al. (2013a, 2013b) also 
found: no clear dependence seems to exist between model complexity (i.e. number of model 
parameters regionalised) and model performance; for denser stream gauge networks better results 
tend to be obtained when the spatial proximity approach is used to select a parameter set of the 
closest gauged catchment over approaches such as regression on parameters (two-steps 
implemented in sequence) or weighted combination of the parameter sets from more than one 
donor catchment. 
Parajka et al. (2013a, 2013b) also assessed the individual performance of 1,832 of the 3,874 
catchments. The results support the previous assertions that climate can have a greater impact on 
the accuracy of streamflow predictions in the ungauged catchment than the regionalisation method 
used, with significant declines in predictive performance with increasing aridity. Spatial proximity and 
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similarity methods seem to perform best in humid catchments, while in arid conditions similarity and 
parameter regression perform slightly better. Results also point to an increase in predictive  
performance with catchment area. Parajka et al. (2013b) speculate that this may be due to an 
increased number of raingauges within a catchment as the catchment area increases. The authors 
also hypothesise that the increased aggregation of fine-scale hydrological responses with catchment 
size may dampen the level of hydrological variability in the resultant streamflow hydrograph.  
Indeed, system heterogeneity tends to average out at larger spatial (and temporal) scales, often 
leading to simpler cathcment response to climate forcing which is easier to capture in the available 
models, while for smaller space (and time) scales, the heterogeneities and process complexities are 
preserved in streamflow response presenting problems for reliable application of conceptual 
hydrological models (Wood et al., 1988, Sivapalan, 2003b, McGlynn et al., 2013).  
Razavi and Coulibaly (2013) suggest that the best regionalisation approach is site-specific, driven by 
climatic and physiographic conditions. Therefore, climate change may cause the optimal 
regionalisation method today for a given catchment, not to be the most appropriate one in the 
future. 
 Summary and conclusions 2.5
This chapter has introduced regionalisation methods for streamflow prediction in ungauged 
locations, and discussed their similarities, differences and limitations. This overview has shown that 
spatial approaches are attractive in stream gauge rich environments as interpolation distances are 
generally short. Where stream gauge networks are sparse, regression-based approaches are often 
more appropriate. Regression on response signatures, in particular, has recently received great 
attention and shown significant promise to improve the performance of continuous time modelling 
in ungauged catchments. The results described in Chapters 5, 6 and 7, which are based on the 
regression of response signatures, will be interpreted and critically reviewed in the context of this 
chapter. 
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 UNCERTAINTY IN RAINFALL-RUNOFF MODELLING CHAPTER 3:
Synopsis: To reliably apply hydrological models, uncertainty should be assessed. In streamflow 
prediction in ungauged catchments, uncertainties originate not only from the traditional sources of 
error commonly identified in rainfall-runoff modelling (i.e. model structural, parameter and data 
errors), but also from errors introduced by the transposition of information from data-rich areas to 
ungauged catchments. In particular, in regionalisation methods based on the regression of response 
signatures uncertainties may arise from limited knowledge about which catchment characteristics 
will best explain the response signature to be estimated. Moreover, when multiple signatures are 
used to condition the hydrological model, inter-error dependencies between the regionalised 
signatures may also contribute to additional uncertainty that should not be ignored.  
Formal statistical methods for uncertainty analysis, based on the Bayes’ theorem, are often preferred 
for estimation of parameter uncertainty. Important modelling choices are which prior distribution 
and likelihood function to use. These decisions are non-trivial and further research is required to 
improve these methods.   
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 Introduction 3.1
It is now widely accepted in hydrology that inherent uncertainties in making predictions should not 
be ignored (Todini and Mantovan, 2007, Beven, 2008) and it is becoming common practice for 
uncertainty assessment to be included in the application of hydrological models (e.g. Stedinger et al., 
2008). However, there remains no agreed method for how to best estimate and quantify uncertainty 
(Liu and Gupta, 2007, Montanari et al., 2009, Montanari, 2011). The need for an improved 
assessment and quantification of uncertainty extends well beyond the field of hydrology and is a key 
focus of a number of major research projects. Uncertainty assessment was also the primary goal of 
the IAHS PUB initiative, which made the estimation and subsequent reduction of predictive 
uncertainty its central theme (Sivapalan et al., 2003b). Its guiding principles included the 
development of: 1) ‘a hydrological prediction system (…) capable of routinely assessing the errors or 
uncertainty in model predictions, and quantifying the different sources of the uncertainty – 
parameter estimates, climatic inputs and model structure’ and 2) ‘methodologies to constrain 
predictive uncertainties by making the best use of the information available from other sites, and of 
measurement programs implemented at the site of interest’ (SSG, 2003:p.16). Besides the sources of 
error common to a gauged catchment calibration exercise (e.g. model structure and input and output 
data measurement errors) that lead to uncertain parameter estimates and subsequently to uncertain 
streamflow hydrographs, additional sources of uncertainty arise in a PUB problem from the 
transposition of information from gauged to ungauged catchments. Several studies that have applied 
uncertainty analysis in the context of PUB can be found in the literature (e.g. Lamb and Kay, 2004, 
Wagener and Wheater, 2006, Yadav et al., 2007, Castiglioni et al., 2010). Despite the significant 
advances over the last decade, there remains an on-going discussion in the PUB context (and also the 
wider scientific literature) about how to best quantify all different sources of uncertainty. In part, this 
is due to the many different methods used in regionalisation studies, the different levels of detail in 
hydrological models and data involved and the nonstationarity of the current conditions due to 
changing system characteristics (e.g. climate and land use change) (Razavi and Coulibaly, 2013, 
Rougier, 2013).    
In this chapter a description of different sources of uncertainty is given in Section 3.2. Section 3.3 
gives an overview of how to assess uncertainty before data has been acquired, based simply on the 
prior knowledge that one might have about the different sources of uncertainty. Section 3.4 builds 
on Section 3.3 and expands the topic of uncertainty assessment by introducing methods to use 
available information to constrain predictive uncertainty. Particular attention is given to Bayesian 
methods used in conditioning uncertainty estimation, either using formal or informal likelihood 
measures. 
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 Sources of uncertainty 3.2
Uncertainties can be either aleatory or epistemic. Aleatory uncertainty is inherent in natural 
processes  and it cannot therefore be reduced (NRC, 2000). Aleatory uncertainty is also sometimes 
referred to as natural, external, objective, random, type-A or stochastic uncertainty (NRC, 2000, see 
Table 3.1, Merz and Thieken, 2005). Aleatory uncertainty can be treated formally by statistical 
probabilistic methods as it is generally ‘well-behaved’ in error structure (Beven, 2008). This is not 
necessarily the case for epistemic uncertainty (Beven, 2008, McMillan et al., 2012). Epistemic 
uncertainty, also sometimes termed ignorance, (lack-of-)knowledge, functional, internal, type-B or 
subjective uncertainty (NRC, 2000, see Table 3.1, Merz and Thieken, 2005), reflects limitations in our 
model representation of the system being studied and the data used to drive and evaluate the 
model. This type of uncertainty may reflect actual gaps in our understanding of how the system 
behaves, or may be due to limitations imposed on resources and time, which necessitate 
simplification of our representation of reality (Rougier and Beven, 2013). Formal statistical methods 
can be difficult to apply for epistemic uncertainty assessment, as the nature of these errors is usually 
not known precisely, and by treating them as aleatory those methods can provide only an 
approximation (McMillan et al., 2012). Nevertheless, to obtain reliable results it is crucial to avoid the 
tendency to ignore sources of uncertainty that are problematic to measure (McMillan et al., 2012). 
Another common way to group uncertainty in rainfall-runoff modelling (e.g. Melching, 1995, Gupta 
et al., 2005) is based on its causes: a) data uncertainty, b) parameter uncertainty and c) model 
structural uncertainty.  
Data or observational uncertainty is related to the errors in the observed forcing (such as 
precipitation and potential evapotranspiration) and response data (such as streamflow) used in 
rainfall-runoff modelling. The errors can be introduced by measurement errors (e.g. due to 
malfunctioning measurement equipment, methods of handling and laboratory analysis), human 
reliability, the temporal and spatial resolution of data sampling, inadequacies in transforming 
measurements (e.g. stage to discharge), or by data-processing. McMillan et al. (2012) provide a 
review of the characteristics of data uncertainties for rainfall, river discharge and water quality 
measurements. From the analyses of previous studies, McMillan et al. (2012) give information on the 
expected error distributions and magnitudes in observational data that can be useful as prior 
guidance in the absence of other sources of information. For instance, rainfall uncertainty is 
dominated by the error introduced by the interpolation of point measurements to the catchment 
scale, which varies substantially with catchment area. Standard errors of 4 to 14% are common at 
102 m scale, 33 to 45% at the 103 m scale, and 65% at the 104 m scale. For discharge, uncertainty is 
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mostly driven by flow conditions and gauging method. For streamflow discharge estimated using a 
rating curve, the most commonly applied method, typical confidence bounds for the relative 
discharge error (resulting from point measurement errors, hysteresis, changes to the channel 
geomorphology, flow outside the control structure during high flow conditions, etc.) are ±50 to 100% 
for low flows, ±10 to 20% for medium or high (in-bank) flows, and ±40% for out of bank flows 
(McMillan et al., 2012).  
Model structure uncertainty stems from the fact that all models, by necessity, are a simplification of 
complex reality. However, making overly simplistic approximations and ignoring or misrepresenting 
real world processes can lead to deficiencies in the model structure and resulting predictions from 
that model. Model errors also result from the mathematical implementation of the model, in 
particular the temporal and spatial discretisation of the modelling domain, which inevitably simplify 
complex heterogeneous hydrological processes. Numerical errors such as truncation errors, rounding 
errors and typographical mistakes in the numerical implementation will also affect the predictive 
ability of a given model. In addition, at the beginning of the modelled time period, initial model 
system states are usually not known adding uncertainty to the trajectory of model predictions. This 
type of uncertainty can usually be easily isolated by considering a warm-up period or by optimising 
the initial states to fit the beginning of the observed time series (Solomatine and Wagener, 2011). 
Frequently, when a model fails to represent the observed data, the analysis of the error signal 
provides insights into the model structure deficiencies thus allowing some of these limitations to be 
addressed by refining the model. On the contrary, for models which do not (apparently) fail, it is still 
important to consider possible sources of uncertainty introduced by the model structure, especially 
when applied to new conditions. A model ‘passing the test’ does not imply that it is correct, but 
simply that the key assumptions still hold and it can keep being used with some degree of confidence 
(Juston et al., 2013).   
Model parameter uncertainty results in an inability to accurately locate the globally optimal 
parameter set of the model. This uncertainty may arise from errors in the data used to drive the 
model, model structure uncertainty, lack of sufficiently long data records or the inefficiency of the 
optimisation algorithm and the related objective function. Correlation between model parameters 
also results in distinct parameter sets presenting equally good performance, making it impossible to 
find the single ‘best’ parameter set, even when extended time series of data are available (Kuczera 
and Mroczkowski, 1998). Parameter uncertainty can also arise from changes in the system response, 
for example due to land use change.  
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Figure 3.1 shows how these different sources of uncertainty might interact and vary with model 
complexity in terms of the total number of model parameters. It is important to note that 
uncertainty is never zero. Among other sources of uncertainty, the aleatory uncertainty inherent in 
the natural processes themselves is one of the causes for this permanent random residue. 
Theoretically, one would expect the total uncertainty to decrease if more detail is included into the 
model. Structural uncertainty does indeed decline with increasing model complexity. However, 
greater model complexity may also result in higher levels of input and parameter uncertainty if 
insufficient data is available to constrain the model. A balance between these sources of uncertainty 
should be sought, in a way that the optimal level of complexity corresponds to the total minimum 
level of uncertainty. 
 
Figure 3.1 – Illustration of the dependency of different sources of uncertainty on the model complexity. From Shrestha 
(2009:p.18). 
All these sources of error induce uncertainty in the model predictions, which should be assessed to 
ensure robust estimation of streamflow. However, a meaningful quantification of all sources of error 
is a major scientific challenge. Research shows that input or structure uncertainty often dominates 
the parameter uncertainty (Kuczera et al., 2006). However, most of the probabilistic techniques only 
deal with parameter uncertainty (Shrestha, 2009). 
The importance of disaggregating different sources of error has been widely highlighted (e.g. Renard 
et al., 2010, Beven and Westerberg, 2011) with the aim of providing a more accurate treatment of 
each of the different aspects of uncertainty. Although significant developments have been achieved 
during the PUB research decade, disentangling data, models and parameter uncertainty has proven 
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to be difficult (Kuczera et al., 2006). Indeed, when boundary conditions errors get processed non-
linearly through a model with inherent structural errors, the interaction of uncertainty sources will 
combine to create a complex total deviation in model output, the individual components of which 
cannot be easily separated (Gupta et al., 2005, Beven, 2008). 
 Uncertainty in PUB 3.2.1
In the PUB context additional uncertainties may arise from the limited availability of data from 
neighbouring catchments for regionalisation. There is also the caveat that there is no guarantee that 
the knowledge gained from the donor catchments will be applicable to the target ungauged 
catchment, even if those catchments are geographically close or physically similar. Furthermore, 
regionalisation implicitly assumes the comparability of measurements between catchments, which is 
not necessarily true as data errors tend to vary spatially (McMillan et al., 2012), contributing to 
further uncertainty in model outputs. Other uncertainties also occur that are specific to the method 
used to transpose information. For the regression-based methods described in Section 2.3 an 
important source of uncertainty may arise from errors in the estimation of the regression 
relationships. The form of the regression is not known and the errors in the variables used to 
establish the regression equations may obscure the relationship to a significant extent. In particular, 
for the regionalisation approach based on the regression of conceptual model parameters (Section 
2.3.1) large uncertainties may arise from calibration in gauged catchments. Multiple parameter sets 
often have equally good performance, and as a result different parameter sets can be selected to 
establish the regression model leading to different regression equations (Wagener et al., 2004). Merz 
and Blöschl (2004), however, using two estimates of the calibrated parameter values (by splitting the 
calibration period into two) and an optimised correlation analysis, suggested that the parameter 
uncertainty that arises from catchment calibration does not seem to affect the relationship between 
calibrated parameters and catchment descriptors to a significant extent. Errors may also arise when 
the regression equations are established independently for each conceptual model parameter and 
when assumptions made about the error structure by the modeller (e.g. residual errors are often 
assumed to be independent and normally distributed, with zero mean and constant variance) are 
violated (Schoups and Vrugt, 2010). Similarly when multiple response signatures are used to 
condition model simulations (Section 2.3.2), non-accounting for possible correlations between errors 
of the regionalised information may contribute to additional uncertainty and should therefore be 
quantified to ensure reliable predictions. 
Attempts have been made to account for some of these uncertainties. Lamb and Kay (2004) applied 
regression on model parameters using the sequential procedure described in Section 2.3.1 and 
62 
 
estimated the model parameters as distribution functions based on the residuals of the regression 
relationships. In doing so, uncertainties introduced by the least squares regression technique used to 
fit the regional model were accounted for, but not the uncertainty involved in the calibration of the 
gauged sites. A Monte Carlo simulation was then used to propagate the uncertainty through the 
model, generating model output distributions of simulated streamflow in the ungauged catchments. 
Similarly, Wagener et al. (2004) and Wagener and Wheater (2006) used a Monte Carlo simulation 
approach to propagate the standard errors in the regression model. The authors used weighted 
regression to propagate the uncertainty introduced by the varying identifiability of the model 
parameters. McIntyre et al. (2005) addressed model parameter uncertainty, using ensemble time 
series of flow as an indication of uncertainty in the predictions for the ungauged catchment. They 
suggested that the best estimate could then be calculated as a weighted average of the ensemble 
and confidence limits estimated on the basis of the full range of predictions. Yadav et al. (2007) used 
regression on response signatures to predict streamflow in ungauged catchments (Section 2.3.2) and 
incorporated the uncertainty in the regression parameters (and any new measurement) by defining 
ranges of estimated signatures based on confidence (and prediction) intervals. Using a Monte Carlo 
simulation and the regionalised ranges of response signatures, streamflow predictions were obtained 
for an ungauged site by considering only those simulations that produced response signatures falling 
within the specified ranges.  
 Forward uncertainty estimation 3.3
The increasing interest by the research community in uncertainty analysis has led to many different 
approaches for quantifying the reliability of hydrological predictions. Uncertainty analysis based on 
probabilistic methods treats uncertain variables as random, defining them in terms of their 
probability density function (pdf). This section focuses on uncertainty estimation about model 
parameters before acquiring data that can inform the model and contribute to reduce uncertainty in 
the conditioning process. In this case, uncertainty assessment depends on the prior assumptions 
made regarding the distributions (either pdfs or other statistics of the pdfs) that represent the 
different sources of uncertainty described in Section 3.2. Statistics of the system itself and the input 
data are first derived using any existing knowledge.   
The primary challenge when seeking to estimate uncertainty is how to define the probabilities 
representing the different sources of error. This can be complex, in particular in problems with 
multiple uncertain variables, which may be correlated with each other. It is often necessary to ignore 
this co-variation due to a lack of sufficient knowledge, but this may contribute to misleading 
63 
 
predictions of uncertainty. There is therefore also uncertainty in the uncertainty estimation itself, as 
it is very difficult to be totally objective about all sources of error (Beven, 2009). 
After prior assumptions regarding the distributions are made, these distributions are propagated 
through the model to give an estimation of uncertainty in the model output. This propagation can 
either be done individually for each different source of uncertainty, what Kay et al. (2009) termed it 
‘single-propagation’, or in combination with other sources, termed ‘multi-propagation’.  
This approach is what Beven (2009) called a ‘forward uncertainty’ estimation exercise. In most 
practical applications forward uncertainty estimation is performed conditional on a specific model 
structure. In particular, in regionalisation studies it is common practice to pre-select a single model 
structure which is believed to be robust. The model structure is then fixed across the regional 
analysis (e.g. Post and Jakeman, 1999, Merz and Blöschl, 2004), with uncertainty estimation focused 
on the impact of parameter variability (Lee et al., 2005).  
If the selected model is linear in its responses and parameters, then uncertainty may be simply 
propagated through the model analytically (Beven, 2009). However, most rainfall-runoff models are 
highly complex and non-linear, limiting analytical derivation of the statistical properties of the model 
output (Shrestha, 2009, Beven, 2012). In such cases, approximation or sampling-based (Monte Carlo) 
methods can be an alternative to propagate uncertainty through the model. Approximation methods 
can then be used to provide the moments of the distribution of an output, or sampling methods can 
be used to calculate an empirical probability distribution of the model output. A Monte Carlo 
sampling method involves the following steps (Figure 3.2) (Shrestha, 2009): 
1. Randomly sample uncertain variables from their joint probability distributions. 
2. Run the model with the set of random variables sampled in step 1, and store the model 
output. 
3. Repeat the steps 1 and 2  times. This creates  realisations of the model output. 
4. From the   realisations of the model output, derive the cumulative density function (cdf) 
and other statistical properties of the model output.  
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Figure 3.2 – Flow chart of Monte Carlo simulation to analyse parameter uncertainty. From Shrestha (2009:p.30). 
The accuracy of the Monte Carlo method, in terms of convergence of the output statistics, increases 
gradually with the number of runs. A large number of model runs is usually required to give 
confidence that relevant parts of the model parameter space in terms of representing the system 
dynamics were actually sampled, making this method computationally expensive. To reduce the 
number of model simulations without significantly increasing the sampling errors, techniques such as 
Latin Hypercube Sampling (Mckay et al., 1979) are sometimes used. In Latin Hypercube Sampling, 
when sampling  parameters             , the range of each parameter is divided into  intervals. 
  parameter sets are thereafter chosen based on sampling an interval randomly for each parameter 
without replacement (see Figure 3.3 for an example for a two-parameter problem). This guarantees 
that, despite the small number of parameter sets being generated (i.e.   instead of    if a pure 
discrete sampling strategy would be employed), the entire range of each individual parameter is 
sampled. 
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Figure 3.3 – Schematic representation of Latin Hypercube Sampling for K=2 (θ1,θ2) and N=4. 
When some prior knowledge about the parameters exists, one can take advantage of that 
information to guide the search strategy and concentrate sampling in the regions with the most 
interest. For example, in Latin Hypercube Sampling intervals are often defined in a way that 
correspond to equal prior probabilities, resulting in wider intervals for less probable parameter 
regions and smaller intervals in more likely parameter regions. 
Once uncertainty has been propagated through the model, the cdf of the model output can be used 
to extract different types of uncertainty intervals, namely confidence intervals, prediction intervals 
and tolerance intervals. The confidence interval frequently contains the estimate of an unknown 
characteristic of the variable of interest, or in other words the population parameter of interest. 
Since it is not possible to estimate it precisely from the available sample of model runs, the 
confidence interval is used to define the population parameter with a specified probability. If 5% and 
95% limits are used, there is a 90% probability for its value to lie within the confidence interval. 
Unlike the confidence interval, which estimates the range in which the population parameter falls, a 
tolerance interval estimates the range that contains a certain portion of the population. Due to the 
fluctuations inherent to any sample, tolerance intervals contain the specified portion of a given 
population characteristic only with a certain degree of confidence. The prediction interval, in 
addition to incorporating the uncertainty in the present population characteristics (like the 
confidence interval), also accounts for the uncertainty related to future (possible) value of that 
variable. Therefore, the prediction interval is necessarily wider than the confidence interval. The 
width of these intervals ultimately provides the basis for assessing how uncertain the streamflow 
predictions are. 
 Model conditioning and uncertainty assessment 3.4
Usually the modeller is not only interested in quantifying uncertainty but also in reducing the impact 
of uncertainty associated with any model predictions. After sampling all the possible behaviours in 
the model space (Section 3.3), the modeller looks for different types of information that can be used 
to constrain prediction uncertainty. How much uncertainty can be reduced will depend on the 
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evaluation data that are available. The most common source of information used is streamflow data. 
However, other sources of information can be equally useful to condition simulations. For instance, 
in the PUB problem, where streamflow data is not available, regionalised data (such as response 
signatures) are often used to constrain uncertainty (see Chapter 2). When such conditioning data is 
available, different techniques can be used. In most cases, a Bayesian framework is adopted to 
combine prior beliefs in the light of this new information. It contrasts with the frequentist approach, 
as the latter relies simply on evidence, while the former combines evidence with prior knowledge 
that is not limited to the available evidence. 
Bayesian inference is based on the application of the Bayes’ theorem, which in its most common 
form is expressed as: 
       
           
    
 
Eq. 3.1 
where     is an observable (e.g. streamflow or response signature), with a sample space   ,     
are the model parameters, with parameter space  . Both   and  have probability distributions, and 
therefore not only observations are seen as random variables, but also the model parameters 
(Robert, 2007).      is the prior distribution of  , and describes what is known about   before any 
data is observed,        is the sampling distribution of the observed data conditional on its 
parameters, given a particular  , and        is the posterior distribution of   given  , detailing what 
is known about   given knowledge of the data.      is the marginal distribution of  , which is the 
distribution of the observed data marginalised over the parameter, as found by the law of total 
probability: 
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 Eq. 3.2 
where the integral and the sum are taken over the admissible range of  . This denominator of the 
Bayes’ theorem guarantees that the posterior integrates or sums (depending if it is continuous or 
discrete) to one, assuring that the posterior is a valid probability distribution.  
With the exception of particular choices for the sampling and the prior distributions, the evaluation 
of the integral in Equation 3.2 can be difficult or even impossible. Developments in Monte Carlo 
computing methods have allowed accurate estimation of such integrals. 
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Given that the denominator is a constant, the posterior may be expressed as proportional to the 
numerator: 
                                 Eq. 3.3 
The quantity   in Equation 3.3 is just a normalising constant to guarantee that the posterior 
distribution integrates or sums to unity. 
       when regarded as a function of   instead of  , is called the likelihood function of   for given 
 , and denoted        (Box and Tiao, 1992, Ghosh et al., 2006). Whereas        interprets the 
probability distribution as a function of the outcome, given a fixed parameter value,        interprets 
it as a function of the parameter, which is unknown, given a fixed outcome. Given that for likelihood 
  is variable for a given fixed data  , if the elements in the likelihood that are not functions of   
become part of the proportionality in Equation 3.3, the Bayes’ theorem can be written in its 
proportional form as 
                   Eq. 3.4 
The actual value of likelihood is only meaningful when used in relative terms as no single likelihood 
function is unique. For any        (that may depend on   but not on  ),             is also a 
likelihood function. Therefore the numerical value of        for a particular parameter, such as 
       , when used in isolation has no meaning. What is unique is the ratio between likelihood 
values when comparing    to another parameter value    (Ghosh et al., 2006). The likelihood ratio 
              ⁄  indicates how plausible is    relative to   , in the light of the given data  . In 
particular, if the ratio is large, it indicates that    is more likely than   . 
While the probability density        is a statistical distribution and therefore sums or integrates over 
all possible data to unity, likelihood need not be a probability distribution for   given   and therefore 
when summed over all possible parameter values (even if these could be contemplated) the result 
need not be one (Edwards, 1992). 
As implied in Equation 3.4, for the purpose of inference on  , all that is needed is: 
 the prior knowledge about the parameter (Section 3.4.1 and Chapter 6); 
 the relative weights given to each of the possibilities by        (Section 3.4.2 and Chapter 5); 
 a method for integrating the product of those.  
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 Prior distribution 3.4.1
While the Bayes’ theorem provides an objective way to update our knowledge about   as more data 
become available, it does not provide a unique starting point. The Bayes’ theorem needs a prior 
distribution for   that quantifies the uncertainty about   before data has been acquired. When a 
good prior knowledge exists (whether coming from the knowledge accumulated from previous 
studies or from the expert opinion) there is not much discussion about Bayesian methods. In those 
cases the prior is called informative and often, for convenience, a conjugate prior is chosen to 
approximate the true prior distribution (Section 3.4.1.1). However, when no reliable prior 
information exists it is necessary to define the prior distribution to reflect this lack of knowledge to 
ensure that the data dominate whatever information is contained in the prior. This often raises 
concerns that the results can be manipulated by the choice of the prior (Carlin and Louis, 2009). 
Section 3.4.1.2 presents some of the approaches commonly suggested in the statistical literature to 
define a prior distribution that reflects minimal or absent prior knowledge and that can be applied in 
the specific context of rainfall-runoff modelling. 
 Elicited prior 3.4.1.1
The experimenter’s prior knowledge about a subject can be represented by a histogram. Generation 
of the histogram involves assigning probability masses to intervals (or to point values in the case of a 
discrete  ) on the real line. The number of bins the histogram has will be dictated by the amount of 
knowledge the experimenter has. However, the histogram necessarily exists over a bounded region 
and this can create problems when it has to be used in conjunction with a continuous likelihood 
function. To overcome this finite support problem, the histogram may be thought of as an 
approximation of an underlying ‘truth’ continuous distribution (Carlin and Louis, 2009). Assuming 
that the prior follows a certain parametric distribution enables the modeller to not only overcome 
the finite support problem in the histogram approach but also to simplify the computation of the 
posterior in certain circumstances. In particular, if the prior distribution is selected in a way that it is 
conjugate with the likelihood, the posterior distribution will be from the same distributional family as 
the prior (Table 3.1). In these situations, the posterior distribution can be determined without 
numerical integration resulting in substantial computational savings. However, it is not always 
straightforward to decide which parametric distribution best represents our prior beliefs. Often 
different distributions look very similar, and yet they usually have very different properties, leading 
to very different posterior distributions (Carlin and Louis, 2009). 
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Table 3.1 – Natural conjugate priors for some common exponential families. From Robert (2007:p.121). 
                   
Normal  
        
Normal  
        
                    
          
Poisson 
     
Gamma 
       
           
Gamma 
       
Gamma 
       
           
Binomial 
       
Beta 
        
            
Negative Binomial 
         
Beta 
        
            
Multinomial 
            
Dirichlet 
           
                 
Normal 
         
Gamma 
       
                    
 
 Non-informative priors 3.4.1.2
A conjugate prior can be a very useful approximation for a prior distribution, because it can lead to 
closed-form expressions for some posteriors, making them computationally tractable. However, 
when no prior information exists, there is little justification, besides of convenience, to use a 
conjugate prior. In those situations, priors with a minimal impact on the posterior distribution are 
preferred. Such priors are called non-informative priors. However, the term ‘non-informative’ prior 
can be misleading and in actual fact may still contain some objective information. For example, a 
prior that is not subjectively elicited but is always greater than 0, such as for a model parameter 
representing soil moisture content in a catchment, can still be considered non-informative. 
The problem of the prior distribution choice in situations where initial knowledge is absent has 
received much attention in the Bayesian statistical literature (Box and Tiao, 1992, Robert, 2007). In 
many applications, a uniform prior on   has been applied in an attempt to reflect equiprobability. 
However, not all values can be equally acceptable a priori, because that would require a uniform 
distribution from -∞ to ∞  which is not a proper density function as it does not integrate to unity. In 
reality one is never in a state of complete ignorance though, and often the most extreme values can 
be excluded. Consequently, a prior that is locally flat in the region where the likelihood is appreciable 
and does not assume large values outside that range is frequently used so that the likelihood 
dominates the prior (Box and Tiao, 1992). The bounds defining the feasible range should be 
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sufficiently wide, because the support of the posterior distribution will necessarily be a subset of the 
prior. For such a prior distribution, which is arguably not truly non-informative due to the 
specification of the lower and upper limits, the resulting posterior distribution is approximately equal 
to the likelihood after being standardised and Equation 3.4 yields the relation              .  
A uniform prior is the simplest way for specifying a non-informative prior. However, it does not 
always reflect prior ignorance, as it is not invariant under reparameterisation. In the Bayesian 
literature several methods have been suggested to formulate invariant non-informative priors, such 
as the Jeffreys prior (Jeffreys, 1946, Jeffreys, 1961) and the reference priors (Bernardo, 1979, Berger 
and Bernardo, 1989) (for an overview of methods for constructing non-informative priors see Kass 
and Wasserman, 1996). However, these methods may require determination of complex derivatives, 
and therefore are often not straightforward to apply in a hydrological modelling context, where the 
modeller is dealing with multi-dimensional and not necessarily continuous problems. In rainfall-
runoff modelling it is common practice to use a uniform prior on parameters to reflect no initial 
knowledge (e.g. Winsemius et al., 2009, Bulygina et al., 2011). All parameter values fall within 
plausible bounds and different realisations of model parameter sets are considered equally likely a 
priori. However, as will be shown in Chapter 6, there are classes of problems where the prior is more 
usefully defined in terms of a uniform distribution of system behaviour and where uniform 
distributions of model parameters should therefore not be used as the universal definition of prior 
lack of knowledge (Carlin and Louis, 2009). 
 Informal versus formal likelihood measures 3.4.2
The definition of the likelihood function is probably one of the most controversial issues with the 
application of Bayesian methods to rainfall-runoff models. In the literature both formal and informal 
approaches have been suggested for assessing uncertainty in conceptual catchment modelling. One 
of the favoured approaches is the Generalised Likelihood Uncertainty Estimation (GLUE) 
methodology introduced by Beven and Binley (1992) as an uncertainty assessment technique. The 
GLUE procedure involves conducting a large number of runs of a given model with different 
parameter sets, chosen randomly from specified parameter distributions, with most of the 
applications sampling from uniform distributions (Beven, 2000a). The simulated model response is 
then compared with the observed data and a weight is assigned to each parameter set according to 
how well the model conforms to the observed behaviour of the system using a goodness-of-fit 
criterion (e.g. Beven, 1993, used NS). These weights are used to construct what Beven and Binley 
(1992) call a likelihood measure. All simulations with a likelihood measure significantly greater than 
zero (considered behavioural) are retained for further consideration and the remaining are rejected 
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(considered non-behavioural). The likelihood values of the behavioural simulations are rescaled to 
produce a cumulative sum of one. Finally, the rescaled likelihoods are used to construct a cdf of 
predictions, from which uncertainty boundaries can be determined for selected quantiles 
(conditioned on the model structure used, input data, the definition of the likelihood measure and 
the observations used in the calculation of likelihood measure). The GLUE methodology introduces 
the concept of likelihood in a wider context than the traditional statistical one, not using it in the 
restricted sense of the maximum likelihood theory. Likelihood in the context of GLUE does not entail 
the prior knowledge of the formal parametric function representing the structure of the errors. 
Instead, likelihood can be derived from any performance measure that allows the modeller to assess 
whether a particular model or parameter set is an acceptable simulator of the system under analysis. 
The simple understandable ideas of GLUE, its ease of implementation and its applicability to non-
linear systems have contributed to the popularity and wide use of this methodology in a variety of 
hydrological modelling contexts (e.g. Romanowicz et al., 1996, used GLUE for flood inundation 
uncertainty estimation, Feyen et al., 2001, used GLUE for well capture zone delineation, Smith et al., 
2005, used GLUE for estimation of phosphorus concentrations. For a more extensive list of GLUE 
applications in a varied of environmental fields see Blasone et al., 2008,  and Stedinger et al., 2008). 
Moreover, its application is not restricted to gauged locations, with GLUE having also been 
successfully applied in ungauged catchments (e.g. Blazkova and Beven, 2002). 
The use of informal likelihood measures and the subjective choice made by the user of the threshold 
that separates behavioural from non-behavioural models as in GLUE have been strongly criticised in 
the literature (Mantovan and Todini, 2006, Todini and Mantovan, 2007, Stedinger et al., 2008). 
Mantovan and Todini (2006) point out that, while parameters can be excluded on the basis of prior 
knowledge, this should not be done based on the likelihood as in GLUE. Other subjective decisions, 
namely the sampling ranges for each parameter and the sampling strategy for the parameter space 
(e.g. Monte Carlo simulation using uniform random sampling), result in different uncertainty 
intervals for different decisions, making them intrinsically qualitative. Other criticisms have focused 
on the computational efficiency of the GLUE methodology. The use of Monte Carlo sampling may 
require a very large number of model evaluations to characterise the parameter space. For example, 
Blazkova and Beven (2002) among 48,600 randomly generated parameter sets, accepted only 2,281, 
and Jia and Culver (2008) among 50,000 realisations, accepted just 381. Extensive research exists on 
improving the efficiency of Monte Carlo methods. Latin Hypercube Sampling, discussed in Section 
3.3, is one example. Another more efficient way to characterise the response space, by refining the 
sampling strategy based on the knowledge gained from previous sampling, are the Monte Carlo 
Markov Chain (MCMC) methods. However, these methods tend to perform better when the 
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response surface is well defined, while when numerous local optima exist or the response surface is 
‘flat’ its effectiveness can be reduced (Smith and Marshall, 2008).    
The informal likelihood measures traditionally adopted with GLUE methodology are considered 
inadequate by some in the hydrological community, who suggest that a formal likelihood function is 
required to provide prediction intervals with a statistical meaningful interpretation, i.e. prediction 
and uncertainty intervals that contain the specified quantities with the prescribed frequency or 
probability (Stedinger et al., 2008). An example of a technique based on the formal analysis of model 
errors is the meta-Gaussian method suggested by Montanari and Brath (2004). The uncertainty was 
estimated by inferring the statistical properties of the model errors that occurred in reproducing the 
observed historical flow data, and made use of a meta-Gaussian bivariate distribution model (Kelly 
and Krzysztofowicz, 1997) in order to estimate the probability distribution of the model error 
conditioned by the value of the simulated flow (Montanari and Brath, 2004). It required the prior 
identification of an optimal parameter set for the computation of simulation errors, relying therefore 
on the concept of optimality instead of equifinality (Montanari and Brath, 2004). Data and parameter 
uncertainty were accounted for implicitly, without separation of their individual contribution.  
An informal definition of likelihood versus more formal definitions of likelihoods have been the 
subject of significant debate in the hydrological literature (e.g. Mantovan and Todini, 2006, Beven et 
al., 2008, Stedinger et al., 2008). At the moment it seems that there is no irrefutable method to deal 
with uncertainty assessment. However, as highlighted by Beven (2008), hydrological science can best 
move forward by agreeing on the ‘need to state explicitly any formal or informal assumptions that 
are being made and to test the utility of those assumptions in application of our hydrological science’ 
(p.3550), as opposed to debating the format of uncertainty estimation (be it formal or informal).  
 Summary and conclusions 3.5
Uncertainty in streamflow estimation in ungauged catchments originates not only from the 
traditional sources of error generally identified in rainfall-runoff modelling (i.e. model structural, 
parameter and data errors), but also by errors introduced by the transposition of information from 
data-rich areas. In particular, in regionalisation methods based on the regression of response 
signatures, uncertainties arising from the lack of knowledge of which landscape attributes will best 
explain the response signature should be acknowledged and quantified. Moreover, when multiple 
signatures are used simultaneously to condition model simulations, inter-signature error 
dependencies may also introduce additional uncertainty that should be considered. In this thesis the 
focus is the inter-signature error dependencies, because the regionalisation method chosen is based 
on the transposition of response signatures. However, the problem of error dependencies applies 
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equally to model parameters when they are the information chosen for transposition between 
gauged and ungauged catchments. 
Formal statistical methods for uncertainty analysis, based on the Bayes theorem, are often preferred 
for estimation of parameter uncertainty. An important choice faced by the modeller is which prior 
distribution and likelihood function to use. This remains a challenging exercise and further research is 
required to improve these methods.  
The results described in Chapters 5, 6 and 7, which are based on the regression of response 
signatures, while accounting for the uncertainties introduced primarily from the transposition of 
information from gauged to the ungauged catchments, will be interpreted and critically reviewed in 
the context of this chapter.  
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 DATA, MODEL AND REGIONALISED INFORMATION CHAPTER 4:
Synopsis: This chapter introduces the three fundamental components utilised in the regionalisation 
exercise in later chapters: the data (MOPEX), the conceptual rainfall-runoff model (PDM) and the 
information used to transpose knowledge from gauged to ungauged catchments (response 
signatures).  
The ability to reliably predict streamflow in an ungauged location strongly depends on the 
information that can be transposed from elsewhere. The more information that can be utilised, the 
more robust the prediction may be. Therefore, in this study a large database, the MOPEX database, 
has been selected to test new methodologies for PUB.   
The probability distributed moisture (PDM) together with two parallel linear routing stores and a 
simple snow model has been selected, because of its relative flexibility and parsimony. Moreover, 
this model structure has been successfully applied in other regionalisation studies across a wide 
range of climatic and physiographic conditions. 
The regionalisation approach that will be used to predict streamflow in ungauged catchments is 
based on the regression of five response signatures, which are defined in this chapter. The selected 
signatures are runoff ratio, baseflow index, streamflow elasticity, slope of flow duration curve and 
high pulse count.  
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 Introduction 4.1
This chapter aims to introduce the three fundamental components required to perform the 
regionalisation exercise in later chapters: the data (Section 4.2), the conceptual rainfall-runoff model 
(Section 4.3) and the information used to transpose knowledge from gauged to ungauged 
catchments (Section 4.4). 
 The MOPEX data 4.2
 Motivation for the selection of the MOPEX database 4.2.1
The particular problem of prediction in ungauged catchments involves transferring information from 
gauged to ungauged catchments, and thus requires a multitude of data sources. In particular, if 
methods such as those described in Chapter 2 are used, instead of physically-based models, the 
availability of data in the regional vicinity of the ungauged catchment becomes even more important. 
This is what Bonell et al. (2006) referred to as the ‘PUB paradox’, a term used to describe the paradox 
whereby to improve the ability to make reliable predictions in data-scarce catchments, data-rich 
areas are necessary. Data-rich areas are of particular interest to build knowledge and derive 
information that can then be applied in other similar systems with limited data to enhance the 
quality of predictions and reduce uncertainties (Jakeman et al., 1994). Moreover, data are also 
important to validate new methodologies through rigorous testing using retrospective data, by 
means of, for example, a jack-knife approach (or leave-one-out strategy) (e.g. Kokkonen et al., 2003, 
Merz and Blöschl, 2004, Parajka et al., 2005, Goswami et al., 2007, Shu and Ouarda, 2012). In a jack-
knife approach, one catchment at a time is removed and classified as the test ‘ungauged’ catchment 
and the remaining gauged catchments are used to support the regionalisation procedure. This means 
that the predicted hydrograph for the ungauged catchment does not use any streamflow information 
from that catchment. The only information that might be used from the pseudo ungauged catchment 
is data on physical and climatic characteristics (such as drainage area, latitude and longitude, average 
annual temperature and average monthly precipitation). This process can be repeated for all the 
available catchments, allowing the modeller to maximise the use of all the available data. The 
simulated streamflow hydrograph is then compared with the actual observed flow previously 
withheld from analysis, which would not have been available for a truly ungauged catchment, and is 
used to evaluate the performance of the flow estimation procedure. 
For these reasons a large database of long-term data, the Model Parameter Estimation Experiment 
(MOPEX) database (Duan et al., 2006, Schaake et al., 2006), is selected for this study. This database is 
part of the MOPEX initiative, aimed at developing enhanced techniques for the a priori (before 
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calibration) estimation of parameters used in land surface parameterisation schemes of atmospheric 
and hydrological models, making use of a large dataset of long-term observations, that can be 
applicable in ungauged (and gauged) catchments (Duan et al., 2006, Wagener et al., 2006). A number 
of other studies reported in the literature have used this database in the ungauged catchment 
context (e.g. Ao et al., 2006, Perrin et al., 2008).  
 Overview of the MOPEX data 4.2.2
The MOPEX database2 contains hydrometeorological data and land surface characteristics data for 
many well-monitored intermediate scale area river basins (500-10,000 km2) in the United States and 
in other countries throughout the world. This database has been continually extended by collecting 
additional international datasets and by updating the dataset for catchments in the United States 
with more recent years of collected observations. The basic hydrometeorological data include daily 
precipitation, daily maximum and minimum temperature, daily streamflow data and potential 
evaporation data. Other data such as hourly surface meteorological data, including precipitation, 
incoming long-wave and short-wave radiation, air temperature, air humidity, atmospheric pressure, 
and wind speed are also available for some catchments. Data have been collated from a variety of 
sources and spans a period of at least 10 years, but many catchments have records of 20 years or 
more. The basic land surface data includes characteristics such as catchment boundary, soil texture 
and vegetation type. Other data such as Digital Elevation Model (DEM) data, seasonal land 
cover/land use data such as Normalised Deviation of Vegetation Index (NDVI), greenness fraction, 
snow cover and soil moisture climatology  may also be available for selected catchments (Duan et al., 
2006).  
A set of 1,861 United States Geological Survey (USGS) streamflow stations were pre-selected for 
potential use by the MOPEX. This set was selected to capture stations with flow records that have 
suffered limited hydrological disturbance from regulations. Particular attention was paid to ensure 
adequate precipitation data and therefore only those catchments with an adequate precipitation 
gauge density were designated as acceptable for the inclusion in the MOPEX database. The minimum 
acceptable number of precipitation gauges within a catchment of area   (km2) was defined as 
(Schaake et al., 2000, Schaake et al., 2006) 
          Eq. 4.1 
Only 23% of the original 1,861 catchments, i.e. 438 catchments, met this precipitation gauge density 
criteria. Further analysis showed that adequate data were only available for 431 of these 438 
                                                          
2
 The MOPEX dataset for the United States is available from http://www.nws.noaa.gov/oh/mopex/index.html 
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catchments (Schaake et al., 2006). The MOPEX dataset, comprising a total of 431 catchments in the 
contiguous United States is shown in Figure 4.1, spanning a large range of climatic and physical 
properties.  
 
Figure 4.1 – Location plan for the 431 MOPEX catchments in the contiguous United States. 
 Streamflow data 4.2.3
The streamflow data, consisting of records of average daily streamflow, were originally provided by 
the USGS. Streamflow gauges in the MOPEX dataset include most of the gauges in the USGS hydro-
climatic data network (Slack and Landwehr, 1992) or in a similar network selected by Wallis et al. 
(1991) (Schaake et al., 2006).  
The hydro-climatic data network does not contain any re-constructed records using information from 
other sites, nor in-filling data for sections with missing records (Slack and Landwehr, 1992). For the 
network selected by Wallis et al. (1991) the missing data were estimated using a simple closest-
station propagation rule. The majority of the daily mean discharge values in the hydro-climatic data 
network are 95% of the time within 10% of the true value (Slack and Landwehr, 1992).   
 Climate data 4.2.4
The precipitation data consist of records of average daily precipitation. The temperature data 
consists of records of the maximum and minimum daily temperature. Precipitation and temperature 
0 500 1,000250 Km
N 
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information were originally supplied by the National Climate Data Center (NCDC) and by the Natural 
Resources Conservation Service (NRCS) SNOTEL network (Schaake et al., 2006). 
Daily mean areal precipitation data was created for a calendar day ending at midnight so that the 
daily precipitation data are comparable with the time frame used in the calculation of USGS daily 
streamflow data (Schaake et al., 2006). Mean areal precipitation for each catchment was calculated 
using an inverse distance algorithm (Schaake et al., 2006). By ensuring a sufficiently dense network of 
precipitation gauges using the condition set out in Equation 2.1, this approach is believed to provide 
estimates for mean areal precipitation for each daily time step with less than 20% error 80% of the 
time (Schaake et al., 2006). 
Mean daily potential evaporation was estimated based on data from the National Oceanic and 
Atmospheric Administration (NOAA) Evaporation Atlas (Farnsworth et al., 1982). This atlas contains 
maps of average annual and average for May through October (growing season) free water surface 
evaporation, considered to be equivalent to the potential evaporation. The NOAA Evaporation Atlas 
maps were derived by analysis of observed evaporation from Class-A pans. The free water surface 
evaporation can differ significantly from evaporation from a pan, because of change in heat storage. 
Pan evaporation is therefore converted to free water surface evaporation using pan coefficients, a 
ratio of free water surface evaporation to observed pan evaporation. These coefficients have been 
derived by comparing pan evaporation with  lake evaporation (corrected for heat storage to obtain 
potential evaporation) at several locations in the United States (Farnsworth et al., 1982). Pan 
coefficients vary within the year, commonly presenting a value of around 0.7 over the United States 
(Farnsworth et al., 1982). 
The annual cycle of mean potential evaporation was determined based on the mean monthly pan 
data available from the NOAA Evaporation Atlas. A Fourier series with a single annual cycle was 
adjusted to evaporation pan monthly averages. For each catchment the amplitude and phase angle 
values were used together with the values of the mean annual potential evaporation and mean May 
through October potential evaporation to estimate the catchment annual cycle of potential 
evaporation. Through this analysis it was possible to obtain the daily values of mean potential 
evaporation (Schaake et al., 2006). The potential evaporation values do not change inter-annually, 
but change from day to day (Figure 4.2). 
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Figure 4.2 – Illustration of the mean annual cycle of potential evaporation (PE) for a MOPEX catchment over a two-year 
period. 
 Catchment attributes 4.2.5
The MOPEX database includes information on catchment boundary, soil textural properties from 
STATSGO, fractional coverage of different vegetation types and average monthly values of the 
fractional area coverage of vegetation derived from the NVDI (Schaake et al., 2006). Another source 
of information on different landscape attributes, including data about stream network 
characteristics, soil type, and topography has been complied by Falcone et al. (2010). This database 
contains information on 6785 catchments, which include 420 of the 431 MOPEX catchments.    
 Hydrological model 4.3
 Selection of the model structure 4.3.1
The rainfall-runoff model selected for use in regionalisation studies is usually a lumped or semi-
distributed conceptual model. Fewer studies have used physically-based models to estimate 
streamflow in ungauged catchments (e.g. Makungo et al., 2010, Bulygina et al., 2012, Fraser et al., 
2013). Advantages of conceptual models, some of which have already been discussed in Chapter 1, 
include the ease with which they can be constructed, time and information required for 
implementation and their computational efficiency. Examples of conceptual models used in the 
context of PUB include, among others, PDM (e.g. Bulygina et al., 2009), HBV (e.g. Seibert, 1999), GR4J 
(e.g. Oudin et al., 2008), IHACRES (e.g. Post and Jakeman, 1999), AWBM (e.g. Boughton and Chiew, 
2007). Clearly a large range of conceptual models have been utilised to make predictions in 
ungauged catchments. This proliferation of model structures in the literature, along with the 
tendency for modellers to extol the merits of their own approach (Todini, 2007), makes deciding on 
the most appropriate model for a specific application a challenging task (Clark et al., 2011). 
Frequently, the choice of a particular model is justified on a number of grounds. These include the 
modeller’s past experience with that particular model structure or its development, its successful use 
in similar regions and applications, or the fact that the model is open source and therefore easily 
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accessible (Beven, 2009). Other aspects that should also be considered when selecting the model 
structure include the availability of data, adequate model complexity and hydrological realism. A 
highly complex model with poorly constrained parameters due to limited data availability will result 
in high degrees of freedom that may lead models to behave like ‘mathematical marionettes’ 
(Kirchner, 2006). Over-parameterised models can compensate for data error and structural 
deficiencies, leading to many different parameter sets presenting equally good performance, but that 
are often incapable of producing satisfactory results for conditions that the models have not been 
trained in. Therefore, model complexity should be adjusted proportionally to data availability 
(Fenicia et al., 2008). This is particularly relevant in ungauged catchments, as the available 
information is always very limited. Equally important in that context is hydrological realism. There 
are many situations where the model output fits the data well, but where the model structure does 
not reflect the essential hydrological processes observed in the catchment and thus lacks realism. In 
these cases, when the model is applied somewhere else (either in time or in space) large bias and 
uncertainties may be introduced. As PUB is essentially an extrapolation exercise in space, process 
realism is of particular relevance (Tetzlaff et al., 2013). Nevertheless, even when a model, ‘works well 
for the right reasons’ (Klemeš, 1986) (i.e. the model fits the data and is capable of representing the 
hydrological processes in a realistic way), the same model structure may not be adequate for another 
location as the dominant processes may be very different. 
The probability distributed moisture (PDM) together with two parallel linear routing stores and a 
simple snow model, described in detail in Section 4.3.2, is selected for this study. The choice of this 
model structure has two major motivations.  
Firstly, the combination of a non-linear soil moisture component together with two parallel stores 
has been shown to adequately represent most of the MOPEX catchments (Wagener and McIntyre, 
2012). Wagener and McIntyre (2012) using a data-based mechanistic strategy (Young and Lees, 1993, 
Young, 1998, Young, 2003) found that for 276 out of 278 tested MOPEX catchments spanning the 
eastern half of the United States, there was no benefit in more complex arrangements of routing 
stores than two parallel stores. The PDM model with two parallel reservoirs may be expected 
therefore to provide an adequate representation of the major hydrological fluxes in a diverse range 
of catchments.  
Secondly, the PDM model together with two parallel linear routing stores, hereafter called PDM for 
simplicity, has been successfully applied in other regionalisation studies across a wide range of 
climate and physiographic conditions, for example Calver et al. (1999), Lamb and Kay (2004), 
McIntyre et al. (2005), Young (2006), Bulygina et al. (2011) and De Vleeschouwer and Pauwels 
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(2013). It should be noted that, even though it is expected that this model is flexible enough for most 
of the catchments included in this study, there is no reason to believe that other model structures 
may not be better suited for some specific catchments (as Wagener and McIntyre, 2012, showed). 
However, it is prohibitively difficult to vary model structure between catchments and no single model 
structure will ever be the most adequate for multiple catchments (Lidén and Harlin, 2000, Clark et al., 
2008, van Werkhoven et al., 2008). Consequently, the PDM model is believed to be the best choice of 
model structure for the purposes of this research. 
 The PDM rainfall-runoff model 4.3.2
The PDM model (Moore, 1985, Moore, 2007) together with two parallel linear routing stores and a 
simple snow module (Hock, 2003) is chosen to represent daily time scale catchment hydrological 
response. A schematic representation of this model structure is shown in Figure 4.3. The snowmelt 
routine is based on the degree-day method. Precipitation accumulates as snow or rain depending 
whether the air temperature is above or below a threshold temperature (   ). When the air 
temperature is above the temperature threshold for snowmelt (  ), snowmelt occurs at a rate that 
is proportional to the degree-day factor (   ). The soil moisture storage component describes the 
water balance at the soil level. PDM uses a probability density function to represent changes in the 
catchment storage capacity, defined by the maximum soil moisture storage (    ) - the maximum 
soil water storage capacity within the modelled element - and a shape parameter ( ) that controls 
the degree of spatial variability of storage capacity over the catchment. Interception is not explicitly 
modelled. Transpiration and evaporation are lumped into a single term. The actual 
evapotranspiration (AE) is determined based on a relationship between evapotranspiration and soil 
moisture deficit (Moore, 2007). After evapotranspiration, the remaining available water is used to fill 
the soil moisture store. When effective rainfall is produced through overflow of the storage 
elements, excess water is passed to the routing stores. The routing module channels this water into 
two reservoirs, according to a fraction parameter ( ).   of the water excess goes to the quick flow 
reservoir, controlled by the quick flow residence time (  ), and (   ) of the water excess goes to 
the slow flow reservoir, controlled by the slow flow residence time (  ). The catchment runoff at the 
outlet is the sum of the outputs from each of these quick and slow flow reservoirs. 
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Figure 4.3 – Schematic representation of the PDM model. 
The prior parameter ranges (Table 4.1) are chosen to give a parameter space that is wide enough to 
ensure that good simulations are not excluded, but not so wide that unnecessary model runs are 
performed. The parameter ranges are selected after Kollat et al. (2012) based largely on the 
maximum range sampled from several recent studies, such that only sufficiently extreme values are 
ruled out. Some initial model runs are also performed and bounds adjusted where necessary.  
Table 4.1 – Prior ranges of the PDM model parameters. 
Parameter Description Range 
Snow module  
    Degree day factor [mm/day/⁰C] 1 - 20 
   Base temperature for melting [°C] 0 - 5 
    Threshold temperature for snow formation [°C] -5 - 5 
Soil Moisture Accounting Module  
     Maximum storage capacity within the catchment [mm] 0 - 2,000 
  Shape Pareto distribution [-] 0 - 4 
   Evaporation reduction parameter [–]  
Routing module   
   Time constant for fast routing store [days] 0 - 7 
   Time constant for slow routing store [days] 7 - 20,000 
  Fraction of flow through fast routing store [-] 0 - 1 
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Of course, all models are simplified representations of the real world. Therefore, there is no perfect 
model. Instead a model should be judged on the basis of its ability to capture the key responses of a 
catchment that can be constrained by the available data. For instance, surface runoff in the model 
used here is only generated using a saturation-excess mechanism. Infiltration-excess runoff is not 
considered. However, to resolve the infiltration-excess runoff mechanism, additional temporal 
resolution rather than daily data would be required. Other mechanisms not represented in the 
selected model structure include interflow and soil drainage. The non-representation of soil drainage 
might be compensated by the split of direct runoff between a fraction   that goes to make up 
surface runoff and a fraction (   ) going to groundwater storage (Moore, 2007). However, the 
non-explicit representation of soil drainage might render the model unreliable in catchments where 
these processes are significant contributors to streamflow generation. As PDM is a lumped model, 
spatial variability in precipitation is also not considered. 
 Response signatures 4.4
The literature review in Chapter 2 has shown that regionalisation methods based on the 
transposition of response signatures have some obvious advantages over other methods. Response 
behaviour signatures or indices (also known as dynamic response characteristics) are characteristics 
of the hydrologic behaviour of the catchment and as such can give insight into the functional 
behaviour of the catchment (Wagener et al., 2007, Wagener et al., 2008). As they are a feature of 
each catchment, they may also be used to distinguish catchments from one another. Response 
signatures can be derived from output or input-output time series measured within the catchment, 
including precipitation, evapotranspiration and streamflow (or other response variables) time series 
(Yadav et al., 2007). A wide range of signatures are available in the literature (see, for example, 
Olden and Poff, 2003, for an extensive list of commonly used signatures in hydroecological studies to 
characterise streamflow regimes), with different response signatures reflecting different aspects of 
the hydrological response. Therefore, it would be advised to choose signatures that can reflect the 
dominant attributes and processes of the catchments being studied (Parajka et al., 2013a). 
In this section, five signatures, which will be used to reduce uncertainty when making predictions of 
streamflow in an ungauged site, are described. The selected signatures, chosen from a larger list of 
possible signatures (see Yadav et al., 2007, Sawicz et al., 2011), are: runoff ratio, baseflow index, 
streamflow elasticity, slope of the flow duration curve and high pulse count. This specific subset of 
signatures is selected to cover a wide range of different qualities of regionalised information, and 
also to ensure that some signatures errors are largely uncorrelated, whilst others are correlated (see 
also Chapter 5). This latter point is motivated by the fourth aim of this thesis, which focuses on 
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assessing the impact of not necessarily independent errors between regionalised information in 
streamflow prediction (see Research Objective 4, Section 1.4).  
 Runoff Ratio 4.4.1
Runoff Ratio (RR [−]) is the amount of precipitation that becomes streamflow over a certain area and 
time. It is calculated as the long-term ratio of streamflow,  , and precipitation,  , averaged across 
the catchment, in accordance with Equation 4.2 
   
∑ 
∑ 
 Eq. 4.2 
and as illustrated in Figure 4.4. 
 
Figure 4.4 – Illustration of the runoff ratio. 
RR represents the long-term water balance separation between water exiting the catchment as 
streamflow and as evapotranspiration (assuming no net change in storage) (Sawicz et al., 2011). A 
high RR indicates that a large amount of water leaves the catchment as streamflow (streamflow 
dominated or energy limited), while a low RR indicates that a large amount of water leaves the 
catchment as evapotranspiration (ET dominated or water limited) (Sawicz et al., 2011). 
 Baseflow Index 4.4.2
Baseflow index (BFI [-]) is the proportion of the total catchment discharge that is considered to be 
baseflow, as illustrated in Figure 4.5. It is calculated as the long-term ratio of baseflow,   , and total 
streamflow, , averaged across the catchment, using Equation 4.3. 
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∑  
∑ 
 Eq. 4.3 
BFI reflects how water travels through the catchment (Parajka et al., 2013a). A high value of BFI 
defines a catchment with high baseflow contribution, responding slowly to precipitation. 
Contrastingly, a catchment with a low BFI shows a fast streamflow response to precipitation.  
 
Figure 4.5 – Illustration of baseflow index. 
A range of different algorithms are available in the literature for the hydrograph separation 
procedure required to determine quick flow and baseflow from observations of total streamflow 
(e.g. Gustard et al., 1992). In this thesis the one-parameter single-pass digital filter method is used. 
The specific choice of filter is not considered crucial for this study since the analysis of flow is used 
only to determine the relative differences between catchments. The equation for the filter is (Arnold 
and Allen, 1999) 
              
   
 
          Eq. 4.4 
where      is the filtered direct flow value at time step  ,    is the total flow at time step  , and   is 
the filter parameter. The value of   was set equal to 0.925 based on Nathan and Mcmahon (1990), 
who found that this value of   gives realistic results when compared to manual separation 
techniques.  
The value of the baseflow     at time-step   is then given by,  
             Eq. 4.5 
and BFI can subsequently be calculated using Equation 4.3. 
 Streamflow elasticity 4.4.3
Streamflow elasticity (SE [−]) provides a measure of the sensitivity of streamflow to changes in 
precipitation (Sankarasubramanian et al., 2001). It is calculated by dividing the inter-annual variation 
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in total annual streamflow by the inter-annual variation in total annual precipitation, and then 
normalising this ratio by the long-term runoff ratio (Sawicz et al., 2011). Based on the study by 
Sankarasubramanian et al. (2001) it is assumed that the median value gives a good representation of 
the general variability, and SE is then determined according to 
         (
  
  
 
 
) Eq. 4.6 
where    (  ) is the difference between the previous year’s streamflow (precipitation) and the 
current year’s streamflow (precipitation),   is the mean annual precipitation, and   is the mean 
annual streamflow (Sawicz et al., 2011).  
Given that streamflow elasticity is the relative change in streamflow (   ⁄ ) divided by the relative 
change in precipitation (   ⁄ ), a value greater or less than one would, respectively, define the 
catchment as being elastic, i.e. sensitive to change of precipitation, or inelastic, i.e. insensitive to a 
change of precipitation (Sawicz et al., 2011). 
 Slope of the flow duration curve 4.4.4
The Flow Duration Curve (FDC) represents the relationship between the magnitude and frequency of 
daily, weekly, monthly (or some other time interval) streamflow for a particular catchment. It 
provides an estimate of the percentage of time a given streamflow is equalled or exceeded over a 
historical period (Vogel and Fennessey, 1994, Jothityangkoon et al., 2001). Figure 4.6 displays an 
example of a FDC. To summarize the information about streamflow variability into a single value, the 
slope of the FDC (SFDC [−]) is calculated between the 33% (    ) and 66% (    ) flow exceedance 
values, in accordance with Equation 4.7. The natural logarithm values of      and      are used, 
because in a semi-log scale the flow duration curve is relatively linear between those two values 
(Sawicz et al., 2011), as shown in Figure 4.6.  
     
                   
         
 Eq. 4.7 
A high slope value indicates a variable flow regime, while a low slope value suggests a more 
attenuated catchment response. Attenuated catchment flow response can arise as a result of a 
combination of persistent (wide-spread and year-round) rainfall and the dominance of slow flows 
(Sawicz et al., 2011). 
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Figure 4.6 – Illustration of the slope of the flow duration curve. 
 High Pulse Count 4.4.5
The high pulse count (HPC [yr-1]) is the average number of events per year that exceed three times 
the median daily flow (Clausen and Biggs, 2000, Yadav et al., 2007), as illustrated in Figure 4.7. This 
signature reflects aspects of the high flow regime and catchment flashiness. 
 
Figure 4.7 – Illustration of high pulse count. 
 Summary and conclusions 4.5
In this chapter the three elements fundamental to any regionalisation exercise, and used later in this 
thesis, were introduced. They are the: data, conceptual model and information used to reduce 
uncertainty when predicting streamflow in ungauged catchments. 
When there is no data available for the location where one is interested in predicting the streamflow 
hydrograph, the ability to reliably predict flow will strongly depend on information introduced from 
elsewhere. The more information that can be utilised, the more robust the prediction may be. 
Therefore, in this study the large MOPEX database has been selected to test new methodologies for 
PUB.   
0 20 40 60 80 100
-2
-1
0
1
2
3
ln
(Q
/Q
) 
[-
]
Percent time streamflow exceeded [%]
0 100 200 300 400 500 600 700
0
10
20
30
3 x median flow
Fl
o
w
 [
m
m
/d
]
Time [d]
88 
 
It is argued here that the well-gauged region selected allows the empirical estimation of the 
parameters of a rainfall-runoff conceptual model in an ungauged location from similar gauged 
catchments. Due to the limited available information in ungauged catchments, it is particularly 
important that a parsimonious model structure, which is able to represent the essential catchment 
processes, is selected. Given that it is likely that the essential processes differ with changes in both 
climate and catchment characteristics, a single model structure is highly unlikely to work equally well 
everywhere. To use the same model over different catchments, a more flexible structure would 
therefore be desirable. Flexibility comes with additional model parameters, which in turn contribute 
to over-parameterisation. Therefore, it is unlikely that there is a ‘right’ choice when choosing a single 
parsimonious model structure to represent multiple catchments. The choice of an adequate model 
structure for a specific problem and quantification of model uncertainty is a research challenge in 
itself that is not the focus in this thesis. A relatively flexible and parsimonious model, PDM, 
successfully applied in other regionalisation studies across a wide range of climate and physiographic 
conditions, has therefore been selected for this study. 
The regionalisation approach that will be used to predict streamflow in ungauged catchments is 
based on the regression of response signatures, for the reasons discussed on Chapter 2. In this 
chapter the five response signatures that will be used in the following chapters to perform 
regionalisation have been defined. These signatures are: runoff ratio, baseflow index, streamflow 
elasticity, slope of flow duration curve and high pulse count. 
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 REGIONALISATION USING MULTIPLE REGRESSION AND CHAPTER 5:
LIKELIHOOD FORMULATION3 
Synopsis: Statistical relationships between the five response signatures introduced in Chapter 4 and 
catchment descriptors are derived in this chapter using stepwise regression. The derived signature 
equations are unlikely though to fully capture the complexity of a real catchment and it is important 
to acknowledge that they can only predict response signatures with a certain degree of precision. 
The uncertainty attached to the mean estimated value using those regression models in an ungauged 
site is estimated empirically, in order to reflect both the error introduced by the incomplete 
knowledge about the true value of the response signatures and the errors in the regression model. 
The error structure obtained will be critical for defining the likelihood function, used in the upcoming 
chapters within a Bayesian framework to predict streamflow in ungauged catchments.  
                                                          
3
 Parts of the text in this chapter are adapted from Almeida, S. L., Bulygina, N., McIntyre, N., Wagener, T. and 
Buytaert, W. (2012). Predicting flows in ungauged catchments using correlated information sources. British 
Hydrological Society's Eleventh  National Hydrology Symposium, Hydrology for a Changing World. Dundee: 
British Hydrological Society. 
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 Introduction 5.1
The first step in hydrological modelling exercises is to compile existing knowledge about the physical 
system under analyses. Often existing knowledge about the system is characterised by selecting a 
model structure thought to adequately represent the key hydrological processes in the catchment 
and by defining feasible prior ranges  for model parameter values  (McIntyre et al., 2005, Bárdossy, 
2007, Kollat et al., 2012, Samuel et al., 2012). Estimation of model parameters often proceeds using 
Bayes’ equation (while there are less formal estimation methods as discussed in Chapter 3, this thesis 
focuses primarily on a formal use of Bayes’). For gauged catchments, measured hydrological states 
and fluxes, usually flows, together with assumptions about error properties are used to calculate the 
likelihoods. For ungauged catchments, regionalised data can instead be used to feed the likelihood 
function. As noted in Chapter 2, signatures of catchment response are a commonly used form of 
regionalised data. In many applications, this has involved estimating signatures for numerous gauged 
catchments and regressing them against a set of catchment descriptors; thus, the signature 
distributions for an ungauged site, for which the same descriptors are available, can be estimated 
(e.g. Yadav et al., 2007). A commonly cited example of regression of response signatures was used in 
the 1975 Flood Studies Report (IH, 1975), where the signatures were time to peak and percentage of 
runoff (Boorman, 1985). In recent studies, this regression approach has also been used to estimate 
uncertainty and to calculate the likelihood within a Bayes approach (Bulygina et al., 2009, Bulygina et 
al., 2012). Developing methods to utilise regionalised response signatures for hydrological model 
parameter estimation is an important scientific challenge because the vast majority of catchments 
are ungauged, and the method also has potential for prediction under environmental change 
(Buytaert and Beven, 2009, Wagener and Montanari, 2011).  
A Bayesian framework is employed in this study to examine how multiple regionalised response 
signatures can be used to restrict the parameter space of a rainfall-runoff model, and reduce 
uncertainty in resultant predictions in ungauged catchments. This chapter focuses on establishing 
regression models for the response signatures introduced in Chapter 4 and on the estimation of their 
likelihoods so that they can subsequently be used to condition hydrological models using the 
Bayesian procedure. In Section 5.2 multiple regression techniques are introduced. Appendix A is an 
extension of Section 5.2, with the same structure but with detailed derivation of each equation 
presented. Section 5.3 uses these techniques to estimate relationships between the response 
signatures and catchment descriptors. A new methodology is used to estimate total regression 
errors, which accounts for both the error introduced by the incomplete knowledge about the true 
value of the response signatures and the errors in the regression model. The estimated errors form 
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the basis for the application of the Bayes’ law in Chapters 6 and 7 to condition a rainfall-runoff model 
on data about expected values of response signatures and their uncertainty.   
 Multiple regression 5.2
Multiple regression is one of the most widely used statistical techniques (Kottegoda and Rosso, 2008, 
Hair, 2010). It models a single quantitative response (or dependent) variable as a function of multiple 
explanatory (or independent) variables. In the particular case of a single explanatory variable, it is 
termed simple or bivariate regression. In hydrology, the use of these models to establish a link 
between hydrological parameter or response signature and a set of catchment descriptors is a long 
established practice (Kjeldsen and Jones, 2009). 
The independent variables thought to provide information on the behaviour of the dependent 
variable are included in the regression model and regression parameters are estimated given 
observation data. Frequently, when no knowledge is available about the relationship between the 
variables, for convenience, the models are assumed linear in the parameters (note that the 
predictors may or may not enter the model as first-order terms). Such models are referred to as 
multiple linear regression (or simple linear regression in the case of a single independent variable), 
which in its basic formulation can be written as: 
                            Eq. 5.1 
where   is an observable random variable,              are     observable nonrandom variables 
assumed to be measurable without error,              are unknown model parameters also 
known as regression coefficients (or partial regression coefficients), and   is an unobservable random 
variable, referred to as the error term, that represents the discrepancy between   and the predicted 
values of the dependent variable. Statistical assumptions about   have to be made for model 
formulation. It is usually assumed that   has zero mean,       , constant variance,  2, and that its 
terms are independent from each other and of the value of the dependent variables. Although these 
error assumptions are modest, additional assumptions such as normality in distribution           
have to be added for the purposes of making confidence statements and hypothesis testing. 
Nevertheless, for large samples the normality assumption is less critical due to the central limit 
theorem (Allison, 1999, Kottegoda and Rosso, 2008).  
Linear regression models are not always adequate and non-linear models can sometimes be more 
realistic. Significantly, some non-linear models can be easily linearised through some transformation 
of the original variables (e.g. by taking the square root or logarithm of the variables) in order to 
improve the ease of subsequent model fitting. For example, the relationship        can be fitted 
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as                with     . Non-linear models that can be transformed into a linear 
equation are called intrinsically linear models (Rawlings et al., 1998). There are cases, however, that 
such transformations do not exist, and techniques of non-linear regression have to be used instead 
(non-linear models are outside the scope of this thesis, but for a review of different methods for 
fitting these models see Rawlings et al., 1998, Chapter 15).  
When the variables to include in the model are known, as well as the form they should take, the first 
goal is to estimate the   model parameters                , which can be more concisely 
represented in the form of a [   ] vector  . For   observations, a [   ] matrix containing the 
observations     on the independent variables
4 is built as 
  [
 
 
   
   
 
     
     
   
          
] Eq. 5.2 
The response variable   is represented by the [   ] vector 
  [
  
  
 
  
] Eq. 5.3 
The multiple linear regression model shown in Equation 5.1 can then be written in matrix notation as 
       Eq. 5.4 
Assuming that   sets of observations are available for all variables (                         
     ), the set of   model parameters is estimated based on these observation data. As an error 
exists in Y, the model parameters β cannot be determined exactly and a method is necessary to find 
the ‘best’ model based on a certain performance criterion. The simplest and the most commonly 
used estimation procedure is the least squares method (Draper and Smith, 1998, Johnson and 
Wichern, 2007). The regression coefficients determined based on the least squared procedure are 
given by 
 ̂  (   )
  
    Eq. 5.5 
where  ̂  is the [   ] vector of fitted parameters given by the least squares analysis. Detailed 
background to Equation 5.5 and, in addition, Equations 5.6 to 5.12 are given in Appendix A. Here only 
the most relevant equations are shown. The vector of estimated mean values of   is then given by 
                                                          
4
 The first column of this matrix with ones is necessary so that the model has a constant term, β0, termed the 
intercept. 
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 ̂    ̂ Eq. 5.6 
The residuals are given by the difference between the observed and the fitted values of   
 ̂      ̂ Eq. 5.7 
where  ̂, a [   ] vector, is an estimator of the (unknown) model errors  . 
The error variance,   , is not known and is approximated based on the estimation of residuals 
(Equation  5.7).  Given that       degrees of freedom are lost in the estimation of the   model 
parameters, the unbiased estimator of the variance of the errors    is (Kottegoda and Rosso, 2008) 
 ̂  
 ̂  ̂
   
 
     ̂    
   
 Eq. 5.8 
where   denotes transpose. 
For a set of  -values   [              ], the mean response is  [     ]     and its 
estimated value is 
 ̂        ̂ Eq. 5.9 
It can be shown (see Appendix A – Equations A.12 and A.13 - for proof) that the estimator of the 
mean response  ̂[     ] is unbiased, such that  ̂[     ]      [     ]. The confidence 
interval on the predicted value can be established using this estimated mean response value, in 
combination with its variance and the   statistic (see, for example,  Kottegoda and Rosso, 2008, for 
more details). The variance of the mean response is estimated by (see, Kottegoda and Rosso, 2008, 
Equation 6.2.32) 
   [     ]  [ (   )
  
  ]    Eq. 5.10 
For an unobserved value of  , for example   , and assuming that the new observation is 
independent of the previous ones, i.e.    [  ̂   ]   , the variance is calculated as: 
   [  ]     [  ̂]     [  ] Eq. 5.11 
The first term on the right-hand-side of Equation 5.11 describes the error introduced by using a 
sample, as opposed to the entire population, to estimate the regression coefficients. This reflects the 
fact that if another sample from the same population were used, slightly different values would be 
obtained for the parameters. The second term relates to the discrepancy between observed values 
and underlying true population value of the independent variable.  
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Substituting from Equation 5.10, and given that    [  ]   
 ,    [  ] becomes 
   [  ]   
 [   (   )
  
  ] Eq. 5.12 
The computation of least squares regression is relatively straightforward. However, it has been 
assumed thus far that the model is known with respect to which variables to include, as well as the 
form those variables should take and the functional form of the model itself. In most regression 
problems, however, it is not known in advance which variables should be part of the model. Rather, 
it is necessary to decide on which independent variables to include in the final regression equation 
from a pool of candidate predictors.  
The fit of a regression model to the data necessarily improves, even if only marginally, as more 
predictors are included in the model. Therefore, at a first glance, a full (or global) model, which 
incorporates all available independent variables (irrespective of whether or not they are statistically 
significant), might be thought to be the best option. However, this type of model would be 
overparameterised, reducing its value for subsequent analyses due to the costs involved in the 
estimation of each predictor. Regression models with fewer variables, called partial models, are 
therefore often seen as a more attractive option. Clearly though, a balance is needed between model 
parsimony and concise explanation, ensuring that any model remains sufficiently detailed to 
guarantee that an important variable is not omitted. One option is to calculate all possible 
regressions for the different combinations of explanatory variables. This procedure often shows that 
after initially adding a small number of explanatory variables, the additional improvement in the 
solution when more variables are added is minimal. Listing all regression models can, however, be 
cumbersome when more than a few predictors are available. For   possible predictors, without even 
considering any data transformation such as X2, log(X), etc., it is necessary to analyse    possible 
models (one of these models does not include any independent variable and corresponds to the 
mean of the observed dependent variable). Even if as few as 10 predictors are available, 1,024 
candidate models would have to be analysed. Undoubtedly, a procedure that could shorten this task 
would be of great value. In this regard, the use of algorithms, such as leaps-and-bound of Furnival 
and Wilson (1974), offers an alternative to fitting all possible regressions. Instead, the best regression 
is found for each subset of regressions with the same number of independent variables, thus 
avoiding the need to examine all possible models individually. The value of these types of 
combinatorial approaches are, however, limited by a failure to account for multicollinearity, 
observations with a disproportionate impact on the regression results (i.e. influential points), and the 
physical interpretability of the results (Hair, 2010). An alternative automated variable selection 
procedure is stepwise regression. While stepwise regression suffers from some of the same problems 
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as combinatorial approaches, it is more efficient in selecting the subset of independent variables that 
maximises the predictive accuracy. Stepwise regression decides on which variables to include in the 
final model by testing whether the parameters are significantly different from zero. Even though the 
stepwise methodology does not guarantee that the best subset for each subset size is found, it 
reduces the list of predictors to a manageable number with lower computational demands than the 
methods previously described. This is particularly advantageous for large data sets. The stepwise 
selection procedure (for a description of the stepwise regression procedure see Appendix B) is 
almost automatic and with a minimum personal judgment allows maximising the predictive ability of 
the regression model with only those independent variables that contribute in a statistically 
significant way. For this reason, stepwise multiple regression is often preferred over other 
procedures. However, one should not rely too heavily on the automatic selection performed by the 
computer and results should be analysed with critical expert judgement. Preferably, the variables 
included in the model should be judged not only in terms of statistical criteria, but also in the light of 
the model’s physical plausibility. For example, in the FEH hydrological judgement was used to 
determine whether models were physically meaningful and to help to choose between very highly 
correlated variables. Models thought to be hydrologically unrealistic were rejected (Robson and 
Reed, 1999). Although more faith can be placed in predictions based on causal relationships, mainly 
due to the security provided by such models against inadvertent extrapolations and unrecognised 
changes in the correlational structure of the system, Rawlings et al. (1998) point out that as long as 
the regressions are used to predict and estimate the mean responses within the X-space of the data, 
it is somewhat irrelevant whether the variables are selected on theoretical grounds or not.  
 Development of regionalised signatures from catchment descriptors 5.3
 Overview 5.3.1
Runoff ratio (RR), baseflow index (BFI), streamflow elasticity (SE), slope of flow duration curve (SFDC) 
and high pulse count (HPC), all described in Chapter 4, are regressed against catchment descriptors 
so that each of these signatures can thereafter be estimated based on the catchment descriptors of 
the ungauged catchment. The selection of explanatory variables to include in each response 
signature model is performed based on a stepwise regression. This section primarily describes the 
derivation and use of the regression equations. 
 Sites used in model development 5.3.2
Observations from 89 United States catchments from the MOPEX database are used to derive the 
regression equations for the response signatures. The catchments are selected from a total of 280 
96 
 
catchments, spanning the eastern half of the United States and with record lengths of at least 40 
years, used by Sawicz et al. (2011). This dataset of 280 catchments contains all 278 catchments used 
by Wagener and McIntyre (2012). The specific 89 catchments used here are predominantly underlain 
by Middle Paleozoic sedimentary rocks (Figure 5.1) to ensure a broadly uniform geology across all 
catchments, whilst retaining as many of the original 280 catchments as possible. This grouping of 
catchments is necessary to isolate the effect of variable geology on the regression equations as the 
available catchment descriptors do not represent geology satisfactorily. As geology does not have the 
same degree of importance in explaining the different response signatures used in this study, this 
choice may not necessarily improve the regressions for all response signatures. Preliminary results 
(not presented here) showed, for example, that better regression models could be obtained for SFDC 
when only catchments underlain by Middle Palaeozoic sedimentary rocks were used in the 
development of the model, as opposed to using all 280 catchments or even when using the 
catchments underlain by Upper Paleozoic sedimentary rocks. Contrastingly, better regression models 
seemed to be obtained for SE when Upper Paleozoic catchments were used instead of Middle 
Paleozoic or all 280 catchments. 
 
Figure 5.1 – Geological map showing the 89 selected MOPEX catchments. 
The selected 89 catchments are hydrologically varied. The average annual streamflow ranges from 
208 mm.yr-1 in Cuivre River sub-catchment near Troy, Missouri, to 896 mm.yr-1 in Cheat River sub-
catchment at Rowlesburg, West Virginia, with an average value of 452 mm.yr-1. Average annual 
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precipitation ranges from 758 mm.yr-1 in Clinton River sub-catchment in Mount Clemens, Michigan, 
to 1,495 mm.yr-1 in Paint Rock River sub-catchment near Woodville, Alabama, with an average value 
of 1,019 mm.yr-1. The average annual maximum temperature ranges from 12°C in Pemigewasset 
River sub-catchment at Plymouth, New Hampshire, to 23°C in Little River sub-catchment near 
Horatio, Arkansas, with an average value of 16°C. The average annual minimum temperature ranges 
from 0°C in Pemigewasset River sub-catchment at Plymouth, New Hampshire, to 10°C in Little River 
sub-catchment near Horatio, Arkansas, with an average value of 4°C. The average annual potential 
evaporation ranges from 697 mm.yr-1 in Pemigewasset River sub-catchment at Plymouth, New 
Hampshire, to 1,112 mm.yr-1 in Little River sub-catchment near Horatio, Arkansas, with an average 
value of 813 mm.yr-1. Catchment aridity indices (long-term ratio of potential evaporation, PE, over 
precipitation, P) range between 0.5 and 1.2, hence representing both water and energy limited 
catchments (Figure 5.2). Catchment average elevations range from 176 m to 1,056 m with an average 
value of 458 m above mean sea level. Drainage areas range from 190 km2 to 8,657 km2, with an 
average value of 2,427 km2. 
 
Figure 5.2 – The Budyko curve with the 89 catchments, plotting the evaporative index, long-term ratio of actual 
evapotranspiration (AE) over precipitation (P), versus the aridity index, long-term ratio of potential evaporation (PE) over 
P. 
 Observed response signatures 5.3.3
The signature values used to establish relationships between catchment descriptors and response 
signatures are estimated based on historical data of daily streamflow, daily precipitation depths, 
daily maximum and minimum temperatures and potential evaporation. The period from 1 October 
1949 to 30 September 1959 is used to derive the signature values, except for five catchments where 
there are no data available in that period. In those cases another continuous 10-year period is 
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selected. These 10 years of data, representing only a subset of all data available, are assumed to be 
of sufficient length to capture climatic variability, but short enough to avoid effects of long-term 
climatic trends (Sawicz et al., 2011). Moreover, the hydrologic (or water) year (from 1 October of a 
given year to 30 September of the following year, and designated by the calendar year in which ends) 
is used instead of the calendar year to avoid the carry-over of water storage between calendar years 
(Sawicz et al., 2014), particularly relevant for snow dominated catchments. 
The signatures are calculated based on the equations presented in Chapter 4 (see Equations 4.2, 4.3, 
4.6 and 4.7).  
 Catchment descriptors 5.3.4
Different landscape attributes, including information about stream network characteristics, soil, and 
topography were gathered by Falcone et al. (2010). 102 physical catchment descriptors, lumped at 
catchment scale, are examined as possible controls on the catchments’ hydrologic response and for 
inclusion in the regression equations. Of these 102 catchment descriptors, the ones shown in Table 
5.1 will be particularly relevant for the discussion presented in Sections 5.3.5, 5.3.6 and 5.3.7. Two 
additional variables are also considered, the natural logarithm of aridity index, ln(AI), and the 
exponential of the negative of aridity index, exp(-AI).  
Table 5.1 – Explanation of physical and climatic descriptors used for estimating signatures. 
AI: Aridity index, defined as the ratio between mean annual potential evapotranspiration and 
precipitation [-]. 
DA: Catchment drainage area [km2]. 
DRZ: Mean rootzone depth [m]. 
Ele: Catchment average elevation [m]. 
FC: Field capacity [-]. 
HGA, HGB, HGC, HGD: Percentage of soil within the 'A', 'B', 'C' and 'D' hydrologic group respectively 
[%]. Hydrologic group A soils are deep and well drained and, typically, have less than 10% clay and 
more than 90% sand or gravel content and have gravel or sand textures. Hydrologic group B soils are 
moderately deep and moderately well drained and, typically, have between 10 and 20% clay and 50 
to 90% sand and have loamy sand or sandy loam textures. Hydrologic group C soils have slow 
infiltration rate and, typically, have between 20 and 40% clay and less than 50% sand and have loam, 
silt loam, sandy clay loam, clay loam, and silty clay loam textures. Hydrologic group D soils have very 
slow infiltration rates and, typically, have greater than 40% clay, less than 50% sand and have clayey 
textures. The soils in this group have high water table, or have a shallow impervious layer. 
Kh: Hydraulic conductivity [cm.s-1]. 
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LAIMAX: Maximum leaf area index based on vegetation type [-]. 
LST32F: Catchment average day of the year (1-365) corresponding to the last freeze. 
OMAVE: Average value of organic matter content [% by weight]. 
PERM: Average permeability [in.hr-1]. 
P: Mean annual precipitation for the catchment [m]. 
JUN PPT, NOV PPT: Mean precipitation for the catchment in June and November respectively [mm]. 
PET: Mean annual potential evapotranspiration, estimated using the Hamon (1961) equation. 
PCT2, PCT3, PCT4, PCT5, PCT6: Percentage of stream lengths in the catchment which are Strahler 
second-order, third-order, fourth-order, fifth-order and sixth-order or more streams respectively [%]. 
PSIAE: Capillarity fringe height [cm]. 
SAND, CLAY: Percentage of sand and clay found within the catchment respectively [%]. 
SD: Stream density [km.km-2]. 
ROCKDEP: Average value of total soil thickness [in]. 
T: Mean annual air temperature for the catchment [°C] 
WDMAX, WDMIN: Catchment average of monthly maximum and minimum number of days of 
measurable precipitation respectively [days]. 
WTDEP: Average value of depth to seasonally high water table [ft]. 
 
Pearson’s correlation coefficient ( ) between response signatures and catchment descriptors (Table 
5.2) and between the catchment descriptors themselves (Table 5.3) are calculated. The aim of this 
first step is not to derive functional relationships, but instead to evaluate the correlations. 
Spearman’s rank correlation coefficient between response signatures and catchment descriptors (not 
shown here) are also calculated. The aim of this first step is not to derive functional relationships, but 
instead to evaluate the correlations. 
Table 5.2 – Pearson’s correlation between signatures and selected catchment descriptors. 
Descriptors RR BFI SE SFDC HPC 
AI -0.84 * 0.26 0.19 0.29 
LAIMAX 0.36 * * * * 
DRZ 0.67 * * * * 
FC * -0.58 * 0.45 0.47 
Kh * 0.63 * -0.51 -0.56 
Longitude 0.72 * -0.30 * * 
Latitude * 0.34 * -0.29 -0.25 
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DA -0.28 * * * * 
P 0.66 * * * * 
T -0.28 -0.31 0.24 0.30 0.29 
LST32F 0.59 0.19 -0.33 -0.22 -0.26 
WDMAX 0.73 * -0.31 * -0.21 
WDMIN 0.82 * -0.32 * -0.24 
PET -0.50 -0.22 0.31 0.24 0.26 
SD * -0.25 * 0.38 0.31 
PCT1 * -0.59 -0.22 0.45 0.58 
PCT2 * -0.19 -0.19 * 0.20 
PCT3 0.29 -0.22 * * * 
PCT4 * -0.29 * * 0.24 
HGA 0.37 0.41 * -0.36 -0.47 
HGB -0.41 0.24 0.45 * * 
HGC 0.55 -0.32 -0.32 * 0.18 
HGD * -0.49 -0.23 0.47 0.42 
PERM * 0.62 * -0.50 -0.59 
OMAVE -0.24 0.62 * -0.51 -0.57 
ROCKDEP -0.45 * * * * 
CLAY -0.42 -0.66 * 0.61 0.64 
SILT 0.21 -0.49 * 0.43 0.48 
SAND * 0.76 * -0.68 -0.74 
Elev 0.47 * -0.19 * * 
* denotes not significant at 0.1 level, bold denotes significant at 0.05 level. 
 
The examination of the correlation matrix for the independent variables, Table 5.3, shows the 
presence of catchment descriptors highly correlated with one another. Collinearity among 
independent variables can lead to different model choices with similar fits, making hydrological 
interpretation often difficult. Furthermore, given that regression model parameters represent the 
amount of unique variance explained by each independent variable and collinearity results in larger 
portions of shared variance and lower levels of unique variance, it is expected that the collinearity 
seen here will lead to less distinguishable effects of the individual independent variables in the final 
regression models. The same is saying that it is expected that the statistical significance of the 
regression coefficients will be negatively affected. 
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Table 5.3 – Pearson’s correlation of selected catchment descriptors. 
 AI LAIMAX FC Kh DA LST32F WDMAX WDMIN SD PCT3 PCT4 HGA HGB PERM CLAY SAND 
AI 1 -0.48 * * 0.26 -0.61 -0.75 -0.82 * -0.19 * -0.35 0.42 -0.20 0.48 -0.22 
LAIMAX  1 * * * 0.51 0.42 0.43 * * -0.23 0.26 * 0.35 -0.50 0.33 
FC   1 -0.85 * * * * * 0.24 0.23 -0.49 * -0.76 0.49 -0.85 
Kh    1 * * * * * -0.29 -0.30 0.54 * 0.63 -0.56 0.84 
DA     1 -0.19 -0.22 -0.24 * * * * * * * * 
LST32F      1 0.78 0.78 * * -0.21 0.39 -0.41 0.23 -0.64 0.23 
WDMAX       1 0.88 * * * 0.43 -0.37 0.19 -0.40 * 
WDMIN        1 * * * 0.42 -0.57 0.24 -0.49 0.21 
SD         1 * * * 0.18 * 0.22 -0.18 
PCT3          1 * * * -0.24 0.20 -0.30 
PCT3           1 -0.35 * -0.27 0.38 -0.30 
HGA            1 -0.22 0.75 -0.59 0.59 
HGB             1 * 0.24 * 
PERM              1 -0.59 0.81 
CLAY               1 -0.77 
SAND                               1 
* denotes not significant at 0.1 level, bold denotes significant at 0.05 level. 
 
All variables showing a high degree of correlation (greater than 0.5 in absolute terms) with the 
response signatures are plotted against it to identify possible outliers and influential points, as well 
as any non-linear relationships. Figure 5.3 shows as an example the relationship between BFI and 
amount of sand in the catchment (SAND).  
 
Figure 5.3 – Relationship between pairs of average sand content and BFI. 
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 Selection of catchment descriptors 5.3.5
As mentioned previously, there are several ways to derive the statistical relationships relating 
response signatures to catchment descriptors. With such a long list of candidate predictors (102) an 
automated procedure is obviously preferred to an exhaustive variable selection. A stepwise 
procedure is employed here to establish relationships between catchment descriptors and response 
signatures. Even though the stepwise methodology does not guarantee that the best regression 
model is actually found, it allows reducing the list of predictors to a manageable number with 
relatively low computational demand. This procedure avoids working with more predictors than are 
necessary while improving the model in each step. The stopping criteria to terminate the catchment 
descriptor selection process are the significance levels: 0.02 to enter and 0.10 to leave. All the 
catchment descriptors that are identified by the stepwise regression as significant are kept, even if 
that is at the expense of model simplicity and interpretation. Only those catchment descriptors that, 
on inclusion, lead to a violation of assumptions used for regression analysis (i.e. homoscedasticity 
and independence of the error terms and normality of the error distribution) are eliminated. Given 
that the regression models will be used to enable prediction rather than to gain insight into the 
physical factors that control the response signatures, and that only minimal extrapolation beyond the 
range of the gauged catchments will be performed, there is little reason to be concerned about 
whether the variables are causally related or the model is realistic (Rawlings et al., 1998). However, it 
is recognised that there are probably other models that are as good as the models selected.  
Different issues concerning the application of regression analysis are taken into consideration when 
deriving the regression models for the five response signatures. The detailed application of multiple 
regression to the derivation of the BFI model is presented hereafter as an illustrative example of the 
guiding principles behind the selection of explanatory variables to include in the model. For the 
remaining response signatures only the final regression models are given. 
The first independent variable to enter the model corresponds to the one with the highest 
correlation with BFI, which according to Table 5.2 is SAND. Using this independent variable, the 
simple regression model (Figure 5.4) 
                       Eq. 5.13 
 
is built with a coefficient of determination, R2, of 0.58 (equal to the correlation coefficient squared, 
0.762) and an adjusted coefficient of determination, R2adj, of 0.57 (see Appendix B, Equation B.1, for 
the definition of the adjusted coefficient of determination, R2adj). The analysis of variance provides 
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the statistical test for the overall model in terms of the   ratio. SAND is statistically significant with 
an   ratio of 118.4 and a significance level of 0.00. 
 
Figure 5.4 – Calibrated relationship between SAND and BFI and the resulting residuals. 
With SAND included in the model, additional independent variables are considered for possible 
inclusion to improve the predictive ability. For the variables shown in Table 5.2, CLAY presents the 
highest correlation with BFI, after SAND. However, due to collinearity effects with SAND (the 
bivariate correlation between CLAY and SAND is -0.77 - see Table 5.3), CLAY has a reduced unique 
explanatory power apart from that shared with SAND, so that this is not the second variable to enter 
the BFI model. The next variable to enter is the one with the highest partial correlation, if found 
statistically significant. This variable is HGD, with a partial correlation equal to -0.50 (note that the 
partial correlation of CLAY is only -0.20). HGD exceeds the threshold of statistical significance 
required for inclusion, 0.02, and therefore it is added to the regression model, which becomes: 
                                   Eq. 5.14 
 
When HGD is added to the regression model R2 increases to 0.68. The reduction of the error in 
relation to the baseline model (i.e. only the mean of observed BFI is used to predict the dependent 
variable) is deemed statistically significant with a   ratio of 92.3 and a significance level of 0.00. R2adj 
is equal to 0.67. Hypotheses tests on each of the regression coefficients are also performed in order 
to eliminate explanatory variables which do not make a significant contribution to the regression 
sum of squares. As the   values for the regression coefficients of SAND and HGD (10.93 and -5.35 
respectively) are, in absolute value, greater than       calculated for a significance level of 0.10 with 
86 degrees of freedom (     =1.66), both variables are retained in the regression equation as they 
both contribute significantly to the model for BFI.  
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The next step is to determine whether there are other variables that can contribute to increase the 
predictive capability of the regression model. From the independent variables not already in the 
model, the one with the highest partial correlation is PSIAE (partial correlation is equal to 0.39). As this 
variable is statistically significant at the 0.00 level and therefore above the minimum threshold 
required for inclusion 0.02, it is added to the regression model, which becomes: 
                                                 Eq. 5.15 
 
with R2 equal to 0.73 and a significant   ratio of 76.5. R2adj is equal to 0.72. The   values for SAND, 
HGD and PSIAE (12.02, -5.20 and 3.87 respectively) are, in absolute value, greater than       (the 
critical value for a significance level of 0.10 with 85 degrees of freedom is      =1.66), indicating that 
all three independent variables are statistically significant predictors of BFI and no variable already in 
the model is therefore removed.  
Following the same procedure, HGB and DA are added to the model. After DA, none of the remaining 
independent variables not already in the model present a significant partial correlation at the 0.02 
level imposed for entry. Furthermore, all the variables in the model remain statically significant and 
therefore they stay in the model. The stepwise procedure is therefore finalised resulting in the model 
                                                        
                   Eq. 5.16 
 
Table 5.4 summarises the stepwise estimation procedure that lead to the final regression model 
shown in Equation 5.16. The second column (Action) indicates whether the variable listed in the third 
column either enters (+) or drops (-) from the model. The  -value measures the significance of the 
partial correlation of the variable reflected in the regression coefficient.  
Table 5.4 – Summary of the stepwise multiple regression model for BFI when all descriptors available have been 
considered as possible candidates to enter the model. 
Step Action Variable p-value R2 R2adj 
Std. error of 
the estimate 
1 + SAND 0.000 0.58 0.57 0.064 
2 + HGD 0.000 0.68 0.67 0.056 
3 + PSIAE 0.000 0.73 0.72 0.052 
4 + HGB 0.000 0.78 0.77 0.047 
5 + DA 0.005 0.80 0.79 0.045 
Note: Intercept term included in all regression models 
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The final model with five explanatory variables explains 80% of the variance of BFI (Table 5.4, 
R2=0.80). Analysis of variance shows that this reduction of the error in relation to the baseline model 
is statistically significant. Since the probability of the   statistic of 67.9 is less than the level of 
significance, the null hypothesis that the regression coefficients for all independent variables are 
equal to 0 (H0:     , for        ) is rejected. The purpose of the analysis, to identify a 
relationship between BFI and some of the independent variables, is therefore achieved. R2adj 
improved at each step of the model building process with R2adj of the final model equal to 0.79 (Table 
5.4). 
 Refining the model 5.3.6
In Section 5.3.5 the regression model has been evaluated in terms of statistical significance. In 
addition, the model should be analysed to check whether the assumptions underlying multiple 
regression are met and if there are influential data points that may unduly influence the fitting of the 
model. The assumptions that must be examined include:  
1. Linearity of the phenomenon measured; 
2. Homogeneity of variance of errors; 
3. Independence of errors; 
4. Normality of the error term distribution. 
Plotting the residuals against the predicted variable is the basic method to identify assumptions 
violations for the overall regression. Figure 5.5 does not seem to indicate any non-linear pattern of 
the residuals, which points to an overall linear equation. Furthermore, the analysis of this plot does 
not indicate any pattern of increasing or decreasing residuals, whereby the assumption of 
homoscedasticity seems to be fulfilled by the overall regression. The residual plot can also give an 
idea whether the errors are normally distributed. Departures from normality in the residuals can, 
however, be more easily seen from a histogram (Figure 5.6) or a normal probability plot of the 
residuals (Figure 5.7). The normal probability plot of the BFI residuals as shown in Figure 5.7 seems 
more or less straight, indicating that the distribution of the data is close to normality. Kolmogorov-
Smirnov test may be applied for additional verification. At this stage, however, only graphical 
methods are used. Supplementary statistical tests will be used later on.  
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Figure 5.5 – Plot of residuals against fitted BFI. 
 
Figure 5.6 – Histogram of BFI residuals. 
 
Figure 5.7 – Normal probability plot of BFI residuals. 
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Despite the assumptions of linearity, homoscedasticity and normality seeming to be fulfilled, none of 
the presented plots examines the independent variables separately. This is particularly important to 
guarantee that opportunities for further model improvement are not missed. Partial residual plots, 
which show the relationship between the dependent variable and a single independent variable after 
the effects of all other independent variables in the model have been allowed for, are particularly 
useful in this context. As an example, the partial residual plot for HGD adjusted for SAND is shown in 
Figure 5.8. This plot is basically calculated in three main steps: 
1. Find the best regression for             (Equation 5.13) and calculate the residuals (BFI 
residuals); 
2. Find the best regression for             and calculate the residuals (HGD residuals); 
3. Find the best regression between the residuals calculated in step 1 and step 2, i.e. 
                 (Figure 5.8).  
 
Figure 5.8 – Partial residual plot for HGD adjusted for SAND. 
Note that the slope of the fitted line (-0.00340) in Figure 5.8 is the coefficient of HGD when this 
variable is added to the model (see Equation 5.14). 
Similarly the partial residual plots for the other independent variables (PSIAE, HGB and DA) are 
plotted, adjusted for the variables already in the model. For instance, while the partial residual plot 
for PSIAE is adjusted for SAND and HGD, the partial residual plot for HGB is adjusted for SAND, HGD 
and PSIAE. Figure 5.9 shows partial residuals plots for each of the variables in the five-variable model.  
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Figure 5.9 – Partial residuals plots for each of the variables in the five-variable model. 
The visual inspection of these plots gives insight on each independent variable’s contribution to the 
overall relationship. Although all independent variables included in the model have proven to be 
statistically significant, the partial residual plot for HGD adjusted for SAND shows some observations 
with very distinct independent values. These points may exert an undue influence on the results. 
Therefore, in an attempt to refine the model, HGD is removed from the list of possible candidates of 
explanatory variables to enter the model and stepwise regression is performed again. The results are 
summarised in Table 5.5. Interestingly, the final R2adj obtained is greater than the one obtained 
earlier when HGD was considered as a possible predictor. 
Table 5.5 – Summary of the stepwise multiple regression model for BFI after HGD has been removed from the list of 
descriptors. 
Step Action Variable p-value R2 R2adj 
Std. error of 
the estimate 
1 + SAND 0.000 0.58 0.57 0.064 
2 + HGB 0.000 0.65 0.64 0.059 
3 + PSIAE 0.000 0.73 0.72 0.052 
4 + CLAY 0.002 0.76 0.75 0.049 
5 + OMAVE 0.002 0.79 0.77 0.047 
6 + PCT6 0.004 0.81 0.79 0.045 
7 + PCT1 0.015 0.82 0.80 0.043 
8 + Kh 0.014 0.83 0.82 0.042 
Note: Intercept term included in all regression models 
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The partial residual plots are once again plotted for each independent variable added to the model. 
The partial residual plot for PCT6 adjusted for SAND, HGB, PSIAE, CLAY and OMAVE (Figure 5.10) seems 
to indicate a similar issue as for HGD, with most of the points concentrated on one side of the graph. 
Therefore, this independent variable (in addition to HGD) is also removed from the list of possible 
independent from which to choose for inclusion in the regression equation. Stepwise regression 
procedure is performed a third time. Table 5.6 summarises the results. Once again an increase of 
R2adj is noticed (Table 5.6). 
 
Figure 5.10 – Partial residual plot for PCT6 adjusted for SAND, HGB, PSIAE, CLAY and OMAVE. 
The behaviour shown in the partial residual plots of PCT6 and HGD is related to the fact that these 
variables, in their original form, are not normally distributed as can be seen in Figure 5.11. 
Alternatively to drop these variables from the regression, transformations could have been tried to 
make the relationship between variables more linear. 
 
Figure 5.11 – Histograms of HGD and PCT6 values for the 89 catchments. 
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Table 5.6 – Summary of stepwise multiple regression model for BFI after HGD and PCT6 have been removed from the list 
of descriptors. 
Step Action Variable p-value R2 R2adj 
Std. error of 
the estimate 
1 + SAND 0.000 0.58 0.57 0.064 
2 + HGB 0.000 0.65 0.64 0.059 
3 + PSIAE 0.000 0.73 0.72 0.052 
4 + CLAY 0.002 0.76 0.75 0.049 
5 + OMAVE 0.002 0.79 0.77 0.047 
6 + DA 0.007 0.80 0.79 0.045 
7 + WTDEP 0.016 0.82 0.80 0.044 
8 + ROCKDEP 0.011 0.83 0.81 0.042 
9 + PERM 0.009 0.85 0.83 0.041 
10 - HGB 0.449 0.84 0.83 0.041 
Note: Intercept term included in all regression models 
 
The partial residual plots for each of the independent variables included in this model (not shown 
here) do not seem to indicate any clear violation of the basic assumptions and no obvious influential 
observations with untoward behaviour have been noticed. The final model obtained for BFI is 
therefore 
                                                         
                                         
                     
Eq. 5.17 
 
When all independent variables are standardised to a common scale and variability (the most 
common being a mean of zero and standard deviation of one) before the estimation of the 
regression equation, the problem of dealing with different units of measurement is eliminated and 
the resulting regression coefficients indicate the relative importance of the corresponding 
independent variable for the regression model (Hair, 2010). Table 5.7 shows the regressions 
coefficient for BFI model before and after data standardisation. Nevertheless, the interpretation of 
standardised coefficients through direct comparison should be made with caution, because 
collinearity may distort the contributions of independent variables. The impact of each independent 
variable should always be considered relative to the other variables in the model. Given that 
standardised coefficients only impacts interpretation (and even that can be misleading when there 
are strong inter-dependencies between independent variables) and the ultimate goal here is 
prediction and not explanation, no attempt will be made to show the final regression model in a 
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standardised scale. Nevertheless, it is worth highlighting that most of the explanatory variables are 
related to soil properties, which seems to be hydrologically plausible. 
Table 5.7 – Regression coefficients of BFI model. 
 
Regression Coefficients 
Original Standardised 
SAND 0.00222 0.02334 
PSIAE 0.00292 0.03245 
CLAY -0.00525 -0.03687 
OMAVE 0.01522 0.02838 
DA 0.00001 0.01543 
WTDEP 0.04264 0.05306 
ROCKDEP 0.00511 0.04508 
PERM 0.01661 0.02678 
 
To assess the validity of the regression model in Equation 5.17, R2adj and R
2 are examined. Table 5.6 
shows that both measures have similar values (R2=0.84 versus R2adj=0.83). This result indicates that 
the model has been appropriately fitted, as overfitting would be expected to produce much larger 
differences between the two values. In addition, even if potential irrelevant variables are included, 
hence reducing the model parsimony and having confounding effects in model interpretation, this 
will not bias the model results. However, omitting possibly relevant variables can bias subsequent 
regression estimates. Given that the main motivation here is prediction rather than gaining insight 
into the physical factors that control the response signatures, all explanatory variables are therefore 
retained in the regression model. 
 Final models 5.3.7
A stepwise regression procedure is applied independently to each response signature in a similar way 
to what has been described for BFI. Obtaining the final regression equations is a cumbersome and 
iterative process and because of that the different stages are only presented for one signature as an 
example. The final models for the five response signatures are shown in Table 5.8. Different response 
signatures include different number of explanatory variables (Table 5.8), and very different quality of 
fit (Table 5.9). 
Table 5.8 – Final models obtained by stepwise regression for the five response signatures. 
RR = 0.322 - 0.283 x AI - 0.00193 x JUN PPT + 0.0231 x WDMAX + 0.00672 x PCT3 + 0.00218 x 
NOV PPT + 0.00375 x HGA + 0.00426 x PCT4 
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BFI = 0.0403 + 0.00222 x SAND + 0.00292 x PSIAE - 0.00525 x CLAY + 0.0152 x OMAVE  + 
0.00000773 x DA + 0.0426 x WTDEP + 0.00511 x ROCKDEP + 0.0166 x PERM 
SE = 1.25 + 0.0148 x HGB 
SFDC = -0.0244 - 0.00138 x SAND + 0.0176 x SD + 0.0270 x LAIMAX - 0.107 x FC - 0.000155 x HGB 
- 0.000243 x LST32F + 1.56 x Kh 
HPC = 77.6 - 2.73 x SAND – 378 x FC + 34.6 x LAIMAX - 0.344 x HGB -3.39 x WDMIN + 26.3 x SD + 
0.751 x PCT2 
 
Table 5.9 – Coefficient of determination for the final models obtained by stepwise regression. 
 R2 
RR 0.88 
BFI 0.84 
SE 0.20 
SFDC 0.76 
HPC 0.80 
 
With the independent variables to integrate the models selected, and the model parameters 
estimated, the assumptions of linearity, constant variance, independence and normality, underlying 
multiple regression, must be assessed.  
Figure 5.12 shows, for each response signature, the observed variable plotted against the values 
estimated using the models in Table 5.8. For SE it seems that the model is not describing the data 
very well, with an R2 of only 0.20 (Table 5.9). Figure 5.13 shows, for each response signature, the 
residuals plotted against the values estimated using the models in Table 5.8. Figure 5.12 and Figure 
5.13 do not seem to indicate any non-linear pattern of the residuals, which points to overall linear 
equations. There is also no strong evidence that the residuals vary over the range of the predicted 
value for each response signature.  
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Figure 5.12 – Scatterplots showing the relationship between actual and predicted response signatures. 
 
Figure 5.13 – Predicted and residuals for the five response signatures. 
In order to determine whether the residuals are normally distributed, histograms and normal 
probability plots of the residuals are shown in Figure 5.14 and Figure 5.15 respectively. From visual 
inspection, it seems that there is a good agreement with the hypothesis of Gaussian residuals for BFI, 
SE, SFDC and HPC as the points form an approximate straight line (Figure 5.15). However, the 
occurrence of Gaussian residuals for RR cannot be proven as there is some deviation in the 
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extremes values from the straight line. In fact, the normal probability plot for the RR residuals in 
Figure 5.15 may indicate a distribution with heavier tails than the normal distribution. 
 
Figure 5.14 – Histograms of the residuals of the five response signatures. 
 
Figure 5.15 – Normal probability plots for residuals of the five response signatures. 
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Given that visual inspection is not completely conclusive, a Kolmogorov-Smirnov test is applied as an 
additional verification. Kolmogorov-Smirnov test results in not rejecting normality at 95% confidence 
level for the residuals for the five signatures.  
 Uncertainty estimation 5.3.8
When using a regression model to predict an unknown value of response signature    different types 
of uncertainty will have an impact on its final estimation. The variance of the new observation    
should reflect both the error attributable to the fact that one only has access to a sample and not to 
the entire population when estimating the regression model parameters, and the error resulting 
from the discrepancy between the observed and the true response signature value, as shown before 
in Equation 5.11. The difference between observed and true value of response signatures may 
originate from different factors, namely the discharge record length and time period of record used 
in the computation (Kennard et al., 2010). In the case where all assumptions underlying multiple 
regression hold, the variance of the future value can be determined using Equation 5.12. However, 
when the assumptions do not hold the statistical properties of the regression errors cannot be 
estimated by a simple extension of the least squares method. In an attempt to represent all different 
sources of error contributing to an uncertain estimation of the regionalised response signatures, the 
following procedure is conducted for each signature: 
1) One catchment is left out and the remaining 88 catchments are used in the development of 
the regional models for each signature (note that now it is assumed that the explanatory 
variables are known in advance and only the model parameters have to be estimated); 
2) The equations obtained in Step 1 are used to estimate the signature values for the 
catchment that was left out. 
3) The residual for each signature is calculated for the catchment that was left out.  
4) The process is repeated for all catchments. 
5) The 89 residuals are used to construct a histogram. 
This procedure results in the histograms shown in Figure 5.16, for which a normal distribution has 
been superimposed. These empirically derived distributions should reflect how a response signature 
calculated for an unobserved catchment is expected to fluctuate around the value estimated using 
the models in Table 5.8. These marginal distributions of the error variance will form the basis for the 
Bayesian approach introduced in the next chapter to condition hydrological models in regionalised 
response signatures. Note that unlike Equation 5.12 the error structure derived using the procedure 
above is not for particular values of the explanatory variables. This will be particularly relevant when 
deriving the error structure for multiple response signatures used simultaneously. 
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Figure 5.16 – Histograms of the residuals for the five response signatures when one catchment is left out at a time. 
Note that while Figure 5.16 is very similar to Figure 5.14, the figures differ as in Figure 5.16 the 
residuals have been calculated for catchments that have not been used in the development of the 
regional models. Therefore these empirically derived distributions should reflect both the 
uncertainty introduced by a new unknown observation not used in the derivation of the regression 
models and the uncertainty arising from the fact that a sample, and not the entire population, is used 
to derive the regression models. However, it is important to point out that uncertainty arising from 
extrapolation to a new time period, where variations in climate and land use may result in a variation 
in the response signature values, has not been considered.  
The normal distributions shown in Figure 5.16 fitted with the method of moments have the 
parameters shown in Table 5.10. Kolmogorov-Smirnov test results in not rejecting normality at the 
95% confidence level for the residuals for the five signatures. Although the distribution of RR 
residuals does not fail to reject the normality assumption, the normal probability plot (Figure 5.17) 
shows a catchment with a RR residual value that is clearly different from the others. Furthermore, 
the curved nature of the configuration of this plot suggests a distribution with slightly heavier tails 
than a normal distribution. 
For the purpose of uncertainty estimation, for a new unobserved catchment, each estimated 
response signature is assumed to be normally distributed centred in its mean value computed by one 
of the models in Table 5.8, and with variance given in Table 5.10. 
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Table 5.10 – Parameters of the fitted normal distributions of the residuals. 
      
RR residuals 0.000 0.0522 
BFI residuals -0.001 0.0442 
SE residuals 0.000 0.6372 
SFDC residuals 0.000 0.0062 
HPC residuals 0.129 10.8812 
 
 
Figure 5.17 – Normal probability plots for the residuals of the five response signatures when one catchment is left out at 
a time. 
Looking at residuals for pairs of signatures (Figure 5.18) it is clear that they are not always 
independent from each other and hence they should not be assumed uncorrelated. Therefore, when 
multiple signatures are used simultaneously, a multivariate normal distribution that accounts for 
error cross-correlation will be considered (i.e. the nondiagonal elements of the inter-signature error 
covariance matrix are not necessarily zero).  
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Figure 5.18 – Distribution of individual signature residuals (res) shown as histograms and corresponding fitted normal 
distributions. Correlation between signatures residuals shown as scatterplots and the corresponding numerical values. 
Figure 5.19 shows, for the bivariate case, a comparison of a distribution with highly intercorrelated 
residuals and a distribution with independent residuals. The major motivation for the use of the 
multivariate normal is that even when the data are not exactly multivariate normal, this distribution 
may serve as an useful approximation to the true distribution, in particular in inferences involving 
sample mean vectors, which are approximately multivariate normal by the central limit theorem 
(Rencher, 2002). 
 
Figure 5.19 – Bivariate normal densities for the pairs of SFDC and HPC normalised residuals (ρ=0.67) and SFDC and RR 
normalised residuals (ρ=0.01). 
-0.5 0 0.5
-0.2
0
0.2
B
FI
 r
es
-0.5 0 0.5
-4
0
4
SE
 r
es
-0.2 0 0.2
-2
0
2
4
-0.5 0 0.5
-0.04
0
0.04
SF
D
C 
re
s
-0.2 0 0.2
-0.02
0
0.02
0.04
-5 0 5
-0.02
0
0.02
0.04
-0.5 0 0.5
-50
0
50
H
PC
 r
es
RR res
-0.2 0 0.2
-50
0
50
BFI res
-5 0 5
-50
0
50
SE res
-0.05 0 0.05
-50
0
50
SFDC res
-0.5 0 0.5
0
20
40
60
R
R
 r
es
-0.2 0 0.2
0
10
20
30
-2 0 2
0
10
20
30
-0.05 0 0.05
0
20
40
-50 0 50
0
10
20
30
HPC res
=-0.045
p-val=0.677
=-0.129
p-val=0.228
=-0.006,
p-val=0.959
=-0.125
p-val=0.242
=0.342
p-val=0.001
=-0.244
p-val=0.021
=-0.302
p-val=0.004
=-0.198 
p-val=0.063
=0.078
p-val=0.470
=0.667
p-val=0.000
119 
 
Each variable has been checked for univariate normality (Figure 5.17), which is a requisite for 
multivariate normality. However, normality of the individual variables is not sufficient to guarantee 
joint normality. It is therefore necessary to assess multivariate normality. It should be kept in mind 
that in a multi-dimensional space the 89 points are more distant from each other than in any of the 
five individual dimensions. The sparseness of the multivariate data may result in a not very complete 
picture of the distribution from which the sample has been taken and consequently multivariate 
normality tests may not be very powerful (Rencher, 2002).  
A simple option to test multivariate normality is based on visual inspection of bivariate scatterplots 
of all pairs of variables (Figure 5.18). Given that each pair of variables from a multivariate normal 
distribution has necessarily a bivariate normal distribution and bivariate normal variables follow a 
straight line trend (Rencher, 2002), the absence of any clear non-linear trend in Figure 5.18 seems to 
point to a multivariate normal distribution. 
Another useful visual guide to the extent to which the sample comes from a multivariate normal 
distribution can be seen as an analogous method to the univariate normal plot but applied in multi-
dimensional space. The squared Mahalanobis distance is asymptotically distributed as a chi-squared 
distribution with   degrees of freedom (  
 ) (Healy, 1968). Therefore, any non-linear pattern in a plot 
of the squared Mahalanobis distance versus quantiles of   
  indicates a departure from normality.  
Figure 5.20 shows this chi-squared   
  probability plot of the squared Mahalanobis distance for the 
pair of residuals of SFDC and HPC. When all catchments are plotted (Figure 5.20 a) there is one point 
that stands out. When that catchment is removed (Figure 5.20 b) the plot is very close to a straight 
line, indicating a bivariate normal distribution. The results do not differ much if the beta distribution 
is used in place of the chi-squared distribution (as suggested by Small, 1978). 
 
Figure 5.20 – Bivariate normality test for SFDC and HPC residuals based on chi-squared (d=2) probability plot: a) all 
catchments considered; b) one catchment has been removed. 
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For a more formal statistical analysis, the statistical test suggested by Mardia (1970) based on 
multivariate extensions of skewness (b1) and kurtosis (b2) measures is applied (with the corrections 
as in Rencher, 2002). The test rejects the null hypothesis of bivariate normality for a significance level 
of 0.05 when all catchments are used (Table 5.11), but it fails to reject the null hypothesis when the 
outstanding catchment in Figure 5.20 is removed (Table 5.12). This shows how sensitive this test can 
be to outlying observations. 
Table 5.11 – Analysis of the Mardia's multivariate asymmetry skewness and kurtosis for the residuals of the pair SFDC 
and HPC when all 89 catchments are considered. 
 Coefficient Statistic df p-value 
Skewness  4.97 73.65 4 0.000 
Kurtosis       20.73 15.01, 14.61*   0.000 
* Renger (2002) when 50≤n≤400 suggests using a slightly different value for the lower 
statistic than for the upper statistic. 
 
Table 5.12 – Analysis of the Mardia's multivariate asymmetry skewness and kurtosis for the residuals of the pair SFDC 
and HPC when one of the 89 catchments is omitted. 
 Coefficient Statistic df p-value 
Skewness  0.37 5.44 4 0.245 
Kurtosis       8.50 0.59,0.27   0.556,0.673 
* Renger (2002) when 50≤n≤400 suggests using a slightly different value for the lower 
statistic than for the upper statistic. 
 
Table 5.13 summarises the results obtained when Mardia’s test is applied to test bivariate normality 
for all ten different combinations of pairs of signatures, for all 89 catchments considered. The pair 
SFDC residuals and HPC residuals has been analysed in detail before, and it has been shown that the 
rejection of the null hypothesis is caused by a single catchment. It stands out from Table 5.13 that all 
combinations of signature residuals involving RR residuals reject the null hypothesis of bivariate 
normality. It should be reminded here that the normal probability plot for the RR residuals (Figure 
5.17) showed some indication of a distribution with slightly heavier tails than the normal. This may 
be causing the rejection of any bivariate distribution that includes the RR residuals. 
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Table 5.13 – Analysis of the Mardia's multivariate asymmetry skewness and kurtosis for the residuals of all five pairs of 
signatures, when all 89 catchments are considered. 
 
RR 
residuals 
BFI 
Residuals 
SE 
residuals 
SFDC 
residuals 
HPC 
residuals 
RR 
residuals 
 b1: p-val=0.00 b1: p-val=0.00 b1: p-val=0.00 b1: p-val=0.00 
 b2: p-val=0.00 b2: p-val=0.00 b2: p-val=0.00 b2: p-val=0.00 
BFI 
residuals 
  b1: p-val=0.82 b1: p-val=0.46 b1: p-val=0.43 
  b2: p-val=0.18 b2:  p-val=0.06 b2: p-val=0.04 
SE 
residuals 
   b1: p-val=0.26 b1: p-val=0.73 
   b2: p-val=0.00 b2: p-val=0.04 
SFDC 
residuals 
    b1: p-val=0.00 
    b2: p-val=0.00 
HPC 
residuals 
     
     
 
When the test is performed for the three, four and five dimensional problem, the multivariate 
normality assumption at a 5% significance level is rejected most of the time when all 89 catchments 
are considered. However, it has been shown before that this test can be highly sensitive to even a 
single outstanding point. Figure 5.21a shows the chi-squared   
  probability plot of the squared 
Mahalanobis distance for the five dimensional problem. It is not obvious that the points in the plot 
fall along a straight line, which is an indication of non-normal behaviour. However, if the catchments 
corresponding to the three points that most stand out are omitted, the resulting plot approximates a 
straight line (Figure 5.21b).  
 
Figure 5.21 – Multivariate normality test based on chi-squared (d=5) probability plot: a) all catchments considered; b) 
three catchments are omitted 
The Mardia’s test rejects the null hypothesis of multivariate normality for 5D for a significance level 
of 0.05 (Table 5.14). 
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Table 5.14 – Analysis of the Mardia's multivariate asymmetry skewness and kurtosis for 5D. 
 Coefficient Statistic df p-value 
Skewness  15.53 230.30 35 0.000 
Kurtosis       63.55 16.09, 14.68*   0.000 
* Renger (2002) when 50≤n≤400 suggests using a slightly different value for the lower 
statistic than for the upper statistic. 
 
Mardia’s test, used to assess multivariate normality, seems to be highly sensitive to outlying 
observations. Although the test results in the rejection of the normality assumption in some cases, it 
is believed that in practice the assumption of multivariate normality is sufficient to describe the 
prediction uncertainty. Therefore this assumption will be taken forward.  
 Summary and conclusions 5.4
This chapter provided a critical analysis of the application of multiple regression models to 
hydrological regionalisation. Stepwise regression has been used to select the catchment descriptors 
to integrate the model of each response signature to be regionalised. This approach was preferred 
because it provides a simple way to select an approximating model without the need for extensive 
computational resources. However, it should be noted that this process is still time-consuming due 
to the need to ensure that the basic assumptions are met. In addition, it is recognised that there are 
probably other models that are as good as the models derived. These models, though, are unlikely to 
fully capture the complexity of a real catchment and it is important to acknowledge that they can 
only predict response signatures with a certain degree of precision. The uncertainty attached to the 
mean estimated value using those regression models has been estimated in an empirical way, in 
order to reflect both the error introduced by not knowing the true value of the response signatures 
and the error related to not knowing the correct set of catchment descriptors for modelling the 
response signatures, or from errors in measuring those descriptors. The error structure obtained will 
be critical for defining the likelihood function, used in the upcoming chapters within a Bayesian 
framework to predict streamflow in ungauged catchments. This represents a significant advance on 
existing approaches as it enables considering multiple sources of information simultaneously. This is 
of fundamental importance so that the uncertainty arising from the regression can be assessed in the 
model predictions. 
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 THE IMPORTANCE OF THE PRIOR CHOICE5 CHAPTER 6:
Synopsis: In a Bayesian context, the assumption made about the prior distribution can play an 
important role in the determination of the posterior distribution, in particular when data are scarce 
and/or uncertain. Applying Bayes’ law to condition rainfall-runoff models on regionalised response 
signatures is an example of when decisions about the parameter prior become important. The 
common practice in the ungauged catchment literature is the use of uniform prior on parameters. In 
this chapter it is demonstrated that this assumption is not always suitable. This is because the 
uniform prior on parameters maps onto skewed response signature priors that can counteract the 
valuable information gained from the regionalisation. It is also shown that the prior can be more 
usefully defined in terms of a uniform distribution of system behaviour. An initial transformation of 
the uniform prior parameter space is suggested such that the resulting distribution becomes non-
informative in terms of response signature. It is demonstrated that the application of this method 
enables improved estimation of the response signature posterior distribution. 
  
                                                          
5
 The text of much of this chapter is adapted from Almeida, S., Bulygina, N., McIntyre, N., Wagener, T. and 
Buytaert, W. (2013). Improving parameter priors for data-scarce estimation problems. Water Resources 
Research, 49 (9), 6090-6095, doi: 10.1002/wrcr.20437. 
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 Introduction 6.1
When using a Bayesian procedure to condition rainfall-runoff models on regionalised response 
signatures, assumptions about the prior distribution can have a considerable influence on the 
estimation of model parameters, especially in cases where data to calculate the likelihood are few 
and/or have high variance. It is therefore important not to introduce unintended or unjustified 
information into the prior, and in this respect it is common to exercise caution and aim for a non-
informative prior. Introducing unjustified information can result in a disinformative prior that can 
counteract the information gained from the regionalisation. Beven and Westerberg (2011) highlight 
that disinformation (in the context of disinformative data that ideally should be isolated and rejected 
prior to model calibration) should be avoided by all means. In a Bayesian context a parametric prior is 
often expressed as a uniform distribution of parameters (Winsemius et al., 2009, Bulygina et al., 
2011), where all parameter values fall within plausible bounds and different realisations of model 
parameter sets are considered equally likely a priori. However, as will be shown in this chapter, there 
are classes of problems where the prior is more usefully defined in terms of a uniform distribution of 
system behaviour and where uniform distributions of model parameters should therefore not be 
used as the universal definition of prior lack of knowledge (Carlin and Louis, 2009). 
The problem of the prior distribution choice when little or no prior information is available  has 
received much attention in the Bayesian statistical literature (Box and Tiao, 1992, Robert, 2007). In 
many applications, uniform prior on parameters has been applied in an attempt to reflect 
equiprobability. However, a uniform prior does not always reflect prior ignorance, as it is not 
invariant under reparameterisation. In the Bayesian literature several methods have been suggested 
to formulate invariant non-informative priors, such as the Jeffreys prior (Jeffreys, 1946, Jeffreys, 
1961) and the reference priors (Bernardo, 1979, Berger and Bernardo, 1989) (for an overview of 
methods for constructing non-informative priors see Kass and Wasserman, 1996). However, these 
methods may require determination of complex derivatives, and therefore are often not 
straightforward to apply in a hydrological modelling context, where problems are multi-dimensional 
and not necessarily continuous. Alternatively, Box and Tiao (1992) introduced what they call data-
translated likelihood, which gives a very intuitive idea of what makes a uniform prior non-
informative. For the problem tackled in this study, model parameters are conditioned on regionalised 
data and likelihood is expressed in terms of modelled response signatures. It is argued here that the 
initial lack of knowledge should be expressed in the same space that one is getting information on, 
i.e. the response signature space, thus avoiding introducing unjustified information from other 
sources (e.g. the subjective choice of model structure or prior parameter distribution). Due to the 
difficulties associated with approaches such as Jeffreys and reference priors in this particular context 
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it is suggested here to use a uniform prior on response signature space to avoid disinformation. This 
contrasts with the usual practice in hydrological modelling to assume a uniform prior on parameters, 
especially when using conceptual-type models where the parameters have limited physical 
interpretation and thus limited prior knowledge. It is generally not possible to sample parameters 
directly from a uniform signature distribution. In this chapter it is therefore proposed a method for 
transforming an initial uniform prior on parameters to a distribution that maps to a uniform prior in 
terms of response signatures. A set of 84 of the 89 catchments previously introduced, for which a 
variety of regional response signature models and likelihood functions have been determined in 
Chapter 5, are used to test the method. The five catchments removed from the analysis correspond 
to the ones that did not have observations for the period from 1 October 1949 to 30 September 1959 
(see Section 5.3.3). The potential value of the method for a wider range of hydrological applications 
is subsequently discussed. 
 Method 6.2
 Bayes’ method for model conditioning 6.2.1
A Bayesian procedure is used to condition a model on data about expected values of response 
signatures and their uncertainty. Although the procedure is relevant for other types of model and 
sources of data, the particular problem examined here is that of conditioning the parameters of a 
conceptual hydrological model on regionalised response signatures. Bayes’ law here is expressed as 
            
                       
         
 Eq. 6.1 
where, for one catchment, s* represents the regionalised response signature data upon which the 
prior model is conditioned;          is the prior distribution of parameters  for model structure M 
and the catchment’s set of time series inputs I;                is the likelihood function of the 
modelled response signature      given s*, I and M;           is the marginal density of s*; and 
            is the posterior distribution of   given s*, I and M. For the purpose of this study, M is 
selected in advance and considered to be fixed, as is I for any one catchment, and so both these 
terms will be dropped from Equation 6.1 (the implications of dropping M and I are discussed later): 
        
               
     
 Eq. 6.2 
The pre-selected model structure is the probability distributed moisture (PDM) model (Moore, 2007) 
together with two parallel linear routing stores and a simple snow model (Hock, 2003), as described 
in Chapter 4.  
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To apply Bayes’ law it is necessary to specify the likelihood function and the prior. The likelihood 
function is derived explicitly as described in Chapter 5 by analysing the distribution of the errors from 
the original regionalisation model. This chapter focus on parameter priors. 
 A uniform prior on parameters 6.2.2
The usual assertion in conceptual hydrological modelling – that there is sufficiently little prior 
information about the model parameters that their priors should be uniform and independent of one 
another – is used here as a starting point. The joint uniform prior on parameters is denoted by 
      . N parameter sets are randomly drawn from this prior (N = 1,000 was chosen as the results 
showed limited sensitivity to larger values of N). Using the pre-selected model structure M and 
relevant time series inputs I, N hydrographs are generated for a catchment of interest. For each of 
these hydrographs the corresponding response signature is computed and the likelihood value 
calculated. The parameter and signature posteriors,         and           , are thus approximated 
from the N samples, and            can then be assessed in terms of how successfully it explains 
the distribution of observed response signatures (using the metric described in Section 6.2.4). This 
provides a benchmark to assess the performance of an alternative prior.  
 Parameter prior that maps onto a uniform response signature distribution 6.2.3
The premise of this chapter is that when a model is conditioned on information coming from 
regionalised response signatures, a uniform prior on parameters        is disinformative and 
instead Equation 6.2 should be applied assuming a prior that maps (by running it through the model 
M) onto a uniform prior on response signature,       . Since it is generally not possible to sample 
directly from       , the distribution        is approximated using the N parameter samples from 
       and corresponding importance weights (Doucet et al., 2000). The importance weights are 
calculated using Equation 6.3 
        
      
 [    ]
 Eq. 6.3 
where      is a response signature probability distribution derived by mapping (by running through 
the model M) a uniform parameters distribution onto the response signature space, and c is a 
normalising constant to guarantee that the integral of        with respect to   is one. Division by 
the response signature distribution      downweights frequent signature values and increases the 
weight of less frequent signature values. Since the mapped response signature distribution (in most 
cases) cannot be derived analytically, it is approximated by mapping N parameter samples from 
       onto the signature space via model M. Distribution of the resulting signature draws can then 
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be approximated using either a histogram as implemented here, a Kernel density approximation 
(Silverman, 1986), or using a mixture of Gaussian distributions parsimoniously parameterised by 
means of a Dirichlet process model (Muller et al., 1996) as shown in Appendix C and Almeida et al. 
(2013). The upper and lower bounds for        are dependent on the model structure choice, model 
parameter space definition, as well as model inputs.  
With a suitabl      e  now estimated, Equation 6.2 can be applied to estimate the parameter and 
response signature posteriors,         and           . The latter’s performance in explaining the 
observed distribution of response signatures is compared with the benchmark performance.  
 Performance assessment 6.2.4
There are numerous methods that might be used for comparing the observed response signatures 
with the two alternative modelled distributions. The graphical QQ plot method suggested by Laio and 
Tamea (2007) is adapted here. While Laio and Tamea (2007) applied the suggested verification tool 
to evaluate the probabilistic forecasts of a streamflow time series, the same tool is used here to 
evaluate the predicted response signatures. The response signature predictions are considered to be 
consistent with the observed response signature  ̂ , where   refers to a specific catchment, if the 
modelled response signature cumulative distribution function    evaluated at the observed response 
signature,        ̂  , comes from a uniform distribution U(0,1) (Laio and Tamea, 2007). For the 
purpose of testing whether a uniform distribution is achieved, Laio and Tamea (2007) suggest a 
graphical method based on a QQ plot. A QQ plot compares the available sample of    with the 
theoretical quantiles of U(0,1). If the two probability distributions are similar, the plot will be close to 
the 1:1 line. Here, a jack-knife approach is used that provides 84 samples of   corresponding to the 
84 test catchments: one catchment at a time is removed as the test ‘ungauged’ catchment and the 
remaining 83 catchments are used to support the regionalisation and thus to determine the test 
catchment’s posterior and hence   value. This process is repeated for all catchments and the 
performance integrated across the 84 catchments is assessed using the QQ plot. 
The performance is assessed using the five different response signatures described in Chapter 4: 
runoff ratio (RR), baseflow index (BFI), streamflow elasticity (SE), slope of flow duration curve (SFDC) 
and high pulse count (HPC). Although the five response signatures could be treated together to 
define a joint prior and posterior distribution, they are used individually here to evaluate the 
proposed method for different responses. 
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 Results 6.3
Using a 439 km2 sub-catchment of the Nezinscot River, Maine, as an example, Figure 6.1 shows that 
uniform prior on parameters maps onto significantly skewed response signature priors (i.e. prior to 
introducing information from the regionalised signature estimates). Figure 6.1 also shows, for the 
same catchment, an expected value and likelihood function for each response signature, illustrating 
that, in particular for RR and SE, there is information in the prior that is inconsistent with the 
information coming from the regionalisation. Furthermore, sometimes even when the prior is 
consistent with the information coming from the regionalisation, such is the case of SFDC in Figure 
6.1, it may be difficult to justify the much higher weight given by the prior to the points close to the 
likelihood centre. 
 
Figure 6.1 – A uniform parameter mapping onto the response signature distribution, s(Θ), the likelihood, L(s(Θ)|s*),  and 
best estimate value, s*: example of the Nezinscot River at Turner Center, Maine. 
Figure 6.2 shows another example, this time for a 1,609 km2 sub-catchment of the Pemigewasset 
River, New Hampshire. Skewness and directions of inconsistencies are similar to the Nezinscot River 
sub-catchment for most of the response signatures. The SFDC prior distribution for the 
Pemigewasset River sub-catchment although similar in shape to the Nezinscot River sub-catchment 
(i.e. the histograms for SFDC in Figures 6.1 and 6.2 are similar) is, however, now inconsistent with the 
information coming from the regionalisation. While for the Nezinscot River sub-catchment the prior 
SFDC distribution is relatively flat around the region where the likelihood is centred, the same is not 
true for the Pemigewasset River sub-catchment.  
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Figure 6.2 – A uniform parameter mapping onto the response signature distribution, s(Θ), the likelihood, L(s(Θ)|s*),  and 
best estimate value, s*: example of the Pemigewasset River at Plymouth, New Hampshire. 
Figure 6.3 shows a third example for a 1,539 km2 sub-catchment of the West Branch Delaware River 
at Hale Eddy, New York. The response signature distributions in Figure 6.3 show similarities with the 
two previous catchments. Overall, similar skewness and directions of inconsistencies were prevalent 
over the 84 catchments. 
 
Figure 6.3 – A uniform parameter mapping onto the response signature distribution, s(Θ), the likelihood, L(s(Θ)|s*),  and 
best estimate value, s*: example of the West Branch Delaware River at Hale Eddy, New York.   
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Figure 6.4 shows QQ plots obtained using the uniform prior on parameters (shown using subscript 
up), demonstrating that in general across the 84 catchments there is no consistent agreement 
between modelled and observed response signature values. This supports the hypothesis that the 
uniform prior on parameters is disinformative, unintentionally giving undue weight to some regions 
of the output response signature space.  
 
Figure 6.4 – QQ plots comparing the available sample zi with theoretical quantiles of U(0,1) for each of the five 
signatures
6
. 
Figure 6.4 also shows QQ plots obtained when the prior that maps onto a uniform response signature 
distribution is employed (shown using subscript us). This result suggests that better overall 
performance can be achieved by using this type of prior. For BFI and HPC, similar results were 
obtained with either prior, because the uniform prior on parameters tends to map onto more 
uniform prior on signatures in the region where the likelihood is centred (Figure 6.1, 6.2 and 6.3). 
 Assumptions and applicability 6.4
It may be argued that the pre-selection of the model structure implies that prior information about 
the hydrological system is being used and therefore it is not appropriate to transform the prior 
distributions so that they are non-informative with respect to the particular signatures being 
                                                          
6
 The results presented here were obtained using a histogram approach to approximate the prior signature 
space (see Equation 6.3). Appendix C presents a comparison between the results obtained using a histogram 
and a mixture of Gaussian distributions approach. 
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simulated.  However, in this case study, as in many other regionalisation studies, the model structure 
was chosen from a position of limited knowledge about how well it can replicate responses over a 
large number of catchments. The method accepts that more prior weight should be given to 
parameters that compensate for unjustified preconceptions of the model structure about streamflow 
responses. 
It may also be argued that the meteorological data should provide some prior knowledge about the 
nature of the response signatures. In the method, the influence of the meteorology is included in the 
signature regionalisation and thus included in the likelihood function. On that basis, it was assumed 
valid to omit it from the prior.  
A further limitation of the method proposed here is that the prior signature distributions are 
bounded, which introduces some information in an unbounded signature case (i.e. SE, SFDC and 
HPC). However, a very similar problem arises when choosing parameter bounds for a uniform prior 
on parameters. Both problems are alleviated by choosing ‘wide enough’ bounds, allowing for 
signature bounds to be physically meaningful and grounded in the literature (Sankarasubramanian 
and Vogel, 2003).  
This chapter relates to problems where the hydrological model does not lend itself to the 
specification of parameters prior to the integration of information via Bayes’ theorem. This includes a 
range of conceptual hydrological models, where it is the common practice (but not necessarily good 
practice, as shown here) to specify a prior as being uniform on parameters. There are other 
situations where it may be considered desirable to use an informative parameter prior, because it 
accounts for information considered to be important and valid due to long-term experience with a 
particular model (Kapangaziwiri et al., 2012). 
This chapter also relates to catchments with sparse information, for example only a few, uncertain 
observations or regionalised response signatures to condition the model upon. Where the likelihood 
function encompasses many more independent items of information, as is sometimes considered to 
be the case when conditioning upon time series of observed flow (Sorooshian and Dracup, 1980), the 
likelihood function may overwhelm the effect of the prior irrespective of its distribution. However, in 
most hydrological applications, even where time series of flow exist, often the items of information 
feeding into the likelihood function can neither be considered independent nor relatively precise, 
increasing the importance of the prior. 
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 Summary and conclusions 6.5
Ensuring a suitably non-informative prior distribution is often neglected when applying Bayes’ 
theorem. It is shown in this chapter the potential importance of avoiding disinformative priors using 
a rainfall-runoff modelling case study where data were scarce and uncertain, coming only from a 
regionalisation exercise. An initial transformation of the uniform prior on parameters into a prior that 
maps to a uniform response signature distribution contributed to improved estimation of the 
catchment response signatures. It is speculated that such a method may improve the success of 
Bayesian conditioning for a range of data-scarce model applications. 
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 THE IMPORTANCE OF REGIONALISED SIGNATURES FOR CHAPTER 7:
MODEL CONDITIONING AND THE VALUE OF BAYES FACTOR FOR 
PERFORMANCE ASSESSMENT 
Synopsis: This chapter focuses on the use of multiple regionalised response signatures to condition 
model parameter space and streamflow predictions. In particular, it aims to build an understanding 
as to whether better predictions can be obtained by increasing the number of signatures and by 
considering the inter-dependencies between the errors of multiple regionalised signatures. 
Streamflow predictions are evaluated against synthetically generated data, using a relatively 
unexploited performance measure in the context of rainfall-runoff modelling, the Bayes factor. 
Synthetically generated data are used in order to isolate any sources of uncertainty that are 
unrelated to the regionalisation process, such as errors associated with model structure and 
observational data. The results show that when signatures regionalised with similar quality are used 
to condition the hydrological model, certain signatures tend to be more effective in identifying the 
optimum parameter set than others (e.g. HPC performs better than SE). Additionally, accounting for 
inter-dependencies between the errors of regionalised signatures only has a noticeable impact on 
the results when the correlations are relatively high. The findings drawn from this synthetic case 
study are subsequently applied to simulations using real data, which includes additional uncertainties 
related to model structural and observational errors. The resulting streamflow predictions obtained 
using the suggested regionalisation framework give almost as good results in terms of accuracy and 
precision as when observed signatures are available for model calibration.  
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 Introduction 7.1
In the previous chapter a Bayesian procedure to condition a hydrological model on the expected 
values of response signatures with formal uncertainty estimation was introduced. Particular 
challenges related to the Bayesian approach include the specification of the prior distribution and the 
likelihood function. In Chapter 5 the likelihood function has been defined. In Chapter 6 the impact of 
assumptions about the prior distribution on the estimation of model parameters was investigated. 
This was listed in Section 1.4 as one of the objectives of this thesis (see Objective 1, Section 1.4). This 
chapter aims to address the remaining four objectives of that list. Specifically, the analyses reported 
here will build understanding about whether better predictions can be obtained by increasing the 
number of signatures and by considering the inter-dependencies between the errors of regionalised 
signatures when multiple signatures are used simultaneously in the conditioning process. 
It has been suggested that predictive uncertainty is often dominated by the rainfall-runoff model 
structure error component (Gupta et al., 1998, Kuczera et al., 2006). In Section 7.2 the pre-selected 
conceptual model structure, described in Chapter 4, is evaluated to assess whether it adequately 
represents the catchments under study. Model structure diagnostics is not, however, the research 
focus here. Therefore, and thereafter in Section 7.2, the error introduced by the model structure 
choice is isolated, so that the impact of other sources of uncertainty that are the focus of the thesis 
can be more clearly analysed. Error introduced by model structure is removed by using synthetically 
generated streamflow data. The results are assessed by using a relatively unexploited performance 
measure in the context of rainfall-runoff modelling, the Bayes factor. Reasons why this performance 
measure is preferred over other most commonly used measures in this context, such as Laio and 
Tamea (2007) popular QQ plots, are given in Section 7.2.2.3. Specifically, Bayes factor offers a better 
means of assessing the optimum parameter identification. Subsequently, Section 7.2 proceeds to 
evaluate how the explicit representation of the uncertainty introduced by the regionalisation 
procedure, including the inter-dependencies between the errors of the regionalised signatures, can 
contribute to an improved specification of the optimal parameter set. This will be achieved by 
introducing initially an artificial error structure and then move to an error structure that reflects the 
regionalisation procedure of the response signatures described in Chapter 5. The findings from 
Section 7.2 are then applied in Section 7.3, using the same dataset of catchments, but now 
employing observed streamflow data to support the regionalisation procedure and to assess model 
performance. The streamflow predictions obtained when using real (as opposed to synthetic) data 
are no longer evaluated in terms of Bayes factor, due to the lack of knowledge on observational and 
structural model error which may result in errors of different natures being compared. Nash-Sutcliffe 
for probabilistic predictions, as advocated by Bulygina et al. (2009), is applied instead. Although this 
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performance measure suffers from similar problems and although streamflow predictions have not 
been designed to meet this particular performance measure (they have been designed to match 
response signatures instead), it is shown that this statistic can be a useful way of assessing 
predictions on signature-based calibration problems.  
 Synthetic data 7.2
 Model structure evaluation 7.2.1
The model structure selected to represent a catchment should be able to realistically capture the 
main hydrological processes occurring in that system. Frequently in the PUB context, a single model 
structure is chosen, which has the advantage of making regionalisation more straightforward to 
apply. However, it is unlikely that a single model structure is the most adequate for multiple 
catchments (Clark et al., 2008, van Werkhoven et al., 2008) due to the inherent spatial variability of 
nature (Beven, 2000b). Although the pre-selected conceptual model chosen in Chapter 4 (PDM 
model together with two parallel linear routing stores and a simple snow model, hereafter called 
PDM for simplicity) is believed to be flexible enough for most of the catchments in the study area, 
there is no reason to believe that other model structures may not be better suited for some of the 84 
catchments.  
To evaluate the ability of the PDM model structure to adequately represent the hydrological 
functioning of the catchments under analysis, the model is calibrated for each of these catchments 
using historical streamflow observations. The best parameter set, in terms of Nash-Sutcliffe (NS, 
Nash and Sutcliffe, 1970) performance measure, is then used to generate synthetic streamflow time 
series. Based on these synthetic time series, response signatures are calculated and compared to the 
actual observed response signatures (Figure 7.1). The large scatter in some of the plots in Figure 7.1 
is an indication that, for some catchments, the PDM model is not able to capture the observed 
system dynamics when fitted using the NS performance measure. The results may also be an 
indication that NS is an inadequate measure of model structure performance when assessing 
matched response signatures. Therefore, an additional performance measure defined on the basis of 
the difference between the modelled and the observed signatures (instead of the difference 
between the simulated and the measured streamflow) is also used to assess the adequacy of the 
PDM model. In the absence of a compelling reason for assigning different weights to the different 
signatures, the multi-objective calibration problem is converted to a single-objective problem by 
subjectively assigning equal weights to all five signatures. This is achieved by selecting the optimum 
parameter set based on the signature ‘similarity’ measure (SM) given by: 
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 Eq. 7.1 
where   is the response signature,     is the simulated value of response signature  ,     is the 
observed value of response signature   and    is the standard deviation of each signature calculated 
based on all simulated signatures (1,000 in the current case). Figure 7.2 shows a stronger correlation 
between observed and predicted response signatures for RR, BFI, SFDC and HPC, when compared 
with that observed in Figure 7.1. Nevertheless, signatures generated based on the parameter set 
with the best SM still show a poor match for SE and BFI. This suggests that the PDM is not capable of 
reproducing all observed signatures simultaneously, when fitted using SM performance measure. 
 
Figure 7.1 – Scatterplots comparing observed signatures with signatures obtained for the time series generated by the 
parameter set with the best NS value, for the 84 catchments. 
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Figure 7.2 – Scatterplots comparing observed signatures with signatures obtained for the time series generated by the 
parameter set with the best SM value, for the 84 catchments. 
The inadequacy of PDM for some catchments may be associated with a failure to represent some 
real-world processes that control the hydrological catchment response. For example, the PDM 
formulation applied in this thesis does not explicitly represent soil drainage. Whilst this may be 
partially compensated by the split of direct runoff into surface flow and groundwater storage based 
on the parameter  , the non-explicit representation of soil water dynamics is likely to greatly reduce 
model flexibility. However, it is likely that such problems would be encountered irrespective of the 
model structure chosen as no model will be the best choice for all catchments (Clark et al., 2008). 
Indeed, selection of the best model structure for hydrological analyses is a major research challenge 
which extends beyond the PUB context. Further work is required to assess the performance of 
different hydrological model structures in various climate regimes and for different catchment 
characteristics (Clark et al., 2008). The issue of model structure selection is not, however, a focus of 
this thesis and therefore it is merely acknowledged that model a priori selection will impact 
predictive uncertainty. 
Whilst the performance of different model structures is not analysed, it is, however, necessary to 
avoid that model structure error affects the value of the information in the regionalised signatures. 
To achieve this, synthetic data are generated using the parameter set with the best NS out of a 
population of 1,000 randomly sampled sets from the feasible parameter space (Table 4.1). As an 
example Figure 7.3 shows observed and synthetic flow time series for one water year (October 1950 
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to September 1951) for a sub-catchment of the Nezinscot River at Turner Center, Maine. In the 
remainder of Section 7.2, synthetic data are used as a substitute for the observed time series. In 
doing so, the error introduced by the model structure choice and the observational error may be 
isolated. This guarantees that an optimum parameter set exists which is capable of perfectly 
reproducing the ‘observed’ response signatures. The impact of other sources of uncertainty can 
therefore be more clearly analysed. 
 
Figure 7.3 – Synthetic flow time series for the period October 1950 - September 1951 generated using the best parameter 
set in terms of NS, versus the actual observed flow, for a sub-catchment of the Nezinscot River. 
 Artificial noise structure 7.2.2
 Adding artificial noise to synthetic data 7.2.2.1
When data is generated synthetically, before inverting the process to try to discover how well the 
original parameter set is recovered (in this case by applying the Bayesian conditioning process 
described by Equation 6.2), it is necessary to corrupt the synthetic data with noise. Here, the noise is 
not introduced in the streamflow synthetic time series directly, but instead in the response 
signatures calculated based on those time series. This noise aims to represent the error that would 
exist in a regionalisation exercise (for example, due to the uncertainty associated with the 
coefficients of the regression models used to predict the response signature in the ungauged 
location). Noise is initially assumed to be normally distributed with standard deviation equal to 10% 
of the range of the observed response signature (see Figure 7.1 for an indication of these ranges), 
centred on the ‘observed’ value. As shown in Chapter 5, the choice of a normal distribution to 
represent regionalisation errors is a realistic assumption. However, the results may be sensitive to 
the choice of standard deviation. Consequently, predictions are assessed in Section 7.2.2.3 for a 
range of alternative standard deviations and compared to those obtained when assuming a value of 
10%. 
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By way of example, BFI is used to illustrate how noise is introduced into the observed signature 
value. The smallest value of BFI within the set of 84 catchments is 0.36 and the highest value is 0.97, 
giving a difference between these two values of 0.61. For a hydrograph, such as shown in Figure 7.3 
for the sub-catchment of the Nezinscot River with BFI equal to 0.64 for the synthetic data (solid black 
line in Figure 7.3), noise is therefore introduced by randomly generating a new value for BFI from the 
distribution   (0.64,0.0612). Figure 7.4 shows one possible realisation of the values of BFI for the 84 
catchments before and after noise has been introduced based on described function for the noise. 
 
Figure 7.4 – Comparison between BFI for the 84 catchments calculated based on synthetic data before and after 
introducing noise. 
By imposing a noise distribution with a standard deviation that depends on the range of observed 
signature values, it is implicitly assumed that the signatures can be regionalised with similar quality. 
This will enable evaluation of which response signature can more effectively reduce uncertainty in 
streamflow predictions if they could be regionalised with similar quality. When resources are limited, 
this type of analysis will thus give an indication of where one should concentrate regionalisation 
efforts. In other words, it will help deciding which response signature one should estimate first. 
 Streamflow simulation conditioned on individual signatures regionalised with 7.2.2.2
similar quality 
Using once again the sub-catchment of the Nezinscot River as an example, Figures 7.5 to 7.9 show for 
the period October 1950 to September 1951 the space of possible hydrograph solutions 
corresponding to the prior parameter uncertainty (lighter shaded portion of the figures) and the 90% 
prediction limits obtained when each of the five response signatures are used independently as the 
only source of information to condition the hydrological model (darker shaded portion of the 
figures). The 90% prediction limits are determined using the Bayesian conditioning process described 
in Chapter 6. The likelihood is assumed to be normally distributed, centred on the regionalised 
response signature (in this case that corresponds to the synthetic signature values, after noise has 
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been introduced) with a standard deviation equal to 10% of the observed range of the observed 
response signatures (similar to the noise distribution). Most streamflow observations in Figures 7.5 
to 7.9, which as previously mentioned correspond to synthetically generated data, appear to fall 
within the prediction bounds, even though the predicted hydrographs look very different from one 
figure to the other. Different signatures capture different aspects of the catchment behaviour and 
therefore it is not surprising that the prediction limits in Figures 7.5 to 7.9 differ substantially from 
each other. It is, however, difficult to robustly judge how different the hydrographs are from visual 
inspection alone, or to come to general conclusions when looking at example sites and time 
windows. As a result, a performance measure that helps to summarise the information contained in 
each of these hydrographs is desirable to facilitate assessment. 
 
Figure 7.5 – Prediction limits for model conditioned on RR, for a sub-catchment of the Nezinscot River, when artificial 
error has been introduced. 
 
Figure 7.6 – Prediction limits for model conditioned on BFI, for a sub-catchment of the Nezinscot River, when artificial 
error has been introduced. 
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Figure 7.7 – Prediction limits for model conditioned on SE, for a sub-catchment of the Nezinscot River, when artificial 
error has been introduced. 
 
Figure 7.8 – Prediction limits for model conditioned on SFDC, for a sub-catchment of the Nezinscot River, when artificial 
error has been introduced. 
 
Figure 7.9 – Prediction limits for model conditioned on HPC, for a sub-catchment of the Nezinscot River, when artificial 
error has been introduced. 
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 Performance assessment 7.2.2.3
The probabilistic nature of the predictions detailed in Section 7.2.2.2 requires more sophisticated 
goodness of fit measures than the traditional measures used for deterministic predictions (e.g. mean 
absolute error, root mean square error, Nash-Sutcliffe efficiency, etc.). Over recent years 
performance measures such as the QQ plots, as advocated by Laio and Tamea (2007), have been 
commonly used to assess density forecasts such as the ones shown in Figures 7.5 to 7.9. When 
applying the QQ plot verification tool, the probabilistic prediction of streamflow is considered to be 
consistent with the observed streamflow   , where   refers to a specific time step, if the modelled 
streamflow cumulative distribution function    evaluated at the observed streamflow,          , 
comes from a uniform distribution U(0,1) (Laio and Tamea, 2007). 
It is argued here that this form of performance assessment is inadequate when signature(s)-based 
calibration (either regionalised for the case of an ungauged catchment, or derived from actual local 
observations for the case of a gauged catchment) is employed to reduce uncertainty beyond what is 
possible by defining the priors on model parameters. For example, when BFI is used as constraint on 
ensemble streamflow predictions in the sub-catchment of the Nezinscot River (Figure 7.6) and the 
QQ plot is calculated (Figure 7.10), the results appear poor as observations do not tend to be 
uniformly distributed within the prediction limits. Instead, the prediction is clearly biased towards 
underprediction (Figure 7.6) and therefore the QQ plot falls significantly below the bisector (Figure 
7.10). This is, however, unsurprising given that the model is being conditioned solely on a particular 
piece of information that concerns baseflow and no other sources of information on different 
aspects of the hydrograph are being used. Thus quantiles of observed flows are not conditioned to 
follow a uniform distribution (as QQ plots assess). Rather quantiles of response signatures should 
follow this condition (for all catchments considered – see Chapter 6). Although response signatures 
are measures of theoretically relevant system process behaviours (Wagener et al., 2007, Gupta et al., 
2008), they reflect fragmented knowledge as different signatures capture different catchment 
processes. Therefore, by providing only BFI as the sole source of information to constrain model 
simulations, it is unlikely that good fits of streamflow in a statistical sense are obtained. This does not 
necessarily imply though that predictions are not reasonable considering the information that the 
model is being fed with. Instead, it is argued here that a measure that more adequately reflects the 
aim of this particular application (i.e. the reproduction of certain aspects of the hydrograph) should 
be used. 
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Figure 7.10 – QQ plot for streamflow prediction based on BFI, for a sub-catchment of the Nezinscot River. 
In the context of this thesis it is not so relevant whether observations fall in the different quantiles 
uniformly (this is what a QQ plot measures), but instead one is most interested in the ability of the 
regionalised signatures in identifying the optimum parameter set among the sampled parameter sets 
in a Monte Carlo simulation. Note that this is particularly relevant in the current context of synthetic 
data, as there is an actual single best parameter set that has been used to generate the data used as 
‘observed’. In the case of real data being used, it would not be as straightforward, as there is no 
guarantee that a single optimum parameter set exists. It is therefore suggested that regionalisation 
procedures are evaluated on the basis of their ability to specify the optimal model parameter set. If a 
set of response signatures SS1 is more likely than set SS2 to identify the optimum parameter set, SS1 
should be considered better than SS2 in the conditioning process. This comparison can be made using 
the Bayes factor (Jeffreys, 1961), which is commonly applied in Bayesian statistics for comparing 
predictions made by two competing hypothesis on the basis of the observed data (see e.g. Kass and 
Raftery, 1995, for its formal definition). However, the Bayes factor has surprisingly received little 
attention in a hydrological context. Contrastingly, it has been widely used in climate studies to 
compare different time series produced by various models (e.g. Min and Hense, 2007, Chun, 2010). 
Given a model conditioning problem in which one has to choose between two different sets of 
response signatures (for example, SS1 and SS2, where each set can be a single or multiple response 
signatures) to condition the simulations, the plausibility of the two different sets to recognise the 
optimum parameter set is assessed by calculating the quotient between the probability of the 
optimum parameter set obtained using SS1 in the conditioning process and the probability of the 
optimum parameter set obtained using SS2 in the conditioning process (see Appendix D for a formal 
derivation). If this likelihood ratio, or the Bayes factor BFSS1/SS2 (the subscript of the Bayes factor 
identifies what is being compared and the order denotes which hypothesis is in the numerator and 
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which is in the denominator), is greater than 1, it means that the response signatures contained in 
SS1 are more likely to recognise the optimum parameter set than the response signatures contained 
in SS2. If this is the case, the exact value of the Bayes factor can be used to interpret the likely 
strength of the evidence supporting use of SS1 as shown in Table 7.1 (Jeffreys, 1961, Appendix B). It 
should be noted though that this is not the only interpretation of the Bayes factor that has been 
proposed. For example, Kass and Raftery (1995) pooled the categories ‘Strong’ and ‘Very Strong’ 
together for simplification and used 20 rather than 10 as the requirement for strong evidence and 
150 as opposed to 100 for inclusion in the last category. 
Table 7.1 – The Bayes factor interpretation. From Jeffreys (1961). 
BF Strength of evidence 
< 1:1 Negative (supports SS2) 
1:3 to 3:1 Barely worth mentioning 
3:1 to 10:1 Substantial 
10:1 to 30:1 Strong 
30:1 to 100:1 Very string 
> 100:1 Decisive 
 
Table 7.2 summarises in terms of the Bayes factor the results for the example catchment. For BFI, the 
Bayes factor has been calculated as the likelihood of the optimum parameter set when BFI is used to 
condition the simulations (SS1 = BFI in this case) divided by the prior likelihood of the same 
parameter set (SS2 = prior). For the example catchment a value of BFBFI/prior equal to 1.8 is obtained. 
This means that when BFI (synthetic BFI with noise) is used to condition the model, it is almost twice 
more likely to recognise the optimum parameter set than when only the prior knowledge is used. 
According to Jeffreys’ interpretation this ratio of 1.8 is ‘barely worth mentioning’ even if it points 
towards BFI. For RR, BFRR/prior is equal to 9.8, meaning that RR allows a stronger identification of the 
optimal parameter set. A value of BFSE/prior less than 1 is an indication that better results can be 
expected by simply employing the prior knowledge instead of using the SE. 
Table 7.2 – The Bayes factor between single signatures and prior for a sub-catchment of the Nezinscot River for 
likelihood with standard deviation equal to 10% of the observed signatures ranges. 
Bayes factor 
[RR/prior] [BFI/prior] [SE/prior] [SFDC/prior] [HPC/prior] 
9.8 1.8 0.8 2.7 3.5 
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Figure 7.11 shows the QQ plots for the five situations just analysed in terms of the Bayes factor. Each 
figure shows a value for the reliability index  , which is related to the area between the QQ plot 
curve and the bisector, and is defined by (Renard et al., 2010): 
     
 
 
∑|       
 |
 
   
 Eq. 7.2 
where     and    
  are the  th observed (after re-ordering) and theoretical  -values of   , and   is the 
number of observations. The reliability index varies between 0 and 1, where 1 is the best possible 
outcome that corresponds to the overlap of the QQ plot curve and the bisector. 
 
Figure 7.11 – QQ plots and reliability index for a sub-catchment of the Nezinscot River for a) RR, b) BFI, c) SE, d) SFDC, and 
e) HPC. 
If the signatures are ordered in accordance to their reliability index values, the following sequence, in 
descending order, is obtained: RR, BFI, SFDC, HPC and SE. However, if the results are sorted on the 
basis of the signatures ability to provide an improved specification of the optimal model parameter 
set, as measured by the Bayes factor, the following descending sequence is obtained:  RR, HPC, SFDC, 
BFI and SE. Despite the negative support of SE in terms of the Bayes factor (i.e. it is lower than 1 and 
therefore it supports the prior, Table 7.2), the corresponding QQ plot is not that different from the 
QQ plots obtained using BFI, SFDC or HPC. This clearly shows that QQ plots and the Bayes factor 
measure different aspects of the hydrograph and both should be interpreted with caution. Hereafter, 
and until the end of Section 7.2, the results are evaluated in terms of the Bayes factor. 
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The results presented before refer to the example catchment. However, the outcomes from a single 
catchment are of limited use to draw robust conclusions. Table 7.3 contains the median values for 
the Bayes factor calculated using 84 catchments, when each of the five response signatures are used 
in isolation (i.e. one at a time) to constrain the hydrological model. From Table 7.3, it seems that all 
five signatures have a similar impact on the identification of the optimum parameter set. 
Table 7.3 – Median Bayes factor between single signatures and prior over 84 catchments for likelihood with standard 
deviation equal to 10% of the observed signatures ranges. 
Bayes factor 
[RR/prior] [BFI/prior] [SE/prior] [SFDC/prior] [HPC/prior] 
2.7 2.7 2.6 3.0 3.7 
 
The boxplots in Figure 7.12 provide further information in addition to the median Bayes factor for 
the same group of catchments. Although the median values are very similar for different signatures, 
the spread around that value differs from one boxplot to the other. SE is the signature that presents 
the highest interquartile range, in contrast with BFI that presents the lowest. Despite the fact that SE 
presents the lowest value for the lower quartile, this signature does not show the lowest value for 
the upper quartile. This may be an indication that SE can effectively provide some insight about the 
optimum parameter set for some catchments, but not for other catchments.  
 
Figure 7.12 – The Bayes factor between RR and prior, BFI and prior, SE and prior, SFDC and prior, and HPC and prior, over 
84 catchments for likelihood with standard deviation equal to 10% of the observed range of signatures
7
. 
Table 7.4 shows equivalent results to those in Table 7.3, but now instead of using noise and 
likelihood functions with standard deviation set equal to 10% of the observed range of response 
signatures, standard deviation is fixed equal to 5% of the observed signature range (i.e. it is being 
                                                          
7
 Unless stated otherwise, for the boxplots shown in this chapter, the upper whisker represents the upper 
quartile plus one and a half times the interquartile range, and the lower whisker represents the lower quartile 
minus one and a half times the interquartile range. To simplify visualisation, data not included between the 
whiskers are not plotted. 
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assumed that signatures can be regionalised with higher quality than before). Bayes factors are 
higher in Table 7.4 than in Table 7.3. Similar improvement in the Bayes factor is also observed when 
looking at the other quartiles in Figures 7.12 and 7.13. This implies that higher quality (more precise) 
information leads to stronger parameter identification. Previously, the similarity of the five median 
values of the Bayes factor (Table 7.3) indicated that all signatures were of comparable value for 
identifying the optimal parameter set. However, the results obtained using more precise information 
(Table 7.4, Figure 7.13) indicate that response signatures such as HPC and SFDC may contribute more 
strongly to identification of the optimal parameter set than SE (at least for the set of catchments 
used in this study and for this rainfall-runoff model). 
Table 7.4 – Median Bayes factor between single signatures and prior over 84 catchments for likelihood with standard 
deviation equal to 5% of the observed signatures ranges. 
Bayes factor 
[RR/prior] [BFI/prior] [SE/prior] [SFDC/prior] [HPC/prior] 
5.4 4.7 3.8 6.2 6.8 
 
Figure 7.13 – The Bayes factor between RR and prior, BFI and prior, SE and prior, SFDC and prior, and HPC and prior, over 
84 catchments for likelihood with standard deviation equal to 5% of the observed range of signatures. 
Abstracting to a scenario where the response signatures could be regionalised with even higher 
quality, results similar to those given in Table 7.5 would be obtained. The results reported in Table 
7.5 are based on a noise and likelihood function with standard deviation set equal to 1% of the 
observed signature ranges. Once again the results improved, and again HPC seems to more strongly 
identify the optimum parameter set than other response signatures (Table 7.5, Figure 7.14). 
Table 7.5 – Median Bayes factor between single signatures and prior over 84 catchments for likelihood with standard 
deviation equal to 1% of the observed signatures ranges. 
Bayes factor 
[RR/prior] [BFI/prior] [SE/prior] [SFDC/prior] [HPC/prior] 
29.5 24.3 23.8 26.4 35.3 
0
5
10
15
20
RR BFI SE SFDC HPC
Uniform prior on the signature space
B
ay
es
 f
ac
to
r 
[-
]
148 
 
 
 
Figure 7.14 – The Bayes factor between RR and prior, BFI and prior, SE and prior, SFDC and prior, and HPC and prior, over 
84 catchments for likelihood with standard deviation equal to 1% of the observed range of signatures. 
Overall these results seem to indicate that the choice of signature used in the conditioning process 
has an impact on the estimation of model parameters. 
 Noise structure based on observations 7.2.3
 Adding noise based on observations to the synthetic data 7.2.3.1
In Section 7.2.2 it has been assumed that all five response signatures could, in theory, be regressed 
with similar quality. The results gave an indication of which response signature can contribute the 
most to the identification of the optimal parameter set. However, in practice it is rarely possible for 
different signatures to be regionalised with similar quality. This can be due, for example, to the fact 
that the available list of descriptors may be more relevant for explaining some response signatures 
than others. Indeed, Chapter 5 has shown that for the five response signatures used in this thesis, RR, 
BFI, SFDC and HPC could all be regionalised relatively well, while SE was poorly regionalised (see 
Table 5.9). 
In this section noise based on the actual observed error structure, as derived in Chapter 5, is used. 
Instead of specifying the standard deviation of the noise to be equal to 10% (5% or 1%) of the range 
of observed signatures, the imposed standard deviation is now calculated based on residuals of the 
regressed and observed signatures as given in Table 5.10. The calculated variances based on the 
former and latter specifications of the standard deviation are detailed in Table 7.6 for purposes of 
comparison. Note however that throughout this study, and as described in Chapter 6, a jack-knife 
approach is used to maximise the use of the data available. Therefore, the values shown in Table 
5.10 (and reproduced again in Table 7.6 in the shaded column) only give an indication of the standard 
deviation used as they are calculated using the complete set of 84 catchments (i.e. no catchment has 
been left out).  
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Table 7.6 – Tested variance values. 
 
Variance 
Observed error 
structure 
1% observed 
signature range 
5% observed 
signature range 
10% observed 
signature range 
RR residuals 0.052
2 0.0052 0.0272 0.0552 
BFI residuals 0.044
2 0.0062 0.0302 0.0602 
SE residuals 0.637
2 0.0232 0.1162 0.2322 
SFDC residuals 0.006
2 0.00052 0.0022 0.0052 
HPC residuals 10.881
2 0.9772 4.8832 9.7672 
 
 Streamflow simulation conditioned on individual signatures regionalised with 7.2.3.2
different quality 
Hydrographs are estimated using the jack-knife approach and the Bayesian procedure for model 
conditioning as described in Chapter 6. The likelihood is assumed to be normally distributed and the 
standard deviation is calculated based on the residuals of the regressed and observed signatures of 
the catchments supporting the regionalisation procedure (similar to the noise distribution). Example 
hydrographs for the same catchment previously used and for a single water year are given in Figures 
7.15 to 7.19.  
 
Figure 7.15 – Prediction limits for model conditioned on RR, for a sub-catchment of the Nezinscot River. 
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Figure 7.16 – Prediction limits for model conditioned on BFI, for a sub-catchment of the Nezinscot River. 
 
Figure 7.17 – Prediction limits for model conditioned on SE, for a sub-catchment of the Nezinscot River. 
 
Figure 7.18 – Prediction limits for model conditioned on SFDC, for a sub-catchment of the Nezinscot River. 
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Figure 7.19 – Prediction limits for model conditioned on HPC, for a sub-catchment of the Nezinscot River. 
Figure 7.20 shows the corresponding posterior distributions for each of the model parameters using 
the five signatures independently.  
 
Figure 7.20 – Posterior distributions of model parameters conditioned on RR, BFI, SE, SFDC and HPC (independently) for a 
sub-catchment of the Nezinscot River. 
Each response signature contributes to condition different parameters. For this particular catchment, 
and bearing in mind that SE could only be very poorly regressed, it is apparent that RR can condition 
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  ,   and possibly   , BFI can condition   and   , SE can condition  , SFDC can condition   and 
possibly    and HPC can possibly condition   .  
The non-smooth shape of the curves in Figure 7.20 indicates that ideally a larger sample size should 
be used. However, use of a larger sample is not computationally feasible (the implications of the 
reduced sample size are discussed later in Section 7.4). 
For the example catchment, Bayes factors for each response signature against the prior are given in 
Table 7.7. 
Table 7.7 – The Bayes factor between single signatures and prior for a sub-catchment of the Nezinscot River for 
likelihood based on the actual observed error structure. 
Bayes factor 
[RR/prior] [BFI/prior] [SE/prior] [SFDC/prior] [HPC/prior] 
9.2 0.7 0.2 1.9 3.4 
 
Table 7.8 contains the median values for Bayes factors for [RR/prior], [BFI/prior], [SE/prior], 
[SFDC/prior] and [HPC/prior] over the 84 catchments, when each of the five response signatures are 
used in isolation to constrain the hydrological model. As expected, the results in Table 7.8 illustrate 
that the median Bayes factor is dependent on the signature used. The signature with the poorest 
quality of regression, SE, presents the worst results in terms of the Bayes factor. As indicated by the 
comparison of Tables 7.3, 7.4 and 7.5, the results detailed here also suggest that the precision with 
what the response signature can be regionalised may have a large impact on the capacity of the 
model to identify the optimum parameter set. 
Table 7.8 – Median Bayes factor between single signatures and prior over 84 catchments for likelihood based on the 
actual observed error structure. 
Bayes factor 
[RR/prior] [BFI/prior] [SE/prior] [SFDC/prior] [HPC/prior] 
3.1 3.2 1.0 2.4 3.4 
 
The boxplots in Figure 7.21 give extra information in addition to the median values of the Bayes 
factor for [RR/prior], [BFI/prior], [SE/prior], [SFDC/prior] and [HPC/prior] over the 84 catchments. As 
indicated by the median values given in Table 7.8, the boxplots in Figure 7.21 reinforce the finding 
that SE gives substantially worst results when compared to the other signatures. 
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Figure 7.21 – The Bayes factor between RR and prior, BFI and prior, SE and prior, SFDC and prior, and HPC and prior, over 
84 catchments for likelihood based on the actual observed error structure. 
 Multiple signatures used simultaneously in the model conditioning process 7.2.3.3
Single response signatures are of limited value, because each signature only contains partial 
information about the catchment behaviour. This is clear when hydrographs, such as those shown in 
Figure 7.15 and Figure 7.18 representing the 90% prediction limits for model conditioning on RR and 
SFDC, respectively, are compared with the hydrograph in Figure 7.22 obtained when both signatures 
are used simultaneously. Not only are the prediction limits for the latter much smaller than the 
equivalent limits when each signature is used in isolation (Figure 7.22 versus Figures 7.15 and 7.18), 
but also the Bayes factor increases: BFRR&SFDC/prior=19.3 versus BFRR/prior=9.2 and BFSFDC/prior=1.9. 
 
Figure 7.22 – Prediction limits for model conditioned on RR and SFDC, for a sub-catchment of the Nezinscot River. 
Figure 7.23 shows that when RR and SFDC are used in combination the model parameter   and    
can be more clearly identified as opposed to when the signatures are used in isolation. Contrastingly, 
the use of RR and SFDC in combination offers little improvement in the identifiability of the 
parameter    compared to when RR is used in isolation (Figure 7.20). Consequently, it is desirable to 
combine available information in order to reduce uncertainty in streamflow predictions. In the 
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example shown in Figure 7.22 the posterior probability              was obtained by multiplying 
        by          . In this case, the errors of the regionalised signatures are not correlated (see 
Chapter 5, Figures 5.17 and 5.18) thus supporting the use of this approach to combine information. 
However, in situations where the errors of the regionalised information are not independent, such is 
the case of SFDC and HPC (Figures 5.17 and 5.18), combination of information is less straightforward. 
 
Figure 7.23 – Posterior distributions of model parameters conditioned on RR and SFDC, for a sub-catchment of the 
Nezinscot River. 
The impact that inter-dependencies between the errors of regionalised signatures can have on 
streamflow prediction is a specific focus of this thesis (see Objective 4, Section 1.4). It is hypothesised 
here that the consideration of inter-dependencies between the errors when multiple signatures are 
used in the conditioning process may allow a stronger specification of the optimum parameter set 
and therefore better streamflow simulations. To test this hypothesis, two different approaches are 
used. The first does not consider inter-error dependencies, while in the second dependencies are 
accounted for explicitly. In practical terms, this means that the likelihood function is a D-dimensional 
multivariate normal distribution, where D refers to the number of response signatures used 
simultaneously to condition the hydrological model, and where the off-diagonal elements are set 
equal to zero for the first case, while for the second case the off-diagonal elements are set in order 
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to reproduce the error correlation structure resulting from signature regionalisation (see Chapter 5, 
Figure 5.17). 
The two approaches described previously are used to condition the hydrological model on SFDC and 
HPC. The results obtained when error dependencies are considered and when they ignored are 
shown in Figure 7.24 and Figure 7.25 respectively.  
 
Figure 7.24 – Prediction limits for model conditioning on SFDC and HPC, when error dependencies are taken into account, 
for a sub-catchment of the Nezinscot River. 
 
Figure 7.25 – Prediction limits for model conditioning on SFDC and HPC, when error dependencies are not taken into 
account, for a sub-catchment of the Nezinscot River. 
It is difficult through visual inspection of Figures 7.24 and 7.25 to judge the impact that considering 
error dependencies may have on streamflow prediction. The Bayes factor is therefore evaluated to 
help assess the value of considering error dependencies. For the aforementioned catchment, the 
Bayes factor is equal to 3.2 when dependencies are considered or equal to 3.4 when the 
dependencies are ignored. However, examining the results for a single catchment may not be 
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representative of what occurs in other catchments. The boxplots in Figure 7.26 summarise the Bayes 
factor values over the full set of study catchments. The nonparametric sign test is applied to test the 
hypothesis that the median of the difference in the Bayes factor between when error dependencies 
are ignored and when they are considered is zero against the alternate hypotheses that the median 
value is less than zero. The null hypothesis is rejected at the 5% significance level, with a p-value 
equal to 0.0058. This implies that better results in terms of the Bayes factor tend to be achieved 
when error dependencies are considered. The Wilcoxon signed-rank test, a more powerful 
nonparametric test than the nonparametric sign test (Kottegoda and Rosso, 2008), is also applied. 
This test also rejects the null hypothesis of a zero median Bayes factor difference at a 5% significance 
level, thus supporting the alternate hypotheses that the median Bayes factor when error 
dependencies are ignored is smaller than when error dependencies are considered. 
 
Figure 7.26 – Boxplots for BFSFDC&HPC/prior over the study area. 
Another pair of signatures whose errors are correlated is BFI and SE (Figure 5.17). The sign test is 
applied to test the hypothesis that the median of the difference in the Bayes factor [BFI&SE/prior] 
between when error dependencies are ignored and when they are considered is zero against the 
alternate hypothesis that the median value is less than zero. The null hypothesis is rejected at the 5% 
significance level, with a p-value equal to 0.0015. For the Wilcoxon signed-rank test the null 
hypothesis is also rejected, with a p-value equal to 0.0004. This supports the alternate hypotheses 
that the median Bayes factor when error dependencies are ignored is smaller than when error 
dependencies are considered. 
For the other two pairs of signatures whose errors showed correlation, i.e. BFI and SFDC, and BFI and 
HPC (Figure 5.17), similar nonparametric tests as applied before failed to reject the null hypothesis at 
a 5% significance level. This indicates that the impact of the error dependencies between signatures 
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in the identification of the optimum parameter set may only be noticeable when those dependencies 
are relatively strong (see also Figure 5.17). 
Another way to evaluate the impact of the inter-signature error dependencies is, for a given pair of 
signatures used in the model conditioning process, to calculate the Bayes factor as the quotient 
between the probability of the optimum parameter set when the inter-signature error dependencies 
are considered divided by the probability of the optimum parameter set when the inter-signature 
error dependencies are ignored. Here, instead of comparing the improved specification of the 
optimal parameter set resulting from using a different set of response signatures in the conditioning 
process, one is comparing the improved specification of the optimal parameter set resulting from 
considering inter-signature error dependencies (for a pair of signatures). 
The results for the Bayes factor thus defined, for the pairs of signatures whose errors have shown to 
be correlated, are summarised in the boxplots in Figure 7.27. Figure 7.27 shows that although the 
majority of the catchments are above the one threshold, they are also below the three benchmark. 
Therefore, and according to Jeffreys’ interpretation of the Bayes factor, it is ‘barely worth 
mentioning’ the impact of the error dependencies between response signatures, even if the results 
slightly point towards considering dependencies. However, it is noticeable that higher values for the 
Bayes factor are obtained when the pair of signatures with the most highly correlated errors, SFDC 
and HPC, are used. 
 
Figure 7.27 – Boxplots for the Bayes factor considering and ignoring error dependencies between signatures over the 
study area. 
Robust conclusions are difficult to draw from these results. However, they seem to indicate that 
error dependencies may have less impact on the strength of the identification of the optimum 
parameter set than initially expected. It is unclear whether this may be related to the precision with 
which each signature can be regionalised. In other words, the marginal distributions reflecting the 
uncertainty around each regionalised signature value may influence the effect of error dependencies 
in the identification of the optimum parameter set. This hypothesis is analysed in Section 7.2.3.4. 
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Another possibility may be related to the way the likelihood function has been defined in Chapter 5, 
as will be discussed in Section 7.4.  
While the analysis above has focused on pairs of response signatures to evaluate the effect of error 
dependencies, these signatures may also be combined into larger subsets (up to five in this study). 
The median Bayes factor calculated for comparing the improved specification of the optimal 
parameter set resulting from using a set of response signatures versus the prior knowledge (i.e. 
SS1=set of signatures versus SS2=prior) for the 84 catchments when error dependencies are 
considered is shown in Figure 7.28. There are multiple y-axis values for each x-axis sample in Figure 
7.28, because there are various possible ways of combining signatures, each giving a different 
performance measure. For example, each point in the graph when the abscissa is equal to two 
corresponds to one of the ten possible ways to combine a subset of two signatures from a set of five. 
Overall, for a total of five signatures available, there are 25-1=31 subsets of signatures, and therefore 
there are 31 points in Figure 7.28. Figure 7.28 clearly shows that the use of more information to 
condition the hydrological model contributes to an improved specification of the optimal model 
parameter set. 
 
Figure 7.28 – Relationship of the Bayes factor with the number of signatures used simultaneously. The Bayes factor 
shown is calculated in relation to the prior (i.e. SS2= prior). 
To assess how sensitive Figure 7.28 is to the error structure, equivalent results are shown in Figure 
7.29 for the three artificial error structures used before (Table 7.6). Note that in Figure 7.29 the y-
scale varies significantly from a) to c).  
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Figure 7.29 – Relationship of the Bayes factor with the number of signatures used simultaneously, for likelihood 
functions with standard deviation equal to a) 10%; b) 5%; and c) 1% of the range of observed signatures. 
Figure 7.30 shows the 90% prediction limits for the example catchment when all five signatures are 
simultaneously and inter-dependencies between the errors of regionalised signatures are accounted 
for. The 90% prediction limits are noticeably smaller than both the prior ensemble envelope and the 
90% prediction limits obtained for each signature used in isolation (Figures 7.15 to 7.19). Figure 7.31 
shows the corresponding posterior distributions for each of the model parameters. All model 
parameters appear to be well identified by the sources of information used. However, this result 
should be interpreted with caution, as it is clear from the non-smooth shape of the curves in Figure 
7.31 that the sample size used is too small. 
 
Figure 7.30 – Prediction limits for model conditioning on all available signatures, when error dependencies are taken into 
account, for a sub-catchment of the Nezinscot River. 
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Figure 7.31 – Posterior distributions of model parameters conditioned on all available signatures, for a sub-catchment of 
the Nezinscot River. 
 Evaluation of the impact of the marginal distributions on the relevance of the 7.2.3.4
inter-signature error dependencies 
In the previous section it was speculated that the impact that inter-signature error dependencies 
may have on the identification of the optimum parameter set, may be dependent on the marginal 
distribution of each of the response signatures. To better understand the impact of the marginal 
distributions, in this section different artificial error structures are used. Similarly to what has been 
done before, each signature will have a marginal distribution defined by a normal distribution with 
standard deviation equal to, for example, 10% of the range of observed signatures. The impact of the 
inter-dependencies between the errors of the signatures is analysed by comparing the results 
obtained using a multivariate normal distribution with the off-diagonal elements set equal to zero, 
and the results obtained with a multivariate normal distribution with the off-diagonal elements set 
so that they reproduce the correlation structure between the errors resulting from the 
regionalisation of the signatures. Given that, the correlation coefficient,     , between two random 
variables   and   is  
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 Eq. 7.3 
the covariance matrix of the multivariate normal distribution for the latter case will be 
  [
  
         
   
          
 
] Eq. 7.4 
where   is the number of signatures considered simultaneously. Note that as this is a synthetic case 
study, noise has to be previously introduced based on the same structure as the one described for 
the likelihood for    .  
The obtained results are summarised in Figure 7.32, and are identical to those shown Figure 7.27. 
 
Figure 7.32 – Boxplots for the Bayes factor considering and ignoring inter-signature error dependencies, when the 
marginal distributions of the likelihood have a standard deviation equal to 10% of the observed signature range. 
Two other marginal distributions are tested, corresponding to a gradual reduction of the error 
introduced by the regionalisation process. The imposed standard deviations are 5% and 1% of the 
range of observed signatures, for which the corresponding results are shown in Figure 7.33 and 
Figure 7.34 respectively. 
 
Figure 7.33 – Boxplots for the Bayes factor considering and ignoring inter-signature error dependencies, when the 
marginal distributions of the likelihood have a standard deviation equal to 5% of the observed signature range. 
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Figure 7.34 – Boxplots for the Bayes factor considering and ignoring inter-signature error dependencies, when the 
marginal distributions of the likelihood have a standard deviation equal to 1% of the observed signature range. 
No clear difference is noticeable between Figures 7.32 to 7.34. However, once again, it is apparent 
that higher values of the Bayes factor are obtained when the pair of signatures with the most highly 
correlated errors, SFDC and HPC, are used. 
 The impact of multiple regionalised signatures on the accuracy and precision of 7.2.3.5
streamflow predictions  
Thus far model outputs have been assessed in terms of the ability of regionalised signatures to 
identify the optimal parameter set and/or the true streamflow. In this section, streamflow 
predictions are analysed in terms of their accuracy (i.e. the degree of closeness of predictions to the 
observations) and precision (i.e. the size of the uncertainty boundaries). Nash-Sutcliffe for 
probabilistic predictions, NSprob, as suggested by Bulygina et al. (2009), combines accuracy and 
precision in a single measure and it is given by (Bulygina et al., 2009): 
      ={  
∑   [ ̂ ]     
  
   
∑      [ ]  
 
   
}  
∑        [ ̂ ]
∑      [ ]  
 
   
 Eq. 7.5 
where    denotes a set of streamflow observations for time        ,  [ ] is the average value for 
the    time series,  ̂  is the simulated time series of streamflow for time        ,    [ ̂ ] is the 
prediction variance at time  ,  [ ̂ ] is the mathematical expectation of the predictions at time  , and 
  is the total number of time steps in the sequence. The first part of Equation 7.5 corresponds to the 
traditional Nash-Sutcliffe efficiency coefficient (Nash and Sutcliffe, 1970) in which expected 
streamflow values are considered as predictors. The latter part of the equation represents the 
variance, whereby higher predictor variance corresponds to  less precise predictions (Bulygina et al., 
2009). An NSprob of 1 indicates a perfect fit (i.e. the results are both accurate and precise) while 
smaller values indicate poorer fits. 
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Figure 7.35 shows for two different sub-catchments, the Nezinscot River at Turner Center sub-
catchment and the Susquehanna River at Conklin sub-catchment, how NSprob changes when response 
signatures are added to constrain simulations of streamflow. As for the Bayes factor in Figure 7.28, 
multiple possible values of NSprob exist for each size of signature combination as each signature 
combination yields a unique performance value. For the Nezinscot River sub-catchment, NSprob tends 
to improve when more signatures are added up to a maximum of four signatures. Adding a fifth 
signature may lead to a decrease in performance depending on the order that the signatures are 
added to the conditioning process. For the West Branch Delaware River sub-catchment, NSprob tends 
to improve when more signatures are added.  
 
Figure 7.35 – NS
prob
 for the Nezinscot River sub-catchment and Susquehanna River sub-catchment showing variations in 
performance between catchments for different combinations of signatures and for synthetic data. 
The results presented in Figure 7.35 refer to two example catchments. However, to draw robust 
conclusions it is necessary to look at the pattern observed in a larger set of catchments. Figure 7.36 
summarises for all 84 catchments the variability in NSprob for different combinations of signatures, 
with each boxplot referring to a unique combination of signatures used to constrain the model 
simulations. Boxplots are colour coded by the total number of signatures combined. Figure 7.36 
shows that adding more response signatures tend improve streamflow predictions when evaluated 
in terms of precision and accuracy. 
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Figure 7.36 – Boxplots representing the distribution of NS
prob
 values for each combination of response signatures. 
Although streamflow predictions have not been designed to meet this particular performance 
measure (they have been designed to match response signatures instead), it is shown that the 
probabilistic Nash-Sutcliffe measure is well suited for evaluating whether the incorporation of 
additional sources of information in the conditioning process contributes to improved estimation of 
streamflow. 
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 Real data 7.3
In Section 7.2 the uncertainty introduced by the rainfall-runoff model structure choice was isolated in 
an attempt to evaluate the impact of the uncertainty introduced by signature regionalisation in the 
identification of the optimal parameter set. In contrast, in this section the knowledge gained in 
Section 7.2 about the importance of considering the inter-signature error dependencies will be 
applied to real data in order to evaluate the quality of the resultant streamflow predictions. The use 
of real data and the lack of knowledge on model structural and observational error discourage the 
use of the Bayes factor for performance assessment, mainly because the non-account for those 
sources of uncertainty results in residuals that are often autocorrelated in time. Nash-Sutcliffe for 
probabilistic predictions, despite also presenting limitations when there is structure in the residuals 
series, is used to evaluate the quality of the streamflow probabilistic predictions in terms of its 
accuracy and precision.  
Figure 7.37 shows for same two sub-catchments of Figure 7.35 (the Nezinscot River at Turner Center 
sub-catchment and the Susquehanna River at Conklin sub-catchment) how NSprob changes when 
response signatures are added to constrain simulations of streamflow.  
 
Figure 7.37 – NS
prob
 for the Nezinscot River sub-catchment and Susquehanna River sub-catchment showing variations in 
performance between catchments for different combinations of signatures and for real data. 
For the Nezinscot River sub-catchment, NSprob tends to improve when more signatures are added up 
to a maximum of four signatures. Adding a fifth signature leads to negligible additional improvement. 
For the Susquehanna River sub-catchment, NSprob tends to improve when more signatures are added 
up to a maximum of three signatures. Adding more signatures may lead to a decrease in 
performance depending on the order that the signatures are added to the conditioning process. This 
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pattern is general over all catchments, i.e. after adding more than three or four signatures the 
performance usually decreases. 
It is worth noting that any performance measure is a statistical summary of the predicted time series, 
and as such necessarily focuses on particular aspects of the hydrograph. The choice of the 
performance measure should therefore consider the specific requirements of the given application 
(e.g. if it is more important to adequately capture peak flows than low flows). However, ultimately 
the choice of performance measure remains a largely subjective decision. The performance measure 
used here judges the quality of the predictions in terms of precision and accuracy. Figures 7.35 and 
7.36 show for the same catchments the results in terms of precision and accuracy separately. The y-
axis is formulated as 1-Precision and 1-Accuracy, respectively, in order to ensure that in both cases a 
value of 1 corresponds to perfect performance. A decrease in NSprob performance measure as more 
signatures are added could reflect a decrease in the accuracy of predictions despite an improvement 
in precision (i.e. the prediction bounds become smaller). Other explanations can be found for a 
decrease in performance. Most importantly, predictions have not been designed to match NSprob in 
particular, but different response signatures.  
 
Figure 7.38 – [1-Precision] for the Nezinscot River sub-catchment and Susquehanna River sub-catchment for different 
combinations of signatures. [           ]    ∑        [ ̂ ] ∑      [ ] 
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Figure 7.39 – [1-Accuracy] for the Nezinscot River sub-catchment and Susquehanna River sub-catchment for different 
combinations of signatures. [          ]    ∑   [ ̂ ]     
  
   ∑      [ ] 
  
   ⁄ . 
Figure 7.40 summarises for all 84 catchments the variability in NSprob for different combinations of 
signatures, with each boxplot referring to a unique combination of signatures used to constrain the 
model simulations. Similarly to Figure 7.36, boxplots are colour coded by the total number of 
signatures combined. Additionally, boxplots corresponding to the results obtained when observed 
signatures are used to calibrate the hydrological model are also shown (grey dashed lines) and can be 
used as benchmarks. In order to calculate NSprob for this case it is necessary to quantify the 
uncertainty affecting the observed signatures. For that purpose, all five signatures are calculated for 
five different decadal periods. For each signature and catchment, the variance is calculated based on 
the relevant five calculated values (one per decadal period). The signature variance, averaged by 
catchment, is calculated and assumed to represent the variance of that signature. Assuming that the 
observed signatures are corrupted by an error that follows a Gaussian distribution, centred on the 
observed signature and variance determined, it is possible to calculate the value of NSprob for 
calibration and subsequently use these to plot the dashed grey boxplots. It is acknowledged that 
strong assumptions are inherent in these calculations of NSprob for calibration. Specifically, the way 
the variance for observed streamflow is calculated reflects other uncertainties that do not compare 
with the variance of the regionalised signatures. For example, the calculated variance for the 
observed signatures may include uncertainty related to extrapolation to a new time period. On the 
other hand, this source of error is not accounted (at least explicitly) when estimating uncertainty for 
the regionalised signatures. For the aforementioned reasons, the comparison of the coloured with 
the grey dashed boxplots should be done with caution. Nevertheless, this enables a basic comparison 
of how the results obtained using the methodology suggested in this thesis for ungauged catchments 
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compare with the results obtained using traditional calibration techniques (assuming observations 
would be available for the latter case). 
 
Figure 7.40 – Boxplots representing the distribution of NS
prob
 values for each combination of response signatures. 
Figure 7.40 shows that any combination of four signatures, where HPC is present (i.e. [RR, BFI, SE, 
HPC], [RR, BFI, SFDC, HPC], [RR, SE, SFDC, HPC], [BFI, SE, SFDC, HPC]), gives worse (or equal) 
performance than when all five signatures are used at the same time. However, the combination of 
four signatures that does not include HPC (i.e. [RR, BFI, SE, SFDC]) gives better results than when all 
-1.5 -1 -0.5 0 0.5 1
SE,SFDC,HPC   
BFI,SE,SFDC,HPC
ALL
RR,BFI,HPC
RR,BFI,SE,SFDC
RR,BFI,SE,HPC 
RR,BFI,SFDC,HPC  
RR,SE,SFDC,HPC 
BFI,SFDC,HPC       
BFI,SE,HPC
RR,SFDC,HPC      
BFI,SE,SFDC
RR,SE,SFDC
RR,BFI,SFDC
RR,SE,HPC          
RR,BFI,SE
RR
BFI
SE
SFDC
HPC
SFDC,HPC
SE,HPC
SE,SFDC
BFI,SE
BFI,SFDC
BFI,HPC
RR,HPC
RR,SFDC
RR,SE
RR,BFI
NSprob
169 
 
five signatures are used at the same time. This seems to indicate that HPC has a negative impact on 
model performance in terms of NSprob. This negative impact of HPC is not been observed when 
synthetic data is used (Figure 7.36). It can therefore be speculated that this decrease in performance 
may be due to model structural deficiencies. Nevertheless, it should be noted that the predictions 
were not designed to match NSprob, but response signatures instead. Comparing the results obtained 
from constraining the hydrological model on regionalised response signatures with those obtained 
based on signatures calculated from actual streamflow measurements, indicates that the 
regionalisation method suggested here gives almost as good results as when observed signatures are 
available. 
 Assumptions and applicability 7.4
The posterior marginal distributions of each PDM model parameter are defined based on a relatively 
small population of 1,000 samples. The impact of the sample size is clearly identifiable in Figures 
7.20, 7.23 and 7.31, as indicated by the non-smooth shape of the curves in these figures. Ideally a 
more densely populated space should have been used, to condition the nine parameters of the PDM 
model. However, this was not computationally feasible given the need to run the PDM model, 
conditioned on different subsets of signatures and considering the transformation of the prior 
distribution so that it is uniform on the parameter space, for a total of 84 catchments.   
The problem of limited sample size is also relevant to the definition of the likelihood distribution. 83 
samples corresponding to the number of catchments used in the regionalisation process 
(remembering that one catchment is always left out to be used as ungauged) were available to 
define that distribution. When a single response signature is used to condition the hydrological 
model this sample size is likely to be sufficient, as only two parameters are needed to characterise 
the normal distribution used here to define likelihood. However, when moving to multi-dimensional 
problems, so that various signatures may be used simultaneously to condition the hydrological 
model, a multivariate Gaussian distribution has to be defined on the basis of the same number of 
catchments. In two dimensions five parameters have to be specified to define the bivariate normal 
distribution. In three dimensions, nine parameters are needed. It is clear therefore that the number 
of dimensions, D, does not need to be very large before it becomes difficult to even approximately 
specify the full set of potential interactions. This implies that ideally as more signatures are used 
simultaneously in the conditioning of the hydrological model, the more gauged catchments should 
be used to define the likelihood function. 
Finally, as an alternative to imposing a multivariate normal distribution, copula distribution may give 
greater flexibility in the specification of the likelihood function. However, the main goal in this 
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chapter of the thesis is to show that not accounting for error dependencies can lead to a poor 
estimation of the optimum parameter set. A copula, despite providing greater flexibility in the choice 
of the distribution used to represent the likelihood function, still requires the right form of copula to 
be found to represent the dependencies in a way that is consistent with the co-variation in the 
original variables. In high dimensional problems, where there may be conflicting information about 
dependencies, finding the appropriate copula is a difficult (if not impossible) problem that generally 
requires the introduction of some strong constraints to describe the dependence between the 
variables. Therefore, a simpler approach based on a multivariate normal distribution was justified in 
this thesis. 
 Summary and conclusions 7.5
Response signatures are a powerful tool to restrict hydrological model parameters and streamflow 
predictions. The Bayesian procedure introduced in Chapter 6 has been used here to condition a 
hydrological model for a target ungauged catchment on the estimated response signatures with 
formal uncertainty estimation. The likelihood function has been derived on the basis of Chapter 5. 
Two different likelihood functions have been used to test the impact that inter-signature error 
dependencies can have on the specification of the optimum parameter set. The results demonstrate 
that the explicit representation of the uncertainty introduced by the regionalisation procedure, 
including the inter-dependencies between the regionalised signatures, can contribute to an 
improved specification of the optimal model parameter set. However, the impact of inter-signature 
error dependencies is not as large as initially anticipated. When the correlation between the 
response signature errors was low, considering error dependencies had a very limited impact on the 
specification of the optimum parameter set. Furthermore, the results have shown that higher quality 
(more precise) information leads to a stronger parameter identification. In the absence of persistent 
errors caused by model structure deficiencies and observational error, the Bayes factor was shown to 
be a useful performance measure. 
The results have shown that adding additional response signatures to constrain the hydrological 
model contribute to more accurate and precise streamflow predictions when possible confounding 
effects arising from observational and model structural error have been isolated. Furthermore, the 
results obtained using the suggested regionalisation framework give almost as good results as when 
observed signatures are available for model calibration.  
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 SUMMARY, CONCLUSIONS AND RECOMMENDATIONS CHAPTER 8:
Synopsis: The path that this thesis has followed so far may be summarised as: 1) establishment of 
motivation (Chapter 1); 2) review of regionalisation procedures used for streamflow prediction in 
ungauged catchments and uncertainty estimation (Chapters 2 and 3); 3) description of the dataset, 
the conceptual model and the response signatures used in this thesis to test a suggested framework 
for model conditioning on multiple regionalised response signatures (Chapter 4); 4) development of 
regionalised response signatures from catchment descriptors and uncertainty estimation arising from 
the regionalisation procedure (Chapter 5): 5) exploration of impacts of assumptions regarding the 
prior distributions on the estimation of signature posterior distributions (Chapter 6); 6) investigation 
of the impact of increased number of signatures and consideration of the inter-dependencies 
between the errors of regionalised signatures on parameter identification and reduction of predictive 
uncertainty (Chapter 7). 
Each chapter, especially the latter one, has raised issues relating to the thesis which need further 
discussion. Chapter 8 picks up these issues and expands upon them. 
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 Introduction 8.1
Better management of increasingly scarce water resources around the globe is, in part, dependent 
on our ability to reliably predict changes in hydrological fluxes using numerical models. This 
modelling challenge is not unique to gauged catchments, and extends to the data-scarce regions 
which cover the majority of the planet. Stimulated by the IAHS PUB research decade (2003-2012), 
there have been exciting scientific advances in the approaches to predict hydrological fluxes in 
ungauged locations. However, the reliability of models is still generally poor and there is clearly 
scope for improved methods. This includes the use of Bayesian methods to integrate sources of 
information into the models, including regionalised data in the form of response signatures. The 
need for more reliable predictions of flow is intimately related with the necessity of reducing 
uncertainty associated with regionalisation methods. Indeed, the overall objective of this thesis was 
to contribute to an improved capability to predict flow in ungauged catchments by further 
developing a Bayesian framework to introduce multiple sources of information in the form of 
regionalised response signatures. More reliable predictions are expected due to more effective use 
of available data.  
The main conclusions of the research presented in this thesis are summarised in the following 
section. Subsequently, recommendations for further investigation on related topics are provided. 
 Summary of thesis 8.2
The extensive literature review carried out in Chapters 2 and 3 highlighted that regionalisation, based 
on response signatures, is a powerful tool for conditioning the model parameter space. However, 
previous approaches reported in the literature were shown to be limited by the use of a small 
number of signatures (e.g. Bulygina et al., 2009, Bulygina et al., 2011) and/or the tendency to select 
only those signatures that are independent (e.g. Yadav et al., 2007). In this thesis, a novel method 
has been proposed that uses information from multiple regionalised signatures for conditioning 
rainfall-runoff models for ungauged catchments. A variety of signatures, whose errors are not 
necessarily independent, have been considered to provide insights into various aspects of catchment 
functional behaviour that can be used to restrict hydrologic model parameters and streamflow 
predictions. Regression models for runoff ratio (RR), baseflow index (BFI), streamflow elasticity (SE), 
slope of flow duration curve (SFDC) and high pulse count (HPC) against catchment physiographical 
and meteorological descriptors have been developed in Chapter 5. Obtaining regression models for 
each of these signatures was a time-consuming task, primarily due to the large database of 
catchment descriptors used, many of which were frequently highly correlated with one another, and 
the need to assure that the basic assumptions underlying multiple regressions were met. From the 
173 
 
analyses of the residuals, which result from discrepancies between the estimated values based on 
the regressions and the real system, the regionalisation error structure has been identified and used 
to define the likelihood function necessary to apply the Bayesian framework for model conditioning. 
This allowed prediction of streamflow with formal uncertainty estimation introduced by the 
regionalisation procedure in an ungauged catchment. An important achievement of this thesis has 
been the development of an approach that allows the specification of the likelihood considering 
inter-signature error dependencies. This approach is particularly valuable as it enables more 
complete use of all available information.  
A further significant advance developed in this thesis relates to the specification of a prior 
distribution when seeking to reflect no prior information available. Although the importance of the 
prior distribution in Bayes’ theorem is generally recognised, it is rarely adequately characterised in 
hydrological modelling. In rainfall-runoff modelling within a Bayesian context, a prior distribution 
that attempts to reflect an initial lack of knowledge is often expressed as a uniform distribution of 
parameters, where all parameter values fall within plausible bounds and different realisations of 
model parameter sets are considered equally likely a priori. It has been shown in this thesis, 
however, that uniform distributions of model parameters should not be used as the universal 
definition of prior lack of knowledge. Instead, it has been suggested that the initial state of 
indifference should be expressed in the same space that one is getting information from, thus 
avoiding introducing unjustified information from other sources (e.g. the subjective choice of model 
structure and/or prior parameter distribution). For the particular problem of conditioning a 
hydrological model on regionalised response signatures, it has been demonstrated that defining the 
prior distribution so that it is uniform on the signature space instead of uniform on the parameter 
space contributes to improved estimation of the catchment response signatures. This is particularly 
relevant when the regionalised information is highly uncertain, as was the case of SE in this thesis. 
The more precise the information that is used to condition the model, the less impact the form of the 
prior distribution has on the posterior distribution, because the observed data in the form of 
likelihood will overwhelm the information contained in the prior distribution.  
Choosing a performance measure to evaluate model predictions has proved to be a difficult task. This 
reflects the fact that there is not a universal measure that serves all purposes and there are a large 
number of available options in the literature to choose from. Furthermore, different performance 
measures may give very different results. Krause et al. (2005), for example, in a comparative 
assessment of nine performance statistics for deterministic predictions, showed that many of the 
tested measures exhibited no, or sometimes even inverse, correlations with each other. The 
performance measure should therefore be selected so that it reflects the aims of a particular study 
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(Beven, 2000a) and the interpretation of results should always be made with caution. Bearing this in 
mind, it has been suggested in the thesis that the performance measure most commonly used to 
evaluate probabilistic predictions of streamflow, QQ plots as advocated by Laio and Tamea (2007), is 
of limited utility in the context of model conditioning on response signatures. Response signatures 
look at particular aspects of catchment hydrological behaviour and, as such, it is unlikely that 
streamflow observations will fall uniformly within the prediction limits of a conceptual model 
conditioned on these signatures. However, it has been argued that in the context of signature-based 
calibration this does not necessarily reflect poor simulations, but instead that multiple sources of 
information are required to reduce uncertainty in the streamflow predictions. Using synthetically 
generated case studies, results in the thesis have been evaluated employing a relatively unexploited 
performance measure in the context of rainfall-runoff modelling, the Bayes factor. This performance 
measure was selected over others because it is believed to be the most adequate statistic to 
measure the ability of different subsets of regionalised signatures to identify the optimum parameter 
set. Nevertheless, the way model predictions are evaluated is ultimately subjective. Furthermore, 
this measure could only be applied in synthetic data conditions, because when real data were used 
no knowledge on the observational and model structural error existed. The most relevant 
conclusions drawn from the synthetic case study are summarised below: 
 Some signatures are more informative than others. When resources are limited it may be 
beneficial therefore to initially focus the regionalisation process on these signatures (e.g. to 
regionalise HPC before SE); 
 The precision of regionalised information has a great impact on parameter identification; 
 Considering inter-dependencies between the errors of the regionalised signatures may 
improve the predictions, especially when correlations between signatures errors are strong. 
It may be assumed that the last conclusion is related to the way the likelihood has been defined. It is 
possible that the likelihood function may be further improved (e.g. using copulas instead of a 
multivariate normal distribution). In this case the impact of inter-dependencies between the errors 
of different signatures may become evident even when those correlations are not so strong.  
Findings drawn based on the synthetic case study, namely the potential importance of considering 
inter-signature error dependencies, in conjunction with the findings describing the importance of 
avoiding disinformative priors, were subsequently applied to real data. Once again a way of assessing 
the results had to be selected. The Bayes factor could no longer be used due to the lack of knowledge 
on observational and structural model error, which may result in errors of different natures being 
compared. As a result, Nash-Sutcliffe for probabilistic predictions, as advocated by Bulygina et al. 
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(2009), was used to assess the quality of the predictions in terms of accuracy and precision. This 
performance measure also presents limitations when there is structure in the residuals series. 
Additionally, the model conditioning approach was not designed to meet this particular performance 
measure (it was designed to match response signatures instead). However despite these limitations, 
the results showed that this statistic can be a relevant way of assessing predictions on signature-
based calibration problems. The results showed that adding more signatures (usually after adding 
three or four) may lead to a decrease in performance, depending on the order that the signatures are 
added to the conditioning process. This may be related to model structural error and the model’s 
inability to reproduce some of the observed signatures, as the same decrease in performance was 
not observed in the synthetic case study (on average over the 84 studied catchments). Moreover, 
streamflow predictions obtained using the suggested regionalisation framework gave almost as good 
results in terms of accuracy and precision as when observed signatures were available for model 
calibration. 
 Recommendations for future work 8.3
 Model structure 8.3.1
In this thesis the a priori selected model structure was used to represent all catchments under 
analysis. When choosing the model structure a balance between model complexity and parsimony 
was sought. On one hand, a relatively flexible model which was able to capture a broad range of 
environmental processes was necessary so that different catchments over a wider spatial area could 
be represented. On the other hand, limited data availability to adequately constrain multiple degrees 
of freedom supported the selection of a model structure with a reduced number of parameters. The 
‘one-size-fits-all’ approach (Fenicia et al., 2008) is the common practice in catchment rainfall-runoff 
modelling, in particular in the PUB context (Wagener and Montanari, 2011). However, it is unlikely 
that the same model structure is suitable in different environments due to the ‘uniqueness of the 
place’ (Beven, 2000b). Therefore the validity of the model structure should be verified for each 
catchment being studied. In this thesis model structure diagnostics was not the research focus, and 
thus limited attention was paid to the ability of a model structure to represent specific hydrological 
processes of the different catchments. However, it was necessary to isolate the error introduced by 
the model structure inadequacy so that the core problems of the thesis could be analysed in detail. 
For that purpose a ‘perfect model approach’ has been used, which required moving from a real data 
to a synthetic data problem. Nevertheless, the selection of an adequate model structure remains 
fundamental to further improve the modelling procedures developed in this thesis and it is therefore 
recommended that before any regionalisation method is introduced a framework should be 
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developed to identify the most adequate model structure for an ungauged catchment. A flexible 
model building strategy capable of reflecting and accommodating dominant site-specific runoff 
generation mechanisms is of fundamental importance to move forward. Alternatively, or 
concurrently, model structural error should be assessed and integrated into the likelihood as this 
would allow virtually any model choice. One possibility to quantify the uncertainty in the model 
structure might be to repeat the experiment while this time including synthetic structural error, i.e. 
synthetic data would be generated with a relatively complex model and the PDM model would be 
conditioned on these data. Importantly, the calibration approach based on regionalised signatures 
suggested in this thesis has the potential to integrate the results of more than one model structure, 
allowing multiple structures to be considered.   
In data-rich catchments the development of strategies to adapt model complexity to reflect data 
availability so that the model can better reproduce the observed system response has received much 
attention in the past. Strategies reported in the literature include, for example, the top-down or 
downward approach (Klemeš, 1983, Sivapalan et al., 2003a), the dominant processes concept 
(Grayson and Blöschl, 2000), the development of flexible model frameworks (Wagener et al., 2001), 
and the data-based mechanistic approach (Young and Lees, 1993, Young, 2003). While different 
approaches for conceptual model formulation have been developed for gauged catchments, there is 
a notorious absence of similar procedures adapted to ungauged catchments. Fenicia et al. (2008) 
suggested an iterative process for model development based on the top-down approach that adjusts 
the architecture of the model as additional forms of data become available. The methodology 
suggested contributes to a better understanding of the value of different data for modelling and, as 
pointed out by the authors, can provide some guidance in the process of installing a stream gauge to 
collect a short streamflow record in an ungauged site. However, this still does not solve the problem 
of selecting a model structure for a truly ungauged catchment. A suggestion from Parajka et al. 
(2013b) is to group the world into classes of similar behaviour, based on some kind of classification 
scheme, narrowing down the number of models adopted, avoiding the duplication of model 
structures and allowing the practitioners to increase their experience with certain models. This could 
also be useful for providing guidance in the selection of the model structure for an ungauged 
problem. However, there is still a long way to go in terms of understanding the connection between 
catchment characteristics and their functioning. Further work from the modelling community is 
necessary to diagnose the relative importance of different model structures in various climate 
regimes and for different catchment characteristics (Clark et al., 2008, Hrachowitz et al., 2013). This 
is crucial to both identifying the most appropriate model structure for an ungauged location and 
quantifying the uncertainty in the model structure.  
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 Uncertainty assessment 8.3.2
This thesis has focused primarily on the uncertainty in streamflow prediction introduced by the 
regression of multiple response signatures as part of the regionalisation process. The findings 
reported here are expected to provide valuable guidance to the hydrological community on these 
specific aspects of predictive uncertainty. However, it is acknowledged that this is only one aspect of 
a wider range of uncertainties that need to be quantified. Even though it is now commonly accepted 
that uncertainty in predictions needs to be acknowledged (Todini and Mantovan, 2007, Beven, 2008) 
and it is becoming more frequent for uncertainty assessment to be included in hydrological 
problems, there is still no universally accepted framework for estimating and quantifying uncertainty 
(Gupta et al., 2005, Liu and Gupta, 2007, Montanari et al., 2009). Indeed, uncertainty assessment 
remains a major research challenge for hydrology (Montanari, 2011).This problem is not unique to 
hydrology, and has been noted in many other fields (e.g. Rougier et al., 2013, look at this problem 
across several natural hazard fields). Collaborative efforts over disciplinary bounds therefore offer 
great potential to enhance our understanding of, and ability to quantify uncertainty. In the future 
practitioners will ideally have access to guidelines to help decide which techniques to use for 
uncertainty assessment. To move forward it is important to address the need for disaggregation of 
the prediction error into its source components, as well as the identification of disinformation in data 
(Kuczera et al., 2006, Beven and Westerberg, 2011, Hrachowitz et al., 2013). Although the separation 
of different sources of uncertainty is a widely stated goal for the hydrological community, separation 
may not be feasible, particularly in cases common to hydrology where the input errors get processed 
non-linearly though a model with structural errors and different sources of error may interact (Gupta 
et al., 2005, Beven, 2008). Indeed, it may not even be a well-posed problem, as there are usually too 
many solutions that are not easily differentiated to allow consensus (Beven, 2009). 
 Assumption of stationarity in catchment behaviour 8.3.3
Increased human impact on the water cycle may render the assumption of stationarity – the 
assumption that the natural system variability is limited by an unchanging envelope - in hydrological 
modelling (Figure 8.1), used in most of the regionalisation methods, unsuitable (Milly et al., 2008). 
Adequately assessing uncertainty arising from land use and climate change in the context of 
streamflow regionalisation needs to be covered. This can be a big challenge as changing conditions 
may require not only adjusted model parameters, but also recognising that the model structure 
selected to represent the current system conditions may not adequately represent the future 
environment. A deeper knowledge of the controls on spatial gradients of response signatures, may 
contribute for a better understanding of the catchment behaviour evolution over time under 
environmental change (Wagener and Montanari, 2011). That is, a trading space for time strategy 
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could be used to deal with hydrologic non-stationarity (Buytaert and Beven, 2009, Singh et al., 2011). 
For evaluating land use change effects on predictions of streamflow in ungauged catchments, 
Bulygina et al. (2011) have shown that the use of signatures containing information on land use to 
condition rainfall-runoff model simulations is promising. However, to estimate a likelihood function it 
is necessary to evaluate the dependencies between the errors of different signatures over time, 
which cannot easily be done.  
The recognition of the on-going landscape change and the increased human impact in the 
hydrological cycle has led IAHS to define the new scientific decade succeeding PUB to be ‘Panta Rhei 
- Everything Flows’ which aims ‘to reach an improved interpretation of the processes governing the 
water cycle by focusing on their changing dynamics in connection with rapidly changing human 
systems’ (Montanari et al., 2013b, p.1257). 
 
Figure 8.1 – Move from a stationary to non-stationary approach. From Montanari et al. (2013a). 
 Limited resources to regionalise information 8.3.4
In this thesis, the ability of different response signatures to improve identification of the optimum 
model parameter set has been explored. However, variations in the value of different response 
signatures in constraining streamflow predictive uncertainty dependent on factors such as climatic 
regimes or catchment characteristics were not considered. Further work should therefore seek to 
assess if specific signatures are more suited to some hydrological environments than others and to 
understand the drivers of these variations in signature performance.  
Furthermore, a better understanding is required of how the number of signatures needed to 
constrain streamflow simulations varies with model complexity. A more detailed model structure 
offers greater flexibility in terms of capturing a broad range of environmental processes governing 
streamflow both now and under different future scenarios. However, more complex models will 
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require inclusion of more signatures to achieve a more robust parameterisation. This trade-off raises 
a number of outstanding questions. What additional demands does increased model complexity 
place on regionalisation based on response signatures? How many more signatures are required? Do 
the additional signatures contain enough information to effectively reduce uncertainty in a model 
with increased complexity? What is the right balance between model complexity and number of 
signatures? Addressing such questions will be crucial for achieving the appropriate balance between 
model complexity and predictability in future research efforts. 
In addition, it would also be useful to be able to provide general guidelines about selecting signatures 
according to purpose of modelling and quality of data. 
 Conflicting information 8.3.5
Another topic that should be given some reflection relates to the use of contradictory information. 
For example, how to handle different response signatures constraining the same parameter in the 
opposite way? Can the modeller use the conflicting information or is it necessary to discard some of 
it to use the other? Does conflicting information solely mean that data and/or model structure error 
have not been accounted for? Can the Pareto set approach help to solve the problem of conflicting 
information? Ideally some sort of indication about the reliability of the different response signatures 
should be provided that allows the practitioner to decide whether to ignore or not some of the 
available information. 
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APPENDIX A   
A multiple linear regression model is written in matrix notation as 
       Eq. A.1 
where   is a [   ] vector containing an observable response variable ,   is a [   ] matrix 
containing observable nonrandom variables assumed to be measurable without error and   is a 
[   ] vector containing an unobservable random variable, referred to as the error term, 
representing the discrepancy between   and the predicted values of the dependent variable. 
Assuming that   sets of observations are available for all variables (                         
     ), the set of   model parameters is estimated based on these observation data.. As an error 
exists in Y, the model parameters β cannot be determined exactly and a method is necessary to find 
the ‘best’ model based on a certain performance criterion. The simplest and the most commonly 
used estimation procedure is the least squares method (Draper and Smith, 1998, Johnson and 
Wichern, 2007), which is based on the minimisation of the errors of the dependent variable. To avoid 
the potential for the positive errors to cancel out the negative errors, the least squares procedure 
minimises the sum of squared errors. Since   are treated as fixed (non-random) and       ,  
      [    ]      [ ]     Eq. A.2 
and the sum of squared errors is therefore 
                  
                       
                   
Eq. A.3 
where T denotes transpose. To determine the minimum of the sum of the squared errors, Equation 
A.3 is partially differentiated with respect to each element of β and equated to zero. After replacing 
  by  ̂ and   by  , this results in a system of   equations, called the normal equations, that in matrix 
form are 
(   ) ̂      Eq. A.4 
where  ̂ is a [   ] vector of parameters estimators, and   represents the [   ] vector of 
observed   values. When the   normal equations are independent,     is non-singular, and its 
inverse exists, the solution of the normal equation is 
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 ̂  (   )
  
    Eq. A.5 
which provides a [   ] vector of fitted parameters given by the least squares analysis. Thus the 
vector of estimated mean values of   is given by 
 ̂    ̂ Eq. A.6 
The residuals are given by the difference between the observed and the fitted values of   
 ̂      ̂ Eq. A.7 
where  ̂, a [   ] vector, is an estimator of the (unknown) model errors   
       Eq. A.8 
The error variance,   , is not known and is approximated based on the estimation of residuals 
(Equation A.7).  In matrix notation, the residual sum of squares (or sum of the prediction errors, SSE) 
is 
     ̂
  ̂  (    ̂)
 
(    ̂) 
       ̂      ̂     ̂ 
       ̂      ̂            [         ] 
      ̂     
Eq. A.9 
Given that       degrees of freedom are lost in the estimation of the   model parameters, the 
unbiased estimator of the variance of the errors    is (Kottegoda and Rosso, 2008) 
 ̂  
   
   
 
     ̂    
   
 Eq. A.10 
In most practical applications the number of observations is larger than the number of unknown 
parameters,    , and the system is described as overdetermined. In these circumstances, the 
‘excess’ of information      , together with certain statistical assumptions, can be used to provide 
statistical information on β and the predicted values of the dependent variable. In the case of    , 
the system is said to be underdetermined, and hence the available data would not be sufficient to 
estimate β. 
When the independent variables take the values                        , the mean 
response is  [     ]    , where   [              ], and its estimated value is 
 ̂        ̂ Eq. A.11 
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Using the assumption that the errors are independent of the explanatory variables it can be shown 
that the least squares estimators  ̂ are unbiased estimators of  , such that  [ ̂]   . From Eq. A.5 
and given that   can be treated as fixed (nonrandom), it becomes  
 [ ̂]   [(   )
  
   ]    [         ]
 (   )
  
   [ ]
 (   )
  
            [         ]
   
   
Eq. A.12 
Given that  ̂ is unbiased, it can be shown that the estimator of the mean response  ̂[     ] is 
unbiased as: 
 ̂[     ]   [  ̂]    [ ̂]      [     ] Eq. A.13 
The confidence interval on the predicted value can be established using this estimated mean 
response value, in combination with its variance and the   statistic (see, for example, Kottegoda and 
Rosso, 2008, for more details). The variance of the mean response is estimated by (see Kottegoda 
and Rosso, 2008, Equation 6.2.32) 
   [     ]  [ (   )
  
  ]    Eq. A.14 
When the random errors are normally distributed, the estimated population mean response of   is 
also normally distributed (Searle, 1971). Thus, for a given value of the explanatory variables    ,  
 ̂       (   [ ( 
  )
  
  ]   ) Eq. A.15 
By substituting the unknown error variance by the estimated residual variance, the Student’s 
  variable is obtained  
  
  ̂    
√ ̂           
      Eq. A.16 
with       degrees of freedom determined by the degrees of freedom in the estimate of    in the 
denominator. This       ⁄  value can be used to specify the          confidence interval on the 
population mean response at the point     
 [  ̂         √ ̂             [     ]    ̂         √ ̂           ]
     
Eq. A.17 
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For an unobserved value of  , for example   , and assuming that the new observation is 
independent of the previous ones, i.e.    [  ̂   ]   , the variance is calculated as: 
   [  ]     [  ̂]     [  ] Eq. A.18 
The first term on the right-hand-side of Equation A.18 describes the error introduced by using a 
sample, as opposed to the entire population, to estimate the regression coefficients. This reflects the 
fact that if another sample from the same population were used, slightly different values would be 
obtained for the parameters. The second term relates to the discrepancy between observed values 
and underlying true population value of the independent variable.  
Substituting from Equation A.14, and given that    [  ]   
 ,    [  ] becomes 
   [  ]  [ ( 
  )
  
  ]       
   [   (   )
  
  ] 
Eq. A.19 
The          percent confidence interval on the unknown value    is therefore calculated as in 
Equation A.20. 
 [  ̂   
    
 
 
√ ̂ [            ]       ̂         √ ̂ [            ]]
     
Eq. A.20 
When the errors are independent and normally distributed,           , the least squares 
estimators  ̂ are also the maximum likelihood estimate of β. The likelihood function for the sample 
           when the errors are normally distributed is 
∏
 
        
 
   
    
  (   )  
 
         
   
   (   ) Eq. A.21 
and therefore, for a fixed value of  , maximising the likelihood, corresponds to minimising the sum of 
squared errors,    . 
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APPENDIX B   
The stepwise regression basic procedure is structured as follows (Figure B.1): 
1) The independent variable most highly correlated (for example suppose it is   ) with the 
dependent variable is selected and a simple regression model,  ̂   ̂   ̂   , is fitted. The 
variable is tested to check if it is statistically significant. If statistically significant, additional 
variables are sought to enter the regression (Step 2). If it is not statistically significant, the 
mean of the dependent variable (the baseline model),  ̂   ̅, is preferred, and the procedure 
is terminated at Step 1. 
2) If the independent variable most correlated with the dependent variable was found to be 
statistically significant, additional independent variables that can contribute to explaining the 
unexplained (error) variance are sought to enter the regression model. The next candidate 
for inclusion corresponds to the independent variable with the highest partial correlation 
coefficient, which is the correlation of an independent variable    (not in the model) with the 
dependent variable  , after the effects of the other independent variable(s) already in the 
model (   in this case) have been removed from both    and   (Hair, 2010).  
3) If the candidate independent variable showing the highest partial correlation (suppose it is 
  ) is statistically significant, it is included in the model, and a second regression model, now 
with two independent variables,    and   , is fitted,  ̂   ̂   ̂     ̂   . The overall 
regression is checked for significance using a   statistical test. The   statistical test is applied 
to test whether the first independent variable    still makes a significant contribution given 
the presence of the new independent variable    in the model. If    is found to still make a 
significant contribution to the model it is retained. Otherwise,    is dropped from the model. 
4) The procedure is continued by examining the partial correlation coefficients (given the 
independent variables already in the model) of all independent variables not currently 
included in the model. The aim is to determine whether the variable with the highest partial 
correlation coefficient can make a statistically significant addition to the current model. If 
that is the case, the variable enters the model, and all independent variables previously 
included are checked to decide if they should be retained or discarded. If the new 
independent variable fails the test to enter the model, an additional removal of independent 
variables in the model is attempted. 
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5) The stepwise regression procedure ends when no variables currently in the regression can be 
removed and the next best candidate to enter the model cannot make a statistically 
significant addition to the current equation. 
 
Figure B.1 – Flowchart of the stepwise regression procedure. Adapted from Hair (2010). 
As each new variable is added to the model, the improvement in the coefficient of determination 
(also called the coefficient of multiple correlation), R2, is recorded. R2 is the squared correlation of 
observed and predicted values of the dependent variable. It also represents the proportion of the 
variance of the dependent variable that can be explained by the independent variables. A high value 
of R2 denotes a regression model that fits the data well, whereas if R2 is equal to 0 the regression 
model gives no better predictions than the baseline prediction (i.e. the mean of the dependent 
variable). Adding more explanatory variables to the model will always contribute to an increase of R2, 
even if nonsignificant independent variables are added. Therefore, R2 can be misleading when 
comparing regressions with different numbers of independent variables. Alternatively, the adjusted 
coefficient of determination, R2adj, which is based on the coefficient of determination but with a 
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202 
 
penalty for including additional independent variables, is more commonly used as a measure of the 
overall model predictive fit. R2adj enables detecting overfitting and the addition of independent 
variables that do not significantly contribute to adding to the regression model’s predictive ability, 
and is given by (Draper and Smith, 1998) 
    
          (
   
   
) Eq. B.1 
where   is the number of observations and   is the number of regression model parameters. 
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APPENDIX C   
As stated in Section 6.2.3, the response signature distribution cannot be derived analytically and 
therefore has to be approximated using, for example, a histogram or a mixture of Gaussian 
distributions parsimoniously parameterised by means of a Dirichlet process model. The computed 
QQ plots will vary depending on the approach used to approximate the response signature 
distribution. When the histogram approach (with number of bins equal to 32) is used the QQ plots, as 
shown in Figure 6.4 in the main text and reproduced again in Figure C.1, are obtained. If, instead, a 
mixture of Gaussian distributions parsimoniously parameterised by means of a Dirichlet process 
model is used the QQ plots shown in Figure C.2 are obtained 
 
Figure C.1 – QQ plots comparing the available sample zi with theoretical quantiles of U(0,1) for each of the five 
signatures, using the histogram approach. 
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Figure C.2 – QQ plots comparing the available sample zi with theoretical quantiles of U(0,1) for each of the five 
signatures, using the mixture of Gaussians approach. 
Figure C.1 and C.2 show that the results obtained are similar irrespective of the method used to 
approximate the response signature distribution. However, in this thesis, the histogram approach is 
selected as it is much quicker than the mixture of Gaussian distributions, making the second 
approach computationally prohibitive when multiple signatures are used simultaneously. 
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APPENDIX D   
Bayes factor, BF, was originally developed for comparing predictions based on two competing 
theories (Jeffreys, 1961). It is defined as the ratio between the marginal distributions of the data   
for the two hypotheses (   and  ) being compared (Kass and Raftery, 1995): 
   
       
       
 Eq. D.1 
When the two hypotheses are equally likely a priori, the Bayes factor is the posterior odds in favour 
of H1 (Kass and Raftery, 1995). In other words, a value of BF greater than 1 means then that H1 is 
more strongly supported by the data than H2. For example, for BF equal to 2 that implies that H1 is 
favoured over H2 with 2:1 odds given the evidence provided by the data.  
For a given hypothesis  , parameterised by model parameter set  , the marginal density        
represents the likelihood of the data and it is given by 
       ∫                 Eq. D.2 
where          is the conditional density function given parameters   under hypothesis   and 
       is the distribution of parameters under    Hypothesis   may represent different model and 
parameter distributions. In this thesis, the same model structure is considered. However, different 
parameter distributions        will be used in Equation D.2 to enable prediction comparison based 
on two theories about parameter distributions. 
The above integral can be numerically approximated as, 
∫                 
 
 
∑                
 
   
 Eq. D.3 
where    is the  th of  draws from       , and  is the size of the Monte Carlo sample. 
For a synthetic study, data   is generated by a model with parameter set   , so that there is no 
model or observational error. This means that           is always equal to zero, except when 
    . Mathematically this is expressed as                 , where   is the Dirac delta function. 
Therefore Equation D.3 is equal to   ⁄  times       
     and BF is given by 
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 Eq. D.4 
as   ⁄  cancels out. 
 
Figure D.3 – Schematic representation of simulations representing two competing hypothesis. The straight line 
represents the optimum parameter set that generated the synthetic data. 
While other choices can be made, two cases are considered in this thesis. First,         to be the 
prior parameter distribution, and         is set to one of the derived parameter posteriors. Second, 
the two distributions are posterior distributions, but with different assumptions about the likelihood 
functions. 
