Abstract. For continuous boundary data, including data of polynomial growth, modified Poisson integrals are used to write solutions to the half space Dirichlet and Neumann problems in R n . Pointwise growth estimates for these integrals are given and the estimates are proved sharp in a strong sense. For decaying data, a new type of modified Poisson integral is introduced and used to develop asymptotic expansions for solutions of these half space problems.
Abstract. For continuous boundary data, including data of polynomial growth, modified Poisson integrals are used to write solutions to the half space Dirichlet and Neumann problems in R n . Pointwise growth estimates for these integrals are given and the estimates are proved sharp in a strong sense. For decaying data, a new type of modified Poisson integral is introduced and used to develop asymptotic expansions for solutions of these half space problems.
Introduction.
For x in the half space Π + = {x ∈ R n |x n > 0} (n ≥ 2) let y ∈ R n−1 be identified with the projection of x onto the hyperplane ∂Π + . Let B r (a) be the open ball in R n−1 with centre a ∈ R n−1 and radius r > 0. When a = 0 we write B r . And let θ be the angle between x andê n , i.e., x n = |x| cos θ, |y| = |x| sin θ and 0 ≤ θ < π/2 when x ∈ Π + . We will write x = n−1 i=1 y iêi + x nên whereê i is the i th unit coordinate vector andê n is normal to ∂Π + . Unit vectors will be denoted with a caret,x = x/|x| for x = 0.
For λ > 0 (λ ∈ R) and y ′ ∈ R n−1 define the kernel
The Poisson integrals for the half space problem ∆u = 0 (x ∈ Π + ) with Dirichlet and Neumann data f : R n−1 → R on ∂Π + are, respectively, 2) and
Here α n = 2/(nω n ) and ω n = π n/2 /Γ(1 + n/2) is the volume of the unit n-ball . When n = 2, N has a logarithmic kernel and is not dealt with here. (See the remarks at the end of this section.)
The functions defined by (1.2) and (1.3) will be harmonic in Π + if (defined for |y ′ | > 0) where 0 ≤ θ ′ ≤ π is the angle between y and y ′ , i.e., y·y ′ = |y ′ | |x| sin θ cos θ ′ and K 0 = K. If y = 0 or y ′ = 0 we take θ ′ = π/2. When n = 2, we take θ ′ = 0 or π according as y ′ and x 1 are on the same or opposite side of the origin. Equivalently, cos θ ′ = sgn(x 1 y ′ ). In (1.6) the first M terms of the asymptotic expansion of K in inverse powers of |y ′ | are removed. The coefficients are in terms of Gegenbauer polynomials, C λ m , most of whose properties used herein are derived in [16] .
Let w : R n−1 → [0, 1] be continuous so that w(y) ≡ 0 for 0 ≤ |y| ≤ 1 and w(y) ≡ 1 for |y| ≥ 2. Define modified Dirichlet and Neumann integrals
, x, y ′ dy ′ (n ≥ 2) (1.7) The purpose of the function w is merely to avoid the singularity of the modified kernel at the origin. The Dirichlet version of K M appears in [4] , [15] and [18] , with inspiration from [8] . The Neumann version is discussed by Gardiner ([10] ) and Armitage ([3] ).
In this paper we give growth estimates for u and v under (1.5) and prove they are sharp. This is done in Theorem 2.1 by first defining and proving that
The order relation is interpreted as µ(r)r −M → 0 as r → ∞ where µ(r) is the supremum of |F λ,M [f ](x)| cos 2λ θ over x ∈ Π + , |x| = r. A growth condition ω is said to be sharp if given any function ψ = o(ω) and any sequence {x i } ∈ Π + with |x i | → ∞, we can find data f so that the solution corresponding to f is not o(ψ) on this sequence (see Definition 2.1 below). The sharpness proof is complicated by the fact that the modified kernels are not of one sign. For each x i , regions in R n−1 are determined where the kernel is of one sign. Data is then chosen so that the contribution from integrating where the sign of the kernel is not known is cancelled out and the main contribution comes from integrating over a neighbourhood of the singularity of the kernel. This proof makes up a substantial portion of the paper. Note that condition (1.5) is necessary and sufficient for F λ,M [f ](x) to exist as a Lebesgue integral on Π + . See Proposition 3.4.1 in [17] .
In the third section of the paper, the modified Neumann operator N M is represented as various integrals of the modified Dirichlet operator D M .
In the final section a second type of modified kernel is defined, (4.1), useful when
for a positive integer M. This new kernel will be used in Theorem 4.2 to derive asymptotic expansions of D[f ] and N[f ] under (1.11). A growth estimate is given for the remainder term and the estimate is proved sharp as in the previous case. The half plane (n = 2) Neumann Poisson integral has a logarithmic kernel. A modified kernel can be defined as in (1.6) and is in some sense the limit as λ → 0 + . However, this case is sufficiently different to warrant separate exposition. Analogues of the results in this paper will be presented elsewhere.
First type of modified kernel.
The expansion (1.6) arises from the generating function for Gegenbauer polynomials ( [16] , 4.7.23)
. If −1 ≤ t ≤ 1 the series converges absolutely for |z| < 1 (the left side of (2.1) is singular at z = t ± i √ 1 − t 2 ). The majorisation and derivative formulas
are proved in [16] (4.7.3, 7.33.1, 4.7.14). Hence, the series in (2.1) converges if |z| < 1, uniformly for −1 ≤ t ≤ 1 and the same can be said for all of its derivatives with respect to z and t. From the definition above and Faà di Bruno's formula for the m th derivative of a composite function ( [1] , p. 823) it can be seen that C λ m (t) is a polynomial in t of degree m. And,
A proof of the following lemma is hinted at in [4] , [10] and [18] by reference to a more general result on axial polynomials in [13] (Theorem 2). However, we give a simple direct proof.
are homogeneous harmonic polynomials of degree m + 1 and m, respectively, where Θ = sin θ cos θ ′ .
Proof: Using (2.1) we obtain the expansion of the fundamental solution of Laplace's equation
If x ′ = 0 this series converges for |x| < |x ′ | and defines a harmonic function. Each term is homogeneous in x of degree m and it is clear from (2.4) that the first two terms are harmonic. Given x, take x ′ such that |x 
and each term in the series is a homogeneous harmonic polynomial of degree m. For the Dirichlet expansion differentiate (2.5) with respect to x ′ n , use (2.3) and (2.4), and set x ′ n = 0. Then for n ≥ 3 8) and each term in the series is a homogeneous harmonic polynomial of degree m + 1.
Then from (2.5) we recover the trigonometric expansion
where we have written r = |x|, and φ = π/2 − θ to conform with the usual polar coordinates (x 1 = r cos φ, x 2 = r sin φ). Each r m sin(mφ) is a homogeneous harmonic polynomial of degree m. 
m (x) are harmonic for |x| > 0 (interchange x and x ′ in (2.5) and (2.6)).
Our first theorem will be a sharp growth estimate for F λ,M . First we introduce the following definition.
Note that it is essential that the limit condition on F λ,M [f ]/ψ be checked on all paths to infinity. For example, ω 1 (x) = |x| and ω 2 (x) = |x| sec θ agree on all radial paths but allow very different behaviour on paths approaching
The integral representation for M ≥ 1
was derived in [15] (Theorem 5.1) by summing a Gegenbauer recurrence relation. Use of (2.11) allows us to prove Theorem 2.1 Let λ > 0 and f be measurable so that (1.5) holds for integer M ≥ 0.
and the order relation is sharp in the above sense.
A weaker form of sharpness (with respect to the exponents of |x| and sec θ) was obtained for D[f ] in [15] . Also, a growth estimate like (1.10) was obtained for D M [f ] but we provide a shorter proof here. Sharpness of the order relation is proven by finding regions in R n−1 where K M (λ, x, y ′ ) is of one sign (for fixed x). Data f is then chosen large enough so that F λ,M (x) is positive for all x and equal to ψ(x) on a subsequence of the given sequence in (ii) of Definition 2.1. The proof is quite long but has been broken down into digestible pieces as detailed below. Of crucial importance is the integral form of the modified kernel, given in (2.11).
Step I It is shown that
for any measurable function f satisfying the integrability condition (1.5). In (2.11), the original kernel K is estimated as was done in Theorem 2.1 of [15] (α = n/2). The function Φ(Θ, ζ) has a simple zero precisely where 1 − 2θζ + ζ 2 vanishes, at Θ = ζ = 1. So the ratio Φ(Θ, ζ)/ 1 − 2θζ + ζ 2 is bounded and the integrand in (2.11) is continuous for λ ≥ 1/2 and unbounded but integrable when 0 < λ < 1/2. In either case, elementary approximations lead to an upper bound for |K M | on which the Dominated Convergence Theorem can be used to prove (1.10).
Step II The order estimate o(|x| M sec 2λ θ) is now proven to be sharp, first for given sequences which have a subsequencex (i) = a iê1 + b iên that stays bounded away from theê 1 axis of ∂Π + by an angle θ 0 (0 ≤ θ 0 < π/2). On such a sequence the growth condition reduces to o(|x| M ). A region Ω 1 ⊂ R n−1 is found on which Φ − and hence K M are of one sign. Due to the parity of C λ m about zero (C λ m is even if m is even and odd if m is odd) it follows that Φ − (Θ, ζ) will be of one sign if |Θ| is small enough. Since Θ = sin θ cos θ ′ , this is accomplished by restricting θ ′ to lie near π/2. And, Ω 1 is taken as the region between two cones, both of which have an opening angle of nearly π/2 from theê 1 axis. For y ′ ∈ Ω 1 , the combination (−1) ⌈M/2⌉ Φ − (Θ, ζ) is strictly positive when ζ > 0. (When x ∈ R, the ceiling of x, ⌈x⌉, is x if x ∈ Z and is the next largest integer if x ∈ Z.) A lower bound on (−1) ⌈M/2⌉ K M is now obtained, equation (2.26) . Data is then chosen that has support in Ω 1 and is large on a sequence of unit half balls along theê 2 axis. (This is an axis orthogonal toê 1 . Something slightly different is done when n = 2.) By taking the data large enough we have lim sup F λ,M [f ]/ψ ≥ 1 on a subsequence and sharpness of the growth estimate for this special type of sequence now follows.
Step III Now considered are sequences with a subsequencex (i) = a iê1 + b iên that approaches the boundary at theê 1 axis. Again, a region is found where Φ − is of one sign. On the sequence, we have sin θ → 1 so taking θ ′ near 0 makes Θ nearly equal to 1. In this case then, the kernel K(λ, x, y ′ ) will be singular for |y ′ | = |x| and Θ → 1. Hence, in (1.6) it will dominate the Gegenbauer terms subtracted from it. A region Ω 2 ⊂ R n−1 is defined to be the portion of a cone with |y ′ | > 1 and axis alongê 1 . The opening angle θ ′ is taken small enough so that when y over Ω > , that portion of Ω 2 with 1 < |y ′ | < |x|/A. But f is chosen so that if the reflection of y ′ across the y
, where A λ > 1 is a constant. The data is said to be given a "super odd" or "super even" extension from y ′ 1 > 0 to y ′ 1 < 0, according as M is even or odd. This allows the contribution from integrating over Ω > , where f K M is not of one sign, to be balanced out by the contribution from integrating over the reflection of Ω > to y
from integrating near the singularity of K M , i.e., over Ω 2 , produces a lower bound for
, where ψ and x (i) are given in the theorem. Note that all the Ω regions defined here depend on |x|.
Step IV The special case of sequencesx (i) = a iê1 + b iên considered in II and III is shown to be applicable to general sequences in Π + . Since ∂B + is compact, for any sequence r iri in Π + , the sequence {r i } has a limit pointr 0 ∈ ∂B + . This direction is then rotated to correspond toŷ 1 .
. . , d 9 will be positive constants (depending on λ and M).
Step I First suppose M ≥ 1.
In [16] (4.7.27) for M ≥ 2 we have
With reference to (2.10) and (2.2) we can write
for M ≥ 2. If we define C λ −m = 0 for m = 1, 2, 3, . . . and use the fact that C λ 0 (Θ) = 1 and C λ 1 (Θ) = 2λΘ then (2.12) and (2.14) still hold when M = 1. Hence, (2.11) and (2.14) give
the integrand in (2.15) is continuous and |Θ| ≤ 1 so
The estimate
is in [15] (Corollary 2.1). Hence,
Letting |x| → ∞, the Dominated Convergence Theorem gives (1.10).
When 0 < λ < (
And,
as well. Finally, integrating (2.17) shows (1.10) also holds when M = 0.
Step II We now prove sharpness. Given any sequence {x changes sign at the origin and the other is of one sign on (−β 1 , β 1 ). Therefore, for any 0 
In (2.23), θ ′ is restricted to lie in a smaller region than arccos β 1 ≤ θ ′ ≤ π/2 so that (−1) µ+ε 0 Φ − will be strictly positive for y ′ ∈ Ω 1 . From (2.22) we will need the estimate,
whenever y ′ ∈ Ω 1 . If M = 0 then (2.25) and (2.26) hold and we can take Ω 1 = R n−1 . Let Without loss of generality we may assume c i → ∞ monotonically so that the B 1 (c iê2 ) are disjoint, supp(f ) ⊂ Ω 1 and c i ≥ 2 (otherwise, take an appropriate subsequence of {x (i) }). Now, for any j ≥ 1,
Thus, using (2.26),
, write x 1 = r cos φ, x 2 = r sin φ. Then in place of (2.11) we have 
is a sub-subsequence of the given sequence {x (i) } and µ 1 is 0 or 1. We now proceed in a similar manner to the case n ≥ 3 given above.
Step III In the previous argument 0 ≤ θ 0 < π/2 was arbitrary so now suppose that given the sequence {x (i) } there is a subsequencex
Find a region Ω 2 ⊂ R n−1 on which K M is of one sign. Let M ≥ 1 and let x = x 1ê1 + x nên ∈ {x (i) }. We will take 1 < A < 2 close enough to 1 so that if 
And, since y = x 1ê1 , we have cos
a portion of a cone with axis alongê 1 . If
where A λ ≥ 1 is given in (2.34) and f i in (2.40). By taking an appropriate subsequence of {x (i) } we may assume the balls
Then f is continuous, has support on a sequence of balls along theê 1 axis and is non-negative for y ′ 1 ≥ 0. With y ′ ∈ Ω 2 such that y ′ 1 > 0 and x as above (preceding (2.30)),
As a function of s, with fixed Θ as in (2.30), the integral in (2.11) is zero when s = 0, is an increasing function of s for 0 < s < MC
(where it has a maximum) and decreases for larger values of s. And, we know from the analysis following (2.30) that this integral is positive at s = A. Hence,
taking A λ large enough we can ensure
be the reflection of y ′ in the hyperplane y ′ 1 = 0 and θ * the angle between y * and y. Then y * ∈ Ω < if and only if y ′ ∈ Ω > . If λ ≥ 1 and y * ∈ Ω < then, as in (2.10), Θ * := sin θ cos θ * = −Θ. Then, using (2.11) and (2.32),
If 0 < λ < 1 and y
If 0 < λ < 1/2 then, using (2.14) and (2.20),
And, if 1/2 ≤ λ < 1,
Hence, for 0 < λ < 1,
Hence, for λ > 0, x ∈ {x (i) }, if we take
where
Since a i = |x| sin θ, b i = |x| cos θ and θ 0 ≤ θ < π/2, these conditions are satisfied if
, by taking θ 0 close enough to π/2. From (2.11),
which is strictly positive on Ω 3 ((2.30) and following). And, K(λ, x, y ′ ) is positive but singular at s = Θ = 1. Using (2.2), the integral (2.36) above reduces to
at s = Θ = 1. The integral in (2.36) is a strictly positive continuous function of s and Θ when the conditions in (2.30) are satisfied. Hence, it must be bounded below by a positive constant, say d 8 , i.e.,
If M = 0 we can dispense with the sets Ω 2 , Ω 3 , Ω < and Ω > . In (2.32), A λ = 1 and f is extended as an even function. Then (2.37) holds for x ∈ Π + with d 8 = 1.
For M ≥ 0 each element of the sequencex (i) = a iê1 + b iên satisfies sin θ ≥ sin θ 0 so, using (2.32) and (2.37)
Note that (1.5) holds if and only if
. We may assume that {x (i) } has been chosen so
Then (2.39) is satisfied and
Step IV For n = 2 this completes the proof. For n ≥ 3 we now remove this restriction on x. For any sequence {x (i) } in Π + , we can write
Then {x (i) } must have a limit point, sayŝ 0 , in the compact set ∂B + 1 . Let θ 0 be the angle betweenŝ 0 andê n . If 0 < θ 0 < π/2 then letŝ 1 be in the direction of the projection ofŝ 0 onto ∂Π + and letŝ 2 ∈ ∂Π + be any unit vector orthogonal toŝ 1 . For any δ > 0 there is a subsequencex
We can now try to repeat the first part of the sharpness proof, beginning with (2.22). Thenŝ 1 andŝ 2 play the rolesê 1 andê 2 did before, except that we now have perturbations by δ i . Let x ∈ {x (i) δ }. Let η i be the angle between a iŝ1 + δ iti andŝ 1 . Without loss of generality a i ≥ 1. We have 0 ≤ η i = arctan (δ i /a i ) ≤ δ. Hence, we can replace (2.23) with the narrower cone
where θ ′ 1 is the angle between y ′ and a iŝ1 . (Take 2δ < arccos(β 1 /3) − arccos (β 1 /2).) For any x ∈ {x Now, for 0 ≤ θ 0 < π/2, replace (2.27) with
where y
. We align the half balls of the support of f along the unit vectorê δ in the direction (−1)
M sin δŝ 1 +cos δŝ 2 so that B 1 (c iêδ ) ⊂ Ω ′ 1 . The rest of the proof for this case follows without serious change, through (2.29). Ifŝ 0 ∈ ∂Π + (θ 0 = π/2) thenŝ 1 =ŝ 0 and a subsequence approaches the boundary. As before, for any δ > 0 there is a subsequence of formx
Follow the second part of the sharpness proof, from (2.30). Let
Without loss of generality, we can take A satisfying the conditions following (2.30) and 0 < δ < (A − 1)/A < 1/2. For each j ≥ 1, let θ ′ be the angle between y ′ and a jŝ1 and θ ′ δ the angle between y ′ and a jŝ1 + δ jtj . We have
For each j ≥ 1, let θ be the angle betweenx (j) andê n and θ δ the angle betweenx
For large enough |x
From the second and third components in the definition of B δ , 1/B δ ≤ s ≤ B δ implies 1/A ≤ s δ ≤ A. Hence, we can replace Ω 2 with Ω ′ 2 and carry out the sharpness proof for a jŝ1 + b jên with the following changes. In (2.32), replace a iê1 with a iŝ1 + δ iti . In (2.33) and (2.35), replace y 
so (2.47) is satisfied.
Corollary 2.2 Let f and w be as in Corollary 2.1 such that (1.5) holds with
Proof: The growth estimate (2.50) follows from the Theorem:
And, 50) with f = 0, its even extension is defined in R n , and by expanding v in terms of spherical harmonics, using (2.50), the conclusion is obtained. Proof: Throughout the proof f will satisfy (1.5) and |x|, |x (i) | > N. Suppose S and T exist as above. Then
. This contradicts the assumption that ω was sharp (Definition 2.1, (ii)). Hence T exists as above.
If χ → 0 on some sequence {x (i) } then take f such that
which contradicts the sharpness assumption (i) of Definition 2.1. Hence, S exists as above.
Remark 2.4
The angular blow up predicted for F λ,M as |x| → ∞ can be expected to occur only as x approaches ∂Π + within a thin or rarefied set. See [2] , [7] , [14] and references therein.
Representation of the Neumann solution.
The modified kernel K M (λ, x, y ′ ) satisfies a differential-difference equation for the derivative with respect to θ, |x|, y i , |y|, x n , |y ′ |, y ′ i and θ ′ , relating the derivative to
The integration of these equations give representations of the modified Neumann integral in terms of the modified Dirichlet integral.
The proofs rest on the identities
( [16] , 4.7.28). In (iv) x n is fixed. If θ is held constant for the differentiation then
This leads to a similar change in (iv) of Proposition 3.2.
Proof of (i): From (1.1), (1.6), (3.1) and (3.2)
The other proofs follow in a similar manner from (3.1)-(3.4). Note thatŷ and Θ = sin θ cos θ ′ = sin θŷ ·ŷ ′ are independent of |x| and that tan θ = |y|/x n so that ∂θ/∂y i = y i x n /(|x| 2 |y|) and ∂θ/∂x n = − sin θ/|x|. Now introduce the following notation. If z 1 and z 2 are in R n−1 then f z 1 (z 2 ) = z 1 · z 2 f (z 2 ). If 0 ≤ s ≤ π/2 then x(s) indicates x with the polar angle θ replaced by s, i.e., x(s) = y(s) + x n (s)ê n , where y(s) = |x| sin sŷ, x n (s) = |x| cos s, x(θ) = x and y(θ) = y. Note that |x| andŷ are independent of θ. And, if x = n j=1 x jêj then
Integrating (i) through (iv) above and setting λ = (n − 2)/2 we obtain Proposition 3.2 Let f be continuous with the origin not in the closure of its support and satisfy (1.5) with λ = (n − 2)/2 (n ≥ 3). Let M ≥ 0, λ > 0, x ∈ Π + and adopt the convention that D m = D for m ≤ 0. Then the following are equal to
Proof: Integrate each of (i)-(v) in Proposition 3.1 with respect to the relevant variable and set λ = (n − 2)/2. Multiply by ((n − 2)/2)f (y ′ ) and integrate y ′ ∈ R n−1 . Because of (1. for fixed x = r cos θê 1 + r sin θê 2 . When n = 3, I
3,m (θ) can be evaluated in terms of Legendre polynomials (since C 1/2 m (t) = P m (t)) and when n = 4, I (0) 4,m (θ) can be evaluated in terms of trigonometric functions. In both cases, the conclusion of (4.7) remains valid.
