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ABSTRACT 
Author: Edward C. Fatzinger Jr. 
Title: Low Proof Load Prediction of Ultimate Strengths of Fiberglass/Epoxy I-
Beams Using Acoustic Emission 
Institution: Embry-Riddle Aeronautical University 
Degree: Master of Science in Aerospace Engineering 
Year: 2001 
Acoustic emission (AE) nondestructive testing was used to monitor 
fiberglass/epoxy I-beams. The experiment consisted of loading the I-beams in cantilever 
fashion with a hydraulic ram. While testing, AE waveforms were collected from the 
onset of loading to failure. After acquisition, the AE data from each test were filtered to 
include only data collected up to 50% of the theoretical ultimate load for further analysis. 
A Kohonen self-organizing map was utilized to separate each individual data 
point (hit) into failure mechanism clusters. Then a multiple linear regression analysis 
was performed using the percentage of hits associated with each failure mechanism along 
with the epoxy type to develop a prediction equation. The results of this analysis 
provided a prediction to within a 36.0% error. A second analysis was performed utilizing 
a back propagation neural network. The inputs to the network included a categorical 
variable for the epoxy type together with the amplitude frequencies from 30-100 dB. The 
optimized network contained two hidden layers having nine neurons apiece. Here the 
ultimate load prediction was within 48 lbf for a 9.5% error. Thus, the back propagation 
neural network produced far better results than the SOM/multiple linear regression, 
probably because of nonlinearities in the data and unwanted noise. 
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CHAPTER 1 
INTRODUCTION 
1.1 OVERVIEW 
It has become almost commonplace to see composites incorporated into structural 
components of today's aviation industry. Such components as wing and fuselage skins, 
fairings, wing spars and helicopter rotor blades, to name just a few, all have demonstrated 
the ability and effectiveness of fiber-reinforced composites. The great advantage of these 
materials is their strength-to-weight and stiffness-to-weight ratios. Weight savings on the 
order of 25% are generally considered to be achievable using current composites in place 
of metals [1]. These weight savings in turn contribute to cost savings as well as greater 
payload capability. With this increased use of composite materials, continuing research 
in the assessment and quality control of these components must be an on-going process to 
uphold the integrity and safety of aircraft. Unlike their metallic counterparts, 
manufacturing procedures for composites can be very involved and tedious, requiring an 
extensive amount of time, and introducing a greater risk for defects. 
The research herein involves composite I-beams similar to the type used in 
aircraft wing spars. These spars are sandwiched between the upper and lower wing skins 
and are the main load bearing structure of the wing. Just as in any manufacturing 
process, quality control must be implemented. Unfortunately, proof testing of 
fiberglass/epoxy I-beams beyond their working load can introduce significant damage to 
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the fiber-reinforced material. Therefore, it is advantageous to develop a method of proof 
testing the I-beams while at the same time minimizing the induced damage. 
Through the use of nondestructive testing and special data analysis techniques, a 
prediction equation can be formulated from proof loading the I-beams to only a fraction 
of their ultimate load. Acoustic emission (AE) is a passive, nondestructive testing 
method that was used to monitor flaw growth in the I-beams while undergoing loading in 
cantilever fashion with a hydraulic ram. AE testing "listens" to the structure and acquires 
signals corresponding to microscopic and macroscopic failures within the material. By 
quantifying these signals and taking the results as input variables to a multivariate linear 
regression analysis and an artificial neural network, a prediction of the I-beam's ultimate 
load was achieved. 
1.2 PREVIOUS RESEARCH 
AE data, when accompanied with statistical analysis, has been a proven method in 
the prediction of composite material ultimate strengths. Acoustic emission testing was 
used to predict burst pressures in filament wound composite pressure vessels. In one 
case, Kalloo [2] tested a set of eleven ASTM (American Society for Testing and 
Materials) standard 5.75-inch diameter filament wound graphite/epoxy pressure vessels. 
In his research, the use of a multivariate linear regression analysis was incorporated in 
deriving a burst pressure prediction equation. Results showed a less than one percent 
error when predicting burst pressures. In a second case, Hill, Walker, and Rowell [3] 
tested three sets of ASTM standard 5.75-inch diameter filament wound graphite/epoxy 
pressure vessels. Their research involved neural networks to analyze test data taken up to 
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25 percent of the expected burst pressure. Here burst pressure predictions to within a five 
percent error were achieved. 
Another example of predicting composite strengths was the AE analysis of 
tensile test specimens. Walker and Hill [4] performed tensile tests on a series of six 
ASTM D-3039 unidirectional graphite/epoxy specimens. They used both multivariate 
linear regression and neural networks in their analysis and were able to predict ultimate 
strengths to within a 6% error based on test data collected up to 25% of the expected 
ultimate. 
1.3 CURRENT APPROACH 
Most of the previous research dealt with composite structures composed of simple 
lay-ups of continuously wound, uniform fibers, or specimens comprised of various layers, 
or lamina, uniform in material with only the orientation of the fibers varying. The current 
approach used was similar to those mentioned previously. Acoustic emission 
nondestructive testing along with multiple linear regression and artificial neural networks 
were used to generate ultimate load prediction equations. However, the specimens that 
were tested here were far more complex than those tested previously. 
The fiberglass/epoxy I-beams are sandwich structures composed of four different 
materials. These four materials make up the six individual components that are bonded 
together with epoxy to create each I-beam. The I-beams were designed to have an 
ultimate load of approximately 1000 lbf (Appendix F). The goal in the current research 
was to predict the ultimate loads of the beams to within ±50 lbf (or a ±5% error at 1000 
lbf) when tested to 500 lbf or 50% of their ultimate loads. This low proof load test would 
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hopefully ensure the structural integrity of the I-beams while providing an accurate 
prediction of their ultimate loads. 
CHAPTER 2 
BACKGROUND THEORY 
2.1 ACOUSTIC EMISSION 
Acoustic emission is best defined as a rapid release of energy from a material 
undergoing an induced stimulus. In most cases, this stimulus is an applied stress, 
generated from such applications as tension, torsion, bending, or pressurization. This 
induced stress generates microscopic or macroscopic failures within the material which in 
turn release energy. This energy is manifested in the form of a stress wave, which 
propagates through the material. The stress wave is transient and elastic in behavior. In 
other words, it will attenuate with time through the material within which the wave 
propagates. 
As this stress wave travels through the material, it encounters a piezoelectric 
transducer (Figure 2.1). The transducer transforms the mechanical signal (stress wave) 
into an electrical voltage signal. A piezoelectric element inside the transducer is 
responsible for this transformation. The element when deformed or distorted in any way 
will generate a voltage; conversely, when a voltage is applied to the element, it will 
deform. Before the signal is sent to the acquisition system via shielded co-axial cable, it 
is passed through a preamplifier and a frequency filter. Typical transducer 
preamplification is 40 dB or a 100 times. The filter is a 100-300 kHz band-pass filter, 
blocking out any lower and upper frequency range signals, which are consistent with 
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mechanical noise or electromagnetic interference, respectively. Once the signal reaches 
the acquisition system, it is amplified one more time and stored for future analysis. 
Figure 2.2 depicts an entire AE system. 
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2.2 ACOUSTIC EMISSION PARAMETERS 
A typical AE signal can be closely represented as a damped sinusoidal waveform. 
The signal, also known as a hit, when collected by the acquisition system can be 
quantified by several parameters as seen in Figure 2.3. The amplitude is the maximum, 
or peak voltage of the hit. Due to the large range of AE sources (1 |LLV to 10 V), it is 
convenient to represent the amplitude on a logarithmic scale, commonly measured in 
decibels [dB]. The following is the expression for gain: 
J 5 = 2 0 1 n ^ , 
v 
y
ref 
where Vref = l|iV. A scale of 0-100 decibels represents the detectable range of AE 
amplitudes. 
Another important parameter is the threshold. This is an amplitude setting that 
determines the "starting clock" of the hit, or in other words, a hit will not be detected and 
recorded until it surpasses the threshold amplitude. This threshold setting is very 
important to the sensitivity of the system or the ability to detect an AE signal. It is 
usually set just the above the background noise but not so high as to exclude any valuable 
information. Typical threshold settings are 30 dB for metals and 45-60 dB for 
composites. 
The duration of a hit is the time from when the signal first crosses the threshold to 
when it drops below the threshold. The risetime is the amount of time it takes for the 
signal to first cross the threshold and then reach the peak amplitude. Counts are the 
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number of times the signal crosses the threshold. The energy is the area under the 
rectified signal envelope or the magnitude of the absolute value of the signal. 
Risetime 
Amplitude 
~J L_ 
Uw lil l l 1 
( I ' j j 11 1 
Duration 
Energy 
1 1 1 TrrrTTTTTrrrnv<T~r- -r -hi Kill lilllllto 
llllilllllllll1!11 
Threshold 
I h ih i l i i , , ! 
WWW 
1 Counts = 41 
miiijimiiiiiiiiiimiiiiiiiiiiiiii! 11 
l |H | iH ' j 
Figure 2.3 Typical acoustic emission signal and its associated parameters [6] 
Each AE hit, or signal waveform can be thought of as a signature, characteristic in 
some way to the source. In addition, the waveform is affected by the path taken from the 
source to the sensor, the sensor characteristics, and the acquisition system. If the latter 
three remained unchanged throughout testing, a direct correlation can be made between 
source characteristics and the signal parameters (i.e. amplitude, duration, etc.). 
2.3 ACOUSTIC EMISSION FAILURE MECHANISMS 
The source of the acoustic emission is attributed to some sort of failure or 
disturbance in the material being tested. Some common failure mechanisms in metals 
include crack growth, plastic deformation, and inclusion fracture. In composite 
materials, failure can stem from fiber breaks, delaminations, or matrix cracking. It is also 
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possible for mechanisms not to be associated with any failure. Examples of this are 
leaks, cavitation, friction, or background noises. 
Through the use of statistics to analyze signal parameters, it is possible for each 
AE hit to be grouped into mechanism clusters. Below is a table that Fisher and Hill [7] 
concluded in their research after AE testing 5.75-inch diameter filament wound 
fiberglass/epoxy pressure vessels. The table illustrates the relative magnitudes of AE 
parameters associated with each of the three primary failure mechanisms in 
fiberglass/epoxy. 
Table 2.1 AE parameters corresponding to failure mechanisms in fiberglass/epoxy [7] 
AE 
Parameters 
Counts 
Amplitude 
Energy 
Duration 
Failure Mechanisms 
Matrix Cracking 
Low 
Low 
Low 
Short 
Delaminations 
High 
High 
High 
Long 
Fiber Breaks 
Low-Medium 
Very High 
Medium-High 
Short-Medium 
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CHAPTER 3 
STATISTICAL ANALYSES 
One very useful form of AE data output from testing of composites is the number 
of hits versus amplitude plot, or amplitude distribution, as shown in Figure 3.1. Previous 
research has shown that modeling these amplitude distributions or "humps" has proven 
valuable in predicting failure of test specimens. Attempts have been made to model these 
humps with various statistical distributions, such as the Gaussian or Rayleigh 
distributions in Kalloo's [2] research, or the Weibull distribution from Walker and Hill's 
[4] research. Another useful tool to separate and model the humps in the amplitude 
distribution are neural networks. These networks are a set of simple, interconnected 
processing elements combined to form a more complex system. These systems are 
capable of being trained to classify, predict, or even enhance data. 
Amplitude (dB) 
Figure 3.1 Example of amplitude vs. hits plot [5] 
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3.1 NEURAL NETWORKS 
An artificial neural network is an information processing system that has certain 
characteristics similar to biological neural networks. A network consists of a large 
number of simple processing elements called neurons or nodes (Figure 3.2). Each of 
these neurons is connected to others via weighted communication links. All the inputs 
are multiplied by their associated weights and summed upon entering the neuron. This 
value is then passed through an activation function (Figure 3.3), which in essence will 
either "fire" or refrain from sending information en-route to the next neuron. The final 
output is used to go back and update the weights, or train the network, until a certain goal 
or threshold is reached. There are many neural networks designed to solve very specific 
problems. As was previously mentioned, neural networks can be used to classify, 
predict, or enhance a set of data. The two networks employed in this research were a 
Kohonen self-organizing map (SOM), which is a classification network, and a back-
propagation network, which is used to predict. 
Activation! 
Function _ *
 4 _ 
Output Path 
Processing Element 
lj = W )nxn 
y, = f(i,) 
Figure 3.2 Neural network processing element or neuron [5] 
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1 + e"z 
f(z) = f(z)*(i-f(z)) 
(C) Sine => f(z) = Sin(z) 
f'(z) = Cos(z) 
Figure 3.3 Neural network activation functions [5] 
3.1.1 KOHONEN SELF-ORGANIZING MAP 
The SOM network is a form of unsupervised, competitive learning, or winner 
takes all scheme. Unsupervised means that the network does not need information about 
a desired output, and it trains itself through competitive learning. The SOM consists of a 
single input layer and a one- or two-dimensional output layer. The network learns by 
minimizing the Euclidean distances between the weights and input vectors. The neuron 
with the minimum distance is called the winner. During training, this winning neuron 
will have its weight adjusted to be closer to the values of the input data. Also, if a 
neighborhood is specified, the surrounding neurons will have their weight's adjusted as 
well. The algorithm of a Kohonen self-organizing map is as follows [8]: 
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Step 0: Initialize weights (w,j) 
Set neighborhood parameters 
Set learning rate parameters (a) 
Normalize each data field to the appropriate scale (i.e., 0 to 1) 
Step 1: While stopping condition is false, do Steps 2-8. 
Step 2: For each input vector x, do Steps 3-5. 
Step 3: For each j , compute: 
D(/)=Z (wu-x02. 
Step 4: Find index j such that D (j) is a minimum. 
Step 5: For all units j within a specified neighborhood of 7, and for all /: 
Wy(new) = Wy(old) + a[x, - w^old)]. 
Step 6: Update learning rate. 
Step 7: Reduce radius of neighborhood at specified times. 
Step 8: Test stopping condition. 
Typically a stopping condition occurs when the weight changes become very small or a 
certain number of iterations are achieved. The input data is normalized to a small scale, 
usually from 0 to 1 or -1 to 1 to alleviate the possibility of saturating the activation 
functions. The learning rate is used to control the amount of weight adjustment at each 
step of training in order to speed up or slow down the training of the network. 
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EXAMPLE 
INPUTS: 
Amplitude (xi) 
Duration (X2) 
Cluster 1 
Cluster 2 
Cluster 3 
Inputs (AE hits) 
[50, 567], 
[91,2135], 
[35, 122] 
Inputs (normalized) 
[0.55, 0.27], 
[1,1], 
[0.38, 0.06] 
First step is to arbitrarily initialize the network weights: wy = 0.2 0.4 0.1 
0.6 0.8 0.5 
Choose a learning rate and neighborhood of 0.02 and 0, respectively. Next the Euclidean 
distances are computed using D, = -J(wv - xt )2 
D, = (w, 1 - x,)2 + (w2i - x2)2 = (0.2 - 0.55)2 + (0.6 - 0.27)2 = 0.231 (winner) 
D2 = (W12 - x,)2 + (w22 - x2)2 = (0.4 - 0.55)2 + (0.8 - 0.27)2 = 0.303 
D3 = (W13 - x,)2 + (w23 - x2)2 = (0.1 - 0.55)2 + (0.5 - 0.27)2 = 0.255. 
With D2 as the winner, the weights are adjusted for / = 1 
wn(new) = wn(old) + oc(x, - wn(old)) = 0.2 + 0.02(0.55 - 0.2) = 0.207 
w2)(new) = w21(old) + oc(x2 - w2i(old)) = 0.6 + 0.02(0.27 - 0.6) = 0.593. 
Now the new network weights are w,j = 0.207 0.400 0.100 
0.593 0.800 0.500 
Following the same process as above, the second and third AE hits are passed through the 
network. The updated network weights are as follows, respectively: 
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W,j = 0.207 0.412 0.100 
0.593 0.804 0.500 
wy = 0.207 0.412 0.106 
0.593 0.804 0.491 
Once an entire epoch (the three input training set) is passed through the network, the 
process is repeated until a stopping condition is reached. The network is then said to be 
trained. 
In this case, after five epoch iterations the weight matrix becomes 
Wn 0.234 0.458 0.127 
0.568 0.819 0.466 
Thus AE hit one was classified as cluster 1, hit two was also classified as cluster 2, and 
hit three was classified into cluster 3. 
3.1.2 BACK PROPAGATION NEURAL NETWORK 
The back propagation neural network, unlike the self-organizing map, is multi-
layered, and the learning is supervised. The network is given an input vector along with a 
target vector. Once the output is computed, it is compared with the target value and an 
associated error is calculated and fed back through the network to update all the weights. 
The layers of a back propagation network are broken up into three categories. There is a 
single input layer, one or more hidden layers, and an output layer. The number of hidden 
layers is dependent on the complexity of the problem to be solved. Typically if data sets 
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are overlapping, more than one hidden layer may be beneficial. The algorithm for the 
feed forward back propagation network is as follows [5]: 
Stage 1: Forward propagation of input vector 
Step 1: Initialize weights and learning coefficient. 
Step 2: Do while stopping condition is false 
Step 3: Compute the input sum and apply activation function for each middle PE 
y, = f(w,j * x,). 
Step 4: Compute the input sum and apply activation function for each output PE 
zk = f(Vy * y,). 
Stage 2: Back propagation of error 
Step 5: Compute error 8k = (tk - zk) f (Wjk * y}). 
Step 6: Compute delta weights Avjk = (a)( 80(yj) + {Momentum * Av1J(old)}. 
Step 7: Compute error contribution for each middle layer PE 
5J = (5k)(wJk)f(w1J*x1). 
Step 8: Compute delta weights Awy = (a)(8J)(x1) + {Momentum * Aw,j(old)}. 
Step 9: Update weights Qrs(new) = Qrs(old) + AQrs. 
Step 10: Test stopping condition. 
Typical stopping conditions are when the change in weights (Aw) become very small or 
the average error (RMS error) across the network has reached a desirable level. 
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EXAMPLE 
INPUTS: 
Amplitude 
histogram 
A3 O 
w„ 
Bias 
First step is to initialize network weights: 
S (target) 
w„ = 
Input/target data: 
[12 26 5], 10001b 
[54 102 6], 11051b 
[5 11 1], 12851b 
Normalized data: 
input - 0 to 1 
output 0 to 0.8 
[0.222 0.255 0.833], 0.623 
[1 1 1], 0.688 
[0.093 0.108 0.167], 0.8 
0.2 
0.1 
0.5 
0.7 
0.6 
0.1 
0.4 
0.7 
0.6 
0.4 
0.2 
0.8 
vk = 0.5 0.7 0.2 0.8 
The next step is to compute the outputs of the middle layer. This is accomplished first by 
summing the inputs into each neuron in the layer. The activation functions are then 
evaluated with these summed values to generate outputs for the neurons. For this 
example, the sigmoid activation function was used. The initial inputs are summed as 
follows: 
y. = (w„)(A,) + (W21XA2) + (w3,)(A3) + w1B = (0.2)(0.222) + (0.1)(0.255) + 
(0.5)(0.833)+0.4 = 0.886 
y2 = (w,2)(A,) + (W22XA2) + (W32XA3) + w2B = (0.7)(0.222) + (0.6X0.255) + 
(0.1)(0.833)+0.2 = 0.592 
y3 = (w13)(Ai) + (W23XA2) + (W33XA3) + w3B = (0.4)(0.222) + (0.7)(0.255) + 
(0.6)(0.833)+ 0.8= 1.567. 
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Then the outputs of each neuron are computed as 
Y1(out)= f(0.886) = — l — = 0.708 
Y2(Out) = f(0.592) = 0.644 
and Y3(out)=f( 1-567) = 0.827. 
The above process is now repeated for the output layer: 
s = (v„)(y,) + (vl2)(y2) + (v13)(y3) + v1B = (0.5)(0.708) + (0.7)(0.644) + 
(0.2)(0.827)+ 0.8 =1.77. 
Then s(0ut) = f(1.77) = 0.854 (~ 1372 lbf). 
Next the associated error is computed for the output layer: 
8S = (target - output) f (output) = (t - s) f(s) (1 - f(s)) = 
= (0.623 - 0.854)(0.854)(1 - 0.854) = - 0.029. 
Now the change in weights for the outputs of the middle layer are computed. The 
momentum is assumed to be zero for simplicity. 
Avn = a5sY, + {Momentum * Avn(old)} = 0.25(- 0.029)(0.708) = - 0.0051 
Av12 = a8sY2= 0.25(- 0.029)(0.644) = - 0.0047 
Av,3 = aSsY3 = 0.25(- 0.029)(0.827) = 0.0060 
AvBias = a5sBias = 0.25(- 0.029)(1) = - 0.0073 
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Vk(new) - 0.0495 0.0695 0.194' 0.793 
Next the associated error is computed for the middle layer using 5, = 8kV,kf (Yj). 
5YI = 5sv,,f(y1)(l- f(y,)) = - 0.029(0.5)(0.708)(1- 0.708) = - 0.0030 
5Y2= 5sV2if(y2)(l-f(y2)) = -0.029(0.7X0.644)(l-0.644)= 0.0047 
8Y3 = 5sV3if(y3)(l- f(y3)) = - 0.029(0.2)(0.827)(1- 0.827) = - 0.0008 
Now the change in weights for the inputs of the middle layer are computed. 
Awn = CCSYIAI = 0.25(- 0.0030)(0.222) = - 0.00017 
Awl2 = a5YiA2 = 0.25(- 0.0030)(0.255) = - 0.00019 
Awi3 = a5Y1 A3 = 0.25(- 0.0030)(0.833) = - 0.00062 
Aw2i = aSyaA, = 0.25(- 0.0047)(0.222) = - 0.00026 
Aw22 = a5Y2A2 = 0.25(- 0.0047)(0.255) = - 0.00030 
Aw23 = a8Y2A3 = 0.25(- 0.0047)(0.833) = - 0.00098 
Aw3i = a5Y3A, = 0.25(- 0.0008)(0.222) = - 0.000044 
Aw32 = a8Y3A2 = 0.25(- 0.0008)(0.255) = - 0.000051 
Aw33 = a5Y3A3 = 0.25(- 0.0008)(0.833) = - 0.00017 
AwIB = a5Y,Bias = 0.25(- 0.0030)(1) = - 0.00075 
Aw2B = a5Y2Bias = 0.25(- 0.0047)(1) = - 0.00118 
Aw3B = a5Y3Bias = 0.25(- 0.0008)(1) = - 0.00020 
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W1J(new) - 0.200 0.700 0.400 
0.0998 0.600 0.700 
0.499 0.0990 0.600 
0.399 
0.199 
0.800 
The bias optimizes the learning process and helps the network train faster. It provides a 
constant threshold that gets added to the input summations for the particular layer it is 
associated with. The function of the bias is to translate the activation function to the left 
or right depending on the sign. This will keep the activation function, for instance a 
sigmoid, operating at the center or midrange values where the slope is the greatest. 
In this case, after ten epoch iterations the weight matrix becomes 
W,j(new) - 0.194 0.694 0.390 
0.093 0.592 0.686 
0.499 0.099 0.598 
0.388 
0.183 
0.798 
At this point, input 1, or I-beam 1, was predicted to fail at 1293 lbf (29.3% error), I-beam 
2 was predicted to fail at 1328 lbf (20.2% error), and I-beam 3 was predicted to fail at 
1273 lbf (-0.93% error). More training iterations would improve these results. 
3.1.3 PREVIOUS RESEARCH 
Hill, Walker, and Rowell [2] AE tested three sets of 5.75-inch filament wound 
graphite/epoxy pressure vessels for a total of seventeen. The three sets varied in resin 
type used in the construction of the bottles. Amplitude frequencies from 50-96 dB and 
resin type were used as the independent input variables for the back propagation neural 
network. The network consisted of an input layer, one hidden layer for processing the 
data, and a single output neuron for burst pressure prediction. The input layer had 48 
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neurons, and the hidden layer was optimized at 15 neurons. Using only the AE data 
collected up to 25% of the expected burst pressures, they were able to predict burst 
pressures to within a 4% error. 
Fisher and Hill [7] also AE tested 5.75-inch diameter fiberglass/epoxy pressure 
vessels, but took it a step further. In their research, they incorporated two defective 
bottles, three different test temperatures, two pressurization schemes, and two transducer 
configurations. Ultimately, Fisher and Hill were able to exclude the test temperatures, 
pressurization schemes, and transducer configurations as significant independent 
variables. The network was able to predict just as well without these three inputs. Their 
best results, incorporating the defective bottles, generated a worst case prediction error of 
less than 8%. This neural network had 42 input neurons (which included the amplitude 
frequencies from 60-100 dB plus the test temperature), 15 neurons in the hidden or 
processing layer, and one neuron in the output layer for burst pressure prediction. When 
the defective bottles were taken out of the analysis, the network was optimized with 22 
hidden layer neurons and was able to predict burst pressures to within a 3% error. Lastly, 
they excluded the test temperature in the analysis and still produced an error of less than 
3%. 
Thornton [9] used a Kohonen self-organizing map to classify AE signals collected 
from aluminum pressure vessels. The vessels were constructed of rolled aluminum 
sheets with a two-inch riveted overlap. A hole was cut in the side of the vessel with an 
aluminum patch riveted over it. The hole had a notch filed in it to initiate crack growth 
during the pressurization/depressurization of the cylinder. The network was capable of 
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clustering AE data into mechanisms of crack growth, rubbing between seams, and rivet 
fretting. 
3.2 MULTIPLE LINEAR REGRESSION 
A regression equation is an equation that estimates a dependant variable from two 
or more independent variables, hence multiple regression. The equation in a sense is the 
degree of relationship, or correlation between the variables. It is how well an equation, in 
this case linear, describes or explains this relationship. The derivation is similar to the 
method of finding a linear equation with only two variables (y=mx+b), however, 
extended here to incorporate these independent variables. 
y = a + biXi + b2X2 + b3X3 + b4X]X2 + bsXiX3 + b6X2X3 + b7Xix2X3 
where a = y - b\ xl - b 2 x2 - bi x3 - b4 xx x2 bs xx x3 be x2 x3 bj xx x2 x3. 
This equation represents a best-fit plane for sample data plotted in three dimensions, in 
the sense of the least sum of squares of y deviations. The partial regression coefficients 
bk in the regression equation can be found by solving the following normal equations: 
anbi + ai2b2 + ... + aikbk = aiy 
a2jbi + a22b2 + ... + a2kbk = a2y 
akibi + ak2b2 + ... + akkbk = aky 
where 
ahj = n%(xh -xjfj -*j)= * X ^ * / ~X*/ iX*/ • 
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The scatter in the vertical (y) direction of the observed points about the regression plane 
can be calculated using the expression below. This is also commonly referred to as the 
standard error 
2 1 
.^12 K =— — - ( * „ " V u -b2au -,..-bkak%). 
n(n-k-l) 
Lastly a measure of the correlation between y and x, can be found with 
2 bxau + b2a2v+... + bkak^ 
r\ll2 k 
tf, 
The multiple correlation coefficient (r) itself is always taken as the positive square root of 
r\2 k, and it is never greater than one: 0 < ryl]2 k < 1. A value of zero indicates no 
correlation between y and x^ a value of one means that all the sample points lie precisely 
on the regression plane. 
3.2.1 PREVIOUS RESEARCH 
Kalloo [3] made use of multivariate statistical analysis in predicting burst 
pressures for eleven ASTM 5.75-inch diameter filament wound graphite/epoxy pressure 
vessels. He was able to model the various humps or failure mechanisms in the AE 
amplitude histogram plots through the use of statistical distributions. Based on the 
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percentage of the total hits in each mechanism, Kalloo arrived at the burst pressure 
equation: 
Pb = b0 + biVi + b2V2 + b3V3, 
where Vi, V2, and V3 represent the percentages of AE hits in each of the hand determined 
amplitude ranges that corresponded to the three mechanisms. The coefficients bo, bi, b2, 
and b3 were then calculated by the linear regression analysis. The prediction equation 
took into account only those AE data collected up to 25% of the expected burst pressure. 
Kalloo determined the amplitude ranges by modeling each hump as either a 
Rayleigh or Gaussian distribution. The low amplitude hump was best modeled using a 
Rayleigh distribution, and the associated mechanism was determined to be matrix 
cracking. The remaining two mechanisms where modeled using Gaussian or normal 
distributions with the second hump determined to be fiber breaks and the last, or high 
amplitude hump, determined to be delaminations. Using this technique, Kalloo was able 
to predict burst pressures to within ± 1 % error. 
Fisher and Hill [7] also used multivariate regression in their analysis. They tested 
eleven 5.75-inch diameter fiberglass/epoxy filament wound composite bottles. However 
they incorporated bottles that where defective, as well as those tested at different 
temperatures, pressurization schemes, and transducer locations. Fisher and Hill 
determined the amplitude ranges for the various mechanisms by optimizing selected 
amplitude bands versus Kalloo's hand fit statistical approach. This was done in order to 
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eliminate the need for human judgment in the modeling process. Their prediction 
equation was as follows: 
Pb = bo + bj Vi + b2Temp + b3PresSch + b4Trans, 
where Vj = Percentage of matrix cracks failure mode 
Temp = Temperature (°F) 
PresSch = Pressurization scheme categorical variable 
Trans = Transducer location categorical variable. 
With the previous equation, Fisher and Hill were able to predict burst pressures with a 
14% error. Later they were able to decrease the error to 10% by including a second 
failure mechanism, delaminations (V2), but only at the expense of removing the defective 
bottles from the analysis. 
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CHAPTER 4 
EXPERIMENTAL APPARATUS AND TESTING PROCEDURE 
4.1 COMPOSITE I-BEAM 
The I-beams manufactured were similar in construction to an aircraft wing spar. 
The overall dimensions of the beams are illustrated in Figure 4.1. Two holes were drilled 
in the root of each I-beam in order to mount them in the test fixture. Figure 4.2 depicts 
an exploded view of the structure. Starting from the inside out, the core of the I-beam 
was constructed of polyurethane foam. The webbing on either side of the foam core was 
constructed of bi-directional woven E-glass oriented at ±45°. Each side consisted of four 
plies or lamina. The top and bottom flanges were constructed of unidirectional E-glass 
tow. Each flange consisted of ten bundles of fiber laid out axially to make up the 1.4-
inch width. Each bundle was comprised of seven strands of 150 x 12k E-glass. Lastly, 
wood reinforcement was inserted into the webbing area at the root of the I-beam. This 
was done in order to alleviate crushing of the flanges when clamped into the test stand. 
All the components were joined together with epoxy and vacuum bagged to minimize 
unwanted voids. Eight of the I-beams were constructed with epoxy manufactured by 
MGS (laminating resin # L285 and hardener # H287). The remaining two I-beams were 
constructed with an epoxy manufactured by Aeropoxy (laminating resin # PR2032 and 
hardener #PH3660). 
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47" 
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2.5" 
0.2" R 
Figure 4.1 Fiberglass/epoxy I-beam dimensions 
Plywood Reinforcement 
Wood Reinforcement 
WEBBING 
±45° Bi-directional E-glass 
FLANGE 
Unidirectional E-glass Tow 150x12k Foam Core 
Figure 4.2 Fiberglass/epoxy I-beam material composition 
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4.2 TEST SETUP 
All testing was performed in the Structures Laboratory at Embry-Riddle 
Aeronautical University. Within the laboratory is a test stand and hydraulic loading 
system as shown in Figures 4.3 and 4.4. The test stand is comprised of two pieces of C-
channel steel welded to a base and separated by a gap of approximately 1.4 inch. When 
the I-beam is placed in the test stand gap, two bolts are inserted into the pre-existing 
holes of both the stand and I-beam. These bolts are then tightened, sandwiching the I-
beam between the steel C-channels and securing it in place. 
The hydraulic loading system consisted of an MTS 407 controller, an MTS Series 
244 Linear Actuator with appropriate hydraulic hardware, and an MTS Series 661 
medium capacity load transducer. Prior to testing, the load transducer was calibrated and 
tested for stability. During the testing phase, the MTS controller was configured to load 
the I-beams utilizing a ramp function at the load rate of 333.33 lbf /min. Knowing that 
the beams would fail at approximately 1000 lbf yielded an approximate test duration time 
of three minutes. 
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Figure 4.3 Apparatus setup - Pre-loading 
Figure 4.4 Apparatus setup - Post-loading 
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4.3 DATA ACQUISITION 
Data acquisition was accomplished using two MISTRAS 2001 DSP-32 digital 
processing boards manufactured by Physical Acoustics Corporation. Each DSP board 
had a two-channel capability with one parametric input (load). The DSP boards were 
incorporated into a desktop computer which had the set-up and acquisition software 
installed. The pertinent set-up parameters are listed below: 
Preamp Gain = 40 dB 
Gain = 20 dB 
Threshold = 30 dB 
PDT = 40 |Lls 
HDT= 150 jis 
HLT = 300 |Lis. 
The hit definition time (HDT) is used to determine the end of a hit. The HDT 
starts when the signal first falls below the threshold. Take for instance an HDT setting of 
300 |Lis, when a signal passes below the threshold, the HDT counter starts. If the signal 
rises above the threshold before 300 |Lis, it is still considered to be part of the previous 
signal. If the signal rises above the threshold after 300 |is, it is considered to be a new 
signal. If this value is set too low, the system will break up an AE signal into numerous 
hits. If the HDT is set too high, the system will group several hits into one. The hit 
lockout time (HLT) is the time allotted for the system to collect signals that have been 
reflected or dispersed and to the update the system or clear out the buffers. The HLT 
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starts the instant the HDT ends. The peak detection time (PDT) is the maximum time for 
the system to capture the peak of the AE signal. If set too short, the system may record 
the peak time before it is actually reached. The above parameters used were selected 
according to the user manual of the acquisition software for composite materials. 
Another feature of the AE software that was incorporated into the analysis was 
the use of a linear location algorithm. For the first five tests, a sensor was located at 0 
inches (tip of the I-beam), 10 inches, 20 inches, and 30 inches (root of the I-beam). The 
equation used to calculate the location is a follows: 
x (in) = V4(L - VAT) 
where L = distance between sensors [in] 
V = material velocity [in/sec] 
AT = the difference in arrival time of the signal between the two sensors 
[sec]. 
Figure 4.5 is a typical plot generated with the AE software of cumulative hits 
versus linear location. This figure is for I-beam test Comp02. As can be seen, the hits 
have clustered around the sensor locations at 10, 20, and 30 inches. The scatter in the hits 
around these locations suggest that the linear location was not wholly accurate. Since 
linear location is only as accurate as the material velocity used, with the structure being 
comprised of several different materials, and the strong possibility of defects or voids, a 
single material velocity was impossible to determine. Consequently, linear location was 
not used here. It can be seen from Figure 4.5 that the area of most AE activity was near 
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the sensor located at 30-inches (Sensor 4). This is because this sensor is located closest 
to the maximum shear and bending stresses at the spar root. This location is also where 
most of the I-beams failed. Sensor 2 (located at 10 inches), on the other hand, was 
positioned very near the point of load application. Much of the acoustic emission from 
this sensor was due to matrix crushing induced by the hydraulic ram. Because of the 
aforementioned reasons, the analysis herein only included data collected from Sensor 4. 
L : J . M > * . . B F - ^ • - - H ) i t . J t - F JLL~i'l 
-JA I Deo 3,199? 10:?S:21 
o 60:92:41 
EL JEL 
EVENTS vs \ POSITION 
EL EL 
•in t i l iwMMMJhMiiiinjMiJIiiiii.lMii 
Figure 4.5 Acoustic emission sensor location 
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CHAPTER 5 
ANALYSIS AND RESULTS 
AE data were collected from the onset of loading until failure of each I-beam 
Table 5 1 illustrates the ultimate load for each of the ten I-beams tested After all the data 
were acquired, a post-processing filter program, supplied with the MISTRAS software, 
was utilized This program was responsible for filtering out data collected from sensors 1 
through 3 Also, the filter captured data which corresponded to loading the composite 
structure from 0-500 lbf, or the first 50% of the expected ultimate load As stated 
previously, the ultimate load of the I-beams was approximately 1000 lbf, and only the 
data from 0-500 lbf was used to predict the ultimate load 
Table 5 1 I-beam tests and corresponding ultimate loads 
Test* 
Comp01 
Comp02 
Comp03 
Comp04 
Comp06 
Comp07* 
Comp08 
Comp09 
CornpIO 
Comp11* 
Ultimate Load (lbf) 
1160 
916 
944 
975 
996 
472 
1180 
338 
505 
472 
Number of AE hits 
287 
228 
395 
677 
64 
558 
1415 
2402 
1760 
433 
* denotes different epoxy used in manufacturing 
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Once the post-processing was completed, a series of plots were generated to 
illustrate/evaluate/assess possible correlations between the AE parameters. These plots 
for all ten I-beam tests are located in Appendix A. As can been seen in the amplitude 
distribution plots, there are several possible failure mechanisms or humps. Perhaps a 
better view is given by the natural log of (LN) duration distribution plots. Here the low 
energy hits, which may be representative of rubbing between the beam and test stand, are 
separated very well. It was thought that this would be useful in the upcoming analysis 
where it might be beneficial to filter out these hits in order to improve upon the 
prediction. Next the duration vs. amplitude graphs were studied. Typically these types 
of point plots will shows groups or clusters of hits that represent the various failure 
mechanisms. In general there were no clusters evident in any of the tests. This also held 
true for the point plots of duration vs. energy, amplitude vs. energy, energy vs. risetime, 
and LN duration vs. LN risetime plots. In the counts vs. duration plots, it is typical to see 
a linear relationship, in that counts are directly proportional to the duration: the longer the 
duration of the hit, the more counts that hit will have. These plots are a good indicator of 
erroneous data. It can be seen that there were no erroneous data points since they all fell 
on or near the regression line. Another linear relationship was noted in the amplitude vs. 
LN (energy + 1) plots. Both the slopes of the counts vs. duration plots and the amplitude 
vs. LN (energy 4- 1) plots were compared with the ultimate loads of the tested I-beams; 
however, no correlations were found. 
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5.1 SOM AND MULTIPLE LINEAR REGRESSION ANALYSIS 
The first type of analysis performed incorporated the use of a 10 x 10 processing 
layer SOM to generate 3-dimensional plots to determine how many mechanisms were 
present in the AE data. The SOM has a total of 100 outputs or possible mechanisms. It 
was determined from the previous AE data plots that risetime and counts had very little 
significance and therefore were not included in the analysis. The three parameters that 
were used as inputs included amplitude, duration and energy. For this particular network, 
all the data from all ten I-beam tests were used to train the network, totaling 8,219 hits. 
The software package used for the neural network analysis was NeuralWorks 
Professional II Plus by Neural Ware, Inc. The parameters entered into the SOM network 
are given in Table 5.2 below. 
Table 5.2 lOx 10 SOM parameters 
Inputs 
Rows 
Columns 
Learning coefficient 
Steps 
3 
Y 
Learning coefficient ratio 
Transition point 
Learning rule 
Transfer function 
Interpolation 
Neighborhood 
Neighborhood start width 
Neighborhood end width 
Epoch 
3 
10 
10 
0.006 
246570 
0.00012 
1 
0.5 
10000 
Normalized-cumulative-delta 
Hyperbolic tangent 
No 
Square 
7 
1 
8219 
The gamma (y) value assists in determining a bias value and is a parameter used 
to help processing elements that have not recently won or been updated. The gamma 
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value used in the above setup is the default value given by the software, a value of 1, 
which has no effect on the bias. The beta (p) and step values used in the SOM network 
were determined by default using the suggested equations in the Neural Works manual: 
(3=1 / number of training vectors 
Steps = 30 x number of training vectors 
The results of the SOM network are plotted in Figure 5.1. It appears that there are 
three, possibly four, humps or failure mechanisms present. The most predominant hump, 
containing approximately 1000 hits, is representative of the low energy events previously 
mentioned. Similar characteristics can be seen when the plot is separated into the ten 
individual tests shown in Appendix B. 
In 
TO 
E 
3 
o 
All Data (10x10 SOM results) 
3333333 
3333333 Row bins 
-0.3333333 r—^z^y 
0.3333333 
Column bins 
Figure 5.1 lOx 10 SOM results for data from all ten tests combined 
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The next step was to separate out these failure mechanism humps. A SOM 
network was set up to output three possible mechanisms based on Figure 5.1 as well as 
the results of the NOESIS classification software shown in Appendix C. The NOESIS 
software is produced by Physical Acoustics Corporation and is a classification neural 
network based exclusively on AE data. The input parameters for the three output SOM 
are listed in Table 5.3. 
Table 5.3 1x3 SOM parameters 
Inputs 
Rows 
Columns 
Learning coefficient 
Steps 
P 
Y 
Learning coefficient ratio 
Transition point 
Learning rule 
Transfer function 
Interpolation 
Neighborhood 
Neighborhood start width 
Neighborhood end width 
Epoch 
3 
1 
3 
0.05 
246570 
0.00012 
1 
0.5 
10000 
Normalized-cumulative-delta 
Hyperbolic tangent 
No 
Square 
3 
1 
8219 
Through trial and error, the SOM network was optimized with a learning 
coefficient of 0.05. Amplitude distribution plots were generated to show how the 
network separated each of the three outputs. The results for test Comp08 can be seen in 
Appendix D. In general, all the mechanisms that were separated display approximately 
lognormal or normal distributions, which is a good indicator that the network classified 
the failure mechanisms properly. However, the first hump (mechanism 1) doubtless 
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contains both matrix cracking and matrix crushing hits, since both are low amplitude 
signals. 
Once the mechanisms are separated, a multiple linear regression (MLR) analysis 
can be utilized to determine a prediction equation based on the percentage of the hits in 
each of the mechanism clusters. The program used to calculate the coefficients of the 
prediction equation was MINITAB Release 13.3 for Windows. The inputs to the MLR 
analysis are listed in Table 5.4. A categorical variable, or "dummy" variable, was added 
to the analysis to account for the two different epoxy types used in the manufacturing 
process. 
Table 5.4 Multiple linear regression inputs 
Test# 
CompOl 
Comp02 
Comp03 
Comp04 
Comp06 
Comp07 
Comp08 
Comp09 
CompIO 
Compl 1 
dummy 
0 
0 
0 
0 
0 
1 
0 
0 
0 
1 
V 1 
0 9721 
0 9649 
0 9797 
0 9690 
0 7969 
0 9337 
0 9625 
0 9346 
0 9460 
0 9307 
v2 
0 0279 
0 0307 
0 0203 
0 0310 
0 1875 
0 0520 
0 0346 
0 0591 
0 0517 
0 0670 
v3 
0 0000 
0 0044 
0 0000 
0 0000 
0 0156 
0 0143 
0 0028 
0 0062 
0 0023 
0 0023 
vrv2 
0 0271 
0 0296 
0 0198 
0 0301 
0 1494 
0 0485 
0 0333 
0 0553 
0 0489 
0 0623 
vrv3 
0 0000 
0 0042 
0 0000 
0 0000 
0 0125 
0 0134 
0 0027 
0 0058 
0 0022 
0 0021 
v2*v3 
0 0000 
0 0001 
0 0000 
0 0000 
0 0029 
0 0007 
0 0001 
0 0004 
0 0001 
0 0002 
V^VsTVa 
0 0000 
0 0001 
0 0000 
0 0000 
0 0023 
0 0007 
0 0009 
0 0003 
0 0001 
0 00014 
Load (lbf) 
1160 
916 
944 
975 
996 
472 
1180 
338 
505 
472 
The results of the MLR analysis when utilizing only the "dummy" variable and 
three failure mechanisms separately, produced the following prediction equation: 
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Pult = - 1,525,012 -422(dummy)- 1,525,942(V,) + 1,526,004(V2) + 1,521,216(V3). 
The R~ value for this equation was 0.341 and the adjusted R2 value was 0. The adjusted 
R2 value takes into account a small sample size; it adjusts the R2 value for the number of 
predictors. Table 5.5 lists the results of the prediction equation. 
Table 5.5 MLR results - (4 independent variables) 
Test# 
Comp01 
Comp02 
Comp03 
Comp04 
Comp06 
Comp07 
Comp08 
Comp09 
CompIO 
Compl 1 
Load (lbf) 
1160 
916 
944 
975 
996 
472 
1180 
338 
505 
472 
Predicted (lbf) 
930 
909 
930 
930 
856 
440 
917 
900 
919 
497 
5 ( l b f ) 
-230 
-7 
-14 
-45 
-140 
-32 
-263 
562 
414 
25 
% Error 
-19.8 
-0.76 
-1.5 
-4.6 
-14.1 
-6.8 
-22.3 
166.3 
82.0 
5.3 | 
The results were unfavorable, to say the least, yielding unacceptably high 
prediction errors. Looking at Table 5.4 it was apparent that test Comp06 was an outlier. 
This is due to the fact that the test only produced 64 total AE hits, which is insufficient 
data to statistically represent the failure mechanisms present in the I-beam. After test 
Comp06 was removed, a stepwise linear regression was utilized to determine which 
variables produced a better correlation to the ultimate load. A new MLR analysis was 
performed with these variables. The following equation was then generated: 
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PuU = - 6,222 + 7,321(Vi) - 205,390(V2) - 216,764(V, V2). 
The R2 value for this equation was found to be 0.807, and the adjusted R2 value 
was 0.691. Table 5.6 lists the results of the prediction equation. Notice the stepwise 
regression did not include the "dummy" variable. The results of the stepwise and 
multiple linear regressions can be seen in Appendix E. 
Table 5.6 MLR results - (Test Comp06 removed) 
Test# 
Comp01 
Comp02 
Comp03 
Comp04 
Comp07 
Comp08 
Comp09 
CompIO 
Comp11 
Load (lbf) 
1160 
916 
944 
975 
472 
1180 
338 
505 
472 
Predicted (lbf) 
1044 
958 
1092 
1016 
458 
938 
455 
687 
348 
5( lb f) 
-116 
42 
148 
41 
-14 
-242 
117 
182 
-124 
% Error 
-10.0 
4.6 
15.7 
4.2 
-3.0 
-20.6 
34.7 
36.0 
-26.3 
Note that removing test Comp06 produced far better results, yielding a maximum 
deviation of 182 lbf for a 36.0% error. This, however, was still an unfavorable result. 
Yet another analysis was performed removing the low energy hits. Another SOM 
network was evaluated with data removed that corresponded to the first two spikes in the 
natural log of duration frequencies plots (Appendix A) as described earlier. Then a 
stepwise multiple linear regression analysis was performed, again with test Comp06 
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removed. The results are shown in Table 5.7. This analysis produced similar results, 
generating an error 38.4%. The equation produced from this analysis was 
Pun = 24,150 - 23,310(Vi) - 399,696(V2) + 394,144(V!V2). 
Table 5.7 MLR results (Low energy hits removed) 
rrest# 
Comp01 
Comp02 
Comp03 
Comp04 
Comp07 
Comp08 
Comp09 
CompIO 
Comp11 
Load (lbt) 
1160 
916 
944 
975 
472 
1180 
338 
505 
472 
Predicted (lbf) 
1006 
1019 
1038 
970 
485 
968 
297 
699 
423 
S(lbf) 
-154 
103 
94 
-5 
13 
-212 
-41 
194 
-49 
% Error 
-13.3 
11.2 
10.0 
-0.5 
2.8 
-17.9 
-12.2 
38.4 
-10.4 
Another look was taken at the amplitude distribution plots illustrating the three 
mechanisms that the 1 x 3 SOM produced for each I-beam (i.e., Comp08 in Appendix D). 
It was thought that two or three mechanisms might still be buried in the first mechanism. 
Consequently, another 1 x 3 SOM was generated with the low energy hits removed to 
separate mechanism 1 into three clusters. It included the mechanism 1 data for all ten I-
beams. The results of the SOM were used to produce a multiple linear regression 
equation similar to the previous analyses. The outcome was a 70.3% error in predicting 
the ultimate load, when only analyzing the three clusters found in mechanism 1. 
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5.2 BACK PROPAGATION NEURAL NETWORK ANALYSIS 
Neural Works Professional II/Plus software by NeuralWare was also used in the 
back propagation analysis. Taken from what was learned in the previous section, three 
mechanisms were utilized in predicting the ultimate load. The number of mechanisms 
will constitute a starting point as far as the number of hidden layer neurons incorporated 
into the networks [10]. 
The first network designed utilized the amplitude distribution as variables as well 
as a "dummy" variable. The network training set and number of hidden layer neurons 
was optimized through trial and error. Included in the training set were the I-beams with 
the lowest and highest ultimate loads in order to bound the prediction range. The 
network will not predict well on ultimate loads that are outside the range it is trained for. 
This same theory applies for other variables as well, for instance, the variable 
corresponding to the different epoxy types: the training set must incorporate one of the 
tests that were manufactured with the second epoxy. The network will not predict on 
something to which it has not been previously exposed. The optimized training set and 
the associated amplitude distributions are provided in Table 5.8. The first number in the 
amplitude distribution is the "dummy" variable, 0 or 1, depending upon the epoxy used in 
manufacturing. The parameters that went into creating the network are summarized in 
Table 5.9. A learning coefficient value of 0.002 worked best in both the hidden and 
output layers. The stopping criterion for the training of the network was a RMS value of 
0.05 or 5%. This value was selected so as to not over-train the network. One way to 
monitor the training is looking at the deviation in the output. The deviation should be 
fairly close between the I-beams that were used to train the network and the I-beams that 
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are in the testing set. An illustration of the network architecture can be seen in Figure 
5.2. 
Table 5.8 Optimized training and testing sets for back propagation network 
Training 
Set 
Testing Set 
Test# 
Comp06 
Comp09 
Comp08 
CompOl 
Compll* 
Comp02 
Comp03 
Comp04 
Comp07* 
CompIO 
Ultimate Load 
; dbf) 
! 996 
338 
1180 
1160 
472 
916 
944 
975 
472 
505 
Amplitude Distribution Data 
0 1 5 0 3 1 3 2 2 1 7 3 3 2 2 0 0 4 2 0 0 1 0 2 1 0 0 0 1 2 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 
0 9 22 17 44 65 19 17 26 18 22 34 16 14 12 16 11 15 7 10 
10 3 9 8 4 3 9 4 2 1 1 2 0 1 2 1 0 0 1 2 1 0 0 0 2 0 2 0 0 0 0 
0 0 0 0 0 1 1 0 1 0 0 0 0 1 0 0 0 2 2 0 0 
0 16 108 97 168 288 90 97 148 85 86 149 62 65 59 63 52 
64 37 52 31 25 22 30 11 20 19 8 12 14 8 11 13 8 11 84 3 
9 5 1 5 2 1 4 0 2 2 0 4 2 2 1 1 0 3 0 1 0 0 0 1 1 0 0 0 0 1 0 
0 0 0 
0 3 11 92429 12 15 22 18 10 15 8 11 6 2 1065 3 4 3 5 2 
1 0 3 4 1 3 0 2 0 0 0 0 2 0 0 0 0 0 0 1 0 0 1 1 0 0 0 0 0 0 0 
0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 
1 3 23 18 38 43 23 25 16 16 10 16 15 15 13 8 10 14 11 7 4 
6 7 6 2 7 2 2 5 2 0 4 2 1 2 0 2 0 0 0 0 0 1 2 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
03 17 9 22 39 14 13 18 12 6 7 6 5 5 5 2 5 0 0 4 1 2 2 1 0 1 
1 0 1 2 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 4 18 24 28 56 19 22 19 18 17 26 7 8 9 9 5 8 3 4 3 4 1 4 1 
3 3 2 1 1 1 0 1 0 1 0 0 3 1 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 4 45 25 54 83 32 30 47 30 23 36 23 17 11 10 11 10 11 6 
8 3 8 3 3 4 5 4 3 0 4 4 3 1 3 1 0 0 1 0 1 1 0 0 1 0 1 1 0 0 0 
0 1 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 
1 16 86 55 136 179 57 58 82 44 59 82 36 34 27 25 27 33 
21 12 23 15 11 13 7 4 6 8 4 6 5 6 5 1 3 1 1 3 4 4 1 2 2 2 5 
1 0 0 0 1 1 0 0 0 0 1 0 1 1 2 0 0 1 0 0 1 0 0 0 0 0 0 
0 22 74 68 128 214 64 65 82 67 70 119 49 50 63 35 62 37 
24 25 282223 18 12 13 11 11 11 9 5 6 8 8 117 74 1 5 3 
2 3 2 0 0 1 4 0 0 1 0 2 0 0 1 2 0 0 0 0 0 0 0 0 0 1 0 0 1 0 0 | 
* denotes different epoxy used in manufacturing 
43 
Table 5.9 Input parameters for one hidden layer network 
resin type 
A * , 
Are-, 
Amplitude 
distribution 
A ^ j 
A* 7 
A ^ 
A^oo 
Input layer 
Hidden layer 
Output layer 
[Bias 
Learning coefficient (hidden) 
Learning coefficient (output) 
Momentum 
Learning rule 
Transition point 
Learning coefficient ratio 
F' Offset 
Transfer function 
Min-Max 
RMS error 
Epoch size 
Input range 
Output range 
Cycles to learn 
72 
9 
1 
Yes 
0.002 
0.002 
0.1 
Normalized-cumulative-delta 
5000 
0.5 
0.1 
Hyperbolic tangent 
Yes 
0.05 
5 
0.0 to 1.0 
-0.8 to 0.8 
9790 
Ultimate strength 
output layer 
(1 neuron) 
hidden layer 1 
(9 neurons) 
input layer 
(72 neurons) 
ure 5.2 Back propagation network: 72 inputs, one hidden layer with nine neurons 
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The results obtained from the network can be seen in Table 5.10. The back 
propagation network produced much better results than the SOM/multiple linear 
regression analysis in that the delta decreased from 182 lbf to 83 lbf. This is an 
improvement; however, it is still not in the target range of ±50 lbf. 
Table 5.10 Results for the one hidden layer network 
Test# 
Comp01 
Comp02 
Comp03 
Comp04 
Comp06 
Comp07 
Comp08 
Comp09 
CompIO 
Comp11 
Load (lbf) 
1160 
916 
944 
975 
996 
472 
1180 
338 
505 
472 
Predicted (lbf) 
1125 
999 
973 
964 
969 
422 
1174 
358 
491 
505 
5 (lbf) 
-35 
83 
29 
-11 
-27 
-50 
-6 
20 
-14 
33 
% Error 
-3.0 
9.1 
3.1 
-1.1 
-2.7 
-10.6 
-0.5 
5.9 
-2.8 
7.0 
Another network with two hidden layers was constructed. This network proved to 
be optimized with nine neurons both in the first and second hidden layers. All the input 
parameters remained the same with the exception of an additional learning coefficient for 
the second hidden layer, which had a value of 0.001. The theory behind two hidden 
layers is to better account for mechanisms, or humps, that overlap each other and have 
non-convex surfaces. The input parameters are shown in Table 5.11, and the network 
architecture is illustrated in Figure 5.3. The results of the two hidden layer network are 
45 
shown in Table 5.12. The delta values are similar to the one hidden layer network, 
increasing slightly by only 15 lbf. 
Table 5.11 Input parameters for two hidden layer network 
Input layer 
Hidden layer 
Output layer 
Bias 
Learning coefficient (hidden 1) 
Learning coefficient (hidden 2) 
Learning coefficient (output) 
Momentum 
Learning rule 
Transition point 
Learning coefficient ratio 
F' Offset 
Transfer function 
Min-Max 
RMS error 
Epoch size 
Input range 
Output range 
Cycles to learn 
72 
9 
1 
Yes 
0.002 
0.001 
0.002 
0.1 
Normalized-cumulative-delta 
5000 
0.5 
0.1 
Hyperbolic tangent 
Yes 
0.05 
5 
0.0 to 1.0 
-0.8 to 0.8 
11028 
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resin typo 
Amplitude 
distribution 
A M 
My? 
/\^ 
«100 
Ultimate strength 
output layer 
(1 neuron) 
hidden layer 2 (9 neurons) 
input layer 
(72 neurons) 
Figure 5.3 Back propagation network: 72 inputs, two hidden layers with nine neurons 
each 
Table 5.12 Results for two hidden layer network 
Test# 
CompOl 
Comp02 
Comp03 
Comp04 
Comp06 
Comp07 
Comp08 
Comp09 
CompIO 
Comp11 
Load (lbf) 
1160 
916 
944 | 
975 
996 
472 
1180 
338 
505 
472 
Predicted (lbf) 
1122 
1012 
946 
897 
979 
485 
1171 
365 
570 
502 
5 (lbf) 
-38 
96 
2 
-78 
-17 _j 
13 
-9 
27 
65 
30 
% Error 
-3.3 
10.5 
0.2 
-8.0 
-1.7 
2.8 
-0.8 
8.0 
12.9 
6.4 
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Recalling what was learned in the SOM/multiple linear regression analysis, the 
"dummy" variable, representing epoxy type, did not play a significant role in predicting 
the ultimate loads. Therefore a network was constructed without the "dummy" variable 
in the input layer. The network was a replica of the previous two-layer network, except 
there were only 71 input neurons instead of 72. The results of this network are shown in 
Figure 5.13. The number of cycles to train the network to an RMS error value of 0.05 or 
5% was 14,332. 
Table 5.13 Network results without the "dummy" variable 
Test# 
Comp01 
Comp02 
Comp03 
Comp04 
Comp06 
Comp07 
Comp08 
Comp09 
CompIO 
Comp11 
Load (lbf) 
1160 
916 
944 
975 
996 
472 
1180 
338 
505 
472 
Predicted (lbf) 
1136 
922 
980 
1013 
965 
456 
1171 
349 
457 
514 
5 (lbf) 
-24 
6 
36 
38 
-31 
-16 
-9 
11 
-48 
42 
% Error 
-2.1 
0.7 
3.8 
3.9 
-3.1 
-3.4 
-0.8 
3.3 
-9.5 
8.9 
This network rendered a delta of -48 lbf which is an acceptable value and below the 
target range of ±50 lbf. However, the percent error was not below the target value of 5% 
but considerably lower that the 39.6% coefficient of variance for the ten I-beams tested. 
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CHAPTER 6 
CONCLUSIONS AND RECOMMENDATIONS 
CONCLUSIONS 
The application of acoustic emission test data along with statistical analysis can 
be used to predict ultimate loads of composite I-beams. 
A Kohonen self-organizing map was able to classify AE data into failure 
mechanism clusters. 
The use of a Kohonen self-organizing map neural network coupled with a 
multiple linear regression statistical approach in analyzing AE data provided 
unfavorable results, probably due to nonlinearities in the data plus unwanted noise 
from matrix crushing and perhaps rubbing between the I-beam and the test stand. 
An equation was developed that predicted the ultimate load to within ± 182 lbf for 
an error of 36.0%. 
The use of a back propagation neural network to analyze AE amplitude data 
provided more favorable results. A prediction of the ultimate load was made to 
within 48 lbf for an error of 9.5%. Improved results can be obtained with a neural 
network because the effect of unwanted noise is automatically eliminated [10]. 
Amplitude frequency alone proved to be the only AE parameter necessary for 
predicting ultimate loads of the fiberglass/epoxy I-beams. 
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• Both the SOM/multiple linear regression analysis and the back propagation 
network analysis were able to generate their prediction results from the low proof 
load AE data. 
• Finally, the two different epoxy types produced similar acoustic reactions to the 
induced stresses, suggesting that the two epoxies had very similar mechanical 
properties. Therefore this categorical variable was not necessary for the 
prediction of ultimate loads. 
6.2 RECOMMENDATIONS 
The Kohonen self-organizing map analysis of clustering the AE data into failure 
mechanisms may have been improved upon. Only the learning coefficient was altered in 
order to optimize the network, others parameters such as the beta ((3) value, gamma (y) 
value, and transition point were set with default values. Optimizing these additional 
parameters as well may have improved the clustering. 
Another avenue of improvement would be a larger sample set. Students at 
Embry-Riddle Aeronautical University manufactured the composite I-beams, and due to 
the extensive hours associated with the manufacturing process, only ten were available 
for testing. Also, most of the undergraduate students had little to no experience in 
working with composite materials. This led to large inconsistencies in the quality of the 
I-beams and abnormal failures during testing. This along with a small sample size could 
have a drastic effect on the outcome of the prediction analysis. Acquiring a larger sample 
set from a manufacturing company where the I-beams are constructed with a more 
uniform quality might have been extremely beneficial. 
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APPENDIX A 
ACOUSTIC EMISSION DATA PLOTS 
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CompOS (Amplitude vs. Duration) 
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CompOl (Amplitude vs. LN E+1) 
000 
y = 0 1071x-4 ^ T 
^S 
0 10 20 30 40 50 60 
Amplitude (dB) 
70 80 90 100 
Comp02 (Amplitude vs. LN E+1) 
70 80 90 100 
? 
1 
| 6.00-
3 
400 
( 
Comp03 (Amplitude vs. LN E-t-1) 
y = 0 109x-4 
• -Ss* 
^*m+ • 
mJmmmT* 
) 10 20 30 40 50 60 70 80 
Amplitude (dB) 
90 100 
p 
5 
« 6.00 • 
c 
LU 
5 
200 • 
Comp04 (Amplitude vs. LN E+1) 
y = 0109x-4 ^ 
+^T 
S^* S** 
JG* J&\ 
W W I I I I 
0 10 2 0 3 0 4 0 5 0 6 0 70 80 
Amplitude (dB) 
S* 
90 100 
e 600 
Comp06 (Amplitude vs. LN E+1) 
0 10 20 30 40 50 60 70 
Amplitude (dB) 
Comp07 (Amplitude vs. LN E+1) 
66 
CompOS (Amplitude vs. LN E+1) 
. • ^ 
y = 0.1085x-4 J% • 
^JP-
0 10 20 30 40 50 6C 
Amplitude (dB) 
70 80 90 100 
CompOS (Amplitude vs. LN E+1) 
• 
y = 0.1078x-4 • t^** 
x& 
0 10 20 30 40 50 60 70 
Amplitude (dB) 
CompIO (Amplitude vs. LN E+1) 
I * 
y = 01068x-4 
M M M l 
• M i M M 
-I 1 , M N M M M M H 
•J 
• 
— i — m — 
• tj/T 
0 10 20 30 40 50 60 70 
Amplitude (dB) 
| 6.00 
z 
400 
200 
Comp11 (Amplitude vs. LN E+1) 
y = 0.1091x-4 
• 
i?S 
• yr l» • 
0 10 2 0 3 0 4 0 5 0 6 0 70 80 
Amplitude (dB) 
90 100 
67 
CompOl (Energy vs. Risetime) 
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CompOS (Energy vs. Risetime) 
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APPENDIX B 
10x10 SOM OUTPUT PLOTS 
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APPENDIX C 
NOESIS Classification Software Results 
Main Set - As Loaded: X=Unnamed 1,Y=Unnamed D, LVQ (Unsupervised) 
28578 
22862.4 
17146.8 
11431.2 
5715.6 -
Mechanism 3 
Mechanism 1 Mechanism 2 
5647.8 11294.6 16941.4 22588.2 28235 
Ivfain Set - As Loaded: X= Unnamed 2,Y= Unnamed 1, LVQ (Unsupervised) 
28235 
22588.2 
16941.4 
11294.6 
5647.8 
Mechanism 3 
Mechanism 2 
Mechanism 1 
76 
28578 
22862.4 
17146.8 
11431.2 
5715.6 
0 
retain Set - As Loaded: X= Unnamed 2,Y=Unnamed 0, LVQ (Unsupervised) 
B 
B 
• ^ 
m 0 
m 1 
m 2 
30 44 57 71 84 
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APPENDIX D 
FAILURE MECHANISMS FOR TEST COMP08 
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APPENDIX E 
MINITAB LINEAR REGRESSION RESULTS 
Regression Analysis: Load versus dummy, V1, V2, V3 
The regression equation is 
Load = - 1525012 - 422 dummy 
-i- 1525942 VI + 1526004 V2 + 1521216 V3 
Predictor 
Constant 
dummy 
VI 
V2 
V3 
Coef 
-1525012 
-422.4 
1525942 
1526004 
1521216 
SE Coef 
2877433 
318.3 
2877523 
2876692 
2884746 
T 
- 0 . 5 3 
- 1 . 3 3 
0 . 5 3 
0 . 5 3 
0 . 5 3 
P 
0 . 6 1 9 
0 . 2 4 2 
0 . 6 1 9 
0 . 6 1 8 
0 . 6 2 1 
S = 343.1 R-Sq = 34.1% 
Analysis of Variance 
R-Sq(adj) =0.0% 
Source 
Regression 
Residual 
Total 
Source 
dummy 
VI 
V2 
V3 
Err or 
DF 
1 
1 
1 
1 
DF 
4 
5 
9 
SS 
303967 
588727 
892694 
Seq SS 
262116 
1446 
7663 
32742 
MS 
75992 
117745 
F 
0.65 
P 
0.654 
Unusual Observations 
Obs dummy Load 
5 0.00 996 
Fit 
868 
SE Fit 
337 
Residual 
128 
St Resid 
2.02R 
R denotes an observation with a large standardized residual 
Stepwise Regression (Comp06 removed): Load versus dummy, V1, V2, V3, V1V2, 
V1V3, V2V3 
Alpha-to-Enter: 0.15 Alpha-to-Remove: 0.15 
Response is Load on 7 predictors, with N 
Step 
Constant 
VI 
T-Value 
P-Value 
S 
R-Sq 
R-Sq(adj) 
best alt. 
Variable 
T-Value 
P-Value 
Variable 
1 
-13974 
15445 
5.07 
0.001 
161 
78.58 
75.52 
V2 
-4.68 
0.002 
V1V2 
81 
T-Value 
P-Value 
Variable 
T-Value 
P-Value 
Variable 
T-Value 
P-Value 
Variable 
T-Value 
P-Value 
Variable 
T-Value 
P-Value 
-4.60 
0.002 
V2V3 
-2.50 
0.041 
V3 
-1.76 
0.121 
V1V3 
-1.74 
0.125 
dummy 
-1.63 
0.147 
Regression Analysis (Comp06 removed): Load versus V1 
The regression equation is 
Load = - 13974 + 15445 VI 
Predictor 
Constant 
VI 
Coef 
-13974 
15445 
SE Coef 
2911 
3048 
T 
-4.80 
5.07 
P 
0.002 
0.001 
S = 161.1 R-Sq = 78.6% 
Analysis of Variance 
R-Sq(adj) = 75.5% 
Source 
Regression 
Residual Error 
Total 
DF 
1 
7 
8 
SS 
666469 
181692 
848160 
MS 
666469 
25956 
F 
25.68 
P 
0.001 
Regression Analysis (Comp06 removed): Load versus V1, V2 
The regression equation is 
Load = - 12208 + 13687 
Predictor Coef 
Constant -12208 
VI 13687 
V2 -2085 
VI 2085 V2 
SE Coef 
15305 
15276 
17691 
-0. 
0. 
-0. 
T 
.80 
.90 
.12 
0. 
0, 
0. 
P 
.455 
.405 
.910 
S = 173.8 R-Sq = 78.6% R-Sq(adj) - 71.5% 
Analysis of Variance 
Source DF SS MS 
Regression 2 666888 333444 
Residual Error 6 181272 30212 
Total 8 848160 
F 
11.04 
Source 
VI 
V2 
DF 
1 
1 
Seq SS 
666469 
420 
P 
0.010 
82 
Regression Analysis (Comp06 removed): Load versus V1, V2, V1V2 
The regression equation is 
Load = - 6222 + 7321 VI 205390 V2 + 216764 V1V2 
Predictor 
Constant 
VI 
V2 
V1V2 
Coef 
-6222 
7321 
-205390 
216764 
SE Coef 
17945 
18164 
280250 
298157 
-0, 
0 
-0 
0 
T 
.35 
40 
73 
73 
0. 
0 
0. 
0. 
P 
.743 
704 
.497 
.500 
S = 181.1 R-Sq = 80.7% 
Analysis of Variance 
R-Sq(adD) 69.1% 
Source 
Regression 
Residual Error 
Total 
Source 
VI 
V2 
VIV2 
DF 
1 
1 
1 
DF 
3 
5 
8 
SS 
684219 
163942 
848160 
Seq SS 
666469 
420 
17330 
MS 
228073 
32788 
F 
6.96 
P 
0.031 
Regression Analysis (Comp06 removed): Load versus V1, V2, V1V2, V2V3 
The regression equation is 
Load = 7825 -
Predictor 
Constant 
VI 
V2 
V1V2 
V2V3 
S = 201 7 
- 6699 VI 
Coef 
7825 
-6699 
-184655 
179683 
-340933 
R-Sq = 
- 184655 V2 
80 
SE Coef 
82081 
81994 
333509 
392977 
1932276 
.8% R-
+• 179683 V1V2 
T 
0.10 
-0.08 
-0.55 
0 46 
-0.18 
-Sq(adj) = 61 
340933 V2V3 
P 
0 929 
0.939 
0.609 
0.671 
0.869 
.6% 
Analysis of Variance 
Source 
Regression 
Residual 
Total 
Source 
VI 
V2 
V1V2 
V2V3 
Error 
DF 
1 
1 
1 
1 
DF 
4 
4 
8 
SS 
685485 
162676 
848160 
Seq SS 
666469 
420 
17330 
1266 
MS 
171371 
40669 
F 
4.21 
P 
0.096 
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Stepwise Regression (Comp06 and low energy hits removed): Load versus 
dummy, V1, V2, V3, V1V2, V1V3, V2V3 
Alpha-to-Enter: 0.15 Alpha-to-Remove: 0.15 
Response is Load on 7 predictors, with N 
Step 
Constant 
V2 
T-Value 
P-Value 
S 
R-Sq 
R-Sq(adj) 
best alt. 
Variable 
T-Value 
P-Value 
Variable 
T-Value 
P-Value 
Variable 
T-Value 
P-Value 
Variable 
T-Value 
P-Value 
Variable 
T-Value 
P-Value 
Variable 
T-Value 
P-Value 
1 
1659 
-19627 
-5.39 
0.001 
153 
80.60 
77.83 
V1V2 
-5.30 
0.001 
VI 
4.74 
0.002 
V2V3 
-2.03 
0.081 
V3 
-1.73 
0.127 
V1V3 
-1.71 
0.131 
dummy 
-1.63 
0.147 
Regression Analysis (Comp06 and low energy hits removed): Load versus V2 
The regression ecquation is 
Load = 1659 - 19627 V2 
Predictor 
Constant 
V2 
Coef 
1659.4 
-19627 
SE Coef 
172.0 
3639 
T 
9.65 
-5.39 
P 
0.000 
0.001 
S = 153.3 R-Sq 
Analysis of Variance 
80.6% R-Sq(adj) = 77.8% 
Source 
Regression 
Residual Error 
Total 
DF 
1 
7 
8 
SS 
683645 
164515 
848160 
MS 
683645 
23502 
F 
29.09 
P 
0.001 
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Regression Analysis (Comp06 and low energy hits removed): Load versus V2, 
V1V2 
The regression equation is 
Load = 1372 124807 V2 + 117962 V1V2 
Predictor 
Constant 
V2 
V1V2 
Coef 
1372.2 
-124807 
117962 
SE Coef 
469.1 
158793 
178040 
T 
2.92 
-0.79 
0.66 
P 
0.026 
0.462 
0.532 
S = 159.8 R-Sq = 81.9% 
Analysis of Variance 
Source 
Regression 
Residual Error 
Total 
DF 
2 
R-Sq(adj) = 75.9% 
SS 
694861 
153299 
848160 
MS 
47431 
25550 
F 
13.60 
P 
0.006 
Source 
V2 
V1V2 
DF 
1 
1 
Seq SS 
683645 
11216 
Regression Analysis (Comp06 and low energy hits removed): Load versus V2, 
V1V2, V1 
The regression ecjuation is 
Load = 24150 
Predictor 
Constant 
V2 
V1V2 
VI 
S = 160.2 
- 399696 
Coef 
24150 
-399696 
394144 
-23310 
R-Sq = 
V2 • 
: 84 
+• 394144 
SE Coef 
23063 
320553 
331653 
23598 
.9% P 
V1V2 23310 
T 
1.05 
-1.25 
1.19 
-0.99 
L-Sq(adj) = 75 
VI 
P 
0.343 
0.268 
0.288 
0.369 
.8% 
Analysis of Variance 
Source 
Regression 
Residual Error 
Total 
Source 
V2 
V1V2 
VI 
DF 
1 
1 
1 
DF 
3 
5 
8 
SS 
719894 
128266 
848160 
Seq SS 
683645 
11216 
25033 
MS 
239965 
25653 
F 
9.35 
P 
0.017 
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Regression Analysis (Comp06 and low energy hits removed): Load versus V2, 
V1V2, V1,V2V3 
The regression ecquation is 
Load = - 10253 - 532863 V2 + 577102 V1V2 + 10795 VI + 758396 V2V3 
-0.11 0.921 
-1.05 0.351 
0.93 0.403 
0.11 0.916 
0.37 0.732 
S = 176.1 R-Sq - 85.4% R-Sq(adj) = 70.7% 
Analysis of Variance 
MS F P 
181019 5.84 0.058 
31021 
Predictor 
Constant 
V2 
V1V2 
VI 
V2V3 
Coef 
-10253 
-532863 
577102 
10795 
758396 
SE Coef 
97063 
505747 
617475 
96439 
2065398 
Source 
Regression 
Residual 
Total 
Source 
V2 
V1V2 
VI 
V2V3 
Error 
DF 
1 
1 
1 
1 
DF 
4 
4 
8 
SS 
724076 
124084 
848160 
Seq SS 
683645 
11216 
25033 
4183 
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APPENDIX F 
THEORTICAL ANALYSIS OF I-BEAMS 
The following are B-basis allowable values for ultimate strengths obtained 
through experiments in the AE 409 class of Embry-Riddle Aeronautical University. The 
assumption was made that the upper and lower flanges carry the all the bending stresses 
and the webbing carry all the shear stresses. 
tften (bi-directional) = 1 1 , 6 0 0 p s i 
G*comp (unidirectional) —* 34,Z(JU pSl 
Gten (unidirectional) = 6 8 , 9 0 0 p s i 
Analyzing the stress in the webbing 
CTWeb - G\2 - T x y - —— -
K KK 
therefore; V = P = Gweb(hw)(tw) 
<Ji 
.s 
• \ 
<72 
^ 
,* ' Clamped region
 t 
V (lbf) 
r 
=24 in. 
fP(lbf) 
ft 
: 
P= 11,600(2.5)(8)(0.006) « |1,392 lbf| 
88 
Analyzing the stress in the flange (assuming failure in compression) 
^flange — 
My 
M[L 
1 2 2 12 
4C7 flange 
therefore; M = (24)P = 
M-2~ 
t h\ 1 . - 3 
+—bh 12 
4(34,200) (1.4)(0.2)(1.45 - 0.1)2 + — (1.4)(0.2)2 
2.9 
P =1012 lbJ 
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