This paper presents a control system design for a type of time-varying nonlinear system. The control system comprises neuro-fuzzy system identifier, Luenberger observer, backstepping controller and variable structure controller. We use adaptive neuro-fuzzy inference system to identify the plant in real time without the need of underlying mathematical model. However, some knowledge about the plant structure and upper bounds is required. With the use of observer, the control system can be designed from plant output and input alone while plant states are assumed unmeasurable. Controller is designed based on backstepping scheme and uncertainties from the plant identification and state estimation processes are handled by variable structure controller. Under some important assumptions, the control system is proved to be able to track a smooth desired trajectory with uniformly ultimately bounded tracking error. A simulation based on one-link flexible-joint robot manipulator is provided.
INTRODUCTION
Recently, researchers have used intelligent systems such as neural networks and fuzzy logic to identify the plant model without having to refer to its physical laws. The methods are powerful due to their ability to approximate continuous nonlinear functions to any arbitrary accuracy, as shown in [1] - [3] . The unknown parameters need not appear linearly and disturbances and uncertainties are handled naturally. Intelligent system continuously adapts to the actual plant during the identification process. One of the earliest works appeared in [4] where multilayer neural networks were used to identify the whole plant off-line and control design was based on inverse dynamics and PD control. Reference [5] includes many examples of this type of control scheme and more sophisticated intelligent systems were used in [6] , [7] .
The control system presented in this paper is depicted in Fig. 1 . The applicable plant has similar structure to the strict feedback form. The difference is that nonlinear functions in our plant can be functions of all states. The plant is assumed to depend explicitly on time. We use a type of neuro-fuzzy system called adaptive neuro-fuzzy inference system (ANFIS) to identify plant functions in real time. Neuro-fuzzy system uses neural network structure to provide fuzzy system with automatic tuning abilities. Both membership functions and fuzzy rules can be tuned based on specified performance objectives. ANFIS was introduced in [8] and was proved to be a universal approximator in [9] . We use a Luenberger-type observer similar to that in [10] .
The controller is based on backstepping design scheme. One can view backstepping as feedback linearization in subsystem level where only one state equation is considered at a time. Fictitious input of each step is constructed such that it cancels nonlinearities and reduces the error between each state and its desired value resulting in overall stabilized closed-loop system. Backstepping design scheme for systems in strictfeedback form is discussed extensively in [11] where additional disturbances are usually handled by nonlinear damping terms. A disadvantage in using nonlinear damping terms to provide robustness to the control system is that the disturbances or uncertainties must be multiplied by known functions which may not always be the case.
In this paper we use variable structure control (VSC) similar to that in [12] and [13] . The VSC requires uncertainties to be bounded however the bounds need not be known. In theory, we are able to obtain zero tracking error with discontinuous VSC and uniformly ultimately bounded error with smooth VSC. The controller makes use of identified plant functions. Therefore, it may be called indirect approach to be consistent with the adaptive control community. This paper is organized as follows. In Section 2, we present applicable system description and identifier design. Observer and controller designs are presented in Section 3 and Section 4 respectively. A simulation of one-link flexible-joint robot manipulator is given in Section 5, which is followed by our conclusion section. Appendices are details of the stability proofs.
SYSTEM DESCRIPTION AND IDENTIFIER DESIGN
In this paper, we consider applicable plants in the form: 
where , , , 
Layer 4 represents output of each fuzzy rule:
∈ is a vector contain consequent parameters. The output of Layer 5 is given by:
f is the estimation of f . Various learning schemes can be seen in [9] . In this paper, for convenience, we fix premise parameters and adjust only consequent parameters online using recursive least square (RLS) method. Consider the first equation of (1) Vector Y and matrix Φ are known. Vector Θ can be found using recursive least square algorithm. Details of RLS algorithm as well as some practical issues during implementation can be found in [14] .
Identification of the remaining state equations of (1) can be done in similar manner. Since states are not measurable, all actual states i x and their derivatives i x in the neuro-fuzzy system (2) will be replaced by their estimates ˆi x and ˆi x respectively.
The identified system equations can be written as follows:
( ) ( ) ( ) ( ) 
OBSERVER DESIGN
Consider the actual plant (1), we obtain the sequence of output derivatives as follows: 
, , , We then have the mapping relating the first 1 m − derivatives of the output y to the states of the system and the input derivatives as follows: Similarly, consider the identified plant (4), we obtain equations similar to (5) and (6) for the identified system as follows: Assumption 1: System (1) and identified system (4) are uniformly completely observable, i.e., the mapping 
Then, from (6) 
where
We obtain similar equations to (10) and (11) for the identified system as follows: Proof: See Appendix A.
CONTROLLER DESIGN
Our objective is to make the output z x x = − be the error between the estimated state 1 x and the desired output. We then have the derivative of the error as follows: ( ) , , K with following update law: 
We are now ready to state the following proposition. Proposition 2: Consider the closed-loop system consisting of actual plant (1), observer (12) , identifier (4), controller (15) with variable structure controller (13) and update law (14) . 
SIMULATION RESULTS
Consider the one-link flexible-joint robot manipulator in the vertical plane as in Fig. 3 . Controller design for flexiblejoint manipulator based on backstepping and three-layer neural networks can be seen in [17] . The manipulator can be put in state-space representation as ( ) Table 1 shows description of parameters as well as their values used in the simulation.
Our objective is to make the output track a signal, obtained from passing a square wave of amplitude 10, zero mean, and 20-sec period into the filter 3 
1/( 2)
s + , as closely as possible. We choose sampling period to be 0.01 sec.
For identifier (4) We can see that at 15 and 25 sec. where there are sudden changes in payload, the control system is able to adapt and delivers good tracking performance.
Second, we fix payload at 1 . 
=
We can see that the control system achieves good performance. Fig. 6 shows the membership functions of each input to the neuro-fuzzy system. Fig. 7 shows the comparison between actual plant functions 2 2 4 4 , , , f g f g and identified plant functions 2 2 4 4ˆ, , , . f g f g The identified functions are close to their actual values. Note that we did not identify 1 1 3 3 , , , f g f g since their values are fixed according to the structure of this state-space model. Fig. 8 shows the actual control input u and the virtual control inputs 2 3 4 , , .
Input u is not smooth due to the discrete-time implementation.
CONCLUSION
We have presented a control system, a composition of a type of neuro-fuzzy identifier, Luenberger observer and backstepping controller. Under some assumptions about the plant structure, this control system can be used when a closedform plant model is not available. The control system is able to handle uncertainties naturally. The tracking error is proved to be globally ultimately uniformly bounded where bound can be made small by appropriately adjusting the design parameters.
APPENDIX A: PROOF OF PROPOSITION 1
All derivatives of ˆi e ζ in (9) can be found as follows: is a row vector whose j th element is 1 and 0 otherwise. We then can write the above in matrix form as In the new coordinates, the error dynamics become
1ˆˆˆˆ( )
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QED

APPENDIX B: PROOF OF PROPOSITION 2
We proceed by following steps.
Step 1: 
