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Resumen 
En el presente trabajo se presenta la comparación de un algoritmo de deconvolución con respecto de otros tres 
algoritmos clásicos utilizados para deconvolución unidimensional de señales. El algoritmo fue propuesto y analizado 
en el laboratorio de procesamiento digital de señales de la UAZ. Durante las últimas tres décadas se han desarrollado 
nuevas ideas sobre soluciones a problemas de deconvolución o restauración de señales n-dimensiónales, la idea sigue 
siendo la misma que se plantea en la literatura de la ingeniería que data de los años 50s "restaurar señales o 
aproximarlas a su forma original para realizar un análisis de las mismas con errores relativamente pequeños". 
Cuando una señal x(t) se origina tiene que pasar por algún medio para poder ser captada, durante este proceso se 
realiza una operación llamada convolución entre x(t) y otro tipo de señales, en el momento en que captamos la señal, 
ésta ya no es x(t) sino la convolución de x(t) con una función h(t) mas componentes de ruido existentes en el medio. 
Para obtener la señal x(t) es necesario resolver un problema inverso el cual al final nos proporciona una estimación 
de x(t) o . El propósito final del trabajo es evaluar y clasificar la capacidad de restauración de señales de cada 
uno de los cuatro métodos. 
)(ˆ tx
Palabras clave: Deconvolución, Problema Inverso, Análisis Homomórfico, Iterativo.  
 
Abstract 
The present paper presents the comparison of a deconvolution algorithm with other three classical approaches for 
one-dimensional deconvolution of signals. The algorithm was proposed at the digital signal processing laboratory at 
UAZ. During the last three decades, the development of new ideas on the solution about deconvolution or n-
dimensional signal restoration methods, have become to a new meaning to this problem, the idea remains the same 
since the 50’s in the engineering literature, that is “ signal restoration or approximation to it's original form with the 
purpose of a better analysis ”. When a signal x(t) is generated, the only way to be picked up is by a sensor. During 
the sensing process the convolution of x(t) with another type of signals occurs. Then, a new signal is generated by the 
convolution of x(t) with a function h(t) and other noisy components. To obtain the original signal x(t), we have an 
inverse problem and the solution will deliver an estimation of x(t) or . The final purpose of this work is to 
evaluate and classify the signal restoration capacity of each method. 
)(ˆ tx
Keywords: Deconvolution, Inverse Problem, Homomorphic Analysis, Iterative Procedure. 
 
1 Introducción 
Desde principios de siglo se ha estudiado la deconvolución, primero fue una novedad y ahora es una herramienta muy 
valiosa dentro del análisis de señales. Las primeras aproximaciones se hicieron con grandes medidas de escepticismo. 
Durante el proceso de análisis y límites de evaluación prácticos de la deconvolución, se ha ganado una cierta 
confiabilidad debido a sus resultados. Gran parte del trabajo realizado en 1990 sobre deconvolución, se centra en la 
espectroscopia de absorción en infrarrojo (Jansson, 1984). 
Matemáticamente, la deconvolución se refiere al método o métodos utilizados para resolver la integral de 
convolución (Demoment, 1987), (Twomeyl, 1962), en donde el sistema se supone como lineal e invariante en el tiempo: 
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h(t)*x(t)τ)x(τ)dτ(thy(t) =−= ∫∞
∞−
 (1) 
 
en donde * es el símbolo de la convolución. En óptica por ejemplo, se busca una función  cuando se dispone de los 
datos de la imagen  y la función de dispersión  del sistema óptico involucrado. Si se está observando un 
espectro  con la ayuda de un instrumento que tiene una función de respuesta característica , entonces  
representa los datos adquiridos. Si el instrumento tiene una resolución perfecta, entonces  es una función de 
Dirac (impulso unitario), y  representa el espectro exacto de , en este caso no es necesario realizar la 
deconvolución. Se podría observar una línea espectral excesivamente angosta, ya que 
x(t)
y(t) h(t)
x(t) τ)h(t − y(t)
τ)h(t −
y(t) x(t)
x(t)δ(t)x(t)*y(t) == . Se 
considera que la integral de convolución es un caso particular de la ecuación integral de Fredholm de primera especie. 
En la ecuación (1), el núcleo de la integral  puede ser expresado como una función más general de la forma )h(t τ, , esto 
es: 
∫
∞
∞−
+τττ= r(t))d)x(h(t,y(t)  (2) 
 
en donde se considera a r(t)  como una componente de ruido aditivo. La discretización de la deconvolución parte de la 
consideración de que el sistema es invariante con el tiempo, entonces (2) puede  representase como la convolución: 
r(t)x(t)*h(t)r(t))d)x(h(ty(t) +=+−= ∫+∞∞− τττ  (3) 
 
la discretización de (3) nos lleva a: 
r(n)h(n-m)x(m)y(n)= 
m=-
+∑∞
∞
 (4) 
 
en donde , tnn ∆= τ∆= mm ,  es el periodo de muestreo para t∆ )(0,t ∞∈ , τ∆  es el periodo de muestreo para 
 y  es ruido aleatorio con valor promedio igual a cero, que representa no solamente los errores de 
discretización, sino que también incluye los errores experimentales relacionados con la observación de . El 
término deconvolución se utiliza generalmente para indicar un problema inverso el cual es la estimación de una señal de 
entrada  a un sistema, a partir de una señal de observación (medición)  y el conocimiento a priori de la 
respuesta al impulso  del sistema, esto se ilustra en la Figura 1, donde  es la estimación de . Algunas 
técnicas para solucionar el problema de la deconvolución, también se adaptan para el caso más general de la integral de 
Fredholm. Los métodos de relajación o de regularización, por ejemplo el de Van Cittert (Bandzuch et al, 1997), (Van 
Cittert, 1931), Jansson y otros (Crilly, 1991), (Jansson, 1984) se pueden adaptar tomando en cuenta cierto tipo de datos. 
)(0,τ ∞∈ )(nr
)(ny
)(nx )(ny
)(nh )(nxe )(nx
El interés sobre el estudio de algoritmos numéricos de deconvolución crece día a día, esto se debe a la evolución tan 
importante dentro de los sistemas digitales, permitiendo agilizar algunos procesos operativos y de transmisión de 
información digital. El incremento en las velocidades de procesamiento de datos permite que algunas operaciones sean 
realizadas en microsegundos. Las aplicaciones de la deconvolución se encuentran en áreas tan variadas como la 
astronomía, la ingeniería mecánica, las comunicaciones (Lee et al, 1995), en sistemas de control, en ingeniería 
biomédica, en instrumentación nuclear (Bandzuch et al, 1997), (García et al, 1999), en radio-astronomía, etc. 
Dependiendo de la aplicación, se trabaja con señales monodimensionales  o bidimensionales , las cuales 
determinan el tipo de método ha ser usado durante el proceso de deconvolución. La teoría de sistemas lineales ha sido 
usada desde hace muchos años para el diseño de filtros eléctricos analógicos, antes de que se popularizara el 
procesamiento digital de señales. Se ha aplicado ampliamente en óptica, procesamiento digital de señales, y en otros 
x(t) u)x(t,
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campos. La  deconvolución se ha empleado por mucho tiempo para el diseño de filtros eléctricos y análisis de series en 
el tiempo (Hua et al, 1990), como por ejemplo, el estimador de mínimos cuadrados promedio sobre el  cual trabajó 
Norbet Wiener (1942) (Castelman, 1991), (Gonzales et al, 1989), (Jain, 1989). Así pues, muchas de las técnicas que se 
aplicaron por primera vez en la restauración de señales digitales como lo son las imágenes, fueron generalizaciones de 
métodos monodimensionales que aún se usan en el procesamiento de señales analógicas y digitales. 
h(m )
sensor + deconvolución
x(n)
r(n)
yc(n)
y(n) xe(n)
N o hay acceso a este bloque
Fig.1. Restauración de x(n) usando deconvolución
 
El resto del trabajo está organizado como sigue; en la segunda sección se presentan de manera resumida los cuatro 
algoritmos ha compararse, haciendo un particular énfasis en el método propuesto en el laboratorio de PDS de la UAZ. 
En la tercera sección se presentan algunos resultados de comparación y finalmente en la cuarta sección se brindan 
algunas conclusiones. 
 
2 Métodos de deconvolución considerados 
Existen muchos métodos y diferentes formas de dar solución a la deconvolución. En este trabajo el interés fundamental 
es exponer algunos métodos que se emplean para sistemas monodimensionales, para los cuales ya se tiene experiencia 
en aplicaciones específicas. La mayoría de los métodos están restringidos a cierto tipo de datos. Los investigadores 
tratan de encontrar métodos más flexibles que no estén tan restringidos al tipo de datos que serán procesesados, hasta 
ahora no se ha alcanzado esta meta pero se sigue trabajando en ello. 
Los algoritmos que se consideran en este trabajo resultan de una búsqueda de información sobre métodos que dan 
solución a la deconvolución en forma numérica y rápida. Una de las finalidades es establecer cual es el mejor y proponer 
su posterior implantación en algún sistema digital. La selección se realizó de acuerdo a la clasificación de algoritmos 
capaces de trabajar en la restauración de señales en tiempo real. Un método eficaz para la deconvolución aún en 
ambientes ruidosos es el filtro de Wiener, que brinda una solución óptima, pero no es fácilmente utilizable en 
aplicaciones de análisis rápido o aplicaciones de tiempo real, ya que involucra cálculos o estimaciones de la densidad 
espectral de potencia y de matrices de correlación de la señal y del ruido. Los métodos en los que están basados los 
algoritmos seleccionados son los siguientes: 
1. Método para deconvolución en línea (muestra a muestra). 
2. Método para deconvolución homomórfica (basado en la teoría del cepstrum). 
3. Método para deconvolución en forma iterativa (Jansson). 
4. Método para deconvolución basado en un modelo para identificación de sistemas (método propuesto). 
Aún cuando sólo se consideraron cuatro algoritmos, es importante mencionar que el algoritmo de deconvolución 
homomórfica no entra como algoritmo propio para trabajar en la restauración de señales en tiempo real debido a su 
estructura, sin embargo, se consideró como referencia de comparación de resultados y número de cálculos necesarios. 
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2.1. Método para deconvolución en línea 
En esta sección se introduce un algoritmo en el cual se realizan operaciones de tipo sencillo que permiten que dicho 
algoritmo tenga una estructura de solución en línea (procesamiento muestra por muestra). Se sabe que el término 
“tiempo real” es relativo, éste tipo de algoritmos cumplen con una estructura cuyos cálculos rápidos permiten decir que 
son para procesamiento en tiempo real. Este primer método de deconvolución cae dentro de los conocidos como 
métodos de inversión generalizada, aunque en éste caso no es necesario el cálculo directo de una matriz inversa. El 
concepto principal consiste en tratar las observaciones  en forma secuencial o muestra por muestra, lo cual hace de 
éste un proceso recursivo. Precisamente, la ventaja de no realizar cálculos matriciales y otro tipo de cálculos arduos 
como la transformada de Fourier, son las principales características a partir de las cuales se obtiene cierto beneficio 
dentro de este tipo de métodos. 
)(ny
El algoritmo analizado en esta sección para dar solución numérica a la deconvolución, fue propuesto por Posca en 
1979 y utilizado por Seara en 1984, y Ciro A. Martínez en 1987 (Martínez, 1988) y cumple con las características de 
procesamiento en línea, este algoritmo se fundamenta en la minimización de una distancia de entrada la cual está 
definida por una norma cuadrática del espacio de las entradas (estimada (n)xe
ρ  y verdadera (n)xρ ) y su fundamento 
analítico es tratado por Guy Demoment (Demoment, 1987), la solución se lleva a cabo en el dominio temporal. La 
norma cuadrática usada se define con la siguiente ecuación: 
2
M
D (n)x(n)xe
ρρ −=  (5) 
 
en donde M es una matriz de ponderación simétrica y definida positiva. Las diferentes muestras de la señal observada 
 están presentes sucesivamente en la entrada del esquema de deconvolución. Después de un tiempo de aprendizaje 
p, los diferentes valores estimados  obtenidos a partir de la entrada  deconvolucionada, son obtenidos 
uno a uno en un ritmo que va de acuerdo al de las muestras de entrada (ver Fig. 2). 
)(ny
)( pnxe − )(ny
)(ny
Durante el desarrollo del algoritmo se lleva a cabo un determinado número de cálculos los cuales se repiten para 
cada recursión, estos son : 
a ) cálculo de la salida estimada , (n)yo
b ) cálculo del error del sistema )()()( nynyne o−= , 
c ) cálculo del vector actualizado )(' nx e
ρ
, 
d ) actualización del vector )(nxe
ρ
, 
e ) extracción de la estimación )( pnxe − . 
 
Los parámetros más relevantes para este algoritmo son : 
1. La frecuencia de muestreo de la señal, 
2. La longitud de la respuesta al impulso en forma discreta del ins umento, tr
3. El valor estimado del ruido que fija un vector de ponderación ML
ρ
, 
4. El valor p que fija las características del pivote. 
 
En la Figura 2 se muestra un diagrama de bloques del algoritmo para deconvolución en línea, el cual está 
representado por las siguientes ecuaciones : 
 
)1()( −= nxhny eTo ρ
ρ
 (6) 
 
)()()( nynyne o−=  (7) 
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Mee Lnenxnx
ρρρ )()1()(' −−=  (8) 
 
)(')( nxAnx ee
ρρ =  (9) 
 
)()( nxPpnx ee
ρ=−  (10) 
 
en donde: n es el instante de muestreo, A es una matriz de peso de dimensiones N x N utilizada para actualizar el vector 
(n)'x e
ρ  (De la Rosa, 1998)). 
El producto )(' nxA e
ρ  equivale a un desplazamiento de las coordenadas de )(' nx eρ  debido a la dirección de los 
índices de  mayor peso y la repetición de la primer coordenada, ver la ecuación (12), Th
ρ
es un vector lineal formado a 
partir de la transpuesta del vector de la respuesta al impulso del sistema,  es el retardo correspondiente a un período 
de muestreo. 
mT
TP
ρ
es el vector de pivoteo utilizado para la extracción de la coordenada correspondiente para )(nxe
ρ . Dicha 
extracción se realiza después de un determinado número de iteraciones del lazo del algoritmo para el cual la estimación 
)(' nx e
ρ
 es casi precisa cuando el vector TP
ρ
 es : 
 [ ]00...010...00=TPρ  (11) 
 
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎣
⎡
=
0100
0001
0000
Κ
ΜΚΜΜΜ
Κ
Κ
A  (12) 
Un valor grande para i tal que , mejora la calidad de la estimación pero introduce un retardo considerable en 
la salida con respecto a la entrada del esquema de deconvolución. 
1=iP
ML
ρ
 es un vector de ponderación del error, la 
selección de éste es muy importante pues de él depende la mayor parte de las características del algoritmo. Éste debe ser 
calculado antes de la ejecución del algoritmo y sólo depende de la respuesta al impulso. Este vector se calcula utilizando 
la siguiente ecuación : 
 
∑−
= ⎟
⎟
⎠
⎞
⎜⎜⎝
⎛= 1
1
2 1
1
N
j jj
j
i
ii
i
m
h
h
m
L  
(13) 
 
m
ii im = , donde  o bien . 2=m 5.1=m
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Tm
A+ +
y(n) e(n)
yo(n)
xe(n-p)Esquema de deconvolución
-
+
ML
ρ (n)'x e
ρ (n)xeρ
)(n-xe 1
ρ
T h
ρ
TP
ρ
+
-
 
Fig. 2. Esquema para deconvolución en tiempo real. 
 
2.2. Método para deconvolución homomórfica 
Los sistemas de deconvolución homomórfica fueron introducidos por Bogert, Healy, Tukey (1963), Oppenheim y 
Schafer (Borget et al, 1963), (Oppenheim, 1965), (Oppenheim et al, 1975), (Oppenheim et al, 1989). La teoría 
homomórfica generalizada y el concepto del logaritmo del cepstrum han sido tratados durante varias décadas con cierto 
éxito. El análisis cepstral tiene sus orígenes en el problema de la deconvolución de dos o más señales, y se propone 
como método para separar señales que han sido combinadas por  convolución. 
Para una señal de excitación  que es una secuencia de ruido blanco (SRB o white noise sequence WNS de sus 
siglas en inglés) y h(n) una secuencia de fase mínima, se puede obtener un esquema simple para dar solución a la 
deconvolución. Por otro lado, si  es de fase máxima, puede hacerse de fase mínima multiplicando la salida  
por un factor exponencial, es decir : 
x(n)
)(ny )(ny
 
n
w ) w (n) = y(ny  (14) 
 
La transformada z de la secuencia ponderada yw(n) es : 
 
 y(n)](z) = Z[wY nw  (15) 
 
z)Y(wy(n)zw(z)Y
n
nn
w
1
0
−∞
=
− == ∑  (16) 
 
la ecuación (16) implica que los polos y ceros de  se desplazan radialmente por el factor w )(zY -1. El factor w debe ser 
menor que uno (pero cercano a ese valor). Se recomienda que w debe estar dentro del rango 0.96  w ≤ ≤  0.99. Entre 
más se acerque  a una secuencia de fase máxima, más debe reducirse el factor w. De la ecuación (16), )(zY
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z)z) H(wz) = X(w  (z) = Y(wY ---
w
111  (17) 
 
entonces 
(n) (n)*h(n) = xy www  (18) 
 
 
 h(n) x(n) * w(n)= wy nn
w
 (19) 
 
es decir, una convolución ponderada da origen a una convolución de dos secuencias ponderadas. De la ecuación (19), 
 
 (n)  xx(n) = w w
-n  (20) 
 
 (n)  hh(n) = w w
-n  (21) 
 
de las ecuaciones (14) y (16), 
)(wzwY(z)Yw
1logˆ −= ∑∑
=
−
=
− −−−+= p
i
i
m
i
i
)wzb()wza(A
1
1
1
1 1log1loglog  (22)
utilizando la siguiente igualdad, 
∑∞
=
−− −=−
1
11log
n
nn
n
zβ)βz( ; | z | > | β |, (23) 
 
de las ecuaciones (22) y (23) el cepstrum ponderado está dado por : (z)]  wY[ (n) =Zyw c
- ˆ1
 )(y  = A (n) = c wyw 0loglog ; n = 0, (24) 
 
∑∑
=
− m
i
n
i
np
i=
n
i
n
yw n
aw
n
bw
(n)=c
11
, n > 0. (25) 
Las ecuaciones (24)  y (25) dan el cepstrum exacto de una secuencia  ponderada, él cual es útil para evaluar 
varios esquemas de deconvolución. Se observa que el cepstrum decrece en forma proporcional a (1/n) y es una secuencia 
infinita aunque la secuencia temporal  sea finita. Por otro lado, se demuestra en (Oppenheim A. V., 1975) y  
(Oppenheim A. V., 1989) que : 
)(ny
x(n)
 
∑−
=
−+= 1
0
0
n
k
ywyw k)(k)y(ncn
k)(n)y(cy(n)  (26) 
 
)]([c)y( yw 0exp0 = , (27) 
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de las ecuaciones anteriores puede observarse que aunque cyw(n) sea infinita,  puede recuperarse usando sólo N 
muestras si  es una secuencia finita o truncada. La teoría desarrollada, se implementa en la práctica por medio de la 
transformada discreta de Fourier (DFT), es decir : 
)(ny
)(ny
 
)(ˆ)(ˆ zYkY ww = ; πkn/N)(jz 2exp= . (28) 
 
La transformada rápida de Fourier (FFT) se utiliza para obtener la DFT la cual asume periodicidad fuera del 
intervalo de observación, por esta razón el cepstrum obtenido usando la DFT es una versión traslapada del cepstrum 
deseado, o sea : 
 
∑−
=
= 1
0
2expˆ1
N
k
p
yw πkn/N)(j(k)YN
(n)c ∑∞
=
+=
0
)(
k
yw kNnc , (29)
 
sin embargo, dado que cyw(n) decrece más rápido que una secuencia exponencial, el cepstrum periódico tiende  a  cyw (n)  
para valores grandes de N. Asimismo, puede ser necesario agregar ceros a la secuencia de entrada para reducir el 
problema del traslape. Dado que cyw(n) es real, ésto implica que la parte real de su DFT debe ser una función par y la 
parte imaginaria debe ser una función non, asimismo, su transformada z debe ser analítica dentro de una región que 
incluya el círculo unitario. Entonces, se tiene que, 
 
)]([)(log)(ˆ kYjangkYkY www += , (30) 
 
en donde Yw(k) son muestras de la función continua Y(ejw) a w=(2πk/N), y ang[Yw(k)] son muestras de una función 
discontinua que varía entre -π y +π. Existen varios métodos para tratar el problema de discontinuidad causado por el 
logaritmo complejo, tales como, el desdoblamiento de la fase y la derivada del logaritmo. 
 
El desarrollo del algoritmo para obtener la deconvolución es el siguiente(segundo método). Para una señal de 
excitación  que es una secuencia de ruido blanco (SRB o WNS) y  una secuencia de fase mínima, se puede 
obtener un esquema simple para dar solución a la deconvolución. De la ecuación (14) se obtiene : 
)(nx )(nh
 
)()()( kHkXkY www = , (31) 
también se puede escribir como 
 
)()()( kHkXkY www −−=− , (32) 
 
de la cual,  
222 )()()( kHkXkY www = , (33) 
 
o también, 
 
)()()( kSkSkS hhxxyy =  (34) 
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usando el teorema Wiener-Khinchine, se obtiene : 
 
)(*)()( ααα hhxxyy RRR =  (35) 
en las ecuaciones (34) y (35),  Sii (k) y Rii (α ) representan la densidad espectral de potencia y la autocorrelación 
respectivamente. Dado que  es una secuencia WNS,  S)(nx xx (k) = σ2, de la ecuación (33) se obtiene : 
222 )()( kHkY ww σ=  (36) 
 
tomando logaritmos en ambos lados de la igualdad, 
 
)(log)(log kHkY ww = , (37) 
el término log σ es una constante y fue eliminado sabiendo que sólo afecta a la componente cepstral para n = 0, 
asimismo, σ puede hacerse igual a la unidad. De las ecuaciones (36) y  (37) puede concluirse que log|Hw (k)| es una 
función real y par, así, la parte par de  se obtiene como la DFT inversa (IDFT) del log|H(n)chw w(k)|, es decir: 
 
[ ])(log)( 1 kHDnc wehw −= , (38) 
 
el cepstrum  puede recuperarse a partir de su parte par como : (n)c hw
 
(n)(n)uc(n)c ehwhw
+= , (39) 
donde el "lifter" u+(n) es :  
 
⎢⎢
⎢
⎣
⎡
+
)L- < n < = ( ; L/ 
,L/ ;  n =  
 = < n < L/ ;  
(n) = u
120
201
212
, (40) 
 
L es la longitud de la DFT y debe ser mayor o igual a N = N1+N2-1, donde N1 y N2 son las longitudes de las 
secuencias  y  respectivamente. La condición de que  es de fase mínima y propia, implica que existe un 
sistema estable y causal  tal que, 
)(nx )(nh H(z)
(z)H -1
  (z)= (z) HH w
-
w 1
1 , (41) 
 
tomando logaritmos y anti-transformado, se obtiene : 
 
(n) (n)=-cc hw
-
hw
1 , (42) 
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asimismo, 
 { }(n)]D[c  (k)=H -hw-w 11 exp . (43) 
 
Usando las ecuaciones (14) – (21), (31), (37) – (40) y (42) – (43), se obtiene el diagrama a bloques para obtener la 
deconvolución, éste se muestra en la figura 3. 
nw
x
x[]DFT
[]DFT
[]IDFT
[]IDFT
nw−
nw−
log
[ ]exp[]IDFT
[ ]inv
1−
)(nu +
y(n)
)(nxe
)(nhe
 
 
Fig. 3. Sistema para obtener la deconvolución cuando x(n) es una secuencia de ruido blanco y h(n) es de fase mínima. 
 
2.3. Método para deconvolución iterativa 
Desde 1930 muchos investigadores se han dedicado a buscar métodos iterativos que den solución al problema de la 
deconvolución, uno de los pioneros dentro de este tipo de métodos es sin duda Van Cittert (Van Cittert, 1931) quien 
propuso un método iterativo lineal para la deconvolución de señales, el cual es base fundamental de toda una serie de 
métodos iterativos lineales y no lineales (Bandzuch et al, 1997), (Crilly, 1991), (Jansson, 1984). Varios de los métodos 
de deconvolución iterativa se usan con frecuencia para la restauración de “picos” cromatográficos o espectroscopios 
distorsionados, lo cual los ubica como métodos principalmente explotados y examinados en el área de espectroscopia. 
En la Figura 4 se muestra un diagrama de bloques del proceso de deconvolución en forma iterativa. El algoritmo 
propuesto por Jansson se descompone en las siguientes ecuaciones: 
 
)(ˆ*)()(ˆ nxmhny kk =  (44) 
 
)(ˆ)()( nynyne k−=  (45) 
 
⎥⎦
⎤⎢⎣
⎡ −−=
2
)(ˆ21)( Cnx
C
rnr kk o  
 
(46) 
)()()(ˆ)(ˆ 1 nenrnxnx kkk −=+  (47) 
 
)()(ˆ)( 1 nxnxnx kke
+==  (48) 
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en donde:  es la k-ésima estimación de una observación basada en la convolución de  y , en el caso 
en el que , { 
)(ˆ nyk )(mh )(ˆ nxk
0=k )()(ˆ0 nynx =  N,1,2,3,n …= },  es el vector de la respuesta al impulso acotada por m 
muestras,  es el criterio de error mínimo entre la salida observada y una estimación de la misma,  es el k-
ésimo valor para la función de relajación la cual depende de , C y , 
)(mh
)(ne )(nrk
or )(ˆ nx
k )(ˆ 1 nxk+  es la k+1 estimación de  y 
 es la estimación final de  { 
)(nx
)(nxe )(nx  210 ,K,,,k …= }. 
Las ecuaciones (46.a) – (46.c) se utilizaron como funciones de relajación para la restauración tres tipos de señales 
consideradas en este trabajo: la suma de senoides, onda cuadrada y diente de sierra respectivamente, pues estas fueron 
las funciones con las que se obtuvieron los mejores resultados. 
 
⎥⎦
⎤⎢⎣
⎡ −−=
2
6)(ˆ
6
21021.0)( nxnr kkS ,  #  3=i  
(46.a) 
 
⎥⎦
⎤⎢⎣
⎡ −−=
2
6)(ˆ
6
21051.0)( nxnr kkC ,  #  4=i  (46.b) 
⎥⎦
⎤⎢⎣
⎡ −−=
2
6)(ˆ
6
2101.0)( nxnr kkD ,  #  4=i  (46.c) 
en donde i representa el número de iteraciones realizadas. 
 
Tmh(m)
+ +
y(n)
Proceso iterativo
⎭⎬
⎫
⎩⎨
⎧ (n)xr kˆ
(n)ykˆ
-
+ (n)xk 1ˆ +
(n)xkˆ
+
+ (n)xee(n)
Estimación
final
Fig. 4. Esquema para deconvolución iterativa. 
2.4. Deconvolución basada en un modelo de identificación y resistente al ruido 
Muchos algoritmos de deconvolución se basan en propiedades matemáticas. En ocasiones, se introducen artificios 
matemáticos, como en el caso de la regularización, y se agregan parámetros de control sin que éstos necesariamente 
estén relacionados con el problema físico. Sin embargo, la literatura y algoritmos de identificación de sistemas son más 
conocidos y muchos de ellos están relacionados con aplicaciones de ingeniería (McBride et al, 1966), (Steiglitz et al, 
1965). Teniendo esto en cuenta, se propuso invertir el papel de la función del sistema  y de la entrada . El )(th )(tx
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problema se convierte en un problema de identificación de sistemas, siendo ahora la entrada  y el “sistema” a 
estimar (Miramontes et al, 1998). La función representativa de un sistema se obtiene por medio de la respuesta al 
impulso del sistema en el dominio del tiempo o como función de transferencia en el dominio de la frecuencia. En la 
mayoría de las ocasiones las señales de entrada y las funciones de los sistemas no están definidas analíticamente, lo cual 
es un gran problema, sin embargo la convolución es una operación fácil de aproximar por medio de métodos numéricos 
de integración (Twomey, 1962). Por otro lado, el problema inverso es la determinación de una función de entrada 
desconocida, dada una señal de salida conocida y la función representativa de un sistema acotado en ancho de banda. 
Otro factor importante que debe ser considerado es la existencia de ruido de medición el cual se presenta en los 
problemas prácticos y lo cual complica más el problema de deconvolución. 
)(th
)(tx
Se pueden usar diferentes funciones ortogonales como componentes de . Usualmente los valores de  
pueden ser localizados sobre un intervalo finito de tiempo,  puede ser considerada cero fuera de dicho intervalo, o 
en algunos casos puede ser representada de forma periódica y sin pérdidas considerables. Las representaciones de 
funciones ortogonales en un tiempo finito incluyen las funciones de Walsh con longitud (como en la reconstrucción 
muestra-retención), funciones sinc ( ), segmentos de senos y/o cosenos que son cero fuera del intervalo de 
interés, las ondículas, y muchas otras funciones ortogonales. La selección obvia para una representación periódica son 
las series de Fourier (senos y cosenos). Estas series, y otras tienen, la propiedad de que al incrementar el número de 
términos también incrementan la representación en frecuencia de . Si el número de elementos es suficiente y está 
relacionado con la frecuencia de corte del sistema, la señal estimada  óptima no contendrá componentes espurias 
debidas sólo al ruido. Por ello no se necesita iteración alguna para realizar la reducción del ruido; el conjunto óptimo 
puede ser calculado mediante la inversión matricial y en un sólo paso antes de iniciar el proceso de deconvolución 
(Miramontes et al, 1998). 
)(ˆ tx )(tx
)(ˆ tx
t∆
tt /)sin(
)(ˆ tx
)(ˆ tx
A continuación se describe el cálculo de los parámetros necesarios para poder realizar la deconvolución, empleando 
el algoritmo (ver la Figura 5) de identificación de sistemas de (McBride et al, 1966). En donde: Pp ,,2,1 Κ= , siendo P 
el valor óptimo de componentes base, Nn ,,2,1 Κ= , N es el número máximo de muestras de  y )(ny Nm ,,2,1 Κ= . 
Nótese que si se desea realizar nuevamente la deconvolución solo se realizarán algunos pasos. Los pasos en su totalidad 
no son necesarios, ya que se estableció una serie de componentes fijas. 
De la ecuación (3) y aplicando un criterio cuadrático al error entre  y , )(th )(ˆ th
22
])ˆ(*[2])ˆ(*[ rhhxrhhxQ +−+−=  (49) 
en donde * denota la convolución (descrita ampliamente en (McBride et al, 1966)). Puesto que la operación de 
convolución es simétrica, entonces la ecuación (49) puede ser reescrita como en (50), se puede ver que si la entrada 
 fuese desconocida y  fuese una función de respuesta al impulso conocida, por simetría, el problema de 
deconvolución se convierte en un problema de identificación de sistemas: 
)(tx )(th
22
])ˆ(*[2])ˆ(*[ rxxhrxxhQ +−+−=  (50) 
La mayoría de los algoritmos de identificación se han desarrollado desde diferentes puntos de vista. El sistema 
desconocido, puede ser representado por una función  desconocida, luego se modela como una función conocida, 
ya sea en el dominio del tiempo o de la frecuencia, cuyos parámetros serán determinados (Van Cittert, 1931), (Steiglitz, 
1965). La salida aproximada de  está expresada como una función de y un conjunto de p parámetros a
)(th
)(ˆ ty )(th k . Los 
algoritmos de identificación calculan un conjunto de parámetros los cuales minimizan una función de error (error 
cuadrático medio Q). Esta filosofía de identificación puede ser aplicada al problema de deconvolución si se selecciona 
un modelo representativo de  en términos de un conjunto de parámetros a)(ˆ tx k  y calculando otro conjunto el cual 
minimice a Q. Si el modelo es una función lineal de ak (una suma de funciones  multiplicadas por coeficientes a(t)φk k) 
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se puede calcular un conjunto óptimo de parámetros sin necesitar de iteración alguna. La selección de un algoritmo debe 
hacerse de tal modo que se tenga un conjunto apropiado de funciones base . (t)φk
En su notación vectorial la entrada reconstruida está representada con la siguiente ecuación : 
   
)()(ˆ tatx Tϕρρ=  (51) 
 
donde aρ es el vector de parámetros y )(tϕρ  el vector de funciones base. Después se define el vector : 
)(*)()( ttht ϕξ ρρ =  (52) 
 
y 
)()(ˆ taty Tξρρ=  (53) 
 
y el error cuadrático medio Q, de la ecuación  
22 ])(ˆ)()([])(ˆ)([ ∑∑ −−=−=
ji
jxjihiyiyiyQ  
 
(54) 
 es mínimo cuando: [ ] 0)()()()(2 =−−=∂∂ attttyaQ T ρρρρρ ξξξ  (55) 
donde )()( tt Tξξ ρρ  es la matriz de coeficientes que será invertida para dar solución a la ecuación (55) y así encontrar el 
vector de parámetros aρ, la matriz sólo depende de  y de )(th )(tϕρ , y no de  por esto es que sólo se calcula una sola 
vez y antes de iniciar el proceso de deconvolución; conociendo a
)(tyρ y la respuesta al impulso de algún sistema para el cual 
se desea realizar la deconvolución es posible restaurar más de una señal de medición. Si  está representada por 
series de Fourier, las funciones 
)(ˆ tx
(t)kϕ  son senos y cosenos continuos, la matriz 1])()([ −tt Tξξ ρρ  es diagonal y el cálculo se 
simplifica grandemente; sólo p elementos de la matriz deben ser calculados, en lugar de p2. 
Con base a la ecuación (55) se establece la solución para los parámetros ak ,es decir: 
)()(])()([ 1 tyttta T ξξξ ρρρρ −=  (56) 
 
en donde )()( tytξρ  son los coeficientes ortogonales representativos de la señal  y )(ty 1])()([ −Ttt ξξ ρρ  la matriz de 
coeficientes de las funciones base (ortogonales) utilizadas. 
Resumen para la implementación del algoritmo, y el cálculo de los parámetros necesarios para poder llevar a cabo la 
deconvolución: 
1. Obtención del vector de funciones componentes: 
⎥⎦
⎤⎢⎣
⎡=
N
nπcos p(n,p)Co  (57) 
2. En seguida se calcula la relación entre las funciones componentes y la respuesta al impulso del sistema : 
)(*),(),( mhpnCpnC oh =  (58) 
3. En base a esta última expresión se obtiene la matriz de coeficientes: 
),(),(),( pnCpnCppM h
T
hhh =  (59) 
4. Se calcula la inversa de la matriz de coeficientes: 
)(1` hhhh MinvM =−  (60) 
5. En esta etapa se inicia la deconvolución, puesto que ya se conoce la inversa de la matriz de coeficientes, la cual sólo 
depende de p y de h, se calcula el vector de parámetros de y(n): 
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)(),()( nypnCpC Thy =  (61) 
6. Posteriormente se calcula el vector de los parámetros : )( pa
)(),()( 1 pCppMpa yhh
−=  (62) 
7. Finalmente se obtiene la estimación de x(n): 
)(),()( papnCnx oe =  (63) 
 
3. Resultados de comparación 
El propósito final de este trabajo es evaluar y clasificar la capacidad de restauración de señales de cada uno de los cuatro 
métodos, para ello se seleccionó una medida de distorsión la cual es el Error Cuadrático Medio (MSE) y el tiempo de 
procesamiento bajo varias condiciones de Señal a Ruido (SNR). En los mejores casos se pretende un error cuadrático 
medio mínimo (que tiende a cero) y una sensibilidad casi nula al ruido por parte de los algoritmos, esto es complicado 
sobre todo cuando no se conocen las fuentes de ruido o peor aún, cuando no son controlables. La plataforma de 
simulación utilizada es MATLAB 5.1. Se diseño un filtro IIR-Butterworth pasa bajas (FPB) de cuarto orden y con 
frecuencia de corte normalizada de 0.2, se sabe que en instrumentación la mayoría de los sistemas tienen una respuesta 
al impulso similar a la de los filtros pasa bajas, por ello se hace la selección de un FPB para simular la respuesta al 
impulso de un sistema. )(nh
Ch(n,p) Mhh
-1 Co(n,p)
y(n) (n)xe
(n,p)*h(m)C(n,p)C oh = (n,p)C(n,p)CM hThhh =
 
Fig.5. Esquema para deconvolución resistente al ruido. 
 
Es importante observar que cuando las relaciones señal a ruido son relativamente altas el porcentaje del error 
cuadrático medio (%MSE) es mínimo con respecto de cada una de las señales, esto también depende del tipo de señal 
(qué tan rica es en componentes frecuenciales) pues es muy importante obtener una buena aproximación de la señal 
original (deseada), entre más componentes frecuenciales contenga la señal será más difícil obtener una buena estimación 
o aproximación y por lo tanto el %MSE no será tan pequeño (ver figura 6). Se puede decir que la parte más importante 
es cuando se presentan relaciones SNR intermedias (entre 30 dB y 15 dB) de la señal de observación, pues ésta está 
contaminada por un ruido considerable el cual se podría presentar con mayor frecuencia en instrumentación. Cuando la 
SNR es muy baja se dispara drásticamente el %MSE mostrando que la estimación es una pobre aproximación a 
. En las Figuras 6, 7 y 8 se ilustra con mayor claridad la relación entre %MSE y SNR. Es evidente lo que ya se 
comentó anteriormente acerca del incremento del %MSE a bajas SNR, en el caso de la Figura 6 se muestra la suma de 
senoides, en donde para el cuarto método se tomaron 256 muestras de  y 56 parámetros ortogonales, bajo esta 
condición se obtuvieron los mejores resultados según el %MSE. En los demás métodos se utilizaron 3000 muestras de la 
 ˆ(n)x
 x(n)
 y(n)
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señal de observación . Para el caso del algoritmo propuesto por Jansson (método 3) se planteó una función de 
relajación óptima, de tal modo que ésta ofrece los mejores resultados. 
 y(n)
En la Figura 6 se comparan gráficamente los resultados obtenidos por los cuatro métodos para la suma de senoides. 
Es evidente que a SNR relativamente altas y cuando la señal de observación no es muy rica en componentes 
frecuenciales, el %MSE tiende a cero. Sin embargo, se notan diferencias entre los cuatro métodos: se observa que el 
método 4 brinda los mejores resultados, de manera un tanto contrastante se observa que el método 2 es un poco 
inconsistente, sin embargo como ya se sabe, es un método donde se realiza la separación de señales (deconvolución 
ciega) y a diferencia de los otros tres métodos no es tan necesario el conocimiento a priori de la respuesta al impulso del 
sistema, sin embargo sí es necesario incorporar algunos características del mismo. De igual forma si se observan 
gráficamente los resultados obtenidos por los cuatro métodos cuando se trata de la restauración de una onda cuadrada 
(ver Figura 7) se obtiene una representación o comportamiento similar al presentado en la Figura 6, la excepción aquí es 
que el %MSE no se logra minimizar tanto, ya que este tipo de señales son ricas en componentes frecuenciales y por lo 
tanto no se alcanza la recuperación de todas las frecuencias originales. 
Asimismo, se observan ciertas variaciones para el caso del método 2, cabe hacer notar que se utilizan diversas 
funciones de relajación para los diferentes tipos de señales en el procesado con el método 3. Por ejemplo, en este caso la 
función de relajación es diferente a la utilizada para la suma de senoides. De igual modo para el método 4 se propone el 
uso de 68 parámetros ortogonales y 256 muestras de la señal de observación. En la figura 8 se observan los resultados 
obtenidos cuando se restaura una señal diente de sierra, se sabe que este tipo de señales también son ricas en 
componentes frecuenciales, sin embargo, es evidente que la restauración para este tipo de señales puede alcanzar un 
%MSE aceptable y la estimación es una buena aproximación a . Para la obtención de los resultados 
presentados en la Figura 8 nuevamente se incorpora una nueva función de relajación (para el método 3) y se corrige el 
número de parámetros utilizados por el método 4 a una cantidad de 64 parámetros, manteniendo las 256 muestras de 
observación dentro del mismo método. 
 ˆ(n)x )(nx
 
Las ecuaciones empleadas para obtener tanto el MSE como la SNR son las siguientes : 
 
[ ]∑
=
−=
N
i
ixix
N
MSE
1
2)()(ˆ
1
 (64) 
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=
2
1
2
10
)(1
log10 σ
N
i
iy
N
SNR , 
6
Vpp=σ  (65) 
 
en donde Vpp es la amplitud pico a pico del ruido con distribución Gaussiana y media cero. 
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Fig. 6. Gráfica del %MSE contra la SNR para el caso de la señal representada por una suma de senoides. 
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Fig. 7. Gráfica del %MSE contra la SNR para el caso de la señal representada por una onda cuadrada. 
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Fig. 8. Gráfica del %MSE contra la SNR para el caso de la señal representada por un diente de sierra. 
3.1 Comparación en términos de tiempo 
En la Tabla 1 se muestran los tiempos de procesamiento requeridos por el CPU para cada uno de los cuatro métodos. 
Estos tiempos pueden variar dependiendo del tipo de procesador utilizado (se utilizó un pentium II). Sin embargo, el 
porcentaje de variación de los tiempos de procesamiento debe de mantenerse. 
 
Tabla 1 Tiempos de simulación para los cuatro métodos. 
Método 1 Método 2 Método 3 Método 4
Señal SNR dB (N=3000) (N=3000) (N=3000) (N=256)
SS 30 20,024 24,33 16,53 0,05999
SS 20 20,274 23,95 15,16 0,06
SS 15 19,723 22,98 15,12 0,06
OC 30 19,389 24,5 15,13 0,06
OC 20 19,5 23,73 14,98 0,06
OC 15 19,56 23,62 15,05 0,05999
DS 30 19,94 23,83 15,1 0,05999
DS 20 19,58 22,97 15,16 0,06
DS 15 19,6 23,46 14,79 0,06
Tiempos obtenidos (en seg) durante la simulación en MATLAB
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Puesto que el método 1 es recursivo (método implementable en tiempo real), el tiempo promedio de procesamiento  es 
6.577 mseg. por muestra, siendo este método el más rápido. Para el método 4 la variación del tiempo de procesamiento 
para una buena restauración depende tanto del número de muestras a procesar como del número de coeficientes 
utilizados. 
 
3.2. Resultados obtenidos variando los valores de p y N en el cuarto método. 
En las Tablas 2, 3 y 4 se presentan las variaciónes del %MSE en función de la SNR, en donde se varía el número de 
parámetros ortogonales (p) para el caso específico del cuarto método. Tomando en cuenta dos valores pequeños de p, se 
tiene , y para tres valores grandes de p,  se tiene128=N 256=N . 
 
Tabla 2 Comparación de la SNR y el porcentaje del MSE cuando se restaura una suma de senoides,  
utilizando diferentes valores de p y con diferente N. 
p = 92 p = 68 p = 46 p = 23 p = 28
N = 256 N = 256 N = 256 N = 128 N = 128
SNR dB % MSE % MSE % MSE % MSE % MSE
77,4088 0,45 0,97 5,94 8,06 3,06
57,4088 0,46 0,97 5,93 8,06 3,06
37,4088 1,81 1,02 5,94 8,15 3,07
31,3882 2,37 1,25 6,08 8,22 3,25
27,8664 8,83 1,6 6,17 8,11 3,23
25,3676 11,09 2,02 6,21 8,29 3,67
23,4294 23,49 2,96 6,35 8,26 3,93
17,4088 98,09 8,82 7,81 9,57 5,17
13,887 231,54 18 12,29 12,93 12,93
11,3882 335,03 20,77 15,38 15,73 9,68
9,45 336,49 28,53 16,37 23,83 12,24
7,8664 808,85 58,99 22,13 22,91 35,49
5,3676 1143,9 117,01 32,06 35,63 37,86
Para p parámetros ortogonales diferentes
Señal representada por una suma de senoides (Método 4)
 
Se observa que el %MSE tiende a ser independiente de la SNR para SNR ≥ 30 dB, asimismo, para N fija y SNR ≥ 
30 dB, el %MSE es menor para los valores de p mayores. Sin embargo para los valores menores de p se tiene una buena 
aproximación en la restauración es decir que el %MSE es aceptable, es importante lo anterior pues sabemos que si se 
reduce el número de parámetros, se reduce el tiempo de procesamiento pues se tienen menos parámetros y el tamaño de 
la señal de observación también se reduce. En las figuras 9 a la 11, se comparan las señales restauradas por cada uno de 
los cuatro métodos, y para tres valores de SNR (30 dB, 20 dB y 15 dB), en particular se seleccionaron estos tres valores 
diferentes de SNR pues se encuentran dentro de un rango crítico en el cual los métodos empiezan a diferir y asimismo, 
son relaciones que realmente se encuentran en la práctica. Obsérvese que para una 15SNR =  dB, las señales restauradas 
tienden a diferir significativamente de la señal deseada, notándose que el cuarto método proporciona los mejores 
resultados. 
4. Conclusiones 
Bajo el análisis del %MSE contra el SNR y mediante una tabla comparativa de tiempos, se concluye que el método más 
rápido es el de deconvolución en línea (método 1), pero el mejor método, hablando cuantitativa y cualitativamente, es 
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sin duda el método propuesto basado en identificación de sistemas (método 4). En lo que se refiere a trabajo futuro, se 
pretende modificar el algoritmo propuesto a una versión bidimensional, para el caso de restauración de imágenes reales 
con aplicabilidad en problemas específicos de astronomía, y posteriormente su implantación en una tarjeta DSP. 
 
Tabla 3 Comparación de la SNR y el porcentaje del MSE cuando se restaura una señal cuadrada, utilizando diferentes valores de p y 
con diferente N. 
Señal representada por una señal cuadrada (Método 4)
p = 92 p = 56 p = 46 p = 23 p = 34
N = 256 N = 256 N = 256 N = 128 N = 128
SNR dB % MSE % MSE % MSE % MSE % MSE
81,842 40,94 89,6 85,9 96,6 67,25
61,842 40,91 89,6 85,9 96,6 67,26
41,842 41,97 89,6 85,91 96,64 67,15
35,8214 43,02 89,89 85,95 96,96 67,47
32,2995 49,42 89,9 85,95 96,69 68,18
29,8008 57,77 90,07 86,13 97,04 67,78
27,8626 58,21 90,26 86,25 97,13 70,82
21,842 134,41 94,97 88,13 97,31 74
18,3201 174,58 95,09 88,48 103,76 75,86
15,8214 344,94 104,46 94,04 106,68 92,84
13,8832 792,97 108,32 95,45 113,37 92,37
12,2995 820,34 123,79 102,75 115,29 117,37
9,8008 1258,06 133,08 109,26 134,81 172,03
Para p parámetros ortogonales diferentes
 
Tabla 4 Comparación de la SNR y el porcentaje del MSE cuando se restaura una señal diente de sierra, utilizando diferentes valores 
de p y con diferente N. 
Para p parámetros ortogonales diferentes
Señal representada por una señal diente de sierra (Método 4)
p = 92 p = 56 p = 46 p = 23 p = 32
N = 256 N = 256 N = 256 N = 128 N = 128
SNR dB MSE (92) MSE (56) MSE (46) MSE (23) MSE (32)
80,1983 22,2 39,69 53,51 52,85 33,42
60,1983 22,21 39,69 53,51 52,85 33,42
40,1983 23,3 39,72 53,52 52,88 33,44
34,1777 24,85 39,88 53,56 52,92 33,59
30,6559 29,97 40,05 53,74 53,02 33,73
28,1571 33,79 40,13 53,83 53,28 34,37
26,2189 44,97 40,65 53,89 53,54 34,51
20,1983 118,38 42,92 55,59 54,43 37,09
16,6765 179,99 47,67 57,07 60,08 41,95
14,1777 397,01 61,55 58,91 57,73 56,27
12,2395 389,54 55,17 64,57 58,33 59,41
10,6559 710,24 72,84 69,81 75,13 63,57
8,1571 1948,12 83,61 75,63 83,72 112,95
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a ) 
Original
b ) 
 
c ) 
 
 
 
 
 
 
 
 
Fig. 9. Restauración obtenida por los cuatro métodos cuando a) la 30SNR = dB, b) la 20SNR = dB y  c) l
suma de senoides. 
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a ) 
Original
b ) 
c ) 
 
 
 Fig. 10. Restauración obtenida por los cuatro métodos cuando a) la 30SNR = dB, b) la 20SNR = dB
una señal cuadrada. 
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Fig. 11. Restauración obtenida por los cuatro métodos cuando a) la 
Original
a ) 
b ) 
 c )
 
30SNR = dB, b) la 20SNR = dB y 
un diente de sierra. 
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