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ABSTRACT OF THE PHD THESIS
V arious m ethods are investigated for selecting training data for the purpose o f  training 
neural netw orks. A  n ew  m ethod called M IQ R  (M axim um  Inter-Q uartile R ange) is 
proposed  for effectively  selecting  a con cise  set o f  training data. In addition, the e n se m b le  
con cep t is introduced in this n ew  m ethod. D ata selection  is not unduly influenced by 
“o u t l i e r s ”, rather, it is principally dependent upon the “m a in s t r e a m ” output o f  the 
ensem ble netw orks. E ncom passed  in the n ew  m ethod is a very sim ple ancient C hinese 
philosophical idea, i .e . “the m in o r i ty  o b e y s  th e  m a jo r i ty ” . T h ese techniques are 
nonparam etric in the sense that several different neural netw orks com prise an ensem ble or 
com m ittee and co-operatively  w ork  together w ith  each other to  achieve a com m on goal. 
B eca u se  th ese  are different neural netw orks (hybrid m odel), they can be com plem entary in 
the entire learning system , and therefore effectively  enhance the entire learning system ’s 
efficiency and accuracy. For learning, the neural netw orks attem pt to  actively  select the 
m ost inform ative and important training data.
The m ethods described in this thesis pleasingly satisfy this need, and com pare favourably  
w ith contending m ethods. M any experim ents have been done to  corroborate theoretical 
and empirical conjectures. The results are quite pleasing in that this n ew  m ethod is not 
only as “active learning” m uch better than “passive learning” both in data selection  and in 
generalisation perform ance, but also outperform s other existing contending active learning 
m ethods. In particular, the results are very satisfying and interesting w h en  the m ethod is  
applied to  d iscontinuous functions. A lthough th e experim ents are conducted  w ith clean  
data selection , it should be easy to  extend them  to  noisy data selection  since the m ethod  
d eveloped  is validated using unlabelled data. The algorithm developed  for these m ethods 
has been  rigorously tested , and proves to  be highly autonom ous and robust. The m ethods  
develop ed  here are not restricted to  use on neural netw orks. M ore generally, they can be  
applied to  other scientific research and econ om ic fields, even educational and socio log ica l 
behaviour.
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Glossary and Definitions
1 . Cycle: one pass through a training set for an individual netw ork is called a cycle. The  
training o f  a netw ork on a fixed training set to  a given  threshold w ill in general require 
many cycles.
2. Feature space-, it is  also referred as to  vector space. For a particular problem  dom ain, 
feature space is usually com p osed  o f  m ulti-dim ensional vectors. For exam ple, in neural 
netw ork ensem ble, the feature space is com posed  o f  netw orks o f  the ensem ble in the  
function space.
3. Early-stopping criterion : A  technique w hich is used to decide w hen to  stop training in 
order to  avoid  a netw ork ’s “over-training” .
4. Exemplar. A ccording to  the custom  o f  the neural netw ork com m unity, a data point 
selected  by using active learning is referred to as an exem plars.
5. Generalisation: the ability o f  a neural netw ork to  correctly classify n ew  patterns. It 
usually is m easured by the root mean squared error betw een  the output o f  the netw ork  
and target output.
6 . Iteration : the p rocess o f  training an entire ensem ble o f  netw orks before selecting a 
n ew  exem plar is called an iteration.
7. Labelled data and unlabelled data: In the m appings o f  X  Y  (here X  and Y  can be 
any dim ensional space), i f  X  is know n, then Y  is also determ ined by Y =  /  (X ). Such  
data is referred to  as labelled data; O therw ise, no k n ow led ge is required o f  the target 
function to  be approxim ated, it is referred to  as unlabelled data.
v
8 . N etw ork  com plex ity : the degree o f  com plexity o f  the netw ork architecture is normally 
the number o f  hidden units.
9. N etw ork  learn ing  efficiency, defined as the ratio o f  the number o f  data points 
resam pled to  the number o f  w eigh ts o f  the netw ork, using a m ethod for selecting  
exam ples;
10. Nonparam etric'. parametric statistical procedures are dependent upon rigid 
assum ptions, for exam ple, that sam ples have been drawn from  norm ally distributed  
populations w ith  equal variance, or tests based on Student’s t distribution. In contrast, 
nonparam etric procedures are not concerned w ith population param eters or sam ple 
distributions, being valid under very general assum ptions.
11. O ver-fit: A  netw ork that is not sufficiently com plex can fail to  detect fully the signal in 
a com plicated data set, leading to  under-fit. A  netw ork that is to o  com plex m ay fit the  
n oise, n o t ju st the signal, leading to  over-fit. O ver-fit is especially  dangerous b ecau se it 
can easily  lead to  predictions that are far beyond the range o f  the training data w ith  
many o f  the com m on types o f  neural netw orks. O ver-fit can also produce w ild  
predictions in multilayer perceptrons even w ith noise-free data.
12. R an dom  sa m p le : data is selected  in such a w ay that all points have an equal 
probability o f  being chosen.
13. R esam pling: the process o f  selecting a training data set (no matter w hether using an 
active or passive learning m ethod) is called resampling.
14. R esam plin g  efficiency  is defined as the ratio o f  the number o f  data points resam pled  
to  the total training iterations, and is a m easure o f  the training procedure’s efficiency.
vi
Chapter 1
Introduction
1.1 Aim and Significance
N eural netw ork learning procedures are popular and effective techniques for fitting a 
nonlinear m odel to  an unknow n m apping (i.e. a black b ox) by learning from  a set o f  
“training exam ples” . Such training exam ples, how ever, often  contain redundant, useless, 
or contam inated information; in particular, in som e circum stances, it is even  difficult or 
dangerous to  obtain them. N etw ork  learning may result in the fo llow in g  cases: firstly, it 
m ay result in nonconvergence; secondly, it may consum e unnecessary resource  
inform ation or training costs; thirdly, it may result in a w rong or m isleading output; 
finally, it m ay be im possible for the neural netw ork to  continue learning because o f  being  
unable to  obtain necessary training exam ples. This dissertation includes novel techniques  
for selecting  training exam ples from  a given  input space. The techniques d eveloped  
provide an effective  m eans such that the neural netw ork actively se lects its ow n  required 
training exam ples, rather than passively accepting training exam ples. It is found that 
som e particular data points play an important role in the netw ork learning, being the 
m ost useful inform ation. H o w  to  search for such data points is the key issue to  im prove  
netw ork learning’s efficiency and accuracy. An extra benefit o f  active learning is to  
m inim ise training exam ples, consequently reducing the training cost.
In this dissertation, another contribution concerns the ensem ble concept. Our study  
indicates that using netw ork ensem bles can g ive enhanced or im proved netw ork learning 
accuracy and reliability, and a better generalisation perform ance w ith active learning. 
There are a number o f  practical advantages to  either d ecom posing a task into subtasks or 
com bining several different solutions to the sam e task. This philosophical idea o f  the
l
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ensem ble is particularly significant in soc io log ica l and educational behaviour. An 
individual force or intelligence is w eak, and his idea is often  incom plete or inaccurate. On 
the other hand, a group or co llective  force is pow erful and they can correct or rectify  
each other’s individual disadvantages or inaccuracies. In education, for exam ple, my 
supervisory team  con sists o f  D r Bill Sam son, D r D avid  E llison and D r L ou is N atanson , 
each having his expertise and advantages. T hey w ork  together and gu id e m e to  achieve  
m y PhD  D egree. In general individuals can share responsibility and w ork  co-operatively  
in order to  achieve their com m on goals.
M ore importantly, w e  integrate our data selection  technique w ith ensem ble m ethods so  
that data selection  is dependent upon mainstream instead o f  outliers, reflecting an 
important law: m inority obeys majority. This law  is also a general law, standing for all 
principles o f  mankind and nature. For exam ple, presidency, enterprise decision  making, 
and life survival.
It has been show n that neural netw ork learning procedures are inherently statistical 
techniques. In particular, they are a special case o f  nonlinear nonparam etric regression  
[106 ], using least-squares as the optim isation criterion. This dissertation em ploys and 
extends statistical m odels o f  learning. The developm ent is fo llow ed  through w ith  
empirical im plem entation and testing. The resulting m ethods are intuitively p leasing and 
straightforward to  com pute. Practical im plem entation issues are addressed in detail, and 
the techniques are dem onstrated on exam ple learning tasks. Therefore, this dissertation  
should be o f  interest to  the practitioner interested in applying these m ethods.
In neural netw ork research, active learning and ensem ble are tw o  distinct m ethods. In 
our study, an ingenious com bination o f  both active learning and ensem ble m ethods  
provides an effective  m eans o f  neural netw ork learning. This result is not only applicable 
to  neural netw ork learning, but also applicable to  statistics and m ore im portantly, from  
the standpoint o f  philosophy, applicable to  educational and socio log ica l study.
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1.2 Motivation
Traditionally, m ost approaches to  neural netw ork learning sim ply present the netw ork  
w ith all o f  the training exam ples or randomly selected  exam ples. In practice, this can be 
very costly  for large training sets because training sets m ay include many redundant 
exam ples. B esid es, many random ly selected  exam ples may contain u se less inform ation, 
causing the netw ork to  fail to  con verge to  an acceptable generalisation error. 
Furtherm ore it m ay even be infeasible to  obtain som e training exam ples due to  reasons 
such as dangerous or uncertain environm ents. Thus, the neural netw ork itse lf  actively  
selecting/searching for the m ost useful information or m inim ising a set o f  training 
exam ples can be very significant and beneficial in certain environm ents.
This active behaviour in the neural netw ork research field is referred to  as active  
learning, active data selection , query-based learning, or active sam pling technique. 
A ccord ing  to  the custom  o f  the neural netw ork com m unity, w e  refer to  exam ples 
selected  in this w ay  as “exem plars” . Our goal is to  m inim ise the number o f  exem plars 
and at the sam e tim e not to  harm generalisation perform ance. G eneralisation is the ability 
o f  neural netw orks to  correctly classify n ew  patterns. W e will use the term “exem plar  
selection ” to  refer to  all techniques for selecting exem plars. The m ethods w e  develop  for 
selecting  training exam ples from  a given  data set are know n as “active” selection  o f  
training exam ples. Rather than passively accepting exam ples produced by som e unknow n  
data generating process, active selection  can be used to  judiciously  or intentionally select 
the exem plars w hich the netw ork requires m ost. T herefore, the netw ork is able to  
actively  take part in its ow n  training. A s a result it considerably im proves the netw ork ’s 
learning efficiency.
I f  this active data selection  technique proves to  be generally feasible, several benefits are 
im m ediately apparent for a w id e  range o f  applications. First, i f  a set o f  candidate  
exam ples is to o  large to contain in w orking m em ory, the m ethod provides a useful 
solution for selecting a small, ye t still sufficiently inform ative training set. Second, the 
d evelopm ent o f  these techniques d oes not depend upon the type o f  estim ators (neural 
netw ork  in this case); thus they may b e used by any statistical estim ator. Third, the
3
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m ethod could  b e used in data-driven learning techniques w here the m odel com plexity  is 
directly related to  the number o f  exem plars, for exam ple, the com plexity  o f  the basis 
functions are proportional to  the number o f  exem plars [85], w hich are ch osen  randomly  
from  the set o f  candidates. Fourth, this w ay o f  ch oosin g  the exem plars could  m ake such  
algorithm s m ore efficient by locating som e particular data points, from  w hich geo lo g ists  
m ay gain enlightenm ent. In geo log ica l exploration, for exam ple, in oil fields, it is very  
exp en sive to  determ ine drilling sites. Finally, query “by com m ittee” provides an effective  
m eans o f  im proving generalisation performance.
In general, the aim o f  active learning is to  m axim ise information gain and m inimise 
generalisation error[97]. P lutow ski confirm ed that m axim ising the inform ation gain has 
the side benefit o f  m aking training m ore reliable and efficient [88]. B eca u se  o f  the 
minimal training set, the overall co st o f  training w ill be reduced, and generalisation can 
b e im proved over using all o f  the available exam ples as w ell. P lutow ski also points out 
that the run-tim e com plexity  o f  learning algorithm s depends upon the number o f  
exam ples used in training. This is especially evident in iterative learning algorithm s that 
p rocess each exam ple a large number o f  tim es over the course o f  training. Empirical 
experience clearly indicates that the accuracy and reliability o f  netw ork training depends 
greatly upon the am ount o f  data available for training. In practice, w e  have seen  
applications w ith huge data sets, in w hich the am ount o f  processing tim e required for 
learning is driven by the am ount o f  tim e necessary for the learning algorithm  to  iterate 
through the data set. Formal considerations provide considerable justification  for this 
em pirical experience. M uch w ork has been done exam ining generalisation ability as a 
function o f  the number o f  training exam ples, in a variety o f  sources
[7] [8 ][6 9 ] [4 6 ][4 8 ] [63]. M ost o f  these results indicate that for exam ples passively  
sam pled according to  th e environm ental distribution, the number o f  exam ples sufficient 
for proper training g ro w s w ith  the com plexity o f  the netw ork m odel. M easures o f  
netw ork com plexity  include the number o f  learnable parameters (“w eigh ts”), nodes, or 
layers, or other sm oothness conditions on the netw ork function, or the number o f  bits o f  
precision to  fit the netw ork. A  com m on result is that the number o f  exam ples sufficient 
to  ensure a small generalisation error o f  e  grow s at least as fast as the number o f  w eights, 
P  [88].
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P lu tow sk i provides a concrete justification, w here it is dem onstrated that for a particular 
com m on neural netw ork architecture, w ith reasonable ch o ices o f  e, the sufficient number 
o f  exam ples is approxim ately 0 (  A 4 p In A ), w here A is a bound on the maxim um  
absolute m agnitude o f  the w eights. This g ives a typical exam ple o f  h ow  the number o f  
exam ples “sufficient” to  obtain a desired level o f  generalisation depends upon the number 
o f  netw ork w eights, namely, netw ork com plexity. In his experim ent, he em ploys a tw o  
hidden-layer netw ork architecture to approach m ore com plicated m appings. H e also  
illustrated the rate at w hich  the data requirement grow s as netw ork com plexity increases. 
In addition, it has been show n that the benefit o f  adding a random ly selected  exam ple to  
th e training set decreases exponentially as the size o f  the training set in creases[88].
A n attem pt is m ade to  counteract this dilem m a by jud icious selection  o f  exem plars by  
exp lo iting  k n ow led ge gained by learning on previously selected  exam ples based on a set 
o f  com bining netw orks w ith a sim ple architecture. In practice, the better the 
generalisation perform ance needed, the m ore strict the training threshold m ust be. On the  
other hand, a m ore strict training threshold m eans m ore com plex neural netw orks. This 
w ork  sh ow s that by using ensem ble netw orks, netw ork com plexity can be considerably  
reduced. W e can im plem ent any m appings by only one hidden-layer netw ork architecture  
w ith  a sm aller number o f  hidden units than in previous w ork such as K rogh [59].
There are tw o  principal m ethods in active learning, one is M axim um  Error and another is 
M axim um  Variance. T he form er is represented by P lu tow sk i’s A IS B [88] and Su n g’s 
E IS D  [99 ] and the latter by RayChaudhuri [89] and K rogh [59]. T he w eak est deficiency  
o f  the M axim um  Error m ethod is that it can only be applied to  m odel reasonably sm ooth  
functions because its algorithm requires the com putation o f  an inverse H essian matrix 
consisting  o f  at least first derivatives o f  the target function to  be mapped. B esid es, 
M axim um  Error lacks a clear stopping criterion because its algorithm  only validates 
determ inistic or labelled data. The M axim um  V ariance m ethod m akes u se  o f  the 
ensem ble m ethod to  overcom e the above deficiencies. H ow ever, in practice, it is found  
that M axim um  Variance is frequently affected by local minima and quits training to o  
early or fails to  obtain a desired training level. Theoretically, exem plar selection  by the
5
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M axim um  V ariance m ethod is essentially based on the assum ption that values used in the 
com putation o f  variance should be normally-distributed. The frequent presence o f  
outliers in netw ork  outputs indicates that this is not the case. A s a result, w hen using the  
M axim um  V ariance criterion, the training may be trapped in a “dead valley” because  
w hen approaching a particular problem , for exam ple, a d iscontinuous function  
approxim ation, the learning procedure repeatedly locates the sam e data point and w astes  
a large number o f  u se less  iterations because o f  the disproportionate influence o f  outliers  
on the variance. Therefore, proposing a n ew  effective m ethod for active learning is 
essential.
1.3 Overview
This section  provides an overview  o f  the remainder o f  this dissertation.
In the neural netw ork com m unity, “active learning” en com passes tw o  distinct techniques  
for ch oosin g  training exam ples given  information derived from a netw ork partially 
trained on a set o f  previously acquired exam ples. O ne is “active sam pling” (searching for 
n ew  data to  be added to  the set o f  available exam ples) and another is “active 
selection”(sifting or filtering particular data from  an existing set o f  available exam ples). 
In Chapter 2 previous research results on both approaches is review ed.
In Chapter 3 is a b rief introduction to  neural netw orks to  illustrate neural netw ork  
architecture, operation, and training and learning, w hich are necessary to  understand the  
remainder o f  this dissertation.
E nsem ble con cep ts are presented in Chapter 4. A  theoretical justification is g iven  that 
ensem ble netw orks im prove generalisation perform ance and the average ensem ble mean 
square error is equal to  1 / N  o f  an individual one assum ing the m em bers o f  ensem ble  
netw orks are m utually independent w ith  zero mean. In addition, the trad e-o ff o f  bias and 
variance o f  neural netw orks is d iscussed in m ore detail. A lso  a number o f  m ethods for 
creation and com bination o f  an ensem ble netw ork are presented. In the last section  o f  
this chapter, cross-validation and bootstrapping are discussed , since they are the m ost 
com m only u sed  techniques for resam pling data sets and creation o f  netw ork ensem bles.
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In Chapter 5 an algorithm  is presented for reducing generalisation error in the  
approxim ation o f  a function using a neural netw ork ensem ble. It is confirm ed that in 
order to  have im proved generalisation, each m em ber o f  an ensem ble netw ork and 
training exam ples m ust be as diverse as possib le. Chapter 5 culm inates in a 
dem onstration o f  active data selection  using the M axim um  V ariance criterion, w here w e  
refer it to  as “discrepancy” . T he discrepancy is defined as the variance o f  the output o f  
ensem ble m em bers averaged over unlabelled data, so it quantifies the disagreem ent 
am ong the netw orks.
In Chapter 6 , a new  m ethod for actively selecting exam ples is form ally d evelop ed  using  
ensem ble netw orks. The m ethod for creation o f  ensem ble netw orks is to  use  
bootstrapping, initial random w eigh ts and averaging the outputs o f  ensem ble netw orks. 
T he procedure starts by selecting  a small data set ch osen  randomly, and trains the  
ensem ble netw ork m odels w ith random subsam ples o f  this data set, then the different 
ou tcom es o f  the ensem ble m odels are com puted. W e propose a n ew  criterion for  
selecting  training exam ples - selecting  the next data point corresponding to  th e  largest 
inter-quartile range betw een  the upper quartile and low er quartile. Intuitively, sampling  
techniques seek  training exam ples w hich are “representative”, in som e sense, o f  the  
space o f  all possib le training exam ples. Since a set o f  ensem ble netw orks is  used  to  
approach the sam e learning task, clearly, outputs o f  the mem bers o f  the ensem ble are not 
identical. T he ones furthest aw ay from  the “majority” m ay be “unrepresentative” or 
“outliers” and should be pruned so as to  ensure a general trend to  the desired target 
output. A fter pruning the “outliers” o f  the ensem ble netw orks, w e  com pute the inter­
quartile range o f  quartiles. T he points w hich have large inter-quartile range are the 
“exem plars” w here m ore inform ation is required for learning. In this w ay, the ensem ble  
netw ork m od els allow  us to  estim ate the change in inter-quartile range for each  
candidate exam ple. W e sim ply pick the exam ple that has the largest inter-quartile range. 
W e then fit ensem ble m odels to  the n ew  sets o f  exem plars, and repeat until w e  achieve  
an acceptable error level.
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R eview in g  previous active learning m ethods, such as M axim um  Error and M axim um  
Variance, it is found that M axim um  Error not only is com putationally com plicated and 
exp en sive, but also requires the assum ption that the function to  be approached is 
reasonably sm ooth  b ecause th ese  M axim um  Error m ethods have to  com pute the  
inversion o f  a huge H essian  matrix such as P lu tow sk i’s A IS B  and Sung et.a l’s E IS D  
(exp ected  integrated squared difference). It is unable to approach a sharp discontinuous  
function such as the square w ave, because w e  cannot com pute the H essian  matrix. In 
addition, M axim um  Error only u ses a single netw ork, therefore it cannot m ake u se o f  
advantages o f  ensem ble netw orks. Furthermore, M axim um  Error only approaches 
labelled data. A nother contending m ethod is M axim um  Variance, w hich is v e iy  
popularly used in ensem ble netw ork learning. H ow ever, in practice, it is found that the 
M axim um  Variance m ethod frequently traps into a local minimum and quits training to o  
early or training cannot g o  forward. In addition, w hen  approaching a sharp discontinuous  
function it will considerably reduce the resam pling efficiency and the learning efficiency.
T he approaches d eveloped  here are directly derived from nonparametric statistics, and 
highly differentiated from  previous w orks. In the neural netw ork com m unity, m ost 
solutions o f  objective criteria for active learning u se  M axim um  V ariance or M axim um  
Error, or variations on them. Ideally, values used in the com putation o f  variance should  
be norm ally-distributed. T he frequent presence o f  outliers in netw ork outputs indicates 
that this is not the case. A s a result, w hen using the M axim um  V ariance criterion, the  
training m ay be trapped in a “dead valley” b ecau se w hen approaching a particular 
problem , for exam ple, a discontinuous function approxim ation, the learning procedure  
repeatedly locates the sam e data point because o f  the disproportionate influence o f  
outliers on the variance. T he m ethod developed  in this dissertation effectively  avoids this 
problem , and is m ore efficient than the M axim um  V ariance criterion. It can be applied 
for any regression. A  detailed dem onstration w ill be presented in Chapter 7, in w hich w e  
w ill sh ow  h o w  the M axim um  Inter-Quartile R ange (M IQ R ) criterion avoids the “dead  
valley” problem  w hile M axim um  Variance w astes training.
M axim um  Error criteria are derived from IM SE  (Integrated M ean Squared Error) [88], 
M uch previous w ork  in active learning addresses a special case o f  the IM SE  criterion
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that arises by m aking the strong assum ption that functions to  b e m odelled should be  
reasonably sm ooth. In this case, exem plars are selected  to m inim ise m odel bias. B esid es, 
m ethods derived from  this criterion often require determ inistic target inform ation or 
labelled data. A lthough this approxim ation is valid asym ptotically as the am ount o f  
training data grow s large, it can be quite poor for functions w hich  are not reasonably  
sm ooth. In Chapter 7 it w ill be dem onstrated that our m ethod w ork s w ell even w hen it 
approaches the square w ave, a typical d iscontinuous or not reasonably sm ooth  function. 
In addition, w e  present the results o f  benchm ark studies w ith  the M axim um  Inter- 
Quartile R ange technique developed  in Chapter 6 . W e intentionally introduce tw o  
distinct functions: on e is a continuous function, co s(x ), and the another is a 
discontinuous function, the square w ave. Experim ental results using active learning and 
p assive  learning are d iscussed in detail. The experim ents confirm  the advantages o f  the  
n ew  m ethod d eveloped  for training data selection  over traditional passive learning. 
Intuitively, training is m ore difficult for a d iscontinuous function than for a continuous  
function. Thus the training set and netw ork com plexity for approxim ating a 
discontinuous function are bigger than th ose for approxim ating a continuous function. It 
has been  found that the resource dem ands o f  approaching a d iscontinuous function are 
significantly m ore than th ose  for a continuous function, no matter w hether active  
learning or passive learning is used. It is also found that som e data points are particularly 
usefu l and the order o f  exem plar selection  is very interesting w hen  approxim ating a 
discontinuous function. S ince our m ethod has successful application for both continuous  
functions and discontinuous functions, it contributes a significant advance for a w id e  
class o f  learning tasks w hich cannot be tackled by other existing m ethods.
In Chapter 8 m ore details o f  the sensitivity analysis o f  neural netw ork ensem ble learning 
are presented. It is concluded  that grow ing the ensem ble o f  netw orks can im prove data 
selection , generalisation perform ance, netw ork learning efficiency and resam pling  
efficiency. H ow ever, this im provem ent is restricted by linearly independent netw orks o f  
th e ensem ble. The experim ental results sh o w  that the ensem ble consisting o f  15 netw orks  
is sufficient to  approach any function with a g o o d  generalisation. This fact is consistent 
w ith  theoretical resu lt[45][ 17]. It is also indicated that grow in g the ensem ble o f  
netw orks d oes not influence the netw ork com plexity.
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Finally, in Chapter 9  conclusions and future w ork  are presented. T he p ow er o f  the new  
m ethod (M IQ R ) lies in com bining the neural netw ork ensem ble and nonparam etric 
statistical techniques (inter-quartile range) to  im plem ent “the m inority ob eys the  
majority” philosophy. M IQ R ’s principle and essen ce is to em body “fairness” by 
increasing the size  o f  the ensem ble, reflecting the m ajority’s desire w ithout considering  
the m inority (outliers). The new  m ethod’s contribution and im portance is that it not only  
plays a role in active learning, but also it outperform s current contending m ethods 
(M axim um  V ariance and M axim um  Error), perhaps becom ing the m ost effective  active  
learning technique. In particular, the ideas behind M IQ R  can be applied to  other 
scientific research, educational m eth od ology  and societal behaviours.
Future w ork  should consider several respects. First the environm ental distribution o f  
different data points should be investigated. Second, w hat i f  several exam ples could  be  
resam pled sim ultaneously at a tim e instead o f  only one? Third, n ow  that M IQ R ’s pow er  
lies in “the m inority obeys the majority” philosophy, thus the variation o f  the ratio o f  the 
m inority (outliers) to  the majority (inter-quartile range) m ust influence w ith  the results o f  
data selection. Further investigation w ith this w ould  be interesting and necessary.
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Active Learning and Its Development
2.1 Introduction
This chapter provides a rev iew  o f  subject matter addressed in this dissertation, w hich  
states the essen ce  o f  the philosophical ideas behind it.
T he idea o f  a c t iv e  le a r n in g  originates from findings in cogn itive sc ien ce or selective  
attention. In the case w hen a student or a le a r n e r  tries to  learn som e n ew  concept, 
progress often  takes the form  o f  an iterative b id ir e c t io n a l  information exchange: not just 
being a p a s s i v e  recipient o f  various descriptions and facts concerning the p r o b le m  d o m a in  
given  by a teacher (oracle), the learner, on the other hand, can m ake intelligent queries, 
focu sin g  on interesting or confusing facts, w hile gaining m ore understanding o f  the 
underlying concept.
In recent years, this active learning phenom enon has attracted considerable interest am ong  
the neural netw ork research com m unity. In this context, the le a r n e r  is a neural netw ork  
m odel param eterised by a set o f  connection w eigh ts, and the p r o b le m  d o m a in  is 
characterised by a collection  o f  limited or unlimited data sam ples or exploratory space, 
w ith  the data drawn from applications such as function approxim ation[89][99], pattern  
classification  [ 1 1 2 ], tim e-series prediction [81] and robot path exploration [22 ] [ 100] etc.
1 1
CHAPTER 2 Active Learning and Its Development
T he problem  o f  “active learning” has been extensively  studied in econ om ic  theory and 
statistics [3 2 ][3 4 ], L indley and Luttrell used experim ental design m ethods as an objective  
function within a B ayesian fram ework [6 5 ][6 8 ], D avid  M acK ay used  a similar 
inform ation-based objective function and discussed  the problem  o f  optim al data selection  
for neural netw ork tra in in g[70][71][72]. M acK ay dem onstrated that learning can be m ade 
m ore efficient i f  w e  can actively select particular salient data points. W ithin a Bayesian  
learning fram ework, he establish three criteria for data selection  [73]. A ll th ese  criteria, 
how ever, depend on the assum ption that the hypothesis space is correct, w hich, he 
adm itted, m ay prove to  be their main w eakness. B esid es, som e early connectionist 
approaches tow ard active learning include: Ahmad and O m oh u n d ro[l] on training 
netw orks by selective  attention; Eberhart [29] and H w an g et. a l.[51] on a query-based  
neural netw ork learning schem e that generates queries near classification boundaries; 
P lutow ski and W hite[86] on an efficient feedforw ard netw ork training technique that 
selects n ew  training exam ples w ith maximum potential utility from  am ong available 
candidate exam ples. B oth  H w an g et.al and P lutow ski et. al. ch o o se  n ew  training exam ples  
according to  inform ation derived from a partially trained network.
S om e major benefits and concerns about active learning, som etim es called Q u e iy - b a s e d  
le a r n in g  or A c tiv e  d a ta  s e le c t io n , are as follow s: first, in p a s s i v e  le a r n in g  the input to  a 
neural netw ork is sam pled at random according to  som e probability distribution and the 
target at the output is then provided by a teacher from  a problem  dom ain. Random  
exam ples contain less and less n e w  inform ation as learning proceeds. B y  concentrating on  
learning th o se  m ost inform ative or “maximally useful” exam ples [96], w e  exp ect to  gain  
better generalisation perform ance. Secondly, there often  exists the case  w here d a ta  
c o l le c t io n  is very expensive, or given  an input vector, labelling its target value is costly. 
This is the situation in chem ical p rocesses and precision instrum entation experim ents. In 
such cases w e  w ish to conduct the minimum number o f  tests to generate the m ost 
inform ative data in order to  m odel the underlying system  m echanism  correctly.
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2.2 Active Learning
In th e neural netw ork com m unity, active learning en com passes tw o  distinct techniques for  
ch oosin g  training exam ples, nam ely “active sam pling” and “active se lection ” . T he form er’s 
task  is to  add n ew  exam ples to  the set o f  available exam ples, i.e . search for n ew  
inform ation, and latter is to  se lect training exem plars from  the existing set o f  available 
exam ples, i .e . sift or filter particular information. W e will d iscuss in m ore details as 
fo llow s.
2.2.1 Active Sampling - Searching for New Training Examples
A ctive  sam pling is essentially to  search for n ew  training exam ples, being concerned w ith  
determ ining the distribution o f  training exam ples, w hich is referred to  as the “sam pling  
distribution” . In traditional approaches, training exam ples are sampled evenly or randomly 
from  the input space, w hich is know n as the “natural distribution” or the “environm ental 
distribution” . D u e  to  a fact that active sam pling is a search for particular training 
exam ples, active sam pling m ay result in a m odified sam pling distribution w hich  is different 
from  the “environm ental distribution” according to  w hich exam ples occur naturally in the  
learning environm ent[88].
Judicious sam pling utilises prior know ledge to  determ ine the sam pling distribution. This 
prior k n ow led ge includes the m odel (neural netw ork architecture), the learning algorithm, 
and the learning task including the environmental distribution and any prior k n ow led ge o f  
the target function. G iven enough know ledge about the learning task and the netw ork  
m odel, it is possib le to  determ ine the optim al sam pling distribution in advance, w ithout  
need  for active sam pling [3 ][3 4 ].
A ctive  sam pling provides the m eans for querying the environm ent for n ew  inform ation, for 
instance, to  fill in the gaps in a finite sam ple due to  random deviation in the location  o f  
exam ples, or to  verify particular information. A ctive  sam pling exploits k n ow led ge gleaned  
from  exam ples provided so far to  determ ine regions o f  uncertainty. A ctive  sam pling
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determ ines the sam pling distribution according to  the result o f  learning based on previous  
exam ples and therefore, in this sense, the netw ork itse lf  actively participates in its ow n  
training procedure.
Typically, the task is to  m inim ise training exam ples, or to  confirm  som e particular 
inform ation crucial to  the estim ate. I f  data m easurem ents are costly  or there is uncertainty  
in the data distribution, active sampling is very necessary and desirable. H istorically, active  
sam pling has been referred to variously as “active learning”, “sequential design”, or 
“query-based learning” . In a lo o se  sense, w e  can think o f  a con cise  set o f  exem plars as 
analogous to  the notion o f  “extrem e points” em ployed by C over for classification  
ta sk s[26 ]. T hese extrem e points are so distinguished from other points that they play a key  
role in function approxim ations (details w ill be dem onstrated in Chapter 7). A ctive  
sam pling is often  called query-based learning as it “queries” an “oracle” for the value o f  
the function in th ese  regions [20][2 1 ] [ 1 1 1 ] [51].
T he remainder o f  this section  contains a critical review  o f  active sampling. This will 
include review ing a novel stochastic/random  sampling m ethod and applications w here  
k n ow led ge o f  either the learning task or the m odel is exploited. Finally, w e  will review  
m ethods w hich m inim ise m odel variance.
2.2.1.1 Learning Task Generalisation and Its Algorithm
Q uery-based deduction program s are studied in the com putational learning theory  
literature [105] [3 8 ][4 9 ][6 1 ]. H ellerstein and Karpinski study the exact learning o f  a class  
o f  B oo lean  tasks. T hey use a com binatorial characterisation o f  the learning task to  prove  
that learning by queries to  an oracle permits feasible tim e algorithm s for this class o f  
problem s, w hereas learning these tasks from  exam ples drawn at random  is not possib le in 
polynom ial tim e[49]. In som e formal situations, active sam pling is provably m ore pow erful 
(in com putation theoretic term s) than passive inductive inference[38], w hich dem onstrates  
that learning from  responses to  queries provided by an oracle extends the set o f  functions 
w hich  can be inferred by inductive inference.
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This w ork  provides theoretical justification for the use o f  active sam pling for reducing the  
com putation required by learning, or for extending the class o f  problem s w hich can be 
learned. H ow ever, none o f  the results provides useful algorithm s. Baum  proposed  an 
active sam pling algorithm  for iteratively seeking out classification boundaries for w hich a 
con vergence p r o o f  is supplied[8]. P lutow ski d oes p rop ose an effective  and practical 
algorithm  for both clean and noisy  data se lection [88]. H ow ever, all o f  these results apply 
to  either B o o lea n  tasks or labelled data, or reasonably sm ooth  functions, w hereas w e  are 
interested in the m ore general task o f  learning arbitrary m appings. A lthough  
RayC haudhuri[89] and K rogh[59] also introduce ensem ble netw orks so  that their m ethods  
are applicable to  unlabelled data, they do not present an effective and practical algorithm  
b ecau se their m ethods are not able to autom atically adapt netw ork com plexity and the 
training threshold. B esid es, they use M axim um  V ariance m ethods for data selection , w hich  
is found to  have low er efficiency in approach a m ore com plicated m apping such as a sharp 
discontinuous function (this w ill be dem onstrated in Chapter 8).
2.2.1.2 Prior Knowledge for Active Sampling
Sollich  provides theoretical results w hich indicate that active sam pling can g iv e  a 
significant benefit[97]. H e uses B ayesian theory, together w ith the assum ption that prior 
k n ow led ge o f  the learning task is available. Prior k n ow led ge is required o f  the prior 
distribution o f  the target functions, and also, for som e o f  the results, o f  the correct m odel 
com plexity  required to  param eterise the target function. This a llow s analysis o f  the benefit 
o f  a particular set o f  exem plars, as the form ulation a llow s one to  form ally state the  
probability o f  being provided w ith particular set o f  exem plars by the “teacher” .
R esu lts are obtained for three particular applications, the first being a sim ple (although  
nonlinear) classification task, the second being the task o f  training a perceptron, and the  
third, a task w here m odel com plexity is not know n in advance.
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First, w e  d iscuss the results for a linear perceptron. In the limit o f  an infinite number o f  
training exam ples, although active sam pling d oes no better than random sam pling at 
m inim ising generalisation error, it d oes provide a significant benefit w hen training on finite 
size  training sets. M oreover, P lu tow ski confirm s that the im provem ent in generalisation  
due to  active sam pling depends greatly upon the ratio o f  exem plars to  the number o f  
w eights. The im provem ent due to  active sam pling increased dramatically as this ratio rose  
from  0 to  1 , peaking shortly thereafter, and then m ore slow ly  decreasing as the ratio 
increased.
N o w  w e  turn to  the results for the sim ple nonlinear task, w here param eterisation o f  the  
target is know n in advance. Sollich  points out the im portant fact that active sam pling  
algorithm s can be derived according to  tw o  general c lasses o f  objective criterion, on e  
m axim ising inform ation gain, and other minimising generalisation error. It is dem onstrated  
that an active sam pling algorithm  designed to  m inim ise the inform ation-theoretic  
difference b etw een  student and teacher will not, in general, perform as w ell (in term s o f  
reducing generalisation error) as an algorithm designed to m inim ise generalisation  
error[107]. H ow ever, both approaches cause generalisation error to  decrease  
exponentially [74].
Finally, Sollich  considers the case  w here the netw ork m odel com plexity is not optim al. In 
this case, it is possib le for an active sam pling algorithm  to  be detrimental. This can occur  
w hen training exam ples are very noisy, and the number o f  exem plars is small. In these  
cases, th e active sam pling algorithm  can be overconfident in its selection, w hich  can 
ultim ately lead learning astray in the presence o f  noise. H ow ever, in all other cases, active 
sam pling algorithm s w ill g ive  better generalisation in the limit (as the number o f  exem plars 
g ro w s large), as w ell as for finite sized training sets, in w hich case the relative  
im provem ent in generalisation due to  a single jud icious query is, in general, greater than 
that due to  a single additional random exam ple. T hese results g ive  strong support for the 
developm ent o f  active sam pling m ethods.
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O ne approach to  sam pling is to  sam ple randomly at first, until either the environm ental 
distribution o f  exam ples is w ell-estim ated , or the form  o f  the desired function is becom ing  
apparent, and sam ple actively thereafter. In this approach, the sam pling distribution is 
dynam ically determ ined from  inform ation acquired through prior training.
O ne exam ple o f  this is the stochastic or random sam pling approach [111 ]. Som ew hat 
related is [51], w here k n ow led ge o f  the m odel is exploited  after lik ew ise  training on an 
initial set o f  exam ples obtained “passively” . RayChaudhuri [89] and R aviv  [90] u se this 
approach in their experim ents. This provides an active sam pling technique for querying the 
environm ent both for clean data and in the presence o f  noise. It d oes require preparation  
by training the m odel upon a small sam ple obtained “passively” or “random ly” before  
beginning w ith  active sampling. This approach is used  in all our experim ents. W e have 
found this approach to  be effective  in practice.
P lu tow sk i provides a con vergence result[88]. T he p ro o f requires an ergodicity  
assum ption, im plying that the sam pling distribution is asym ptotically dense. In practice, 
on e approach is using the bootstrapping technique [9 ] [3 0 ] [3 1 ], w hich has been  
dem onstrated by a number o f  research ers[80][89][90][82].
2.2.1.3 Using Task Knowledge of the Application
A  com m on m ethod in active sam pling is to u se  a partially trained netw ork to  determ ine 
r e g io n s  o f  u n c e r ta in ty  in the environm ent and then query the “oracle” for values o f  the  
function in th ese  regions. The differences am ong the m ethods lie in h ow  “uncertainty” is 
quantified. H ere w e  present three approaches w here task  k n ow ledge is exp lo ited  to  
optim ise the sam pling distribution.
Text C lassification
L ew is and D avid  [64] define text classification as the autom ated grouping o f  textual 
entities. In this application, text is cheap, but the process o f  determ ining w hat c lasses an 
exam ple o f  tex t b elon gs to  is expensive. A  large number o f  “unlabeled” exam ples are
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generated, w here no target inform ation is m ade available. A  subset o f  th ese  are presented  
to  an oracle for labelling. T he algorithm w as able to  reduce the am ount o f  data that needs 
to  be classified. This article also provides a com prehensive review  o f  other w ork done by 
applying active sam pling to  this learning task.
V isual L earn in g  Task
In visual learning tasks an intuitive heuristic technique is used to exploit con cep ts o f  visual 
attention inspired by cogn itive  m odelling [1]. D uring training, the system  needs to  search  
for the m ost relevant portion o f  the im age, and then acquires inform ation from  the selected  
portions. This approach g iv es very efficient algorithm s for solving certain learning tasks 
involving clustering analysis. A lthough rapid adaptation is available usin g  a local searching  
technique in receptive fields, the task performed is essentially a to y  problem  because the 
learning task is w ell-defined  in advance, as is the netw ork m odel. The m ethod o f  selecting  
data points exp loits regularities in the learning task as w ell as in the netw ork m odel to  
obtain data w hich is intuitively m ost inform ative to  the netw ork learning rule. S o  far it has 
not provided pow erful evidence o f  h ow  to extend this intuitive heuristic technique for 
practical application learning.
Y am ada and Cottrell have d eveloped  this approach particularly for the purpose o f  face  
recogn ition [l 10]. Y am ada u ses Gabor transform ations on im age data to  produce features 
w hich  can be localised to  particular regions o f  the im age. Then, a heuristic ch o o ses  th ose  
features w hich  are m ost inform ative to  the recognition algorithm. T he result is a face  
recognition  algorithm  w hich operates w ithout needing to  process all o f  the available data, 
by processing  selected  subregions o f  the im age. H ow ever  active sam pling only plays a 
m inor role in this approach because much o f  the sam pling distribution is determ ined in 
advance.
R obo tic  E xploration
In robotic exploration, Thrun and M oller’s w ork  m ay b e typical. Thrun and M oller present 
an adaptive strategy for efficient exploration in non-discrete dynam ical environm ents
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[1 0 0 ]. In their experim ents, they used a so-called  com petence map to  train the w orld  
m odel and estim ate the com petence (error) o f  it. In training the com p eten ce map w as used  
for driving the “learner” to  less familiar regions. In order to avoid unnecessary exploration  
costs, a selective attention m echanism  is used to sw itch b etw een  exploration and 
exploitation. The resulting learning system  is dynamical in the sen se that w henever one  
particular region in state space is scanned for m any runs, sooner or later the exploration  
m echanics forces the learner to  leave this region. This exploration technique has been  
dem onstrated as being useful on a robot navigation task. H ow ever, the exploration  
m ethod they presented w ou ld  need to explore the w h ole  state-action space. This m ay be  
unreasonable for a very large exploration space. In order to deal w ith  large exploration  
spaces, this m ethod should b e extended by som e m echanism  for cutting o f f  exploration in 
“irrelevant” regions in the state-action space, which may be determ ined by som e notion  o f  
“relevance” .
C ohn[22] also considered the problem o f  learning input/output m appings through  
exploration, e.g . learning the kinem atics or dynam ics o f  a robotic manipulator. I f  actions  
are expensive and com putation is cheap, then w e  may explore by selecting  a trajectory  
through the input space w hich provides the m ost information in the few est number o f  
steps. H e u ses results from  the field o f  optim al experim ent design to  gu ide such  
exploration, and dem onstrate its use on a sim ple kinem atics problem.
D eterm in in g  S am plin g  S pace
O ne problem  com m on am ong sampling techniques is that the cost o f  com puting optim ality  
o ver  the input space scales exponentially w ith the dim ension o f  the input space. In order to  
reduce the co st in question, an alternative is to  selectively  sam ple regions o f  the input 
space. H w ang, et.al propose a concept o f  “boundary” and point out that neural netw ork  
learning o f  classification tasks is to  generate exem plars in the vicin ity o f  classification  
boundaries [5 1 ][5 2 ]. This technique is intended for use on a partially trained 
“classifier”(netw ork) for learning a discrim ination task. This is often  referred to  as 
“classification” in the neural netw ork literature. T hey also develop  a useful sam pling
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technique by (im plicitly) assum ing a uniform  distribution over the input space, using a 
heuristic that determ ined the classification boundary o f  the netw ork  by inverting the 
netw ork function. It is assum ed that boundaries are regions w here additional inform ation  
w ou ld  m ost directly test the netw ork fit [51]. A ccording to  the theory, exam ples are 
selected  from  the set o f  inputs in the inversion o f  the netw ork function. Intuitively, these  
exam ples correspond to  regions o f  maxim um  classification ambiguity. A lthough intuitively  
pleasing, this heuristic d oes not admit a general technique for learning arbitrary m appings 
because no explicit objective function is provided and optim ised. It is also not clear h ow  
w ell it w ou ld  perform w ith an arbitrary distribution o f  exam ples in input space. The  
heuristic relies heavily upon the structure o f  the learning task. Exam ples selected  
accordingly are not necessarily inform ative, because it is not clear h o w  w ell it w ou ld  
perform  at locating n ew  exam ples.
T od ay the technique for determining the sam pling space is im proved. It is such maxim um  
“am biguity” that K rogh and RayChaudhuri u se in their experim ents although the input 
space is one dim ension [5 9 ][8 9 ]. Actually, the technique developed  in this dissertation also  
fo llo w s the sam e theory as H w ang, et.al, but has been im proved. In practice, the  
netw orks are w ell trained first, then the sensitivity o f  the output w ith  respect to each input 
is done through com puting the variance as K rogh and RayChaudhuri or through  
com puting the inter-quartile range as developed  in this dissertation. Finally the technique  
ch o o ses  input exam ples for w hich a slight perturbation o f  the exam ple causes a large 
perturbation (here, m aximum variance or maximum inter-quartile range) in the netw ork  
output.
2.2.1.4 Minimal Model Variance Techniques
A ctive  sam pling techniques are d iscussed earliest and m ost extensively  in the statistics and 
econom etrics literature, such as in the theory o f  r e s p o n s e  s u r fa c e  m e th o d o lo g y , o p t im a l  
e x p e r im e n ts  and s e q u e n t ia l  d e s ig t i  [3 4 ][7 7 ][1 0 5 ][1 2 ][5 7 ]. The general task is to  estim ate  
an arbitrary, unknow n m apping in the statistics and econom etrics. T h ese approaches are 
typically M axim um  V ariance sampling criteria, utilising the Integrated M ean Squared
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Error[88] for the purpose o f  sampling the environm ent for n ew  training 
ex a m p les[3 ][2 5 ][7 7 ][7 6 ][9 4 ]. A m ongst these researchers, F ed orov  g iv es the m ost 
com p lete  treatm ent, and obtains several active sam pling m ethods for perform ing  
interpolation and extrapolation from  noisy  real valued data, including a m ethod for 
obtaining n ew  data w hich is m axim ally inform ative w ith  respect to  com paring com peting  
m odels. T h ese approaches require a determ inistic or correctly  specified  m odel, i.e ., these  
approaches require a rather strong assum ption that g iven  sufficient training, th e m odel bias 
(approxim ation error) can be ignored, resulting in techniques primarily d evoted  to  
m inim ising som e m easure o f  m odel variance (estim ation error).
T hese results have been extended to  be applicable for nonlinear m odels. H ow ever , the 
extensions are subject to  stringent conditions so as to  assure that a linearised version o f  
the m odel can be obtained to  a llow  the application o f  the techniques, w hich are developed  
for linear m odels. T hese stringent conditions restrict their practical application because  
w hen th e function to  be m odelled is not reasonably sm ooth, w e  cannot assure that 
linearisation o f  the m odel yields a g o o d  approxim ation. P lutow ski used th ese  minimum- 
variance techniques to  prune aw ay exam ples from n oisy  data after training is finished. In 
fact, using his A IS B  criterion, the m ethod for selecting  training exam ples is directly  
derived from  IM SE , therefore it is not effective and efficient for d iscontinuous functions  
w hile it is a successfu l technique for reasonably sm ooth functions.
2.2.2 Active Selection - Sifting or Filtering Particular Information
A c t iv e  s e le c t io n  starts w ith a g iven  set o f  exam ples, and selects a subset to  u se  as training 
“exem plars”, exploiting inform ation obtained from  the m odel due to  learning from  
previous exem plars. It relies upon the environm ental distribution to  generate a set o f  
candidate exam ples large enough to ensure proper coverage o f  the exam ple space. A ctive  
selection  is used to  deal w ith the redundancy o f  an oversam pled set o f  exam ples to  reduce  
the size o f  the training set. P revious w ork  on active selection  has been don e by many 
researchers [9 7 ][8 8 ][5 9 ][1 1 2 ][7 3 ][8 9 ].
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2.2.2.1 The Version Space Technique
Cohn exam ines a general fram ew ork for learning B oo lean  m ap p in gs[20][21]. The task is 
to  correctly  “classify” n ew  points drawn from a space X  according to  a distribution u. 
W hen learning from exam ples drawn according to  input distribution p ,  the probability that 
a n ew  exam ple allow s a reduction in error is exactly  the probability that the current 
hypothesis w ill m isclassify the exam ple. O bviously w e  w ould  w ant to  select points w hich  
can provide useful inform ation w ith high probability. Specifically, w e  m ay ch oose  
exam ples lying within a know n region o f  uncertainty. Such exam ples are th ose  for which  
there exist tw o  different hypotheses (in the current hypothesis space) w hich are consistent  
w ith all previous exam ples, but w hich differ on the n ew  exam ple. In netw ork terms, this is 
equivalent to  having tw o  netw orks which classify all previously encountered exam ples 
correctly, but w hich differ on a n ew  exam ple. An exam ple drawn according to  p  w ou ld  be 
presented to  the oracle for classification only i f  it has this property.
This is referred to  as a v e r s io n  s p a c e  te c h n iq u e  [20]. Cohn points out that the version  
space o f  m odels that are consistent with the g iven  set o f  data is reduced w ith each new  
exam ple. This approach assum es that the acquisition o f  an exam ple occurs in tw o  stages. 
A n input location  is obtained by a random draw on X  according to  p .  Then, the location is 
presented to  an oracle for classification. The algorithm estim ates the w orth o f  a particular 
exam ple relative to  other available exam ples, therefore, it is a w ay o f  selecting  exem plars 
from  a set o f  available exam ples. Furthermore, the m odel does not m odify the sampling  
distribution since the oracle only accepts inputs according to the environmental 
distribution, p .  Therefore, this can be v iew ed as an exem plar selection  technique.
W hile this w ork  provides useful algorithm s, they are, in general, com putationally intensive, 
and they are intended for B oolean  mappings, w hereas w e  are interested in the m ore  
general case.
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2 . 2 . 2.1  Minimum Variance Pruning
N o te  that the m ethods m entioned above for pruning aw ay exam ples after training are 
essentially active selection  m ethods, since they are a w ay to  select a subset from a set o f  
available exam ples [3 4 ][7 6 ][9 4 ][7 1 ][7 3 ]. This technique can be used to  evaluate the  
im portance o f  exem plars after training is com pleted. A  certain subset o f  the training  
exam ples may be critical to  the form o f  the final estim ate obtained from  the initial set, in 
that a small am ount o f  n o ise  applied to  these exam ples can have significant im pact on the  
netw ork  estim ate [3 4 ][7 6 ][9 4 ]. In this sense, the approach is concerned w ith determ ining  
the sensitivity o f  the netw ork estim ate to  particular training exam ples. G iven k n ow led ge o f  
this sensitivity, w e  m ay either resam ple particular exam ples, or prune certain exam ples 
from  the training set. H ow ever, although P lutow ski effectively  im plem ents active pruning 
aw ay o f  exem plars w hich may still contain “outlier” information, his main drawback is to  
u se  only a single netw ork, therefore, he additionally increases com putational costs because  
o f  com puting the H essian  matrix at each iteration.
2.2.2.3 Nonparametric Applications
W hile much o f  the w ork  above has been applied to  nonlinear m odels, it w as developed  
largely for linear m odels, or to  discrimination learning tasks. I f  it is know n that the  
function to  be learned is reasonably sm ooth, a criterion exists for ch oosin g  exam ples for a 
nonparam etric, nonlinear, kernel-based sm oothing approach [33] [42]. H ow ever, a large 
am ount o f  data is necessary to  regulate m odel com plexity.
Faraw ay u ses a kernel-based m ethod to achieve nonparam etric estim ation o f  a continuous  
m apping [33]. This is a localised approxim ation, w here each kernel g ives an essentially  
loca l contribution to  the global mapping. Previous w ork indicates that i f  the kernels all use  
the sam e global “bandwidth” [42] then asym ptotically the optim al distribution o f  exam ples 
is evenly  spaced [33]. Furthermore, i f  som e degree o f  local sm oothing is applied to the  
data, then the optimal distribution o f  exam ples (in input space) is a roughly approxim ated  
function o f  the target function g  [33].
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Faraway investigates the possible benefit o f  actively sam pling training exam ples for the  
purpose o f  training a kernel estim ator using locally  variable kernel bandwidths, that is, 
w here the size  o f  an individual basis function can vary. Faraway concludes that local 
sm oothing m ust be used so  that actively selected  data outperform  the evenly  spaced  
distribution w hen  globally  constant bandwidth kernels are used. H en ce  Faraway focu ses  
on deriving an active selection  technique for training a kernel regression m odel w ith  
variable kernel bandwidths, using a data-adaptive m ethod for selecting the local kernel 
bandwidths. A  crucial elem ent o f  Faraw ay’s approach is the selection  o f  the global 
bandwidth, as a starting point for selecting g o o d  local bandwidths. In P lu tow sk i’s w ork, 
selection  o f  the global bandwidth is analogous to  selecting the netw ork com plexity. H e  
firstly u ses an initial sam ple o f  size n to select a g o o d  global kernel bandwidth, w hich is 
done by ch oosin g  the global bandwidth minimising IM SE  over the initial sample. Then he 
u ses an estim ate o f  the second  derivative o f  the target function g  to obtain the local 
bandw idths for each kernel, w h o se  calculation utilises an asym ptotic expansion o f  IM SE.
The optimal sam pling distribution is know n to  be proportional to the second  derivative o f  
g  [88]. B y  com paring the active sampling distribution w ith the optim al asym ptotic  
distribution, Faraway concludes that variable kernel bandwidths m ust be used for this 
technique to  have an advantage over an evenly spaced distribution o f  exam ples. P lu tow ski 
also arrives at the sam e conclusion. M oreover, he also confirm s that this technique is 
definitely advantageous over randomly sampling.
W e n ote that the estim ate o f  the local bandwidth requires estim ation o f  the second  
derivative o f  g ,  therefore, g  m ust be tw ice  continuously differentiable. H ow ever, many 
tasks in volve discontinuous functions as w e  will see  in Chapter 7. Thus Faraway and 
P lu tow sk i’s theory, w hich is based on the assum ption that the function to  be learned is 
reasonably sm ooth, w ou ld  not be applicable to  these problem s. Our w ork  is inspired by  
Faraw ay and P lutow ski, but highly differentiated from theirs. First, w e  u se  a set o f  
ensem ble netw orks, thus, selection  o f  the global bandwidth is analogous to  selecting  and 
com bining a set o f  different netw orks. Secondly, our technique will be applicable to
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general cases rather than only to  a class o f  “reasonably sm ooth functions” . Thirdly, w e  
sim plify active selection  since our algorithm s need not com pute the H essian  matrix o f  g .  
Finally, w e  w ill dem onstrate that our m ethod is m ore effective  and efficient than those  
described in previous w ork.
O nce a set o f  netw orks is com bined and estim ated, to  calculate the local bandwidth  
requires evaluation o f  the estim ate o f  the inter-quartile range over all available exam ples. 
A lso , the n ew  exam ples must be selected  from a set o f  available candidates, and so , in our 
term inology, this an active selection  technique.
2.3 Active Learning in Practice
H aving stated the objectives that active learning is meant to  achieve, w e  need to  lo o k  at 
the principal w ays in w hich this idea is developed  in practice. M ajor efforts are centred  
around form ulating effective le a r n in g  f r a m e w o r k s  and/or introducing o p t im a l  c r i te r ia  
w hereby intelligent data selection  can be made. A ctive  learning involves tw o  tasks, 
nam ely, data m odelling and data selection.
Starting w ith  a small random data set (som etim es a single datum), the d a ta  m o d e l l in g  
p rocess fits the data exam ples seen  so  far to  a neural netw ork m odel using an optim isation  
m ethod [91]. Care needs to be taken not to  over-fit the m odel, and in som e cases the 
m odel se lection  p rocess is based on cross-validation techniques [9 8 ][1 0 ][5 9 ] to  avoid  this 
problem.
B ased  on  the m od el(s) thus obtained, next in the d a ta  s e le c t io n  process, w e  define and 
com pute an o p tim is a tio j i  c r i te r io n , for exam ple the v a r ia n c e  o f  o u tp u t  e s t im a te s  [23], 
w hich  corresponds to  the m odel's estim ate o f  the expected  squared distance betw een  its 
a c tu a l  output and the as yet unknow n tru e  output for a n e w  data point. W e then ch o o se  to  
add to  the training set the data point that m inim ises this variance. N o te  that th is variance is
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a sim plified m easure o f  in te g r a te d  p r e d ic t io n  e r r o r  [87 ], and different approaches have  
different w ays m odifying it, for exam ple, in this thesis a n ew  optim isation criterion, the 
in te r -q u a r ti le  r a n g e  o f  o u tp u t  e s t im a te s  w ill be proposed  and d iscussed  in detail in 
Chapter 6, Chapter 7 and Chapter 8.
S om e im portant features regarding the current techniques for active learning are 
sum m arised b elow .
2.4 The Learning Framework
In m ost studies seen in the literature, researchers tend to  advocate the fram ew ork o f  so-  
called o p t im a l  e x p e r im e n t  d e s ig n  [4] popularised in statistics, which draws heavily on the 
technique o f  M axim um  L ikelihood Estim ation (M LE). The w ork carried out in [72] by 
M acK ay, and by C ohn[22] and his co-authors [23] all fo llo w  this line o f  thought, though  
for com putational efficiency, the objective function, in te g r a te d  p r e d ic t io n  e r r o r , for 
selecting  the n ew  data point needs to  be approxim ated by an asym ptotic normal 
approxim ation [87] or expansion. In one case, a M arkov Chain M on te Carlo sim ulation  
w as introduced [56] to approxim ate this measure. N o te  that th ese  m ethods fall in w ith  the  
B ayesian  inference paradigm [97].
Y et another fram ew ork to  be considered is s e q u e n t ia l  o p t im a l  r e c o v e r y  [79]. This type o f  
analysis concentrates on the w orst case behaviour o f  the algorithm  and no probabilistic 
assum ptions are made. It has been subjected to  a detailed study in a scenario o f  function  
approxim ation, in w hich one tends to  com pute the m aximum possible error for gu idance in 
selecting  the next data point.
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2.5 Query Construction, Filtering and Data Subset Selection
In active learning w e  m ay need to  distinguish betw een  three different situations as regards 
the n ew  data to  be explored. A ssum ing that a neural netw ork m odel has been established  
based on exam ples { in p u t-o u tp u t p a i r s ) seen so  far, and the thorough exploration o f  data 
space w ou ld  include an incremental expansion o f  the training set: i f  the in p u t  value o f  a 
n ew  exam ple is unknow n, for instance, in such a dynamical environm ent as robotic  
exploration, w e  need to  calculate the input value (m aybe stochastically) to  b e queried. 
T his is called q u e r y  c o n s tr u c tio n  [97]; I f  there exists a string o f  random input values that 
can be queried, this is normally referred to  as q u e r y  f i l t e r i n g  [87]. In traditional system s 
that learn from  exam ples, random exam ples contain less and less n ew  inform ation as 
learning proceeds. Therefore, generalisation perform ance can be im proved by learning 
through “filtering” data, i .e ., by deliberately ch oosin g  the input o f  each n ew  training 
exam ple. N o te  that these n ew  data may be labelled or unlabelled, that is to  say, within  
in p u t-o u tp u t  p a i r s , the outputs may be know n or unknow n corresponding to  the inputs. If, 
on the other hand, the data w e  are to  deal w ith are labelled and o f  fixed size, the process  
o f  adding m ore exam ples to  the training set is often  called d a ta  s u b s e t  s e le c t io n ; see, for 
instance, the w ork  by Zhang [112 ] and a similar strategy suggested  by Cachin [18].
2.6 Query by Committee
Query by com m ittee has been investigated by a number o f  researchers 
[6 2 ][9 5 ][3 5 ][7 5 ][6 0 ] . W hen, in the data m odelling process, a “com m ittee” o f  neural 
netw ork m odels is used, the d is a g r e e m e n t  in predicted values betw een  m em bers o f  the 
com m ittee, for arbitrary input data, w ould provide an appropriate gu ide about w here to  
sam ple the n ew  data in the problem  domain. The disagreem ent can be expressed as a 
m easure o f  a m b ig u i ty  as in [59], or as the estim ated o u tp u t v a r ia n c e s  as in [89] and in 
[56] w hen  applying these m odels to  a sequence o f  unlabelled data. The w ays o f  acquiring 
th ese  com m ittee m odels are different in each case. O f  m ost interest is the w ork  by
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Kindermann et al. w h o  used  bootstrapping techniques [31] w hich have found w ide  
applications in tim e-series predictions for achieving better generalisation perform ance and 
accurate estim ation o f  output error bars [14] [101 ] [102 ]etc . N o te  also that Freund et al. 
[36 ] have derived som e interesting results, for a tw o-m em ber com m ittee, regarding the  
relationship betw een  the prediction error and number o f  queries required.
2.7 Relation to the State of the Art - Differences from 
Previous Work
T he approach w hich is the subject o f  this dissertation is similar to  many previous  
approaches, in that exam ples are chosen  according to  inform ation derived from  partially 
trained netw orks. In this respect, our m ethods are c lo se  to  Faraway and P lu tow sk i’s 
technique. U sin g  a form ulation applicable to general purpose nonlinear regression, w e  
adapt techniques for the purpose o f  approxim ating all functional space, including  
discontinuous functions, w hich breaks the assum ption that the target function g  m ust be  
reasonably sm ooth as it is proposed  by m ost researchers w h o  use M axim um  Error criteria. 
Furtherm ore, w e  will not u se a single netw ork to  so lve  m appings, but instead w e  use a set 
o f  ensem ble netw orks. Thus our approach is distinguished from previous w ork  that is 
derived from  a B ayesian fra m ew o rk [7 9 ][9 9 ][8 7 ][2 3 ][3 3 ][5 2 ][7 3 ]. In this sense, our 
m ethods are c lo sest to  RayChaudhuri’s technique, but different in term s o f  the criterion  
for selecting  training exam ples. W e propose the M axim um  Inter-Quartile R ange criterion  
(M IQ R ) directly derived from  nonparametric statistics [27], A ccording to  this new  
m ethod, exem plar selection  is not unduly influenced by “o u t l ie r s ”, rather, is principally 
dependent upon the “m a in s t r e a m ” output o f  the ensem ble netw orks, i.e. “the m in o r i ty  
o b e y s  th e  m a jo r i ty ” . The M IQ R  criterion, in particular, w hen it is applied to  discontinuous  
functions, outperform s the M axim um  V ariance criterion, w hich is that m ost used  by 
previous researchers [5 9 ][8 9 ] etc  and is m ore effective  and efficient in practice. This w ill 
b e dem onstrated in Chapter 6, 7 and 8.
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A lthough P lu tow sk i’s approach is also nonparametric in the sense that the com plexity  o f  
the netw ork need not be pre-specified, im proving generalisation perform ance relies only  
upon jud iciously  sam pling techniques. Our approach for im proving generalisation not only  
includes sam pling techniques, but also includes ensem ble m ethods, w hich not only  
sim plifies the algorithm  and reduces com putational com plexity considerably, but also  
enhances flexibility. In particular, our w ork  sh ow s that by using ensem ble netw orks, w e  
can considerably reduce netw ork com plexity  as w ell, w ith only on e hidden-layer netw ork  
architecture w ith  a small number o f  hidden units.
A lthough w e  fo cu s our m ethods on clean data or a noiseless environm ent, it w ou ld  be  
easy to  extend our m ethods to  a noisy environm ent, since our m ethods for selecting  
training exam ples is orientated to unlabelled data selection. In fact, RayChaudhuri has 
d one similar w ork. H e dem onstrated that active learning techniques outw eigh  p assive or 
random  data se lection  even i f  in the presence o f  no ise  [89].
R ev iew in g  previous active learning m ethods, such as M axim um  Error and M axim um  
Variance, it is found that M axim um  Error not only is com putationally com plicated and 
expensive, but also requires the assum ption that the function to  be m odelled is reasonably  
sm ooth  because th ese  M axim um  Error m ethods have to com pute the inversion o f  a huge  
H essian  matrix such as P lu tow sk i’s A IS B  and Sung et.a l’s E IS D (exp ected  integrated  
squared difference). It is unable to approach a discontinuous function such as the square  
w ave, b ecau se w e  can not com pute the H essian  matrix. In addition, M axim um  Error only  
u ses  a single netw ork, therefore it cannot m ake use o f  the advantages o f  ensem ble  
netw orks. Furtherm ore, M axim um  Error only approaches labelled data, lacking a clear  
stopping criterion. M axim um  Variance m ethods are very popularly used in ensem ble  
netw ork learning. H ow ever, in practice, it is found that the M axim um  Variance m ethod  
frequently traps into a local minimum and quits training to o  early or fails to  obtain a 
desired training level. Theoretically, exem plar selection  by the M axim um  V ariance m ethod  
is essentially based on the assum ption that values used in the com putation o f  variance
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should be norm ally-distributed. The frequent presence o f  outliers in netw ork outputs 
indicates that this is not the case. A s a result, w hen using the M axim um  V ariance criterion, 
the training m ay be trapped in a “dead valley” and w astes a large num ber o f  u seless  
iterations b ecau se o f  the disproportionate influence o f  outliers on the variance.
A lon g  the w ay, our w ork tou ch es on the issue o f  exem plar selection and generalisation, 
justifying the u se  o f  ensem ble netw orks and m ethods for selecting training exam ples, and 
relating th ese  m easures to  other m easures o f  the active sam pling technique and 
generalisation m ore com m only referred to in the neural netw ork literature. Furthermore, 
our current w ork  in obtaining a m ethod for selecting exem plars by using an ensem ble 
netw ork raises the question o f  w hat it m eans for an exem plar from ensem ble outputs to  be 
an “outlier” in a small set o f  ensem ble netw orks, a con cep t addressed in m ore depth in the 
study o f  robust statistics. M ore w ork is required to evaluate the strength o f  the connection  
b etw een  our w ork  and the results o f  robust statistics. Finally w e  conjecture the possibility  
o f  sim ultaneously ch oosin g  several points w hen using our criterion for se lectin g  training 
exam ples since our learning algorithm  is backpropagation (based on the least squared 
error), and therefore there exist several local m axim a or minima. I f  our conjecture is 
justified , w e  can speed up the training procedure and increase netw ork learning efficiency.
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3.1 W hat Is A Neural Network ?
A  neural netw ork is an inform ation processing system . In contrast to traditional 
inform ation processing system s such as com puters or AI, it is nonalgorithm ic, nondigital, 
and intensely parallel. A  neural netw ork is com p osed  o f  a number o f  very sim ple and 
highly interconnected neurodes, w hich are the analogues o f  the b iolog ica l neural cells in 
the brain. In a neural netw ork, signals are transmitted or passed over th ese  neurodes, 
w hich are connected  by a large number o f  w eighted  links. Typically, each neurode receives  
many signals over its incom ing connections; som e o f  these incom ing signals m ay be 
generated by other neurodes, and others may com e from  the outside w orld  —  an input 
signal pattern presented to  the neural netw ork is designed especially for a particular 
problem. U sually each neurode has many o f  these incom ing signal connections; how ever, 
it never produces m ore than a single ou tgoin g  signal. That output signal transm its over the 
n eurode’s ou tgo in g  connection , w hich  usually splits into a very large number o f  smaller 
connections, w hich terminate at a different destinations. H ow ever, each o f  th ese  branches 
o f  the single outgoing  connection  transmits the sam e signal. M ost o f  th ese  outgoing  
branches term inate at the incom ing connection  o f  som e other neurode in the neural 
netw ork; others may term inate outside the neural netw ork  (the final outputs) and generate  
control or response patterns. F igure 3 .1-1  illustrates the physical con n ection s o f  a typical
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neural network. These fundamental connection rules which are used in artificial neural 
networks are directly inspired by the architecture of the human brain. Thus, neural 
network researchers have been studying the biology of the human brain in an attempt to 
set up successful neural network architectures by imitating human brain architectures. Of 
course, the artificial neural network’s neurodes are not the same as their biological roots, 
and only a very rough approximation of a biological human brain neuron. As a result, 
current artificial neural networks cannot be thought to function in exactly the same way as 
a biological neural network does.
Output Response
Input Signals
Figure 3.1-1: Typical Neural Network Architecture
A neurode in a neural network is an extremely simple unit. It receives input stimuli (or 
signals) along its input connections and translates those stimuli into an output response, 
then the output response is transmitted along the neurode’s output connection. The place 
where the input connection meets the neurode is usually called the synapse, which is taken 
from the biological neuron’s synapse. The mathematical expression that describes the
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translation of input stimulus pattern to output response signal is called the transfer 
function of the neurode. The translation operation is carried out by following three steps.
First, the neurode computes the weighted inputs received along its input connections. This 
can be done in several ways, but most commonly consists of computing the value 7. as 
shown here:
h  =  2 > , * ,
;=i
In this expression, I f is the net weighted input received by neurode / from a total of n 
neurodes in the network. The incoming signal from the yth neurode is designated by x ;. ,
and the weight on the connection directed from neurode j to neurode / is designated by 
w fJ. . It may be thought that strong input signals will be significant and weak will be lost.
However, a strong input signal, if it is arriving over a weakly weighted connection, may 
have less effect than a weaker signal arriving over a strongly weighted connection. Thus, 
the net stimulus / .  is the collective contribution of all arriving signals, not the value of any 
particular one. A weight may be negative instead of positive. In this case the connection is 
said to be inhibitory; that is, it tends to reduce the overall stimulation of the receiving 
neurode.
The second step of the translation operation represented by the neurode’s transfer function 
consists of converting the net input to an activation level for the neurode. The activation 
level of the neurode is equivalent to the level of excitement of a biological neuron. In most 
neural networks, the activation function is a sigmoid function; that is, the activation is 
expressed by an S-shaped curve. The most commonly used sigmoid function is:
/(!) =
___1 _
\ + e~J
This function has the useful property that its derivative is exceptionally easy to compute:
~  =f(J) ( l - / « )
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Not all neural networks use such a sigmoid function, but the most effective networks 
usually use the function. The exact form of the sigmoid function is not particularly 
important; it is merely important that the function be monotonically increasing and 
bounded with both lower and upper limits.
The final step accomplished by the transfer function is to convert the neurode’s activation 
level to an output signal. Most commonly, this is done by setting the output signal to the 
following expression:
/ « ,  i f  m  >  T
y. =  {
0, otherwise
where T is a threshold value. In other words, the neurode’s output is its activation level as 
long as that activation value exceeds a given threshold; otherwise the neurode does not 
output anything.
The transfer function used by the neurodes in a particular network is nearly always the 
same for all neurodes in the network or at least for all neurodes in a significant subsection 
of the network. The exact form of the transfer function can be modified from those 
suggested above. For example, the sigmoid function used can be quite different from the 
one proposed. Some researchers prefer to use the hyperbolic tangent function because it 
has an easily obtained inverse and is symmetric around zero. It is also possible to use other 
variations of the function.
3.2 A Neural Network in Operation
When a neural network, for example, the one in figure 2.1, is presented with an input 
pattern, each neurode in the input layer of the network receives a small piece of the input 
pattern. Usually these neurodes distribute their small parts of the pattern as “fan-out” 
signals to the neurodes in the middle layer. Therefore each of the middle-layer neurodes in
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general receives the entire input pattern. However, the pattern has been modified over the 
weighted connections from the input layer to the middle layer. So, each of these neurodes 
in the middle layer has a somewhat different version of the input pattern from its 
neighbours because the weights on the connections are usually different for each middle- 
layer neurode. Accordingly, some combination of middle-layer neurodes will become 
active to varying degrees, depending on the exact collection of weighted connections from 
the input layer to middle layer. Thus a variety of output responses results from the middle- 
layer neurodes, some may produce no output at all, some possibly producing an extremely 
strong output.
In most cases, all the middle-layer neurodes will transmit their output signals to all of the 
neurodes in the output layer; thus, each of the output-layer neurodes respectively receives 
the complete pattern of output activity from the middle-layer neurodes through weighted 
connections. However, just as took place with the middle-layer neurodes, this activity 
pattern is modified by passage through the weighted connections between the middle- and 
output-layer neurodes. So again each neurode in the output layer has a somewhat different 
version of the middle-layer activity from its neighbours. As with the middle layer, the 
result is that some combination of output-layer neurodes becomes active to greater or 
lesser degrees, causing them to output a signal. This pattern of output-layer neurode 
responses is the network’s final overall response to the original input pattern stimulus.
Obviously the design of a neural network is not limited to a three layered architecture. 
Although the three-layered network is the most commonly used form, networks may have 
as few as one or two layers, and as many as a dozen or more layers. In all cases, however, 
the process carried out by the networks is the same: they receive an input stimulus pattern 
from the input layer of the network, transmit signals through the weighted connections 
between layers and modify the resulting patterns by transfer functions, and finally output in 
the output layer of the network.
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3.3 Learning and Training in A Neural Network
Neural networks can solve many problems. Unlike traditional computing methods, they 
solve problems by learning instead of by programming. Learning and training are the 
most important characteristics in a neural network’s process, and therefore are 
fundamental to nearly all neural networks. Learning is achieved not by modifying the 
neurodes in the network but by modifying the weights on the interconnections in the 
network. Normally (although not always), the transfer function is assumed fixed, thus each 
neurode’s output is determined by two things only: the incoming signal and the weights on 
the input connections to the neurode. Clearly if the neurode is to learn to respond 
correctly to a given incoming signal pattern, the only possible element that can be used to 
improve the neurode’s performance is the weight on the connection.
Learning has a close relationship with training; learning is achieved by training. But 
training and learning are not the same. Training is the procedure by which the network 
learns; learning is the end result of that procedure. Training is a procedure external to the 
network; learning is an internal process or activity. Training is done by example. In neural 
network research, there are three distinct ways of training.
The first and most common is supervised training. In this technique, the network is 
presented with a training set of input and output pairs: input pattern and corresponding 
desired output pattern. The learning law for such networks typically computes an error 
between the desired output and actual output of the network. This error is then fed back 
to modify the weights on the interconnections between the neuodes or layers.
Second: reinforcement training (also called graded training). This training is similar to 
supervised training except that an exact desired output is not provided. So reinforcement 
training is practised not by error but by “grade” on how well the network is doing. There 
are a number of schemes for this kind of training, varying from giving merely a brief “you
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succeeded” or “you failed” message to more informative “ too high” or “ too low” 
performance feedback.
Thirdly and finally: unsupervised training or self-organization. In this procedure the 
network is presented only with a series of input patterns and is provided no information or 
feedback at all about its performance levels. Networks that use this kind of training 
procedure are most often used only for categorisation or statistical modelling applications 
because the network’s specific responses cannot be predetermined by the designer.
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4.1 Introduction
In the earlier days of neural network research, researchers seemed to be satisfied with their 
achievements through the use of a single network [93]. More recently, it has been 
apparent that many tasks can be more effectively solved by employing a set of neural 
networks. There are a number of practical advantages to either decomposing a task into 
subtasks or combining several different solutions to the same task. In our study we will 
focus our interest on the latter. Through combining several different neural networks ( a 
hybrid system) trained on the same task, the reliability and accuracy of the neural network 
generalisation can be improved.
In the neural network community, such a combined set of different networks is referred to 
as an ensemble. By using an ensemble, outputs of the ensemble networks are combined in 
some way. The aim is to obtain a more reliable and accurate ensemble output than either 
would be obtained by training a single network or by selecting the best network out of 
several. The use of an ensemble can provide an effective alternative to the tradition of 
generating a population of networks, and then choosing the one with the best 
performance, while discarding the rest. The basic idea underlying the ensemble-based 
approach is to find ways of fully exploiting, instead of ignoring, the information contained
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in these redundant networks. Figure 4.1-1 indicates that although the outputs of the 10 
networks disagree considerably, the output obtained by averaging them is quite desirable.
Combining estimators to improve performance has quite a long history, although it has 
recently received more attention in the neural network community. Research on combining 
estimators in neural network computing can be traced back to Nilsson [78], and is found
(a) The outputs of 10 networks being trained (b) The combined output from averaging
to approach the square wave the outputs of the 10 networks
Figure 4.1-1: Although the outputs of the 10 networks considerably 
disagree, the combined output from averaging them is quite desirable.
in a number of fields such as econometrics [19][41]; machine learning [5] and software 
engineering [5 8][66]. In the neural network community, ensembles of neural networks 
have been investigated by several authors [43][108][84] [59]. Recently, it has emerged 
that generalisation performance can often be improved by training not just one predictor, 
but rather using an ensemble, i.e.t a finite collection of a number of predictors, all trained 
for the same task. This idea of improving generalisation performance by combining the 
predictions of many different predictors has been investigated extensively in statistics [41] 
[108] [13][15][16]. Within the context of neural network learning, ensembles have also 
been studied by several groups [43][84][44][59][60], Usually the predictors in the 
ensemble are trained independently and then their predictions are combined. This 
combination can be done by majority (in classification) or by simple averaging (in
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regression), but one can also use a weighted combination of the predictors. We will focus 
on the simple averaging method in our future experiments so as to simplify the models’ 
combination and reduce computing costs. Other schemes for combining predictors exists, 
like mixtures of experts [53] where the weighting of the ensemble members is highly non­
linear, and boosting [37] in which the training data are partitioned among the individual 
predictors in a way that optimises the ensemble performance.
Ensemble methods, combined with active learning, which we will present in and after 
Chapter 6, provide an effective means for neural network training. An important point is 
that it is possible to formulate the problem of ensemble methods at an abstract level, as it 
is applicable to a much wider variety of statistical methods, educational and sociological 
behaviours.
4.2 The Ensemble Method
4.2.1 The Basic Ensemble Method (BEM)
In this section we present a basic ensemble method. The basic ensemble method is to 
combine a population of regression estimates to estimate a function g(x) defined by g(x).
Suppose that we have two finite data sets whose elements are all independently and 
identically distributed random variables: a training data set D  =  { ( x , , y , ), ( x 2 , y 2 ), ...,
( x p, yp)} and a cross-validatory data set CV = { ( x * ,y * ) ,  ( x 2 ,y*) ,  ... , ( x * ,  y * ) } .
Further, suppose that we have used D  to regulate and generate a set of functions, F = 
fi (x) (/ =  1, 2, ... A), each element of which approximates g(x). We would like to find the 
best approximation to ft (x) using D.
Define the misfit of function / .  (x), the deviation from the target solution, as m . (x) =  
g(x)- ft (x). The mean squared error (MSE) can now be written in terms of m ( x )  as
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M SE[/\ ] =  E[m t2 ]. (4.1)
The average mean squared error is therefore
MSE  =  — V  E[m? ] .
Define the BEM  regression function f  BEM (x), as
/ «  (x) = -jf 2  /<  W =  s(x) - —-'z  m, (x)-
If we now assume that the m,. (x) are mutually independent with zero mean, we can
calculate the mean squared error of/b e s t  (x>)
m s e i/ sej  =  e [( -Lg m, V ] = > [ I  ■»? l+> [ £
i i = N
m ,2 ] + L  S EKMmJ
i * j
CM
II i"? I
which implies that
MSE[/-eBl, ]  =  - ^ M S £ .  (4.2)
This is a powerful result because it theoretically justifies that by averaging regression 
estimates, we can reduce the mean squared error by a factor of N  when compared to the 
population performance. By increasing the population size, we can in principal make the 
estimation error arbitrarily small! In practice, however, as becomes large the assumption 
that the misfits, m i (x) are mutually independent with zero mean, may not hold. In certain 
cases where we have nearly duplicate networks in an ensemble system, we are likely to 
have nearly linearly dependent misfits m l. (x). To deal with correlated or linearly 
dependent networks, many authors provide efficient solutions [84] [45] [28] [ 17] [ 104]. In 
most cases, the number of member networks used in an ensemble is no more than 20 
[28][82][84] [60] etc.
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Let us consider the individual elements of population F. These estimators will more or less 
follow the true regression function. If we think of the misfit functions as random noise 
functions added to the true regression function and these noise functions are uncorrelated 
with zero mean, then the averaging of the individual estimates is like averaging over the 
noise. In this sense, the ensemble method is smoothing in the network function space F 
and can be thought of as a regularizer with a smoothness assumption on the true 
regression function [84].
An spin-off of ensemble methods is that regression estimates can come from various 
sources, which provides great flexibility in the application of ensemble methods. For 
instance, the neural networks can have different architectures, or be trained by different 
training algorithms or be trained on different training examples. We will demonstrate these 
in later chapters.
4.2.2 Bias/Variance Trade-off for An Ensemble of Predictors
To further understand the purpose of ensemble methods, we now are considering 
decomposition of mean squared error formula (4.1). The motivation to our approach 
follows from a key observation regarding the bias variance decomposition, namely the fact 
that ensemble averaging does not affect the bias portion of the error, but reduces the 
variance when the estimators on which averaging is done are independent.
The classification problem is to estimate a function fD (x) of observed data characteristics 
x, predicting a class labelledbased on given a training set D = { (x ,  , y , ), ( x 2 , y 2 ), ..., 
(xp, y ^ ) }  using some measure of the estimation error on D. A good estimator will
perform well not only on the training set, but also on new validation sets which were not 
used during training. Evaluation of the performance of the estimator is commonly done via 
the mean squared error (MSE) by taking the expectation with respect to the (unknown) 
probability distributionp ofy:
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E[(y -Jo (x ))2 |x, D\
This can be decomposed into
E[(y -fD (x))2|x, D] = E[(y - EM *] ) 2 |x] +  E[(E\y\x] -fD (x))1 |x, D]
The first term does not depend on the training data D  or on the estimator fD (x)\ it 
measures the amount of “noise” or variability of y given x. Hence, /  can be evaluated by 
using E[(E[y|x] -fD (x ))2 |x, D],
The empirical MSE o f /is  given by
E o [(E[y|x] - / „  ( x ) ) 2 ]
where E  D represents expectation with respect to all possible training sets D  of fixed size.
we can decompose the error to bias and variance components to get
E D [(E[y|x] - f D (x»2 ] = (E D [ f D (*)] - E|>|x])2 + E D [ ( / D (*) - E D [ f D (x)]) 2 ] (4.3)
The first term on the right-hand side of the equation(4.3) is called the bias of the estimator 
and the second term is called the variance. When training on a fixed training set D, 
reducing the bias with respect to this set may increase the variance of the estimator and 
contribute to poor generalisation performance. This is known as the trade-off between 
variance and bias. Typically, variance is reduced by smoothing; however, this may 
introduce bias (since, for example, it may blur sharp peaks). Bias is reduced by prior 
knowledge. When prior knowledge is used also for smoothing, it is likely to reduce the 
overall MSE of the estimator.
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When training neural networks, the variance arises from two terms. The first term comes 
from inherent data randomness and the second term comes from the nonidentifiability of 
the model, namely, the fact that for given training data, there may be several (local) 
minima on the error surface.
j i = N
Consider the ensemble average fBm (x)= —  / ,  (x)
H  ,=i
These predictors are identically distributed and, thus, the variance contribution (equation
(4.3)) becomes (we omit x and D  for clarity)
From equation (4.5), if the predictors { / .  }are highly correlated, for example if / .  =f. = 
/ f o r  all / , /  then the above equation becomes
Namely, there is no reduction in ensemble variance, Var On the other hand, If the
predictors are identically distributed and independent, then the second term drops out and 
we are left with
After some operations, equation (4.4) becomes (see [90]):
V a r ( /B£W) = - J r Vartf) +
2 N{N - 1)
Var (/) =  Var (/)
N 2 2
V a r( /m f ) = ^ V a r ( / \ ) (4.6)
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This result is similar to the one in the last section, i.e., M SE[/5El/] =  —  MSE , viewed
N
from another standpoint.
The success of ensemble averaging of neural networks in the past[14][43][84][108] is due 
to the fact that neural networks have in general many local minima, and thus even with the 
same training set, different local minima are found when starting from different random 
initial conditions (for example, random initial weights). These different local minima lead 
to somewhat independent predictors, and thus the averaging can reduce the variance. 
When a larger set of independent networks is used, but no more data are available, data 
reuse methods can be useful. Bootstrapping [16] has been very helpful, since by 
resampling from the training examples, the independence of the training sets is increased, 
and hence, the independence of the estimators, leading to improved ensemble results. We 
will demonstrate this in later chapters.
4.3 Methods for Creating Ensemble Members
As mentioned above, as N  (the number of ensemble networks) becomes large the 
assumption that misfits, m,. (x) mutually independent with zero mean, may not hold. In 
addition, ten identical copies of the same stock exchange forecast obviously contain 
exactly the same amount of information as just one copy. However, by obtaining ten 
different forecasts, it may actually be possible to predict tomorrow’s stock information 
more accurately, even if the forecasts are all based on the same stock data. The same is 
true quite generally for ensemble learning; only if the predictors in an ensemble are 
different is there something more to be gained from using an ensemble.
There are a number of methods by which one can generate an ensemble system consisting 
of different networks. These include the topology of the networks (e.g. varying hidden 
units), initial random weights, the training examples, and training algorithms. We will 
provide an overview of the main methods used for creation of ensemble members. In
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practice we usually use several methods simultaneously in order to reach the goal of 
killing two birds with one stone: both to avoid misfits m,. (x) correlated in functional 
space and to force ensemble members to be as different as possible.
1. Varying initial random weights: a set of networks can be created by varying the initial 
random weights while holding the training example constant.
2. Varying the topology of neural networks: a set of networks can be created by varying 
the topology or architecture, or training with a varying number of hidden units while 
holding the training example constant.
3. Varying the training algorithm used: The algorithm used to train the networks could 
be varied while holding the training example constant.
4. Varying the training examples: This method seems to be most frequently used, 
involving altering the training examples.
In the work described in this thesis, we employ a combination of three of the above 
techniques (1, 2, 4) in our experiments.
4.4 Sampling Data
Varying training examples is referred to as sampling data. A common approach to the 
creation of a set of networks for an ensemble is to use some form of sampling technique, 
such that each network in the ensemble is trained on a different subsample of the training 
examples. Resampling methods which have been used for this purpose include cross- 
validation [59][98] and bootstrapping [16][89][90][30].
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4.4.1 A Bootstrap Ensemble
The bootstrapping technique has become one of the major tools for producing empirical 
confidence intervals of estimated parameters or predictors[31][16][80][89][90]. A simple 
bootstrap procedure amounts to sampling with replacement from the training data, and 
constructing several training subsets, all with the same size but data randomly selected 
from the original training set[89]. Later, the variability between the estimated parameters 
can be measured, and give some indication about the true variability of the model 
parameters arising from the data, Furthermore, variability of the prediction, or error bars 
on the prediction, can also be estimated in this way.
Consider a total of P items available in the original training set S. The approach is to 
generate N training subsets { S 1 , ... , } from the original training set, each containing
some percentage of the original training set S. The subsets are constructed independently 
from the original training set by drawing at random with replacement [31]. Each subset is 
used to train a network in the ensemble.
Using this bootstrap procedure, each subset is expected to include roughly 36%  ~  60%  
duplicates (due to replacement during sampling) [82]. There are two important issues in 
training neural networks to develop a bootstrap ensemble. The first is whether to use all P 
items (including duplicates) in the training subsets S ' or to use only unique (non­
duplicate) items. If only a distinct fraction is used for training, the size of the training 
subset would be less than P. The second issue concerns the leftover fraction: it can be 
used as an early-stopping validation set or just to let the network over-fit to the training 
subsets. Early stopping usually requires a fraction of the data to be taken from the original 
training set, which might degrade the performance of the neural network. The advantage 
of a bootstrap ensemble is that the leftover sample is already available.
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Our early experiments suggest that using only a distinct fraction of the data and letting the 
network over-fit to the training subsets increases the independence of the predictors in the 
ensemble, and thus improves the generalisation performance.
The Bootstrap Algorithm
1) Generate bootstrap subsets { S 1 , ... , } from the original training set, where AMs
the number of networks in the ensemble.
2) For each bootstrap subset, collect unsampled items into leftover sample sets, giving
}.
3) For each S ' , train a network. Use the leftover set s' as a validation stopping criterion
if necessary. This gives N  neural network predictors: S 1 ), . . . ,  f(x; }.
4) Build a ensemble from the A  bootstrap networks using a simple averaging procedure:
Alternatively, If weighted averaging is used, estimate the weights of the networks a} 
using the entire training set and calculate the output of the ensemble as
/ mm 0 ) = z  a , f ( x ;  s ' )
i=I
4.4.2 A Cross-Validation Ensemble
The algorithm is quite similar to the procedure used in prediction error estimation. First, 
generate subsets from the original training set by sampling without replacement removing 
a fraction of the original training set. Let S denote the original training set, and S ' denote 
a subset (with s-ffaction removed from S, S ' =  S - s ‘ ). There are two versions of cross- 
validation commonly used: delete-one and hold-out. In the case of delete-one cross­
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validation, N  subsets are constructed. Only the hold-out method will be considered in our 
study, for obvious reasons (i.e. costly computations for training N  networks).
The procedure starts with deciding the number N  of networks in the ensemble. Divide the 
original training set S into N  fractions of roughly equal size. An important issue in the 
cross-validation ensemble is the degree of data overlap between the subsets { S 1, ... , 
S N }. We have to decide how large each subset S ' is compared with the original training 
set S. The degree of overlap depends on the number of subsets (the size of ensemble, N) 
and the size of a removed fraction s' (and the size of S' ) from the original sample. 
Normally, the size of removed fraction s ' (the validation sets) is equal to S/N. In this case, 
each validation set contains no same data without overlap.
Like the bootstrap ensemble, there is a fraction from the original training set that is not 
included in each training subset S' . This unused fraction can be used as a validation 
criterion for early stopping. Cross-validation ensembles fit nicely into the practice of 
neural network modelling where removing a fraction of the data to stop training is 
common.
The Cross-Validation Ensemble Algorithm
1) Divide the original training set S into N  fractions {L , , ... , hN}. The choice of N  
depends on the number of networks in the ensemble and the degree of overlap desired.
2) Decide how many L  will be used to construct each training subset S ' . Suppose r ( r is 
the number of cross-validation sets in L  j , r <  N ), S ' =  L ; and s ' =  S - S ' .
3) Construct each training subset S' by picking r fraction of L  from the original training 
set iS', using a “revolving door procedure” [82].
4) Train a network f(x; S ' ) using each training subset S ' .
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5) If an early-stopping procedure is used, use the leftover fraction s' as an early- 
stopping criterion.
6) Build an ensemble from the constructed networks using the simple averaging 
procedure:
=  ffcs ' ) .
Alternatively, if weighted averaging is used, estimate the weights of the networks a i 
using the entire training set and calculate the output of the ensemble as
f BS t f ( * ) = Z  a i f ( X' S ‘ )
i=\
The fraction of data overlap determines the trade-off between individual network 
performance and error correlation between the networks. Lower correlation can be 
expected if the networks train with less overlapped data, which means a larger removed 
fraction and smaller fraction for training. The smaller the training subset size, the lower 
the individual network performance that can be expected.
4.5 Methods of Combining Ensemble Networks
Once a set of networks has been created, an effective way of combining their several 
outputs must be found. There are several different methods of combining, and since a 
number of reviews of the topic already exist [40] [54] [109] [113], we will do no more than 
briefly outline some of the more common methods.
4.5.1 Averaging and Weighted Averaging
Linear opinion pools are one of the most popular aggregation methods, and refer to the 
linear combination of the outputs of the ensemble members’ distributions with the
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CHAPTER 4 The Methodology of Network Ensembles
constraint that the resulting combination is itself a distribution [54]. A single output can be 
created from a set of network outputs via simple averaging [84] or by taking a weighted 
average [44] [84].
4.5.2 Non-linear Combining Methods
Other non-linear combining methods that have been proposed include Dempster-Shafer 
belief-based methods [92], combining using rank-based information [2], voting [43] and 
order statistics [103].
4.5.3 Supra Bayesian
Jacobs [54] contrasts supra Bayesian with linear combinations. The underlying philosophy 
of the supra Bayesian approach is that the opinions of the experts are themselves data. 
Therefore, the probability distribution of the experts can be combined with its own prior 
distribution.
4.5.4 Stacked Generalisations
Under stacked generalisation [108], a non-linear network learns how to combine the 
networks with weights that vary over the feature space. The outputs from a set of level 0 
generalizer are used as the input to a level 1 generalizer, which is trained to produce the 
appropriate output. The term “stacked generalisation” is used by Wolpert [108] to refer 
both to this method of stacking classifiers and also to the method of creating a set of 
ensemble members by training on different partitions of the data. It is also possible to view 
other methods of combining, such as averaging, as instances of stacking with a simple 
level 1 generalizer. The same idea has been adapted to regression tasks, where it is termed 
“stacked regression” [13]. A comprehensive exploration of stacking is reported by 
LeBlanc and Tibshirani [62].
Using an ensemble of classifiers, instead of a single classifier, can lead to improved 
generalisation. The combination of the ensemble methods and active learning techniques
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provides a very useful and powerful tool for our practical problems. In the following 
chapters, we will demonstrate these methods in detail.
5 2
Chapter 5
Neural Network Ensembles, Cross- 
Validation and Active Learning Using 
Discrepancy
5.1 Overview
In the last chapter we have presented a theoretical discussion that neural network 
ensembles (committees) can give improved accuracy and reliable estimation of predictors. 
In this Chapter we will now demonstrate a practical application with an experiment from 
the standpoint of how to improve generalisation. We define the “discrepancy” as the 
variance of the output of ensemble members averaged over unlabeled data, which 
quantifies the disagreement among the networks. We discuss how to use this discrepancy 
in combination with cross-validation to give a reliable estimate of the ensemble 
generalisation error, and how this type of cross-validation ensemble can sometimes 
improve generalisation performance. Finally, by a generalisation of “query by committee”, 
we show how the discrepancy can be used to select new training data to be labelled in an 
active learning scheme.
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5.2 Neural Network Ensembles
We have discussed in Chapter 4 how a combination of many different networks can 
improve generalisation performance. In practice, the networks in the ensemble are usually 
trained individually and then their outputs are combined. This combination is usually done 
by majority (in classification) or by simple averaging (in regression).
Our study indicates that a combination of the output of several networks (or other 
predictors) is only useful if they disagree on some inputs. Clearly, there is no more 
information to be gained from a million identical networks than there is from just one of 
them [102][16][45][54][109][60][59]. By quantifying the disagreement in the ensemble it 
turns out to be possible to state this insight rigorously for an ensemble used for the 
approximation of a real valued function (In this experiment we use a square wave 
function). The method of cross-validation was therefore introduced so as to train the 
networks on different training sets.
We define discrepancy as the variance of the output of ensemble members averaged over 
the unlabeled data, so it quantifies the disagreement among the networks. The discrepancy 
in combination with cross-validation is used to give a reliable estimate of the ensemble 
generalisation error. This type of cross-validation ensemble can sometimes improve 
performance.
Assume the task is to learn a function g from to R for which one has a sample of p 
e x a m p le s ,D = { ( x , , y , ), ( x 2 , y , ) ,  ( x f , y p)} wherey„ =g(xj and u =  1, 2,
These examples are assumed to be drawn randomly from the input space p(x). Anything 
in the following is easy to generalise to several output variables.
Assume the ensemble consists of N  networks and the output of network /' on input x is 
called/,. (x). A weighted ensemble average is denoted by a bar, like
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/ ( * ) -
i = N
z
»=1
a i f, (x) (5.1)
This is the final output of the ensemble, namely, fBEM( x). We think of the weight af as 
our belief in network i and therefore constrain the weights to be positive and sum to one. 
The constraint on the sum is crucial for some of the following results.
The discrepancy on input x of a single member of the ensemble is defined as
s', W  =  (/■ , ( * ) - 7 M ) 2 (5.2)
The ensemble discrepancy on input x is
d(x) =  2  « ,  dt (x) =  £  a,(f, (x ) -  f(x))2 (5.3)
» = ]  1=1
This is simply the variance of the weighted ensemble around the weighted mean, and it 
measures the disagreement among the networks on input x. The quadratic error of 
network i and of the ensemble are
e , W  =  f e W - / ,  W ) 2 (5.4)
e(x)= (g(x)- J(x)y (5.5)
where g(x) is the target output of the function. 
Respectively, adding and subtracting g(x) in (5.3) yields
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d(x) = ^  at e . (x) - e(x) (5.6)
i=i
_ i = N
We refer the weighted average of the individual error as e (x) =  ^  ai e (x), thus this
»=i
becomes
e(x) - e(x) - d (x) (5.7)
Further, all these formulas can be averaged over the input distribution. Averages over the 
input distribution will be denoted by capital letters, obtaining following equations [59]
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| dxp(x)et (x) (5.8)
A { = J dx/?(x) d i (x) (5.9)
E  =  J dx/?(x) e(x) (5.10)
The first two of these are the generalisation error and the discrepancy respectively for 
network /, and E  is the generalisation error for the ensemble. From (5.7) we then find for 
the ensemble generalisation error
E = E  - A (5.11)
The first term on the right is the weighted average of the generalisation errors of the
_  i = N
individual networks (E = ^  E t), and the second is the weighted average of the
»=i
_  i= N
discrepancies (A =  ^  a .  A t ), which we refer to as the ensemble discrepancy.
/=i
The beauty of this equation is that it separates the generalisation error into a term that 
depends on the generalisation errors of the individual networks and another term that 
contains all correlations between the networks. Furthermore, the correlation term A can 
be estimated entirely from unlabeled data, i.e., no knowledge is required of the real
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function to be approximated. The term “unlabeled example” is borrowed from 
classification problems, and in this context it means an input x for which the value of the 
target fu n ctio n ^) is unknown.
Equation (5.11) expresses the trade-off between bias and variance in the ensemble again, 
but we present it in another different way than the common bias-variance relation [39] in 
which the averages are over possible training sets instead of ensemble averages. If the 
ensemble is strongly biased the discrepancy will be small, because the networks implement 
very similar functions and thus agree on inputs even outside the training set. Therefore the 
generalisation error will be essentially equal to the weighted average of the generalisation 
errors of the individual networks. If, on the other hand, there is a large variance, the 
discrepancy is high and in this case the generalisation error will be smaller than the average 
generalisation error [75].
From this equation we can immediately see that the generalisation error of the ensemble is 
always smaller than the (weighted) average of the ensemble error, E < E . In particular 
for uniform weights:
E  <  —  £  E , (5.12)
N  tt
which is analogous to the previous results as discussed in Chapter 4.
5.3 The Cross-Validation Ensemble
From (5.11) it is clear that increasing the discrepancy (while not increasing individual 
generalisation errors) will improve the overall generalisation. The more the networks 
disagree, the better the generalisation performance. Therefore we want the networks to 
disagree as much as possible! One way is to use different types of approximations like a 
mixture of neural networks of different topologies or a mixture of completely different
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types of approximators. Another obvious way is to train the networks on different training 
sets. Here we use cross-validation. Or we can simultaneously employ two ways.
Choose a number K < p [11]. For each network in the ensemble hold out K  examples for 
testing, where the N  test sets should have minimal overlap, i.e., the N  training sets should 
be as different as possible. If, for instance, K < p/N it is possible to choose the K  test sets 
with no overlap. This enables us to estimate the generalisation error E t of the individual 
members of the ensemble, and at the same time make sure that the discrepancy increases. 
When holding out examples the generalisation errors for the individual members of the 
ensemble, E { , will increase, but the conjecture is that for a good choice of the size of the 
ensemble (N) and the test set size (K), the discrepancy will increase more and thus we will 
get a decrease in overall generalisation error.
5.4 Experiments With Neural Networks
In order to study the feasibility of the cross-validation ensemble method, we experimented 
with the square wave function (Figure 5.4-1). The ensemble consists of five feedforward 
networks, which are trained independently by backpropagation using 200 examples 
randomly produced from the input space of [-4, +4]. The architecture of the networks is 
composed of one hidden layer with 20 hidden units, all initialised with random weights.
x
Figure 5.4-1: Target A*): The Square Wave
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5.4.1 Cross Validation Technique
Now the ensemble of 5 networks is employed using 200 random examples for training, 
according to the Section 5.3, i.e., K < p/N, we choose K =  40 (200/5) so that each of the 
five test sets can be 40 examples with no overlap (see Table 5.4.1-1). Consequently, each 
network has a cross-validation set of size 40 and each is trained on the remaining 160 
examples.
Tabic 5.4.1-1: Cross-validation sets of size 40 without overlap
netl CV1 Training Set
net2 Training Set CV2 Training Set
net3 Training Set CV3 Training Set
net4 Training Set CV4 Training Set
net5 Training Set CV5
1 40 80 120 160 200
Cross-validation is a suitable strategy for improving generalisation in networks of non- 
optimal size whose aim is to avoid “overtraining” by carefully monitoring the evolution of 
the validation error during training and stopping just before it starts to increase. This 
strategy is based on one of the early stopping criteria in model evaluation [98],
Figure 5.4.1-1: Training error and cross-validation errors of network 1 
using backpropagation algorithm. The cycle unit lx  103 .
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Here, the whole available data set is split into two parts: training set and validation set. 
The training set is used to determine the values of the weights of each network in the 
ensemble. The validation set is used to for deciding when to terminate training. Training 
continues as long as the performance on the validation set keeps improving. When it 
ceases to improve, training is stopped. Figure 5.4.1-1 illustrates the training error 
and validation error of network 1, whose training cycles (stopping) is 191000. Of 
course, the other 4 networks have different training cycles (stopping). The outputs of the 
individual networks are shown in Figure 5.4.1-2, and the final ensemble output (by 
averaging the outputs of five individual networks), variance and root squared error are 
shown in Figure 5.4.1-3, from which it is shown that cross-validation technique can get 
the individual network outputs to disagree considerably and the combined output of the 
ensemble is desirable. Also it can been seen that the discrepancy curve has higher peaks 
near the discontinuities, which will be used for an active learning scheme for judiciously 
selecting training data in the next section.
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Figure 5.4.1-2: The outputs of the five individual 
networks. An ensemble of five networks were 
trained to approximate 
the square wave target function/^)
Figure 5.4.1-3: The final ensemble output 
(the solid line), and discrepency (or 
variance, the broken line).
5.4.2 Active Learning Using Maximum Discrepancy
In last section, we discussed how the ensemble method can give improved generalisation. 
Now we present a query-based active learning scheme that applies to function 
approximation. It is essentially a generalisation of query by committee [35] [95] that was
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developed for classification problems. Our method is based on the conjecture that those 
patterns in the input space yielding the largest error are those points we would benefit 
the most from including in the training set.
Since the generalisation error is always non-negative, we see from (5.7) that the 
weighted average of the individual network errors is always larger than or equal to the 
ensemble discrepancy,
e(x) > d(x) (5.13)
which tells us that the discrepancy is a lower bound for the weighted average of the 
squared error. An input pattern that yields a large discrepancy will always have a large 
average error. On the other hand, a low discrepancy does not necessarily imply a lower 
error. If the individual networks are trained to a low training error on the same set of 
examples then both the error and the discrepancy are low on the training points. This 
ensures that a pattern yielding a large discrepancy cannot be in the close neighbourhood 
of a training example. The discrepancy will to some extent follow the fluctuations in the 
error.
An ensemble consisting of 10 networks is trained to approximate the square-wave 
function shown in Figure 5.4-1, but in this experiment the function was restricted to the 
interval from -2 to +2. In addition, the feed-forward networks have different hidden units 
generated randomly, varying from 10 to 30, so that members of the ensemble have 
different architectures. We start with the same initial training set of 1 example chosen 
randomly from the input space of [-2, +2]. Examples are generated and added one at a 
time in following two learning schemes. The first is to randomly select exemplars for the 
training set; the second is to select each exemplar that gives the largest discrepancy 
(variance) out of 200 random data points in the input space [-2, +2]. The outputs of 10 
network models and the final combined output by averaging 10 networks of the 
ensemble is seen in Figure 5.4.2-1. The generalisation performance (root mean squared 
error) via the training set size is seen in Figure 5.4.2-2. From Figure 5.4.2-1, it is clearly 
shown that although the individual network outputs are not ideal, the final combined 
output of the ensemble is desirable. Figure 5.4.2-2 tells us that the generalisation can be 
significantly improved by active learning, since active learning judiciously selects training
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data while passive learning randomly selects training data. Thus, not only the ensemble 
method can improve generalisation, but also active learning can obtain better 
generalisation. In the next chapter we will discuss how active learning can dramatically 
reduce the size of the training data set as well.
Figure 5.4.2 -1(a ): The outputs of 10 network 
models
Figure 5.4.2-l(b): Final output by averaging 
10 outputs of the ensemble
Figure 5.4.2 - 2: The solid line indicates the active learning generalisation curve, and the broken 
line indicates the passive learning generalisation curve based on the same training set size.
5.5 Conclusion
The central idea in this chapter is to show that there is a lot to be gained from using 
unlabelled data when training in ensembles. Although we deal with neural networks, this 
idea can be extensively applied for any other type of method used as the individual 
members of the group or ensemble.
6 2
It is shown that apart from getting the individual networks of the ensemble to generalise 
well, it is important for the individual members to disagree as much as possible in order 
to obtain better overall generalisation. This is done by training the individual networks on 
different training sets, and creating different individual networks (through producing 
random weights and different architectures).
Finally, a method for active learning is described, which is based on the method of query 
by committee developed for classification problems. The idea is that if the ensemble 
disagrees strongly on a data point, this data point will be the most needed information 
and should be included in the training set for ensemble learning. It is shown that active 
learning can improve generalisation performance.
In this chapter, we have discussed ensemble and active learning methods from the 
standpoint of generalisation. It will be discussed more generally in the next chapters that 
ensemble and active learning methods can not only improve generalisation, but also can 
improve data selection and learning efficiency as well. The active learning method 
discussed in this chapter is referred to as Maximum Variance because training data 
resampled depends on maximum variance of the ensemble state. In Chapter 6, we will 
develop a new method for active learning, by which training data selection depends on 
maximum inter-quartile range (MIQR) of the ensemble state. Because the MIQR 
method’s philosophical idea is to embody the “majority’s” desire by pruning the 
“minority” (outliers), training data resampled will be more informative than using the 
Maximum Variance method, therefore it is more effective and compares favourably with 
the Maximum Variance method (details will be demonstrated in the following chapters).
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Chapter 6
MIQR Active Data Selection with 
Network Ensembles
6.1 Overview
In the last chapter w e  have dem onstrated h ow  to  u se  “discrepancy” to  se lect som e  
particular training exem plars so  as to  im prove generalisation performance. In this chapter 
w e  form ally derive a m ethod for selecting exem plars for training a set o f  netw orks with  
one-hidden layer feedforw ard architecture to  approach functions. This m ethod  
increm entally adds to  the training set as necessary to  achieve the desired level o f  
accuracy. Our selection  criterion d oes not depend on using a neural netw ork estim ator, 
thus it m ay be used for general purpose nonlinear regression using any statistical 
estim ator.
The objective is to  m inim ise the data requirement o f  learning and m axim ise im proved  
generalisation as w ell. In a particular sense, w e  are perform ing a kind o f  data 
com pression , by selecting exem plars representative o f  the set o f  all available exam ples. 
T ow ards this end, w e  ch o o se  a criterion for selecting training exam ples that w ork s w ell 
in conjunction w ith  creation o f  ensem ble netw orks. W e proceed sequentially, selecting  an 
exam ple that, w hen added to  the previous set o f  training exam ples and learned, 
m axim ises the decrem ent o f  ensem ble netw ork squared error over the input space.
A  number o f  criteria for selecting training exam ples have been proposed  by many 
researchers. A m ong them , are M axim um  V ariance w hich  w e  have d iscussed  in the last
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chapter (and other gro u p s[5 9 ][8 9 ]), and M axim um  E rro r[9 9 ][8 6 ][5 2 ][8 8 ] etc. P lutow ski 
and W hite exam ine the learning task from  a m ore general function approxim ation  
standpoint [86], v iz., approxim ating a target function, g ( x ) ,  using a netw ork output 
function, fix , w), param eterised by w eights w. T hey design the criteria for selecting  new  
exam ples to  m eet tw o  objectives: ( 1) to  optim ise the accuracy o f  fit b etw een  netw ork  
output, fix , w), and the target function, g ( x ) ,  and (2) to  m inimise the approxim ation’s 
unreliability in the presence o f  noise. Their study quantifies the above tw o  considerations 
by proposing  an Integrated M ean Squared Error (IM SE ) m easure to  be m inim ised. To  
select the next training exam ple, the learning algorithm  sam ples at the next input location  
that m axim ally decreases the IM SE. P lutow ski successfu lly  im plem ented active
learning in a single netw ork system  by using the A IS B  criterion. H ow ever, his m ethod is 
not only com putationally com plicated and expensive, but also strictly applicable only to  a 
class o f  “reasonably sm ooth functions” . Furthermore, A IS B  is actually a variation o f  
M axim um  Error since A IS B  derives from Integrated M ean Squared Error (IM SE ) based  
on a B ayesian  inference fram ework or Optimal Experim ental D esign. H is m ethod is not 
used  in ensem ble netw ork system s, but m ostly in a single netw ork, w here l a b e l l e d  d a ta  
sets are provided. A nother variation o f  M axim um  Error is E IS D (E xp ected  Integrated  
Squared D ifference) [99]. B y  minimising E ISD , the next exam ple can be located. The 
E IS D  can be successfu lly  applied for “unknow n” function approxim ation. It also is based  
on  a B ayesian  fram ework, being applicable to  a single neural netw ork. N o  matter 
w hether the A ISB  criterion or the E IS D  criterion, their theory is built up on the 
assum ption that the function to  be approxim ated is reasonably sm ooth, thus their 
m ethods are considerably restricted in practice.
W e w ill prop ose the M axim um  Inter-Quartile R ange (M IQ R ) criterion for selecting  
training exam ples. M IQ R  is defined by com puting the m aximum inter-quartile range o f  
the upper quartile and low er quartile o f  the outputs o f  ensem ble netw orks. This idea is 
inspired by statistical m ethods. U sing  the M IQ R  criterion, exam ple selection  is not 
influenced by “outliers”, rather, principally dependent upon the “mainstream”  o f  the 
ensem ble netw orks. E ncom passed  in our n ew  m ethod is a very sim ple ancient 
philosophical idea, i.e. “minority obey majority” . O utliers are only a minority; on the  
other hand, the majority w ithin the inter-quartile range stands for mainstream and the
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general trend o f  the ensem ble netw orks. Our experim ents sh ow  that the M IQ R  criterion  
is an effective  m ethod for exam ple selection  and ou tw eigh s a contending m ethod, the  
M axim um  Variance criterion. The m otivation o f  the use o f  M IQ R  instead o f  M axim um  
V ariance is that maxim um  variance often results in local minima b ecause variance 
com putation is essentially based on the assum ption that values are norm ally distributed. 
N eural netw orks, how ever, are essentially nonparametric, therefore values o f  the  
variance o f  netw ork outputs are random.
W e conclude w ith graphical illustrations o f  the m ethod, and dem onstrate its u se  during 
netw ork training. Several benefits are apparent for practical u se in a variety o f  
applications. Experim ental results indicate that training upon exem plars selected  in this 
fashion can save com putation in general purpose u se  as w ell.
W e dem onstrate that our m ethod selects con cise  training sets, and that it can be used to  
im prove generalisation perform ance. The m ethod w orks w ell on netw orks w ith multiple 
inputs and outputs. Theoretically, it should w ork  on problem s o f  any dim ension. 
H ow ever, experience in high dim ensional dom ains is required to determ ine w hether the  
benefits o f  our technique outw eigh  the overhead o f  the selection  process. In addition, 
due to  the M IQ R  m ethod being com puted on a basis o f  unlabelled data sets, our m ethod  
can be easily and directly extended to  be applicable to  noisy data co llection  w ithout 
difficulty.
6.2 Derivation of the Method
6.2.1 Outliers, Quartiles and Inter-Quartile Range
W e recall the top ic  o f  “outliers” and “quartiles” in our preliminary w ork  on  d evelop ing a 
m ethod for selecting exem plars. The study o f  “outliers” and “quartiles” is outside the 
scop e o f  this dissertation. W e consider th ese  tw o  term s to  have m any different 
connotations and interpretations. The reader interested in this top ic  m ay begin  w ith  the 
study o f  R obust Statistical Procedures g iven  in [50] and Outliers in Statistical D ata  given  
in [6], as w ell the references provided in [5 5 ][1 1 ][6 7 ]. A s a small peek  inside this
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actively  studied topic, w e  provide tw o  distinct v iew s on the matter. T he fo llow in g  quote  
depicts outliers as the result o f  finiteness o f  the sample:
T he term outliers d oes not m ean that they are not part o f  the jo in t data 
probability distribution or they contain no inform ation for estim ating  
the regression surface; it m eans rather that outliers are to o  small a 
fraction o f  the observations to  be allow ed to  dom inate the sm all-sam ple  
behaviour o f  the statistics to  be calculated. W ith parametric regression  
m odelling techniques it is easy to  quantify this effect by sim ply  
com puting the effect that each data point has on the regression surface.
This is not a trivial problem  in non-param etric m odelling but the 
statistics literature is full o f  m ethods to  deal w ith it [83],
T he fo llow in g  perspective v iew s outliers as a result o f  the data generating process:
O utliers are generated from  a distribution that is a perturbation to  the 
underlying distribution, for exam ple, a small am ount o f  no ise  w ith ever  
changing distribution in the background[67].
Y et another v iew  is provided in [55], w hich u ses a m axim um -likelihood definition o f  
“outliers.” In our w ork, although w e  refer to  pruned outputs o f  the m em bers o f  an 
ensem ble as “outliers,” w e  simply excise  outputs that are m isleading, according to  a 
estim ate o f  h o w  m uch an estim ate o f  generalisation is im proved by deleting them.
T he term s “quartiles” and “inter-quartile range” can be also found in the 
referen ces[24 ][6 ][27 ]. H ere, w e  explain quartiles and range by using a rule. S upp ose w e  
have a set o f  ensem ble netw orks (N ), w hich have outputs Y ,  ( x ) ,Y 2 ( x ) ,Y 3 (x ), ...,
Y a m (x), Y n  (x ) respectively, (see  Figure 6 .2 .1 -1 ), here, x  is taken from  the input space  
according to  a certain distribution probabilityp .  For any g iven  x . ( i =  1, 2, 3, ..., p), w e  
rearrange the outputs Y ,  , Y 2 , Y 3 , ..., Y ^ . , ,  Y N to  ascending order o f  Y * ,Y 2 , Y 3 , ... ,
Y ^ _1? Y ^  such that
Y , < Y ’ <  Y 3 < * y ;_, *
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I f  JVis odd, the median is defined as the Y *w/2>+1. I f  TV is even, the median actually is 
the m iddle position  o f  the order Y *{N+xy2. Then the upper quartile is defined as m idw ay  
b etw een  {median + 1)  and Y*N ; and the lower quartile as m idw ay b etw een  {median - 1) 
and Y * . Finally the inter-quartile range is defined as the difference b etw een  the upper 
quartile and low er quartile.
F or instance, assum e w e  have the 15 outputs below :
2, 4, 11, 21 , 34 , 65, 76, 88, 89, 100, 126, 156, 187, 201 , 273
T t  t
low er quartile median upper quartile
O bviously, the median is 88; the low er quartile and upper quartile are 21 and 156 
respectively; the values 2, 4, 11, and 187, 201 , 273 are outside the quartiles and may 
include outliers.
This can be further illustrated by Figure 6 .2 .1 -1 , w hich is the outputs o f  the ensem ble 
consisting o f  10 netw orks approaching sin(x) in the fourth training iteration. Clearly, the  
value o f  the inter-quartile range (x) changes at each point in the input space.
x
Figure 6.2.1-1: Outputs of the ensemble consisting of 10 networks. Quartiles change on each x point. 
For example, the quartiles near x = 1 are different from ones near x = 5. Correspondingly, the value of 
the inter-quartile range(x) changes on each x point.
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6.2.2 MIQR for Selecting Examples
N o w  it is easy to  present our m ethod for selecting training exem plars. Su p p ose w e  have  
an ensem ble w hich is com p osed  o f  N  feedforw ard netw orks w ith  one-hidden layer. W e  
create such an ensem ble by sim ultaneously using w ays introduced in Chapter 5:
(l)v a ry in g  initial random w eights; (2) varying the to p o lo g y  o f  neural netw orks; and (3 )  
varying the training exam ples, here using the bootstrapping technique.
S u p p ose w e  are provided w ith  a set o f  P  “candidate” exam ples generated random ly  
from  the input space (here the X -axis): { (x ,  , y ,  ), ( x 2 , y 2 ), ..., ( x p , y p )}  , and y . =
g ( x , . ), /' =  1, 2, 3, ..., P .  W e denote this set as x p , Supp ose w e  have a small subset
consisting  o f  n  exam ples, x n , randomly chosen  from x p (m ost often, w e  begin  by 
putting n  =  10) [8 9 ][8 1 ][1 6 ]. B y  using bootstrapping, a resam pling technique, such a 
training set can be resam pled into N  subsets for training N  netw orks. A fter each training 
iteration, w e  com pute the ensem ble inter-quartile range(xr) for each x g / .  O bviously, 
the points o f  larger inter-quartile ranges are the points w here m ore inform ation is 
required. N am ely, w e  ch oose
x rt+1 =  arg m ax Inter-Quartile R ange (x  | x p ). (6 .1 )
x
Thus w e  derive a criterion for evaluating individual exam ples that a llow s us to  select  
exem plars m axim ising the inter-quartile range that w ould  result from adding the n ew  
exem plar to  the training set.
In adding to  the training set, a number o f  practical matters m ust be addressed. B ecau se  
w e  are trying to  learn a determ inistic mapping, it is appropriate to  specify  a tolerance
max
s p representing the desired accuracy for the fit over all o f  the candidates as m easured  
by
*!> = [ 4  Z  <«(*>-/«. M ) 1 ] 1,2 ■ (6-2) ^ xexp
here, g (x )  is the target function, f em (x )  is the average output o f  the ensem ble netw orks, 
nam ely,
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/.»(*) = T7 Z  f< (*> )• (6-3)■* *
w h ere / , .  (x, w  n ) is the / th m em ber o f  the ensem ble, and w n is the vector  o f  w eights  
w hen / , .  has been trained by training set x n . W e desire s p ( x n ) <  s ™3* . Clearly, before  
selecting  a n ew  exem plar, w e  should alw ays check  w hether s p ( x n ) <  s™3* ,  and quit i f  it 
does. W e refer to  a set o f  exem plars that g ive  this condition as “sufficient” .
I f  this condition d oes not hold, w e  m ust determ ine w hen the current exem plars have been  
fitted w ell enough to  select a n ew  one, as the underlying theory and practical experience  
su ggest that, for g iven  netw ork com plexity, the selection  criterion w ill w ork  best i f  the fit 
is optim al for the current set o f  exem plars. Optim ality for the given netw ork com plexity  
is ensured either by finding that the training threshold s n is sufficiently small, w here
* . = [ 1  z ( « ( * ) - / ,  (*.»-.))2 r> ( 64)
1 1  XGX *
or by finding that repeated optim isation attem pts do not g ive  further im provem ent in s n . 
In im plem enting the requirement that e n be sufficiently small, w e  specify that s n <  £,™ax 
w hen selecting x n+]. This requirement fo llow s from the observation that i f  the given
m odel cannot adequately fit the training data points, then it is unlikely it w ill adequately  
fit the entire set o f  candidates, because x n c  x p .
Our experience indicates that fitting x n to  an even closer tolerance can result in a m ore 
con c ise  set o f  exem plars, i.e ., a sufficient set o f  smaller size. W hen the minimal number 
o f  exem plars is desired, s n should be stringently minimised.
I f  a som ew hat larger than minimal set o f  exem plars is acceptable, then it m ay not be 
necessary to  obtain the globally  minimal value for s n before selecting a n ew  exemplar. 
T he task  o f  seek ing the m ost con cise  training set can require m ore total overhead (w hich  
includes training as w ell as selection  cost) than for another sufficient but larger set [88]. 
R elaxing the tolerance on s n a llow s a n ew  exem plar to  be selected  sooner. This reduces
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the co st o f  training over the exem plars, and can thus reduce total overhead as w ell even  
though  m ore exem plars m ay need to  be selected  to  com prise a sufficient set. W e regulate  
this by using a variable to  determine w hen  s n is sufficiently small to  se lect a new  
exem plar.
B efo re  w e  can select a n ew  exemplar, w e  require that each m em ber netw ork o f  the 
ensem ble fits the current training set “sufficiently w ell” . Som etim es, active selection  
ch o o ses  a n ew  exem plar “to o  c lo se” to  or the sam e as previously selected  exem plars. 
This is easy to  detect, and in this case w e  reject the new  exem plar and continue w ith  
training. W e u se an “exem plar spacing” parameter d  to  detect w hen a n ew  exem plar is 
to o  c lo se  to  or the sam e as a previous selection. T w o  exam ples x . and x  . are “c lo se” in
this sen se i f  they are within Euclidean distance d , and i f  additionally |g ( x . ) - g ( x ; )| < s p .
T he additional condition allow s the new  exem plar to  be accepted even w hen  it is c lo se  to  
a previous selection  in the input space, provided it is sufficiently far aw ay in the output 
space.
A  problem  that can arise during this process is that an exem plar m ay be selected  
repeatedly am ongst or c lo se  to  the previous training exemplar, here x n =  { x ,  , x 2 , ..., 
x n }and n < p .  This can indicate that optim isation in the prior exem plars w as not 
com p lete  (i.e ., s n can be reduced further,) but also is observed to  occu r w hen netw ork  
com plexity  is insufficient to  achieve s n <  e ™**. Such exem plars repeatedly selected  are 
easy to  detect, and in such cases w e  simply discard the “n ew ” exem plar and continue  
training on current training set. To avoid the cost o f  repetitively selecting a new  
exem plar only to  reject it, w e  m odify s adaptively during training by reducing it w hen  
a selection  is rejected. This also m akes the m odel less sensitive to initial setting o f  , 
in that w e  m ay set it to  a larger value initially, and then adaptively reduce it during 
training as necessary.
I f  the learning algorithm  reaches a local minimum w ith  s™ * * < sn, then either the learning 
rule needs to  continue its search within the current w eigh t space in order to  obtain a
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better optim um , or m em ber netw ork com plexity  o f  the ensem ble is insufficient to  fit the  
current set o f  exem plars. Therefore, at this point w e  either restart netw ork training or 
m odify netw ork com plexity  and continue.
Finally, it m ay be difficult or expensive to  determ ine w hether a g iven  set o f  ensem ble  
netw orks can fit a set o f  exem plars w ithin the chosen  tolerance. W e w ill leave this matter 
to  d iscuss in Chapter 8 .
T o sum m arise, w e  n o w  present an algorithm  for im plem enting the M axim um  Inter- 
Quartile R ange criterion that em bodies each o f  the considerations addressed above. The  
general algorithm  begins w ith a set o f  ensem ble netw orks o f  sim ple com plexity, and 
increases the com plexity  appropriately as the exem plars b ecom e to o  difficult for the 
netw orks to  fit. In our experim ents w e  alw ays begin with a set o f  netw orks w hich is each  
com p osed  o f  1 hidden unit and initial w eigh ts are randomly generated within [-0 .5 , + 0 .5 ]  
[47]. W e em ploy the bootstrapping resam pling technique to produce training subsets for  
training m em bers o f  the ensem ble respectively. During this process, w hen som e m em ber 
netw ork com plexity cannot fit training tolerance s w e  increase the netw ork  
com plexity. W e u se multistarts to  determ ine w hen the m odel is having difficulty fitting  
the exem plars. L et R  count the number o f  restarts, and let R  max be the m aximum number 
o f  restarts w e  a llow  before reducing training threshold s ™3* . N o te  that w e  reset R  =  0
after adding a n ew  exem plar, since each n ew  exem plar results in a n ew  training set, x n , n  
=  1, 2 , 3 , .......T he algorithm  outline fo llow s.
Initialisation:
•  T he ensem ble is com p osed  o f  several netw ork m odels, each m odel starting w ith  a 
few  hidden units and random w eights.
•  Set the training threshold for each individual member netw ork e ™**, and desired  
accuracy threshold . The value o f  m aximum variance may be used  as the desired  
accuracy threshold such that the algorithm  can be extended to  the unlabelled data 
selection  problem.
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•  T he exem plar selection  will be done in the input space in w hich the x p is generated  
randomly.
•  Set restart number R  max.
•  Set the minimal distance betw een  tw o  x . and x , ,  d . .i j  7 min
The clarification o f the algorithm program :
1. Initially a small training set x n is randomly chosen from  the x p , consisting o f  10 data 
points, and a number o f  smaller subsets o f  data points are produced by using  
bootstrapping technique, w hich will be used to  train netw ork m odels o f  the ensem ble.
2. C ontinue training until the desired accuracy e P ( x ” ) is b e lo w  dow n the set threshold
and take the actions listed, in sequence:
(a) Train each netw ork m odel, and return e n \
•  C heck w hether s n <  s . I f  the netw ork m odel is not trained to convergence, 
increase the netw ork com plexity;
•  O therw ise, continue training other netw ork m odels;
(b) On finishing all m od els’ training, com pute inter-quartile range (x) for each x  point;
•  Select x M+1 =  arg m ax inter-quartile range (x |x  P ).
C heck w hether x M+1 is am ongst or to o  c lo se  to  previous exem plars. I f  x n+1 is 
rejected, check  restart value. I f  R <  R max, increm ent R, and continue training; 
O therw ise, reduce the training threshold s ™ax, set R  =  0 and continue training.
•  O therw ise, append x n+] to  the training set x n , set R  =  0, and continue training.
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6.3 Demonstrating the Technique
In the ab ove section s w e  have d iscussed the m ethod for actively selecting training 
exem plars and presented the algorithm. H ere w e  w ish  to  con vey  the qualitative 
behaviour o f  the M axim um  Inter-Quartile R ange criterion. W e illustrate this m ethod to  
obtain the target function g (x ) =  sin(x) illustrated in F igure 6 .3 -1 . T he ensem ble is 
com p osed  o f  10 feedforw ard netw orks, each w ith  one hidden layer, and initial 
com plexity  o f  1 hidden unit. Each netw ork unit em ploys for its transfer function the  
usual sigm oid  output activation o (a )  =  (1 +  e x p (-« )) /( l  - exp (-a )), w here a  is the 
w eigh ted  sum o f  the inputs to  the unit. The values o f  w eigh ts are initially generated  
random ly in the range [-0 .5 , + 0 .5 ].
x
Figure 6.3-1: Target function sin(x)
G iven the input X f and values o f  w eights W t , correspondingly, w e  have different 
outputs o f  netw orks Y ,  = / ,  ( X t , W i ), here X f and W { are vectors o f  input patterns 
and w eigh ts, / =  1 , 2, 3, ..., 10. A ccording to  our definition in S ection  6 .2 , the “inter­
quartile range” is equal to  the distance o f  (Y * - Y * ) .  The ensem ble output is the  
average o f  the outputs o f  the 10 netw orks.
6.3.1 Training Network Ensemble on Actively Selected Exemplars
N o w  w e  can investigate w hat sequence o f  exam ples will be chosen  by the criterion w hile  
learning the m apping o f  Figure 6 .3 -1 . E xam ples will be ch osen  from  a set o f  candidates, 
x p , here P  =  3 0 0 , randomly generated from  the input space. W e fo llow ed  the algorithm
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g iven  above in Section  6 .2 . W e began w ith an initial training set consisting  o f  10 
exam ples random ly ch osen  from  x p . This initial training set consists o f  {1 .8 7 0 3 , 2 .5 6 3 7 , 
5 .3 5 8 6 , 4 .0 3 4 7 , 5 .9 0 4 9 , 5 .9 2 6 0 , 1 .2398, 2 .7 7 3 9 , 3 .9 7 1 7 , 0 .8 8 2 6  }. Then w e  u se  the  
bootstrapping technique produce 10 smaller subsets by choosing h a lf o f  the training set 
for training each o f  the 10 netw orks. The training threshold, for each netw ork is
set at a value o f  0 .0 1 , and the desired accuracy threshold (stop training), S p * 1, for the  
ensem ble, is 0 .01 . B etw een  selection  o f  su ccessive  exam ples, each m em ber netw ork  
function o f  the ensem ble is optim ised using a backpropogation gradient algorithm  over  
the training set, x n . Subsequent to  optim isation o v e r * " , updating w eigh ts and obtaining  
w n , the inter-quartile range(x) is calculated for each x e  x p , and x n+l chosen
corresponding to  the largest inter-quartile range(x|Arp ). The training set is updated, 
obtaining x n+] =  { x n , x n+] }. Figure 6 .3 .1 -1  illustrates that the criterion favours
candidate exam ples lying in regions w here m ore inform ation is necessary. A fter 8 new  
exam ples are selected, the training set is sufficient to  fit all mem ber netw orks o f  the 
ensem ble w ell and the training procedure is concluded.
(a) n =1, x = 0.000000 selected (b) n = 2, x = 6.199144 selected
(c) n = 3, x = 6.283200 selected (d) n = 4, x = 0.336225 selected
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(e)n  = 5, x = 3.299205 selected (f) n = 6, x = 4.812217 selected
(g) n = 7, x = 1.786194 selected (h) n = 8, x = 6.052045 selected
Figure 6.3.1-1: These figures illustrate the sequential selection of exemplars using MIQR active learning. 
For each selection, the new exemplar x  n+] is given by the valued x corresponding to the largest inter-
pquartile range(x|x ).
6.3.2 Illustrating the Behaviour of Outputs of Networks
A s the training set is grow ing, member netw orks o f  ensem ble have increasing probability  
o f  being trained by m ore and m ore particular information. Thus they are optim ised  
gradually. I f  the m odels agree closely  then the training set contains sufficient inform ation  
for the learning task. I f  the m odels disagree then additional exem plars need to  be co llected  
and this selection  procedure w ill be repeated. The m odel disparity influences the collection  
o f  future exem plars. This process is iterated until the m odels agree sufficiently. Figure
6 .3 .2-1  illustrates the evolution  o f  ensem ble m odel during learning from  beginning to  end.
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(a) n =  0 (initial 10  m odels) (b) n =  1
(c) n = 2 (d) n -  3
(e) n =  4  (9 n = 5
(g)n =6 (h) n =  7
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X
(i) n =  8 (Final agreeing o u tp u t)
Figure 6.3.2-1: The evolution of the outputs of the ensemble from beginning to end.
6.3.3 The Relationship between Data Selection and Training Threshold
W e n o w  illustrate h ow  the selection  criterion is related to the training threshold and 
netw ork com plexity. E xperience indicates that i f  the training threshold is to o  large or to o  
loose , the netw ork m odel is unable to  fit the learning task w ell because o f  insufficient 
inform ation. On the other hand, i f  it is to o  small or to o  strict, learning w ill be m ore costly. 
In order to  achieve the desired learning level and not consum e to o  m uch cost, w e  need to  
be allow ed  to  adapt the training threshold and grow  the netw ork com plexity  as necessary. 
W e initialise each m em ber netw ork o f  the ensem ble w ith 1 hidden unit, and set the training  
threshold s n = 0 .0 1 .  A s exem plar selection  proceeds, the algorithm  autom atically m odifies  
netw ork com plexity  by adding another hidden unit w hen the netw ork can no longer fit the  
exem plars. In addition, w e  set the maximum restart R max=  3 so  that w hen the m odel 
repeatedly se lects exem plars am ongst or c lo se  to  the previous training exem plars the 
m odel w ill autom atically reduce the training threshold by 30% . W hen the m odel repeatedly  
selects the sam e exam ples as before, this m eans the netw ork com plexity  is to o  sim ple to  fit 
the learning task, since it is unable to  d iscover further n ew  inform ation. D uring learning, 
the training threshold w ill be becom ing m ore and m ore strict, subsequently, the netw ork  
com plexity  w ill becom e b igger and b igger until it fits the learning task w ell enough. Table
6 .3 .3-1  illustrates this relationship.
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From  Table 6 .3 .3 -1 , w e  can see  that in the beginning, the training threshold keeps 
the sam e value as the initial 0 .01 w hile four exem plar selections have been m ade. From  the 
fifth exem plar selection , it drops dow n considerably, being reduced from  0.01 to
0 .0 0 2 4 0 1 . This m eans that the training threshold is becom ing so  lo o se  that it is very  
difficult for the m odel to  d iscover a n ew  exemplar. W hen active selection  is proceeding, 
the training threshold value continues to  be reduced till it reaches 0 .0 0 0 8 2 4  w hen the  
selection  procedure ceases.
A t the sam e tim e, w e  lo o k  at the evolution  o f  the netw ork com plexity according to  Table
6 .3 .3 -2 . A s the training threshold s is becom ing m ore strict and the training set is 
becom ing b igger and bigger, the netw ork com plexity is also increasing, but very slow ly  
com pared to  the rate o f  the training threshold w hile the training set is grow ing. Clearly, 
the com plexity  o f  one hidden unit is insufficient to  fit the learning, so  all m em bers o f  the  
ensem ble increase 1 hidden unit after the first iteration although the training threshold  
remains th e sam e w ith a value o f  0 .01 . H ow ever, from the second iteration, all m em bers o f  
the ensem ble keep the sam e com plexity until the training ceases even  w hen the training 
threshold has b ecom e very small. This situation m eans that for sin(x) the netw ork  
com plexity  o f  2 hidden units has been sufficient to  fit the learning.
Table 6.3.3-1 Data Selection for sin(x)
Iteration Largest inter­
quartile range
Data selected Training
threshold
Maximum
variance
£ p (rmse)
1 0.456044 0.000000 0.01 0.2855 0.4535
2 0.569854 6.199144 0.01 0.1631 0.5810
3 0.799543 6.283200 0.01 0.2157 0.8011
4 0.794538 0.336225 0.01 0.2973 0.7964
5 0.290039 3.299205 0.002401 0.1096 0.2487
6 0.220716 4.812217 0.002401 0.0842 0.2108
7 0.070152 1.786194 0.001176 0.0485 0.1705
8 0.145097 6.052045 0.000824 0.0056 0.1519
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Table 6.3.3-2 Network Complexity for sin(x)
Iterat­
ion
Netl
units
Net2
units
Net3
units
Net4
units
Net5
units
Net6
units
Net7
units
Net8
units
Net9
units
Ntel
0
units
0 1 1 1 1 1 1 1 1 1 1
1 2 2 2 2 2 2 2 2 2 2
2 2 2 2 2 2 2 2 2 2 2
3 2 2 2 2 2 2 2 2 2 2
4 2 2 2 2 2 2 2 2 2 2
5 2 2 2 2 2 2 2 2 2 2
6 2 2 2 2 2 2 2 2 2 2
7 2 2 2 2 2 2 2 2 2 2
8 2 2 2 2 2 2 2 2 2 2
6.4 Data Selection and Generalisation Performance; 
Comparison with Passive Learning
T he m otive o f  active learning is to  m inim ise the am ount o f  data selection  and m axim ise  
generalisation perform ance. W e n o w  exam ine w hether our m ethod is advantageous over  
traditional m ethods, for instance, random selection, or passive learning. W e do the 
experim ents again, but this tim e w e  select exam ples random ly instead o f  selecting training 
exam ples corresponding the largest inter-quartile range.
(a) Data selection (b) Generalisation performance
Figure 6.4-1: Data selection and generalisation comparison of MIQR and passive learning 
T indicates MIQR data selection and 4 Passive data selection.
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T he m ethod for random ly selecting training exam ples still con verges but obviously, many 
m ore exem plars are required to  m eet the desired learning level using the passive selection  
m ethod. Furthermore, w e  com pare the generalisation perform ance o f  th ese  tw o  distinct 
learning schem es (active  learning and passive learning). W e can see  the generalisation  
(m easured by root m ean squared error) o f  active learning outperform s that o f  passive  
learning. T he results are indicated in Figure 6 .4 -1 .
6.5 Discussion
W e have proposed  and d iscussed the practical application o f  our active exem plar selection  
m ethod. W e em phasise the im portance o f  obtaining a g o o d  solution to the training 
problem  at each stage. W e experim ented briefly w ith  an iterative training regim e, in w hich  
little optim isation w as perform ed betw een  su ccessive  exam ples. W e found that although  
our m ethod for selecting exem plars outw eighs a contending m ethod (M axim um  Variance, 
discussed  in the next chapter), there w as still a tendency to select repetitively near 
previously selected  data points w hen the optim isation betw een  su ccessive  exam ples w as  
not stringent. In som e such cases a “pathological” phenom enon happened in w hich the 
algorithm  entered a cycle, endlessly alternating betw een  tw o  exam ples. For this reason, w e  
advocate stringent optim isation at each step by m eans o f  autom atically reducing the 
training threshold as necessary.
In previous w ork, although researchers have em ployed the ensem ble m ethod, they alm ost 
invariably u se  a fixed architecture o f  netw orks. W e noted  in practice that a fixed  
architecture o f  netw orks is very difficult to  regulate to  fit the learning task, w hen, in 
particular, an ensem ble o f  netw orks is used to  approach a com plicated mapping, for  
instance, to  approach a discontinuous function. W e w ill d iscuss this issue in m ore depth in 
the next chapter. Furthermore, using a flexible architecture o f  netw orks, w e  therefore  
autom atically create an ensem ble, w h o se  members have different numbers o f  hidden units.
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R ecall that w e  d iscussed in Chapters 4  and 5 that w e  require members o f  the ensem ble as 
different as possib le, thus w e  have a higher probability that mem bers o f  the ensem ble are 
relatively independent in functional space, w hich guarantees that the variance o f  the final 
ensem ble output is 1 IN  o f  the variance o f  the individual output.
The advantages o f  active exem plar selection are apparent both in data se lection  and 
generalisation perform ance. A s for the overhead due to  the selection  process, P lutow ski 
has m ade a detailed investigation, from  w hich he concluded that the overhead o f  using an 
active selection  m ethod, including com putation, running time, selection  process, is 
reduced m ore than that o f  using other passive selection  m ethods in general, such as an 
evenly-spaced  m ethod, or a random sampling m ethod. N o te  that P lutow ski u ses the 
A IS B  m ethod, w hich  needs to  com pute the H essian matrix. Since our m ethod only uses  
the very sim ple com putation o f  maximum inter-quartile range, it is m uch cheaper than the 
A ISB  m ethod in com putation.
O ne issue m ust be addressed further. There are tw o  important criteria in an active learning 
process, one is to  decide h ow  to  select the next training exem plar, such as M IQ R  (our 
new ly proposed  m ethod), M axim um  Variance, and A ISB  etc. The another is to  decide  
w hen to  stop training, namely, by w hat can w e  conclude the netw ork m odels have reached  
a desired accuracy o f  training? In section 6 .2 .2 , w e  specify  a tolerance s representing
the desired accuracy m easured b y  s p =  [ ^  X  (<?(*) 2 ] m - H ow ever, this
P  x e x p
m easure is applicable to  only determ inistic m appings, i .e . a “labelled” data problem . M ore  
generally, w e  w ant our m ethod to  be applicable to  “unlabelled” data problem s. That is to  
say, w ithout know ing output values o f  target function g (x )  corresponding to  input space, 
w e  are able to  ju d ge i f  the netw orks have been trained to  fit the m appings w ell enough to  
the desired accuracy. I f  w e  are indeed to  do so, the benefit is outstanding. Firstly, w e  can 
apply our m ethod to unknow n m appings, in w hich w e  need to  be provided by only a small 
number o f  exam ples. Secondly, w e  can easily extend our m ethod to  noisy  environm ental 
data selection . Thus our m ethod is applicable to  m ore general problem s. Then, w hat is
CHAPTER 6 MIOR Active Data Selection with Network Ensembles
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unlabelled data in our com putations? O bviously, variance and inter-quartile ranges o f  the 
output o f  ensem ble netw orks are unlabelled data because they are only dependent upon  
the com putational results o f  ensem ble netw orks’ outputs, having nothing to  do w ith  the  
target output. W e su ggest the u se  o f  the variance m easure as a criterion for stopping  
training, instead o f  the inter-quartile range measure. T he reason for us to  do so  is very  
easily  understood. R ecall that the inter-quartile range is defined as the difference betw een  
upper quartile and low er quartile. B y  this token, w e  cannot be sure that all outputs are 
“agreeing” according to  m axim um  inter-quartile range dropping b elow  a set value o f  the 
threshold since the inter-quartile range d oes not include outliers o f  the outputs o f  the 
ensem ble. On the other hand, a variance m easure truly indicates w hether or not all 
netw orks o f  the ensem ble agree. It seem s to be a little perplexing that w e  u se the inter­
quartile range as a criterion for selecting exem plars w hile w e  use variance as a criterion for 
judging  w hen  to  stop training. N o te  that w e  have ingeniously com bined the advantages o f  
both inter-quartile range and variance into our m ethod.
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Chapter 7
Experience with Exemplar Selection 
on a Continuous Function and a 
Discontinuous Function
7.1 Summary
In Chapter 6, w e  develop ed  an a c t iv e  e x e m p la r  s e le c t io n  m ethod called the M axim um  
Inter-Q uartile R ange (M IQ R ) criterion. The m ethod is a c t iv e  in that it utilises the 
ensem ble netw ork state during learning. G iven a set o f  netw orks and a fixed set o f  
available exam ples generated randomly, the m ethod selects a con cise  subset for training. 
The exem plar selection  procedure is dependent upon the general tendency o f  the output 
o f  ensem ble netw orks after ignoring outliers. In this sense, this m ethod is im plem ented  
based on a very sim ple, but m ost important ancient philosophy: the minority obeys the 
majority. Fitting the selected  exem plars results in the entire set being fitted as w ell as 
desired. T he algorithm  also incorporates a m ethod for regulating the netw ork’s 
com plexity, autom atically adding exem plars and hidden units as needed.
H ere, w e  present empirical results from applying the technique to  approxim ate tw o  
distinctive functions: on e is a continuous function (co s(x )), and the another is a 
discontinuous function (the square w ave). W e intentionally introduce th ese  tw o  
distinctive functions in order to observe h o w  w ell our m ethod w ork s for a d iscontinuous  
function approxim ation, in w hich much previous w ork  appears to  be w eak. T he results 
indicate that the M IQ R  obtains smaller data sets (average 2 9 .2  for the discontinuous
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function  and 7 .8  for the continuous function), w hereas passive learning requires m uch  
m ore data selection  for the sam e learning tasks (average 65 .4  for the d iscontinuous  
function and 19 for the continuous function). There is also clear evidence o f  im proved  
generalisation perform ance.
M ore importantly, in addition to  the com parison w ith passive learning, w e  com pare in 
detail the M IQ R  m ethod w ith the M axim um  Variance exem plar selection  technique, 
w hich  is w idely  u sed  by many research ers[59 ][89 ][75 ][96 ][35 ] and is an heuristic similar 
to  M IQ R  that also qualifies as active exem plar selection. A lthough the tw o  active  
selection  m ethods perform ed best overall, our M IQ R  is m ore effective  than M axim um  
V ariance, in particular w hen approaching a discontinuous function.
It is clear that it is m uch m ore difficult to  approach a discontinuous function than to  
approach a continuous function.
7.2 Introduction
In Chapter 6 w e  d eveloped  a n ew  m ethod o f  a c t iv e  s e le c t io n  o f  training exem plars for  
neural netw ork learning. A ctive  selection  uses inform ation about the state o f  the 
ensem ble netw orks w hen ch oosin g  n ew  exem plars. The approach integrates the  
bootstrapping technique, the netw ork ensem ble m ethod and a statistical sam pling m ethod  
to  derive a “greedy” selection  m ethod picking the training exam ple that m axim ises the  
density o f  inform ation by “ignoring” outliers. It should be noted that after outliers are 
ignored, the output trend o f  the entire ensem ble m odel is guaranteed to  agree in general. 
This phenom enon reflects a general law: the m inority ob eys the majority. W e refer to this 
m ethod as M axim um  Inter-Quartile R ange (M IQ R ). B esid es, the m ethod autom atically  
regulates netw ork com plexity  by adding to  the hidden units as necessary to  fit the  
selected  exem plars, and term inates w hen the ensem ble m odel fits the entire set o f  
available exam ples to the desired accuracy. H ence the m ethod is a nonparam etric 
regression  technique. In this chapter w e  explore the possib le benefits o f  active exem plar  
selection  by com paring the m ethod with traditional m ethods (including passive learning  
and other contending active learning), on both the continuous function and d iscontinuous
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function. N o te  that theoretical and practical facts indicate that the effectiven ess o f  
m ethods for selecting exem plars is principally dependent upon the learning task. S o  far 
existing m ethods for active learning are w eak  w hen approaching discontinuous functions. 
Thus experim ental com parison on these tw o  distinctive functions is significant. T hese  
results indicate that w hen approaching a d iscontinuous function, the m ethods for  
selecting exem plars w ill decrease the effectiven ess to  som e extent, com pared w ith  w hen  
approaching a continuous function. N o  matter w hether active learning or passive  
learning a com plicated learning task w ill consum e m ore than a sim ple learning task  (here  
a continuous function). The com parison sh ow s M IQ R  is effective.
H aving dem onstrated that this particular type o f  exem plar selection  is w orthw hile, w e  
com pare M IQ R  w ith  M axim um  Variance exem plar se lection  in detail. W e com pare the  
total number o f  selected  exem plars and generalisation perform ance, as w ell as total 
number o f  iterations o f  training. W e find that although tw o  active se lection  m ethods  
select the m ost con cise  training sets, and provide an im proved generalisation  
perform ance, M IQ R  is m ore efficient than M axim um  Variance, in particular, w hen  
approaching a discontinuous function.
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7.3 The Algorithm
B efo re  form al experim ents are conducted, it is necessary to  recall the algorithm  for our  
M axim um  Inter-Q uartile R ange m ethod for actively selecting training exem plars.
Initialisation:
® T he ensem ble is com posed  o f  10 netw ork m odels, each m odel starting w ith  1 hidden  
unit and random  w eights w ithin the range o f  [-0 .5 , + 0 .5 ]. •
•  T he training threshold for each individual m em ber netw ork is initially set to
0 .0 1 ; o f  course, it w ill probably b ecom e a smaller value as the training proceeds  
further. T he desired accuracy threshold e™  is fixed at 0 .01 . H ere w e  u se  v a r ia n c e
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(instead o f  r o o t  m e a n  s q u a r e d  e r r o r  s  w hich  w a s defined in Chapter 6)  as the 
“ stop-training” criterion such that the algorithm  can be extended to  apply to  the 
unlabelled data selection  problem . A lthough intuitively the desired accuracy e™  can
be set m ore stringently to  approach a continuous function than a discontinuous  
function, it is set at the sam e value for both the functions in question in order for us 
to  observed  the experim ental results based on the sam e initialisation conditions.
•  T he exem plar selection  w ill be done in the input space in w hich x p con sists o f  300  
p oints w hich  are generated randomly.
•  Initially a small training set x n is randomly chosen from  the x p , consisting o f  10 data 
points, and 10 smaller subsets o f  data points are produced by using a bootstrapping  
technique, w hich will be used  to  train 10 netw ork m odels.
•  T he m axim um  number o f  restarts, R  max =  3.
•  T he minimal distance betw een  tw o  x . and x . ,  d min =  | x  t - x |  =  0 .02 .
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The Algorithm
R  =  0.
D o
{
Train 10 netw orks.
i f  ( « „ > « r )
{
A dd on e hidden unit to  the network.
}
C om pute inter-quartile range (x);
S elect a n ew  exem plar, jcm+] =  arg m ax inter-quartile range (x  | x p ). 
I f ( l* „ +i - x , 1^  d min) for som e / i n  { 0, 1 , 2 , . . . .  n}.
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{
R eject x n+l, and set R  =  R + 1;
I f  (R  > R m“ )
{
R educing the training threshold s " K by 30% .
S et R  = 0 , and B r e a k ;
>
}
E lse  / /  i f  x ntl is not am ongst or c lo se  to  previous exemplars;
{
A ppend x „+1 to previous training set x " , and increm ent n. 
set R  =  0, and B r e a k ,
}
} W h ile  ( e „ (x p ) >  e v“ )
7.4 Experiments with Neural Networks
P reviou s w ork  has been done on the feasibility o f  an active learning m ethod by many 
researchers[89][88] [59] [112 ] [22] [100]. W e n ow  apply the M IQ R  m ethod for active  
selection  to  practical experim ents. In particular, w e  lay stress on the com parison o f  
results o f  their application to  tw o  distinctive function approxim ations, here, the s q u a r e  
w a v e  function and c o s (x )  ( see  Figure 7 .4 -1 ).
W e intentionally introduce the square w ave (a d iscontinuous function) and cos(x ) (a  
continuous function) in order that w e  can observe the effects o f  the m ethod being applied  
to  both discontinuous and continuous functions. For each function approxim ation, 
training data w ere obtained by the bootstrapping technique, i.e. by subsam pling randomly 
from  an initial small random data sam ple co llected  from  the sam e X -ax is range o f  [0, 
2 7i ] and the corresponding ,g(x).
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x
1, 0<X <7T/2
Figure 7.4-1:g(x) = cosCxj and g(x) ={ -1, k  / 2 < x < 3  k  /2;
1, 3 K  / 2 < x < 2 k  .
T he backpropagation algorithm  w as used to  train the neural netw ork m odels. The 
bootstrap technique is a very effective too l in ensem ble netw ork learning and has been  
extensively  studied by m any researchers [8 0 ][8 9 ] [1 0 4 ][9 0 ] [8 2 ]etc. T he training set 
initially consisted  o f  10 points (input-output pairs) [89] chosen  randomly from  a fixed set 
o f  3 0 0  points, w hich are generated randomly from  the input space [0, 2 k  ]. A  subsam ple  
set (a lso  selected  random ly) consisting o f  h a lf o f  the training set w as applied to  train one  
m em ber netw ork o f  the ensem ble. Another 9 such random subsam ple sets o f  equal size  
w ere subsequently used  to  train the other 9 m em ber netw orks respectively. It is not 
surprising that the 10 netw ork m odels disagree at the initial stage (Figure 7 .4 -2 ).
squ are  w ave
Figure 7.4-2(a): Output from the 10 models after 
the first training iteration on initial data sets.
T indicates initial points.
1.5 
1
0.5 
>.0 
-0.5 
-1 
-1.5
x
cos(x)
Figure 7.4-2(b): Output from the 10 models after 
the first training iteration on initial data sets.
T indicates initial points.
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The inter-quartile range o f  the m odels w as then com puted at the 3 0 0  random ly chosen  
points (the initially generated ones). O f  course, the points o f  higher inter-quartile range 
are the points w here m ore inform ation is needed - the querying criterion for resampling. 
I f  w e  d enote to  be 3 0 0  random ly chosen  data points from  [0, 2 n  \  then the outputs o f  
10 m od els a r e j ^  ( x t ) , i =  1, 2, 3, ..., 300; N =  1, 2 , 3, ..., 10. For each /' w e  
rearrange them  to  ascending order, namely,
y ; ( * , ) <  y ; ( * , ) <  y ; ( * , ) <  , y ; ( * , ) s y > , )
Thus, the Inter-Q uartile R ange ( x f ) o f  the 10 m odels is com puted as follow s: 
Inter-Quartile R ange( x t )  =  Y * ( x J. ) - Y * 3 ( x i )
T resampled points
Figure 7.4-3(a): 10 final “agreeing” models 
for the square wave after 27 resampled data 
points.
T resampled points
Figure 7.4-3(b): 10 final agreeing models 
for cos(x ) after 7 resampled data points.
T he point corresponding to  the largest Inter-Quartile R ange value w as then resam pled  
and added to  the training set. A gain 10 sets o f  random subsam ples o f  h a lf the data w ere  
used  to  train the 10 neural netw orks. The m odels w ere recom pared by com puting the  
inter-quartile range as before. A s long as the maximum variance remained above a 
desired accuracy value o f  0.01 the process o f  resam pling the additional point o f  the 
largest inter-quartile range w as repeated, added to  the earlier sam pled data and the  
netw orks w ere retrained w ith  h alf the updated sam ple each time. W hen the m aximum  
variance dropped b e lo w  the set threshold the iterations ceased. F igure 7 .4-3  indicates 
h o w  close ly  the m odels agreed w ith on e another. I f  w e  u se  g (x ) to  denote the target 
function, then,
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____  1 10
) = y(xi) = —  £  y „ ( * , ) (7.i)
m=l
1 io ___
V a r (* i 1 =  m  X  ( - K * i ) - y m(x , ) ) 2 (7 .2 )10 m= 1
Error(xf ) = (.yensemble ( * / ) - g ( * ,  ) ) 2 (7 .3 )
H ere, . y ^ ^ i s  the final output obtained by averaging the outputs o f  the 10 netw ork  
m odels, y m is the individual output o f  a m em ber netw ork m odel o f  the ensem ble, V ar is 
the variance, and Error is the squared error betw een  ensem ble output and the target, i  =  
1, 2 , 3 ..., 300 . T he final variance, square error and inter-quartile range p lots are show n in 
Figure 7 .4 -4 , from  w hich it is seen that the for the discontinuous function, the peaks o f  
error, variance and inter-quartile range are m ore distinguished near the discontinuities. In 
contrast, the continuous function has no peak because there is no “abruptness” in the  
continuous function.
X
squ are  w ave
Figure 7.4-4(a): Variance (thin line), Square 
Error (broken line) and Inter-Quartile Range 
(thick line) plots of the 10 final models at 300 
points randomly selected from the same 
X-axis range of [0, 2 n  ].
x
cos(x)
Figure 7.4-4(b): Variance (thin line), Square 
Error (broken line) and Inter-Quartile Range 
(thick line) plots of the 10 final models at 300 
points randomly selected from the same 
X-axis range of [0, 2 n  ].
The initial 10 random data sam ples were: {1 .8 7 0 3 , 2 .5 6 3 7 , 5 .3 5 8 6 , 4 .0 3 4 7 , 5 .9 0 4 9 , 
5 .9 2 6 0 , 1 .2398 , 2 .7 7 3 9 , 3 .9 7 1 7 , 0 .8 8 2 6 } . T he resam pled data w ere co llected  for the  
s q u a r e  w a v e  and c o s (x )  approxim ations respectively in the fo llow in g  order (se e  Table 
7 .4 -1 ). Figure 7 .4 -5  indicates the ensem ble output and the resam pled data point 
distribution in the input space (including initial points).
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Table 7.4-1: active data selection for the square wave and cos(x)
Order of 
resampled data
Square wave cos(x)
1 0.483323 0.273183
2 1.807208 3.614416
3 5.337568 2.206475
4 0.000000 6.283200
5 2.605742 3.089065
6 4.076725 0.000000
7 5.127428 5.232498
8 1.618082
9 6.283200
10 1.260843
11 0.945632
12 1.386927
13 1.639096
14 1.134758
15 1.428955
16 4.139767
17 4.812217
18 4.644104
19 4.623090
20 4.854245
21 1.534025
22 4.833231
23 1.513011
24 4.560048
25 1.660110
26 4.602076
27 1.597068
x x
Figure 7.4-5(a): Final ensemble output and 
resampled data distribution (including 
initial data) by MIQR for the square wave
Figure 7.4-5(b): Final ensemble output and 
resampled data distribution (including 
initial data) by MIQR for cos(x)
7.5 Comparison with Passive Learning for Data Selection
W e did the experim ents again and on this occasion , w e  added a point random ly (passive  
learning) instead o f  adding the point corresponding to  the largest inter-quartile range
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value. The algorithm  also converged, but as expected , m ore data points w ere collected  
than in the experim ent w ith  active learning. It needs 65 data points to  approxim ate the  
square w a v e  and 23 data points to  approxim ate cos(x ). T he final variance and square 
error p lots are show n in Figure 7 .5 -1 .
From  the above experim ents, it seem s to  be m ore “difficult” to  approxim ate the s q u a r e  
w a v e  function than c o s (x ) . R esam pled data points needed in passive learning are m ore  
than in active learning. B esid es, in order for convergence, it needed 2 0 0 0 0 0  ~  3 0 0 0 0 0  
cycles to  approxim ate the s q u a r e  w a v e ,  w hereas it needed only 5 0 0 0 0  ~  6 0 0 0 0  cycles to  
approxim ate c o sfx ) . In order to  furtherly study this interesting phenom enon, w e  continue  
to  do additional experim ents w ith different initial data sets.
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X
squ are  wa\>e
Figure 7.5-1(a): Variance ( thin line), Square 
Error ( broken line) and Inter-Quartile Range 
( thick line ) plots of the 10 final models by 
passive learning at 300 points randomly 
selected from the same X-axis range of 
[0,2 7C].
x
cos(x)
Figure 7.5-l(b): Variance ( thin line), Square 
Error ( broken line ) and Inter-Quartile Range 
( thick line ) plots of the 10 final models by 
passive learning at 300 points randomly 
selected from the same X-axis range of 
[0, I n ] .
7.6 Further Experiments
B eca u se  it is not sufficient evidence doing only on e experim ent to  dem onstrate that the  
active learning ou tw eigh s the passive learning, other experim ents need to  be done to  
confirm  this. W e repeated the experim ents 4  tim es with different initial random seeds so  
as to  generate different environmental input spaces as d iscussed in Chapter 2. W e
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observe the results o f  active learning taking place in different environm ental input spaces 
to  justify  the n ew  m ethod for active exem plar selection.
7.6.1 Data Selection Comparison
T he experim ental results (including the first) are presented in Table 7 .6 .1 -1 , from  w hich  
it is ob viou s that the number o f  resam pled data points for the continuous function  
(c o s(x ))  is m uch less than that for the discontinuous function (the square w ave), w hether  
by active learning or by passive learning. In the case o f  active learning, the am ount o f  
data resam pled averages 2 9 .2  points for the square w ave, and 7.8 points for co s(x ), 
w hereas the am ount o f  data resam pled averages 6 5 .4  points for the square w ave, and
2 3 .2  points for co s(x ) in the case o f  passive learning. In addition, m ore importantly, the  
distribution o f  data resam pled is very interesting, especially  in the case o f  approxim ation  
for the d iscontinuous function (see  Table 7 .6 .1 -2 , Figure 7 .6 .1 -1  and Figure 7 .6 .1 -2 ).  
There is a sam pling trend w hich is notew orthy here. U nlike the passive learner, the active  
learner d oes not sim ply sam ple the dom ain on a uniform grid. Instead it ch o o ses  to  
cluster its data points typically around the “discontinuity” or “uncertainty” location. This 
phenom enon is m ore noticeable w hen approxim ating the discontinuous function.
Table 7.6.1-1 Amount of Data Resampled
MIQR
(square w ave)
Passive 
(square w ave)
MIQR
cos(x)
Passive
cos(x)
Experiment 1 27 65 1 21
Experiment 2 33 61 8 17
Experiment 3 31 70 7 24
Experiment 4 29 64 7 14
Experiment 5 28 67 10 19
Total points 146 327 39 95
Average points 29.2 65.4 7.8 19
Table 7.6.1-2 Distribution of Data Resampled in the Input Space
X-axis 
[0, 2n]
MIQR
(square w ave)
Passive 
(square w ave)
MIQR
cos(x)
Passive
cos(x)
0-1 16 58 10 15
1-2 54 51 4 20
2-3 2 42 2 14
3-4 1 52 6 9
4-5 51 47 8 16
5-6 12 40 4 13
6-2 n 10 37 5 8
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t —  Points resampled by active learning 
4. —  Points resampled by passive learning 
Figure 7.6.1-l(a): The resampled data points 
for the square wave
T —  Points resampled by active learning 
i —  Points resampled by passive learning 
Figure 7.6. l-l(b): The resampled data points 
for cos(x)
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0-1 1-2 2-3 3-4 4-5 5-6 6-6.3
x [0, 6.2832]
Figure 7.6.1-2(a): Frequency distribution of 
data points resampled by MIQR active learning 
for the square wave.
Figure 7.6.1-2(b): Frequency distribution of 
data points resampled by passive learning 
for the square wave.
x [0, 6.2832] x [0, 6.2832]
Figure 7.6.1-2(c): Frequency distribution of Figure 7.6.1-2(d): Frequency distribution of
data points resampled by MIQR active learning data points resampled by passive learning
for cos(x). for cos(x).
95
7.6.2 Generalisation Comparison
N o w  w e  exam ine generalisation perform ance. G eneralisation is the ability o f  a neural 
n etw ork  to  correctly classify n ew  patterns. M ost often, generalisation is m easured by the  
m ean squared error or root mean squared error in the entire input space. In this 
experim ent, the input space is fixed at the range o f  [0, 2 n \  from  w hich  3 00  exam ples  
are ch osen  randomly. Figure 7 .6 .2 -1  sh ow s generalisation perform ance via num ber o f  
data resam pled. P assive  learning curves are m ore oscillatory than active learning curves  
no m atter w hether the continuous function or the discontinuous function, since active  
learning jud iciously  se lects exam ples w hereas passive learning random ly picks exam ples. 
Therefore active learning can im prove generalisation performance.
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sq u are  w ave cos(x)
Figure 7 .6 .2 -1 : As more data points are resampled, the root mean squared error declines gradually. 
There is also clear evidence that the generalisation performance using MIQR active learning is better 
than using passive learning. The thick line is the passive learning curve and thin line is the MIQR active 
learning curve.
7.6.3 Network Complexity Comparison
RayChaudhuri u ses a set o f  netw orks w ith 3 fixed hidden units to  approxim ate a 
continuous function [89] w hile K rogh u ses a fixed set o f  netw orks w ith  2 0  hidden units 
to  approxim ate a discontinuous function [59]. In our algorithm, the netw ork architecture  
is flexible and w ill be grow ing as necessary, but all netw orks start w ith  only 1 hidden  
unit. R ecen t theoretical results su ggest a c lo se  relationship betw een  the size o f  a netw ork  
and the number o f  exem plars required for g o o d  gen era lisa tion ^ ] [69]. A ccording to  this
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theory, the ratio o f  exem plars to  number o f  w eigh ts stands for the efficiency o f  a m ethod  
for selecting exem plars, i.e. the low er the ratio, the m ore efficient the m ethod for  
selecting exem plars. N o w  let us see  i f  the m ethod d eveloped  in this dissertation is m ore  
“efficient” than traditional passive learning.
Table 1.6.3-1 The Ratio of Examples to Weights
Networks MIQR
for the square wave 
(hidden units h)
Passive
for the square wave 
(hidden units h )
MIQR  
for cos(x) 
(hidden units h)
Passive 
for cos(x) 
(hidden units h)
1 6 7 2 2
2 7 6 2 2
3 6 5 2 2
4 8 4 2 2
5 5 6 2 2
6 7 5 2 2
7 7 5 2 2
8 6 5 2 2
9 8 5 2 2
10 7 7 2 2
Average hidden 
units h
6.1 5.5 2 2
Number of 
weights 
w = 3  x h+1
19.3 17.5 7 7
Number of data 
resampled
29.2 65 .4 7.8 19
Ratio of data 
resampled to 
number of weight
1.51 3.75 1.11 2.71
Ratio of data resampled to number of weights stands for network learning efficiency using a method for
data selection.
Table 7 .6 .3-1 g ives the results for the experim ents applying M axim um  Inter-Q uartile 
R ange and random  selection. T h ese numbers g ive  the ratio o f  the number o f  exem plars  
to  the number o f  w eigh ts w hen the m em ber netw orks o f  the ensem ble w ere forced  to  
grow , indicating h ow  many exem plars can be selected  before the netw orks b ecom e  
“saturated”, unable to  fit the selected  exem plars. This indicates h ow  inform ative the  
exem plars are. From  this table, w e  can see  that M IQ R  active learning has a lo w er  ratio 
than passive learning, w ith  the ratio being 1.51 for the discontinuous function and 1 . 11  
for the continuous function. In contrast, passive learning has a higher ratio, w ith  the ratio 
being 3 .75  for the discontinuous function and 2.71 for the continuous function, 
respectively. In addition, it also corroborates the conjecture that it is m ore difficult to  
map the discontinuous function than to  map the continuous function although using the
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sam e active learning m ethod b ecau se o f  the ratio being 1.51 for the discontinuous  
function and 1.1 for the continuous function respectively. From  Table 7 .6 .3 -1 , w e  can  
see  the netw ork  com plexity is dependent upon the learning task, having alm ost nothing  
to  do w ith  the m ethod for selecting exam ples (no matter w hether active learning or 
passive  learning).
T he experim ental results here are in accordance w ith  the theoretical result that the ratio 
o f  number o f  exem plars selected  by active learning to  the number o f  netw ork w eigh ts is 
equal to  a small constant just greater than 1 [6 9 ][8 8 ][7 ].
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7.7 Comparison with a Contending Method - Maximum 
Variance
T he results ab ove dem onstrate clearly that the M axim um  Inter-Quartile R ange active  
learning m ethod can cut the training data dramatically, and is also advantageous over  
passive learning in generalisation perform ance and netw ork learning efficiency. 
R eview in g  previous active learning m ethods, such as M axim um  Error and M axim um  
Variance, it is found that M axim um  Error not only is com putationally com plicated and 
expensive, but requires the assum ption that the function to  be approached is reasonably  
sm ooth  b ecau se th ese  M axim um  Error m ethods have to  com pute the inversion o f  a huge  
H essian  matrix such as P lu tow sk i’s A IS B  and Sung et.a l’s E IS D  (exp ected  integrated  
squared difference). It is unable to  approach a discontinuous function such as the square 
w a v e  d iscussed  above, because w e  cannot com pute the H essian matrix. In addition, 
M axim um  Error only u ses a single netw ork, therefore it cannot m ake use o f  advantages  
o f  ensem ble netw orks to  im prove generalisation. Furthermore, the M axim um  Error 
m ethod lacks a clear stopping criterion because it only validates labelled data [88]. 
A nother contending m ethod is M axim um  Variance, w hich is very popular in ensem ble  
netw ork learning. H ow ever, in practice, it is found that the M axim um  V ariance m ethod  
is frequently affected local minima and quits training to o  early or fails to  obtain a desired  
training accuracy. Theoretically, exem plar selection  by the M axim um  Variance criterion  
is essentially based on the assum ption that values used in the com putation o f  variance 
should b e norm ally-distributed. T he frequent presence o f  outliers in netw ork outputs
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indicates that this is not the case. A s a result, w hen  using the M axim um  V ariance  
criterion, the training m ay be trapped in a “dead valley” because w hen approaching a 
particular problem , for exam ple, a discontinuous function approxim ation, the learning  
procedure repeatedly locates the sam e data point and w astes a large number o f  u seless  
iterations b ecau se o f  the disproportionate influence o f  outliers on the variance. N o w  w e  
exam ine the M axim um  V ariance and com pare it w ith our M IQ R  m ethod.
W e do  the experim ents again, but this tim e by using M axim um  V ariance criterion, i.e, 
picking up n ew  exem plars corresponding the maxim um  variance instead o f  maxim um  
inter-quartile range o f  the outputs o f  the m em ber netw orks o f  the ensem ble. W e do the  
experim ents starting w ith different random seed s so  that w e  have different initial 
environm ental distributions.
7.7.1 Data Selection Comparison
A s dem onstrated by previous w ork, the M axim um  V ariance m ethod also is an active  
learning technique, it outperform s other traditional sam pling techniques such as evenly- 
spaced and random ly sam pling or passive learning tech n iq u es[89 ][59 ][88 ]. N o w  w e  
exam ine this m ethod com pared w ith  our new  M IQ R  m ethod.
Table 7 .7 .1 -1  indicates the results o f  data selection  using M axim um  V ariance criterion  
and M IQ R  criterion according to  5 experim ents done, and Figure 7 .7 .1 -1  indicates the  
data point distribution using th ese  tw o  criteria respectively. From  Table 7 .7 .1 -1 , w e  can  
see  that on average, the number o f  data points resam pled by using M IQ R  is less than that
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T able 7 .7 .1 -1  Amount of D ata Resam pled
Experim ent MIQR MV MIQR M V
(square wave) (square wave) (cos(x)) (cos(x))
1 27 30 7 11
2 33 38 8 8
3 31 37 7 8
4 29 35 7 10
5 28 33 10 7
Total points 146 175 39 44
Average points 29 .2 35 7.8 8.8
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by M axim um  Variance, both for the continuous function (co s(x )) and the discontinuous  
function (square w ave). This m eans data points resam pled by using M IQ R  are m ore  
inform ative than th ose  using M axim um  Variance, w hich is corroborated by Figure 7 .7 .1 -  
1, in w hich  it seem s that the data point distribution is m ore reasonable by  using M IQ R  
than by using M axim um  Variance.
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Figure 7.7 . l - l (a ) : 10 final “agreeing” models 
for the square wave after 30 resampled data 
points using the Maximum Variance criterion
Figure 7 .7 .1 -l (c ) : 10 final “agreeing” models 
for cos(x) after 11 resampled data points 
using the Maximum Variance criterion
Figure 7 .7 .l-l(b ): 10 final “agreeing” models 
for the square wave after 27 resampled data 
points using the M IQR criterion
Figure 7 .7 . l-l(d ): 10 final “agreeing” models 
for cos(x) after 7 resampled data points 
using the MIQR criterion
7.7.2 Generalisation Comparison
Figure 7 .7 .2 -1  indicates generalisation perform ance (root mean square error) for co s(x )  
and the square w a v e  using M axim um  Variance and M IQ R  respectively. There is
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ev id en ce o f  im proved generalisation using M IQ R  rather than M axim um  V ariance 
although the im provem ent is not very great.
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squ are  w ave  cos(x)
Figure 7 .7 .2 -1  : There is evidence of improved generalisation performance using MIQR rather than 
using M aximum Variance although it is not very great. The thick line is the M aximum Variance curve 
and thin line is the MIQR curve.
7.7.3 Network Complexity and Learning Efficiency Comparison
T he learning efficiency is defined as the ratio o f  exem plars to  number o f  w eights. B aum  
and H aussler [7] and M aass [69] point out that there is a c lo se  relationship betw een  the  
size  o f  a netw ork and the number o f  exem plars required for g o o d  generalisation. 
T herefore the learning efficiency stands for the efficiency o f  a m ethod for selecting  
exem plars on neural netw orks. A ccording to  B aum ’s theory, the low er the ratio, the  
m ore efficient the m ethod for selecting exem plars. Table 7 .7 .3 -1  g ives the results o f  
experim ents using the M IQ R  m ethod and M axim um  V ariance m ethod, from  w hich  it is 
sh ow n  that w hen approaching the continuous function, the netw ork com plexity is 
sim pler or smaller, w hereas a m ore com plicated netw ork architecture is required w hen  
approaching the discontinuous function. M oreover, M axim um  V ariance consum es m ore  
resources than M IQ R  in order to  reach the sam e netw ork learning efficiency b ecau se it 
requires m ore data selection  and m ore com plicated netw ork com plexity. From  here w e  
can see  again the netw ork com plexity is dependent upon the learning task, having  
nothing to  do w ith the m ethod for selecting exam ples. This result also confirm s that it is 
m ore difficult to approach a discontinuous function than to  approach a continuous  
function.
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Table 7.6.3-1 The Ratio of Exemplars to Weights
Networks MIQR
for the square 
wave
(hidden units h)
M V
for the square 
wave
(hidden units h)
MIQR 
for cos(x) 
(hidden units h)
M V
for cos(x) 
(hidden units h)
1 6 7 2 2
2 7 9 2 2
3 8 7 2 2
4 7 8 2 2
5 5 6 2 2
6 7 8 2 2
7 7 7 2 2
8 6 7 2 2
9 OO 6 2 2
10 7 8 2 2
Average hidden units h 6.1 7.3 2 2
Number of weights 
w = 3  x h+1
19.3 22.9 7 7
Number of data resampled 29.2 35 7 .8 8.8
Ratio of data resampled to 
number of weights
1.50 1.53 1.11 1.26
Ratio of data resampled to number of weights stands for the network learning efficiency. Maximum  
Variance consumes more resources than MIQR in order to reach the same network learning efficiency.
7.7.4 Resampling Efficiency Comparison
T he M axim um  V ariance m ethod is also directly derived from  statistics. Theoretically, 
exem plar selection  by the M axim um  V ariance m ethod is essentially based on the  
assum ption that values used in the com putation o f  variance should be norm ally- 
distributed. H ow ever, in practice, the frequent presence o f  outliers in netw ork outputs  
indicates that this is not the case. A s a result, in m any cases, w hen using M axim um  
Variance m ethod, the training may be trapped in a “dead valley” and the learning  
procedure repeatedly locates the sam e data point due to  the disproportionate influence o f  
outliers on th e variance. In practice, it is found that the M axim um  Variance m ethod  
w a stes a large number o f  useless iterations to  “discover” a n ew  useful exam ple, w hereas  
the M IQ R  m ethod is m ore efficient.
R esam pling efficiency is defined as the ratio o f  the number o f  data resam pled to  total 
training iterations, standing for training procedure efficiency. Table 7 .4 .4 -1  g ives details 
o f  the am ount o f  data selection, total training iterations and u seless iteration using M IQ R  
and M axim um  Variance respectively. From  this table, it is very clear that the M axim um
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V ariance m ethod is reasonably efficient for the continuous function (c o s(x ))  w ith  a ratio 
o f  num ber o f  data resam pled to  total iterations being 65.5%  w hile it is quite p oor  for the  
discontinuous function (the square w ave) w ith  a ratio o f  number o f  data resam pled to  
total iterations being only 46.2% . In contrast, the M IQ R  m ethod is m ore efficient no  
m atter w hether approaching the continuous function or the discontinuous function w ith  a 
ratio o f  data resam pled to  total iterations being 82.9%  for the continuous function and 
71.5%  for the discontinuous function.
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Table 7.4.4-1 Ratio of Number of Data Resampled to Total Training Iterations
MIQR
(square wave)
M V
(square wave))
MIQR
(square wave) (s c
M V
uare wave)
exp num ite uls num ite uls num ite uls num ite uls
expl 27 38 11 30 69 39 7 8 1 11 15 4
exp2 34 48 14 38 75 37 8 10 2 8 13 5
exp3 31 44 13 37 82 45 7 7 0 8 15 7
exp4 28 40 12 36 79 43 7 10 3 10 14 4
exp5 26 34 8 34 75 41 10 12 2 7 10 3
Total 146 204 58 175 380 205 39 47 8 44 67 23
Ratio
(% )
71 .5 46 .2% 82.9 65.5
1. num - number of data resampled;
2. ite - total training iterations;
3. usl -  useless cycles.
This fact can be illustrated further through details o f  the data selection  procedure. H ere, 
experim ent 3 is g iven  as an exam ple. For the continuous function, the w h o le  procedure is 
dem onstrated. For the discontinuous function, on ly  the earliest 10 data points are 
dem onstrated due to  to o  m any data points being resam pled and to o  m any total training 
iterations for the w h ole  procedure. From Figure 7 .4 .4 -1  it is show n that M axim um  
V ariance m ethod requires 15 iterations to  com plete the selection  o f  8 data points, 7 
iterations repeating previous data points and being u se less  iterations, w hereas M IQ R  
requires 7 iterations to  com plete the selection o f  7 data points w ithout repeating previous 
data p oints and u seless iterations. O f  course, this is a special case, in the other 4  
experim ents, there w ere 1 ~  3 u se less iterations. In the fo llow in g  diagrams, the th ick curve 
indicates the “criterion line” (M IQ R  or M axim um  V ariance) by w hich  data points are 
selected , and x w  indicates that data points are selected  using M axim um  V ariance m ethod  
and xMQR indicates that data points are selected  using the M IQ R  m ethod.
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X
iteration =  1, x  ^  =  0 .0000  
(useful, resampled)
x
iteration =  2, x A/K = 6 .2 8 3 2  
(useful, resampled)
iteration =  3, x ^  = 0 .0 0 0 0  
(repeated, useless)
iteration =  4, x A{V = 6 .2 8 3 2  
(repeated, useless)
x
iteration =  5, x ^  = 6 .2 8 3 2  
(repeated, useless)
x
iteration =  6, x A/K = 0 .0 0 0 0  
(repeated, useless)
Figure 7.4.4-l(a): Exemplar selection using the Maximum Variance method for the cos(x)
(to be continued)
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X
iteration =  7, x A{V = 0 .0 0 0 0  
(repeated, useless)
x
iteration =  8, x KW =  0 .2732  
(useful, resampled)
x
iteration =  9, x Ktv = 0 .0 0 0 0  
(repeated, useless)
x
iteration =  10, x KfV =  1.8913  
(useful, resampled)
x
iteration =  11, x KW = 6 .2 8 3 2  
(repeated, useless)
x
iteration =  12, x KW = 0 .9 0 3 6  
(useful, resampled)
Figure 7 .4 .4 -l (a ) : Exem plar selection using the Maximum Variance method for the cos(x)
(to be continued)
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X
iteration =  13, x Ktv = 3 .2 3 6 2  
(useful, resampled)
x
iteration =  14, x AfV =  1 .8072  
(useful, resampled)
x
iteration =  15, x K{V =  1.3029 (useful, resampled)
Figure 7 .4 .4 -1  (a): Maximum Variance method requires 15 iterations to complete the selection of 8 data 
points for cos(x). The thick line is the variance curve and the broken line is the Inter-Quartile Range 
curve of outputs of the ensemble.
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X
iteration = 1 , =  0 .5884
(useful, resampled)
x
iteration = 3 , x MQR =  4 .1398  
(useful, resampled)
x
iteration = 5 , x M g R =  6 .2832  
(useful, resampled)
x
iteration = 2 , x MQR =  2 .6268  
(useful, resampled)
x
iteration = 4 , x M gR =  0 .0000  
(useful, resampled)
x
iteration = 6 , x KaQR =  1.6601  
(useful, resampled)
Figure 7.4.4-l(b): Exemplar selection using the MIQR method for the cos(.\)
(to  b e  continued)
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X
iteration = 7 , x MQR =  4 .2 .28  (useful, resampled)
Figure 7 .4 .4 -1  (b): MIQR method requires 7  iterations to complete the selection of 7 data points for cos(x). 
The thick line is the Inter-Quartile Range curve and the broken line is the variance curve of outputs of the 
ensemble.
From  F igure 7 .7 .4 -2 , w e  can see  that the M axim um  Variance m ethod has spent 16 
iterations to  com plete the selection  o f  the first 10 data points for the square w ave, w ith 6 
iterations repeating previous data points and being useless, w hereas M IQ R  m ethod has 
spent 12  iterations to  com plete the selection  o f  the first 10 data points for the square 
w ave, w ith  only 2 iterations repeating previous data points and being u seless. It should be  
noted  that in the earlier stages o f  the data selection  procedure, it is easier to  “d iscover” 
n ew  inform ation. A s training progresses, it b ecom es m ore and m ore difficult to  “d iscover” 
n ew  inform ation, as a result, u seless iterations w ill increase m ore and m ore irrespective o f  
w hether th e M axim um  V ariance m ethod or the M IQ R  m ethod is used. In general, 
how ever, totally  u seless iterations using the M IQ R  m ethod are few er than that using the 
M axim um  Variance m ethod because the M IQ R  m ethod is m ore effective  than M axim um  
V ariance. T he reason for this is that the M IQ R  m ethod takes advantage o f  “the m inority  
ob eys the majority” philosophy, em bodying the m ajority’s desire (inter-quartile range, the  
m ainstream  o f  the ensem ble) w ithout considering the minority (outliers). Rather, the 
M axim um  Variance m ethod take into account all “outliers” o f  the ensem ble, thus, the  
m inority (outliers) harms the entirety’s interest.
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Discontinuous Function
X
iteration =  1, x  hn,  = 0 .1 6 8 2  
(useful, resampled)
x
iteration =  3, x AfV =  0 .0000  
(useful, resampled)
x
iteration =  5, x K1v =  6 .2832  
(useful, resampled)
x
iteration =  2, x  KiV =  0 .0630  
(useful, resampled)
x
iteration =  4 , x An,  =  1 .1558  
(useful, resampled)
x
iteration =  6 , x JW)/ =  6 .2832  
(repeated, useless)
Figure 7.4.4-2(a): Exemplar selection using the Maximum Variance method for the square wave
(to  b e  con tinu ed)
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iteration =  7, x  K{V =  2 .2065  
(useful, resampled)
iteration =  8, x  K{V =  1 .8492  
(useful, resampled)
x
iteration =  9, x  w  =  6 .2832  
(repeated, useless)
x
iteration =  10, x ^  =  0 .0000  
(repeated, useless)
iteration = 1 1 , x KiV =  0 .6514  
(useful, resampled)
iteration = 1 2 , x KW =  6 .2832  
(repeated, useless)
Figure 7.4.4-2(a): Exemplar selection using the Maximum Variance method for the square wave
(to  be continued)
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X
iteration = 1 3 , x K{V = 6 .2 8 3 2  
(repeated, useless)
x
iteration = 1 5 , x A/K =  2 .4797  
(useful, resampled)
x
iteration = 1 4 , x ^  =  6 .2832  
(repeated, useless)
x
iteration = 1 6 , x w  =  4 .0557  
(useful, resampled)
Figure 7 .4 .4 -2  (a): Maximum Variance method has spent 16 iterations to complete the selection o f the 
earliest 10 data points for the square wave. The thick line is the variance curve and the broken line is the 
Inter-Quartile Range curve of outputs of the ensemble.
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X
iteration = 1 , x MQR =  0 .2732  
(useful, resampled)
x
iteration = 2 , x MQR =  1 .7862  
(useful, resampled)
x
iteration = 5 , x MQR =  3 .9506  
(useful, resampled)
x
iteration = 3 , x MQR =  5 .1274  
(useful, resampled)
x
iteration = 4 , x  KaQR =  0 .0000  
(useful, resampled)
x
iteration = 6 , x MQR=  2 .5427  
(useful, resampled)
Figure 7.4.4-2(b): Exemplar selection using the MIQR method for the square wave
(to be continued)
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X
iteration = 7 , x M7CR=  4 .7702  
(useful, resampled)
x
iteration = 8 , x  MQR =  0 .0000  
(repeated, useless)
iteration = 9 , x m1qR =  1 .7442  
(useful, resampled)
x
iteration = 1 0 , x MIqR =  1 .3852  
(repeated, useless)
x
iteration = 1 1 , x WQR = 4 .4 3 4 0  iteration = 1 2 , x MQR = 4 .5 6 0 0
(useful,resampled) (useful, resampled)
Figure 7 .4 .4 -2  (b): MIQR method has spent only 12 iterations to complete the selection of the earliest 10 
data points for the square wave. The thick line is the Inter-Quartile Range curve and the broken line is 
the variance curve of outputs of the ensemble.
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7.5 Conclusion
From  the above experim ents the fo llow in g  conclusions m ay be drawn.
1. Training is m ore difficult for a discontinuous function (the s q u a r e  w a v e )  than a 
continuous function (c o s (x )). This is corroborated by three facts. Firstly, the number o f  
data points collected  for approxim ating to  a discontinuous function is m ore than th ose  for  
approxim ating to  a continuous function in both active learning and passive learning. 
Secondly , It requires a m ore com plicated netw ork architecture for a d iscontinuous  
function than for a continuous function. Thirdly, it requires m ore training iterations for a 
discontinuous function than for a continuous function.
2. A ctive  learning (M IQ R ) can dramatically reduce data selection. The data co llected  by  
active learning (M IQ R ) are few er than th ose  needed by p assive learning no matter w hether  
the function is continuous or discontinuous. In the active learning experim ents, an average  
o f  2 9 .2  data points w ere  needed to train the s q u a r e  w a v e ;  an average o f  7 .8  data points 
w ere needed  to  train c o s (x );  On the other hand, in the passive learning experim ents, an 
average o f  6 5 .4  data points w ere needed to  train the sam e s q u a r e  w a v e ,  and an average o f  
19 data points w ere needed to  train the sam e c o s (x ) .
3. A  very interesting fact is that in the case o f  active learning (M IQ R ), the resam pled data 
points con d en se near the “discontinuity”. T he reason for this is that to  approach a 
continuous function, any data point is useful and therefore it is easier to  quickly  
approxim ate to  the function. On the other hand, to  approach a d iscontinuous function, 
th o se  data points w hich  are near the “discontinuity” are particularly useful. For exam ple, in 
our first experim ental dem onstration, 65 data points w ere resam pled for passive learning 
w hilst only 2 7  data points w ere resampled for active learning (M IQ R ), o f  w hich 23 data 
points condensed  near the discontinuity. The principal aim o f  a c t iv e  l e a r n in g  (M IQ R ) is 
to  locate  such u s e f u l  in f o r m a t io n  w ithout w asting tim e and expenditure, but maintaining 
the learning system ’s perform ance.
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4. M o st im portantly, Com pared w ith  the contending m ethod, M axim um  Variance, the  
M IQ R  m ethod is m ore efficient or effective in training, especially  w hen  approaching a 
discontinuous function (the square w ave). There is also evidence o f  im proved data 
selection  and generalisation perform ance. T he M IQ R  m ethod takes advantage o f  the inter­
quartile range (the mainstream  o f  the ensem ble) and ignores “outliers”, reflecting “the 
m inority ob eys the majority” philosophy, rather, the M axim um  V ariance m ethod take into 
account “outliers” o f  outputs o f  the ensem ble. This su ggests that an exam ple w ith  maximal 
variance may not necessarily be the m ost inform ative.
5. The netw ork com plexity  is dependent upon the learning task, having nothing to  do w ith  
the m ethod for selecting  exam ples (no matter w hether active learning or passive learning). 
T he experim ental results show  that for the continuous function (co s(x )) , the netw ork  
architecture o f  2 hidden units is sufficient to train it w ell, w hereas for the discontinuous  
function (the square w ave), a netw ork architecture o f  6 ~  7 hidden units is required.
From  the above, w e  can see  that it is “the minority obeys the majority” philosophy that 
plays a key role in M IQ R  active learning. C onsequently, a question naturally arises o f  the  
num ber o f  netw orks o f  w hich the ensem ble consists that will achieve the best result from  
the “the m inority ob eys the majority” philosophy, namely, the fairness problem. In Chapter 
6 and this Chapter, the ensem ble is com p osed  o f  10 netw orks. A ccord ing to  com m on  
sense, the m ore the voter  population, the m ore fairness in the election. B ut in the neural 
netw ork ensem ble, this is restricted by linear independence o f  netw orks. In the next 
chapter this problem  w ill b e d iscussed in detail.
115
Chapter 8
Sensitivity Analysis of MIQR Based on 
Ensemble Networks
8.1 Summary
W e have in previous chapters proposed a n ew  effective criterion for exem plar selection , 
M IQ R , w hich is directly derived from statistics. A s d iscussed in detail in Chapter 7, M IQ R  
is m ore efficient or effective than the contending M axim um  Variance m ethod. W e also  
provided a com p lete  algorithm  based on a set o f  netw orks (ensem ble). O ne issue should  
be d iscussed  further. In previous chapters, such an ensem ble or com m ittee has been  
com p osed  o f  10 netw orks. This chapter provides further exploration o f  h ow  ensem ble  
m ethods im prove generalisation perform ance. In Chapter 4  and 5, w e  presented ensem ble  
m ethods, i.e. h o w  to  create an ensem ble and h ow  to  com bine m em bers (netw orks) o f  the 
ensem ble. H ere, the results o f  a sensitivity analysis are presented. This sensitivity analysis 
is concerned w ith  fo llow in g  questions. Firstly, h o w  many netw orks in an ensem ble g ive  
the best generalisation perform ance? Secondly, W hat changes in data selection  result? 
Finally, h o w  d oes it influence the netw ork com plexity and total training iterations?
Analytical results indicate that as the ensem ble is grow ing, generalisation perform ance is 
im proved. H ow ever, this im provem ent w ill reach a limit. In general, 2 0  netw orks is 
maximal (see  Chapter 4).
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o ^  o.^ x lie Ji/Apei m ie iita i e u m p a i  u u iu
W e perform ed a number o f  experim ents, w ith the number o f  ensem ble m em bers being 5, 
10, 15 and 20  netw orks respectively, based on the sam e initial conditions (so  that w e  have  
the sam e data distributions). For each com parison w e  ran 5 sets o f  experim ents and then  
averaged these results.
N o w  that number o f  m em bers in the ensem ble is different, the com putation o f  Inter- 
Quartile R ange needs be updated, being indicated in Table 8 .2 -1 , here Y * i s  the  
rearrangement o f  Y  in ascending order as d iscussed in Chapter 6 .
Tabic 8.2-1 Computation of Inter-Quartile Range
Number in ensemble Inter-Quartile Range (x f. ) Outputs of ensemble networks
5 y ; ( x , . ) - y ; ( x ,. ) Y  Y  Y  Y  Y  •
10
y ; ( * , . ) - y ; ( x , . ) Y  Y  Y  Y Y -
15 y ;2 ( x (. ) - y ; ( x ,. > Y  Y  Y  Y Y -
20 y ; 6 ( * , ) - y ; ( x , . ) Y  Y  Y  Y  Y1 1 ’ 1 2 ’ 1 3 ’ •••’ 1 19 ’ 1 20 •
8.2.1 Evidence of Reduced Data Selection
Table 8 .2 .1 -1  (a) and (b) are the results o f  data selection  for the continuous function and 
the discontinuous function respectively, from  w hich it is show n that as the number o f  
m em bers o f  the ensem ble grow s, the am ount o f  data resam pled decreases. A ccord ing to  
the M IQ R  m ethod, it is easily understood that the b igger the ensem ble becom es, the m ore  
reasonable or justified  the algorithm becom es, because it m ore faithfully reflects “the  
m inority ob eys the majority” philosophical idea. A s a result, data resam pled is m ore  
inform ative. B u t data selection  cannot be arbitrarily im proved as the number o f  m em bers 
o f  the ensem ble grow s. It is restricted by the linear independence o f  netw orks o f  the 
ensem ble.
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Table 8.2.1-l(a): Data Selection for the square wave
Ensemble
E x p e r im e n ts ^
Ensemble =  5 
(Data Selection)
Ensemble = 1 0  
(Data Selection)
Ensemble =1 5  
(Data Selection)
Ensemble =  20  
(Data Selection)
E x p l 33 27 26 24
Exp2 41 34 29 27
Exp3 37 32 24 29
Exp4 31 28 26 21
Exp5 34 26 27 25
Total 176 147 132 126
Average 35.2 29 .4 26.4 25 .2
Table 8.2.1-l(b); Data Selection for cos(x)
’>s v^ ^  Ensemble 
E x p e r im e n ts ^
Ensemble =  5 
(Data Selection)
Ensemble = 1 0  
(Data Selection)
Ensemble = 1 5  
(Data Selection)
Ensemble =  20  
(Data Selection)
E x p l 9 7 7 7
Exp2 7 8 9 8
Exp3 11 7 6 7
Exp4 14 7 7 6
Exp5 8 10 8 8
Total 48 39 37 36
Average 9.6 7.8 7.4 7 .2
8.2.2 Evidence of Improved Generalisation
A s w e  have d iscussed  in Chapters 4 and 5, ensem ble m ethods can im prove generalisation  
perform ance. F igure 8 .2 .2-1  indicates that generalisation can be im proved further as the  
ensem ble is grow ing. The general trend is dow nw ards and sm ooth  although it oscilla tes in 
the beginning o f  th e training. B u t like data selection , this is restricted by the linear 
independence o f  netw orks o f  the ensem ble. Our experim ental result is in accordance w ith  
previous results (se e  Chapter 4). It is su ggested  from  this experim ental result that an 
ensem ble consisting  o f  15 netw orks is sufficient to  obtain a g o o d  generalisation  
perform ance.
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sq u a re  wave co s(x )
Figure 8 .2 .2 -1 : Generalisation is measured by root mean squared error versus number of data resampled. 
The broken line (the uppermost line) is the ensemble consisting of 5 networks; the thick line (the second 
uppermost line) is the ensemble consisting of 10 networks; the thin line (the third line) is the ensemble 
consisting of 15 networks ; and the dot and broken line (the lowest line) is the ensemble consisting of 20  
networks.
8.2.3 Evidence of Improved Network Learning Efficiency
It is sh ow n  from  Table 8 .2 .3 - l(a )  and (b) that grow in g  the ensem ble also can im prove 
netw ork learning efficiency b ecau se grow ing the ensem ble results in m ore inform ative data  
resam pling, but it is restricted for the sam e reason as generalisation. W e can see  from  here, 
netw ork learning efficiency is considerably dependent upon the function to  b e m apped. In 
our experim ents the limit o f  the netw ork learning efficiency is near to  1.40 for the square 
w a v e  (the d iscontinuous function), and 1.00 for cos(x ) (the continuous function). It w ou ld  
probably b e vain even  to  attem pt further increasing the number o f  the ensem ble. From  this 
result, w e  can see, a netw ork architecture w ith  2 hidden units is sufficient to  approach  
co s(x ) and on the other hand a netw ork architecture w ith an average o f  6 hidden units 
w ou ld  b e required to  approach the square w ave. In this sense, netw ork com plexity  is 
dependent upon the function to  be m apped, having nothing to  do w ith  number o f  mem bers 
o f  the ensem ble.
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Table 8.2.3-l(a) The Ratio of Exemplars to Weights for the Square Wave
"^-^i^nsemble
N e tw o rk s '^ .
Ensemble =  5 
(hidden units)
Ensemble =  10 
(hidden units)
Ensemble = 1 5  
(hidden units)
Ensemble =  20  
(hidden units)
1 6 6 7 6
2 7 7 6 6
3 8 6 7 5
4 6 8 4 7
5 5 5 5 6
6 7 6 4
7 7 7 5
8 6 6 7
9 8 5 6
10 7 8 5
11 5 7
12 6 6
13 6 5
14 5 7
15 7 6
16 5
17 6
18 6
19 5
20 7
Average hidden 
units h
6 .4 6.1 5.97 5.7
Number of 
weights 
w = 3  x h+1
20.2 19.3 18.9 18.1
Number of data 
resampled
35 .2 29 .2 26.4 25 .2
Ratio o f data 
resampled to 
number of 
weights
1.74 1.51 1.40 1.39
Ratio of data resampled to number of weights stands for the network learning efficiency.
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Table 8.2.3-l(b) The Ratio of Exemplars to Weights for cos(x)
^  ■ Imsemble 
N e tw o rk s '^
Ensemble =  5 
(hidden units)
Ensemble = 1 0  
(hidden units)
Ensemble = 1 5  
(hidden units)
Ensemble =  20  
(hidden units)
1 2 2 2 2
2 2 2 2 2
3 2 2 2 2
4 2 2 2 2
5 2 2 2 2
6 2 2 2
7 2 2 2
8 2 2 2
9 2 2 2
10 2 2
11 2 2
12 2 2
13 2 2
14 2 2
15 2 2
16 2
17 2
18 2
19 2
20 2
Average hidden 
units h
2 2 2 2
Number of 
weights 
w = 3  x h+1
7 7 7 7
Number of data 
resampled
9.6 7 .8 7.4 7 .2
Ratio of data 
resampled to 
number of 
weights
1.37 1.11 1.06 1.03
Ratio of data resampled to number o f weights stands for the network learning efficiency.
8.2.4 Evidence of Improved Resampling Efficiency
R esam pling efficiency is defined as the ratio o f  the number o f  data points resam pled to  
total training iterations as d iscussed  in Chapter 7. It is indicated from  Table 8 .2 .4 -1 , 
grow in g the ensem ble also can im prove resam pling efficiency since it results in m ore  
inform ative data resam pling and reduces the probability o f  repeated data selection , and
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therefore reduces u se less  training iterations. B u t as d iscussed  above, this im provem ent is 
also  restricted by the linear independence o f  netw orks o f  the ensem ble.
T able 8 .2 .4 -1 : Resam pling Efficient for the Square W ave
Ensemble = 5 Ensemble = 10 Ensemble = 15 Ensemble == 20
E xp num ite uls num ite uls num ite uls num ite uls
E x p l 33 55 22 27 38 11 26 33 7 24 32 8
E xp 2 41 59 18 34 48 14 29 42 13 27 37 10
Exp3 37 60 23 31 44 13 24 35 11 29 40 11
E xp 4 31 45 14 28 40 12 26 33 7 21 27 9
Exp5 34 51 17 26 34 8 27 36 9 25 32 7
Total 176 270 94 147 204 58 132 179 47 126 171 45
Ratio 65 .2 71.5 73 .2 73 .7
(% ) % % % %
1. num - number of data resampled;
2. ite - total training iterations;
3. usl - useless iterations;
4. Resampling efficiency is defined as the ratio of number of data resampled to total training iterations, 
standing for training procedure efficiency.
Table 8 .2 .4 -l(b ) Resam pling Efficiency fo r cos(x)
Ensemble = 5 Ensemble = 10 Ensemble = 15 Ensemble == 20
Exp num ite uls num ite uls num ite uls num ite uls
E x p l 9 12 3 7 8 1 7 7 0 7 8 1
Exp 2 7 8 1 8 10 2 9 12 3 8 10 2
Exp3 11 16 5 7 7 0 6 7 1 7 9 2
Exp 4 14 17 3 7 10 3 7 7 0 6 7 1
Exp5 8 10 2 10 12 2 8 10 2 8 8 0
Total 48 62 14 39 47 8 37 43 6 36 42 6
Ratio 77 .4 82.9 84.1 85 .6
(% ) % % % %
1. num - number of data resampled;
2. ite -  total training iterations;
3. usl - useless iterations;
4. Resampling efficiency is defined as the ratio of number of data resampled to total training iterations, 
standing for training procedure efficiency.
8.3 Conclusion
From  the above discussion , it is clearly su ggested  that grow ing the ensem ble o f  neural 
netw orks can im prove data selection, generalisation perform ance, netw ork learning
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efficiency and resam pling efficiency. T he reason for th ese  is that grow ing the ensem ble  
results in m ore inform ative data resam pling because, according to  the M IQ R  m ethod’s 
philosophy ,i.e ., “the m inority obeys the majority”, grow in g the ensem ble, in som e sense, 
equivalently enhances the fairness o f  the m ethod. This is similar to  a presidential election  
or parliamentary decision  by vote. T he m ore the voters, th e m ore fair the e lection  or 
decision. M IQ R  m ethod’s principle and essen ce is to  im plem ent “f a i r n e s s ” , reflecting the 
m a jo r i t y ' s  desire by ignoring the m in o r i ty  (outliers). This is also the reason w h y the 
M IQ R  m ethod is m ore effective  than other contending m ethods.
H ow ever , the im provem ent is restricted by linear independence o f  the netw orks o f  the  
ensem ble. Our experim ental results are consistent w ith the previous result, i.e ., in m ost 
cases, the number o f  netw orks used in an ensem ble is no m ore than 20  netw orks (see  
Chapter 4). It is indicated from  our experim ents that an ensem ble consisting  o f  15 
netw orks is sufficient to  effectively  approach any functions -  co s(x ) and the square w ave  
are a typical continuous function and a typical discontinuous function, respectively.
T he above experim ents also sh ow  that netw ork com plexity is dependent upon the function  
to  be m apped, having nothing to  do w ith size o f  the ensem ble. C onsequently, grow in g  the 
ensem ble cannot im prove or save netw ork com plexity.
O f  course, grow in g the ensem ble m ust result in increasing p rocessing time. Cohn assum es 
in his robotic m anipulator experim ent that i f  com putation is cheap and data selection  is 
expensive, active exploration is efficient and effective [2 2 ]. B y  this token, the M IQ R  
m ethod is feasible in applications such as oil field exploration, in w hich it is very important 
to  accurately “d iscover” the location  o f  a oil w ell. There has been no ev idence indicating  
that processing  tim e increases linearly w ith the number o f  m em bers in the ensem ble, which  
w ill be investigated further in the future.
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9.1 Conclusions
W e set out to  obtain an effective  m ethod for selecting exem plars for training neural 
netw orks by justifying an objective sam pling criterion appropriate for u se  w ith the 
criterion used for learning. A lthough many interesting questions remain to  be investigated, 
w e  have accom plished this w ork  to  a large degree.
The M IQ R  m ethod for selecting exem plars is satisfying and encouraging, as it outperform s  
the contending m ethods, M axim um  Variance and M axim um  Error. W e do not com pare 
this m ethod w ith M axim um  Error m ethod due to  the fact that the M axim um  Error m ethod  
(for exam ple, P lu tow sk i’s A ISB ) is only used in a single network, hence it w ou ld  be hard 
to  conduct this com parison. H ow ever, it is intuitively clear that the M IQ R  m ethod has a 
w ider range o f  applications than M axim um  Error, since M axim um  Error m ethods not only  
require the com putation o f  a large H essian matrix (com putationally exp en sive), but also 
require the assum ption that the functions to  be m apped are reasonably sm ooth. 
Furthermore, as P lutow ski admits, his A ISB m ethod has no clear stopping criterion  
b ecause the M axim um  Error m ethod dem ands determ inistic or labelled data. In contrast, 
M IQ R  takes advantage o f  unlabelled data, thus M IQ R  not only has a clear stopping  
criterion (through com puting m axim um  variance o f  outputs o f  the ensem ble), but is also  
easily extended to  a noisy  data environment.
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M IQ R  is particularly appealing w hen approaching a d iscontinuous function (for exam ple, 
the square w ave, a typical d iscontinuous function), for w hich  previous w ork  is w eak  no 
m atter w hether the M axim um  Variance or the M axim um  Error is used. This m ethod  
ob viou sly  has several important benefits in m ore general purpose applications, being not 
only com putationally simpler and cheaper, but also it results in m ore inform ative data 
being resam pled, and im proved generalisation perform ance as w ell. B ased  on ensem ble 
m ethods, M IQ R  m akes full u se  o f  “the m inority ob eys the majority” philosophy. A lthough  
the M axim um  V ariance m ethod can also m ake use o f  the ensem ble m ethod, it takes into  
account all outputs including outliers w hich are frequently produced, in particular, w hen  
approaching a very sharp discontinuous function, for exam ple, the square w ave. B ecau se  
o f  this, although outliers are a minority, they may influence and reduce ensem ble  
efficiency. A s a result, data resam pled corresponding to  the m aximum variance d oes not 
mean the m ost inform ative information. In contrast, the M IQ R  m ethod’s principle and 
essen ce is to  em body “fairness” , reflecting the m ajority’s desire w ithout considering  
m inority (outliers). The general mainstream (w ithin the inter-quartile range) is not 
influenced by outliers, therefore, ensem ble efficiency is assured. Furtherm ore, previous  
w ork  w ith  M axim um  Variance d oes not present a com plete algorithm , the training 
threshold and netw ork architecture being fixed for the w h o le  training procedure. This 
results in apparent deficiencies. First, a stringent training threshold w ou ld  consum e  
unnecessary resources. On the other hand, a lo o se  training threshold is not able to  
d iscover n ew  information. Second, a b ig netw ork architecture not only con su m es to o  
m uch system  resource, but also m ay easily lead to  the “oversaturated” state. On the other  
hand, a sim ple netw ork architecture is insufficient to  fit the training data set. W e present a 
com plete algorithm , w hich can autom atically regulate the netw ork architecture and the 
training threshold as necessary.
Speaking in detail, this dissertation has fulfilled fo llow in g  tasks: first, w e  have d evelop ed  a 
n ew  active learning m ethod i.e. M axim um  Inter-Quartile R ange (M IQ R ). T he M IQ R  is 
directly derived from  nonparam etric statistics, being com putationally sim ple and cheap. In 
addition, data selection  is not influenced by the “outliers”, instead it is dependent upon  the
125
CHAPTER 9 Conclusions and Future Work
general trend o f  the ensem ble i.e. the mainstream o f  the majority (inter-quartile range). In 
this sense, the M IQ R  active learning m ethod is based on the “fairness” - “the minority 
ob eys the majority” philosophical idea. A s a result, data selection  by the M IQ R  m ethod  
n ot only has b ecom e m ore fair, but also b ecom e m ore inform ative than by the existing  
active learning m ethods. Furthermore, it is the “fairness” philosophy in w hich the M IQ R  
m ethod lies, w hich m ake the M IQ R  active learning m ore effective and efficient, even  w hen  
it approaches a typical discontinuous function. From  the standpoint o f  m eth od ology , the 
M IQ R  is a theoretical breakthrough in active learning in the neural netw ork com m unity.
Secon d , in the M IQ R  active learning algorithm, unlabelled data is validated, therefore this 
m ethod not only has a clear stopping criterion, but also can be directly extended to  a noisy  
data environm ents. It should be also noted that w e  ingeniously com bine advantages o f  the  
m axim um  inter-quartile range and the m aximum variance, nam ely, w e  u se  the m aximum  
inter-quartile range as the data selection  criterion w hereas w e  use the m aximum variance 
as the stopping criterion (see  the Section  6 .5  D iscu ssion  o f  Chapter 6).
Third, w e  have developed  a com plete algorithm, in w hich the neural netw ork com plexity  
and the training threshold for individual netw orks are autom atically regulated as necessary. 
T herefore w e  not only save considerable resources, but also avoid neural netw ork  
training’s “oversaturated” or “undersaturated” problem s, w ith  w hich previous w ork is not 
able to  deal [5 9] [8 8].
Fourth, previous w ork  is only concerned w ith  data selection  and generalisation. Our w ork  
not only has d iscussed  data selection  and generalisation in detail, but also has explored  
inside the netw ork architectures and training procedures through exam ining the netw ork  
learning efficiency and the resam pling efficiency. Therefore this w ork  has b ecom e m ore  
profound in active learning m ethodology.
Finally, previous w ork has not presented a sensitivity analysis o f  active learning m ethods 
based on ensem ble netw orks. W e present a detailed analysis o f  the M IQ R  based on
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ensem ble netw orks. The experim ental results are not on ly  significant and encouraging, but 
also are interesting, and are in accordance w ith theoretical results as w ell.
In a w ord , M IQ R ’s contribution and im portance lies in that it not only plays a role in 
active learning, but also it outperform s current contending m ethods (M axim um  Variance  
and M axim um  Error), and m ay be the m ost effective  active learning technique. It 
com bines the advantages o f  both the ensem ble m ethods and the active learning 
m eth od ology . S ince M IQ R  is directly derived from nonparam etric statistics, its theoretical 
justification  is beyond question. A lthough M IQ R  has been used on clean data selection , it 
can be directly extended to  noisy data selection  as it stands, since M IQ R  u ses unlabelled  
data. In particular, the thinking behind M IQ R  is significant for other scientific research, 
educational m eth od o logy  and societal behaviours.
9.2 Future Work
D u e to  the richness o f  this research, many questions are left for future w ork. Firstly, w e  
should investigate the M IQ R  m ethod in a different bandwidth o f  the input space. In above  
experim ents, w e  fixed the environm ental distribution o f  3 0 0  data points. Future w ork  
should investigate experim ental results on the environm ental distribution o f  different 
num bers o f  data points, such as 100, 200 , 4 0 0  and 500  data points.
Secondly , in the experim ents w ith the M IQ R  technique, it has been found that there are 
m any local maximal points in the Inter-Quartile R ange as indicated in F igure 9 .2 -1 . In fact, 
the M IQ R  criterion is optim ised by the backpropagation algorithm  based on m inim ising  
the least square error o f  the target function and averaging the output o f  the ensem ble  
netw orks, resulting in several local m axim a (or local minima). W e conjecture that the  
secon d  or third m aximal points m ay be the points w hich  will have the largest inter-quartile 
range in the next iterations o f  data selection. I f  this conjecture is justified, M IQ R  can 
sim ultaneously select several data points at a tim e, rather than just selecting on e data
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point. This will reduce the task of searching for new data points and considerably speed up 
training.
X
Figure 9.2-1: There are several local maximal points in IQR.
Thirdly, the definition and computation of the formula of Inter-Quartile Range is directly 
taken from the nonparametric statistics. It may be modified to obtain variants of the 
method for practical use on particular applications. Recall the definition of the outliers and 
inter-quartile range: the ratio of number of the outliers and inter-quartile range will 
influence resulting data selection. Because MIQR’s philosophy is “the minority obeys the 
majority”, thus, the limits defining the minority (outliers) and the majority (inter-quartile 
range) undoubtedly play an important role in MIQR active learning. When obtaining the 
most concise set of exemplars is the highest priority, we expect that delimiting outliers 
directly will be worthy of investigation.
Fourthly, according to the MIQR method’s philosophy ,i.e., “the minority obeys the 
majority”, growing the ensemble, equivalently enhances the fairness of the method. This 
means that more the number of networks in an ensemble, the more fair the MIQR method 
for selecting exemplars. However, increasing size of the ensemble, not only the 
improvement in terms of data selection, generalisation performance, learning efficiency 
and resampling efficiency is restricted by linear independence of the networks of the 
ensemble as discussed in Chapter 8, but also, more importantly, increasing size of the 
ensemble will increase the consumption of more resources. It would be significant if we
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could find out a “balance point” at which the MIQR method attains in both the maximal 
“fairness” and minimal resource. So far, the size of the ensemble has been fixed in our 
experiments. Further work should study how to create a criterion by which the size of the 
ensemble could be flexible so that it could be automatically regulated as necessary, like the 
network complexity and the training threshold.
Finally, we have summarised our initial experience with the technique on difficult learning 
tasks. Many other experiments are possible and we intend to apply the technique to 
learning tasks requiring networks with multiple inputs and outputs.
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