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C*-ALGEBRAS ASSOCIATED WITH ITERATED
FUNCTION SYSTEMS
Gilles G. de Castro
Abstract. We review Kajiwara and Watatani’s construction of a C*-algebra
from an iterated function system (IFS). If the IFS satisfies the finite branch
condition or the open set condition, we build an injective homomorphism from
Kajiwara-Watatani algebras to the Cuntz algebra, which can be thought as the
algebra of the lifted system, and we give the description of its image. Finally,
if the IFS admits a left inverse we show that the Kajiwara-Watatani algebra
is isomorphic to an Exel’s crossed product.
1. Introduction
In [12], Kajiwara and Watatani defined a C*-algebra defined from an iterated
function system (IFS). Although their paper was entitled C*-algebras associated
with self-similar sets, they gave examples of different iterated function systems
which give rise to the same self-similar set but which associated algebras are not
isomorphic. So their algebra depends not only on the self-similar set but on the
dynamics of the iterated function system.
If the IFS satisfies the strong separation condition, then the system can be
interpreted as the inverses branches of a local homeomorphism. For an arbitrary
IFS we can lift it to a new one that satisfies the strong separation condition [1].
Ionescu and Muhly suggested in [10] the construction of a C*-algebra from an IFS
by lifting it and using Renault-Deaconu construction [3], [15] of a groupoid C*-
algebra from a local homeomorphism. As we will see this local homeomorphism we
find is topologically conjugate to the left shift on {1, . . . , d}N and the algebra we
find is the Cuntz algebra Od.
From the relations between an IFS and its lifted system, we will build a natu-
ral homomorphism from the Kajiwara-Watatani algebra to the Cuntz algebra and
thus connect Kajiwara anda Watatani’s construction with Ionescu and Muhly’s
suggestion. We show that this homomorphism is injective and show that its image
is generated by the algebra of the self-similar set associated to the IFS and an
isometry S similar to a crossed product description.
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It may happen that the IFS admits a left inverse which is not necessarily a local
homeomorphism. In this case Renault-Deaconu’s construction no longer works and
we have different approaches to build a C*-algebra. In this paper, we show that
under some assumptions, the algebra considered by Kajiwara and Watatani can be
seen as an Exel’s crossed product [5].
2. Iterated function systems
In this section, we review some of the basic theory of iterated function systems
and self-similar sets (see for instance [1], [4] and [8]). Fix (X, ρ) be a compact
metric space.
Definition 2.1. We say that a function γ : X → X is
• a contraction if ∃c ∈ (0, 1) such that ρ(γ(x), γ(y)) ≤ cρ(x, y);
• a proper contraction if ∃c1, c2 ∈ (0, 1) such that c1ρ(x, y) ≤ ρ(γ(x), γ(y)) ≤
c2ρ(x, y);
• a similarity if ∃c > 0 such that ρ(γ(x), γ(y)) = cρ(x, y).
Definition 2.2. An iterated function system (IFS) over X is a finite set of contin-
uous functions {γi : X → X}di=1. We say that the IFS is hyperbolic if all functions
are contractions.
Throughout this paper we will always assume that the system is hyperbolic
unless stated otherwise.
Proposition 2.3. Given an IFS {γi}di=1, there is a unique compact nonempty
subset K of X such that
(2.1) K = ∪di=1γi(K).
We will call this set the attractor of the IFS and say it is self-similar.
Note that because of (2.1) the attractor is invariant by all γi and we can restrict
the IFS to its attractor. From now on, we assume that X = K.
Definition 2.4. We say that an IFS {γi}di=1 satisfies:
• the strong separation condition if the union in (2.1) is a disjoint union;
• the open set condition if ∃U ⊆ K open and dense such that
U ⊆ ∪di=1γi(U).
Let’s denote Ω = {1, . . . , d}N with the product topology, σ : Ω → Ω the left
shift and σi : Ω→ Ω the function given by
σi(i0, i1, . . .) = (i, i0, i1, . . .)
where i ∈ {1, . . . , d}.
Proposition 2.5. Let {γi}di=1 be an IFS and K its attractor then there is a con-
tinuous surjection F : Ω→ K such that F ◦ σi = γi ◦ F . This map is given by the
formula
F (i0, i1, . . .) = lim
n→∞
γi0 ◦ · · · ◦ γin(x)
for an arbitrary x ∈ K. If the IFS satisfies the strong separation condition F is a
homeomorphism.
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Remark 2.6. Note that under the strong separation condition, we can define the
function γ = F ◦ σ ◦ F−1 and in this case the functions γi are exactly the inverse
branches of γ. Moreover F gives us a topological conjugacy between γ and the shift
σ.
For an arbitrary IFS {γi}di=1, we can always build a new one that satisfies the
strong separation condition and which share some properties with the original one
[1]. We define X˜ = K × Ω and define the functions γ˜i : X˜ → X˜ by γ˜i(x, ω) =
(γi(x), σi(ω)). Let K˜ = {(x, ω) ∈ X × Ω|F (ω) = x} then
K˜ = ∪di=1γ˜i(K˜).
And it’s easily checked that {γ˜i : K˜ → K˜}di=1 satisfy the strong separation condi-
tion.
Definition 2.7. The IFS {γ˜i}di=1 as above is called the lifted system of {γi}di=1.
3. C*-algebras associated with an IFS
We start this section by giving a description of the Cuntz algebra as a groupoid
C*-algebra which will be useful in some proofs. We review some of the key elements
of Cuntz-Pimsner algebras which will be used to build Kajiwara-Watatani algebras.
We build the homomorphism from Kajiwara-Watatani algebras to the Cuntz alge-
bra from a very natural covariant representation. We give some basic properties
of this homomorphism. Finally, in the last subsection, we compare the Kajiwara-
Watatani algebra to a crossed product construction.
3.1. Cuntz algebras.
Definition 3.1. [2] For d ∈ N\{0}, the Cuntz algebra Od is the C*-algebra gener-
ated by d isometries satisfying the relation
∑d
i=1 SiS
∗
i = 1.
For the sake of some proofs, we review the construction of the Cuntz algebra
as a groupoid C*-algebra [3], [15]. Let
G = {(ω,m− n, τ) ∈ Ω× Z× Ω : m,n ∈ N;σm(ω) = σn(τ)}
with the product and the inverse given by
(ω,m− n, τ)(τ, k − l, ν) = (ω, (m+ k)− (n+ l), ν)
(ω,m− n, τ)−1 = (τ, n−m,ω).
We give a basis for the topology on G by the sets
B(U, V,m, n) := {(ω,m− n, τ) ∈ G : ω ∈ U, τ ∈ V }
where m,n ∈ N and U and V are open subsets of Ω such that σm|U , σn|V are
homeomorphisms with σm(U) = σn(V ). With this topology G is e´tale and so
admits a Haar system by the counting measures.
The multiplication in Cc(G) is given by
(p ∗ q)(ω,m− n, τ) =
∑
p(ω, k − l, ν)q(ν, (n+ k)− (m+ l), τ)
where the sum is taken over all k, l ∈ N and ν ∈ Ω such that σk(ω) = σl(ν) and
σn+k(ν) = σm+l(τ); and the involution by
p∗(ω,m− n, τ) = p(τ, n−m,ω)
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for p, q ∈ Cc(G).
We refer to [15] for the construction of a norm in Cc(G). For us, it suffices to
know that there exists a norm in Cc(G) such that its completion with respect to
this norm is Od.
Finally, given h ∈ C(Ω) we define a function h ∈ Cc(G) by
h(ω,m− n, τ) = [m = n][ω = τ ]h(ω)
where [·] is the boolean function that gives 1 if its argument is true and 0 otherwise.
We also define a function S ∈ Cc(G) by
S(ω,m− n, τ) = [m− n = 1][σ(ω) = τ ].
And we note that if χi is the characteristic function of the cylinder i := {ω ∈ Ω :
ω0 = i} then Si = d1/2χi ∗ S for i ∈ {1, . . . , d} are d isometries that satisfies the
Cuntz relation and generates C∗(G).
3.2. Cuntz-Pimsner algebras. We briefly recall the key elements for the
construction of Cuntz-Pimsner algebras ([11], [14]) that will be used throughout
the paper. For that fix A a C*-algebra.
Definition 3.2. A (right) Hilbert C*-module over A is a (right-)A-module E with
a sesquilinear map 〈 , 〉 : E × E → A such that:
(i) 〈ξ, ηa〉 = 〈ξ, η〉 a;
(ii) (〈ξ, η〉)∗ = 〈η, ξ〉;
(iii) 〈ξ, ξ〉 ≥ 0;
(iv) E is complete with respect to the norm ||ξ||2 = || 〈ξ, ξ〉 ||1/2
for a ∈ A and ξ, η ∈ E. We say that E is full if 〈E,E〉 is dense in A.
Let E be a Hilbert C*-module and denote by L(E) the space of adjointable
operators in E. We note that L(E) is a C*-algebra. For ξ, η ∈ E we define an
operator θξ,η : E → E by θξ,η(ζ) = ξ 〈η, ζ〉. This is an adjointable operator and we
denote by K(E) the closed subspace of L(E) generated by all θξ,η.
Definition 3.3. A C*-correspondence over A is a Hilbert C*-module E together
with a C*-homomorphism φ : A→ L(E).
Let (E,φ) be a C*-correspondence over A and for simplicity suppose that φ is
faithful. We denote by JE the ideal φ
−1(K(E)).
Definition 3.4. A pair (ι, ψ) of maps ι : A → B, ψ : E → B, where B is a
C*-algebra and ι a C*-homomorphism, is said to be a covariant representation of
E if:
(i) ψ(φ(a)ξb) = ι(a)ψ(ξ)ι(b);
(ii) ψ(ξ)∗ψ(η) = ι(〈ξ, η〉);
(iii) (ψ, ι)(1)(φ(c)) = ι(c) where the function (ψ, ι)(1) : K(E) → B is given by
(ψ, ι)(1)(θξ,η) = ψ(ξ)ψ(η)
∗,
for a, b ∈ A, ξ, η ∈ E and c ∈ JE .
For a C*-correspondence (E,φ), there exists an algebra O(E) and a covariant
representation (kA, kE) that is universal, in the sense that if (ι, ψ) is a covariant
representation of E in a C*-algebra B, there is a unique C*-homomorphism ι×ψ :
O(E)→ B such that ι = (ι× ψ) ◦ kA and ψ = (ι× ψ) ◦ kE
Definition 3.5. The algebra O(E) is called the Cuntz-Pimsner algebra of E.
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3.3. Kajiwara-Watatani algebras. Let Γ = {γi}di=1 be an iterated function
system and K its attractor. We recall the C*-correspondence defined in [12]. We
let A = C(K), E = C(G) where
G = ∪di=1Gi
with
Gi {(x, y) ∈ K ×K : x = γi}
being the cographs in the terminology of [12]. The structure of C*-correspondence
is given by
(φ(a)ξb)(x, y) = a(x)ξ(x, y)b(y)
and
〈ξ, η〉A (y) =
d∑
i=1
ξ(γi(y), y)η(γi(y), y)
for a, b ∈ A and ξ, η ∈ E.
Proposition 3.6 ([12]). (E = C(G), φ) is a full C*-correspondence over A = C(K)
and φ : A → L(E) is faithful and unital. Moreover, the Hilbert module norm is
equivalent to the sup norm in C(G).
Definition 3.7. The Kajiwara-Watatani algebra OΓ associated to Γ is the Cuntz-
Pimsner algebra associated to the C*-correspondence defined above.
Regarding Od as C∗(G) as in subsection 3.1 and recalling the code map F given
in proposition 2.5, we define ι : A→ Od by
(3.1) ι(a)(ω,m− n, τ) = [m = n][ω = τ ]a(F (ω))
and ψ : E → Od by
(3.2) ψ(ξ)(ω,m− n, τ) = [m− n = 1][σ(ω) = τ ]ξ(F (ω), F (τ))
Note that if σ(ω) = τ , then σω0(τ) = ω and F (ω) = γω0(F (τ)) so that
(F (ω), F (τ)) ∈ G and ψ is well defined.
Before showing that this give us a Cuntz-Pimsner covariant representation, let
us recall some definitions and results from [12] and [13].
Definition 3.8. Let Γ = {γ1, ..., γd} be an IFS, we define the following sets
B(γ1, ..., γd) := {x ∈ K|∃y ∈ K ∃i 6= j : x = γi(y) = γj(y)};
C(γ1, ..., γd) := {y ∈ K|∃i 6= j : γi(y) = γj(y)}.
I(x) := {i ∈ {1, ..., d}; ∃y ∈ K : x = γi(y)}.
We call the points of B(Γ) branched points and the points of C(Γ) branched values.
And we say that Γ satisfies the finite branch condition if C(Γ) is finite.
Then B(γ1, ..., γd) is a closed set, because
B(γ1, ..., γd) = ∪i6=j{x ∈ γi(K) ∩ γj(K); γ−1i (x) = γ−1j (x)}
and each of the union is clearly closed.
Lemma 3.9. In the above situation, if x ∈ K\B(γ1, ..., γd), then there exists an
open neighborhood Ux of x satisfying the following:
(i) Ux ∩B = ∅;
(ii) If i ∈ I(x), then γj(γ−1i (Ux)) ∩ Ux = ∅ for j 6= i;
(iii) If i /∈ I(x), then Ux ∩ γi(K) = ∅.
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Lemma 3.10. If Γ satisfies the finite branch condition or the open set condition
then JE = {a ∈ A = C(K); a vanishes on B(γ1, ..., γd)} where JE = φ−1(K(E)) as
in the previous subsection.
Remark 3.11. In the following proof, we will need an explicit description of φ(a)
for certain elements in JE . We do as in [12]. Let B = B(γ1, ..., γd) and take a ∈ A
such that Y := supp(a) ⊆ K\B. Clearly a ∈ JE .
For each x ∈ Y choose an open neighborhood Ux as in lemma 3.9. Since Y
is compact, there exists a finite set {x1, . . . , xm} such that Y ⊆ ∪mk=1Uxk . Let
Uk = Uxk for k = 1, . . . ,m and Um+1 = K\Y , then {Uk}m+1k=1 is an open cover
of K. Let {ϕk}m+1k=1 ⊆ C(K) be a partition of unity subordinate to this open
cover. Define ξk, ηk ∈ C(G) by ξk(x, y) = a(x)
√
ϕk(x) and ηk(x, y) =
√
ϕk(x) then
φ(a) =
∑m
k=1 θξk,ηk (the summation goes to m only because ξm+1 = 0).
Remark 3.12. Because of the lemma 3.10, our results will need that the IFS
satisfies the finite branch condition or the open set condition, but we note that
these conditions are independent.
Proposition 3.13. If the IFS Γ satisfies the finite branch condition or the open
set condition, then the pair (ι, ψ) defined by equations (3.1) and (3.2) is a Cuntz-
Pimsner covariant representation of (A,E) in Od.
Proof. Most calculations are very similar so we only show some of them. Let
a ∈ A and ξ ∈ E. We have
(3.3) ψ(aξ)(ω,m− n, τ) = [m− n = 1][σ(ω) = τ ]a(F (ω))ξ(F (ω), F (τ))
On the other hand
(ι(a) ∗ ψ(ξ))(ω,m − n, τ) =
∑
ι(a)(ω, k − l, ν)ψ(ξ)(ν, (m+ l)− (n+ k), τ) =
(3.4) a(F (ω))ψ(ξ)(ω,m − n, τ)
where the second equality is true due to the fact that ι(a) is zero unless k = l and
ω = ν. We can easily see then that (3.3) and (3.4) coincide.
For the A-valued scalar product, let ξ, η ∈ E. Then
ι(〈ξ, η〉A)(ω,m− n, τ) = [m = n][ω = τ ] 〈ξ, η〉A (F (ω)) =
(3.5) [m = n][ω = τ ]
d∑
i=1
ξ(γi(F (ω)), F (ω))η(γi(F (ω)), F (ω))
and on the other hand
(ψ(ξ)∗ ∗ ψ(η))(ω,m− n, τ) =
∑
ψ(ξ)∗(ω, k − l, ν)ψ(g)(ν, (m+ l)− (n+ k), η) =
∑
ψ(ξ)(ν, l − k, ω)ψ(g)(ν, (m+ l)− (n+ k), τ) =
(3.6) [m = n][ω = τ ]
∑
σ(ν)=ω
ξ(F (ν), F (ω))η(F (ν), F (ω))
and we note that σ(ν) = ω iff ν = σi(ω) for some i = 1, . . . , d and in this case
F (ν) = γi(F (ω)). It follows that we can rewrite (3.6) as (3.5).
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Finally, we have to show that (ψ, ι)(1)(φ(a)) = ι(a) for a ∈ JE where JE ={
a ∈ A : a|B(γ1,...,γd) = 0
}
by lemma 3.10. We take a ∈ JE such that Y := supp(a) ⊆
K\B and ξk and ηk as in remark 3.11, then
(ψ, ι)(1)(φ(a))(ω,m − n, τ) =
∑
k
(ψ(ξk) ∗ ψ(ηk)∗)(ω,m− n, τ) =
∑
k
∑
ψ(ξk)(ω, k − l, ν)ψ(ηk)∗(ν, (m+ l)− (n+ k), τ) =
[m = n][σ(ω) = σ(τ)]
∑
k
ξk(F (ω), F (σ(ω)))ηk(F (τ), F (σ(ω))) =
(3.7) [m = n][σ(ω) = σ(τ)]
∑
k
a(F (ω))
√
ϕk(F (ω))
√
ϕk(F (τ)).
Note that F (ω) = γω0(F (σ(ω))) and σ(ω) = σ(τ) implies that F (τ) = γτ0(F (σ(ω)))
where ω0, τ0 are the coordinates zero of ω and τ respectively. Now if F (ω) ∈ Uxk
then ω0 ∈ I(xk) because of property (iii) of lemma 3.9 and F (σ(ω) ∈ γ−1ω0 (Uxk).
We have that F (τ) ∈ γτ0(γ−1ω0 (Uxk)) and if ω0 6= τ0 then by property (ii) of lemma
3.9, we have F (τ) /∈ Uxk . Since the support of ϕk is contained in Uxk and if ω0 = τ0
then ω = τ , we have from (3.7) that
(ψ, ι)(1)(φ(a))(ω,m − n, τ) = [m = n][ω = τ ]a(F (ω)) =
ι(a)(ω,m− n, τ).
As the elements a ∈ C(K) such that supp(a) ⊆ K\B are dense in JE , the equality
(ψ, ι)(1)(φ(a)) = ι(a) holds for an arbitrary a ∈ JE . 
Lemma 3.14 ([9]). Suppose that (ψ, ι) is an isometric covariant representation of
E into a C*-algebra B. Then ψ× ι is faithful if and only if ι is faithful and there is
a (strongly continuous) action β : T→ Aut(B) such that βz ◦ ι = ι and βz ◦ψ = zψ
for all z ∈ T.
Proposition 3.15. If the IFS Γ satisfies the finite branch condition or the open
set condition, then the homomorphism ψ × ι given by the covariant representation
defined by (3.1) and (3.2) is faithful.
Proof. Given a ∈ C(K),
(ι(a)∗ ∗ ι(a))(ω,m− n, τ) = [m = n][ω = τ ]|a(F (ω))|2
and as F is surjective, we have that ι is faithful. Let β : T → Aut(C∗(G)) be the
gauge action given by
βz(f)(ω,m− n, τ) = zm−nf(ω,m− n, τ)
then βz(ι(a)) = ι(a) because ι(a) is zero form 6= n; and for ξ ∈ E, βz(ψ(ξ)) = zψ(ξ)
because ψ(ξ) is zero for m− n 6= 1. 
We conclude with this proposition that OΓ is a subalgebra of Od.
Remark 3.16. As G is a closed, and therefore compact, subset of K × K, all
continuous functions in G can be seen as restrictions of continuous functions in
K ×K. And viewing C(K ×K) = C(K) ⊗ C(K), we have that every continuous
function in G can be written as a limit of sums of elements of the type a ⊗ b
where a, b ∈ C(K). We can do this both with respect to the sup norm and to the
Hilbert-module norm because of proposition 3.6.
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We also note that the code map F : Ω→ K defined in proposition 2.5 induces
an injection of C(K) in C(Ω).
Proposition 3.17. If the IFS Γ satisfies the finite branch condition or the open
set condition, then OΓ is the sub-C*-algebra of Od generated by C(K) and S.
Proof. As a Cuntz-Pimsner algebra is generated by copies of elements of the
algebra and copies of elements of the module, we have that OΓ is generated by all
elements a ∈ C(K) and ξ ∈ C(G). It suffices to note that ψ(1) = S where 1 is the
identity of C(G) and ψ(a⊗ b) = ι(a)ψ(1)ι(b) for a, b ∈ C(K). 
We recall a definition from [12] and give a different proof of the isomorphism
between Oγ and Od for a certain class of IFS.
Definition 3.18. We say that the IFS {γi}di=1 satisfies the cograph separation
condition if the cographs
Gi = {(γi(y), y) ∈ K ×K : y ∈ K}
are disjoint.
We note that the cographs of an IFS are always closed subsets of G and if
the IFS satisfies the cograph separation condition then they are also open. In this
case, there are no branched points and in particular, it satisfies the finite branch
condition.
Proposition 3.19. If the IFS {γi}di=1 satisfies the cograph separation condition
then Oγ ≃ Od.
Proof. If χGi is the characteristic function of Gi then it belongs to C(G) and
we note that ψ(χGi) = χi ∗S where χi is the characteristic function of the cylinder
i. As we’ve seen in subsection 3.1, the elements Si = d
1/2χi ∗ S = d1/2ψ(χGi) are
d isometries that satisfies the Cuntz relations and generates Od. 
3.4. The case of inverse branches of a continuous function. In this
subsection we suppose that there exists a continuous function γ : K → K such
that γ ◦ γi = id for all i ∈ {1, . . . , d}. Our goal is to show that if the IFS satisfies
the finite branch condition than we can see OΓ as an Exel’s crossed product by
endomorphism [5].
We note that γ needs not to be a local homeomorphism and in this case we
cannot use the construction by Renault [15] and Deaconu [3]. But when it does,
their construction is isomorphic to Exel’s one [7].
We begin by recalling the ingredients to build Exel’s crossed product. Let A
be a unital C*-algebra and suppose we’re given:
• An unital injective endomorphism α : A→ A.
• A transfer operator L : A→ A for α, that is, a positive continuous linear
map such that L(α(a)b) = aL(b) for a, b ∈ A. We suppose that L(1) = 1.
Let T (A,α, L) be the universal C*-algebra generated by a copy of A and an
element Ŝ with relations:
(i) Ŝa = α(a)Ŝ,
(ii) Ŝ∗aŜ = L(a),
for a ∈ A. Note that the canonical map from A to T (A,α, L) is injective.
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Definition 3.20. A redundancy is a pair (a, k) ∈ A×AŜŜ∗A such that abŜ = kbŜ
for all b ∈ A.
Definition 3.21. The Exel’s crossed product A⋊α,LN is the quotient of T (A,α, L)
by the closed two-sided ideal generated by the set of differences a− k for all redun-
dancies (a, k).
In our case, let A = C(K) and α : A→ A be given by
α(a) = a ◦ γ.
Then L : A→ A defined by
L(a) =
1
d
d∑
i=1
a ◦ γi
is a transfer operator for α.
Theorem 3.22. Let Γ = {γi}di=1 be an IFS satisfying the finite branch condition or
the open set condition, and let A,α and L be as above then A⋊α,LN is isomorphic
to OΓ.
Proof. The steps of the proof are similar to what we have done last subsection.
Let (A = C(K), E = C(G)) be the C*-correspondence given in last subsection. We
start by giving a covariant representation of (A,E) in A⋊α,L N.
Let ι : A → A ⋊α,L N be the canonical inclusion and ψ : E → A ⋊α,L N be
given by
ψ(a⊗ b) = aSb
for a, b ∈ A. To show that ψ is well defined in all C(G), we let ∑j aj ⊗ bj be a
finite sum where aj, bj ∈ A, then∥∥∥∥∥∥ψ

∑
j
aj ⊗ bj


∥∥∥∥∥∥ =
∥∥∥∥∥∥
∑
j
ajSbj
∥∥∥∥∥∥ =
∥∥∥∥∥∥
∑
j
ajα(bj)S
∥∥∥∥∥∥ ≤
∥∥∥∥∥∥
∑
j
ajα(bj)
∥∥∥∥∥∥ =
= sup
x∈K
∣∣∣∣∣∣
∑
j
aj(x)bj(γ(x))
∣∣∣∣∣∣ ≤

sup
x∈K
d∑
i=1
∣∣∣∣∣∣
∑
j
aj(γi(x))bj(x)
∣∣∣∣∣∣
2


1/2
=
∥∥∥∥∥∥
∑
j
aj ⊗ bj
∥∥∥∥∥∥
2
where ‖·‖2 is the norm in C(G) thinking of C(G) as an A-Hilbert module. To justify
that the second inequality above holds, we note that because K is self-similar, for
any x ∈ K there is y ∈ K such that x = γi(y) for some i = 1, . . . , d.
We have to show that (ι, ψ) is a Cuntz-Pimsner covariant representation, i.e.,
it satisfies conditions (i)-(iii) of definition 3.4. Condition (i) is easily verified. For
(ii), it suffices to show for monomials a⊗ b, e⊗ f ∈ C(G) because of linearity and
continuity. We have
〈a⊗ b, e⊗ f〉 (y) =
∑
i
a(γi(y))b(y)e(γi(y))f(y) = b
∗(y)L(a∗e)(y)f(y)
and then
ι(〈a⊗ b, e⊗ f〉) = b∗L(a∗e)f = b∗S∗a∗eSf = ψ(a⊗ b)∗ψ(e⊗ f).
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Finally, for condition (iii), we take a ∈ JE such that supp(a) ⊆ K\B and ξk, ηk
as in remark 3.11. Then
(ι, ψ)(1)(φ(a)) =
∑
k
ψ(ξk)ψ(ηk)
∗ =
∑
k
a
√
ϕkSS
∗√ϕk
and we have to show that this equals a inside A ⋊α,L N. For that, we show that
the pair (a,
∑
a
√
ϕkŜŜ
∗√ϕk) is a redundancy. We let b ∈ A, then∑
a
√
ϕkŜŜ
∗√ϕkbŜ =
∑
a
√
ϕk(α ◦ L)(√ϕkb)Ŝ.
To show that the pair above is a redundancy, it suffices to show that
b(x) =
∑√
ϕk(x)(α ◦ L)(√ϕkb)(x)
for x ∈ supp(a). For such x, we have that x /∈ B and hence, there is a unique i0
and a unique y such that γi0(y) = x. If ϕk(x) = ϕk(γi0(y)) 6= 0 then i0 ∈ I(xk)
because of (iii) of lemma 3.9 and because of (ii) we have that γi(y) /∈ Uxk for i 6= i0.
It follows that
∑√
ϕk(x)(α ◦ L)(√ϕkb)(x) =
∑√
ϕk(x)
d∑
i=1
√
ϕk(γi(γ(x)))b(γi(γ(x))) =
∑√
ϕk(x)
d∑
i=1
√
ϕk(γi(y))b(γi(y)) =
∑√
ϕk(x)
√
ϕk(γi0 (y))b(γi0(y)) =
∑
ϕk(x)b(x) = b(x).
By the universality of OΓ, we have a homomorphism ι × ψ : OΓ → A ⋊α,L N.
Since A⋊α,L N is generated by A and S, and ι(A) = A, ψ(1) = S, where 1 is the
unity of C(G), we have that ι× ψ is surjective.
To show that ι× ψ is injective, we first note that ι is faithful [6]. Then we see
that β : T→ A⋊α,LN given by βz(a) = a and βz(S) = zS is an action of the circle
in A⋊α,L N [6] which clearly satisfies the conditions of lemma 3.14. 
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