Apart from general business cycles, market economies are characterized by their specific cycles, which also include banking cycles. Fluctuations whose sequence over time creates the banking cycles are absolute or/ and relative changes in the activity of banks, manifested in the form of oscillations in the supply of money and bank credits granted for investment or consumption purposes. The aim of this article is to analyze the influence of general business cycles on changes in the activity of the central bank and commercial banks, and to examine a returnable relationship between banking activities and business cycles. The paper consists of two parts. The first one presents a theoretical hypothesis connected with the analyzed relations. The second part contains the results of the empirical analysis of the morphology of the cycles identified in the Polish economy. In the process of identifying the cycles under analysis, the concept of deviation cycles was taken into account. Deseasonalization was conducted using the Tramo/Seats procedure as part of the Demetra 2.0 package, and in the process of isolating cycles, the Hodrick-Prescott filter was accepted.
Introduction
In recent years, the relationships between phenomena and processes in the real sphere of economy, and changes in the nominal sphere have become more important than the market economies. This means that, among others, the relationships between short-run and mediumterm economic fluctuations and dynamics of activities of the central bank and commercial banks have become stronger.
The aim of this paper is to analyze the impact of fluctuations generated by the central bank and commercial banks on the general business cycle, and to examine the returnable relationship, i.e. how the business cycle influences oscillations in the banking sector.
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The paper is of a theoretical-empirical character and consists of two parts. In the first part, hypotheses concerning the examined relationships are formulated. The second part contains the analysis of the morphological features characterizing the identified business cycles and dependencies between them.
Empirical analyses for the Polish economy covered the period from quarter I 2000 to quarter III 2017. The subject of detailed analyses was gross domestic product, individual consumption of households, expenditures on fixed assets estimated in fixed prices, particular types of credit granted to enterprises and households for investment purposes or consumption, and the dynamics of supply of M 1 and M 2 monetary aggregates. The choice of the period of analysis was conditioned by an access to comparable empirical data published by the Central Statistical Office and the National Bank of Poland.
Hypothetical dependencies between the business cycle and the cycles generated by the banking sector
Along with the general business cycles, specific cycles generated by the banking sector occur in the market economies. Fluctuations, whose sequence in time constitutes those cycles, are absolute or relative changes in the activities of the central bank and commercial banks. They manifest themselves as oscillations not only in the shaping of interest rates and money supply, but also in credits granted by commercial banks for investment purposes or consumption.
The genesis of banking cycles is linked with the functioning of that sector, i.e. with the approved objectives and instruments of the stabilizing monetary policy conducted by the central bank, and the operations of active national and foreign commercial banks. Apart from endogenous factors appearing inside the banking sector, an important role in shaping those cycles is played by exogenous factors, which are a consequence of changes in the macroeconomic environment, and are connected with short-run and medium-term changes in an overall economic activity (Barczyk, 2014, pp. 261-277) . At the same time, the fact that cycles occur in the banking sector modifies the mechanism, elements of structure, and the morphological properties of general business cycles.
Genesis of the banking sector cycles and their role in shaping the overall business cycle
Cycles in the banking sector appear as a consequence of the conducted stabilizing monetary policy. The main entity which formulates the goals, applies defined instruments, and evaluates the effectiveness of particular tools in the market economy is the central bank. Commercial banks also participate in the process of implementation of that policy. By performing certain active, passive, and intermediary functions, they become executors of the central bank's policy (Jaworski, Krzyżkiewicz, Kosiński, 1998, p. 63 ).
Under contemporary conditions, i.e. in the period dominated by monetarism, it is assumed that the primary goal of the central bank's monetary policy is to maintain a stable value of money (Kaźmierczak, 2012, pp. 125-127) . This intention is achieved by supporting the economic policy pursued in a given country. It may be stated that the main task for the monetary policy instruments is to influence the nominal sphere of economy in such a way that certain macroeconomic magnitudes from the real sphere can be achieved, e.g. rapid and sustainable economic growth, or a high level of employment (Jarchow, 1995, pp. 100-101) .
The anti-inflationary goal is achieved through the implementation of a restrictive monetary policy which consists in reducing money supply on the market. The anti-inflationary policy, according to the theses of Keynesian economics, assumes that in such conditions, the price of money should increase, i.e. interest rates should go up. As a result of those activities, the demand for a credit should decrease, which brings about a limitation in the amount of credits granted by commercial banks for investment purposes and consumption. If within the frameworks of stabilizing activities, the monetary policy also aims at the implementation of anti-cyclical activities, i.e. a rapid and sustainable economic growth, then it may be concluded that the central bank's policy in the phase of high growth dynamics should also be of a restrictive character.
Such a policy, pursued in the period when individual factors of production are used to a higher and higher extent, has to cool down the economy in order to prevent it from overheating. This consists in raising the discount (rediscount) rate on the bills of exchange or lombard credit rate, increasing the required reserve ratio, and selling securities as part of the open market policy.
Those measures should lead to a decrease in the liquidity of commercial banks due to reduction in the supply of central bank's money or an increase of its price (interest rates), leading thereby to a decrease in the number and volume of credits granted. Limitation of the phase of dynamics in the activity of the banking sector may restrain the growth rate of market demand, particularly for investment goods, and weaken the dynamics of improvement in the overall economic activity.
It may also lead to weaker dynamics of employment growth and a higher rate of unemployment.
Some difficulties may arise in the implementation of restrictive monetary policy when the phase of low dynamics of growth occurs. In such conditions, the central bank, and commercial banks as well, will disclose a tendency to conduct an expansive policy whose aim will be to limit the negative effects of recession. The task for that policy will be to restrain the speed of decline in macroeconomic activity, among others, by lowering the rediscount rate on bills of exchange, or lombard credit rate, and by reducing the required reserve rate. Under the open market policy, the central bank should also buy securities of commercial banks. In this way it will increase their liquidity, which should lead not only to a decrease of interest rate on the credits granted, but also to an increase in their volume, both for enterprises and households. The increased supply of bank money on the market may restrain the dynamics of decline in demand for investment funds and consumer goods, and contribute to a better use of production capacities of fixed capital and the growth of employment.
A consequence of the monetary policy implemented in this way may be not only a limitation of price increase dynamics, but also, if favorable external factors exist, an increase in inflationary expectations and the emergence of stagflation.
A monetary policy conducted by the central bank in the period of changes in economic activity will create favorable conditions to generate short-and medium-term fluctuations in the activity of the entire banking sector. The course of those oscillations will be visible not only in the changes of money supply on the market, or changes in interest rates, but also in the dynamics of investment or consumer credits. Their shape, morphological features, and the course of phases in the banking sector cycles will depend upon consistency in the implementation of the anti-inflationary and anti-cyclical policy.
The implemented anti-cyclical monetary policy of the banking sector may result in changes of the morphological features of the overall business cycle. They may consist not only in a shorter duration of the particular phases and the whole cycle, but also in a smaller amplitude and intensity of the phases and the cycle.
The impact of business cycles on the cycles in the banking sector
Apart from determinants resulting from the functioning of the banking system, short-and medium-term changes in the economic activity are the second group of factors influencing the activity of the central bank and commercial banks. They are the same factor which shapes the dynamics of money supply and interest rates, as well as the level and structure of credits granted both for investment and consumption purposes. Decisions made in the banking sector during the phase of high dynamics of growth differ from those made during the phase of recession in the economy.
from an expansive monetary policy of the central bank may appear. This policy may result in decline in the price of money (interest rates), growth of money supply, increased liquidity of commercial banks, and reduction of credit risk, e.g. through the system of credit security. Those factors may slow down the rate of decline and lead to a gradual intensification in the dynamics of growth in lending activity.
The considerations presented so far show that changes of economic activity in a given country may be regarded as a factor that shapes the dynamics of activities in the banking sector.
Those cycles will consist of two phases: restrictive, when an economy goes through the favorable stage of the overall business cycle, and expansive, which will occur when the recession-related phenomena appear in the economy. In the growth phase of the business cycle, the banking sector will prefer a restrictive activity, i.e. it will restrain the dynamics of increase in money supply, interest rates will be stable or growing, and lending activities of commercial banks will be limited. When, in turn, an economy goes through the phase of recession in the overall business cycle, the banking sector should facilitate the emergence of an expansive phase, in which the propensity to increase money supply on the market will be higher, interest rates will drop, and lending activities for investment and consumption will increase. This means that shaping of the banking sector cycles will be asymmetric in relation to the course of the overall business cycle, with the length of a restrictive (expansive) phase of the cycle in the banking sector being approximate or shorter from the length of the business cycle. The amplitude and intensity of the phases and the cycle in the banking sector may be lower than in the overall business cycle, because the dynamics of growth or a decline in money supply, interest rates, and the volume of credits granted will depend upon the strength and directions of the cyclical factors stimulating or restraining the activities of the central bank and commercial banks. In this case, however, it should be remembered that fluctuations in banking activities will lag behind changes in the overall business activity. The length of this lag will depend, among others, on how quickly the banking system responds to changes in business activity, and how sensitive individual entities are to those changes.
Empirical analysis of relationships between the business cycle and the banking sector cycles in Poland in the years 2000-2017
Two groups of data published from December 1996 by the National Bank of Poland were used in the empirical analysis of relationships between the business cycle and cycles in the banking sector of Poland's economy in the years 2000-2017. 3 The first group contains time series characterizing credits granted to enterprises (in millions PLN). This group includes in particular:
-bank credits for enterprises in PLN (Polish zloty) and in foreign currency in total (BCE), and -bank credits for the group of households in PLN and in foreign currency in total (BCH).
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Since it was assumed in the analysis that cycles in the banking sector are relative changes in the activities of the central bank and commercial banks, and at the same time monthly data concerning the absolute value of credits for enterprises and households are accessible, those values were transformed in such a way that at first the absolute monthly values were summed up in the quarterly data, and next the indices of their dynamics were calculated, taking the corresponding quarter of the previous year as a base. 5 In the time series transformed in this manner, turning points and phases of business cycles and cycles in the banking sector were identified.
The group of indicators illustrating the overall business cycle includes the indices of GDP dynamics, individual consumption of households, and gross expenditures on fixed assets expressed in fixed prices (corresponding quarter of the previous year = 100). 6 Those series were estimated in fixed prices, and a deflator was the indexes of dynamics in the prices of consumer goods and services in Poland's economy.
Methodology of empirical work
According to the interpretation of overall business cycles found in the related literature, it was assumed that the key elements in the structure of those cycles and the banking sector cycles are turning points and phases. Two turning points, upper and lower, were identified; the upper (lower) turning point appears with the maximum (minimum) value in the deviation of the time series components from the estimated trend. Two phases were differentiated in the business cycle: the growth phase, which occurs between the lower and the upper turning point, and the decline phase, which appears between the upper and the lower turning point. The banking cycle also consists of two phases, expansive and restrictive.
3 Until February 2002, the empirical data in this group had been based upon estimations. 4 Dynamics of lending activity of banks was accepted as a measure of financial cycles in the analyses conducted by Borio (2012) . 5 Due to those transformations, empirical analyses of the banking sector cycles started in the first quarter of the year 2000. 6 As regards this group of data, the analysis of business cycles started in the first quarter of the year 2000, due to the accessibility of the quarterly values of the GDP in that period.
In the process of identifying the cycles under analysis, the concept of deviation cycles, well known from business activity studies, was taken into account. According to this procedure, the first stage of cycle identification consists in eliminating seasonal and random fluctuations from the analyzed time series. Deseasonalization was conducted using the Tramo/Seats procedure as part of the Demetra 2.0 package. This method, recommended by the Eurostat and used by GUS (Central Statistical Office), consists in eliminating the effect of calendar variation, working days effect, and seasonal factors from the examined time series. In essence, thanks to this method, the time series can be smoothed out by repeatedly selected moving averages (Grudkowska, Paśnicka, 2007, pp. 15-16) . The series containing a combined effect of the trend and cyclical fluctuations were accepted for further analysis.
The next stage in the process of isolating the examined cycles consisted in estimating the development trend in the time series. In this case, the main problem was to select the trend function which very frequently determines the location of turning points and the course of phases (Tichy, 1976, p. 48) . In this situation, the analysis was based on a statistical method which assumes that the cyclical component of a given variable is a difference between its empirical value and the trend value weighted by the average of past, present, and future observations. This method is referred to as the Hodrick-Prescott filter and, as a result of its application, the values showing a long-term development trend were obtained. This trend is not a deterministic function but is itself subject to change over time (Prescott, 1986, p. 10) . The trend determined in this manner is independent of the cyclical component. 
Morphological features of the business cycles and the banking sector cycles
In the empirical analyses of the business cycles and the banking sector cycles their morphology was examined (Barczyk, 1993, pp. 189-28) . This means that the structure of both groups of cycles was analyzed, with the assumption that they consist of two components, turning points and phases. In both cases, it was assumed that the upper turning point appears when the values of the studied series reach the maximum (upper turning point) or the minimum (lower turning point). In accordance with the concept of contemporary cycles, it was assumed that those cycles consist of only two phases. In the business cycles, this was the phase of high dynamics of growth, which occurs between the lower and the upper turning point, and the quarter with the maximum (minimum) deviation from the trend (minimum) was included in the length of the phase of growth (decline). It was also assumed that two phases occur in the banking sector cycles -a restrictive and an expansive phase -and those terms result directly from the character of the implemented anti-cyclical monetary policy. The restrictive phase occurred in the period when the values of the time series reached respectively the minimum or the maximum, and the quarter when they were minimum was included in the length of that phase. The expansive phase took place when the values of the analyzed data were decreasing, i. phase. The values characterizing the morphological features in both groups of the cycles are specified in Table 1 and Table 2 . The obtained values characterizing the morphological features of the business cycles occurring in Poland in the years 2000-2017 and identified in a deflated GDP series show that eight phases could be distinguished for that period (four phases of growth and four phases of decline). Those phases constituted four complete business cycles, the length of which was from 3.5 to 4.5 years. In two cases, the growth phase was longer than the decline phase, and in the remaining periods, the duration of the decline phase was slightly longer than that of the growth indicate that in the long term, the processes of economic growth took place in our country.
The second of the analyzed time series shows fluctuations in individual consumption of households. In this case, eight phases were distinguished too (four phases of growth and four of decline), which also constituted four business cycles. In two cases, decline phases were longer than growth phases, and in the remaining cycles their length was equal and ranged from two to three years. The estimated amplitudes were positive and approximated those occurring in the GDP oscillations. Moreover, the amplitudes of the cycles were relatively low, negative in two cases and positive in the remaining part. The highest negative value in the amplitude of the cycle was observed during the world financial crisis.
The next time series under analysis presents cyclical oscillations in gross expenditures on fixed assets. As previously, in this case also eight phases were distinguished (four of growth and four of decline), which formed four full business cycles. Their length was about 3.5-4.0 years, and growth phases were slightly longer than those of decline. This conclusion does not refer to the last cycle, 2012-2016. Another remark concerns the amplitude of phases, which was higher than that in the GDP series and in individual household consumption. Moreover, the amplitudes of cycles identified in gross expenditures were higher, negative in two cycles and positive in the remaining cycles. This may indicate that in the long term, the dynamics of those expenditures was lower than the growth rate of GDP.
Summing up this part of the analyses, it can be stated that the morphology of business cycles identified in the GDP and its components were similar. The cycles lasted for about 3.5-4.5 years, and the growth phases were slightly longer than the decline phases. A higher cyclical sensitivity,
i.e. a higher amplitude of the fluctuations, was observed in gross expenditures on fixed assets than in the individual consumption of households.
The banking sector cycles were studied in two groups of data. The first group showed the effects of the activities undertaken by the central bank which shaped money supply aggregates In the second money supply aggregate M 2 shaped by the central bank, six phases were identified (three of restrictive and three of expansive character). Those phases made it possible to distinguish only two complete cycles. The phases of those cycles were longer and their length amounted to over a dozen quarters (except for the cycle of 2010-2012, the length of which was about two years). In that case, it was difficult to assess unambiguously the relationships between the length of the restrictive and expansive phases. As was observed, the amplitude of phases in this category was slightly lower than in M 1 category (this remark does not apply to the cycle of
2003-2010).
The oscillations in lending activities for non-financial enterprises were generally shorter, lasting from one to two years (apart from the restrictive phase of [2005] [2006] [2007] [2008] , in the period of the world financial crisis, which lasted four years). This means that in the studied series, as many as nine phases were identified, out of which five were of expansive and four of restrictive character. Those phases constituted four complete cycles in the banking sector. Their amplitudes were the most distinctive and the highest during the world financial crisis and in the period of combat with its consequences. In the first two cycles, the amplitudes were negative, and in the following two -positive.
The last of the analyzed time series presents fluctuations in bank credits for households.
For this category, it was possible to differentiate only four phases and one complete cycle. Those phases were relatively long, lasting from two to six years (apart from the phase of 2009-2010).
The average duration of the restrictive phase was longer than that of the expansive phase.
The amplitudes of those phases were relatively high (higher than the oscillations in credits for non-financial institutions), and the amplitude of the cycle 2003-2010 was negative.
Summing up the analyzed morphological features of the banking sector cycles, it may be concluded that relatively distinguishable oscillations occurred in those time series. The money aggregate M 1 and bank credits for non-financial institutions were the most sensitive (the number of differentiated cycles and phases was the biggest). The phases and cycles were longer in lending activities for households than in those for non-financial institutions. The cycles identified in the banking sector revealed relatively high amplitudes, with the amplitude of the restrictive phase being frequently higher than that in the periods of expansion. This may be regarded as evidence that the Polish monetary policy was dominated by anti-inflationary activities, and the anti-cyclical policy played a smaller role.
As regards the analysis of morphological features of the business cycles and the banking sector cycles, it was difficult to assess unambiguously the periods of time lags in turning point identification, i.e. it was difficult to estimate the value of multiple correlation coefficient between changes in individual data, and to determine when those values were the highest. This was caused by the fact that in the series characterizing the analyzed cycles, those variables revealed a degree of high co-variability. In this situation, only an attempt was made to perform a graphical analysis of time lags and time leads between particular turning points. On this basis, a conclusion was made that turning points in the banking sector frequently constituted phases of anti-cyclical character as compared with fluctuations in the GDP. This means that restrictive activities coexisted with the growth phase of the business cycle, and an expansive monetary policy was conducted in the period of decline phase. Unfortunately, an unambiguous determination (in quarters) of time leads or lags in the occurrence of turning points of the analyzed cycles turned out to be impossible. 
Conclusions

