We apply the well-known Cholesky method to bound the solutions of linear systems with symmetrie matriees and right-hand sides both of whieh are varying within given intervals. We derive eriteria to-guarantee the feasibility and the optimality of the method. Furthermore, we diseuss some general properties.
INTRODUCTION
It is weIl known that the fonnulae of the Gaussian algorithm can be used to bound the solutions of the linear systems for which the coefficient matrices and the right-hand sides are varying within given intervals; see [11] , or [3] and [13] , where also criteria for the feasibility of this method can be found. A method which can be used systematically for linear systems with areal symmetrie and positive definite point matrix is the Cholesky method. Compared with Gaussian elimination, it has among others certain advantages with respect to the amount of work which has to be perfonned.
The purpose of the present paper is to investigate the Cholesky method systematicaIly when applied to systems with interval data. To OUfknowledge this has not been done before. After repeating some basic facts from interval analysis and matrix theory (Section 2), we introduce the interval Cholesky method in Section 3. Aseries of properties which may hold is illustrated by examples. In Section 4 we derive several sufficient criteria for the method to be feasible, and we prove some additional properties. 
PRELIMINARIES
By Rn, Rn x n, IR, IR n, IR nx n we denote the set of real vectors with n components, the set of real n X n matrices, the set of intervals, the set of interval vectors with n components, and the set of n X n interval matrices; respectively. By "interval" we always mean areal compact interval. We write interval quantities in brackets with the exception of point quantities Ci.e., degenerate interval quantities), which we identify with the element which they contain. Examples are the-null matrix 0 and the identity matrix Rn, Rnxn, IR, and mn. We write 0 S for the tightest interval enclosure of a given bounded sub set S~Rn and call it the interval hull of S. By A > 0 we denote a nonnegative n X n matrix, i.e., aij > 0 for i,j = 1,..., n. We call x E Rn positive, writing x > 0, if Xi > 0, i = 1,..., n.
We also mention the standard notation from interval analysis [3, 13] : 
Since real numbers can be viewed as degenerate intervals, I. land ( . > can also be used for them.
By znXn we denote the set of real n X n matrices with nonpositive off-diagonal entries, by det A we mean the determinant of a matrix A E Rnxn, and by p(A) we denote its spectral radius.
In Seetion 4 we will consider several classes of matrices A ERn x n for whieh we reeall the definitions (cf. [5, 8, 17 We equip m, IR n, IR nxn with the usual real intelVal arithmetic as described e.g. in [3, 11, 13] . We also assume that the reader is familiar with the properties of this arithmetic. We only mention the formulae (cf. [3] , [13] ) 
Such a vector can be obtained by using an iterative method as described in [3] or by applying the intelVal Gaussian algorithm, which also can be found in [3] . Since we are only interested in bounds for the solutions of linear systems with symmetrie coefficient matrices A, we can hope to succeed also with an intelVal analogue of the Cholesky method which needs approximately half the operations of the intelVal Gaussian algorithm. Step 1. "LLT decomposition":
Step 2. Forward substitution:
Step 3. Backward substitution:
As usual, sums with an upper bound smaller than the lower one are ;J e t';~e ;J I-~h.o~o r~' rho S ,.,n ar o s ;n S l-o", 1 a ..a a,,,,ln a l-ar1 h y a ",,,,l,,;nr< th°U
with equality if and only if 0 $.
int([ a]) . (3.3)
We recall that we only intend to enclose -the solutions for the symmetrie matrices contained in [A] . This justifies the use of the squares [ljd2 as defined in (2.4) in step 1 above.
As can be seen from the formulae in the interval Cholesky method, the feasibility of this method is independent of the right-hand side The three steps in the interval Cholesky method correspond to the three steps of the ordinary Cholesky method for a given symmetrie matrix A E Rn X n (provided that the feasibility is guaranteed):
As is weIl known, the decomposition in Ci)is unique. 
with strict inclusion being possible, as the example
) [2, 8] shows. Therefore, the name" LLT deeomposition" in step 1 of the interval Cholesky method is in a certain sense misleading.
By the same reasoning as above, we obtain at onee the foIlowing theorem.
The question arises quite naturally whether equality holds in (3.4) and whether the set
in which now A =I=-AT is allowed, is also eontained in [xf. We answer these (and some more) questions by the foIlowing example.
we get
A -lb -6 (
-a )
16 -aß 4 -ß and (see [9] )
can be seen in Figure 1 .
Example 3.2 illustrates that the following properties can occur:
Ci) OSsym"* os (cE. [13] ).
We enlarge this list by another property which is also possible:
Our next example illustrates this property.
Then
The reason why these two examples above work is best seen by expressing We now turn to an alternative representation of [ x f. As with the result of the interval Gaussian algorithm (cf. e.g. [2] or [15] By executing the steps 2 and 3 of the interval Cholesky algorithm, one gets the proof of the following theorem.
THEOREM3.4. Let the elements of [Ds], [U]
E mnXn be defined as in (3.5) . Then for the vectors [y] and [x JC of (3.2) we get
Note that the parentheses cannot be omitled in general, since the multiplication of interval matrices is not associative. For point matrices ... {Dn-l(U-l)TDn-l}
where
Since i is a low~r triangula~ma~rix with ones in its diagonal, the same holds for its inverse L -1. Thus L -1 U-1 = A is the LU decomposition of A resulting from the Gaussian algorithm without permuting rows or columns. This well-known relation between the Cholesky decomposition and the LU decomposition of A cannot be generalized to nondegenerate interval matrices [A], again because the multiplication of interval matrices is not associative. In addition, inverses of such matrices do not exist in the usual algebraic sense.
We end trus section with a different description of step 1 in the interval Cholesky method. [eY
is termed the Schur complement (of the (1,1) entry [au]) provided n > 1 and 0 $. [au] . In the For j > 2, the formulae in the interval Cholesky method can be reformulated as
product [c][c]T we assume that [cJ[cJ is evaluated as [CJ2 [see (2.4)]. I[A] is not defined if n = 1 or if 0 E [au]. (b) We call the pair ([L],[L]T) the Cholesky decomposition of [A] if 0< Qu and if either n = 1 and [L]
.
}} au k=2
These formulae can be interpreted as the interval Cholesky method applied This matrix and a slightly modified one have already been used to illustrate that the interval Gaussian algorithm is not feasible although it is for any matrix A E [A] (cf. [10, 12, 14] ).
Let We now present a dass of matriees for whieh (3.2) is feasible. Then using (2.2), {!:jj> 0, and the induction hypothesis we obtain . in all of the followingcases, for example:
THEOREM4.2. Let [A] E IRnXn be an H-rrw.trixsatisfying [A] = [A]T and
In our next corollary we consider the particular case of 2 X 2 matrices. . au = l~2lfl > O. The faet that the interval Cholesky faetorization need not exist for fuJ interval matrix whose symmetrie element matriees all are positive definite ean make preeonditioning neeessary. An algorithm will be investigated in a future paper.
For tridiagonal matriees we have the following result. Praof. In the ease of (i), the leading prineipal minors are positive; henee Ä is symmetrie positive definite, and Theorem 4.8 proves the assertion.
In the ease of (ii), the assumptions yield det A > O. Thus Lemma 2.2 eombined with the inequality (116) in [8, p. 443] shows that the assumptions of Theorem 4.8 hold. Therefore, the eorollary is proved in ease (ii).
Sinee det Äk > 0 for some integer k implies det Ä =1= 0, (iii) is a partieulareaseof(ii). . 
Proof. Denote by (D(l)Y, (L(l»)S and (D(u»)S, (L(u»)
S the matrices in the r~resentation (3.7) when the interval Cholesky method is applied to .:1 and A, respectively. By Theorem 4.10 and by (3.5), these matrices are nonnegative, and
[D]" = [(D(U»)s,(D(I»)S], [L]" = [(L(U»)s,(L(l»)S].
Hence Proof. The proof follows at onee from Theorem 4.11 and from results in [4] . .
