Recent evidence for a strong 'hard excess' of flux at energies 20 keV in some Suzaku observations of type 1 Active Galactic Nuclei (AGN) has motivated an exploratory study of the phenomenon in the local type 1 AGN population. We have selected all type 1 AGN in the Swift Burst Alert Telescope (BAT) 58-month catalog and cross-correlated them with the holdings of the Suzaku public archive. We find the hard excess phenomenon to be a ubiquitous property of type 1 AGN. Taken together, the spectral hardness and equivalent width of Fe Kα emission are consistent with reprocessing by an ensemble of Compton-thick clouds that partially cover the continuum source. In the context of such a model, ∼ 80% of the sample has a hardness ratio consistent with > 50% covering of the continuum by low-ionization, Compton-thick gas. More detailed study of the three hardest X-ray spectra in our sample reveal a sharp Fe K absorption edge at ∼ 7 keV in each of them, indicating that blurred reflection is not responsible for the very hard spectral forms. Simple considerations place the distribution of Compton-thick clouds at or within the optical broad line region.
Introduction
The spectral shape of the cosmic X-ray background suggests that a fraction of active galactic nuclei (AGN) are heavily obscured by Compton-thick material; however, the significance of that contribution to the cosmic X-ray background is debatable (Gilli et al. 2007; Treister et al. 2009 ). Nonetheless, the extensive search for Compton-thick AGN has lead some to identify these sources via the ratio between the X-ray flux and either the mid-infrared (MIR) flux, [Oiii] line or [Ne v] line (e.g. Heckman et al. 2005; Gilli et al. 2010; LaMassa et al. 2011) , quantities assumed to be negligibly affected by obscuration, and therefore representative of the AGN bolometric flux. Other groups have identified Compton-thick sources via the hardness ratios between the medium and soft X-ray bands (e.g. Winter et al. 2009; Brightman & Nandra 2012) , believing this bandpass to be best for the detection of X-ray absorption.
The cosmic X-ray background is known to require AGN to have a distribution of obscuring column densities that extend into the Compton thick regime, N H 10 24 cm −2 (c.f. Comastri et al. 1995; Gilli et al. 2007; Treister et al. 2009) , and it has been assumed that the most obscured AGN have hitherto largely escaped direct detection. However, there is now widespread evidence for partial covering of the X-ray absorber even in type I AGN that in those models have previously been assumed to be largely unobscured (e.g. Tanaka et al. 2004; Miller et al. 2007; Turner et al. , 2011 .
High resolution UV spectroscopy has revealed multi-layered, complex absorption to be a common phenomenon in AGN (Crenshaw & Kraemer 1999; Crenshaw et al. 2003) . The detection of absorption features, such as H-and He-like species of C, N, O, Ne, Mg, Al, Si, and S (e.g., Kaspi et al. 2002) , has shown that the signatures of complex absorption extend into the X-ray band, with warm absorbers being common in AGN (Blustin et al. 2005; McKernan et al. 2007 ). Initially, complex absorption in the soft X-ray band was detected over three decades in ionization parameter (log ξ ∼ 0 -3) and three decades in column density (N H ∼ 10 20 -10 23 cm −2 , e.g. Netzer et al. 2003; ). However, the detection of deep Fe xxv and Fe xxvi absorption lines expanded the known range of ionization parameter and column density in the AGN population. Observations of NGC 3783 (Kaspi et al. 2002; Reeves et al. 2004 ), NGC 1365 (Risaliti et al. 2005) , Mrk 766 ) and NGC 3516 were among the first to show deep K-shell absorption lines from highly-ionized species of Fe.
Recently, Tombesi et al. (2010) performed a blind search for absorption signatures in the Fe K regime of radio-quiet AGN by cross-correlating the sources detected in the RXTE All-Sky Slew Survey with the XMM-Newton archive and detected absorption from Fe xxv, Fe xxvi, or both, in ∼ 40% of the sources studied in their sample. The depth of these absorption lines constrains this highly ionized component of gas to N H ∼ 10 22 -10 24 cm −2 along the line-of-sight. Thus, the full set of absorption signatures observed throughout the X-ray band have shown the X-ray absorbing gas to extend over a range of column density (N H ∼ 10 20 -few × 10 24 cm −2 ), ionization parameter (log ξ ∼ 0 -5), and outflow velocity a few hundred km s −1 to 0.3 c (e.g. McKernan et al. 2007; Tombesi et al. 2011 ).
In addition to there being a wide range of gas conditions across the AGN population, it is also evident that individual sources require multiple zones of absorbing gas (e.g. Netzer et al. 2003; Blustin et al. 2007 ). Lee et al. (2001) showed that MCG-6-30-15 required the presence of at least two distinct zones of gas to explain the soft-band absorption features in the Chandra meg grating data. Miller et al. (2008) demonstrated that one could extend the complex absorber model to include zones of a higher column density, whose variations in covering fraction could then explain the marked spectral variability observed in MCG-6-30-15, with no requirement for a contribution from blurred reflection. This multi-epoch analysis revealed to be typical for a general class of AGN dominated by absorption effects. Similarly, a study of NGC 3516 found that the emission and absorption features detected in the grating data required the presence of four distinguishable zones of gas to shape the spectrum . The marked spectral variability in this source was attributed to variations in the covering fractions of one of the intermediate layers. Notably, a broad dip has been observed in the X-ray light curve of both objects (McKernan & Yaqoob 1998; Turner et al. 2008) , taken as supporting evidence for occultation of the X-ray continuum by absorbing gas.
Further evidence for large columns of absorbing gas along the line-of-sight has come from Suzaku. The Suzaku observations of 1H 0419-577, PDS 456 and NGC 1365 revealed a marked excess of flux above 20 keV, compared to that predicted from fits to data below 10 keV, dubbed a 'hard excess' Reeves et al. 2009; Risaliti et al. 2009a, respectively) . In these sources, the high PIN-band flux (15-50 keV) was explained by the presence of a Compton-thick absorber covering > 70% of the continuum source, suggesting that type 1 AGN can be unobscured in the optical bandpass, but partially covered in the X-ray regime. In order to obtain the true intrinsic X-ray luminosity of these sources, one must apply significant corrections for absorption and for Compton-scattering losses (e.g. Reeves et al. 2009 ).
The results from 1H 0419-577, PDS 456, and NGC 1365 motivated an exploratory study of the hard excess phenomenon in the local type 1 AGN population. In this paper, we investigate this phenomenon using a BAT-selected sample of type 1 AGN. We begin in Section 2 by outlining the observations and data reduction. In section 3, we measure spectral hardness ratios and Fe Kα emission line equivalent widths for the sample, and present a simple Monte Carlo radiative transfer calculation that can reproduce these measurements.. In Section 4, we present the results of some case studies. In Section 5, we discusses the implications of our analysis. We draw conclusions in Section 6.
The Observational Data
The Swift BAT is a sensitive coded aperture imaging instrument with a large (1.4 steradian) field-of-view. The energy range over which BAT can perform imaging observations is 15-150 keV, yielding positions accurate to ∼ 4 ′ . The bandpass of BAT allows it to make an unbiased survey of the X-ray sky for column densities up to ∼ 10 24 cm −2 . We selected all type 1 AGN, including intermediates up to type 1.9 and excluding known radio sources and LINERS, from the 58-month BAT catalog 1 (Baumgartner et al. 2010) . To understand the sample properties, we required simultaneous medium (2-10 keV) and hard X-ray (>10 keV) data. Therefore, we cross-correlated those selected sources with the Suzaku archive, including all sources available in the public domain as of 2011 December 20. Our selection criteria yielded a total sample of 43 objects and 76 observations: 24 objects are classified as type 1-1.2, 16 objects are classified as type 1.5, and 3 objects are classified as type 1.8-1.9. Sources with multiple observations were reduced and analyzed individually. Details concerning the observations and data are presented in Table 1 .
Suzaku has four X-ray telescopes, each containing a silicon CCD within its focal plane forming the X-ray Imaging Spectrometers (XIS) suite. XIS0, XIS2 and XIS3 are front-illuminated (FI), providing data over a usable range of 0.6-10.0 keV with an energy resolution FWHM ∼ 130 eV at 6.0 keV. In November 2006, a charge leak was discovered in XIS2, making XIS0 and XIS3 the only operational FI chips. XIS1 is back-illuminated. The back-illuminated configuration extends the soft band to ∼0.2 keV; however, it also results in a lower effective area and higher background rate in the Fe K regime, compared to the FI chips. Consequently, XIS1 is excluded from our spectral analysis. Suzaku also carries the Hard X-ray Detector (HXD) that contains a silicon PIN diode detector covering a range of 10-100 keV with a usable energy range of 15-50 keV.
The data were reduced using HEAsoft v.6.10. The XIS cleaned event files were screened in XSELECT to exclude data during passage through the South Atlantic Anomaly and also excluding data starting 500 s before entry and up to 500 s after exit. In addition, we excluded data having an Earth elevation angle < 10 • and a cut-off rigidity > 6 GeV. CCDs were in 3 x 3 and 5 x 5 edit modes, with normal clocking mode. Good events were selected, having grades 0, 2, 3, 4, and 6, while hot and flickering pixels were removed using the SISCLEAN script. The spaced-row charge injection was utilized. XIS spectra were extracted from circular regions of 3.0' radius centered on the source, while the background was extracted from a region of the same size offset from the source and from the corners of the chip that register calibration data.
The cleaned PIN data was reduced utilizing the ftool hxdpinxbpi. This tool calculates good time intervals (GTIs) of the non X-ray instrumental background (NXB, using model 'D' released 2008 June 17 2 ) data that overlap with the source data and extracts both the source spectrum and NXB background spectrum through that common GTI. A simulated cosmic X-ray background (CXB) spectrum is calculated, based on the CXB spectrum reported in Boldt (1987) and renormalized to the 35 ′ × 35 ′ field of view of the PIN instrument, and combined with the NXB spectrum to produce a total PIN background spectrum for the observation. A dead-time correction ∼ 4-5% is applied to the source spectrum using the ftool hxddtcor. Finally, the PIN data have a known 1σ systematic uncertainty of 1.3% 3 , which was applied to the PIN data in grppha.
Spectral Analysis and Sample Results
In this paper we are primarily interested in the gross spectral properties of the sample of AGN, and in particular in the broad-band hardness ratios and emission line equivalent widths. In order to measure these quantities, we fit some simple models to each AGN spectrum. The aim of these models is not to obtain accurate physical parameters for the X-ray sources, but rather to get sufficiently accurate measurements of broad-band fluxes, corrected for the instrumental response, and sufficiently accurate measurements of Fe Kα emission line equivalent width, to be able to characterize the gross properties of the spectra.
We fitted each observation over the 2-50 keV bandpass using XSPEC v 12.5 . The model used was a powerlaw modified by an xstar grid (Kallman & Bautista 2001) that was allowed to partially-cover the continuum. Further to this, we allowed a Gaussian component at ∼ 6.4 keV. Finally, a column of gas representing the Galactic line-of-sight absorption was parameterized using the tbabs model (Wilms et al. 2000) and was fixed to the weighted average N H in the Dickey and Lockman survey (Dickey & Lockman 1990 ). The xstar table was based on v2.2.0 of the code and had a gas density n = 10 10 cm −3 , an illuminating photon index Γ = 2.2 and a gas turbulent velocity 300 km s −1 . In AGN, the gas density is poorly constrained and is degenerate with the ionization parameter and assumed radial location of the gas. As xstar requires the gas density as an input parameter, we chose a value that lies at a point where collision effects and continuum dilution are negligible. The photon index is justified in Section 3.3.2; the turbulent velocity was based on the approximate outflow velocities of the warm absorbers.
During spectral fitting the normalization and photon index, Γ, of the powerlaw continuum and the column density, covering fraction and ionization parameter of the xstar table were allowed to vary. This model provided an adequate representation of the observed continuum, from which we could determine the flux in each band of interest in a model independent way. The mean reduced χ 2 value for the sample when fitted to our model was ∼1.5. Ten observations had reduced χ 2 > 2. More complex models yielded a reduced χ 2 ∼ 1 for these 10 observations, and the difference in the hardness ratio calculated from the simple model and the more complex model was < 15% for each observation. We concluded that our simple model fits gave an accurate measurement of the integrated flux in the bands of interest.
During spectral fitting, the PIN part of the model was scaled by an energy-independent constant as appropriate for the XIS or HXD nominal aim point used, 1.16 or 1.18, respectively. This scaling factor accounts for the cross-calibration constant required to correctly reconcile the XIS and PIN data based on the calibration of the Crab Nebula (Maeda et al. 2008 ).
We extracted the observed energy fluxes (ergs cm −2 s −1 ) for the 2-10 keV and 15-50 keV bandpasses to determine the hardness ratio, Flux 15−50 keV /Flux 2−10 keV , for each observation. These bandpasses were chosen as the most meaningful and practical for determination of the hardness of the X-ray spectrum associated with the active nucleus. In this field, the 2-10 keV band has become a standard bandpass over which to quote a flux, this is partly because many previous X-ray detectors covered this bandpass (e.g. the EXOSAT ME, ASCA SIS and GIS, XMM EPIC CCDs). In any case, below 2 keV there are significant contributions to the X-ray flux from extended gas, starburst regions and other structures that are not immediately associated with the nucleus. There are no reliable data available between 10-15 keV. On the high end, the upper limit was chosen based on the limited sensitivity of the PIN above 50 keV.
To obtain the intrinsic hardness of the AGN, one should correct for the Galactic absorption. However, we found that the Galactic absorption had a negligible effect on the 2-10 keV and 15-50 keV flux measurements for the entire sample.
3.1. The X-ray Hardness Figure 1 shows the hardness ratio, Flux 15−50 keV /Flux 2−10 keV , for each observation in our sample, plotted against the BAT flux (Baumgartner et al. 2010) . The black line is the weighted mean hardness ratio (1.65 ± 0.01) of the sample.
To understand the distribution of hardness ratios in the sample, we compared our results to some simple models. For these models, we assumed Γ=2.0, consistent with the average photon index found for a sample of type 1 AGN (cf. Scott et al. 2011 ) and a continuum cut-off at 500 keV, beyond the bandpass considered here. First we calculated the expected hardness ratio for a simple, disk reflection model. The reflection was parameterized using pexrav (Magdziarz & Zdziarski 1995) , and represents that from a standard thin disk of neutral material subtending 2π sr at the continuum source and having Solar abundances. The disk was assumed to be observed at an inclination of 60 o , as the model is insensitive to inclination (showing only a ∼ 10% difference in the hardness ratio relative to our chosen value for inclinations of 30 o and 80 o . The model hardness ratio shown is for the sum of the powerlaw and reflection. In our sample, 90% of the objects are harder than this model prediction.
We also compared our observational result to the model prediction where the continuum source is completely hidden (pure reflection), using the same parameter values as the previous disk model. Interestingly, even pure reflection cannot explain the most extreme objects in this sample (Fig. 1) . We note that the sources above the pure reflection model line are typically type 1.8 and 1.9. While pure reflection may be expected from type 2 AGN, such an explanation is at odds with a sample of type 1 AGN in the context of the current paradigm.
Of course, the hardness ratio for this model (and the others discussed below) depends on the photon index assumed. From theory, one might expect the photon index to lie in the range 1.8≤ Γ ≤ 2.5 (cf. Haardt & Maraschi 1993) ; for the simple reflection model noted above, the hardness ratio would be 1.5 for an illuminating continuum of photon index Γ = 1.8, 1.1 for Γ = 2.0, and 0.4 for Γ = 2.5.
We also compared the data to predictions based upon a simple partial-covering model, characterized by a neutral absorber (pcfabs in xspec). This simple model does not include Comptonscattering as such an effect is geometry dependent. Including Compton-scattering requires an understanding of the distribution and location of the Compton-thick gas, which currently is not well constrained for type 1 AGN. Markers on the right side of Figure 1 represent the ratios for the case where a neutral column of Compton-thick gas partially covers the Γ = 2 continuum source, taken here to be 2 x 10 24 cm −2 . Several covering fractions are denoted: 98% (green), 90% (blue), 70% (cyan) and 50% (magenta). Approximately 80% (35 objects, 63 observations) of the sample have hardness ratios consistent with > 50% covering of the continuum by Compton-thick gas.
The Equivalent Width of Fe Kα Emission
The broad-band X-ray spectra of local Seyfert type 1 AGN are much harder than was expected, based on an excess in the observed flux above 20 keV, compared to that predicted from fits to data below 10 keV. From a simple consideration of the distribution of hardness ratios we have demonstrated that these X-ray spectra are shaped by a high covering fraction of neutral gas along the line-of-sight, or are dominated by a reflected X-ray component.
Inspection of the Fe Kα line properties can clearly help us to distinguish the origin of spectral hardness. For example, if we were observing the reflected component without seeing the illuminating continuum, then we would expect a large (> 1 keV) line equivalent width (EW), measured against the reflected continuum (e.g. Krolik & Kallman 1987; George & Fabian 1991; LaMassa et al. 2011) . In contrast, partial covering absorber models predict smaller line equivalent widths when measured against the observed continuum (e.g. Yaqoob et al. 2010 ).
Suzaku has a high throughput in the Fe K regime, allowing for accurate constraints to be placed on the Fe Kα emission line for our sample sources. The total Fe Kα emission line was parameterized using a Gaussian profile with a freely varying width (σ), normalization and energy. In 9 sources (11 observations), the statistical fit improved significantly (∆χ 2 > 10 and F-test probability < 0.05 ) when an additional Gaussian line component, to parameterize a broader component of Fe Kα emission, was allowed in the fit (with all parameters allowed to be free). In these sources, the two Gaussian components accounted for the core and broad base in the spectral shape of the total Fe Kα emission. We determined the equivalent width of the total Fe Kα emission by calculating it against the total observed continuum. The average total equivalent width for those observations with one Gaussian component and for those observations with narrow and broad Gaussian components were both ∼ 150 eV.
Additionally, 10 observations showed significant (∆χ 2 > 10) line emission from Fe xxv, Fe xxvi, or both. These features were parameterized with a narrow (σ = 10 eV) Gaussian component fixed at 6.7 keV or 6.97 keV, respectively. We will present the results from our detailed spectral analysis, including the EW of emission in the Fe K regime, in our next paper (Tatum et al. 2012a) . Figure 2a shows the hardness ratio plotted against the EW of the total Fe Kα emission line. Several models are overlaid on the data, and for the models considered, the Fe Kα emission line EW has a dependence on photon index, inclination and iron abundance of the reprocessor (c.f. George & Fabian 1991; Nandra et al. 2007 ). As before, we assumed Γ = 2.0 and solar abundances for all models.
First, we considered the spectral hardness and line equivalent width that might be produced from simple reflection of a power-law continuum from a standard accretion disk (as described previously). Figure 2a shows model predictions, parameterized using pexrav, for R=1 (against the illuminating continuum) through to pure reflection (R → ∞). It is clear that for a given hardness ratio, disk reflection models consistently predict a much larger Fe line EW than is observed.
We also compared our EW distribution to the values predicted by MYTorus (Murphy & Yaqoob 2009 ), a torodial reprocessor valid in the Compton-thick regime. In our MYTorus tables, angles in the range 0 o < θ < 60 o represent an approximately face-on view, where the continuum is not obscured by the toroidal material. As the MYTorus spectra have only a very weak dependance on inclination angle within this range (with regard to our particular quantities for comparison), for clarity, we show only the model line for θ = 60 o as a representation of the 'face-on' view. The small loop (Fig. 2a) shows the MYTorus predictions as the column density of the torodial gas is stepped over the range 10 23 -10 25 cm −2 . For a face-on torus, the hardness ratio peaks at ∼ 1.0, falling below the bulk of the data points, while line equivalent widths (18 -65 eV) do not achieve the span evident in the observed values. Exploring a more edge-on orientation for MYTorus, where the continuum is obscured, we fixed the inclination angle to 70 o and varied the column density of the torodial gas as before. As illustrated in Figure 2a , such a case does produce model predictions that span the range of values observed. Interestingly, the range of inclinations between the face-on scenario and 70 o would be consistent with the data points. However, if a large fraction of type 1 AGN require large inclination angles for the obscuring torus then this presents a challenge for the Unification Model; the Seyfert 1 galaxies should represent the face-on cases.
While the possibility of toroidal obscuration is intriguing, well-studied sources, such as MCG-6-30-15 , appear to have a spectral form shaped by a complex absorber, with some zones only partially covering the continuum source. X-ray spectral variability can then be explained as changes in the covering fraction of the absorbing gas. Such a model obviously requires the gas to be clumpy, rather than a solid and uniform form and indeed, it may be the case that there is simply a toroidal distribution of clouds in these AGN, producing observed properties close to the values for the MYTorus model. Another possibility is that changes in the continuum source size could appear to mimic covering changes, as the fractions of obscured and unobscured light would vary. However, such a model would place tight constraints on the continuum size and torus location.
A Cloud Model for the Absorbing Gas
The hardness ratio, Fe Kα line equivalent widths, the detailed X-ray spectral shape and variability all point to a distribution of clouds, partially covering the X-ray source. To investigate this in more detail, we performed a Monte-carlo calculation of the X-ray spectrum expected from a dis-tribution of cold gas clouds surrounding a central source of X-rays. This idea was first explored by Nandra & George (1994) but computing power available at that time limited the ability to follow virtual photons as they scatter between clouds. Now, it is possible to follow photons as they scatter any number of times between multiple clouds.
The distribution of scattering clouds
In the calculation, gas is placed in a distribution surrounding a central X-ray source. The distribution is assumed to be a strict two-phase medium which is either vacuum or gas. The gas phase has a constant density everywhere. The distribution is created in two steps:
1. A number of points are randomly placed with a uniform spatial density within a spherical shell centered on the primary source, with a defined inner and outer radius.
2. The gas distribution is assumed to consist of spheres of constant gas density drawn around that set of points. If two (or more) spheres overlap, the density is not doubled, but remains at the same value as elsewhere in the gas phase. Thus in the limit where the density of sphere centers is very high, the distribution tends towards being a constant density spherical shell.
For distributions with a high density of points, the spheres heavily overlap, and the resulting gas distribution does not then resemble a set of individual blobs, but has a sponge-like topology. For the radiative transfer calculation, the spherical distribution is assumed to be bisected by an infinite, thin accretion disk, that absorbs photons but does not itself radiate at X-ray energies, so that the scattered light received by the observer is reduced by a factor two compared with the optically-thin case without the disk. We dub the calculation "Monte-Carlo Radiative Transfer model (MCRT)".
The opacity, line radiation and scattering cross-section
The primary source of photons is assumed to be a point-like source producing a power-law Xray spectrum with photon index Γ = 2.2, consistent with the photon index found for the best studied sources once all the absorbing zones were taken into account (i.e., MCG-6-30-15 Miller et al. 2008 , Mrk 766 Turner et al. 2007 , 1H0419-577 Turner et al. 2009 ). The gas is assumed to be cool, so that all ions heavier than H are neutral, but with H ionized, so that the number of free scattering electrons equals the number of H atoms. The absorption opacity is considered to be due to all elements with Solar abundances given by Anders & Grevesse (1989) . In reality the Compton-scattering clouds are likely to be hot and ionized, however a full treatment of radiative transfer through such gas is computationally extremely expensive (see e.g. Sim et al. 2010 ) and for the purpose of exploring a wide range of parameter space, the model presented here makes the simplifying assumption of cold gas clouds. In a future work (Tatum et al. 2012a ), we will compare our results with those that consider a full treatment of radiative transfer through a hot and ionized gas.
As photons propagate through the distribution they may be either absorbed by the gas, or be Compton scattered. After absorption, there may be resulting fluorescent line emission. This is implemented by calculating the mean free path for the photon in the gas due to three processes:
1. Compton scattering, using the full energy-dependent Klein-Nishina cross-section, integrated over all scattering angles.
2. Absorption by elements other than K-shell transitions of Fe, in which case the photon disappears from the calculation (i.e. line emission from elements other than Fe K-shell transitions is neglected).
3. Absorption by an Fe K-shell transition, which may be followed by Fe K fluorescent line emission.
Results from MCRT
MCRT is a representation of neutral gas clouds partially covering an X-ray continuum source. Our calculations were performed for the case of 1000 cloud centers distributed within the half a spherical shell visible to the observer.
The inner radius of the distribution is fixed at 10 units, scaled to the radius of an individual sphere. The outer radii have values 12.5, 14, 15, 17.5, 20 units, from the outer loop through to the innermost loop, respectively, corresponding to leaking light fractions of 50% -70% in the 15-50 keV band. Distributions with higher volume filling factors have higher hard excesses and line equivalent widths. We calculated the hardness ratio/EW for a range of column densities covering 10 23 -10 25 cm −2 for each of the filling factors considered. The model loops connect the model predicted values for different column densities, for a given filling factor. Moving around the loop corresponds to an individual sphere having a larger column density: on the outer curve are marked sphere column densities of log 10 (N H /cm −2 )= 24, 24.5, 25.0. As column density increases, photoelectric absorption hardens the spectrum and increases the fluorescent line strength. At high column densities, however, both the hard X-rays and the line flux from the high-column regions become highly attenuated, and the spectrum becomes dominated by a combination of the unobscured and scattered light, with an overall spectrum closer to the intrinsic spectrum of the source. For clarity, we plotted the model line predictions for this scenario separated from the data (Figure 2 ).
The looping model lines (solid red, dash green, dash-dot blue, dot cyan, dash-dot-dot-dot magenta) in Figure 2 are model predictions from MCRT with an increasing volume filling factor (traveling from the red curve to the magenta curve). The hardness ratios and Fe Kα emission line widths are well characterized by varying the volume filling factor of the neutral, clumpy gas, as the model lines lie within the 1σ errors of 83% of the data. When only accounting for the narrow core of Fe Kα emission, the model lines would lie within the 1σ errors of 85% of the data, suggesting that the narrow core comprises most of the Fe Kα emission.
MCRT can also calculate the expected relation for a thin, uniform absorbing shell, neglecting Compton scattering. This is shown in Figure 2 , denoted as an orange model line. Moving from left to right along the curve corresponds to an increase in column density of the individual spheres ranging from 10 23 -10 25 cm −2 . This model does not encompass the range of the observational data.
Note that, in the absence of any other effects such as Doppler shifts, the results are independent of any scale size for the cloud distribution: all length scales are relative to the sphere radius, and the only dimensional parameter that enters the problem is the column density through an individual spherical cloud.
Consideration of different filling factors of the clumpy gas show the MCRT to be consistent with the spectral hardness and line equivalent widths of the sample sources Figure 2 .
Case Studies
We performed more extensive spectral analysis on the hardest sources and on a typical source to investigate the nature of the Compton-thick gas in more detail. Examination of the sample sources showed the surprising result that the hardness ratio (1.53 ± 0.07) measured for 1H 0419-577 was consistent with the weighted mean of the sample (1.65 ± 0.01). Therefore, in the context of partial covering, the solution found for 1H 0419-577 could represent typical absorber parameters that may explain the hard excess phenomenon.
The hardest objects
The most extreme objects may provide the tightest constraint on the models. One naturally expects contributions from partial-covering absorption and accompanying reflection, in the context of the MCRT, and together, these give a very hard spectral form, with spectral variability expected as the absorbed fraction changes. However, the alternative suggestion that might be invoked to explain our observational result is that the hard excess is the Compton hump of relativistically blurred disk reflection, with the core of the Fe line being reprocessed light from more distant gas. Walton et al. (2010) applied the blurred reflection model to 1H 0419 -577, PDS 456 and NGC 1365 (2008 January 1).
NGC 1194 (Sey 1.9) , NGC 1365 (Sey 1.8; X-ray data from 2010 July 15) and MCG 3-34-64 are the three observational datasets in our sample showing the largest hardness ratios. These datasets show a sharp Fe K absorption edge at ∼ 7 keV (Figure 3) . To determine whether the edges were significantly blurred, we fitted the 5-9 keV band of each with a powerlaw modified by the Galactic column. We parameterized the 6.4 keV Fe Kα emission line with a Gaussian component and modeled the Fe K absorption edge near 7 keV with a smeared edge component (smedge in xspec, Ebisawa et al. 1994) . All the parameters were allowed to vary, including the edge threshold energy, although this was not allowed to fall below the threshold energy of 7.11 keV for neutral Fe in the rest-frame. At 90% confidence, the depth and width of the edge for NGC 1194, NGC 1365 (2010 July 15) and MCG 3-34-64 were τ = 1.3 ± 0.40 and σ < 0.15 keV, τ = 0.87 ± 0.10 and σ < 0.14 keV, and τ = 0.95 ± 0.30 and σ < 0.03 keV, respectively, showing that the absorption features are narrow and not likely to be reprocessed light from a blurred reflector.
We performed an additional test for NGC 1365 as it had the highest quality data. We fitted the 6-9 keV bandpass using a powerlaw continuum with a Gaussian component for the Fe Kα emission, having a fixed intrinsic width σ = 10eV. We then allowed blurring into the model, using the xspec model kdblur, with emissivity index q = 3, inclination angle θ =, 60 o and the outer radius of the reflector at r out = 400r g . The data also required inclusion of absorption, which, in this limited bandpass, was adequately described by full covering from neutral gas with N H ∼ 10 23 cm −2 . With this model, we found the best fit for the inner radius gave r in ∼ 350 r g . Stepping the inner radius down to r in =20 r g found no other minima as the inner radius was decreased and the fit at r in =20 r g was statistically worse by ∆χ 2 of 190 (F-test probability of ∼ 10 −27 ), compared to the best fit. This test confirms that the reprocessor does not exhibit a blurred signature in this source.
The most extreme sources possess sharp Fe K absorption edges. The absorption or reflection components that account for those edges also explain the hard spectral form of those sources. No relativistically-blurred components are required to explain these extreme sources, or any of the sample properties. We conclude that there is no evidence for any significant contribution by blurred reflection to the hard spectral form of local Seyfert galaxies.
Discussion
The Suzaku observations of 1H 0419-577 ), PDS 456 ) and NGC 1365 (Risaliti et al. 2009a ) were first to reveal a marked 'hard excess' of flux above 10 keV. These results motivated an exploratory study of the hard excess phenomenon in the local type 1 AGN population.
We have selected all type 1 AGN in the BAT 58-month catalog and cross-correlated them with the holdings of the Suzaku public archive. We have found the hard excess phenomenon to be a ubiquitous property of type 1 AGN. Comparisons between the hardness ratio distribution and simple models suggested both neutral, partial-covering models and disk reflection models to be viable. Joint consideration of the spectral hardness and equivalent width of Fe Kα emission allowed us to rule out simple disk reflection models.
The MyTorus toroidal gas distribution accounts for the span of observed hardness ratios and line equivalent widths. However, evidence from detailed studies of nearby sources indicates that the reprocessor most likely is clumpy. We therefore performed simulations of an ensemble of Comptonthick reprocessing clouds. Predictions from the MCRT were in striking agreement with both the spectral hardness and the line equivalent width distributions.
In the context of a simple absorption model assuming partial-covering by neutral gas, ∼ 80% of the sample has hardness ratios consistent with > 50% covering of the continuum by Compton-thick material. Furthermore, the model predictions for the MCRT are within the 1σ errors of 85% of the line equivalent widths in our sample. We conclude that both the spectral hardness and line equivalent width distribution strongly favor clumpy model interpretations. Our MCRT geometry shows excellent agreement with our observational results.
Gas location

Line width arguments
Constraints obtained for the radial location of the absorbing gas are model dependent. Detailed analysis of the core of the Fe Kα emission line and spectral variability may place the tightest constraints on the location of the circumnuclear gas in the context of the MCRT. Shu et al. (2010, hereafter S10) studied the cores of the Fe Kα lines of 36 type 1 AGN using Chandra HEG (highenergy grating) data. The spectral resolution of HEG is unparalleled in the Fe K band-∼ 39 eV at 6.4 keV, a factor of ∼ 4 better than the spectral resolution of Suzaku and XMM-Newton. S10 measured the FWHM of the Fe Kα core, when the data quality was high enough, and found the mean FWHM of the Fe Kα core to be 2060 ± 230 km s −1 . When comparing the FWHM of the core of Fe K emission to the Hβ optical emission line width, S10 found there to be no universal location of the Fe Kα emission relative to the BLR, with possible locations ranging from ∼ 0.7-2 times the radius of the BLR out to the putative torus.
We compared the FWHM Fe K core measurements and the corresponding Hβ measurements of S10 for those sources common to both S10 and our study. On average, the FWHM measurements of the Fe Kα core (6100 +30490 −1320 km s −1 ) of the overlapping sample are comparable to the Hβ FWHM (∼ 4000 km s −1 ), suggesting that the X-ray line-emitting clouds may be located within the optical broad line region. The broader component of Fe Kα emission observed in some objects in our sample may arise from reflection off material from the inner parts of a Compton-thick accretiondisk wind (e.g., Sim et al. 2008; Tatum et al. 2012b ). The mean σ width of the broader component was σ ∼ 350eV, consistent with the findings of Patrick et al. (2012, MNRAS, submitted) .
Spectral variability arguments
In the context of absorption models, some of the best studied sources have had their spectral variability attributed to variations in covering-fraction of the absorber (i.e., Turner et al. 2008; Miller et al. 2008 ). In such a picture, the location of the absorber must be consistent with the known time scales for spectral variability.
Some constraints on gas location have been obtained for sources in our sample. For example, our Suzaku observations of NGC 3227 show significant spectral variability on times scales ∼ 5 days (see the hardness ratio variations in Table 1 ), consistent with a virialized cloud location at the radius of the BLR.
In a study of NGC 1365, Risaliti et al. (2009b) compared variations in X-ray hardness, Flux 2−5 keV / Flux 7−10 keV , across a 60 ks XMM observation, in an attempt to isolate variations in the column of the X-ray absorber. They split the data into three time intervals of ∼ 20 ks, based on hardness ratio variations. Using these three time intervals in their time-resolved spectroscopy, they found that the source occupies two different flux states. The spectral variations were attributed to the passage of a cloud having column density N H ∼ 3× 10 23 cm −2 crossing the line-of-sight. Assuming the cloud was in a Keplerian orbit and cloud density was n = 10 10 cm −3 , the timescale for the event yielded a radial location for the gas r ∼ 10 16 cm (Risaliti et al. 2009b) , consistent with the radial location and cloud density of the BLR.
In general, there is irrefutable evidence from X-ray grating spectroscopy that the absorber is outflowing (e.g. Turner et al. 2008) . Consequently, the assumption of Keplerian motion is surely inaccurate, leading to unreliable estimates of the gas radial location. Independent evidence for the location of the X-ray reprocessor comes from recent work on X-ray reverberation. Estimates from sources such as NGC 4051 and Ark 564 (Legg et al. 2012) suggest that reverberation occurs from material tens to hundreds of gravitational radii from the central source. However, the reverberating gas may be highly ionized (e.g., Legg et al. 2012 ) and may not be the same material causing the extreme spectral hardness noted here.
Implications for the intrinsic X-ray luminosity
With the realization that large columns of gas cover a significant fraction of our line-of-sight, we must consider the implications of this Compton-thick absorption to understand the true nuclear continuum luminosity. For absorbers with such high column densities as found here, Compton scattering has a significant effect and must be taken into account. However, simple estimations of the Compton-scattering losses and absorption suppression of the continuum can overestimate the effect. The correction factor depends critically on the geometry of the gas, as we need to account for light scattered back into the line-of-sight by the cloud complex.
We can estimate the correction factor between the observed and intrinsic X-ray luminosity in the context of the MCRT. For example, the observed 0.5-50 keV luminosity of MCG-03-34-64 (the third hardest source in our sample) is L x ∼ 1.7 x 10 43 erg s −1 . After correcting for scattering and absorption in the MCRT, the implied intrinsic luminosity is L int (0.5 -50 keV) ∼ 1.7 x 10 44 erg s −1 , an order of magnitude higher than that observed. Importantly however, the calculated intrinsic luminosity does not exceed the Eddington luminosity, L Edd ∼ 10 45 erg s −1 (Miniutti et al. 2007b) , suggesting that, in general, partial-covering by a distribution of Compton-thick clouds is consistent with the energy budget of the system.
The correction required to understand the X-ray luminosity does not generally have a significant effect on the bolometric luminosity as the X-ray photons that are hidden from direct view are reprocessed into another bandpass and ultimately measured there.
Comparison with other hard X-ray selected samples
Our work is not the first to determine global properties of AGN using a hard X-ray selected sample. Winter et al. (2009) (hereafter W09) examined the X-ray properties of local AGN in the BAT 9-month catalog to determine the fraction of "hidden" AGN, which they defined, in part, as sources with scattered or leaking light fractions < 3%. Twenty-four percent of AGN in their sample were "hidden", most likely by a geometrically-thick torus, and that the type 1 AGN population in their sample were relatively unobscured, with low column density gas (log N H < 21.8) along the lineof-sight. In our sample, the type 1 AGN show significantly higher fractions of (unabsorbed) leaking light (2%-97%) and hence do not meet the W09 criterion for being hidden. Despite not meeting the W09 criterion for being hidden, the majority of sources selected in our sample do contain a significant amount of Compton-thick, clumpy absorption, a conclusion significantly different to that of W09.
Owing to the differences in our conclusions, we briefly review the most important differences in the samples and methodology. The W09 sample included all sources, both type 1 and type 2 AGN, from the 9-month BAT catalog (Tueller et al. 2008) . In contrast, our sample was derived from the 58-month BAT catalog, with AGN detection having substantially increased, by about a factor of 4, since the 9-month catalog. Further to this, we cross-correlated the sources in the 58-month catalog with those in the Suzaku archive and excluded all type 2 AGN, radio-loud AGN, and known LINERS. We also note that our AGN type criteria results in ∼ 20% more sources (35 in W09, 43 in this work) when applied to the 58-month BAT catalog, than if we had applied it to the 9-month BAT catalog. Even though the 58-month BAT catalog probes deeper flux levels than the 9-month catalog, our sample is contained in the same observed luminosity parameter space (41.5 < log lum 15−50keV < 45) as the 9-month study (Figure 4) , suggesting that the flux bias in our sample selection is negligible.
There are important methodological differences between the study presented here, and that of W09. The spectral analysis of W09 was not restricted to the use of simultaneous data from the medium (2 -10 keV) and hard (> 10 keV) X-ray bands, instead W09 used non-simultaneous data from Swift XRT, ASCA SIS0, XMM-Newton pn, Chandra ACIS-S, and Suzaku XIS in their spectral fitting. Most notably, the spectral fitting performed by W09 was restricted to data below 10 keV. Only utilizing the bandpass below 10 keV to detect broadband absorption would not be sensitive to Compton-thick absorption along the line-of-sight and may result in an underestimation of the intrinsic luminosity of the source. W09 compared the absorption-corrected flux of each source to the corresponding BAT flux (14 -195 keV) and found the relationship to be linear, taking this as validation of the absorption correction applied to the observed luminosity. However, comparing the data below 10 keV to the BAT flux assumes that the time-averaged BAT flux is representative of the flux state above 10 keV. Such an assumption is not consistent with the known variability above 10 keV seen in some AGN (e.g. Miniutti et al. 2007a; Miller et al. 2008 ).
Broadband spectral analysis in the X-ray band offers better constraints on the intrinsic nature of AGN, especially for those objects with high column density clouds along the line-of-sight, as the model must be self-consistent with data below and above 10 keV. In our analysis, the role of Suzaku has been crucial, because it is essential to demonstrate the hard excess with an instrument that simultaneously observes the hard and soft X-ray bands: the restriction to use only Suzaku data for a BAT-selected sample is a key feature of our study. Winter et al. (2012, hereafter W12 ) also selected a sample of sources from the 9-month BAT catalog, in order to understand the properties of the AGN warm absorbers. Their sample comprised 48 type 1 AGN, including both radio-loud and radio-quiet sources up to type 1.5. In this case, they used the simultaneous data in the Suzaku archive, where available. For those sources not observed by Suzaku, XMM-Newton spectra and time-averaged Swift BAT spectra were used for the broadband fits. Their model construction consisted of a powerlaw representing the continuum source, a blackbody model parameterizing emission below 2 keV, a Gaussian component modeling the Fe Kα emission, and a distant reflector. The type 1 AGN were unobscured, consistent with W09, and that the line equivalent width of the Fe Kα emission averaged ∼ 100 eV (consistent with W09 and our result). The relative strength of the distant reflector spanned 0 -5 times that expected from a standard thin disk of neutral material subtending 2π sr at the continuum source. Comparing the overlapping objects of W12 and our study (excluding all sources with unconstrained relative reflection strength in W12), the average relative strength of the reflector in W12 is 2.10 +0.41 −0.44 times that expected from a standard thin disk of neutral material subtending 2π sr at the continuum source. This result is similar to our observational finding in that the sample is harder than expected, especially for a sample of type 1 AGN. The wider span of the relative reflection strength seen in the ensemble result of W12 is not only, presumably, a consequence of including both radio-loud and radio-quiet AGN in the sample, but also, in part, a consequence of using non-simultaneous data. Inclusion of the of radio-loud in a comparison study is problematic, as the nuclear properties and the radio jet cannot be separated in the X-ray data. Our study is robust in that we identify general properties of a single subset of AGN over a broad energy range using simultaneous data.
Comparison to the cosmic X-ray background
The 1 Ms Chandra Deep Field South (Giacconi et al. 2002) , 2 Ms Chandra Deep Field North (Alexander et al. 2003 ) and 800 ks XMM-Newton Lockman Hole (Hasinger 2004) have confirmed the prediction of population synthesis models that the cosmic X-ray background originates from the integrated emission of extra-galactic point-like sources (Gilli 2004) . Obscured AGN contribute to the cosmic X-ray background emission with most of the energy density being produced above 10 keV (Comastri et al. 2005; Gilli et al. 2007; Treister et al. 2009 ). Our observational result suggests that a significant fraction of the type 1 AGN population is obscured with at least 50% partial covering by Compton-thick material; therefore, it is interesting to compare a model representative of our mean spectrum to the spectral shape of the observed cosmic X-ray background.
As stated earlier, the hardness ratio measured for 1H 0419-577 was consistent with the weighted mean of the sample and may represent typical absorber parameters. We assumed 1H 0419-577 was representative of the sample and used the model construction and parameters from . We compared the renormalized cosmic X-ray background data based on Figure 1 of Comastri et al. (2005) to the spectral shape of 1H 0419-577 (see Figure 5) . We found the spectral shape of 1H 0419-577 to be consistent with the X-ray background above 2 keV with both having a characteristic peak ∼ 20 -30 keV. Below 2 keV, the curve for 1H 0419-577 shows a marked rise in flux as compared to the X-ray background. These differences are to be expected considering that emission below 2 keV in type 1 AGN varies with covering fraction ) and contributions to the X-ray background must include emission from both type 1 and type 2 AGN.
X-ray population synthesis models typically have source redshifts of about unity. While it appears that adding contributions from objects like 1H 0419-577 and shifting them to z = 1, would improve the agreement with the X-ray background, any more sophisticated analysis would require a proper consideration of the entire local AGN population and its cosmological evolution, which is beyond the scope of this paper.
Conclusion
We conducted an exploratory study of the hard excess phenomenon in the local type 1 AGN population using sources from the Swift BAT 58-month catalog cross-correlated with the holdings of the Suzaku public archive. We extracted the hardness ratio and the equivalent width of the total Fe Kα emission for each observation and found that a simple disk reflection model does not provide an adequate representation of the sample results. Further, the presence of sharp edges in the three hardest sources demonstrate that the extreme hardness cannot be dominated by blurred reflection components.
However, a model comprising partial-covering by an ensemble of Compton-thick clouds is consistent with the observational result. In the context of such a model, ∼ 80% of the sample had a hardness ratio consistent with > 50% covering of the continuum by low-ionization, Compton-thick gas. Simple considerations suggested that the absorber lies at or within the optical BLR. Future work will include the results of our detailed analysis of this sample and a comparison of the results of this work with model predictions from a ionized, Compton-thick, partial-covering absorber, that includes Compton-scattering. More extensive spectral analysis using a parameterization of the Monte-Carlo radiative transfer model can further restrict the gas location as well as offer a better understanding of the geometry of the ensemble of Compton-thick clouds. (Dickey & Lockman 1990) 3 Flux 15−50 keV /Flux 2−10 keV with errors calculated from the net count rate errors of the XIS and PIN data 4 Total equivalent width of the Fe Kα emission line with the errors to 90% confidence 5 Required two Gaussian components to parameterize the Fe Kα emission. The EW for these observations were the sum of the narrow and broad base of the Fe K emission
