In the first part of this paper, we establish the existence of a global renormalized solution to a family of vortex density equations arising from superconductivity. And we show by an explicit example the necessity of the notion of renormalized solution to be used here. In the second part, we prove the global existence and uniqueness of W 1,p and C α solutions to a modified model, which is derived from the physically sign-changing vortices case.  2005 Elsevier SAS. All rights reserved.
Introduction
This paper deals with two models coming from the hydrodynamic equations of Ginzburg-Landau vortices (see [13, 6] for some earlier related works). In the first part of this paper, we shall establish the global existence of renormalized solutions to    ∂ t ρ + div(uρ) = 0, (t,x) ∈ (0, ∞) × R 2 , u = ∇ −1 ρ, ρ| t=0 = ρ 0 ,
with initial data ρ 0 ∈ L 1 (R 2 ).
Our main motivation to study this problem comes from the type-II superconductivity. It is generally accepted that, when effects due to thermal or field fluctuations are taken into account, the Abrikosov vortex lattice obtained from the mean-field theory can melt and form a vortex liquid. Then one of the important issues that one wishes to understand is the intrinsic nonlinear effects in the dynamics of such a liquid, where the vortex density satisfies (1.1). The rigorous finite gradient vortex dynamics was studied in [12] ( see also [10] ). The formal derivation of (1.1) from the finite vortex dynamics was carried out in [19] (see also [1] ). Under the assumption that ρ 0 is a positive Randon measure, the authors in [13] mathematically justified the formal derivation. One can check more physical explanation to (1.1) from [19, 1, 13] .
When we take a complex time relaxation in the finite gradient dynamics into account, we need to rotate the second equation of (1. Indeed, when cos θ = 0, (1.2) is the classical 2-D vorticity-formulated incompressible Euler equation. In that case, with smooth initial data, (1.2) has a unique global smooth solution. When ρ 0 ∈ L ∞ , Yudovich [21] solves the global existence and uniqueness of weak solutions to (1.2) . In [5] and [18] , the authors establish the global existence of weak solutions to (1.2) with ρ 0 ∈ L p for 1 p < ∞. However, the uniqueness of the weak solutions in this class is still open. When ρ 0 ∈ M(R 2 ) ∩ H Then based on a space-time estimate for the approximate solutions in [6] , in Section 2, we shall establish the existence of a global renormalized solution to (1.1) with initial data in L 1 . Moreover, we will show by an example the necessity of the notion of renormalized solutions to be used here.
Considering the vortices of different sign and taking the London approximation to the induced magnetic field into account, a similar but modified system to (1.1) was derived in [1] :
   ∂ t ρ + div u|ρ| = 0, (t,x)∈ (0, ∞) × R 2 , u = ∇(λ 2 − I ) −1 ρ, ρ| t=0 = ρ 0 .
(1.3)
Here λ denotes the penetration depth. A vector version of (1.3) was also available in [1] to take the three dimensional effect into account. When ρ is a R 2 valued function, using the stream function, the authors in [8] To draw the main feature from (1.3) and get an analogy with (1.1), we consider the following system instead of (1.3):
In this case, when ρ 0 changes sign, we cannot prove the existence of C 1 solutions to (1.4) due to the fact that the term |ρ| is only Lipschitz with respect to ρ. In Section 3, we decompose ρ into a positive and a negative part, and use a time semi-discretization scheme to establish the global existence of solutions to (1.4) with initial data in W 1,p and C α for 2 < p < ∞ and 0 < α < 1 respectively. Hence we almost get the solution in the best possible space, which we can have for (1.4). It should be noted that the approach to be used here is completely different from the vanishing viscosity method in [6] , where the authors proved a global existence result to the reduced one space dimensional case with initial data in BV . Finally we point out that although (1.1) and (1.4) are derived in R 2 , our approach here does not depend too much on two space dimension. The arguments in this paper actually implies the corresponding result for the same equations in the general space dimension.
The outline of this paper is the following: in Section 2, we present the global existence of renormalized solutions to (1.1), and in Section 3, we prove the global existence and uniqueness of both W 1,p and C α solutions to (1.4).
Global renormalized solutions to (1.1)
In this section, we are going to establish the global existence of renormalized solutions to (1.1) with initial data in L 1 (R 2 ). It is standard that the first step in the proof of the global existence of weak solutions is to construct the approximate solutions sequence. Note that given sign-changing smooth initial data ρ 0 , it is easy to observe that the smooth solution to (1.1) will blow-up in finite time. Therefore to construct the approximate solutions to (1.1), we first introduce the following cut-off function
and mollify the initial data ρ 0 by ρ 0, = (ρ 0 χ ) * j , where
and j is the standard Friedrich's mollifier with suppj ⊂ B (0), namely j ( 
Proof. For completeness, we outline the main idea of the proof here. One can check the proof of Lemma 2.2 of [6] for more details.
Step 1. 
Hence, by the definition of α and η, we have
which together with the first part of (2.2), (2.4) and some classical estimates for u leads to 
Step 3. Inductively, we can prove that
where p n+1 = 1 + α n , and α n is defined by the inductive formula α n+1 = (1 + 3α n )/(2(1 + α n )). Note that lim n→∞ α n = 1, we complete the proof of (2.3).
Remark 2.1. We can also construct approximate solutions via the following system
Then we can also prove similar estimates for (ρ , u ) as that in (2.2) and (2.3).
From (2.2) and (2.3), there is a subsequence of {ρ }, which we denote {ρ j }, and some functionρ
as j → 0. Moreover, by (2.2), (2.3) and a trivial interpolation, we find that
On the other hand, by (2.51) of [6] ,
). Then Lions-Aubin's Lemma implies that there is a subsequence of {u }, which we denote {u j }, such that
as j → 0 and s < p 3 with 1/p 3 = 1/p 2 − 1/2. To prove that (ρ, u) thus obtained is indeed a weak solution to (1.1), we need first to prove that there is no oscillation in the approximate solutions sequence. Arguing as in [14, 15, 22] and [11] , we shall prove the precompactness
) for any 0 < T , L < ∞ and 1 < p < 2, by applying Young measure theory (see [20, 17] and [16] ). For the convenience of the reader, we quote the following lemma from [11] (see also [5, 9] ). 
for all φ(y) ∈ L r (U) with compact support in the closure of U, where 1/r + q/s = 1. Moreover,
In the sequel, we will denote the weak limit of F (v ) by F (v) for convenience. Combining Lemma 2.1 with Lemma 2.2, there is a family of Young measure µ t,x (λ), such that for all continuous functions F (λ) with F (λ) = O(|λ| q ) as |λ| → ∞ and q < 2, there holds
. In particular, (2.9) and (2.15) imply that
With the above preparation, we will prove the precompactness of {ρ }.
Proof. The proof is based on an argument of the propagation of precompactness (see [14] and [15] for some similar arguments). As in [22] , we separate the analysis of the precompactness of the solution sequence into the precompactness of the positive part and of the negative one respectively. Therefore, we decompose ρ into
where 1 ρ 0 denote the characteristic function on the set {(t, x): ρ (t, x) 0}, and so for 1 ρ 0 .
Step 1. The propagation of the precompactness of the positive part of ρ .
loc (R + × R 2 ) for any q 1 < 4. Therefore by Lemma 2.2, there is a subsequence of {ω } which we denote {ω j }, some function
, and a family of Young measure ν 1 t,x (λ), such that
as j → 0. Furthermore, a similar equality to that of (2.13) holds for the weak limit of F (ω j ) and ν 1 t,x (λ).
, to study the propagation of the precompactness of ω , we cannot take F (λ) growing like (O|λ| 2 ) at infinity. To overcome this technical difficulty, let us take the cut-off functions
Noticing that ρ ω = T (ρ )ω = ω 3 , from (2.1), it is easy to observe that 18) holds in the sense of distributions. Formally multiplying (2.18) by T R (ω ), we infer that 
On the other hand, again by (2.12), we take → 0 in (2.18) to find
In the sequel, we denote ρ + , ρ − the weak limits of ρ +, and ρ −, respectively. Then trivially ρ + = ω 2 . Formally multiplying (2.21) by T R ( ω ), a trivial calculation yields
where we have used the fact that div(u) = (ω 2 − ρ − ). Subtracting (2.22) from (2.20), we arrive at
Note by the second inequality of (2.2), we have:
for t 1 R 2 , which together with Lemma 2.2 implies that 
Let us denote g =:
Then a similar proof of (2.24) yields
(2.28)
Now we are going to use the argument, which is used in the last step of proof to Lemma 3.2 of [24] and (6.39) of [22] , to complete the proof of the propagation of the precompactness of the positive part of the approximate solutions sequence. First, from (2.18), it is easy to prove that
holds in the sense of distributions, therefore,
which implies that
as ω 0, strongly converges to ω 0 in L 2 (R). While from (2.21), we obtain
Hence by summing up (2.30) and (2.31), and using Theorem 1 of [9] , we get
Combining (2.32) with (2.30), we arrive at
Furthermore, motivated by [24] , let us take φ(x) ∈ C ∞ c (R 2 ) with φ(x) = 1 for |x| 1 and φ(x) = 0 for |x| > 2, and take δ = 6/R 2 ,t > 20/R 2 to be one of the Lebesgue points of R 2 g(t, x)φ(x/n) dx, and take
Let us multiply ψ δ (t)φ( x n ) to (2.26) and integrate the resulting inequality over (
where in the last step, we used integration by parts and the fact that u = ∇ −1ρ . To proceed further, note by the standard inequality in 2 space dimension that
L 1 , and (2.28), we find
Plugging (2.35) to (2.34), and taking R → ∞ in the resulting inequality, we find by (2.33) that
which together Fatou's Lemma yields that
, therefore, almost all t ∈ R + is a Lebesgue point of R 2 g(t, x)φ( x n ) dx. Due to the arbitrariness oft, we obtain
Hence for a.e. (t, x) ∈ R + × R 2 , there holds
for a. e. (t, x) ∈ R + × R 2 .
Step 2. The proof of the precompactness for the negative part of ρ .
To prove the precompactness of the negative part of the solutions sequence {ρ −, }, we will use a different renormalization procedure to the approximate solutions sequence. Firstly by (2.1), ρ −, satisfies 
Then by taking → 0 in (2.41) and using (2.12), we find
While from (2.41), it is easy to observe that
then similar to the proof of (2.42), we get
On the other hand, note that ρ − = η 4 , (2.42) together with an argument following (2.19) implies
Subtracting (2.44) from (2.43), we arrive at
Notice that from (2.3) and (2.39), we can take a subsequence of {ρ +, }, {ρ +, j }, such that ρ Hence, the right-hand side of (2.45) equals
Combining (2.45) with (2.49), we obtain
while a similar proof of (2.47) also implies
which together with (2.47) and (2.50) implies that
where we used the fact thatρ = −(ρ − − ρ + ). In what follows, we denote (η 2 − η 2 ) by f, f = f * j , then by Lemma II.1 of [3] , we obtain
. Let us take θ, γ > 0 be small constants, which will be determined later. Then multiplying (2.52) by θ(f + γ ) θ−1 , we find
Taking → 0 then γ → 0 in (2.53), and picking the constant θ small enough such that θ(C − 1) − 1 0 and
, we arrive at
With (2.54), a similar proof of (2.34) and (2.36) implies that: for almost allt ∈ R + , there holds
On the other hand, note that
in the above inequality, we obtain
In particular, from (2.56), we obtain
Plugging (2.57) to (2.55), and using a similar procedure as that in the proof of (2.37), we obtain
for almost all t > 0. This implies that
Combining (2.39) with (2.58), we complete the proof of the lemma. 2
Before the presentation of the main result of this section, let us first introduce the precise definition of the renormalized solution to (1.1).
Definition 2.1. We call (ρ(t, x), u(t, x)
) a renormalized solution of (1.1) if for any β(τ ) ∈ C 1 (R) with β(0) = 0 and β (τ ) = O(|τ | α−1 ) for some 0 < α < 1, there holds
and
in the sense of distributions.
) with the exponents p 1 , p 2 given at the next line of (2.10). Furthermore, for t > 0, there holds
Remark 2.2. Note by (2.61) that there are only concentrations on the negative part of ρ(t, x). Therefore, we actually only need to renormalize the negative part of ρ in Definition 2.1.
Proof. We first construct the approximate solutions via (2.1). Then from (2.3), (2.11) and setting ρ =ρ, we obtain (ρ, u) with the required regularity as that stated in the theorem. Moreover, from (2.12), there holds (2.60). Therefore to complete the proof of the theorem, we only need to justify that (ρ, u) thus obtained satisfies (2.59). In fact, by multiplying β (ρ ) to the first equation of (2.1), we get
Note by (2.3) and Lemma 2.3, we find that there is a subsequence of {ρ }, {ρ j }, such that
for any q < 2. Then by taking = j in (2.62), and using (2.12), we prove (2.59). This completes the proof of the theorem. 2 Remark 2.3. In the one space dimension case, (2.1) is reduced to
It is easy to observe that when ρ(0, x) takes negative values, a smooth solution to (2.64) will blow up in finite time.
In fact, we have the following explicit solution (ρ, u) to (2.64):
On can easily check that (ρ, u) thus defined is a renormalized solution but not a distributional weak solution to (2.64).
Global strong solutions to (1.4)
In this section, we consider the global existence and uniqueness of strong solutions to (1.4) with initial data
Formally we decompose the solution ρ of (1.4) into
where 1 ρ 0 again denotes the characteristic function on the set {(t, x): ρ(t, x) 0}, and similar meaning for 1 ρ 0 . Then we can rewrite the first equation of (1.4) as
Motivated by this formulation, for any fixed small constant > 0, we decompose the time interval [0, ∞) as
), and will construct the approximate solutions to (1.4) on each time interval [i , (i + 1) ), then pitch them together to get the global approximate solutions. First, on the time interval [0, ), we solve for (ρ ±,1 , u 1 
where ρ +,0 = ρ 0 1 ρ 0 0 and ρ −,0 = −ρ 0 1 ρ 0 0 . As both ρ +,0 and ρ −,0 are positive functions, mollifying the initial data by j η , we can use the classical characteristic method to solve the above problem globally. For any fixed η, we can get an η independent estimate for the approximate solutions, then we take η to 0 to get the estimate for the solutions of (3.2) with rough initial data. For simplicity, we will omit this step in the subsequence, and will do the a priori estimate directly. By taking ∂ x i to the first equation of (3.2), and multiplying the resulting equation by p|∂ x i ρ +,1 | p−1 sign(∂ x i ρ +,1 ), we obtain
Note from the characteristic form of (3.2), it is trivial to observe that
Then integrating (3.3) over R 2 , and using Gronwall inequality and (3.4), we find
Similar to the estimate of (3.5), we can prove the following estimate for ∇ x ρ −,1
This completes the construction and the estimate for the approximate solutions on the time interval [0, ). To go to the next step, let us define the data at time first. At time t = , we redesign ρ +,1 and ρ −,1 by setting
With the above definition, it is easy to observe that
Indeed, for any fixed positive constant h, we denote D 9) or ρ +,1 ( −, x) ρ −,1 ( −, x), and then
While when ρ +,1 ( −, x + h) ρ −,1 ( −, x + h), similar to the proof of (3.9) and (3.10), we still can prove that D
Combining (3.9) with (3.10), we obtain
taking h → 0 in the above inequality, we get (3.8).
Next we solve for (ρ ±,2 , u 2 ) on [ , 2 ) by (3.2) with (ρ ±,1 , u 1 ) there replaced by (ρ ±,2 , u 2 ), together with the data ρ ±,1 ( +, x) at t = . From (3.4) and its proof, it is easy to get that
for t < 2 . Furthermore, similar to the proof of (3.5) and (3.6), we can get similar estimates for ∇ x ρ ±,2 L p . With the above argument, we can inductively define the approximate solutions on [i , (i + 1) ) for any integer i. And on each time step, there hold similar estimates as (3.5), (3.6) and (3.8). Now we define the global approximate solutions to (1.4) 
(3.12)
Then from (3.5), (3.6) and (3.8), we find
for all t ∈ R + . Therefore, from (3.12), we obtain
On the other hand, note that u = ∇ −1 ρ , by Lemma 2.2 of [2] , we have
Summing up (3.4), (3.14) and (3.15), we arrive at
To get the uniform estimate for ∇ x ρ (t, ·) L p , let us set
then from (3.16), we get 17) from which, we obtain
which together with (3.13) and (3.15) implies that there is a positive constant C(t), which is independent of , such that
Furthermore, by (3.4) and (3.11), we have
which together with (3.19) and some basic fact on singular integral operator implies that
To prove the precompactness of (ρ , u ), we need also some weak continuity of ρ with respect to the t variable. In order to do so, for any positive constant T < ∞, let us take any test function
, the integer part of T . Then from the first equation of (3.2), we find
Similar to the proof of (3.21), again from (3.2), we get With ρ thus defined, we set u = ∇ −1 ρ. Then u ∈ L ∞ (R + , W 2,p (R 2 )), and {u j } converges to u on every compact set of [0, ∞) × R 2 . Therefore from (3.23), (ρ, u) is indeed a weak solution to (1.4) if we can prove that By summing up the above argument, we achieve the following result on the global existence of strong solutions to (1.4). 
Proof. Note that the solution constructed here is strong enough, it is trivial to prove the uniqueness by comparing different solutions. We omit the details here. 2
When ρ 0 ∈ C α with α ∈ (0, 1), or Lipschitz space, by modifying the above arguments, we can still get the global existence result to (1.4). For simplicity, we just present the result with initial data in Hölder space case. 
, and u(t, x) ∈ L ∞ loc (R + , C 1+α (R 2 )).
