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Results on Lattice Vector Quantization 
with Dithering 
Ahmet Kirac, Student Member, IEEE, and P. P. Vaidyanathan, Fellow, IEEE 
Abstruct- The statistical properties of the error in uniform 
scalar quantization have been analyzed by a number of authors 
in the past, and is a well-understood topic today. The analysis has 
also been extended to the case of dithered quantizers, and the 
advantages and limitations of dithering have been studied and 
well documented in the literature. Lattice vector quantization 
is a natural extension into multiple dimensions of the uniform 
scalar quantization. Accordingly, there is a natural extension of 
the analysis of the quantization error. It is the purpose of this 
paper to present this extension and to elaborate on some of the 
new aspects that come with multiple dimensions. We show that, 
analogous to the one-dimensional case, the quantization error 
vector can be rendered independent of the input in subtractive 
vector-dithering. In this case, the total mean square error is 
a function of only the underlying lattice and there are lattices 
that minimize this error. We give a necessary condition on such 
lattices. In nonsubtractive vector dithering, we show how to 
render moments of the error vector independent of the input 
by using appropriate dither random vectors. These results can 
readily be applied for the case of wide sense stationary (WSS) 
vector random processes, by use of iid dither sequences. We 
consider the problem of pre- and post-filtering around a dithered 
lattice quantizer, and show how these filters should be designed 
in order to minimize the overall quantization error in the mean 
square sense. For the special case where the WSS vector process is 
obtained by blocking a WSS scalar process, the optimum prefilter 
matrix reduces to the blocked version of the well-known scalar 
half-whitening filter. 
I. INTRODUCTION 
ATTICE VECTOR QUANTIZERS have recently become L attractive because they are simple to implement and in 
most cases, they constitute good alternatives to the computa- 
tionally more complex vector quantization algorithms like the 
LBG and ECVQ [l], [2]. The geometric regularity of lattices 
allow very fast quantization algorithms, and there are already 
efficient algorithms for several well-known lattice structures 
[31-[71. 
Dithering was first applied by Roberts [8] to image coding. 
It was seen that by adding an independent random variable 
called dither before the quantization and subtracting after it, 
the perceptual quality of the image improves substantially. 
After that pioneering idea, there has been considerable work 
on the theory and applications of dithering. Dithered quan- 
tizers were theoretically analyzed by Schuchman [9] using 
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the so-called characteristic function method which uses the 
Fourier transform of the input probability density function 
(pdf). An analysis of the undithered uniform quantization was 
provided by Sripad and Snyder [lo], using a similar style. 
More recently, Lipshitz et al. [ l  11 published an excellent 
survey on quantization and dither. Gray and Stockham [12] 
gave new insightful proofs for the cases of subtractive and 
nonsubtractive dithering. 
In this paper we use the idea of dithering in lattice quanti- 
zation. The idea has already been introduced by Ziv [13] as a 
means of universal quantization. Interesting results on the rate 
distortion efficiency of dithered lattice quantizers have already 
been obtained by Zamir and Feder [14]-[17], and by Linder 
and Zeger [18]. In this paper our major concern is the analysis 
of the lattice quantization error for dithered and undithered 
cases. The only overlap between our work and the literature 
that we are aware of is Theorem 5 .  This was also reported 
by Zamir and Feder as a small part of their recent paper [ 161. 
Even in our work, this result, independently found by us, is 
only a minor ingredient. 
In Section 11, we review some preliminaries and definitions 
pertaining to lattice quantization. In Section 111, we provide 
exact analysis of the lattice quantization system. This can 
be regarded as a multidimensional extension of the work 
in [lo]. The main tool, accordingly, is again Fourier series, 
but this time multidimensional. Since lattices are uniform 
structures, there is inherent periodicity in the error statistics, 
which motivates the use of multidimensional Fourier series. 
However, unlike in the one-dimensional case, the choice of 
lattice is no longer unique and there exist optimum lattices 
in the sense that they minimize the familiar dimensionless 
second moment [ 191. After giving the exact relationships 
between input and error probability densities, we consider 
dithered, or so called randomized lattice quantization schemes. 
As in one-dimensional case [ 111, we investigate the possibil- 
ity of rendering error statistics independent from the input. 
Section IV covers subtractive dithering where an appropriate 
random vector is added before the quantizer and subtracted 
after it. In Section V nonsubtractive dithering is examined. 
Section VI is devoted to finding optimum linear time invariant 
pre- and post-filters to be used in conjunction with dithered 
lattice quantizers. 
Demonstration of the Perceptive Advantages 
of Vector-Dithering in Image Coding 
For motivational purposes, we show in Fig. 1 a demon- 
stration of the improvement of perceptual quality in image 
1057-7130/96$05.00 0 1996 IEEE 
812 IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS-I1 ANALOG AND DIGITAL SIGNAL PROCESSING, VOL. 43, NO. 12, DECEMBER 1996 
compression achieved by the use OF vector-dithered lattice 
quantization. Fig. l(a) shows the original 8 b/pixel, 512 x 
512 image of Lenna. Fig. l(b) shows the output of a lattice 
quantizer with dimension 24. Vectors are formed by taking 4 
x 6 blocks. The bit rate is about 0.4 b/pixel. Fig. l(c) shows 
the quantization error. Fig. l(d) shows the output of the same 
lattice quantizer but with subtractive dithering. The bit rate is 
about the same. The corresponding quantization error is shown 
in Fig. l(e). It is clear that the lattice quantization error in 
Fig. l(c) is highly correlated with the input while the dithered 
quantization error in Fig. l(e) seems cmpletely uncorrelated 
the input and uniform. The output of dithered lattice 
zer is perceptually more pleasant than that of undithered 
one. 
Summary of the main results of the paper: 
1) In Section 111 we provide the necessary and sufficient 
condition for the quantization error of an undithered 
lattice quantizer to be uniform in its quantization basic 
cell. This is the so-called Nyquist-V condition, where 
V is the lattice generator matrix. We provide exam- 
ples and general classes of random vectors that satisfy 
this condition (Section 111-A). We then examine the 
error statistics when the input is arbitrary (Section III- 
B). 
2)  We next consider subtractive vector dithering, and es- 
tablish the necessary and sufficient condition for the 
quantization error to be statistically independent of the 
input, and be uniform in the quantization basic cell. A 
comparison of the dimensionless second moment of lat- 
tice quantizers [ 191 is then given. A necessary condition 
for a lattice quantizer to have minimum dimensionless 
second moment (among all lattice quantizers of the same 
dimension) is established (Theorem 5). 
3) For nonsubtractive vector dithering, first- and second- 
order moments of the quantization error conditioned 
on the input vector are derived (Section V). Neces- 
sary and sufficient conditions for these moments to 
be independent of the input are provided. Examples 
of nonsubtractive &ther vectors satisfying the moment 
independence conditions are given, and the dither that 
produces the minimum error for a given lattice is dis- 
tinguished (Theorem 7). 
4) In Section VI we consider the use of a linear prefilter 
prior to the lattice quantizatioin of a wide sense sta- 
tionary (WSS) vector random process ~ ( n ) .  Under the 
assumption that the lattice quantizer satisfies certain mild 
conditions, we will derive an expression for the best 
choice of prefilter, as a function of the power spectral 
density matrix of the input process. We will also clarify 
the similarity and differences between this problem and 
the problem of designing optimal biorthogonal subband 
coders. 
11. mLIMINARIES AND 1)EFINITIONS 
Let RD and Z D  denote the D-dimensional Euclidean space 
of real numbers and the D-dimensional space of integers re- 
spectively. Let V = [VI v 2  . . . VD] be a nondegenerate 
Fig. 1. Demonstration of the perceptual advantages of dithered lattice q u a -  
tizers. (a) Onginal image of Lenna, 512 x 512, 8 b/pixel. (b) Output of lattice 
quantizabon with dimension 24, bit rate = 0.4 b/pixel. 
lattice base in RD. The lattice is the set of vectors defined as 
L(V) = {x:x = Vn, n E 2”). (2.1) 
Fig. 2 shows an example of a lattice in two dimensions. 
In lattice quantization, the codewords are the lattice points. 
The partition of the space for decision regions can be done 
in many ways. This partitioning can be uniform, i.e., each 
codeword may have the same quantization cell called a basic 
cell (defined below) [20]. From the necessary conditions 
for distortion-minimal quantizers [ 11, the quantization cell 
should be the so called Voronoi region [21] which is defined 
below. The resulting uniform partition is also known as the 
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(e) 
Fig. 1. (Continued.) Demonstration of the perceptual advantages of dithered 
lattice quantizers. (e) Error of the dithered lattice quankation. 
Fig. 2. Lattice example in 2-D. The heavy dots are the points on the lattice. 
( 4  
Fig. 1. (Continued.) Demonstration of the perceptual advantages of dithered 
lattice quantizers. (c) Error of the lattice quantization. (d) Output of the same 
lattice quantization with subtractive dithering, bit rate is about the same. 
nearest-neighbor partition. Note that, from the same necessary 
conditions, codewords should be the centroids of the quan- 
tization cells with respect to the given distortion measure 
and the input probability density function. However, as in 
the uniform scalar quantization, one chooses lattice points 
as reproduction points avoiding the knowledge of probability 
density function. 
If overflow is avoided at all times, then we have a periodic 
structure for the quantization error and the tools of the follow- 
ing analysis are applicable. In this paper, overflow is always 
assumed to be avoided. If one uses entropy coding 1221 after 
the quantization, or if the given density has finite support, the 
resulting bit rate will be finite and by scaling the lattice one 
can tradeoff bit rate against distortion. 
Dejinition 1: A basic cell of a lattice L(V): Let P be 
a region in RD such that any x E RD can be written as 
x = xo + Vn for a unique xo E P and n E Z D .  Then P 
is called a basic cell of the lattice L(V). It is also said to 
generate a tiling of RD with respect to V. 
This definition does not imply that a basic cell is convex. In 
fact, one can partition a convex basic cell into subregions, and 
then translate each of these subregions by some distinct lattice 
vectors. The resulting nonconvex region is another basic cell. 
Dejinition 2: The Voronoi region of a lattice point xo E 
L(V) is the set of points that are nearer (with respect to 
Euclidean distance) to that point than to any other lattice point. 
That is, 
b'n E Z D } .  (2.2) VOR(x0) = {x: IIx -xoll 5 (Ix - Vnll, 
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(b) 
Fig. 3. (a) Voronoi regions for the lattice in Fig. 2 The shaded region is 
VOR(V) (b) SPD regions for the lattice in Fig. 2. The shaded region is 
SPD(V). 
The Voronoi region of the lattice point 0, VOR(O), will 
be denoted by VOR(V) for convenience. Fig. 3(a) shows the 
VOR(V) of the lattice given in Fig. 2. 
The Euclidean &stance, used in the definition, leads to the 
mean square error as a distortion measure. In this paper, our 
interest will be only in the mean square error. 
DeJnition 3: The Symmetric Parallelpiped of a lattice point 
xo E C(V) is defined as [23] 
X:X = xo +VU, VU E 
We will denote the Symm 
lattice point 0, SPD(O), b 
SPD(V) of the lattice give 
It can be verified that both VOR(V) and SPD(V) are basic 
cells of the lattice C(V) as long as some modifications are 
done to the boundary points in order to satisfy the unique 
requirement in the definition of a basic cell. Furthermore, 
are symmetric with respect to the origin. 
elpiped region of the 
Definition 4: A lattice quantizer Q(P0, V) with the lattice 
quantization basic cell PO is a nonlinear 
to C(V) as given by the relation 
Q(x) = Vn (2.4) 
V) * 
DeJnition 
of a lattice L 
of a random vector th 
If P = VOR(V), we will 
f (0)  is Nyquist-A if f (  
a constant and S(n) is dirac delta function, which is 1 when 
n = 0, and 0 otherwise. 
DeJnition 7: A Nyq 
characteristic function 
where U is the generating matrix of 
Note that, by definition 
equivalent of the Nyquist con 
analysis provided in Section I 
(2.9) appears in the expressio 
of the error vector. Example 
the context, we will just say 
and their characteristic functi 
Define the error vector of a lattice quantizer, Q(P0, V),  as 
e = x - Q(x). From the definition of the lattice quantizer, 
this error necessarily lies in PO. Each error vector e E PO 
is produced by infinitely many input vectors of the form 
e + Vn, n E Z D  (see Fig. 4). Note that the error itself is one 
of these input vectors. Hence, the probability density function 
of error vector is 
One can find the Fourier series expansion, &(e), of fE(e) 
with respect to the lattice generator matrix V and express it 
in the following form 
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Fig. 4. Error in lattice quantization. (a) An error vector e,  and an input 
vector x that produces it. (b) A different input vector producing the same 
error vector. 
The restriction of &(e) to the basic cell PO is fE(e). For 
a brief summary of the relation between multidimensional 
Fourier series and Fourier transform see Appendix A. For fur- 
ther details of multidimensional Fourier series representation, 
the reader is referred to [24]. 
Theorem I: The quantization error of a lattice quantizer 
Q(P0, V) is uniform in PO, that is 
(3.3) 
if and only if the input vector x is Nyquist-V, that is 
@x(Un) = S(n). 
Pro05 From the properties of Fourier series, we know 
that &((e) in (3.2) is a constant for all e if and only if the 
Fourier series coefficients @x(Un) = 0,Vn # 0. Thus fE(e), 
the restriction of fE(e) to PO, is constant in PO if and only if 
If PO = VOR(V) and if the condition of the theorem is 
satisfied, then E[e] = 0 because VOR(V) is symmetric with 
respect to the origin, and E[eeT] = GD(VOR,V), where 
GD(VOR,V) is defined as in (2.6). 
A. Nyquist-V Random Vectors 
random vectors: 
@x(Un) = S(n). 0 
The next theorem shows some general classes of Nyquist-V 
Theorem 2: The following random vectors x are Nyquist-V 
and therefore have uniform quantization errors in the quanti- 
zation basic cell PO when quantized by a lattice quantizer 
Q(po, V) : 
1 )  x is uniform in any basic cell P of the lattice L(V). 
2 )  x is piecewise uniform in an arbitrary union of nonover- 
lapping basic cells of L(V), that is 
ci, x E Pi; 
elsewhere (3.4) 
where c,’s are positive and E, c; = m. 1 
3) x is a sum of several independent random vectors, one 
of which is Nyquist-V. 
Proof: 
1 )  Let Q(P0, V) be a lattice quantizer with the basic cell 
PO = P. Then, Q ( x )  = 0,  and therefore e = x .  Hence 
e is uniform in PO. By Theorem 1 ,  x is Nyquist-V and 
therefore it has a uniform quantization error in PO even 
if it is quantized with a lattice quantizer Q(P0, V )  with 
Po # p .  
2) Writing the characteristic function explicitly we have 
caeJXTUndx (by nonoverlapping 
= CJ, 
assumption) 
= ldet VI c,S(n) (from part 1) 
i 
= S(n). (3.5) 
3) Let x = v + z, where v and z are independent. Then, 
@x(O) = @v(fl)@z(O). Therefore, 
@x(Un) = @v(Un)@z(Un) = S(n) if 
@v(Un) = S(n) or @,(Un) = S(n). (3.6) 
Hence, if one of v or z is Nyquist-V then the sum is 
Nyquist-V as well. The extension to arbitrary number 
of independent random vectors is straightforward. 0 
Example 1: If x is uniform in SPD(V) or VOR(V), then 
it is Nyquist-V because both SPD(V) and VOR(V) are basic 
cells of the lattice L(V).  
The importance of Theorem 1 rests on the fact that we 
can make any given input vector satisfy the Nyquist condition 
by applying dither subtractively (Section IV). If the dither is 
Nyquist-V and independent of the input (which is quite easy 
to manage as we will see) then from Theorem 2, part 3 the 
dithered random vector is Nyquist-V as well. 
B. Error Statistics when the Input is Arbitrary 
What if the input vector is not Nyquist-V and we do not 
want to manipulate it by a dither? In that case, we have the 
following theorem that states the expected value of any funtion 
of the error vector e: 
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Theorem 3: Let e be the error vector of a lattice quantizer 
Q ( Po, V) . Let g (e) be an arbitrary function of e. The expected 
value of g(e) is E[g(e)] = C,c,@x(Un) where c, = 
3eTUnde. 
,d& SP0 dele- 
Pro08 
[g(e)l = Lo g(e)fE(e)de 
n 
(3.7) 
as claimed. Note that g(e) and therefore c, can be a vector or 
even a matrix. We assume that interchanging the infinite sum 
0 
Corollary 1: Error moments: For any random vector x, the 
first and second-order moments of the quantization error e of 
a lattice quantizer Q(VOR, V) are 
and the integral in the above proof is permissible. 
E[eeT] = GD(VOR, V) + Cn@x(Un) (3.8) 
n#O 
where 
c,  = ~ 
c, = - e. 
(3.9) 
Pro08 Apply Theorem 3 with Po = VOR(V) to g(e) = 
e and g(e) = eeT, repectively. Because of the symmetry 
of VQR(V), CO = 0. Moreover, GO is what we defined as 
Note that if x is Nyquist-V, all the terms of the infinite 
GD(VQR, V) in (2.6). 0 
summations in (3.8) vanish in view 
IV. SUBTRACTIVE DITHERING 
input vector x. Adding this 
vector is e = x - 
that, this error is the same 
error for an input vector x 
x + v is Nyquist-V whenever v is Nyquist-V and from 
Theorem 1, it follows that the quantization 
in the quantization basic cell, PO. However 
the following theorem shows. 
v V 
A 
X X =  Q( X+V) - v 
I 
Fig. 5. Subtractively dithered latkce quanhzer. 
Theorem 4: In the subtractive quantization scheme of 
Fig. 5 ,  the error vector e is statistically independent of the 
input vector x and uniformly distributed in PO if and only if 
the dither v is Nyquist-V, that is @v(Un) = 6(n), where 
U = 2nV-T. 
Notice that, in the theorem statement, the error vector is 
to be independent of the input vector for all possible source 
statistics. 
Pro03 Let U = x+v.  The conditional density of U, con- 
ditioned on x, is fUlx (u/x) = f v  ( U-x) and the correspond- 
ing characteristic function is @ ~ / x ( f t )  = @v(0)eJQTx. 
Hence using (3.2), we can write the conditional density func- 
tion of the error vector as 
for e E PO and 0 elsewhere. One can think of this as 
the nonseparable discrete Fourier transform of the sequence 
@v(Wn)e-JeTUn, x being the transform domain vector. 
Hence from the uniqueness of Fourier transform, this is 
independent of x if and only if @V(Un)e-JeTUn = 6(n) 
0 
If Po = VOR(V) and the condition of the theorem is 
satisfied, then E[e] = 0 and E[eeT] = Go(VOR, V),  where 
GD(VOR,V) is defined as in (2.6). 
which is equivalent to @v(Un) = 6(n). 
st-V Dither Vecto 
In Theorem 2, we provided some classes of random vectors 
that are Nyquist-V. Any such vector will serve as a dither 
vector as long as it is independent of the input vector x. 
In particular, as given in Example 1, we can use a dither 
vector that is uniform in SPD(V) or VOR(V). The one that 
is uniform in SPD(V) is relatively simple to generate and a 
method for generating such a dither is given next. 
Generation of a Nyquist-V vector: We will show how to 
obtain a random vector that is uniform in SPD(V) and 
qusit-Vi. First generate 
les z1,z2, . . . , Z D  each 
rm the vector z = [zl z2 
vector v = V z  is Nyquist-V because 
@ v ( u n )  = [e3vTUn1 = [e3zTVTUn 1 
"1 = 6(n). (4.2) 
Since the error vector of a lattice quantizer Q ( PO, V) can be 
made uniform in PO by applying a Nyquist dither subtractively, 
we will give our attention to the moments of that error. All 
of the results stated below can actually be viewed as the 
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properties of the underlying lattice, but the reader should keep 
in mind that they become the properties of the quantization 
error if the input is Nyquist, or if a Nyquist-dither is added to 
Fact 2: Let Q(P0, V) be an orthogonal lattice quantizer, 
that is let the generator matrix V satisfy (4.3). Then, 
1 the input prior to quantization and subtracted after it. .i(Po,V) 2 12 (4.6) 
B. PerJomnce Comparison of Lattice Quantizers 
Note that GD(Po, V), the second moment of the error 
of a lattice quantizer Q(P0, V) with Nyquist-V input, is a 
positive definite uare 
T ~ ( G D ( P o ,  VI). 
whose generator matrix V satisfies 
with equality if and only if VVT = ldet VJ21DI and PO = 
VOR( V). 
The following result is on the performance of lattice quan- 
tizers whose quantization basic cells are SPD(V) rather than 
previous one, where we assumed V was orthogonal. Here, 
there is no assumption On v. 
matrix. The total mean 
of the quantizer is the trace of this matrix: q l e l l  3 1 = VOR(V). Note that this result is not a special case of the 
Orthogonal lattices: An orthogonal lattice is a lattice 
Fact 3: Given a lattice generator matrix V, 
1 
ai(SPD,V) 2 - (4.7) (4.3) 12 VVT = ldet V12/DA 
where A is a diagonal matrix with diagonal elements A, > 0. 
To reserve the determinants of both sides of (4.3) we have 
n;=,xt B = 1. 
Notice that, an orthogonal lattice quantizer with VOR(V) 
as its basic cell can be considered as a collection of scalar 
uniform quantizers for each dimension with possibly different (SPD) = 1 Tr ( &VVT) 
step sizes. We note the following result on the second mo- 
With equality if and only if VVT = ldet Vl2IDI. 
Proof: By making a change of variable as in the proof of 
Fact 1 in Appendix B, it is easy to see that GD(SPD,V) = 
&VVT. Hence, 
Dldet VI2ID 
ment matrix, GD(VOR, V), of an orthogonal lattice quantizer 
Q(VOR, V): 
ldet VVT I l / D  (see below) 1 
12ldet VI2ID 
1 - - Fact I :  If the lattice L(V) is orthogonal, that is VVT = 
ldet VI2IDA, then 12’ (4.8) 
1 
GD(VOR,V) = -ldetV12/DA. 12 (4.4) 
See Appendix B for the proof. As a special case, if VVT = 
ldet VI2IDI, then GDVOR(V) = &Idet VI2IDI, and there- 
fore ~ E [ ~ ~ e ~ ~ 2 ]  = &ldetV12/D. Taking this as a reference, 
we can compare the performances of other lattice quantizers. 
We will normalize the total mean square error per dimension of 
any lattice quantizer Q(P0, V) by (det V(2/D, giving a proper 
figure of merit for lattices of different volume and dimension 
D. 
Dejinition 8: The dimensionless second moment of a lattice 
quantizer Q (PO, V), denoted by a& (PO, V), is defined as 
where GD(PO,V) is as in (2.6). 
The quantity a%(Po, V) also comes out of high bit rate 
analysis of lattice quantizers [19], [25], [18]. It is proven in 
[ 181 that for an undithered lattice quantizer, as the unit volume, 
Idet VI of a quantizer Q(P0,V) goes to 0, the normalized 
mean square error approaches the limit a; (PO, V). The name 
dimensionless second moment is used in [ 191. 
The following fact is on the performance of orthogonal 
lattice quantizers. The reader is referred to Appendix B for 
the proof. 
The inequality follows from the AM-GM inequality and the 
Hadamard inequality [23] as explained next. The diagonal 
elements of the positive definite matrix VVT are positive. 
Hence, their arithmetic mean is greater than or equal to 
their geometric mean. And by the Hadamard inequality, the 
product of the diagonal elements is greater than or equal to 
the determinant of VVT. The former is an equality if and only 
if the diagonal elements of VVT are the same and the latter is 
an equality if and only if VVT is diagonal. Hence, the result 
follows. 0 
As we noted before, for a given lattice L(V), the minimum 
dimensionless second moment is achieved by the basic cell 
VOR(V). One can ask the question: among all the lattices 
in RD, what is the optimum lattice that will minimize the 
dimensionless second moment 0% (VOR, V)? This question 
turns out to be theoretically very challenging. The answer is 
not known for arbitrary D and there is no proof of optimality 
for dimensions higher than 3 (see for example, [5]). 
Examples of Optimum Lattices 
second moments. 
Here are some lattices that have minimum dimensionless 
Case where D = 1. The only lattice is the points of the 
form An,Vn E 2, A E R. Any basic cell P has a total 
length of A Obviously, the minimum dimensionless second 
moment is achieved by VOR( A) = [ - +,e) and its value 
is a:(VOR,A) = A. 
Case where D = 2. The optimum lattice that minimizes 
a&(VOR, V) is the one whose VOR(V) is the regular 
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X A 
hexagon [26]. A generating matrix for this lattice is 
(4.9) 
The unit volume of the lattice is: ldet VI = 9. By 
explicitly evaluating integrals, we have 
(4.10) 
where I is 2 x 2 identity matrix. The corresponding di- 
- 0.080 18754. Compare this to that of optimum 3
one-dimensional lattice: a?(VOR, A) = $ = 0.0833. . . 
Case where D = 3. The optimum lattice is the body- 
centered cubic lattice, also called the truncated octahedron 
as is proven by Barnes and Sloane [27]. This lattice has 
a;(VOR,V) = 4 = 0.0785433...  
192 Jz 
Case where D = 00. The limiting value of minimum 
a i ( V O R , V )  is [19], 
5 
24 E[eeT] = G2(VOR,V) = -I 
mensionless second moment is o;(VOR, V) = z / ~  5 3 & -  - 
1 
= 0.058 823 * * . . lim inf 5D = - 
D-EC 2ne 
(4.11) 2 1  
For a tabulation of lattices that have best known 
After the observation in (4.10) that Gz(VOR,V) is diag- 
onal with equal elements, these authors suspected that this 
might be true for any optimum lattice of arbitrary dimension. 
This turns out to be indeed the case, as elaborated in the 
next theorem. Assume the dimension D is given and we 
look at different lattices with the objective of minimizing 
the dimensionless second moment a; (PO,  V). Hence the 
quantization basic cells are chosen to be VOR(V) for each 
lattice generator matrix V. We have the following result: 
Theorem 5: For a lattice quantizer Q(P0, V )  to be opti- 
mum, that is, to have the minimum dimensionless second 
moment a;(Po,V), it is necessary that PO = VOR(V), and 
GD(VOR, V) = CI (4.12) 
where c = a i ( V O R , V ) / d e t V ( 2 / D  and I is the D x D 
identity matrix. 
Comment: Note that GD(Po,  V) is the second moment 
matrix of a vector e with uniform pdf in PO. By Theorem 
1, uniformity of the error in PO is equivalent to the Nyquist- 
V condition on the input vector x. This can be assured by 
applying an independent Nyquist-V dither subtractively, as 
seen from Theorem 4. 
During the preparation of this paper, the authors noticed 
that this result has appeared very recently in E161 and a proof 
has been provided in [ 151. Nevertheless, we provide our proof 
here for completeness and convenience. 
Proof: As we noted before, for any given V, the mini- 
mum dimensionless second moment is achieved by the quan- 
tization basic cell VOR(V). Hence we take PO = VOR(V). 
Define a new random vector z Q-lx for some nonsingular 
Q, and consider Fig. 6. Since x is on the lattie L ( V ) ,  the 
vector z is on the lattice L(Q-lV). We can therefore regard 
Fig. 6 as a lattice quantizer for the vector z, with the quantized 
ag(VOR,V) see [19]. 
values on L(Q-lV). Define the quantization errors e = x -x 
and f = z - 2. Then f = $-le. Since e is uniform 
in VOR(V), the error f is uniform in a basic cell, P of 
C(Q-lV).  Assuming that V is optimal for the dimension 
D ,  the dimensionless second moments should satisfy 
a;(P,Q-’V) 2 a i ( V O R , V ) .  (4.13) 
Observe that E [ f f T ]  = Q-lE[eeT]Q-T. Let us choose Q 
such that QQT = E[eeT], so E [ f f T ]  = I. Substituting the 
expressions 
and 
E[llel121 (4.14) 
D /det Vi2/ 
a i ( V O R , V )  = 
into (4.13), we can simplify it to 
Let A, be the eigenvalues of the Hermitian matrix QQT. 
Hence the determinant and the trace above are, respectively, 
the product and the sum of these eigenvalues. So the preceding 
equation is equivalent to (n,=, ~ , ) 1 / ~  2 $ E,”=, A,. Since 
by construction QQT is positive definite, A, > 0 for all i. 
We can therefore apply the AM-GM inequality to conclude 
& E,”=, A, 2 (nI,”=, A,) l /D.  The preceding two inequalities 
on {A,} can be simultaneously true if and only if A, is identical 
is Hermitian, this proves that QQT = A I .  
So we have proved that E[eeT] = X I .  Combining this with 
the definition of aL(VOR, V) we obtain (4.12) indeed. 0 
D 
V. NONSUBTRACTIVE DITHERING 
In subtractive dithering, one should regenerate the dither 
vector exactly at the reconstruction end. This is, in most cases, 
undesirable. The easiest remedy is not to subtract the dither 
vector, and this results in the nonsubtractive dithering scheme. 
Referring to Fig. 7, we define the error vector to be e = x - 
Q(x+v). The error is no longer a periodic function of the input 
and therefore we do not have a periodical relationship between 
the error and the input pdf‘s similar to (3.1) or (3.2). Hence, 
as can be shown, the error cannot be rendered statistically 
independent from the input. However, the moments of the 
error can be rendered independent from the input as will be 
elaborated next. This result is the generalization of the well- 
known one-dimensional nonsubtractive dithering result [ 1 11, 
[12]. First we will give a lemma that will express the relevant 
moments in terms of gradients of a function of dither. 
Let V and VVT denote the first- and second-order 
gradient operators operating on functions of D variables, 
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x k  Q($ V) x=  Q( x+v) 
Fig. 7. Nonsubtractively dithered lattice quantizer. 
(5.1) 
Let z be a random vector that is uniform in the quantization 
basic cell PO of the lattice quantizer Q(’P0, V). Let fv(v) and 
fz(z) be the pdf’s of v and z, respectively. By definition 
Lemma 1: The first and second moments of the error vector 
e of a nonsubtractively dithered lattice quantizer Q(P0, V) 
conditioned on the input vector x are 
(5.3) 
J n  
J n  
where 
H ( Q )  = h(x)e-joTxdx h(e) = fv(e) * fz(-e). 
(5.5) 
Remark: Note that the extension of the above result to 
higher moments is straightforward by defining the correspond- 
ing operators in an obvious way. However, our interest will 
only be in the first- and second-order moments. 
Proof Since we do not subtract the dither after the 
quantizer, the reproduction points are the lattice points of the 
form Vn. That is, Q(x+v) = Vn for some n E Z D .  Hence, 
the corresponding error vector is e = x - Vn. Note that, given 
x, this is a discrete random vector. It has the probality mass 
function 
s 
PE/X(X - Vn) = FYob{Q(x + V) = Vn} 
= Prob{x + v = xo + Vn, xo E PO} 
=/ fv(v)dv (5.6) 
’Po(Vn-x) 
where Po(Vn - x) denotes the translated region of PO by the 
vector Vn - x. Using the artificial random vector z defined by 
the pdf in (5.2), one can express the preceding as a convolution 
P E , ~ ( X  - Vn) = (det VI fv(v)fz(v - Vn + x)dv. 
(5.7) 
s 
Hence, 
PE/X(e) = ldet VI / fV(v)fi(v + e)dv 
= ldet VI h(-e) (5.8) 
where 
Now, the first-order moment of the error vector is 
= (x - Vn)ldet Vlh(-x + Vn) 
n 
= g(x + vn) (5.10) 
where g(x) is defined as Jdet Vlxh(-x). The Fourier trans- 
form of g(x) is, G ( Q )  = $Idet VlVH(-Q), where H ( Q )  is 
the Fourier transform of h(e), that is 
H ( Q )  = @v(-Q)@z(O). (5.11) 
By using the Fourier series representation, (see Appendix A), 
one can write (5.10) as 
n 
E[e/x] = - G(Un)e-jXTUn (5.12) 
IdetVI 
which reduces to (5.3). The derivation of (5.4) is through the 
0 
Using these results and noting the uniqueness property of 
Theorem 6: Consider the nonsubtractive quantization 
1) The first-order moment of the error vector is independent 
of the input if and only if VH(R) is Nyquist-U, that is 
VH(Un) = cS(n). 
2) The second-order moment matrix of the error vector is 
independent of the input if and only if VVTH(Q) is 
Nyquist-U, that is VVTH(Un) = C6(n). 
If the corresponding conditions are satisfied then, 
same steps and is omitted. 
Fourier series, the next theorem follows. 
scheme of Fig. 7. Let H ( Q )  be as in (5.11). 
E[e/x] = E[e] = E[z ]  - E[v] 
(5.13) 
~ [ e e ~ / x ]  = ~ [ e e ~ ]  = ~ [ ( z  - V)(Z - v ) ~ ]  
respectively, where z is uniform in PO and indepedent of v. 
Remark: If the conditions are satisfied with a symmetric ba- 
sic cell PO, then E[e] = -E[v], and E[eeT] = GD(P0, V) + 
E[vvT], where G D ( ’ P ~ ,  V) is defined as in (2.6). In particular, 
if ’PO = VOR(V), then E[eeT] = GD(VOR, V) + E[vvT]. 
Proot The necessary and sufficient conditions follow 
from Lemma 1. If the corresponding conditions are satisfied, 
then 
E[e] = ,VH(O), and E[eeT] = -VVTH(0) (5.14) 
respectively. Now, by (5.9), h(e) can be considered as the pdf 
of a random vector v - z, where z is independent from v and 
uniform in PO. Hence, from the moment generating property 
of characteristic functions, we have 
1 
1 1 
3 J 2  
-VH(O) = E[. - v] 
j 
and 
1 -VVTH(0) = E [ ( z  - V)(Z - v)’]. (5.15) 
0 
j 2  
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Example 2: Let v be any Nyquist-V random vector, that 
is, @v(Un) = S(n). Then the condition for the first part of 
the theorem is satisfied. To see this 
V H ( 0 )  = @ v ( - a ) V @ z ( a )  - @z(O)V@.~(-f2) .  (5.16) 
Since @Z itself is Nyquist and @V is chosen to be so, VH is 
Nyquist as well. Hence E[e/x] = E[e] = E[z] - E[v]. This 
is zero if i) the dither is uniform in the quantization basic cell 
or ii) the dither is uniform in any symmetric basic cell and 
the quantization basic cell is symmetric. The dither vector that 
is uniform in SPD(V) satisfies the condition of the theorem 
and it produces zero-mean error if the quantization basic cell 
is symmetric. 
Example 3: Let v = z1 + 2 2  where z1 and z2 are inde- 
pendent random vectors each of which is Nyquist-V. Then 
the condition for the second part of the theorem is satisfied, 
because 
VV ' H (a) 
= V(@v(-a)V'@z(a)  - @z(a)VT@v(-f2)) 
= @V(-a)VVT@Z(a)  - V@+f2)VT@Z(f2) 
- V@z(a)VT@v(-f l )  + @z(fl)VVT@+a). 
(5.17) 
The first term is Nyquist because, @v, being the product of 
two Nyquist functions, is Nyquist. From the previous example, 
V@V is also Nyquist and, therefore, second and third terms 
are Nyquist. Since @z is given to be Nyquist, the last term is 
Nyquist too, making VVTH Nyquist as desired. Hence, 
E[eeT/x] = E[ee*] = E[(z - v)(z - v)']. (5.18) 
If the quantization basic cell and the regions of supports of the 
random vectors z1 and z2 are symmetric with respect to the 
origin, then E[eeT] = E[zz' + vvT] = E[zzT] + E[zlzT] + 
E[zzzT]. Note that, the dither in this example satisfies the 
condition for the first part of the theorem as well, hence 
the first-order moment is also independent of the input. In 
particular, notice the following special cases. 
Assume the quantization basic cell, PO is symmetric with 
respect to the origin: 
i) if both z1 and z2 are uniform in SPD(V), then 
1 
6 
E[eeT/x] = E[eeT] = GD(Po,V) + -VVT (5.19) 
ii) if both both z1 and z:! are uniform in PO, then 
~[ee' lx] = ~ [ e e ~ ]  = ~ G D ( ~ O , V ) .  (5.20) 
Assume, we use a dither as in Example 3, which satisfies 
the first and second-order moment independence conditions. 
Among all such schemes, the minimu a1 mean square error 
is achieved by using the lattice quantizer with PO = VOR(V), 
and a dither vector that is sum of two independent vectors that 
are uniform in VOR(V) as in the second special case given 
above. The resulting total mean square error is three times that 
of the subtractive dithered quantization and that is true for any 
dimension D. Making use of Theorem 5 on optimum lattices, 
we have the following result: 
Theorem 7: Let V be the generating matrix of the opti- 
mum lattice (i.e., the lattice with minimum a&(VOR, V)) .  In 
subtractive dithering, the minimum total mean square error is 
achieved by any dither that is Nyquist-V. In nonsubtractive 
dithering, among all hthers as in Example 3, the minimum 
total mean square error is achieved by the optimal lattice V,  
and by the dither that is the sum of two independent Nyquist-V 
vectors each of which is uniform in VOR(V). The resulting 
second moment matrices are 
~ [ e e ~ ]  = G ~ ( V O R ,  V) = i (VOR,V)jdet  V121DI 
(subtractive dithering) (5.2 1) 
(nonsubtractive dithering). (5.22) 
E[ee*] = 3Go(VOR,V)  = 3a i (VOR,V) jde tV/2 /DI  
Necessary and SuJyicient Condition for Total 
Mean Square Error Independence 
In Theorem 6, we gave the necessary and sufficient condi- 
tions for the first-order moment vector and the second-order 
moment matrix of the error t independent from the input. 
One can desire to make the total mean square error, E[lle112] 
instead of the second-order matrix, E [e.'] independent from 
the input. The following corollary to Theorem 6 states the 
necessary and sufficient condtion for this weaker requirement: 
Corollary I :  In the nonsubtractive quantization scheme of 
Fig. 7, the total mean s uare error is independent of the 
input vector, i.e., E[lle11 /XI = E[lle112], if and only if 
Tr(VV'H(0)) is Nyquist-U, that is Tr(VVTH(Un)) = 
dS(n). 
If the quantization basic cell is symmetric with respect to 
the origin and if the above condition holds, then E[lle11 ] = 
E[IIZ~~~]  + [llvl12] = Tr(GD(P0, V)) + E [ ~ / v \ / ~ ] ,  where z is 
defined as in (5.2) and is independent of v. 
9 
2 
Proof: From (5.4) in Lemma 1, 
= ~ T r ( V V T N ( U n ) ) e 3 x T U n .  (5.23) 
J~ n 
Hence, by the uniquenes of Fourier series, the necessary and 
sufficient condition follows. If the condition is satisfied, then 
which leads to the result, since v and z are independent. 0 
E[lle11 2 ] = $Tr(VV'H(O)) = Tr(E[(z - V)(Z - v ) ~ ] ) ,  
Generation of the Dither Vector for  Nonsubtructive Case 
We need a random vector that is uniform in VOR(V) in the 
scheme of Example 3 to achieve minimum mean square error. 
Here is a simple method to generate such a vector: Obtain a 
dither vector z that is uniform in SPD(V) using the method 
given in Section 111-A. Quantize z using the lattice quantizer 
&(VOR, V). Take the dither vector v to be the quantization 
error: v = z - Q(z). Then v is uniform in VOR(V) because 
of Theorem 1. More generally, one can ge 
random vector in any basic cell P of the 
replacing the quantizer with Q (P , V) . 
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Fig. 8. PE- and post-filtering of a scalar process. Q denotes a uniform scalar 
quantizer. The optimum choice of the filter is the half-whitening solution. 
Remark: In subtractive dithering, any Nyquist-V dither 
produces an error that is independent of the input and uniform 
in the quantization basic cell. Hence the resulting mean 
square error is independent of the particular dither used. In 
nonsubtractive dithering, on the other hand, the total mean 
square error depends on the dither as well. In particular, the 
dither should be confined in as small volume as possible in 
order to obtain the lowest total mean square error. 
VI. OPTIMUM PRE- AND POST- 
FILTERING FOR L A ~ I C E  QUANTIZERS 
In traditional scalar quantization schemes where a random 
process ~ ( n )  is uniformly quantized, one assumes that the 
quantizer noise process e(n )  is WSS, white and has a power 
proportional to the input power. That is, e(n )  has a power 
spectral density See ( eJw) = CO:. With these assumptions, one 
considers the possibility of improvement of the noise level 
by prefiltering the input process before quantization and post- 
filtering it after the quantization with the inverse of the original 
filter (see Fig. 8). It is known [28] that the best prefilter F ( e J w )  
is given by 
and that the phase of F ( e J W )  is arbitrary. This is commonly 
referred as half-whitening since the power spectral density 
of the output of F ( e j w )  is d m ,  which is flatter than 
S,, (ej") but not completely flat. 
The assumptions that lead to the half-whitening solution are 
valid if the number of levels of the uniform quantizer is very 
large. However if one uses a dithered quantizer with proper 
choice of dither, then the assumptions are not only valid but 
are precisely true regardless of the bit rate. Hence the half- 
whitening filter is the optimum filter for a dithered quantizer. 
After making this elementary observation, we now ask the 
same question in the lattice vector quantization context: what 
is the optimum prefilter matrix F(eJ")  that produces minimum 
total mean square error? In this section we proceed to answer 
this question. 
Dithering of WSS vector random processes: Let x(n) be 
a WSS vector process with power spectral density matrix 
Sxx(eJw).  Let ~ ( n )  be a vector process independent of 
~ ( n ) .  Assume we add the two processes together and then 
quantize the sum at each time instant n with a lattice quantizer 
Q(VOR, V). After the quantization, we can either subtract the 
original dither process resulting in subtractive dithering or we 
can leave it as it is, resulting in nonsubtractive dithering. This 
is a generalization of Figs. 5 and 7, with all the vectors 
replaced by vector random processes. First consider the 
subtractive case. It is not difficult to see that, if the dither 
process is chosen to be iid and Nyquist-V, then the error 
A 
x(n) x (n) 
Fig. 9. Pre- and post-filtering of a vector process in conjunction with a 
dithered lattice quantizer. The lattice G(V) is the optimum lattice for its 
dimension. 
process e(.) = ~ ( n )  + ~ ( n )  - &(x(n) + v(n)) will be 
independent of ~ ( n )  and iid, with uniform distribution in 
VOR(V). Next, for the nonsubtractive case, if the dither 
process is chosen to be the sum of two independent random 
process each of which is iid and uniform in VOR(V), then 
the second moment of the error vector e will be independent 
of ~ ( n ) .  Assume that we are using the optimum lattice L(V) 
for the given dimension. Then from Theorem 7, we have 
E[e(n)eT(n + I C ) ]  = ai(VOR,V)ldetV12/DS(k)I 
E[e(n)eT(n + k ) ]  = 3ai(VOR, V)ldet V12/DS(k)I 
(subtractive dithering) (6.2) 
(nonsubtractive dithering). (6.3) 
Prefiltering of Dithered Lattice Quantization 
Assume we filter ~ ( n )  by F(z) before quantization and by 
F-l(z) after the quantization as shown in Fig. 9. Let Sqq(ejw) 
be the power spectral density of the dithered-quantizer noise 
process q(n) = U(.) - u(n). Then, by (6.2) and (6.3), it 
follows that 
(6.4) 
where c depends only on lattice. To be precise, c = 
a$(VOR, V)ldetV]2/D in subtractive case and c = 
3ai(VOR, V)ldet in nonsubtractive case. 
Assumption about the dependence of c on the input variance: 
Dithering analysis is valid only if the overflow is avoided. If 
the total bit rate is constrained to be fixed, then obviously 
there should be a relation between the unit volume ldet VI 
of the lattice L(V) and the statistics of the input. If the 
bit rate is defined by the logarithm of the total number of 
codewords, then the support of D-dimensional pdf of the 
process can not be infinite. If, on the other hand, the bit 
rate is defined to be the entropy of the quantized process 
then D-dimensional pdf can have infinite support as in the 
cases of well-known distributions like Gaussian, Laplacian, 
etc. Without going into the detailed discussion of the rate- 
distortion analysis of dithered quantizers, we are going to 
assume that the constant c in (6.4) is proportional to the total 
variance of the quantizer input, that is c = d02. Hence (6.4) 
becomes 
where a; is the total variance of u(n) in Fig. 9. 
Theorem 8: In the scheme of Fig. 9, assuming the relation 
(6.5), the optimum prefilter matrix that minimizes the total 
mean square error is given by 
F(e j " )  [A(eJw) ] -1 /4U 0 ejw (6.6) 
where A ( e J w )  is a diagonal matrix with positive elements, and 
U ( e J w )  is a paraunitary matrix, i.e., U t ( e J w ) U ( e J w )  = I , V u  
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[23]. The matrices U(e3") and A(e3") are related to the power 
spectral density Sxx(eJW) of x(n) as 
S,, ( e3") = Ut ( e3")A( e3")U ( eJw). (6.7) 
The resulting total mean square error is 
= 1: F-1(eJ")Sqq(e3")[F-1(e3")]tG dw
= d [: ,~F- ' (e3") [F- ' (e3") I t~  (6.9) 
dw 
= dcZTr/7r F-l(e3")[F-'(e3")ltG 
E[llel121 
-7r 
dw 
= dTr/" F( eJW) S,, ( e3")Ft (e3") - 
-7r 2n 
x Tr/* F-'(e""j[F-'(e3w)]t@ 2n 
-7r 
dw 
Tr(F(e3")S,,(e3")Ft (e3")) - 
= d 1 :  2n 
~ r ( ~ - l ( e ~ " ) [ ~ - l ( e l " ) l t )  
~~(F(e~")Sx,(e~w)pi(t""))Tr(F-l(eJ")[F-l  (e'")]t) "1 2 
2n 
Tr(F(eJW)S1(e3")F-'(e3"))- dw12 2n 
= d [l: Tr(S1 (e3"))  E] 
The first inequality is Cauchy-Schwarz inequality for integrals 
and the equality holds if and only if 
Tr(F(e3""),,(e3")Ft(e3")) 
= k'Tr(F-'(e3")[F-1(eJw)]t) for all w. (6.11) 
The second ineqality is another Cauchy-Schwarz inequality, 
applied to the following inner product spalce 
(A, B) = Tr(BtA),  (see for example, [29, p. 3601) 
ITr(BtA)I2 5 Tr(AtA)Tr(Bt 
Fig. 10 
IS the decorrelator filter matrix and the filters F I ,  F2, 
half-whitening filters for their inputs 
Optimum pre- and post-filtering in lattm quantizahon. U(eJw) 
, FD are the 
zlp-t+ Z -1 
0 
-1 q+ 
Fig. 11 
process. 
The vector process ~ ( n ) ,  obtained by blocking a scalar WSS 
H D  
I I > 
7E 2n: IC w 
D D  
_ _  
Fig. 12. 
system. 
A set of ideal filters to be used as the decomelahng paraunitary 
with equality if and only if A = kB. Letting A = F(e3") 
Sl(e3") and B = [F-'(ej")]t we have the second inequality 
and therefore the equality holds if and only if 
F ( e3 ") S 1 (el'") = k [F- l ( el")] (6.13) 
or equivalently, 
[Sl(e3")]-' = Ft(e3")F(e3") (6.14) 
where &(e3") is the spectral factor of Sxx(eIW), i.e., 
SXx(e3") = Sl(e3")Slt(eJ"). We can choose IC = 1 as it will 
not affect the final result. So, F(e3") should be a spectral factor 
of the inverse of the spectral factor of the positive definite 
matrix S,, ( el"). Note that, (6.1 1) is satisfied automatically 
if F(e3") is chosen as in (6.14). The filter defined given by 
(6.6) satisfies (6.14) as can be verified by direct substitution. 
Hence it is an optimal filter matrix with the resulting total 
mean-square error as in (6.8). When the dimension is 1, the 
solution reduces to the well known half-whitening filter as in 
(6.1). U 
Comment: The solution (6.6) can be understood in the 
following way: The optimum F(e3") is the cascade of two 
systems. The first system, TJ(e3"), which is a paraunitary 
filter bank, decorrelates the components of the vector process 
~ ( n )  (assuming zero-mean for simplicity). The second system, 
[A(eJ")]-1/4, is nothing but half-whitening of each of the 
decorrelated components! See Fig. 10. 
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e e > 
e e 5 
Fig. 13. The ideal filter bank of Fig. 12 is used as the decorrelating system. 
e 
e e 
e e 
n 
2 
0 
.. 
I e e I 
Fig. 15. Redrawing the system in Fig. 14 using the polyphase decomposition of the ideal filter bank. 
. . 
e a 
e e 
. 
-1 , 
Fig. 16. The final simplified form of the system when the input is the blocked version of a scalar WSS process. 
Prefiltered lattice quantization of scalar WSS processes: 
Assume now, that the vector process ~ ( n )  is formed by 
blocking a WSS random process x(n) [23] (see Fig. 11). 
Then one way to diagonalize the power spectral density is 
to use a set of ideal filters. Let {Hz(eJw)} be a set of 
ideal filters that have nonoverlapping frequency supports as 
shown in Fig. 12. Using these filters as in Fig. 13, it can be 
verified that the components after the decimation in Fig. 13 
are uncorrelated. It is not difficult to see that the set of half- 
whitening prefilters after the ideal filter bank is equivalent 
to one half-whitening prefilter preceding the ideal filter bank. 
Similarly, the set of corresponding postfilters followed by 
the ideal filter bank is equivalent to the ideal filter bank 
followed by one postfilter corresponding to the unblocked 
output (Fig. 14). This system can be redrawn as in Fig. 15 
using the polyphase representation [23]. By construction, the 
polyphase matrix E(eJW) is paraunitary. Let r(n) and U(.) be 
the input and output of the system E(eJ"). It can be shown 
(Appendix C of [23]) that E[uT(n)u(n)] = E[rT(n)r(n)].  
The quantity u: in (6.5) is E[uT(n)u(n)] with the assumption 
that the processes have zero mean. Hence u: is unaffected by 
the choice of E(eJW). So we can eliminate E(e3") and Et(eJu) 
and obtain the simplified form of Fig. 16. We have proved: 
Theorem 9: In the lattice quantization scheme of Fig. 9, 
if the input vector process ~ ( n )  is obtained by blocking a 
WSS scalar process x(n), then the optimum prefilter F(eJ") 
is equivalent to the scalar half-whitening filter applied to the 
input x(n),  as depicted in Fig. 16. 
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Relation to the Optimum Subband Coding Problem 
In subband coding systems, the channels are often quantized 
with one-dimensional uniform quantizers. Let u,(n) be the ith 
subband signal and q2 (n) the corresponding quantization noise. 
Since each of the channels is quantized separately, the total 
bit rate is the sum of bit rates of each channel. Let b, be the 
rate assigned to the channel i. In subband coding problems, 
the following is assumed 
(6.15) 
This assumption is justified when the bit rate is high and 
the overload effect is negligible [l]. The same constant c 
is assumed for all channels although, in [I] it is shown 
that c depends on the source statistics. For the prefiltered 
lattice quantization scheme we assumed (6.5). Since 5; = 
E:='=, this asumption implies 
D D 
(6.16) 
a=1 2=1 
Compare this with (6.15) which is traditionally used in sub- 
band coding with separate subband quantizers. Equation (6.15) 
yields 
T I  n 
(6.17) 
Thus the set of quantizer noise variances {Q:~} is assumed 
to be related to the set of quantizer input variances { o:% } by 
(6.16) in the prefiltered lattice quantizer, and by (6.17) in the 
case of traditional subband coding. These two assumptions 
create significant difference in the formulation and solution of 
these two problems, which should not, therefore, be compared. 
In particular, the line of reasoning which allowed us to reduce 
Fig. 15 into the simpler form of Fig. 16 will not hold in the 
traditional subband coding case. As mentioned earlier, the 
problem of optimizing the prefilter under the subband coding 
constraint (6.15) is equivalent to finding the best biorthogonal 
subband coder for a given input and a fixed number of channels 
D. This is outside the scope of this paper. 
VII. SUMMARY 
In tzlls paper we provided the error analysis of dithered and 
undithered lattice quantizers. In Section 111, we analyzed the 
lattice quantization system. In Section IV, we saw that, for 
any input, we can make the quantization error independent 
from the input and uniform in the quantization basic cell. 
We provided some results on the moments of the error and 
gave a necessary condition for a lattice to have minimum 
dimensionless second moment. Section V covered nonsub- 
tractive dithering of lattice quantization and we saw that 
we can make the moments of the error vector independent 
from the input. We gave one set of dither vectors that can 
be used in nonsubtractive dithering to achieve the first- and 
second-order moment independence conditions. Among them, 
we outlined how to choose a dither vector that results in 
minimum total mean square error. We saw that this dither 
should be a sum of two independent random vectors, each 
uniform in VOR(V), where V is the generator matrix of the 
optimum lattice for its dimension. We emphasized that the 
requirement to make the total mean square error independent 
from the input is weaker than the requirement to make 
the second moment matrix independent from the input. We 
provided two methods of generating Nyquist-V vectors, one 
for the dither that is uniform in SPD(V), the other for 
the dither that is uniform in VOR(V). The former was 
sufficient for all purposes in subtractive dithering and the 
latter was necessary to have minimum mean square error in 
nonsubtractive dithering. Finally, using the results on optimum 
lattices from Section Tv, in Section VI, we addressed the 
problem of optimum linear prefiltering of dithered lattice 
quantizers. With the assumption that the sum of the variances 
of the noise vector components is proportional to the sum 
of the variances of the input components, we came up with 
a general solution. In the special case of blocking one- 
dimensional WSS processes, we saw that our solution reduces 
to the scalar half-whitening filter. 
APPENDIX A 
The definitions of multidimensional Fourier transform, 
Fourier series and their interrelations are summarized here 
in a way most suited to our notations. Details can be found in 
many standard references, for example [24]. 
1) The MD Fourier transform of f(x) is defined as 
We see that the characteristic function (2.7) is therefore 
2) f(x) is said to be periodic-V, if f (x  + Vn) = f(x) 
for every x E RD and n E Z D .  Let P be a basic cell 
with respect to V,  and let U be the matrix generating 
the reciprocal lattice, that is, U = ~ T V - ~ .  Then the 
Fourier series coefficients of f(x) are given by 
@.x(i2) = F(-92). 
and the Fourier series representation of f(x) is given by 
(A.3) 
3 )  Relation Between Fourier Series and Fourier Transform. 
Let F(S1) be the FT of f ( x ) .  Define the periodic-V 
function g(x) = Ck fx(x + Vk).  and let {ck} be its 
Fourier series as defined above. Then the Fourier series 
coefficients { ck} are related to the samples of the Fourier 
transform, taken on the lattice generated by U. More 
precisely, 
1 
Thus, the periodic function g(x) can be expanded as 
F (  Uk) eJXT Uk (A.5) 
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APPENDIX B 
Proof of Fact 1: 
GD(VOR,V) = ~ eeTde 
ldet VOR(V) 
- 2 1 eeTde ldet  SPD(V) 
= -Idet 1 VI2fDA. 
12 
The reason for the second equality is that VOR(V) = 
SPD(V) for an orthogonal lattice. The third equality follows 
0 by a change of variable 6 = V-le. 
Proof of Fact 2: 
ai(P0,  V) 2 aL(VOR, V) (by definition of VOR(V)) 
1 
Dldet VI2fD 
1 
1 2 0  
Tr(GD(VOR, v)) - 
= -Tr(A) (by (4.3)) 
D =-CA; 1 
i=l 
1 2 0  
(arithmetic-geometric mean inequality) 
1 
12’ 
- - 
The first inequality can be viewed as an application of the 
necessary condition for an optimal quantizer: the partition 
of the space for a given codeword should be the Voronoi 
partition. It is not difficult to see that no other partitioning 
can give a better error. Hence, equality holds if and only 
if Po = VOR(V). The other inequality is an application 
of arithmetic-geometric mean inequality (abbreviated as AM- 
GM) [23] to the positive diagonal elements A,. Hence, the 
equality holds if and only if A, = e, Vi .  Finally, beacuse of the 
definition of A in (4.3), n,”=, A, = 1, implying c = 1. Hence 
0 the equahty holds if and only if A = I. 
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