The major drawback of the pessimistic approach is that propagation cannot proceed around cycles in the SSA graph. These cycles are typically the result of simple loops in the program, SSC finds more constants than the weaker algorithms, since SSC can propagate through loops. In Figure  10 , the variable i always has the value 1 at the bottom of the loop. The weaker algorithms get stuck on the loop and fail to discover this constant. Figure  12 shows a program in which the clef-use chain graph grows as N2.
Here each of several definition sites for each variable reaches each use site for each variable.
This does not occur in the SSA graph, since a d-function is inserted at the join node.
Nodes versus Edges
In the algorithms presented here, the ExecutableFlag is associated with the program flow graph edges rather than the nodes. Two nodes may be executable and there may be an edge between them, but that edge may not be traversable.
In Figure  13 , if p can be determined always to be false, then i (1) A variable may be passed by reference in two or more parameter positions of a single call to a subroutine.
(2) A variable that is global to a procedure maybe used by its name ancl also by a reference parameter in the call to the procedure. Must-aliasing of (a, b) implies that any assignment to either a or b is an assignment to both a and b. If a pair (a, b) is a may-alias, then on some execution of the program, a and b may refer to the same storage location. Aliasing is not necessarily transitive:
The existence of may-alias pairs (a, b) and (b, c) does not imply the existence of (a, c). Ma y-aliasing of (a, b) means that when a store to b occurs along a path from a store into A to a use of a, the value of b may reaclh the use of a (see the left side of Figure  15 ). We have used these five results to craft an algorithm that is efficient in both time and space, and yet finds a very broad class of constants. Moreover, we have shown how to use this algorithm to perform procedure integration and interprocedural analysis.
