The method of exchangeable pairs has emerged as an important tool in proving limit theorems for Poisson, normal and other classical approximations. Here the method is used in a simulation context. We estimate transition probabilitites from the simulations and use these to reduce variances. Exchangeable pairs are used as control variates.
Introduction
A basic computational problem of the theory of probability may be formulated in the following way. Let X and W be two finite sets and let ω be a function on X to W. We know (except possibility for the normalizing factor) the distribution of a random variable X taking values in X , and want to study the distribution of the random variable W = ω(X), perhaps to evaluate or approximate the expectation Ef (W ) with f a given real-valued function on W. Often X is a space of functions (in particular sequences or graphs) and W is a subset of R P . In typical situations, X is so large and complicated that direct computation of Ef (W ) is intractable. An example to keep in mind is the classical Ising model on an N × N × N size grid. Here X is the space of 2 N 3 labelings of the grid by {±1}. If W = ω(X) is the sum of all the grid labels (the so-called magnetization), direct or theoretical evaluation of EW is impossible e.g. when N = 10.
These problems can be studied by simulation methods such as Markov chain Monte Carlo. This paper discusses three techniques which can be used in conjunction with standard simulation procedures to get increased accuracy. The techniques are all based on creating exchangeable pairs (X, X ). These pairs give rise to classes of identities which suggest new estimators.
In Section 2, exchangeable pairs are introduced. The relation with reversible Markov chains is recalled. A basic identity for an exchangeable pair (W, W ), as given in Proposition 1 2 is :
This suggests that the ratios p(w ) p(w) can be estimated by counting w → w transitions in a sequence of pairs. In the Markov chain context this is the transition matrix Monte Carlo technique of Wang et al. [29] . The technique is illustrated on two examples in Section 3: the distribution of the number of ones in Poisson-binomial trials and the Ising model. It works well in the first example and modestly in the second example. Section 4 uses exchangeable pairs (X, X ) to make control variates E X (W ) for W . This is used to improve the naive estimate Section 5 uses exchangeable pairs to derive a closed form expression for the error of a classical approximation (e.g. normal or Poisson) for the distribution of W . The error is an explicit function of (W, W ). It can thus be estimated from a sequence of such pairs and used to correct the classical approximation. A normal example is worked through in detail. A general approximation theorem for an essentially arbitrary limit is also derived and used to suggest non-parametric alternate estimators.
Exchangeable pairs have been used to derive a class of limiting approximations via versions of "Stein's method". The basic ratio identities of Section 4 were used to derive approximations to the number of Latin rectangles (Stein [23] ) and to derive combinatorial formulae for balls and boxes and cycle lengths in random permutations (Stein [27] , Chapter 5). The idea is that the ratios p(w |w) p(w|w ) may be much easier to work with than p(w ) p(w) . In Section 4 we find versions of these ratios which are easily computible. The explicit remainder terms of Section 5 appear in the earliest versions of Stein's method. In previous work, calculus and probability estimates were used to bound the remainders, giving Berry-Esséen like errors. Here the emphasis will be on applications to the output of a simulation.
The graph of an exchangeable pair (X , G) (2) associated with (X, X ) has vertex set X and edge set G the set of all two element subsets {x 1 , x 2 } of X such that P{X = x 1 and X = x 2 } > 0. It is convenient to use the abbreviations
The following two propositions will be used without comment throughout. Their proofs are immediate from the definitions.
Proposition 1 Let (X, X ) be an exchangeable pair taking values in a finite X . Let ω be a function on X to another set W. Define random variables W and W by W = ω(X) and W = ω(X ). Then (W, W ) is an exchangeable pair.
Proposition 2 Let (X, X ) be an exchangeable pair taking values in a finite set X . Let (X , G) be the associated graph. Then, for all x 1 and x 2 with {x 1 , x 2 } in G,
As a partial converse, if the associated graph (X , G) is connected and (3) holds for all x 1 and x 2 , then (X, X ) is exchangeable.
Example 1 (Poisson-Binomial trials.) Let X be a random function on a finite set S with the collection (X(s), s ∈ S) independent Bernouilli(p(s), s ∈ S). Let S be a random element of S, independent of X (not necessarily uniformly distributed) and define X by setting X (s) = X(s) for s not equal to S but letting X (S) be distributed according to the conditional distribution of X(S) given S. Then (X, X ) is an exchangeable pair. The associated graph is connected if for all s, p(s) > 0. For this example W = s∈S X(s) is studied in Section 3; see also Stein [26] .
Example 2 (Random permutations.) Let X be a random permutation of {1, 2, . . . , n}, uniformly distributed. Let X = (I, J)X where the transposition (I, J) is uniformly chosen, then (X, X ) is an exchangeable pair and the associated graph is connected. This exchangeable pair was used in the very first application of "Stein's method" to prove the limiting normality in Hoeffding's Combinatorial Limit Theorem (Stein [25] , Stein [27] , Chapter 3). Instead of multiplying by a random transposition, X can be built from x by multiplying by any random permutation chosen from a symmetric probability distribution. The construction of an appropriate exchangeable pair may depend on the function w of interest; the computations are simpler if W is close to W . See Fulman [11] for an instructive example. The idea can be used for any group. Stein [24] employed it for studying the trace of a random orthogonal matrix.
Many further examples are given in Section 2.2. There is a large literature on exchangeability. Informative treatments are in Kingman [16] , Aldous [1] , Diaconis [6] . Most of this literature deals with potentially infinite exchangeable sequences and is not relevant for present purposes.
Reversible Markov chains
Let X be a finite set and π(x) a probability defined on X . A stochastic matrix K(x 1 , x 2 ) is reversible with respect to π if
In the physics literature Condition (4) is called detailed balance.
Comparing (3) and (4) we see the following result.
Proposition 3 Let π, K be respectively a probability and stochastic matrix on a finite set X . Define a pair of random variables X and X by
Then (X, X ) is an exchangeable pair if and only if K is reversible with respect to π. Proposition 3 allows the rich variety of techniques for constructing reversible Markov chains to be adapted for constructing exchangeable pairs.
Example 3 (Metropolis algorithm.) Let X be a finite set. Suppose we are given a probability distribution p X (x) known to within a constant factor. We are also given a stochastic matrix α(x, y) with α(x, y) > 0 if and only if α(y, x) > 0. As given, the matrix α has no relation to p X (x). We can change the stationary distribution of α to p X (x) by accepting transitions from x 1 to x 2 with probability β(x 1 , x 2 ) and thus staying at x 1 with probability 1 − β(x 1 , x 2 ). If (X, X ) denote successive states of the new chain with X distributed as p X (x), the exchangeability condition (3) becomes
This condition can be satisfied in many ways, but most conveniently by
The Metropolis algorithm originated as a device for sampling from a stationary distribution p X known to within a constant factor. The exchangeable pair constructed above gives a p Xreversible Markov chain
For history and a literature review on the Metropolis [18] algorithm see Billera and Diaconis [4] . A large collection of algebraic techniques for constructing reversible Markov chains for problems such as contingency tables with fixed row and column sums appears in Diaconis and Sturmfels [7] . Rinott and Rotar [21] have used the connection between exchangeable pairs and reversible Markov chains in their work on normal approximation. Of course, techniques like the Gibbs sampler (also known as the heat-bath algorithm) can be similarly used. Fishman [9] and Liu [17] give current accounts of a host of other methods for constructing reversible Markov chains.
In the following sections we will suggest running the associated Markov chains as a way of estimating probabilities p X (x) via the ratio identity (3) in Proposition 2. Then, convergence issues become important. We will not try to summarize the developing literature. See Aldous and Fill [2] , Fishman [9] , Liu [17] or Newman and Barkema [19] .
To conclude this section, we call attention to two widely used techniques of computational statistical mechanics which seem seldom employed by statisticians. The first is a method for dealing with large holding probabilities for algorithms such as the Metropolis algorithm. For some problems the holding probability can be explicitly computed. The current state can be weighted by the inverse of the holding probability and a different state can be chosen. This is explained as "continuous time Monte Carlo" in Newman and Barkema [19] , Section 2.4. An example is in Section 3.2 below. Here is a brief description.
Instead of spending a large proportion of time holding at some state, we can change the Markov chain to another one, that never holds by redistributing the diagonal probability among the other states.
In more detail, we define a new Markov chaiñ
This new chain is reversible with regards to the unnormalized weight π(x)(1 − K(x, x)):
.
If we run the original chain X 1 , X 2 , . . . , X R and estimate f dπ by
f (X i ) we count each X i that holds J times with weight 1 + J. If X i = x, then let J x be the holding time at x. If the probability of holding at x is denoted by h(x), then P (
Thus, ifx 0 ,x 1 , . . . ,x R is the realization of theK chain, the appropriate estimator is
The second idea is a method of estimating expected values under a range of parameter values from simulation at one (or a few) parameter values. The rough idea is to use exponential tilting to reweight the samples. For this to work, the original samples must be chosen from a broad distribution to avoid uncovered parts of the space. These ideas are explained as entropic sampling methods (Section 6.3) and flat histogram methods (Sections 8.1, 8.2) in Newman and Barkema [19] . Wang et al. [29] is a recent extension. An example is in Section (3.2) below.
For both techniques, the computational effort can be considerably diminished by maintaining an additional book-keeping array along with the current state X. For example, the book-keeping array for the 2-dimensional Ising model is the number of + vertices with a given neighborhood pattern, and the number of − vertices with a given neighborhood pattern.
First examples
This section sets out the basic machinery of transition matrix Monte Carlo. Two examples are considered in 3.2: the number of ones in Poisson-binomial trials is studied, while the most straightforward application application of exchangeable pairs offer little improvement, eliminating, holding and tilting give large gains over naive Monte Carlo. In 3.3, transition rate Monte Carlo for a variety of Ising model simulations are summarized.
Transition Matrix Monte Carlo
Consider the simulation problem described in the Introduction. Consider X 1 , X 2 , X 3 , . . . , X N with X i distributed as p X (x). The joint distribution of the X i may be arbitrary, for example independent and identically distributed or the realization of a Markov chain. The
Suppose we construct an exchangeable pair (X, X ) as described in Section 1.2 above and can calculate P X (W = w) with W = ω(X ). Then as an estimate of p W |W (w 2 |w 1 ), abbreviated by p(w 2 |w 1 ), we can use
Then, for all w 1 and w 2 for which bothp(w 2 |w 1 ) andp(w 1 |w 2 ) are positive we estimate the ratio
From these ratio estimates all ratios of all probabilities, and so all probabilities, can be estimated, provided the sample is large enough for the connectedness of the graph (2) to be reflected in the sample. We assume throughout that the graph of the exchangeable pair is connected
To go from ratios to probabilities, form a matrix with rows and columns indexed by W having (w, w ) entryp
In applications, this is often a sparse matrix. For example, for W a birth and death chain, the matrix is tridiagonal. For (w, w ) with zero entry in the matrix there may be many paths in the graph giving estimates of p(w ) p(w) . Fitzgerald et al. [10] have suggested reconciling these various estimates by least squares. Treat p(w) as parameters in
Take logarithms on both sides
and solve for (w) by minimizing with the sum over pairs (w, w ) withp(w|w )p(w |w) = 0.
A more careful reconciliation of different estimators is complicated by correlation and inhomogeneity of variances.
A version of this idea was applied by Wang et al. [29] who implemented it for the Ising model with substantial success. They chose X 1 , . . . , X N from the Metropolis algorithm and used the proportion of (w 1 , w 2 ) transitions to estimate p(w 2 |w 1 ). A clear exposition with variations close to (10) is given by Fitzgerald et al. [10] . Some of their numerical results are described in Section 3.3 below.
A Poisson-binomial example
Let X be the space of binary d-tuples x = (x (1) , . . . , Remarks: We do not see any difference between the transition matrix approach and naive Monte Carlo. Neither approach reached points in the extreme tails of the distribution and for the bulk of the distribution they seem equivalent. Since this ratio estimator is computationally costly, there is not much to recommend it here.
We next compare the transition Monte Carlo approach with Naive Monte Carlo for the 
In our example:
To describe the complete procedure, choose a binary vector Y 0 by flipping coins with probability of success θ i , 1 ≤ i ≤ d. The process updates each time according to the following rules giving
• With probability P up (y) = γ(y) d(1−h(y)) the chain goes up and an index j at which y j is zero is turned into a 1, j is chosen with probabilities θ(j) γ(y) .
• With probability P down (y) = 1 − γ(y) d(1−h(y)) the chain goes down and an index at which y is one is turned into a zero, is chosen with probabilities
This construction satisfies (11).
Remark: Instead of going up or down, we can also directly choose the index of Y to change by choosing index i with probability
At each time τ record the probability P up (Y (τ ), τ ) of going up if Y τ = y(τ ) is observed, and the holding times β(y(τ )) = 1/(1 − h(y(τ ))). To simplify notation, we write
We observe Y 1 , . . . , Y N . At the end of the run the naive estimate (incorporating a speedup without holding) iŝ
The ratio estimators arê
Then our estimator is built from the ratios:
together with d w=0p (w) = 1 to obtainp(w). Specifically, writep 1 (0) = c,p 1 (j) =ρ(j) × p 1 (j − 1) and thenp
Simulation results are given in Tables 1.4 and 1.5. We see a marked improvement:
• First, eliminating holding gives an improvement of about a factor of 3 (compare the first columns of Tables 1.1 and 1.4).
• Second, the transition matrix approach gives improvements of an order of 10 (compare the first two columns of table 1.4 or the first two columns of table 1.5).
As a third variation, we employ the flat histogram method outlined at the end of Section 2. In Table 1 .1 above p(10) = P(W = 10) . = 2.50521 × 10 −8 . It is not surprising that there were no Monte Carlo trials with ten successes. One way of investigating the tails is to sample from X * where
with a known weight function η(ω), chosen to tilt the distribution to large values of ω. A natural choice is η(ω) proportional to the reciprocals of conjectured values of P(W = ω).
In the example to follow, η(ω) was taken as the inverse of P ois λ (w) with λ the mean of W . The Metropolis algorithm was used to sample from the distribution of X * . The probability that W * = w was estimated by the ratio method. Then these numbers were multiplied by η(ω) and renormalized to sum to one.
As an example, for d = 10 with λ = 2.5, a Markov chain of length N = 10 4 produced the values given in Table 1 
Another example: The Ising model
The Ising model may well be the most thoroughly studied object of theoretical physics. A huge number of techniques have been invented for simulation and analysis. Because of this, it makes a good testing ground for new ideas. Here we set out the basic approach of exchangeable pairs. Closely related ideas have been previously developed (Wang et al. [29] , Fitzgerald et al. [10] ) and we give a brief report of these simulation results.
Let (V, G) be a regular graph of degree d > 0. Let m be the number of elements in the vertex set V. In the examples below, the graph is an n by n square lattice on a torus with d = 4, m = n 2 . Let X be a random function on V to the two-point set {−1, 1}, uniformly distributed. Let
where the first sum is over all elements of V and the second sum is over all edges {v 1 , v 2 } of G. We are interested primarily in the case where m is large. We want to study the joint distribution of H 1 and W or, equivalently, their moment generating function Z(λ, ν) = Ee λW +µH 1 .
Physicists call Z the partition function and study its various logarithmic derivatives and other related functions. For simplicity we study the special case Z(λ, 0) which gives the distribution of W alone. We focus on estimating the logarithmic derivative of Z(λ, 0) at a particular value of λ. This is called the energy in the physics literature.
Let (X, X ) be an exchangeable pair obtained from X by setting X equal to the result of changing the sign of X V where V is uniformly distributed in V independent of X. Let W be related to X as W is to X. Our aim is to study the transition probabilities
from which the pointwise distribution of W can be reconstructed. The analysis will be based on the exchangeable pair described above. Note that the Markov chain used to simulate realizations may be very different from the single site dynamics which underly our exchangeable pair. Thus the Markov chain may be generated by the Swendsen-Wang algorithm or, in the case of a bipartite graph (V, G) by an alternating (checkerboard) algorithm. To compute an estimate of (14) consider the random variables
Thus the conditional distribution of W −W given X is given by
This gives the needed ingredients to take the output of a Markov chain X * 0 , X * 1 , . . ., where
Then, the procedure outlined in Sections 2.1, 2.2 can be used. This first derives estimates of ratios in (14) and then of P(W = w). These may be used to estimate .
(Here Z denotes the derivative.) A version of this approach has been implemented by Fitzgerald et al. [10] . They carried out a large simulation to assess the improvement in mean-square error due to their version of the transition density method. They studied the expected value of H 2 1 (magnetic susceptibility) when λ = .42 and µ = 0. This is just slightly above the critical temperature. Their Markov chain was the result of a single sweep through the 900 sites. In this case the true expectation is known. They chose N = 5 × 10 6 sweeps and repeated the entire run 500 times. They calculated the average error for t = 1, . . . , 5 × 10 6 . They found relatively smooth decrease of the mean-squared error in t. The transition density method improved mean-squared error over the naive estimator by about 25 %.
They carried out a similar experiment for another functional (specific heat) and found an improvement of about 7 %.
Fitzgerald et al. [10] report a more naive method of estimating p(w |w) based on counting the proportion of w to w transitions in a chain generated by single site updates showed no improvement over the naive estimator. We hope to try adjusting for holding times in later work.
Exchangeable pairs as auxiliary variates
This section develops the use of the exchangeable pairs (X, X ) and (W, W ) constructed in Section 2 for estimating the mean ξ = EW and variance σ 2 = E(W − ξ) 2 . The idea is to use E W (W − W ) as an auxiliary variate combining it with observed values of W by linear regression, making use of negative correlation. Because these estimates (especially that of the variance) are motivated by pretending that the joint distribution of (W, W ) is normal, they cannot be expected to work well in all situations, but they are not strongly dependent on the assumption of normality. Estimates of mean and variance are needed to apply the more refined developments of later sections.
Techniques for combining estimates to reduce the variance are known variously as control variates, antithetic variates, or regression methods. They are discussed and illustrated in the books of Hammersley and Hanscomb [13] or Fishman [9] . We have not found the exact suggestions below in previous literature. Section 4.1 sets out the needed formulae.
Basic formulae
As usual, we have an exchangeable pair (X, X ) of random variables taking values in a finite set X . We want to estimate the mean ξ and variance σ 2 of W = ω(X) where ω is a real-valued function on X . We have available the results of a simulation X 1 , X 2 , . . . , X S which is marginally distributed as X. To implement the techniques of this section we must be able to compute or approximate
As will be seen below, D 1,i is negatively correlated with W i . It is natural to seek a linear combination which has smaller variance than the naive estimator
This will be done using classical regression to estimate the best linear combination from the data. Using identities for exchangeable pairs we can also give a natural estimate for the variance. We first describe our estimators and then give their derivation. LetD
An estimateξ for ξ = EW iŝ
An estimateσ 2 for σ 2 = VarW iŝ
To begin, let us show that W and E X (W − W ) are negatively correlated. For this assume without loss of generality that the mean ξ = 0. First, (W + W )(W − W ) is an antisymmetric function of (W, W ), so that
It follows that E(W E X (W − W )) ≤ 0, with strict inequality unless W = W .
To motivate the estimateξ of (18) observe that bothW andW +D 1 are unbiased estimates of ξ = EW . It is reasonable to estimate ξ by a linear combination of these with coefficients adding to 1 determined from the data in the same way as a regression coefficient. This leads tô
withâ given in (18) . This is related to the problem of finding the best linear predictor of W using E X (W − W ). Indeed, writing
with ER = 0, ERW = 0, the coefficient yielding the smallest variance between observed and predicted is
Estimating a leads to (18) . Note that estimating
we obtain
Note that this quantity is smaller than VarW , and thus improves on the standard estimate of estimating ξ by W .
To understand this approach better, we now focus on the perfect case. Suppose we have an exchangeable pair (W, W ) and a constant λ, 0 < λ < 1, such that
There are many examples when (22) is satisfied, see [27] . Because w − w is an antisymmetric function in (w, w ) we have
yielding ξ = EW . Note that ξ can also be written as
We see this as the sum of two antithetic random variables because
we have
so that the two components have covariance
We also remark that given (22) we know that
We estimate λ using the regression approach :
This leads to (19).

Approximate case
Suppose now that
Here, (24) and exchangeability imply that if EW = ξ then ER = 0 and conversely if ER = 0 then EW = ξ.
If we want to estimate ξ we can write
The right hand side leads to the antithetic variables W − 1 λ R and
As to the estimate of variance; if R is small, it can be effectively neglected and calculations for the perfect case above are in force; yet a further justification forσ is given next.
As a regression problem
, this is an unbiased estimate of ξ. For all β to minimize its variance:
In fact, with our perfect case notation
This can be estimated by:λ
Another extension is the following. To simplify we have been conditioning on the values of W i = ω(X i ). It is also possible to rewrite all the above conditioning on the larger state X i ; this is what is suggested in practice.
Distributional Approximations
The basic theorem of this section is an identity which provides an explicit expression for the error of an approximation to the distribution of a real random variable by a continuous distribution coming from a rather large class, which contains the normal distribution as well as the uniform distribution, for example. A corollary provides simple bounds for the error of the normal approximation to the expectation of a smooth function, as can be found in Stein [27] . This same idea has been applied by many people to obtain bounds of Berry-Esséen type for the error of the normal approximation. In this section the aim is to explore the possible application of this idea to the analysis of simulations. As in Stein [27] , Chapter 6, we first derive a characterization for a continuous distribution. This is obtained essentially by integration by parts. Let I = [a, b] be a real interval, where −∞ ≤ a < b ≤ ∞. For abbreviation, we call a real function f on I regular if f is finite on I and, at any interior point of I, f possesses a right-hand limit and a left-hand limit. Further, f possesses a right-hand limit f (a+) at the point a and a left-hand limit f (b−) at the point b. Thus the set of discontinuity points of f is countable.
Proposition 4 Let p be a regular, strictly positive density on an interval I = [a, b], where −∞ ≤ a < b ≤ ∞. Suppose p has a derivative p that is regular on I, having only countably many sign changes and being continuous at the sign changes. Suppose
Let
and suppose that ψ is regular. Let F be the class of all regular functions on I possessing (piecewise) a regular derivative on I such that
Then, in order that a random variable Z be distributed according to the density p it is necessary and sufficient that, for all functions f ∈ F we have
Note that from (27) we have that Ef (Z) exists, and (28) ensures that Eψ(Z)f (Z) exists.
Example 4 For the standard normal density φ we have φ (x) = −xφ(x), and φ, φ are regular on (−∞, ∞); ψ(x) = −x is regular on (−∞, ∞), and
We obtain that Z is standard normal if and only if, for all functions f ∈ F we have
This can be found in Stein [22] and has been explored by many authors. 
We obtain that Z is U [a, b] if and only if, for all functions f ∈ F we have 
We obtain that Z is exp(λ) if and only if, for all functions f ∈ F we have See Diaconis and Zabell [8] and Hudson [15] for more characterizations.
Proof of Proposition 4
Proof of necessity.
From (27) we know that I f (x)p(x)dx exists, and from (28) we know that I f (x)p (x)dx exists, so we may apply integration by parts. We have
Proof of sufficiency.
Let Z be a real random variable such that, for all functions f ∈ F, (29) holds, and let h be an arbitrary measurable function for which
Let f be the particular solution of the differential equation
given by
where
We want to show that f ∈ F, for then, (29) holds, yielding
As the class of all measurable regular functions h satisfying (30) contains the indicator functions of Borel sets and hence is is measure-determining for p, this would prove that Z has density p.
From (32) we have that f is regular and f (b−)p(b−) = f (a+)p(a+) = 0 and
so that it suffices to prove that (28) holds. We have
Denote by c 1 < c 2 < · · · the sign change points of p and hence of φ, and note that due to the continuity assumption ψ(c i ) = 0, i = 1, 2, . . .. Let A i = (a i 1 , a i 2 ), i = 1, 2, . . . be the intervals where ψ > 0 and let B j = (b j 1 , b j 2 ), j = 1, 2, . . . be the intervals where ψ ≤ 0. Then
Note that ψ(z) = (ln p(z)) and ln p(z) is regular, so we can apply integration by parts again to obtain that the above equals
due to (25) .
Proposition 4 will be used to obtain a general approximation theorem. Under the assumption of Proposition 4, let for convenience
Note that, from (29) ,
and
We will often have the case that
Theorem 1 Assume that Z is a random variable having distribution with probability density function p satisfying the assumptions of Proposition 4. Let (W, W ) be an exchangeable pair of real random variables such that E(φ(W )) 2 = σ 2 < ∞, with φ defined at (33) and let
Then, for all piecewise continuous functions h on R to R for which E|h(Z)| < ∞,
where f is defined by
Remark. In the normal case, the second summand in (37) can be viewed as E(V h)(Y ), where Y is distributed according to the probability density function π defined by
for all y. This distribution has been called the zero bias distribution by Goldstein and Reinert [12] , but has appeared many times before in the literature in disguise; see Goldstein and Reinert [12] for references.
Remark. It is useful to think about how (35) could be small. One instance when it is small is if
From (34) we have that
relating to Condition (22) .
Proof of Theorem 1
Let f ∈ F be a function on I to R, where F is as in Proposition 4. For any antisymmetric function F on R 2 to R,
Applying this to the function F defined by
This can be rewritten in the form
By Proposition 4, the distribution of Z is characterized by the property that, for all functions f ∈ F,
This suggests that, in order to prove that Eh(W ) is approximately equal to Eh(Z), it is appropriate to substitute for f a solution
of the differential equation
We use the solution given in (36), so that (29) and rearrange terms, obtaining
Using the definition of V in (37), we obtain (35). This finishes the proof.
In connection with simulations, we suggest using Theorem 1 for simulating the error in the distributional transformation by simulating the quantities on the right-hand side of (35). Let us concentrate on the standard normal case. Many more examples will be necessary to fully understand this method. Suppose we want to estimate Eh 0 (W ) where h 0 is a reasonable piecewise continuous function and W is a random variable which we suspect has an approximately normal distribution. In principle, we apply Theorem 1 to the function h defined by h w − ξ σ = h 0 (w).
We estimate σ 2 and ξ and λ as in Section 4 before. In the following, we write α → β for "α is replaced by β". Then we put f (w) = h(w) + wf (w).
Given W t we generate Y t uniformly from the interval (W t , W t + c), and we can estimate the error in the standard normal approximation by
If c is small then this sum will be small.
Often there might not be an obvious candidate for a distributional approximation. Let (W, W ) be an exchangeable pair. We want to approximate the distribution of W . Put (42)
Proof of Theorem 2
We use the antisymmetric function Put g(w) = α 2 (w)f (w), so that f (w) = g (w) α 2 (w) − g(w) α 2 (w) (α 2 (w)) 2 .
We obtain
= Eψ(W )g(W ) + g (W )
= Eh(W ) − Eh(Z).
Here, h and g are related through g given in 42.
In particular,
Thus, from R observations we can estimatê
