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[摘要 ] 介绍一种能够定量分析混沌序列复杂性的计算方法 , 并以 Lorenz混沌系统的数值序列复杂性
计算为例 , 说明数值序列的伪随机二进制转化过程中精度选取的重要性.
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0　引言
自 1963年 Lorenz混沌系统 [ 1 ]提出以来 , 计算机数值仿真一直是人们研究混沌系统性质的主要手
段之一 , 对于数值连续的混沌系统而言 , 不同精度设置的计算机数值计算可能得出截然不同的仿真结
果 [ 2 ] . 同样 , 对于混沌系统所产生的二进制伪随机序列 , 如果采用数值仿真方法进行复杂性分析 [ 3 ] ,
同样需要考虑其二进制量化的精度问题 , 否则就会得出错误的结论. 为此 , 本文首先介绍一种能够定
量分析混沌序列复杂性的数值计算方法 , 并以 Lorenz混沌系统的数值序列复杂性计算为例 , 说明数值
序列的随机二进制转化过程中精度选取的重要性.
1　数值的随机二进制转化
由混沌系统所产生的离散时间实数序列一般具有很好的随机性 , 但是 , 在实际应用中往往需要二
进制的混沌伪随机序列 [ 4 ] . 为了保证二进制混沌序列的随机性 , 混沌实数序列的二进制转化可以采用
T. Kohda等人提出的实数量化算法 [ 5 ] . 该量化算法定义一个阈函数σ; ( x) 为 :
σ; ( x) =
0　　 ( x < ; )
1　　 ( x ≥ ; )
(1)
这样 , 任何一个实数 x绝对值可以表示为二进制数 :
| x | = 0. c
1 ( x) c
2 ( x) ⋯cm ( x) 　　ci ( x) ∈ { 0, 1} (2)
c
i ( x) =σ1
2 2
i - 1
| x | - ∑
i - 1
p =1
2i - p - 1 cp ( x) (3)
其中 , m 为二进制数长度. 对于一个无限精度的实数 x, 它可以表示成为无限长度的二进制序列
值 [ 6 ] , 即 m ϖ ∞. 但是 , 由于任意一种实际的应用系统均存在计算精度问题 , 因此 , 必须考虑的该量
化算法的二进制长度选取问题.
下面以 Lorenz混沌系统为例 , 分析计算精度对二进制序列量化的影响. Lorenz混沌系统方程为 :
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Ûx =σ ( y - x)
Ûy = - xz + rx - y
Ûz = xy - bz
(4)
在 Matlab工具中采用双精度进行数值仿真时 , 当设定参数σ = 10、b = 2和γ = 20时 , 时间间隔为 d t =
0. 01 , 状态初始值为 x = 0. 2、y = 0. 3和 z = 0. 2 , 其 Lyapunov指数大于 0, 可获得状态值 x的混沌实数
序列. 在该序列中随机选取两个数值 , 如 xp = 5. 015398946036026e - 001, xq = 5. 459853574408223e - 006, 按
照式 (2)、式 (3) 进行量化 , 所得到的二进制序列分别如图 1、图 2所示.
比较图 1和图 2可以看到 , 把浮点数 xp = 5. 015398946036026e - 001按照 T. Kohda方法转换成随
机的二进制序列 , 当 i > 52时 , 均有 ci ( x) = 0 ; 而对于 xq = 5. 459853574408223e - 006 , 则当 i >
70时 , ci ( x) = 0 , 这比前者迟后了 18 bits. 这主要是因为在计算机仿真过程中 , 计算机把每个实数采
用科学记数法表示 , 即把 xp 和 xq 分别表示为 0. 5015398946036026 ×10
0 、0. 5459853574408223 ×10- 5 , 以
双精度的浮点数方式贮存 , 其总长度为 64 bits, 其中符号位 1 bit , 指数部分 11 bits, 剩下的 52 bits用
于表示小数部分 , 则计算时小数部分的相对精度为 2 - 52 , 在采用式 (2) 和式 (3) 进行二进制量化时 ,
如果采用移位编程方法来计算 , 每移位一次相当于实数 x的相对值放大一倍 , 这样 , 当计算机中所贮存
的小数部分全部转化为整数时 , 计算机均用 “0”赋予给 ci ( x) . 显然 , 这样按 T. Kohda量化算法所得到
的二进制序列取决于计算机存储该实数 x的数值精度. 因此 , 如果没有考虑到计算机数值计算的精度 , 而
取 m > l ( l表示相对精度的二进制长度 ) 时 , 这样得到实数值二进制序列的随机性是没有保证的.
另外 , 在 T. Kohda等人提
出的实数量化算法中 , 要求所
量化的实数 x绝对值小于 1,
但是由式 (4) 所得到的 Lorenz
混沌系统状态值 x的绝对值往
往是大于 1的 , 其数值分布如
图 3所示 (这是遍历数值统计
的 Lorenz系统实验结果 ). 可
见 , 大部分状态值的绝对值大
于 1, 这种状态值大于 1的实数
·112·
集美大学学报 (自然科学版 ) 第 10卷
量化后的有效二进制长度低于 52 bits, 约为 (52 - log2 10
n ) bits, 其中 n为实数用科学记数法表示时的
指数值. 因此 , 在对 Lorenz混沌系统所产生的离散时间实数序列进行二进制转化时 , 需要先将绝对值大
于 1的实数变换成绝对值小于 1的实数. 为了解这种变化可能引起序列随机性的变化影响 , 这里引入两
种变换方法 : M1方法和 M2方法. 其中 , M1方法是把序列中绝对值大于 1的实数直接截除其整数部分 ,
而 M2方法是将序列中每个实数以缩放方式 (即乘或除 10指数方 ) 使其绝对值调整至 (0. 1, 1. 0) 范围内.
2　混沌序列的复杂性
随机序列的复杂性一般可以用 Kolmogorov复杂度 [ 7 ]来计算分析 , 但是 , 整数函数序列的 Kolmog2
orov复杂度随序列长度的变化不是单调增加的 , 即序列某部分的 Kolmogorov复杂度可能超过该序列整
体的 Kolmogorov复杂度. 因此 , 用 Kolmogorov复杂度来表示混沌二进制序列的复杂性在很多情况下
是不可计算的. 目前 , 一般是采用一些可计算的近似评估算法如 Kolmogorov熵、相关函数和分维数等
来分析随机序列的复杂性 [ 8～10 ] , 这里拟采用相关函数法 [ 11 ]评估二进制序列的复杂性 , 在它的计算方
法中引入了序列的信息熵.
为计算二进制的相关函数 , 对一个 L比特的二进制序列 c需要记为双极的二进制序列 C , 即 :
C = C ( i) = 23 ci ( x) - 1 , 0 ≤ i < L (5)
其中 , c ( i) ∈ { 0, 1} . 这样 , 二进制序列的自相关函数 R可定义为 :
R = { r( i) } , 0 ≤ i < L (6)
其中 : r( i) = ∑
L - i- 1
j =0
C ( j) C ( i + j) . 而非负功率谱密度 <i 可通过 R的 Fourier变换计算出来 , 即 :
< = abs ( ff t (R ) ) ) (7)
其中 < = { <i } , 0 ≤ i < L , abs表示实数绝对值或复数模. 这样 , 混沌二进制序列 c的复杂性可以用复








有了上述混沌二进制序列复杂性的定量计算方法 , 就可以采用数值仿真的方式来分析 Lorenz混
沌系统所产生混沌二进制序列的复杂性. 下面就式 (4) 的 Lorenz混沌系统 , 设定参数σ = 10、b = 2
和γ = 20 , 状态初始值为 x = 0. 2、y = 0. 3和 z = 0. 2 , 仿真迭代时间间隔选为 d t = 0. 01 , 离散实
数序列的采样时间取为Δt = 0. 1 , 序列的起始点定为 x ( t = 100) , 即除去最初的 1 000个采样点. 这
样就可以获得数值仿真结果.
图 4给出了对同一混沌实数序列分别按照 M1和 M2方法将实数序列量化成混沌二进制序列后计
算出来的序列复杂度与实数序列长度的变化关系 , 其中序列中每个实数的二进制量化长度取为 m =
10. 可以看到 , 采用 M1方法所得到的二进制序列 , 它的序列复杂性随采样实数数目的增加而呈现出
较平稳的变化 , 其数值为 (0. 189 ±0. 013) ; 而由 M2方法所得到的混沌二进制序列复杂性就比前者
的低 , 且随采样实数数目的增加而复杂性不断地下降. 因此 , 采用 M1方法所获得的二进制序列比
M2方法所获得的二进制序列的随机性要好 , 其原因本文认为主要是由于 M2方法在放大或缩小处理
时有规律地改变了原实数序列的混沌特性 , 特别是实数序列越长 , 规律性越明显 , 即复杂度下降 , 这
一点可进一步从图 5和图 6所示的二进制序列频谱和功率谱中得到印证. 在图 5和图 6中 , 混沌二进
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制序列的长度为 L = 3 000 bits, 结果显示混沌实数经过 M2方法变换后的二进制序列频谱和功率谱密
度分布不如 M1方法得出的均匀 , 例如 : 在图 5中 M2方法的序列频谱存在两处明显的中心频谱 , 相
应地 , 在图 6中序列的功率谱密度的分布就不如 M1方法的均匀. 因此 , 以下分析计算精度的不同选
取对 Lorenz混沌系统的复杂性分析的影响时需要采用 M1方法来二进制量化.
图 7给出实数二进制量化长度 m 的不
同取值时 , 混沌实数序列的复杂度计算值 ,
其中混沌实数序列的实数个数 K = 200, 即
各混沌二进制序列长度 L = 2003 m. 由图 7
可以看出 , 当二进制量化长度 m 取值超出双
精度浮点数的精度定义即 52 bits时 , 混沌序
列的复杂度明显开始变小 , 并趋近于 0, 这
主要是由于大多 Lorenz系统状态实数 x在二
进制序列量化时 , 当量化位数超过 52 bits
时后面的每一位数均被置为 “0”, 而不再是
随机的二进制赋值. 可见 , 采用数值仿真方法来分析混沌系统的复杂性时必须考虑到数值仿真的精度
设置问题. 图 8仿真计算的结果也进一步证实了这一点 , 对于每个实数二进制量化后分别选取 i = 1～
50和 i = 11～60两种情况的数值二进制表示来组成混沌二进制长序列 (它们的长度均为 L = 503 N )
时 , 图 8表示实数序列长度 K不同情况下这两种混沌二进制序列的复杂度. 显然 , 第一种情况即取 i
= 1～50的序列复杂度几乎不受 N 的影响 , 序列的复杂性保持在相对较高的稳定水平 ; 而第二种情况
即取 i = 11～60的序列复杂度随着 N 增大而明显单调递减. 这是因为第二种情况下实数序列中的每个
实数所选取 52 bits以后的二进制位会出现连续的 0序列串 , 当 N 越大时这种规律越明显 , 致使序列
复杂性降低 , 最终趋向于零.
根据 Kolmogorov复杂性理论的定义 [ 7, 12 ] , 有效的实数序列复杂度计算值不应随数值二进制量化序
列不同位置的选取而变化. 为此 , 本文分别给出图 9的 Lorenz系统数值仿真结果 , 图 9则给出 i = 1～
10、 i = 11～20、 i = 21～30和 i = 31～40 4种情况的序列复杂度计算结果 , 显然在数值仿真精度允许
的范围内 , 实数序列的复杂度计算值是不随数值二进制量化序列不同位置的选取而变化的.
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4　结论
综上所述 , 可以通过定义基于信息熵的相关
函数法 , 采用 T. Kohda等人提出的实数二进制
量化算法来定量分析 Lorenz混沌序列的复杂性.
从仿真结果可知 : 1) 对 Lorenz离散实数进行预
处理时 , 采用 M1方法比 M2方法要好 , 可较好
地保持其原有实数序列的复杂性. 2 ) 由于计算
机实际计算精度的限制 , 在实数二进制量化计算
过程中 , 随着实数二进制序列的逐步展开 , 当它
展开的长度超过计算机的对该实数的二进制储存
有效长度时 , 所得到的转换序列并不是按 T. Ko2
hda算法所计算出的真实结果 , 从而影响到整个
实数序列真实的复杂性. 因此 , 在混沌序列复杂
性的数值仿真计算中 , 一定应注意到计算机的计
算精度 , 如果忽略其二进制转化精度 , 就可能得出一些错误的结论.
同时 , 从仿真计算结果还可以看到 , 由于 Lorenz混沌系统是个平滑的系统 , 所产生的序列复杂
性并不是很高 , 要获得高复杂性的二进制序列需要对 Lorenz混沌系统进行改进 , 增大非线性变换区
间或提出新的混沌系统模型.
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