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a b s t r a c t
In this paper, we present a dynamic programming (DP) algorithm for the multi-objective
0–1 knapsack problem (MKP) by combining two state reduction techniques. One generates
a backward reduced-state DP space (BRDS) by discarding some states systematically
and the other reduces further the number of states to be calculated in the BRDS using
a property governing the objective relations between states. We derive the condition
under which the BRDS is effective to the MKP based on the analysis of solution time and
memory requirements. To the authors’ knowledge, the BRDS is applied for the first time
for developing a DP algorithm. The numerical results obtained with different types of bi-
objective instances show that the algorithm can find the Pareto frontier faster than the
benchmark algorithm for the large size instances, for three of the four types of instances
conducted in the computational experiments. The larger the size of the problem, the larger
improvement over the benchmark algorithm. Also, the algorithm is more efficient for the
harder types of bi-objective instances as compared with the benchmark algorithm.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
The 0–1 knapsack problem (KP) is one of the most intensively studied NP-hard combinatorial optimization problems [1].
The multi-objective 0–1 KP (MKP) is a generalization and a natural extension of the single objective 0–1 KP by considering
two or more objectives. The MKPs are frequently encountered in practice since multiple conflicting objectives are more
appropriate to model real-world situations. Examples can be found in capital budgeting [2], selection of transportation
investment alternatives [3], relocation issues arising in nature conservation, biology [4], selection of building renovation
methods [5], environmental investments [6], and facility location [7].
The MKP is described below. Given n items and r profit objectives for each item, with the kth profit objective ckj (k =
1, . . . , r) and weight wj for item j (j = 1, . . . , n) and a knapsack of capacity W , the problem is to select a subset of items
whose total weight does not exceed W and whose total profit objectives are maximized in the Pareto sense. The MKP can
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wjxj ≤ W , (2)
xj ∈ {0, 1}, j = 1, . . . , n (3)
where xj are decision variables indicating whether the jth item is selected to place in the knapsack or not. Here, we follow
the common assumptions in most literature: W , wj, ckj (j = 1, . . . , n; k = 1, . . . , r) are positive integers. To avoid trivial
solutions, it is assumed thatwj ≤ W (j = 1, . . . , n) and∑nj=1wj > W .
For the single objective 0–1 KP, decades of algorithmic improvements havemade it possible to solve in a reasonable time
limit nearly all standard instances from the literature. But some types of instances are still hard to solve because of its NP-
hard nature. Ref. [8] pointed out that the strongly correlated instances (weight coefficients andprofit coefficients are strongly
correlated) and some other types of instances challenged the existing algorithms. Ref. [9] compared the solution times of
all recent algorithms using classical and new benchmark test instances. The new benchmark set includes instances with
large (≥105) or moderate (103) weight coefficients and all the algorithms based on currently used upper bound techniques
showed bad performance on these instances. This study pointed out that dynamic programming (DP) is one of the best
approaches for solving the hard types of the 0–1 KP.
In themulti-objective optimization context, the solution process consists of finding the Pareto frontier (PF)with a number
of non-dominated objective vectors in the objective space which corresponds to efficient solutions in the decision space.
Hence, compared with the single objective KP, the MKP poses more challenges. On the one hand, there are intractable
instances of multi-objective combinatorial optimization problems, for which the number of efficient solutions is not
polynomial in the size of their instances [10]. On the other hand, for most multi-objective combinatorial optimization
problems, deciding whether a given objective vector is dominated or not is an NP-hard problem [11], even if the underlying
single objective version can be solved in polynomial time.
However, these difficulties do not prevent the research effort from developing efficient algorithms able to find the PF
quickly from the practical viewpoints. In the following, we review the main accurate approaches for solving the MKP. Ref.
[12] presented the theoretical DP framework for the multi-objective integer KP. Ref. [13] implemented an exact algorithm
for the bi-objective 0–1KP (BKP) by exploring developments for themulti-objective linear programming problem. The above
two research contributions can be considered as theoretical developments because the authors did not present extensive
experimental results. Other researchers have developed specific algorithms based on extensive numerical tests. Most of this
research work focused on calculating the PF with the exception of [14]. Ref. [14] presented a generic labeling algorithm,
which calculated both the PF in the objective space and the corresponding efficient solutions in the decision space, for the
multi-objective integer KP. Ref. [15] presented a two-phase branch and bound algorithm for the BKP. Ref. [16] presented a
labeling algorithm for the BKP by transforming a KP into a shortest path problem. It is in essence a DP algorithm. Ref. [17]
studied a dominance based on the DP (DDP) algorithm for the MKP and numerical tests were conducted for the BKP and
tri-objective KP. Ref. [18] applied bound sets in the DP algorithm for the MKP and numerical tests were conducted for the
BKP. Both [17,18] are hybrid DP algorithms.
Similar to the single-objective 0–1 KP, DP algorithms [16–18] are among the best approaches to solve the MKP. Ref. [16]
attempted to reduce the number of states to be calculated by generating a forward reduced-state DP space (FRDS) but
the computational effort for the final stage is very heavy. The DP space consists of all of the states and related transitions
between states in the DP process. Ref. [17] relied on several dominance relations to discard partial solutions that cannot
lead to new non-dominated objective vectors and Ref. [18] applied elaborate bounding techniques to reduce the number
of states to handle in the DP process. This can significantly reduce the computational effort for the algorithm. However,
applying dominance relations and bounding techniques still needs a heavy computational effort.
In this paper, we focus our attention on finding the PF for the MKP, i.e., the algorithm is designed to address the multi-
objective case. But our implementation and numerical tests focus on the bi-objective case. We follow DP approaches for
dealing with the MKP and use a backward reduced-state DP space (BRDS) to avoid heavy computational effort for the FRDS
in the final stage. The major contributions of the paper are summarized as follows. First, we identify a BRDS by exploring
the network of the basic sequential DP (BDP) process. Second, we derive the condition under which the BRDS is effective to
the MKP based on the analysis of its impact on the solution time and memory requirements. Finally, we develop a new DP
algorithm by applying the BRDS in conjunction with a property governing the objective relations between states, which can
help to reduce further the number of states to be calculated in the BRDS. To our knowledge, it is the first time that the BRDS
is used in the DP algorithm.
Some states, which have been discarded in our approach, may coincide with those discarded by the dominance relations
in [17] or by bounding techniques [18]. However, the techniques used for discarding the states are completely different.
Moreover, our techniques are especially efficient for the hard types of KP instances as comparedwith [17,18]. The hard types
of instances include conflicting instances where the profit objectives are negatively correlated. The hardest instances are
those where conflicting objectives are positively correlated with the weight coefficients. Usually the cardinality of the PF for
these instances increases rapidly as the problem size increases. Very few techniques can handle these instances efficiently.
The paper is broken down as follows. In Section 2, we give the network representation of themulti-objective BDP process
to provide the foundation for generating the BRDS. In Section 3, we outline the main components of a two state reduction
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based DP (TDP) algorithm.We present a procedure for obtaining the BRDS and a procedure for generating the pseudo critical
states, between which the profit values are the same, in the DP space, used to reduce the number of states to be calculated.
Then we present a TDP algorithm by combining these components. In Section 4, computational results are reported for the
BKP instances. A comparison with the DDP algorithm [17] is presented. To the authors’ knowledge, the DDP algorithm is
the best algorithm for handling the hard type of instances efficiently. For the non-hard type of instances, the algorithm
presented in [18] is more efficient than the DDP algorithm.
2. Network representation of basic sequential DP process
Dynamic programming (DP) is a general optimization methodology developed by Bellman [19]. It can be considered as a
recursive process, which interprets an optimization problem as a multi-stage decision process. Each stage consists of many
states. A state is a way to describe a solution for the sub-problem and contains enough information to determine the optimal
solution of the future state. In Bellman’s optimization principle, a recursive equation is set up to describe the optimal solution
at a given state in terms of the optimal solution of the previously considered states. There are different representations of the
states within a DP framework (see [12]). Belowwe describe one of these ways for solving the 0–1 KP, called basic sequential
DP (BDP) procedure, corresponding to mode III in [12].
The BDP process includes n stages, namely α = 1, . . . , n. Each stage α corresponds to one variable whose value is
determined and consists of (W + 1) states. It means that each stage is associated with a sub-problem and the sub-problems
are sequentially solved stage by stage. Here we represent the underlying recursive equations of the BDP algorithm based on
network optimization terminology.
2.1. Network presentation
The network for the BDP process is a direct connected network. A state in the DP procedure is represented by a node and
the transition from state to state by a directed arc in the network. We use the same layer technique as [16] to represent the
stages, i.e., a stage in the DP process is associated with a layer in the network.
Let G = (N, A, p) be a direct connected network, where N is the set of nodes and A ⊆ N × N is the set of arcs. The arc
from node i to node j is denoted by (i, j) and the values associated with the arc (i, j) are represented by an r dimensional
vector p(i, j) = (p1(i, j), . . . , pr(i, j)). There are n layers in the network, namely, α = 1, . . . , n, and each layer consists of
W+1 nodes, counting from 0 to W . Let αt , corresponding to state t at stage α, denote the node at the tth position in layer
α(α = 1, . . . , n; t = 0, . . . ,W ). In the BDP process, t represents the knapsack capacity of the sub-problem of node αt .
Consequently, the total weight of items for the solution at node αt is not larger than t . For two non-negative integer t1 and
t2 in the same layer, if t1 > t2, then the position of the node αt1 is higher than that of αt2. The arc values concerning the
r objectives from layers α − 1 to α are given by (c1α, . . . , crα) if item α is included in the knapsack in layer α or (0, . . . , 0),
otherwise. Let S(αt) denote the set of non-dominated objective vectors at node αt . Then recursive equations of the BDP
algorithm can be represented as follows.
For α = 1, we get:
S(1t) =
{(0, . . . , 0)} 0 ≤ t < w1
{(c11 , . . . , cr1)} w1 ≤ t ≤ W . (4)
and for α = 2, . . . , n, the recursive equations can be represented as follows:
S(αt) =

S((α − 1)t) 0 ≤ t < wa
non-dominated

S((α − 1)t) ∪ {(c1α, . . . , crα)⊕ S((α − 1)t−wα )}

wα ≤ t ≤ W (5)
where ‘‘non-dominated’’ in Eq. (5) refers to all the non-dominated objective vectors for the operating set and the ‘‘⊕’’
operator means that the addition operation is applied over all the elements of the set S((α − 1)t−wα ), i.e., (c1α, . . . , crα)
should be added to each element of the set. The parameters W , wα ,ckα(α = 1, . . . , n, k = 1, . . . , r) are the same as those
used in the problem formulation (1) and (2).
At each stage α = 1, . . . , n, a node at a higher position will obtain the non-dominated objective vectors of a node at a
lower position if these vectors remain non-dominated at a higher position. Similarly, each node at stageα(α = 2, . . . , n)will
obtain the non-dominated objective vectors of a related node at stage α− 1 if these vectors remain non-dominated at stage
α. These results are guaranteed by Eq. (5). Finally, S(nW ) collects all the non-dominated objective vectors for the problem.
2.2. A numerical example
Next we use the following BKP example to illustrate the network underlying the BDP process and all the subsequent
networks.
‘‘max’’ (7x1 + 9x2 + 3x3 + 7x4 + 6x5, 2x1 + 2x2 + 10x3 + 6x4 + 9x5)
subject to: 3x1 + 2x2 + 2x3 + 4x4 + 3x5 ≤ 9,
xj ∈ {0, 1}, j = 1, . . . , 5.
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Fig. 1. Illustration for the network underlying the basic sequential DP process.
Fig. 1 shows the network underlying the BDP process. All the horizontal arcs from layers α − 1 to α(α = 2, . . . , 5) have
the same profit vector (0, 0). All the remaining arcs from layers α − 1 to α (α = 2, . . . , 5) also have the same profit vector
(c1α, c
2
α). Note that we only label the profit vectors of two arcs in each layer of the network.
3. Outline of the new DP algorithm
In our new DP algorithm, we improve the BDP algorithm by introducing two reductions. The first reduction is concerned
with generating a backward reduced-state DP space (BRDS). The second reduction is concerned with generating pseudo
sparse (critical) nodes used to further reduce the number of states to actually calculate the BRDS. The following notation is
used in all the procedures related to the new algorithm:
A set of arcs,
QN set of necessary nodes,
QS set of (pseudo) sparse nodes,
TN set of node positions for necessary nodes,
TNα set of node positions for the necessary nodes in layer α based on decreasing order,
TS set of node positions for (pseudo) sparse nodes,
TSα set of node positions for (pseudo) sparse nodes in layer α based on decreasing order,
V set of auxiliary node positions,
bα the lowest position of the necessary nodes in layer α.
3.1. Generating a backward reduced-state DP space
Asmentioned in Section 2, the BDP procedure in fact solves all-capacity KPs [1]. In the last layer n, all the non-dominated
objective vectors of the sub-problem with knapsack capacity t (t = 0, . . . ,W ) can be obtained at the corresponding node
nt . Particularly, all the non-dominated objective vectors of the problemwith knapsack capacityW are obtained at node nW .
As illustrated in Fig. 1, since there are no connections between the nodes in the same layer, the non-dominated objective
vectors of the sub-problems with different knapsack capacities are independent of each other. Hence, in the last layer n,
only node nW is necessary for solving the problemwith capacityW and all the remaining nodes are unnecessary. Using this
observation as a starting point, we can generate a reduced-state DP space using a backtracking procedure.
Starting from node nW in the last layer α = n, the nodes in the previous layer α − 1, which have direct connection with
node nW can be identified. There are two nodes connecting to node nW , one is represented by (n− 1)W−wn and the other is
by (n − 1)W . This process can be repeated for all the layers α (α = n − 1, . . . , 2) to identify all the connecting nodes. For
a node αt(α = 2, . . . , n), if wα ≤ t ≤ W , there are two nodes in the previous layer α − 1 connected to it, one is (α − 1)t
and the other is (α − 1)t−wα ; if 0 ≤ t < wα , there is only one node (α − 1)t connected to it. We call these related nodes
identified by the backtracking process necessary nodes. All the necessary nodes and the corresponding arcs form a backward
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Fig. 2. Illustration for the necessary nodes and related arcs (thick) as well as (pseudo) sparse nodes in the DP process.
Fig. 3. Procedure for generating a backward reduced-state DP space.
reduced-state DP space (BRDS). Fig. 2 shows the necessary nodes and corresponding arcs (thick lines) as well as (pseudo)
sparse nodes (see later description) in the BDP space using the example in Section 2. The procedure for generating the BRDS
is given in Fig. 3.
Next, we analyze the impact of the BRDS on the single objective KP and MKP in terms of solution time efficiency and
memory requirements.
The BRDS is generated following the network of the BDP process in a straightforward backtracking procedure. The
observation is valid for both the single objective KP and MKP. However, to our best knowledge, there are no published
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reports about how to generate the BRDS and use it to develop an algorithm for the single objective KP or the MKP. The
comprehensive monograph such as [1] does not mention the BRDS either. The major reason for ignoring the BRDS in the
literature is that it has little benefit in terms of solution time but it introduces additionalmemory requirements for the single
objective case as compared with the BDP algorithm. The arguments are given below.
The BRDSmust be generated beforehand. The number of nodes assumes a non-increasing pattern as shown in Fig. 2. The
generation takes O(nN1) time and O(nN1) memory space (where N1 is the number of necessary nodes in the first stage of
the BRDS). Moreover, the algorithm based on it also takes O(nN1) time to obtain the optimal solution and O(nN1)memory
space for recording the values of the decision variables. The BDP algorithm needsO(nW ) time andO(nW )memory space [1].
In the worst case, N1 = W + 1. Here it is worth mentioning that the computational effort for generating the BRDS within
the DP algorithm should be larger than that for the DP algorithm based on it to compute the optimal solution because the
necessary nodes should be implicitly ordered in each stage during the generating process (the operation is not explicitly
shown in the procedure in Fig. 3).
Since the time for generating the BRDS is comparable to the time for solving the single objective 0–1 KP based on it or
the BDP algorithm, there is not much benefit for the solution time even though the number of nodes is reduced. Moreover,
since the memory space for storing the BRDS is the same as the space for recording the values of decision variables for the
algorithm based on it, the BRDS has potential to increase the memory requirements as compared with the BDP algorithm.
When N1 > W/2, the memory requirements are larger than those for the BDP algorithm.
Similar to the single objective case, whether the BRDS is effective to the MKP or not should be determined by both the
solution time efficiency and memory requirements. The BRDS can be effective against the MKP if its generation time is
smaller than the time for calculating the PF and its memory requirements are smaller than those for storing the objective
vectors during the DP process for the BRDS based algorithm.
The condition of the computational time can be satisfied easily in the MKP context. The time for calculating the PF is
determined by the number of objective vectors calculated during the DP process. In the extreme case, if each node only
contains one objective vector in each stage of the DP process, then the time for calculating the PF for the BRDS based
algorithm is comparable to the time for generating the BRDS. Otherwise, it should be larger. The larger the number of
objective vectors of a node, the larger the computational time for obtaining the PF for the BRDS based algorithm. It means
that the computational time is not a barrier for applying the BRDS.
In the following, we focus on the memory requirement analysis of the BDP algorithm and the BRDS based algorithm
and derive the conditions under which the BRDS is favorable for the MKP, i.e., the sum of the memory requirements
for storing the objective vectors for the BRDS based algorithm and for storing the BRDS itself are smaller than those for
the BDP algorithm and the memory requirements for storing the BRDS are smaller than those for storing the objective
vectors.
For both the BDP and BRDS based algorithms, only one stage of objective vectors need to be kept if the calculation process
proceeds from thenodewith thehighest position to thenodewith the lowest position in each stage, as for the single objective
case [1].
Let Nα denote the number of nodes, Mα the maximum number of non-dominated objective vectors of a node at stage
α (α = 1, . . . , n) in the DP process, M the maximum number of non-dominated objective vectors of a node for the entire
DP process and U the memory requirements for storing the objective vectors of a DP based algorithm (either BDP or BRDS-
based).
For determining thememory requirements, we use thememory requirements for storing an integer as a basic measuring
unit. Hence, thememory requirements for storing an r dimensional integer objective vector are r times the basic unit and for
storing one stage of objective vectors are r maxα(NαMα). Then the memory requirements for storing the objective vectors
for the BDP or BRDS based algorithms should be
U = r max
α
(NαMα). (6)
For both the BDP and BRDS based algorithms, the PF is obtained at a single node at the final stage, thus,M ≥ ND (where
ND is cardinality of the PF for a given knapsack instance). Based on (6), the memory requirements for the BDP algorithm
(UBDP) are given by
UBDP = rM(W + 1). (7)
Since the node profile of the BRDS assumes a non-increasing pattern andMα has tendency to increasewithα, for the BRDS
based algorithm, thememory requirements for node calculation are small at both the early and late stages due to the fact that
the number of non-dominated objective vectors of a node is small at the early stages and the number of nodes is small at the
late stages. The maximummemory requirement will occur somewhere around the middle stage θ where both the number
of nodes and the number of non-dominated objective vectors are moderately large. ThenMθ = ρ1M ,Nθ = ρ2(W + 1), and
N1 = ρ3(W + 1) (where 0 < ρ1 < 1, 0 < ρ2 < 1, 0 < ρ3 ≤ 1 and ρ3 > ρ2). It is known that memory requirements for
the BRDS based algorithm (UBRDS) are the sum of the memory requirements for storing the objective vectors during the DP
process and for storing the BRDS, i.e.,
UBRDS = ρ2ρ1rM(W + 1)+ ρ3(W + 1)n. (8)
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Combining (7) and (8), if M > ρ3n/((1 − ρ1ρ2)r), then the memory requirements for the BRDS based algorithm are
smaller than those for the BDP algorithm. At the same time, it is required that ρ3(W + 1)n < ρ2ρ1rM(W + 1), i.e., M >
ρ3n/ρ2ρ1r .
Since M ≥ ND and based on numerical results of [17], ND is the function of n and r , the BRDS based algorithm will be
effective for the MKP if
ND > max{ρ3n/((1− ρ1ρ2)r), ρ3n/(ρ2ρ1r)}. (9)
The right-hand side of (9) is determined by the second term when ρ1ρ2 < 0.5, and the first term, otherwise. It means
that the right-hand side of (9) is a linear function of n for a given r , i.e., λn/r (λ is a constant, λ > 0). This condition holds
for some types of instances, especially for hard type of instances where ND increases fast (ND ≫ λn/r) as n increases for
a given r and for types of instances where the number of efficient solutions increases exponentially with respect to n [20].
Based on [17], ND increases much faster with respect to n for the tri-objective case than for the bi-objective case for the
same type of instances.
Now, we briefly discuss the time complexity of the BRDS based algorithm. As commented by Klamroth andWiecek [12],
the structure of the DP space, including the total number of nodes, the number of final nodes and the number of transition
arcs affects the time complexity of the related DP algorithm.More importantly, the time complexity should be related to the
number of objective vectors of a node, which is associated with the ND of an instance. The BRDS contributes to reducing all
the above factors that affect the time complexity. The BRDS helps to reduce the final nodes of the BDP space from (W + 1)
to 1, as well as the number of nodes with a large number of objective vectors in the late stages and related transition
arcs. It means that the BRDS based algorithm can improve the solution time efficiency greatly as compared with the BDP
algorithm.
3.2. Generating (pseudo) sparse nodes
Ref. [21] mentioned another type of reduced-state DP space to improve the efficiency of the BDP algorithm for the single
objective 0–1 KP. Refs. [22,23] applied the same type of reduced-state DP space to solve the single objective integer KP. This
type of reduced-state DP space was generated based on the state dominance relation by discarding the dominated states
through a forward process. We call it a forward reduced-state DP space (FRDS). A dominated state (node) is characterized
as follows: its position is not lower than that of the other node and its profit values are not better than that of the other
node. The non-dominated nodes, called sparse (or critical) nodes, form the FRDS. The sparse nodes are nodes with distinct
profit values in the DP space. A property governing sparse nodes states that the profit values of the nodes between two
consecutive sparse nodes in each stage are the same. It means that the DP space can be fully characterized by sparse nodes.
The sparse node DP (SDP) algorithms [21–23] have been developed based on the FRDS by calculating the profit values of the
sparse nodes.
The labeling algorithm [16], an intermediate version of the SDP algorithm for the BKP also processes the nodes in the
FRDS. It generates nodes directly based on the weight of items without state dominance checking and the number of nodes
is also reduced as comparedwith the BDP algorithm. However, some additional nodesmay be generated between two (true)
sparse nodes. We call these nodes pseudo sparse nodes. A pseudo sparse node is contiguous to either another pseudo sparse
node or a true sparse node. The set of objective vectors for the nodes between two consecutive (pseudo) sparse nodes is the
same.
In our DP algorithm, we calculate the necessary nodes of the BRDS and attempt to reduce further the number of nodes to
calculate by using the property of sparse nodes. It means that the sparse nodes should be known before the state calculation
starts in each stage. However, this is not possible because sparse nodes can only be obtained during the solution process of
the SDP algorithmwith state dominance checking. Instead, in our DP algorithmwe generate sparse nodes including pseudo
ones based on the labeling algorithm [16] because pseudo sparse nodesmaintain the property of sparse nodes asmentioned
above and these nodes can be generated beforehand based on the weight of items.
The calculation principle of the necessary nodes is the same regardless of the fact that we use the true and pseudo sparse
nodes. We calculate only one necessary node between two consecutive (pseudo) sparse nodes based on the property of
(pseudo) sparse nodes. However, the calculated node is not necessarily a (pseudo) sparse node. Sometimes, it may be some
intermediate node between two consecutive (pseudo) sparse nodes and its objective vectors are the same as one of these
two (pseudo) sparse nodes. In this way, the number of nodes to actually calculate can be smaller than the necessary nodes
considered in Section 3.1.
Next, we discuss some considerations for generating (pseudo) sparse nodes in our algorithm. First, it is not necessary to
generate the (pseudo) sparse nodes whose position is lower than the lowest position of the necessary node in each stage.
Second, it is neither necessary to generate the arcs connecting to (pseudo) sparse nodes nor necessary to generate thedummy
source and sink nodes in the labeling algorithm [16]. The remaining steps are similar to the network converting algorithm
in [16]. Fig. 4 gives a procedure for generating (pseudo) sparse nodes.
The (pseudo) sparse nodes are illustrated together with the necessary nodes in the DP space of Fig. 2 above. Here it is
worth mentioning that the algorithm in Fig. 4 does some relaxation and simplifies the generation process. Some generated
(pseudo) sparse nodes are not necessary nodes in the DP space, for example nodes 47 and 48 in Fig. 2, because (pseudo)
sparse nodes are generated by a forward process while necessary nodes are generated by a backtracking process. But this
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Fig. 4. Procedure for generating (pseudo) sparse nodes.
does not affect the function of the (pseudo) sparse nodes. These nodes can be skipped automatically when we process the
calculation of the necessary nodes in the BRDS (see Steps 14 and 27 of the DP algorithm in Fig. 5).
3.3. Two state reduction based DP (TDP) algorithm
By combining the procedure for generating the BRDS (Fig. 3) with the procedure for generating (pseudo) sparse nodes
(Fig. 4), at the same time, using the property of (pseudo) sparse nodes to determine which nodes should be calculated in
the BRDS, we obtain a two state reduction based DP (TDP) algorithm.We arrange both necessary and (pseudo) sparse nodes
at each stage based on the decreasing order of node positions. This means that we search the BRDS from the node with the
highest position to the nodewith the lowest position in each stage of the DP process. We present the TDP algorithm in Fig. 5.
Based on Eq. (5), a node with the position lower than wα at stage α(α = 2, . . . , n) directly takes the value of the node
with the same position at the previous stage α − 1 (Step 30); no calculation is needed. It means that only the nodes with
position not lower thanwα at stage αmay need to be calculated (from Steps 19 to 28). The first necessary node at each stage
has positionW . It must be calculated (Steps 9 and 10). Then the first (pseudo) sparse node with the position not higher than
that of this calculated node is found (Step 14). Then, the necessary nodes with the positions not lower than the position of
this (pseudo) sparse node should have the same set of objective vectors as the node calculated on the basis of the property of
the (pseudo) sparse nodes. Thus, we do not need to calculate these nodes (Steps 20 and 21). It means that the next necessary
node to calculate is one whose position is lower than that of this (pseudo) sparse node (Step 23). Immediately after that, the
new (pseudo) sparse node with the position not higher than the newly calculated node is found (Step 27).
The above procedure can be repeated till all the necessary nodes are checked, either by calculating, or by taking the
objective vectors from a calculated node (Steps 6–32). If the calculated node is the last node (the lowest position node) in
each stage, it is not necessary to find the new (pseudo) sparse node. Some (pseudo) sparse nodes generated by the procedure
in Fig. 4, which are not necessary nodes, are automatically skipped during the process of finding the next (pseudo) sparse
nodes with the position not higher than the newly calculated necessary nodes (Steps 14 and 27). Fig. 6 illustrates the nodes
(gray) to actually calculate in the BRDS space for the TDP algorithm, using the example in Section 2.
It is worth mentioning that the DP procedure in Fig. 5 can change slightly to reduce memory requirements in
implementation. The BRDS must be generated beforehand as shown in Fig. 5, because a backtracking process is used for
generating the necessary nodes as shown in Fig. 3. The memory requirements for storing the BRDS are N1n, where N1 is the
number of necessary nodes in the first stage as mentioned in Section 3.1. In the worst case, N1 = W + 1. However, not
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Fig. 5. Procedure for the two state reduction based DP (TDP) algorithm.
Fig. 6. Illustration for the states (grey) to actually calculate in the backward reduced-state DP space (BRDS) for the TDP algorithm.
all (pseudo) sparse nodes are needed beforehand because they are generated using a forward process as shown in Fig. 4.
These nodes can be identified at the beginning of each stage (after Step 5 of Fig. 5) before the necessary nodes are calculated
as the DP process goes on. Hence, only one stage of (pseudo) sparse nodes needs to be kept during the DP process. To get
the (pseudo) sparse nodes of the next stage based on the nodes of the current stage, twice the memory requirements of
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Table 1
Illustration of the calculation process for the basic sequential DP (BDP) procedure.
Node position Stage
1 2 3 4 5
0 {(0, 0)} {(0, 0)} {(0, 0)} {(0, 0)} {(0, 0)}
1 {(0, 0)} {(0, 0)} {(0, 0)} {(0, 0)} {(0, 0)}
2 {(0, 0)} {(9, 2)} {(9, 2), (3, 10)} {(9, 2), (3, 10)} {(9, 2), (3, 10)}
3 {(7, 2)} {(9, 2)} {(9, 2), (3, 10)} {(9, 2), (3, 10)} {(9, 2), (6, 9),(3, 10)}
4 {(7, 2)} {(9, 2)} {(12, 12)} {(12, 12)} {(12, 12)}
5 {(7, 2)} {(16, 4)} {(16, 4), (12, 12)} {(16, 4), (12, 12)} {(16, 4), (15, 11), (12, 12), (9, 19)}
6 {(7, 2)} {(16, 4)} {(16, 4), (12, 12)} {(16, 8), (12, 12), (10, 16)} {(16, 8), (15, 11), (12, 12), (10, 16), (9, 19)}
7 {(7, 2)} {(16, 4)} {(19, 14)} {(19, 14), (10, 16)} {(19, 14), (18, 21)}
8 {(7, 2)} {(16, 4)} {(19, 14)} {(19, 18)} {(22, 13), (19, 18), (18, 21)}
9 {(7, 2)} {(16, 4)} {(19, 14)} {(23, 10), (19, 18)} {(23, 10), (22, 17), (19, 18), (18, 21), (16, 25)}
storing the nodes of the current stage are needed for storing both the nodes at the current stage and the new generated
nodes. If all the (pseudo) sparse nodes of a stage are generated, the memory requirements for (pseudo) sparse nodes are
2(W + 1) because the number of (pseudo) sparse nodes at a stage is (W + 1) in the worst case. However, for the TDP
algorithm, only the (pseudo) sparse nodes with position not lower than the lowest position of the necessary nodes at each
stage need to be generated (Step 9 of Fig. 4). The lowest position of the necessary nodes will increase as the stage increases
(Fig. 6). Therefore, the number of (pseudo) sparse nodes can be reduced in the TDP algorithm. Consequently, the memory
requirements for (pseudo) sparse nodes in the TDP algorithm should be a fraction of 2(W + 1). It means that memory
requirements for pseudo sparse nodes are much smaller than those for the BRDS.
3.4. Algorithm illustration
We illustrate the results of the BDP algorithm in Table 1 using the example in Section 2. Next, we apply the TDP algorithm
of Fig. 5 to the same instance to show how it works.
The core of the TDP algorithm is to determine which nodes are needed to calculate and which nodes take the objective
vectors of the calculated nodes based on the property of (pseudo) sparse nodes.We roughly follow the steps of the algorithm
in Fig. 5.
The preparationwork for the entire algorithm is done fromSteps 1 to 4. The necessary nodes in the BRDS and the (pseudo)
sparse nodes are generated based on the procedures of Figs. 3 and 4 in Steps 2 and 3, respectively, and the initial values of
the nodes are assigned in Step 4 of Fig. 5.
The positions of the necessary nodes (connected by thick arcs in Fig. 2) at each stage α(α = 1, 2, 3, 4, 5), denoted by
TNα , are given below: TN1 = (9, 7, 6, 5, 4, 3, 2, 1, 0), TN2 = (9, 7, 6, 5, 4, 3, 2, 0), TN3 = (9, 6, 5, 2), TN4 = (9, 6), and
TN5 = (9). The lowest positions of the necessary nodes at each stage α, denoted by bα , are given by b1 = 0, b2 = 0, b3 = 2,
b4 = 6, and b5 = 9. These positions are used to restrict the lowest position of (pseudo) sparse nodes (refer to Step 9 of
Fig. 4). The positions of the (pseudo) sparse nodes (the gray nodes in Fig. 2) at each stage α, denoted by TSα , are given below:
TS1 = (3, 0), TS2 = (5, 3, 2, 0), TS3 = (7, 5, 4, 3, 2), TS4 = (9, 8, 7, 6), and TS5 = (9). Table 1 shows that nodes 23 and 33
are pseudo sparse nodes.
In Step 4, the initial objective vectors of necessary nodes are assigned based on Eq. (4):
S(19) = S(17) = S(16) = S(15) = S(14) = S(13) = {(7, 2)}; S(12) = S(10) = {(0, 0)}.
From Steps 6 to 32, the objective vectors of the necessary nodes in the subsequent stages α (α = 2, 3, 4, 5) are checked
(either by calculating, or by taking the objective vectors of the calculated nodes). For the TDP algorithm, the calculation is
processed from the node with the highest position to the node with the lowest position in each stage. Therefore, the results
of the nodes are given based on the decreasing order of the position following the procedure.
At stage 2, the first node 29(t = 9) must be calculated: S(29) = non-dominated (S(19) ∪ {(9, 2) ⊕ S(17)}) =
non-dominated ({(7, 2)} ∪ {(9, 2) + (7, 2)}) = {(16, 4)}. After 9 is taken from TN2, we check the condition in Step 11,
|TN2| = 7 > 0 is satisfied, then p ← t = 9, s ← 5 (the first element in TS2 not higher than t = 9). Next, from Steps 17
to 31, we use the property of the (pseudo) sparse nodes to check which nodes should be calculated. In Step 18, we take the
position of node 27, t = 7, from TN2, then we check the condition in Step 19. Since t ≥ w2(= 2) is satisfied, then we need
to check the condition in Step 20, s = 5 ≤ t = 7 is satisfied, S(27)← S(29) = {(16, 4)}. The situations of nodes 26 and 25
are the same as that of 27, S(26) ← S(29) = {(16, 4)}; and S(25) ← S(29) = {(16, 4)}. For the next node 24(t = 4), the
condition in Step 20 is not satisfied, we go to Step 23 to determine S(24) = non-dominated (S(14) ∪ {(9, 2) ⊕ S(12)}) =
non-dominated ({(7, 2)} ∪ {(9, 2) + (0, 0)}) = {(9, 2)}. After this, we check the condition in Step 24, t = 4 > b2(= 0) is
satisfied, then p and s are updated based on Steps 26 and 27, p ← t = 4; s ← 3 (the first element in TS2 not higher than
t = 4). For the next node 23(t = 3), the condition in Step 20 is satisfied, S(23)← S(24) = {(9, 2)}. For node 22(t = 2), the
condition in Step 20 is not satisfied, we go to Step 23 to determine S(22) = non-dominated (S(12) ∪ {(9, 2) ⊕ S(10)}) =
non-dominated({(0, 0)} ∪ {(9, 2) + (0, 0)}) = {(9, 2)}. The condition in Step 24, t = 2 > b2(= 0) is satisfied and p and
s are updated based on Steps 26 and 27, p ← t = 2; s ← 2. For the final node 20(t = 0), the condition in Step 19 is not
satisfied, we go to Step 30, S(20)← S(10) = {(0, 0)}.
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For the remaining stages α(α = 3, 4, 5), we can repeat the similar process as for stage 2.
At stage 3, S(39), S(36) and S(32) must be calculated and S(35) ← S(36): S(39) = non-dominated (S(29) ∪ {(3, 10) ⊕
S(27)}) = non-dominated ({(16, 4)} ∪ {(3, 10) + (16, 4)}) = {(19, 14)}; S(36) = non-dominated (S(26) ∪ {(3, 10) ⊕
S(24)}) = non-dominated ({(16, 4)} ∪ {(3, 10) + (9, 2)}) = {(16, 4), (12, 12)}; S(35) ← S(36) = {(16, 4), (12, 12)};
S(32) = non-dominated (S(22) ∪ {(3, 10)⊕ S(20)}) = non-dominated ({(9, 2)} ∪ {(3, 10)+ (0, 0)}) = {(9, 2), (3, 10)}.
At stage 4, all the nodes need to be calculated: S(49) = non-dominated (S(39) ∪ {(7, 6) ⊕ S(35)}) = non-dominated
({(19, 14)} ∪ {{(7, 6)} ⊕ {(16, 4), (12, 12)}}) = {(23, 10), (19, 18)}; S(46) = non-dominated (S(36)∪ {(7, 6)⊕ S(32)}) =
non-dominated ({(16, 4), (12, 12)} ∪ {{(7, 6)} ⊕ {(9, 2), (3, 10)}}) = {(16, 8), (12, 12), (10, 16)}.
At the last stage 5, only onenodemust be calculated: S(59) = non-dominated (S(49)∪{(6, 9)⊕S(46)}) = non-dominated
({(23, 10), (19, 18)} ∪ {{(6, 9)} ⊕ {(16, 8), (12, 12), (10, 16)}}) = {(23, 10), (22, 17), (19, 18), (18, 21), (16, 25)}.
From the above illustration and Table 1, it can be seen that the TDP algorithmworks properly for the example in Section 2.
The BRDS avoids calculating some nodes with a heavy computational effort at the late stages, e.g. nodes in stages 4 and 5.
Applying (pseudo) sparse nodes further helps to reduce the number of nodes to calculate the BRDS (see Fig. 6) at the early
stages, e.g., nodes at stages 2 and 3.
4. Numerical results
To test the performance of the TDP algorithm and the contributions of the two reduction techniques to the solution time
efficiency, we implemented the TDP algorithm and the DP algorithm using only the BRDS (RDP) in C++ in the Microsoft
visual studio 2003 environment. All the experiments were carried out on a 2.49 GHz Pentium PC with 2.98 GB RAM under
Windows XP operating systems.We used the DDP algorithmprovided by an author of [17] as the benchmark. To the authors’
knowledge, the DDP algorithm is the best algorithm for dealing with the hard type of instances efficiently. The algorithm
presented in [18] can handle the non-hard type of instances better than the DDP algorithm. In this study, we considered
only randomly generated BKP instances and used the same types of instances as [17,18].
4.1. Test instances
The numerical experiments were referred with the following types of instances.
(A) Uncorrelated instances: c1j ∈R[1, 1000], c2j ∈R[1, 1000], andwj ∈R[1, 1000].




j ∈R[101, 1000], c2j ∈R[c1j − 100, c1j + 100] and
wj ∈R[1, 1000].




j ∈R[1, 1000], c2j ∈R[max{900 − c1j , 1},min{1100 −
c1j , 1000}] andwj ∈R[1, 1000].
(D) Conflicting instances with correlated weight, where c1j is negatively correlated with c
2
j and wj is positively correlated




j ∈R[1, 1000], c2j ∈R[max{900− c1j , 1},min{1100− c1j , 1000}] andwj ∈R[c1j + c2j −200, c1j + c2j +200].







As commented by Bazgan et al. [17], most experiments were made only with instances of Type A. Instances of Type B
were introduced in [16], which should be viewed as quasi-single objective instances since two ‘‘unconflicting’’ objectives
are involved. Instances of Types C and D were newly defined in [17] because conflicting objectives are more appropriate to
model real-world situations. These are hard instances. Instances of TypeD are harder than those of Type C because theweight
coefficients in Type D are correlated with the profit objectives. Similar to the single objective case, correlated instances are
more difficult to solve than uncorrelated instances [8]. In fact, very few techniques are effective to correlated instances [1].
We have tested the TDP algorithm for all the above four types of instances. We generated 30 instances for each problem
size n (number of items in the knapsack) and the average results were obtained over the 30 instances.
4.2. Computational results
Before we report the results for the algorithm, we investigate the impact of item orders. The order of items plays an
important role in implementing our DP algorithm for the MKP because solution time efficiency of the algorithm is affected
by the order of items. Ref. [17] proposed the MKP three orders, Osum,Omax and Omin motivated by the profit-to-weight ratio
for the single objective 0–1 KP. The related three measures are derived from the profit-to-weight ratios ckj /wj for each
objective k of item j. Let hkj be the rank of item j based on c
k
j /wj, then the higher the c
k


















j ). The measures for the maximum and the
minimum rank are slightly different from those defined in [17]. We do not consider the number of items n as a divisor in the
second term of the measure. Here we introduce a fourth order Oweight, based on the weight of items. We have implemented
all these orders in our DP algorithm.
Table 2 shows that instances of Types A and B respond better to the order Oweight and instances of Types C and D
respond better to the order Omin. The increase (expressed in percentage) of the solution time compared with the time
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Table 2
Average solution time (s) for different item orders.
Type n Oweight Osum Omax Omin Random
A 200 45.34 (−14%) 61.52 (+17%) 63.36 (+20%) 50.49 (−4%) 52.61
B 300 11.71 (−21%) 17.27 (+15%) 17.08 (+14%) 16.30 (+9%) 14.96
C 120 20.93 (−12%) 20.39 (−14%) 23.03 (−3%) 15.91 (−33%) 23.83
D 60 8.13 (−7%) 9.23 (−7%) 7.20 (−17%) 6.17 (−29%) 8.65
The increase (expressed in percentage) of the solution time comparedwith the time obtainedwhen
items are randomly selected is given in brackets.
Fig. 7. Relations between CPU time and Avectors for different types of instances.
obtained when items are selected randomly is given in brackets. The best orders of the RDP algorithm are the same as
those of the TDP algorithm. In the subsequent reports, we give the results for different types of instances based on their best
orders.
Next, we investigate the relations between the solution time (CPU time) and the number of actually calculated objective
vectors (Avectors) during the process for the TDP algorithm based on instances of Type A with size 200, Type B with size
500, Type Cwith size 160 and Type Dwith size 100 (See Fig. 7). The average solution times of these instances are close (refer
to Table 3).
Based on Fig. 7, for instances of Types A, C, and D, the number of actually calculated objective vectors (Avectors) is
positively correlated with the solution time. In fact, Avectors determines the solution time because the time for calculating
the objective vectors in the DP process is much larger than the generation time for the BRDS and for pseudo sparse nodes.
However, for instances of Type B, it seems that the solution time is not solely determined by Avectors. It means that
generation time for the BRDS and for pseudo sparse nodes cannot be ignored for instances of Type B due to the fact that
this generation time is comparable to the time for calculating the objective vectors in the DP process.
Table 3 gives the average results related to the solution time of the TDP algorithm for all the four types of instances. For
determining the problem sizes for the different types of instances, on the one hand, the largest problem size is limited by the
memory capacity of the computer. On the other hand, the smallest problem size is determined by three factors: the solution
time and the comparative performance with the benchmark algorithm, as well as the special requirements for comparison.
The solution time should be large enough to record and the chosen size can identify the problem size where the relative per-
formance of the TDP algorithm and the benchmark DDP algorithm change. In terms of special requirements for comparison,
we give an example to illustrate it. For the problem size 100 of Type B, the solution time for the DDP algorithm is too small
to record accurately. However, for the TDP algorithm, the solution time is large enough to record. We need to compare the
number of non-dominated objective vectors of this size for all the four types of instances as demonstrated below.
Table 3 introduces three ratios (RT, AR and AT): RT is the ratio of necessary nodes and total nodes (refer to Fig. 2); AR is
the ratio of actually calculated nodes and necessary nodes (refer to Fig. 6); AT is the ratio of actually calculated nodes and
total nodes (refer to Figs. 2 and 6).
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Table 3
Average results related to solution time for all the four types of instances.
Type n Avectors Solution TNode
(106) ND RT AR AT Time (s) (105)
A 100 46.43 163.2 0.525 0.594 0.312 3.70 25.38
150 209.09 328.9 0.526 0.637 0.337 15.21 56.94
200 609.52 522.8 0.527 0.662 0.349 45.34 99.86
220 855.80 625.2 0.528 0.668 0.351 60.00 120.75
240 1188.42 728.7 0.528 0.673 0.355 85.93 143.71
260 1610.07 841.1 0.528 0.678 0.358 112.82 168.99
280 2076.30 931.7 0.528 0.681 0.359 144.69 196.21
B 100 2.21 5.8 0.525 0.594 0.312 0.71 25.38
250 37.40 17.4 0.527 0.676 0.357 7.21 156.15
300 67.47 23.4 0.527 0.685 0.361 11.71 224.90
350 105.51 26.0 0.528 0.691 0.364 17.53 304.90
400 169.93 32.0 0.528 0.696 0.367 24.07 498.18
450 254.37 40.9 0.528 0.700 0.369 34.35 502.22
500 365.03 48.6 0.528 0.703 0.371 47.58 624.29
C 60 12.39 217.8 0.692 0.415 0.287 1.16 9.04
80 40.64 350.7 0.738 0.438 0.323 3.46 16.08
100 101.80 511.6 0.763 0.451 0.344 8.53 25.38
120 202.34 678.8 0.780 0.456 0.356 15.91 36.54
140 362.47 867.7 0.792 0.461 0.365 27.82 49.63
160 610.41 1080.3 0.800 0.467 0.374 44.46 64.58
180 934.66 1291.0 0.807 0.467 0.377 67.83 81.27
200 1371.52 1495.5 0.812 0.468 0.380 98.81 99.86
D 30 1.77 240.0 0.429 0.202 0.087 0.21 4.50
40 11.18 392.1 0.528 0.362 0.191 1.02 8.00
50 36.18 569.1 0.579 0.441 0.256 2.88 12.51
60 82.59 776.9 0.617 0.490 0.303 6.17 18.05
70 164.51 990.8 0.641 0.521 0.334 11.91 24.55
80 289.00 1248.0 0.660 0.546 0.361 20.08 32.08
90 462.00 1525.8 0.673 0.561 0.377 31.53 40.60
100 725.47 1765.0 0.684 0.573 0.392 49.29 50.03
110 1050.67 2128.0 0.693 0.581 0.403 69.41 60.52
Avectors (106): number of actually calculated objective vectors (the value in brackets is
the order of the quantity); ND: number of non-dominated objective vectors; RT: ratio of
necessary nodes and total nodes (refer to Fig. 2); AR: ratio of actually calculated nodes and
necessary nodes (refer to Fig. 6); AT: ratio of actually calculated nodes and total nodes (refer
to Figs. 2 and 6); TNode (105): number of nodes in the BDP process (refer to Fig. 1) (the value
in brackets is the order of the quantity).
The ratios RT, AR and AT reflect the contribution of the reduction techniques in terms of node reduction. Table 3 shows
that the three ratios increase as the problem size increases for all the four types of instances. Instances of Type D increase
more significantly than those of Types A, B and C. This means that instances of Type D are more difficult to solve than those
of Types A, B and C.
Moreover, the tractability of the instances is reflected by the average number of non-dominated objective vectors (ND).
As Table 3 shows, the ND is approximately 6, 163, 431 and 1765 for instances of Types B, A, C and D, respectively, with the
same size, i.e., 100 items, considered in the test. It means that instances of Type D are harder than those of Type C, which
in turn are harder than those of Type A, which in turn are harder than those of Type B because the computational effort for
obtaining the PF increases with ND.
In the TDP algorithm, the computational effort can be measured by Avectors. Based on Fig. 7, for instances of Types A,
C, and D, the computational effort is proportional to Avectors while for instances of Type B, the computational effort is not
solely determined by Avectors. It is worth mentioning that the computational effort is not proportional to the number of
states (nodes) to calculate because the number of calculated objective vectors is different from node to node. However,
reducing the number of calculated nodes can reduce the computational effort when the problem size is reasonably large.
Next, we give the memory requirements of the TDP algorithm. For the current implementation, both the nodes and
arcs of the BRDS are stored in the memory before the DP process starts. The memory requirements for the arcs are twice
the memory requirements for the nodes because each node has at most two incoming arcs. However, the TDP algorithm
can also be implemented without storing arcs beforehand since the arcs can be determined dynamically when the nodes
are known. The solution time should be a little larger than the current solution time because dynamical determination of
arc links will consume some amount of time. The memory requirements for the current TDP algorithm are the sum of the
following components: nodes (BRDS_N) and arcs (BRDS_A) of the BRDS, two stages of pseudo sparse node (Sparse) and one
stage of the objective vectors (Vectors) during the DP process. Table 4 gives thememory requirements for these components
and the memory requirements for the BDP algorithm in mega bytes (MB) as well as some indicators related to the memory
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Table 4
Average results related to memory requirements for all the four type of instances.
Type n Memory usage (MB) NC RD
BDP TDP
BRDS_N BRDS_A Sparse Vectors
A 100 38.4 10.1 20.2 0.18 14.5 0.997 1.36
150 110.8 22.8 45.5 0.29 39.2 0.999 1.23
200 233.6 39.9 79.9 0.38 82.5 0.999 1.22
220 299.1 48.3 96.6 0.42 102.1 0.999 1.17
240 381.4 57.5 114.9 0.46 128.3 0.999 1.18
260 471.0 67.6 135.2 0.51 157.7 0.999 1.19
280 563.4 78.5 156.9 0.55 189.0 0.999 1.15
B 100 2.8 10.1 20.2 0.18 1.8 0.997 2.91
250 16.6 62.4 124.9 0.48 10.3 0.999 2.01
300 25.2 89.9 179.9 0.58 15.0 0.999 1.96
350 34.5 121.9 243.9 0.68 19.8 0.999 2.14
400 46.6 159.3 318.5 0.78 24.8 0.999 2.02
450 62.2 202.1 404.2 0.88 32.2 0.999 1.86
500 79.8 249.7 499.4 0.98 41.0 0.999 1.81
C 60 29.2 3.6 7.1 0.12 12.5 0.985 1.12
80 59.7 6.4 12.8 0.16 25.7 0.993 1.06
100 111.3 10.1 20.2 0.20 46.2 0.996 1.07
120 173.3 14.6 29.2 0.24 71.1 0.997 1.05
140 257.6 19.8 39.6 0.28 103.1 0.998 1.04
160 360.8 25.8 51.6 0.32 144.8 0.999 1.03
180 480.7 32.5 65.0 0.36 191.6 0.999 1.03
200 614.6 39.9 79.8 0.40 247.2 0.999 1.03
D 30 30.4 1.5 3.1 0.09 4.8 0.849 1.06
40 67.4 2.9 5.8 0.14 15.0 0.901 1.09
50 117.7 4.6 9.3 0.18 31.8 0.926 1.04
60 192.8 6.8 13.6 0.22 52.7 0.943 1.03
70 285.0 9.4 18.7 0.26 81.7 0.953 1.03
80 410.7 12.3 24.7 0.30 113.7 0.961 1.03
90 561.8 15.7 31.4 0.34 152.9 0.966 1.02
100 725.5 19.4 38.8 0.38 209.0 0.970 1.03
110 957.3 23.6 47.1 0.42 268.8 0.973 1.02
NC: ratio of the number of nodes in the first stage of the BRDS and (W + 1) (refer to Figs. 1
and 2); RD: ratio of maximum number of objective vectors of a state for the TDP algorithm
and ND (refer to Table 3).
requirements. Thememory requirements for the BDP algorithm are estimated based on (W+1)multiplied by themaximum
number of objective vectors of a node for the TDP algorithm.
Table 4 introduces two ratios (NC and RD): NC is the ratio of the number of nodes in the first stage of the BRDS and (W+1)
(the number of nodes in each stage of the BDP algorithm); RD is the ratio of maximum number of objective vectors of a node
for the TDP algorithm and ND (refer to Table 3).
The ratio NC gives the relative memory requirements for storing the BRDS (node) with respect to those for the BDP
algorithm for the single objective 0–1 KP (see Section 3.1). Based on NC, it can be seen that the BRDS based algorithm is not
attractive to the single objective 0–1 KP because the memory requirements for storing both the BRDS and the results of the
algorithm are nearly doubled (refer to Section 3.1) as compared with those for the BDP algorithm for the instances in the
experiment.
The ratio RD reflects the relative number of objective vectors of a node for the TDP algorithm with respect to ND. It can
be seen that RD > 1. The larger the ND, the larger the memory requirements for storing the objective vectors for both the
TDP and BDP algorithms.
For the MKP, the effectiveness of the BRDS should be determined by the relative memory requirements for the TDP
algorithm (the sum of memory requirements for all the four components as mentioned above and shown in Table 4 for
the current TDP algorithm) against those for the BDP algorithm as well as the relative memory requirements for the BRDS
(node) with respect to those for storing the objective vectors as discussed in Section 3.1. It can be seen that the memory
requirements for the TDP algorithm are smaller than those for the BDP algorithm (with exception of small size instances of
Type A) and the memory requirements for the BRDS are smaller than those for the objective vectors for instances of Types
A, C and D. However, for instances of Type B, the results are the opposite. It means that the BRDS is effective to instances of
Types A, C and D, especially for instances of Type D but not effective to instances of Type B at all. For instances of Type D, the
memory requirements are about one third of those for the BDP algorithm.
A. Rong et al. / Computers and Mathematics with Applications 62 (2011) 2913–2930 2927
Table 5
Memory requirements and solution times for the RDP, TDP and DDP algorithms.
Type n Memory usage (MB) Solution time (s) GAP (%)
RDPa TDPa DDP RDP TDP DDP RDP TDP
A 100 44.9 45.1 0.53 3.92 3.70 2.02 93.8 82.8
150 107.5 107.8 2.13 15.82 15.21 13.29 19.0 14.4
200 202.3 202.7 5.42 46.23 45.34 47.37 −2.4 −4.3
220 246.9 247.4 7.75 62.57 61.00 75.56 −17.2 −19.3
240 300.7 301.1 10.69 86.36 85.93 114.90 −24.8 −25.2
260 360.5 361.0 13.98 114.34 112.82 165.70 −31.0 −31.9
280 424.4 425.0 17.80 146.86 144.69 226.66 −35.2 −36.2
B 250 197.6 198.1 0.04 8.19 7.21 0.09 9537 8380
300 284.8 285.4 0.06 13.23 11.71 0.17 7685 6788
350 385.6 386.3 0.10 18.97 17.53 0.30 6222 5742
400 502.6 503.4 0.14 25.12 24.07 0.48 5133 4915
450 638.4 639.3 0.22 34.98 34.35 0.85 4015 3941
500 790.1 791.1 0.33 47.51 47.58 1.51 3046 3051
C 60 23.2 23.3 0.41 1.25 1.16 0.80 55.7 45.1
80 44.9 45.0 0.88 3.53 3.46 2.90 21.7 19.4
100 76.6 76.8 1.88 8.81 8.53 7.84 12.4 8.8
120 114.8 115.0 3.50 16.52 15.91 17.55 −5.8 −9.4
140 162.5 162.8 5.90 28.56 27.82 35.48 −19.5 −21.6
160 222.2 222.5 9.51 45.20 44.46 66.99 −32.5 −33.6
180 289.0 289.4 13.63 68.80 67.83 109.41 −37.1 −38.0
200 367.0 367.4 18.84 99.82 98.81 167.91 −40.5 −41.2
D 30 9.4 9.5 0.29 0.24 0.21 0.38 −36.0 −44.9
40 23.6 23.8 0.93 1.06 1.02 1.73 −38.4 −41.0
50 45.7 45.9 2.02 3.06 2.88 5.33 −42.5 −46.0
60 73.1 73.3 3.97 6.44 6.17 12.32 −47.8 −49.9
70 109.8 110.0 10.07 12.35 11.91 27.95 −55.8 −57.4
80 150.7 151.0 12.33 20.55 20.08 53.04 −61.2 −62.1
90 200.0 200.3 18.51 32.49 31.53 89.94 −63.9 −64.9
100 267.2 267.6 33.61 50.53 49.29 146.94 −65.6 −66.5
110 339.5 339.9 38.81 70.59 69.41 230.11 −69.3 −69.8
a The memory requirements for the TDP and RDP algorithms include those for storing the arcs of
the BRDS (refer to Table 4), which are not necessary as discussed in the text. GAP (%) is the relative
solution time of the RDP and TDP algorithms against the DDP algorithm expressed in percentage.
Next, the memory requirements and solution time of the TDP, RDP and DDP algorithms are compared based on Table 5.
In terms of memory requirements, the TDP algorithm is roughly the same as the RDP algorithm because additional
memory requirements of the TDP algorithm are those for storing (pseudo) sparse nodes, which are small as compared with
those for storing the BRDS as discussed at the end of Section 3.3 and shown in Table 4. Here we stress again that thememory
requirements for the TDP and RDP algorithms should be smaller than those shown in Table 5 if the arcs of the BRDS are
not stored. It can be seen that the relative memory requirements for the RDP and TDP algorithms with respect to those
for the DDP algorithm have tendency to decrease as the problem size increases even though the memory requirements for
both the TDP and RDP algorithms are much larger than those for the DDP algorithm. There are two implications for this. On
the one hand, it means that dominance relations used in the DDP algorithm can help to reduce the memory requirements
significantly. On the other hand, it means that the effectiveness of dominance relations decreases as the problem size
increases. In addition, it should be realized that applying dominance relations is time consuming.
In terms of solution (CPU) time, the RDP and TDP algorithms are compared against the DDP algorithm based on GAP
(%) given by 100(Ts − Tb)/Tb (%), where Ts and Tb represent the solution time of the subject and benchmark algorithms,
respectively. The negative value means that the subject algorithm performs better.
Based on Table 5, the TDP algorithm shows a small improvement over the RDP algorithm for all the four types of instances
(with the exception of size 500 of Type B) considered in the test. Wewill discuss the relative advantage of the TDP algorithm
over the RDP algorithm later. Now,we discuss the relative solution time of the TDPwith respect to that of the DDP algorithm.
The TDP algorithm ismuchworse than the DDP algorithm for instances of Type B. This means that the BRDS based algorithm
is also not favorable to instances of Type B in terms of solution time as comparedwith the DDP algorithm. The DDP algorithm
used the bounding dominance relation to discard partial solutions. In fact, for dealing with instances of Type B, the DP
algorithm based on more elaborate bounding techniques [18] performs better than the DDP algorithm. It means that the
bounding techniques based algorithms are favorable to instances of Type B. It is well known that the bounding technique
is very effective to deal with some types of single objective 0–1 KPs (see [1,8]). Therefore, it is not surprising that both the
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Table 6
Comparison of the TDP and RDP algorithms using solution time indicators.
Type n Avectors (106) AR AT
RDP TDP RDP TDP RDP TDP
A 100 48.12 46.43 0.963 0.594 0.506 0.312
150 212.5 209.09 0.975 0.637 0.515 0.337
200 615.1 609.52 0.981 0.662 0.517 0.349
220 862.5 855.8 0.983 0.668 0.517 0.351
240 1196 1188.4 0.984 0.673 0.519 0.355
260 1619 1610.1 0.986 0.678 0.521 0.358
280 2087 2076.3 0.987 0.681 0.521 0.359
B 250 40.51 37.4 0.985 0.676 0.520 0.357
300 71.88 67.47 0.987 0.685 0.521 0.361
350 115.4 109.51 0.989 0.691 0.521 0.364
400 177.4 169.93 0.991 0.696 0.522 0.367
450 263.8 254.37 0.992 0.700 0.523 0.369
500 376.5 365.03 0.992 0.703 0.523 0.371
C 60 12.79 12.39 0.955 0.415 0.660 0.287
80 41.33 40.64 0.967 0.438 0.714 0.323
100 102.9 101.8 0.975 0.451 0.744 0.344
120 203.9 202.34 0.979 0.456 0.764 0.356
140 364.6 362.47 0.982 0.461 0.778 0.365
160 613.2 610.41 0.985 0.467 0.788 0.374
180 938.1 934.66 0.986 0.467 0.796 0.377
200 1376 1371.5 0.988 0.468 0.802 0.380
D 30 2.69 1.77 0.877 0.202 0.377 0.087
40 12.58 11.18 0.918 0.362 0.485 0.191
50 38.06 36.18 0.938 0.441 0.543 0.256
60 84.91 82.59 0.950 0.490 0.587 0.303
70 167.4 164.51 0.958 0.521 0.615 0.334
80 292.1 289 0.964 0.546 0.637 0.361
90 465.7 462 0.969 0.561 0.652 0.377
100 729.7 725.47 0.972 0.573 0.665 0.392
110 1055 1050.7 0.975 0.581 0.676 0.403
Avectors (106): number of actually calculated objective vectors (the value in
brackets is the order of the quantity); AR: ratio of actually calculated nodes
and necessary nodes (refer to Fig. 6); AT: ratio of actually calculated nodes
and total nodes (refer to Figs. 2 and 6).
DDP algorithm and the DP algorithm presented in [18] give better results for instances of Type B, which are quasi-single
objective instances. Ref. [9] explicitly excluded the instances for which the bounding techniques are effective from hard
instances.
In terms of instances of Types A and C, the TDP algorithm is better than the DDP algorithm for large sizes while worse for
small sizes. In terms of instances of Type D, the TDP algorithmperforms better than the DDP algorithm for all sizes. However,
the solution time of the TDP algorithm is too small to record accurately for small size instances. Therefore, we do not include
these results in the table. Based on the numerical tests, the smallest recorded non-zero time is 0.015 s. It means that the
recorded time is 0 if it is less than 0.015 s. In other words, the recorded time is not accurate if it is 0. The overall tendency
is that the TDP algorithm performs better as the problem size increases, especially good for hard type instances (Type D) as
compared with the DDP algorithm. This is a positive asset of the BRDS based algorithm.
Based on the above comparisons, both the relative memory requirements and the relative solution time of the TDP
algorithm with respect to the DDP algorithm has tendency to decrease as the problem size increases. Even though the DDP
algorithmhas advantage over the TDP algorithm in terms ofmemory requirements (see Table 5), it can be concluded that the
reduction techniques introduced in the TDP algorithm are more effective than the dominance relations introduced in [17]
to deal with the hard type instances. Especially, the BRDS is valuable for the MKP, which is also more effective than the
FRDS used in the labeling algorithm [16] because the DDP algorithm performs better than the labeling algorithm [17]. The
condition (9) for determining the effectiveness of the BRDS is not difficult to satisfy for the typical instances and the types
of instances where the number of efficient solutions is exponential with respect to n [20].
Finally, we discuss the contributions of two reduction techniques in the TDP algorithm. Table 6 gives the performance
indicators related to the solution time for the TDP and RDP algorithms. Based on the column of solution time and GAP
measure in Table 5, it seems that the advantage of the TDP algorithm over the RDP algorithm (the GAP difference between
the TDP and the RDP algorithms) has tendency to decrease as the problem size increases for instances of Types B, C and D.
For instances of Type B with size 500, the TDP algorithm performs worse than the RDP algorithm. For instances of Type A,
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this tendency is not clear from the current results. It means that the BRDS is a primary reduction technique and applying
(pseudo) sparse nodes is a secondary (or an auxiliary) reduction technique to achieve further reduction of the solution time
when the problem size is reasonably large.
Next, we explore the reason behind this phenomenon. When the columns AR and AT are compared with the column
Avectors in Table 6, we see that the reduction percentage of Avectors is much smaller than that of nodes (AR and AT). Hence,
applying (pseudo) sparse nodes mainly helps to reduce the nodes with a smaller number of objective vectors (thus a light
computational effort) at the early stageswhile the BRDS can reduce the nodeswith a larger number of objective vectors (thus
a heavy computational effort) at the late stages. The two reduction techniques complement each other. If the computational
effort for generating (pseudo) sparse nodes and for applying the (pseudo) sparse nodes to determine which nodes should
be calculated (refer to Fig. 5) is larger than that for calculating the objective vectors of the nodes, then applying (pseudo)
sparse nodes can worsen the solution time for the TDP algorithm.
5. Conclusion
In this paper, we have developed a new DP algorithm for the multi-objective 0–1 knapsack problem (MKP) by using two
state reduction techniques. The reductions are carried out by exploring the network underlying the basic sequential DP (BDP)
process. One reduction is concernedwith generating a backward reduced-state DP space (BRDS) by discarding some states in
the BDP space. The other one is concerned with achieving further state calculation reduction by using a property governing
the objective relations between states. The above two reduction techniques complement each other. The former one reduces
the computational effort for the states at the late stages for the DP algorithm while the latter one contributes to achieving
reduction for the states at the early stages. We analyze the impact of the BRDS on the single-objective KP and MKP in terms
of solution efficiency and memory requirements and find out that it has negative effect on the single objective knapsack
problem (KP). We derive the condition under which the BRDS is effective for the MKP, which is not difficult to satisfy for the
typical instances, and conclude that the BRDS is a valuable asset for the MKP. The BRDS is particularly favorable to the MKP
where the cardinality of the PF increases fast as the problem size increases.
The novelty of the algorithm lies in combining the above two complementary reduction techniques to achieve the goal of
reducing the number of objective vectors to calculate during the DP process, which determines the solution time efficiency
of the algorithm. To the authors’ knowledge, it is the first time that the BRDS is applied to develop a DP algorithm for the
MKP.
The numerical experiment with bi-objective instances showed that the new algorithm is faster than the benchmark
algorithm [17] for three of the four types of instances though the memory requirements for the new algorithm are larger
than those for the benchmark algorithm. Furthermore, the TDP algorithm shows advantage over the BDP algorithm in terms
of memory requirements for three of the four types of instances, which lays the foundation for introducing the BRDS for
the MKP. In terms of solution time, the larger the problem size, the larger the improvement over the benchmark. The
new algorithm is especially effective to hard type knapsack instances with conflicting objectives, which model real-world
applications, as compared with the benchmark. Finally, the reduction techniques are general techniques for the KP and the
new algorithm is applicable to the multi-objective knapsack optimization with more than two objectives.
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