This paper addresses a methodological technique of leave-many-out cross-validation for choosing cutoff values in stepwise regression methods for simplifying the final regression model. A practical approach to choose cutoff values through cross-validation is to compute the minimum Predicted Residual Sum of Squares (PRESS). A leave-one-out cross-validation may overestimate the predictive model capabilities, for example see Shao (1993) and So et al (2000) . Shao proves with asymptotic results and simulation that the model with the minimum value for the leave-oneout cross validation estimate of predictor errors is often over specified. That is, too many insignificant variables are contained in set βi of the regression model. He recommended using a method that leaves out a subset of observations, called K-fold cross-validation. Leave-many-out procedures can be more adequate in order to obtain significant and optimal results. We describe various investigations for the assessment of performance of predictive regression models, including different values of K in K-fold cross-validation and selecting the best possible cutoffvalues for automated model selection methods. We propose a resampling procedure by introducing alternative estimates of boosted cross-validated PRESS values for deciding the number of observations (l) to be omitted and number of folds/subsets (K) subsequently in K-fold cross-validation. Salahuddin and Hawkes (1991) used leave-one-out cross-validation to select equal cutoff values in stepwise regression which minimizes PRESS. We concentrate on applying K-fold cross-validation to choose unequal cutoff values that is F-to-enter and F-to-remove values which are then used for determining predictor variables in a regression model from the full data set. Our computer program for K-fold cross-validation can be efficiently used for choosing both equal and unequal cutoff values for automated model selection methods. Some previously analyzed data and Monte Carlo simulation are used to evaluate the proposed method against alternatives through a design experiment approach.
1.
Introduction

Assessment of variable selection in regression models
In many research areas such as biological, medical, public health, social, and agricultural sciences, there may be large number of predictor variables that could be used to predict a regression model. If the number of predictor variables are denoted by p, various variable selection procedures are often define by selecting r< p predictor variables that allow to construct a best subset regression model. We select the subset regression model with "r" predictor variables due to the following major reasons.
I) It is very simple and cheep to select r predictor variables in the final regression model.
II)
Accuracy of regression model is increased due to the exclusion of unnecessary predictor variables.
III)
Calculations of estimated regression coefficients are potentially fast when less number of input variables is used in the regression model.
IV)
The nature of the prediction problem can be recognized by knowing only relevant predictor variables in the regression model. The number of subset model grows exponentially with the number of predictors. Thus it is difficult to evaluate all the subset models even for moderate number of predictor variables. Many heuristic algorithms have been proposed for determining subset models; for example, see Stearns (1976) , Kittler (1978) , Pudil et al. (1994) , Somol et al. (1999) and Somol & Pudil (2000) .
In variable selection, the main objective is to choose the subset model having small number of predictor variables to enable the construction of accurate predictive regression model. Consequently, the accuracies of the selected predictors are validated to check that a good subset model has been finalized. Model validation ascertains whether predictor values from the model will predict accurate responses on future subject or subjects not used in the model. Usually one select predictor variables using subset of the data samples available for training (called training set) and test them with the rest of the samples (called test set). A common choice is cross-validation, where the data sample is randomly divided into a number of folds.
Prediction models and its validation
A regression model is not useful unless one has an estimate of the predictive ability. We consider the classical problem of the multiple regression models to check the behavior of a dependent variable Y by a linear function of predictor variables X 1 , X 2 , … ,X p that is, ε β + = X Y Where Y is an n×1 vector of response variable observations, X is an n×p known matrix of p explanatory variables, β is a p ×1 unknown coefficients but constant vector, and ε is an n×1 random error vector assumed to be distributed N (0, δ 2 I n × n) . Here we have a random sample of (p+1) Y is the mean of the dependent variable in the test set. But if test set is not available, the model can be validated by comparing the prediction i Yˆ, i =1, 2, …, n of the training set with their counterparts Y i . However, this will give biased values if matching does not occur for independently collected data. Thus a favored alternative is cross-validation in which the procedure is to split the available data into equal parts (see Luchenbruch and Mickey (1968) and Stone (1974) ). One part of the data will be used for estimating the regression coefficients called the estimation data or training data while the remaining part will be used for prediction purpose of the model called prediction data or test data.
Cross-Validation, leave-one-out and K-fold classification
Cross-validation is a computer intensive resampling technique of applied statistics used for the assessment of statistical models and selection amongst competing regression models. Basically, it is a standard tool for estimating prediction errors of statistical models. Snee (1977) claimed that cross-validation is an effective method of model validation when it is not possible for the researcher to collect new data. A considerable work has been written on both the theoretical and practical aspects of cross-validation, for example, see Stone (1974) , Geisser
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The International Journal of Biostatistics, Vol. 5 [2009 ], Iss. 1, Art. 25 DOI: 10.2202 /1557 -4679.1105 (1975), Shao (1993) , Breiman (1995) etc. The idea of cross-validation is simply splitting the data set into two parts, using one part called the training set to derive a prediction rule and then judge the goodness of the prediction by matching its out with rest of the data called test set. There are several versions of cross-validation (CV), e.g. leave-one-out cross-validation (LOOCV, also called simple CV), leavemany-out cross-validation (LMOCV, also called K-fold CV) and generalized CV (Cravan and Wahba (1979) ). However, in the literature unless indicated explicitly cross-validation is usually referred to as the leave-one-out cross-validation.
As practically cross-validation (CV) is computationally very expansive, so we search for less greedy CV algorithm such as K-fold cross-validation (KFCV). Efron (1986) argued that simple cross-validation (that is LOOCV) is a poor candidate for estimating the prediction error and suggests that some version of bootstrap as better alternative. When selecting the correct model is concern, it is well known that the model selected by cross-validation criterion is apt to over fit. Burman (1990) showed that the multifold cross-validation is asymptotically optimal. Herzberd and Tsukanov (1986) have provided simulations evidence that multiple cross-validations do better than simple cross-validation.
The properties of leave-many-out cross-validation for prediction and model identification have been widely studied from the asymptotic viewpoint in regression analysis. It basically depends upon the ratio between the size of test and training sets, called the split ratio l / (l -p) in the leave-l-out case and 1/1-K for K-fold. van der Laan, Dudoit and Keles (2004) studies asymptotic optimality of a general class of likelihood based cross-validation techniques. They concluded that the cross-validation sector performs asymptotically as good as optimal model selector which depends on true density. Dudoit and van der Laan (2005) presented a general framework for cross-validation and derive distributional properties of cross-validated risk estimators in the context of model selection and performance assistance. Van der Vaart, et al. (2006) considered choosing an estimator or model from a given class by cross-validation and presented finite sample oracle inequalities.
The idea of leave-many-out cross-validation first appear in Geisser (1975) where instead of deleting one observation as in simple cross-validation, l >1 observations are deleted. Some development in this area can be found in Breiman et al. (1984 ), Bruman (1989 . A computationally cheaper version of leave-one-out cross-validation is called K-fold cross-validation, sometime also known as rotation estimation. In this method, the data is partitioned into K-mutually exclusive subsets (the folds) n 1 , n 2 , … ,n K of approximately equal size. Mathematically,
Each subset group is omitted in turn from the data and is used as the test set. The remaining K-1 subsets are put together and are used as the training set. The regression model is fitted to the training set and the predictions i Yˆ a re derive d from the test set. Every data point gets to be in a test set exactly once and gets to be in training set K-1 times.
The K-fold cross-validation produces n predictions i Yˆ, none of which has used the corresponding i Y as part of the modeling. So the PRESS calculated should not be optimistically biased. The special case where the number of folds is set equal to the number of samples available is again called the leave-one-out cross-validation.
When it comes to the practical application, the main problem is the choice of K (in K-fold CV) or l (in leave-l-out CV) since the performance of CV strongly depends on them. Basically, there are three competing factors (bias, variance and computational cost) to take into account in order to choose these tuning parameters. One of the purposes of this article is to suggest a procedure for selecting appropriate tuning parameter (K or l) for CV procedures.
Choice of l (number of individuals in each subset) and K (number of folds) in K-fold cross-validation
K-fold cross-validation is extremely useful if correct value of l that is number of individuals in each fold or appropriate K that is number of folds is chosen. It is computationally less expensive than the leave-one-out cross-validation and also provides the best estimated cross-validation error if the correct value of K is used. Unfortunately, there is no theoretically perfect procedure of determining the appropriate value of K and number of observations (l) in each Kth group. Many researchers used K = 10, for example, see Bengio and Grandvalet (2004) , Vehtari and Lampinen (2004) . Davison and Hinkley (1997) recommend K = min (n 1/2 , 10) in practice. Clark (2003) compare different values of K for his data and suggested that the choice of K = 4 will probably be good in general, though not necessarily optimal. Duan et al. (2003) used K = 5 for the number of folds. Jonathan et al. (2000) recommended the use of leave-2-out cross-validation for all sample size in the interval [20, p] simulation. They also mentioned that for K > 4, the analysis of number of different partitioned of the design data set should always be considered. Anderson et al (2006) suggested, leaving 20% of the nsamples at a time for final model validation. Baumann and Stiefl (2004) used leave-50%-out cross-validation. Shao (1993) mentioned that in leave-many-out cross-validation a large portion (40-60%) of the training data is set aside as validation data set. Using the value K=10 seems to be a good rule of thumb but the true best value may differ for each algorithm and each data set. Several 
where K is number of subsets (folds), n is total number of observations and l is number of observations in each omitted subset, for example see, Jounathan, et al. (2000), Kohavi (1995) , Bengio and Grandvalet (2004) , Aldrin (2006) etc. Some researchers used K= [rn] with
We propose a bootstrap cross-validated procedure for deciding the number of observations (l) to be omitted and the number of folds/subsets (K) subsequently in K-fold cross-validation for each data set. The procedure can be formulated using the following four steps.
1. Read input data as n-rows (number of observation) and m-columns (number of predictor variables + a response variable). 2. Choose group sizes n 1 , n 2 , … ,n K such that n 1 +n 2 +…+n K = n and initialize the bootstrap cross-validation procedure for any value of l = 1, 2, 3…. (We choose for example l as all multiple integers of n).
(i) Delete 'l' number of observations of group n 1 from the data set for each bootstrap sample and fit the full regression model for all 'b' reduced samples.
(ii) Predict the deleted case(s) and compute the square of predicted residual.
(iii) Return to step 2(ii) and repeat the procedure by deleting instead group size n 2 , then group size n 3 and so on until all groups have been deleted once. . This can also be observed by plotting a scree-type plot (line-connected scatter plot of the boot PRESS values). The smaller K-value in the range of K-values where the screeplot levels off is selected. A practitioner would more likely to adopt our strategy because we chose the temperate K which is neither too large (computational issue arises) nor too small (bias is increased and leads to underfitting).
A scheme of how the bootstrap cross-validation select K in K-fold crossvalidation is given in Table 1 . We generated artificial data sets of sample sizes n = 50, 100 with ten predictor variables and 0, 1, 3, 5, 7 and 10 true predictor variables. The boosted K-fold cross validated prediction sum of squares was recorded using 100 bootstrap samples for each data set. Our procedure looks at the change in the boosted prediction sum of squares for various K-values and we select that K-value which is associated with a significantly diminish change in the boosted cross validated prediction sum of squares that is boot PRESS . Thus for a good optimal choice we believe that a suitable choice of K is obtainable by relaxing the strict minimum boosted PRESS. Rather, one could choose the K-value for KFCV that has near minimum boosted PRESS. If the change in boosted cross-validated PRESS does not exceed a certain percentage of the boosted PRESS for different K-values, then the larger K-value is selected. The limitations of this procedure is that it work best for relatively low dimensions and we suggest to search best K initially for all the multiple integers of sample size "n" with p<15.
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Salahuddin and Hawkes (1991) used leave-one-out cross-validation (LOOCV) scheme for choosing equal cutoff values that is F in = F out = F 0 in stepwise regression. We have used K-fold cross-validation technique for optimizing both equal and unequal cutoff values that is F-to-enter and F-toremove values in stepwise regression.
The procedure is that for each possible pair of cutoff values, the predicted values i Yˆ for the test set are calculated from a model selected by stepwise regression method with the subset group is deleted in turn. The predicted residual for each case is calculated and summed to compute the predicted residual sum of squares (PRESS). Finally, those cutoff values are selected which produces the last occurrence minimum value of PRESS.
The idea behind the last occurrence of the minimum PRESS is that we are interested in selecting those cutoff values which produces the minimum PRESS but include the least number of predictors (assumed to be adequate for describing a response variable) in the final regression equation. Because the last value of the minimum PRESS will occur with the larger value of F in , the cutoff values for stepwise regression will be larger and the number of predictor variables in the final model from the full data sets will be smaller.
Algorithm
1.
Read input data for n number of data points and m = p + 1 number of columns for predictor variables and a response variable.
2.
Initiate the cutoff values F in =2 and F out =2 (if equal cutoff values) or F in =3 and F out =2 (if unequal cutoff values). 3.
Choose group sizes n 1 , n 2 , … ,n K such that n 1 + n 2 + …+ n K = n.
4.
Initialize the cross-validation procedure for l = 1, 2, 3…. (a) Delete l observations of group n 1 from the data set and run stepwise procedure using the cutoff values in step 2. (b) Predict the deleted case(s) by using the selected model and compute the square of predicted residuals. (c) Return to (a) and repeat the procedure by deleting instead group n 2 , then group n 3 and so on until all groups have been deleted once. The procedure continue until four increasing steps are completed after the minimum PRESS or F in and F out takes such values that fit the null model. 8.
Increase the selected F in and F out values by increment dF = 0.1, return to step 4, and repeat the procedure. The cross-validation stops when cutoff values reach a value greater than F in +0.9 or F out +0.9. Select those cutoff values which produce the last occurrence of the minimum PRESS. 9.
Fit the final regression model for full data set by stepwise regression procedure using the selected cutoff values.
Case studies Example 1
To demonstrate the proposed method we used the data given by Kutner et al. (2004) . This data is regarding the study of relation of amount of body fat (Y) based on sample of 20 healthy females 25-34 years old. The predictor variables are triceps skinfold thickness (X1), thigh circumference (X2), and midarm circumference (X3). Figure 3 . The final model results are summarized in Table 3 . of Coeff.
0.85655 0.110016 60.617 ============================================= We are using this data to illustrate our proposed procedure. Our program selects the unequal cutoff values that is F in = 44.6 and F out = 43.6 corresponding to the last occurrence of the minimum PRESS = 99.0905 and thereafter using these cutoff values to select the final regression model. The procedure can also be run to choose equal cutoff value (our procedure giving F 0 = 44.6) for both entry and removal of predictor variables corresponding to the minimum PRESS. But some people prefer to make F-to-remove slightly smaller than F-to-enter to introduce a small bias to keep a variable in the model once it has been entered, for example, see Glantz and Slinker (2000) . We suggest selecting the final model on the basis of unequal optimized cutoff values corresponding to the last occurrence of minimum PRESS. The idea behind the last occurrence of the minimum PRESS for a range of cutoff values is that we are interested in selecting those cutoff values that have minimum prediction sum of squares but include the least number of predictor variables (assumed to be adequate for describing the output variable) in the final regression model. We used the last occurrence of the minimum PRESS because this will occur with the larger cutoff value for entry and the number of predictor variables in the final model obtained from full data set will be smaller.
Example 2
The data for this example was given by Kutner et al. (2004) . This data set is concerned with the study of predicting survival time in patients undergoing a particular type of linear operation. 54 patients are selected with 8 predictor variables; blood clotting score (X1), prognostic index (X2), enzyme function test score (X3), lever function test score (X4), age in years (X5), gender with 0 = male and 1 = female (X6), and two design variable for the history of alcohol used, (X7,X8). To make the distribution more nearly normal, logarithmic transformation is used by calculated logY for the survival time response variable. Table 4 Table 5 . Of Coeff. 
5.
Simulation studies
We conducted simulation studies to evaluate the performance of our procedure systematically. Altogether, three simulation studies were conducted and each consisting of 100 runs. In each simulation per run, we generate;
(1) A total of 550 standardized random observations were randomly generated in a data matrix consisting of n=50 rows and m=11 columns. independently generated standardized normal observations. The 1 st 29 columns were taken as predictor variables and the 30 th column was taken as a response variable. (3) A matrix was created with n=20 rows and m=20 columns from independently randomly generated standardized normal observations. As usual the 1 st 19 columns were taken as predictor variables and the 20 th column as a response variable. The above three simulation studies (where the predictors and the response are assumed to be independent that is all predictors are non-predictive variables) were further investigated with data sets having some true regression parameters. Similar to Gunst and Mason (1980) data, we generated data sets with some known significant predictor variables. We examined our procedure on data sets with true predictor variables, nTrueVar's = 1, 2 and 3 respectively while the effect of the variables in the true model was chosen as to be rather small that is effectSize = 1.
We compared four variable selection algorithms: stepwise AIC, Stepwise BIC, classical Stepwise with the default cutoff values equals 4 and stepwise method with the cutoff values we have optimized applying K-fold cross validation.
For stepwise AIC, we used the function stepAIC in R ( R development core team (2004))-By replacing the default penalty size 2 with log(n), the function stepAIC can be used to perform stepwise search using the BIC rather than AIC as the criterion. For our cross-validated stepwise we made a code in FORTRAN (91) which can be efficiently used for optimizing cutoff values and then selecting the final regression model. Table 6 report the success rate (based on 100 trials) that each method is able to find the correct subset model. We see that our method select the true model for all these three different simulation studies with a sufficiently high probability in comparison with other methods that is classical stepwise method, AIC and BIC based methods.
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Conclusion
Cross-validation can play a useful practical role in model selection among the competing regression models and choosing the appropriate cutoff values in stepwise regression. The conceptual framework is simpler than the typical diagnostic procedures as the models are directly judged on their predictive ability. The simplicity of framework makes it directly applicable to a wide variety of practical problems. The development of new and the evolution of known learning algorithms increases the need for estimation methods and fitting regression models which can produce more reliable estimates. In this study, K-fold cross-validation is applied to optimize cutoff values that are F-to-enter and F-to-remove values and thereafter selecting the appropriate predictor variables by stepwise regression or by any test based method. Our procedure selects those cutoff values which produces the last occurrence of the minimum PRESS.
The results strongly suggest that K-fold cross-validation can assist in choosing the cutoff values on the basis of minimum PRESS. Indeed, using a good computer program, the split between training data and test data can be repeated several times according to different values of l in K-fold cross-validation and performances on near minimum boosted PRESS values are evaluated. We also suggest that K-fold cross-validation is extremely useful and provide the best estimates if the correct value of K is chosen. It is less expansive than Leave-oneout cross-validation.
Experimental researcher has shown that optimal number for fold is 10, see Breiman et al (1984) , Kohavi (1995) .For large sample size the chance of K is in the domain [1, 10] is largely arbitrary. We have proposed a procedure by introducing alternative estimates of boosted prediction sum of squares to choose the appropriate tuning parameter that is K in K-fold cross-validation for each data set. From the above results we conclude that our approach of applying K-fold cross-validation to optimize cutoff values in stepwise regression thus very helpful in fitting the accurate predictive regression model. I hope that more interesting results will follow on further exploration of the K-fold cross-validation resampling technique.
