Abstract-Cloud computing and web emerging application has created the need for more powerful data centers with high performance interconnection networks. Current data center networks, based on electronic packet switches, will not be able to satisfy the required communication bandwidth of emerging applications without consuming excessive power. Optical interconnects have gained attention recently as a promising solution offering high throughput, low latency and reduced energy consumption compared to current networks based on commodity switches. This paper presents a novel architecture for data center networks based on optical OFDM using Wavelength Selective Switches (WSS). The OFDM-based solution provides high throughput, reduced latency and fine grain bandwidth allocation. A heuristic algorithm for the bandwidth allocation is presented and evaluated in terms of utilization. The power analysis shows that the proposed scheme is almost 60% more energy efficient compared to the current networks based on commodity switches.
I. INTRODUCTION
The exponential increase of the Internet traffic over the last few years, mainly driven from emerging applications like streaming video, social networking and cloud computing, has created the need for more powerful data centers. The applications that are hosted in the data centers require high interaction between the web-, application-and databaseservers. For example, a common software framework that is running on many data centers is MapReduce [1] in which jobs are dispatched to many servers for parallel computing and then the results are collected in a central server for portprocessing. But this scheme poses a significant challenge to the networking of the data centers creating the need for more efficient interconnection schemes with high communication bandwidth and reduced latency. The servers must experience a low latency communication among each other but at the same time the total power consumption must remain low due to several thermal constraints [2] .
Power is the single largest operating expense in the data center, often in excess of 30 percent of total operating expenses (OPEX) [3] . Therefore, one of the most challenging issues in the design of a data center is it's high energy efficiency. According to some studies [4] , the global data centers power consumption in 2007 was 330 billion kWh. Without changes in electricity consumption and improved efficiency, this report estimated that data center's power consumption will exceed 1000 billion kWh by 2020 (which translates to 257 M tCO 2 gas emission [5] ). The servers in the data centers consume around 40% of the total power, storage up to 37% and the network devices consume around 23% of the total IT power [6] . Current data center networks, based on electronic packet switches, cannot satisfy the required communication bandwidth of emerging applications without consuming excessive power.
In order to face this increased communication bandwidth demand and the power consumption in the data centers, new interconnection schemes must be developed that can provide high throughput, low latency and low power consumption. Currently the optical technology is utilized in data centers only for point-to-point links (opaque networks). These links are based on low cost multi-mode fibers (MMF) for shortreach communication and are used for the connections of the switches using fiber-based SFP (1Gbps) or SFP+ (10Gbps) transceivers displacing the cooper-based cables [7] . In the near future higher bandwidth transceivers are going to be adopted such as 4x10Gbps QSFP modules with four 10Gbps parallel optical channels and CXP modules with 12 parallel 10Gbps channels.
The main drawback in this case is that power hungry electrical-to-optical (E/O) and optical-to-electrical (O/E) transceivers are required since the switching is performed using electronic packet switches. But as the traffic requirements in data centers are increasing to Tbps, all-optical interconnects (in which the switching is performed at the optical domain) could provide a viable solution to these systems that will meet the high traffic requirements while decreasing significantly the power consumption [8] [9] [10] [11] . This paper presents a novel architecture that is based on alloptical networks using optical OFDM links. Optical OFDM provides high spectral efficiency, fine grain bandwidth allocation and high energy efficiency [12] . An optical network for data centers is deployed using optical OFDM links and Wavelength Selective Switches (WSS) for the routing.
Section II presents an short overview of the main optical interconnects schemes that have been presented until now. Section III presents the architectures of the proposed scheme and introduce the problem of routing and bandwidth allocation. Section IV presents the formulation and the algorithms for the scheduling and the bandwidth allocation and Section V presents a hardware acceleration module for the scheduler. Finally Section VI presents the performance evaluation and the power consumption comparison between the proposed scheme and the current data center networks. Section VII presents the conclusions of this paper.
The main contributions of this paper are:
• A novel Optical OFDM-based architecture for data center networks • The design of a fast bandwidth allocation algorithm • A hardware acceleration unit for real-time routing and bandwidth allocation • Performance evaluation of the proposed scheme with realistic traffic scenarios
II. RELATED WORK
Recently, several research groups have investigated the use of optical networks in high performance data centers. Some of the architectures are based on hybrid schemes combining both the commodity switches with optical modules while other architectures are based on all-optical schemes [13] .
A. Hybrid architectures
A hybrid electrical-optical network has been jointly presented by Rice University, Carnegie Mellon and Intel, called c-Through [14] [15] . The Top-of-Rack (ToR) switches in the data centers are connected both to an electrical packet-based network (i.e. Ethernet) and an optical circuit-based network. The circuit switch network can only provide a matching on the graph of racks. Thus the optical switch must be configured in a way that pairs of rack with high bandwidth demands are connected through this optical switch.
UCSD presented in 2010 a hybrid electrical/optical switch architecture for modular data centers called Helios [16] that is similar to the c-through architecture but it is based on WDM links. Helios scheme follows the architecture of typical 2-layer data center networks. It consists of ToR switches (called pod switches) and core switches. Pod switches are common electrical packet switches, while core switches can be either electrical packet switches or optical circuit switches. The electrical packet switches are used for all-to-all communication of the pod switches, while the optical circuit switches are used high bandwidth slowly changing (usually long lived) communication between the pod switches.
The main drawback of these architectures is the high reconfiguration time of the optical switches and the higher complexity of the routing. Due to the high reconfiguration time, the optical networks is reluctant to rapid traffic fluctuations which may results to higher latency during the reconfiguration.
B. AWGR-based architectures
Other architectures are based on all-optical schemes using packet or burst switching. University of California, Davis has presented the DOS scalable Datacenter Optical Switch [17] . The switching in the DOS architecture is based on Arrayed Waveguide Grating Router (AWGR) that allows contention resolution in the wavelength domain. The cyclic wavelength routing characteristics of the AWGR is exploited that allows different inputs to reach the same output simultaneously.
Jonathan Chao from Polytechnic Institute of New York has presented a scalable bufferless optical switch fabric, called Petabit switch fabric, that is based on AWGR and tunable wavelength converters (TWC) [18] [19] . The proposed optical switch is combined efficiently with electronic buffering and scheduling. The Petabit switch fabric adopts a three-stage Clos network and each stage consists of an array of AGWRs that are used for the passive routing of packets. In the first stage, the tunable lasers are used to route the packets through the AWGRs, while in the second and in the third stage TWC are used to convert the wavelength and route accordingly the packets to destination port.
Bergman from Columbia University has presented an optical interconnection network for data networks based on bidirectional SOAs [20] . The proposed scheme is based on bidirectional SOA-based 2x2 switches that can be scaled efficiently in a tree-based topology. Each of the switching nodes is a SOA-based 2x2 switch that consists of six SOAs. Each port can establish any connection with the other ports in nanoseconds. The switching nodes are connected as a Banyan network (k-ary, n-trees) supporting k n processing nodes.
C. WDM-WSS-based architectures
Another architecture for optical interconnects is based on Wavelength Selective Switches (WSS). University of Illinois-UI and NEC have proposed the Proteus architecture [21] [22] that is based on WSS switch modules and an optical switching matrix based on MEMS. Each Top-of-Rack (ToR) switch has several optical transceivers operating at different wavelengths (WDM). The optical wavelengths are combined using a multiplexer and are routed to a wavelength Selective Switch (WSS). The WSS multiplex each wavelength up to k different groups and each group in connected to a port in the MEMS optical switch. Thus a point-to-point connection is established between the ToR switches. On the receive path, all of the wavelengths are de-multiplexed and routed to the optical transceiver. The switching configuration of the MEMS determines which set of ToRs are connected directly. In case that a ToR switch has to communicate with a ToR switch that is not directly connected, then it uses hop-by-hop communication. Thus Proteus must ensure that the entire ToR graph is fullyconnected when performing the MEMS reconfiguration.
The main idea of the Proteus project is to use direct optical connections between ToR switch for high-volume connections while in case of low volume traffic to use multi-hop connections. The main advantage of the Proteus project is that it can achieve coarse-grain flexible bandwidth. Each ToR has n optical transceivers. If for some reason the traffic between two switches increase, then additional connections can be set up (up to n, either directly or indirectly) thus increasing the optical bandwidth up to n times the bandwidth of one optical transceiver. Another advantage of this scheme is that although it is based on optical circuits using the MEMS switches, it can achieve all-to-all communication using multi-hops routing without the overhead of circuit reconfiguration.
The main challenge in the operation of the Proteus network is to find the optimum configuration for the MEMS switch for each traffic pattern. In [21] an Integer Linear Programming scheme is used to find the optimum configuration based on the traffic requirements. The main advantage of the Proteus is that it is based on readily available off-the-shelf optical modules (WSS such as the Finisar WSS [23] , and optical multiplexers) that are widely used in optical telecommunication networks thus reducing the overall cost compared with ad-hoc solutions.
The main disadvantage of the Proteus architecture is that it uses a high number of transceivers, increasing the power consumption, and it can only provide coarse grain bandwidth allocation. That means that when two racks are connected, the full bandwidth of a specific wavelengths is allocated (e.g. 10Gbps) even if the traffic requirements for the specific flow are much lower. The main advantage of the optical OFDM scheme is that it can overcome this drawback by the fine grain allocation of many lower-rate subcarriers.
In [12] , the design of an optical OFDM transceiver for short-range MMF is presented that is targeting data center interconnects. However this scheme investigates only the replacement of simple optical links with Optical OFDM-based link. Although that this scheme can provide higher bandwidth and higher energy efficiency it does not eliminated the need for power-hungry electrical-to-optical(E/O) and opticalto-electrical (O/E) transceivers for the switching of the packets at the digital domain.
III. ARCHITECTURE
This section introduces the notion of OFDM in optical networks and presents the high level architecture of the proposed OFDM-WSS architecture.
A. Optical OFDM
Recently, Orthogonal Frequency-Division Multiplexing (OFDM) has been proposed as a modulation technique in optical networks [24] . Optical OFDM distributes the data on a high number of low data rate subcarriers and, thus, can provide fine-granularity capacity to connections by the elastic allocation of subcarriers according to the connection demands. Enabling technologies, such as bandwidth-variable transponders and bandwidth-variable Wavelength Cross Connects (WXCs), have been designed and demonstrated in Spectrum-sLICed Elastic optical path network (SLICE) [25] . To achieve high spectral efficiency the bandwidth-variable transponder generates an optical signal using just enough spectral resources, in terms of subcarriers, to serve the client demand. Every WXC on the route allocates a cross-connection with the corresponding spectrum to create an appropriate-sized end-to-end optical path.
The use of optical OFDM as a bandwidth-variable and highly spectrum-efficient modulation format can provide scalable and flexible sub-and super-wavelength granularity, compared to the conventional, fixed-bandwidth fixed-grid WDM network. However, this new concept poses new challenges on the networking level, since the routing and wavelength assignment (RWA) algorithms of traditional WDM networks are no longer directly applicable. The wavelength continuity constraint of traditional WDM networks is transformed to a spectrum continuity constraint. Moreover, a connection requiring capacity larger than one OFDM subcarrier has to
In this paper we focus on the routing and spectrum allocation (RSA) problem in OFDM-based elastic optical networks. We consider the planning phase (offline problem) of such network where we are given a traffic matrix with the requested transmission rates of all connections. Our objective is to serve the connections through adequate spectrum allocation, with the constraint that no spectrum overlapping is allowed among these connections, and minimize the utilized spectrum. We initially present an optimal RSA integer linear programming (ILP) formulation. To reduce the size of the RSA problem we decompose it into its substituent sub-problems, namely (i) routing and (ii) spectrum allocation, which are solved sequentially (R+SA), without, however, being guaranteed to find an optimal solution for the joint RSA problem. Since these formulation cannot be solved efficiently for large networks, we present a heuristic algorithm that solves be assigned a number of contiguous subcarrier slots. To address these issues, new routing and spectrum allocation (RSA) algorithms, as well as appropriate extensions to network control and management protocols have to be developed in OFDM-based networks.
B. OFDM-based Optical Networks
In optical OFDM the data is transmitted over multiple orthogonal subcarriers instead of multiple wavelengths in WDM. This technology has been widely implemented in various systems, such as wireless local area network (LAN) and asymmetric digital subscriber line (ADSL). Recently, extensive research efforts have focused on an optical version of OFDM as a means to overcome transmission impairments in long haul telecommunication networks [24] . Besides the advantages of low symbol rate of each subcarrier and coherent detection that mitigate the effects of physical impairments, OFDM also brings unique benefits in terms of spectral efficiency. Moreover, OFDM enables elastic bandwidth transmission realized by allocating a variable number of low-rate subcarriers for a transmission as it is shown in Figure 1 .
The signal transmitted over the optical path (using the spectrum determined by the volume of client traffic) is routed through bandwidth variable (BV) wavelength cross-connects (WXCs) towards the receiver. Every BV WXC on the route allocates a cross-connection with the corresponding spectrum to create an appropriate-sized end-to-end optical path. To do so, the WXC has to configure its switching window in a contiguous manner according to the spectral width of the incoming optical signal. Liquid crystal-based wavelength-selective switches (WSSs) can be employed as BV WXC switching elements [23] . Figure 2 shows the switching operation of a BV WXC. Figure 3 presents an example of the utilization of a link in an OFDM-based optical network. Signals of different optical paths are multiplexed in the frequency domain. Each optical path can utilize a different number of OFDM subcarriers that are mapped to subcarrier slots. The use of optical OFDM increases the overall spectral efficiency and improves Spectrum allocation as a table of subcarrier slots assigned to connections the granularity and flexibility of the network when compared to a fixed-grid WDM network.
The high level architecture of the proposed scheme targeting data center networks is shown in Figure 4 . Each node consists of a rack that accommodates several servers (typical up to 48 servers are hosted in each rack). Each rack uses a Topof-the-Rack (ToR) switch to communicate with other racks. Each ToR switch has several optical transceivers (e.g. 1Gbps SFP) to connect to the servers and one or more optical OFDM transceivers. The OFDM transceivers are used to connect the ToR to the centralized WSS-based switch. In the WSS-based switch, the subcarriers are multiplexed and then routed to different ports based on the traffic requirements using the WSS. In the output port of the switch, all of the subcarriers are multiplexed and routed through a second WSS to the OFDM receivers. The OFDM receivers retrieves the OFDM subcarriers and forwards the packets to the servers based on the allocated subcarriers.
Current WSS can support up to 96 subcarriers (or channels) and recently optical OFDM transceivers have been presented that can sustain up to 11.25Gbps [26] . The proposed scheme can be scaled efficiently by adding more transceivers. For example, in Figure 4 depicts a rack with 1 OFDM transceivers that can be used to create 96 subcarriers. Assuming a 40Gbps transceiver, we could allocate 96 OFDM subcarriers each one at 0.4Gbps, thus allowing fine-grain bandwidth allocation for each optical link. The currently available WSS devices can support up to 20 different ports.
The proposed scheme can be scaled efficiently to more than 20 ports by adopting a fully connected topology. In a fully connected topology, each rack can communicate with all the other racks by one or more hops. That means that if a rack needs to send some data to another rack but in the current configuration there are no allocated subcarriers, then it will sent the data to a rack with direct connection and then the data will be forwarded to the destination rack. The main advantage compared to the WDM-based WSS scheme is that is can support more direct links (due to the higher number of subcarriers) and at the same time it supports finer bandwidth allocation. As it is shown in the figure, the bandwidth of each ports depend on the number of allocated subcarriers. If one rack need to transmit a large amount of data to another rack, then it can simply allocate additional subcarriers. However, the proposed scheme can be also scaled efficiently providing more directed links by using an additional levels of WSS's in a tree-level topology. The OFDM-based scheme can provide three advantages over other optical-based interconnects:
• Fine grain bandwidth allocation • Reduced number of optical transceivers • Increased number of direct optical links due to higher number of subcarriers
The first advantage of the OFDM-WSS data center network (DCN) is that it can provide fine grain bandwidth allocation with reduced number of optical transceivers. In contrast, other WDM-based schemes can only provide coarse grain bandwidth allocation depending on the wavelength's bandwidth (e.g. each wavelength can be 10Gbps). In WDM-based networks the number of available wavelengths is very limited while using DWDM we can achieve up to 96 wavelengths. Furthermore, in the case of WDM-based networks there is the need for high number of optical transceivers (one for each wavelength). On the other hand, in the OFDM-WSS scheme each optical transceiver can provide a high number of subcarriers (e.g. 128) each one with fine grain bandwidth. Thus the proposed scheme can provide both high performance and fine grain bandwidth allocation.
Another advantage of the proposed scheme is that it provides higher number of optical links using the WSS, reducing the required number of hops for not directly connected racks. The reduction on the number of hops has a significant impact on the power consumption. In each hop, the optical data need to be converted to electrical signals, to extract the destination header and then to be converted back to optical signal. In this case the main challenge is that during the routing and subcarrier allocation a fully connected graph should be established. By using an efficient routing algorithm only the short data transfers are routed through the indirect paths while the bulky data transfers are routed through the direct OFDM links. Finally, the proposed scheme provide lower reconfiguration time compared to the WDM-WSS scheme. In WDM-WSS scheme the reconfiguration is achieved by the reconfiguration of the MEMS switch, which is in the order of ms. On the other hand, in the proposed scheme the reconfiguration time depends only one the reconfiguration time of the WSS. However, since the proposed scheme has more direct active links (due to the higher number of subcarriers instead of a limiting number of wavelengths), the need for reconfiguration is less frequent.
IV. BANDWIDTH ALLOCATION ALGORITHMS
When a rack has to sent data to several other racks, a number of OFDM subcarriers have to be allocated for each connection. The main constrain in the OFDM bandwidth allocation is that the allocated subcarriers must be continuous. For the OFDM-WSS architecture we assume that each subcarrier corresponds to F GHz and the capacity of each subcarrier is C Gbps. Although C can adapt depending on the used OFDM level, i.e., BPSK, QPSK, 8-QAM, or higher, we assume a given constant C. The elastic OFDM transmitters can be tuned to utilize a given number of subcarriers forming a continuous spectrum with a step of F GHz. In this context, the spectrum starting from frequency f OF DM is divided in subcarrier slots of F GHz (Figure 3) . Serving a connection i that requires T i subcarriers is translated to finding a starting subcarrier frequency f i after which it can use T i contiguous subcarriers.
Based on the traffic requirements of each rack, a matrix can be created that represent the requested network bandwidth between the racks as it is depicted in Figure 4 . Based on this traffic request matrix, the algorithm must find the optimum allocation of continuous subcarriers for each pair (s, d) forming a connection.
The proposed OFDM-WSS architecture needs an efficient bandwidth allocation algorithm to take advantage of the flexibility and fine grain tunability of OFDM. In [27] a detailed Integer Linear Programming (ILP) formulation of the routing and bandwidth allocation is presented for flexible OFDMbased optical telecommunication networks. However, due to high complexity of the ILP formulation for large networks, a heuristic algorithm is required that can provide a fast solution. In this section we present a heuristic algorithm for the bandwidth allocation that can be used to reconfigure the WSS switches based on the network traffic fluctuations.
For each OFDM transmitter and receiver a subcarrier availability boolean vector is assumed (for TX: U = [u tx ] = (u tx1 , u tx2 , ..., u txN )), where N is the maximum number of subcarriers. The i th of this vector records the availability of the i th subcarrier and equals 1 if the subcarrier is allocated and 0 if it is available. When a rack S has to send some data to rack D, a continuous number of subcarriers have to be assigned to this pair (S, D) . The algorithm has to find the first available slot of the requested subcarriers in both the transceiver and the receiver subcarriers vector. In other words, we have to find the requested number of continuous 0's in the following vector: V = U T x,S U Rx,D ( Figure 5 ). After selecting the path and the starting frequency, we update the spectrum availability of the links that comprise the selected path by setting 1s to the corresponding spectrum slots.
The above described single demand heuristic algorithm serves the demands of the traffic matrix, one-by-one, in some particular order. The ordering is quite important in this process, and it is expected that different orderings will result in different spectrum utilization. For the scope of this paper we have evaluated the following ordering policies:
• Sequential ordering algorithm : In this case the requests for the connections are serviced sequentially. That means that is the transmitter requests 5 subcarriers for a specific receiver, the scheduling algorithms allocates the first consecutive column with zero's in the request matrix. This is the simplest algorithm with the lowest complexity as it does not require any sorting of the requests. The complexity scales linearly with the number of subcarriers. However, this algorithms leads to a sparse matrix of empty available slots and therefore reduce the maximum number of utilized bandwidth.
• Most Subcarriers First (MSF) algorithm: In this case we order the connection demands in decreasing order of the number of their requested subcarriers, and serve first the demand that requires the highest number of subcarriers. Therefore the coarse grain requests are serviced first, while the small requests that can fit easily in the empty slots are serviced last. However, this algorithm increases the complexity as it requires the sorting of n · n elements, before the assignment of the subcarriers.
V. HARDWARE ACCELERATED SCHEDULER FOR RSA
Although the heuristic algorithms is much faster than an ILP formulation, when the number of nodes increases the bandwidth allocation becomes highly time consuming. As the network traffic inside the data center change rapidly, a fast scheduler is required that can perform the required spectrum allocation based on the traffic fluctuation. Based on software profiling, it was found that the most computational intensive part of the algorithms is the allocation of the requested subcarriers into the spectrum availability vector (32% of the total execution time).
As it is shown in Figure 5 the spectrum availability vector is defined as a vector that shows if a specific subcarriers is empty or not. When the scheduler search for a new path, it tries to find if the requested consecutive number of subcarriers can fit into the eligible vector. The eligible vector is composed as the vector that is created by OR-ing the transmitter's available vector with the receiver's available vector ( Figure  5 ). Furthermore, the algorithm can be further improved by not only finding the first available slot but the slot with the maximum number of consecutive voids. In the example of Figure 5 , if the subcarriers are allocated in slots 5-6 or 6-7 then two slots will remain void; one with one void and one with two void. In this case, a path that requires three consecutive subcarriers will not fit in this vector. On the other hand, if the subcarriers are allocated in slots 2-3, then three consecutive slots will remain free.
An application specific circuit has been designed that can accelerate this task efficiently and reduce the total execution time of the scheduling algorithm. The datapath of the hardware acceleration unit is depicted in Figure 6 . The datapath in each clock cycle finds a consecutive number of empty slots and compares it with the requested number of subcarriers. If it fits then it compares its value with the other consecutive empty slots (found in previous clock cycles) in order to find the one that best fits into the vector.
The datapath is composed of two paths; the first one is used if the first slot of the vector is empty while the second one is used when this slot is non-empty. In the upper path where the first slot is empty, a Leading One Counter (LOC) is used to find the first non-empty slot in the vector [28] . This number indicates the consecutive number of empty slots which is compared with the requested subcarriers. This number is also used to create a mask and then remove these empty slots from the vector. The new vector is forwarded back to the register to trigger a new search for the next subcarrier request as it is shown in Figure 6 .
The lower path is used in the case that the first slot in non-empty. In this case, a Leading Zero Counter (LZC) is used to find the first empty-slot. The output of this LZC is used to create a mask that remove this slots from the vector and creates a new vector. This new vector is forwarded to the LOC as before to find the first non-empty slot. The first number of the LZC is subtracted for the number of the LOC to find the number of consecutive empty slots. Finally a new vector is created that removes these slots and the new vector if forwarded back to the original register. This process is repeated until all of the slots in the vector are non-empty which means that all consecutive empty slots have been identified. The main advantage of this hardware acceleration unit is that it can identify one possible empty slot in each clock cycle. Thus the total execution time depends on the number of empty groups that exist in the spectrum availability vector.
VI. PERFORMANCE EVALUATION
In this section we evaluate the proposed scheme in terms of bandwidth utilization and spectrum allocation. Furthermore, we evaluate the speedup of the system in the subcarrier allocation using the hardware acceleration unit. In the last section we evaluate the proposed scheme in terms of power consumption, and we compare it with the current deployed networks using commodity switches.
A. Bandwidth allocation
In this section we evaluate the bandwidth allocation of the proposed scheme for several number of racks using the algorithms presented in Section IV. As it was mentioned earlier, the main advantage of the OFDM scheme is the fine grain bandwidth allocation of the low bandwidth subcarriers to the required destinations. Figure 7 shows the average bandwidth utilization depending on the traffic load for several number of racks. The utilization is defined as the allocated bandwidth of the subcarriers divided by the requested bandwidth. The simulation was performed using random request traffic matrices and performing 100 iterations (extracting the average bandwidth utilization).
The figure shows the utilization for the sequential and the MSF algorithms for 25% connectivity (i.e. the average number of active connections of each rack is 1/4 the number of nodes). In general, as the number of racks increases, the total requsted subcarriers for each rack is smaller therefore the algorithms can achieve better subcarrier allocation. On the other hand, when the number of racks is small, each rack request a high number of subcarriers making the subcarrier allocation harder.
As it is shown in this figure, in the case of the sequential algorithm, when the number of nodes is small (i.e. 32) the utilization is reduced significantly as we increase the traffic load. On the other hand, when the number of racks is large, the fine grain bandwidth allocation, due to the high number of subcarriers, achieves much better utilization. As it is shown in the figure, using the MSF algorithm we can achieve over 95% utilization even for higher number load and high number of racks. The high utilization is achieved due to the fact that the small subcarriers requests can be easiliy fit in the empty slots when they are serviced last. However, the complexity of the MSF is much higher than the complexity of the sequential algorithm. Table I shows the comparison of the execution time for 128 racks. As it is shown, the MSF algorithm requires an order of magnitude more time to calculate the subcarrier allocation. This means that the bandwidth allocation using the MSF algorithm in software can only be served periodically every 1.3 sec. While this period can be adequate for network traffic that change slowly, in data center networks the traffic flows last several milliseconds [29] . Therefore, a new subcarrier allocation must be performed at finer grain period as it will be shown in the next section. Figure 8 shows the bandwidth utilization for 64 racks using 128 subcarriers. The figure shows how the utilization change based on the number of active links for different traffic load Fig. 8 . Bandwidth utilization for different number of active links using the two algorithms. When the number of active links is high (i.e. 50%, meaning that each rack has active connections with half the total number of racks) then the utilization is quite high even for high traffic load. The utilization remains high for both the sequential and the MSF algorithm. This is due to the fact that each link requst only a small number of subcarriers therefore a better bandwidth allocation can be achieved. On the other hand, using the sequential algorithm, when the number of active connections is low (i.e. 25%), then the utilization drops to 85% (load is 75%), and to 70% when the load is 100%. This is due to the fact that each of the reduced number of links, request a high number of subcarriers therefore making the bandwidth allocation more difficult. However using the MSF algorithm the utilization remains high even for high loads. As it was described in the previous section, in the MSF algorithm the requests with high number of subcarriers are serviced first. Therefore, the remaining subcarriers can be easily fit in the small empty slots.
B. Hardware acceleration unit
The algorithm for the bandwidth allocation must be fast enough to address the data center traffic fluctuations. As the MSF algorithm provides a better utilization of the bandwidth, an efficient implementation is required to perform the allocation in real-time. In this section we evaluate the speedup of the hardware acceleration unit for the MSF algorithm. The most time consuming functions are the finding of the maximum subcarrier and the allocation of the empty slots. For the finding of the maximum value, a heap sort (e.g. similar to [30] ) can be used that can achieves fast sorting of the subcarriers. The task of allocating consecutive empty slots is firstly designed in software and the number of clock cycles are measured. In the software implementation, the spectrum availability vector has to be traversed several times to identify the best fit of the requested subcarriers. In each iteration the vector has to be examined bit-by-bit to find a group of consecutive empty slots as it is shown in the following code. Figure 9 depicts the overall speedup of the proposed scheme compared to the software solution for different number of traffic loads. This hardware acceleration unit has been mapped to a Xilinx Virtex5 FPGA device and the maximum clock frequency is 200Mhz which translates to 5ns clock period. As it is shown from this figure the proposed scheme can achieve up to 51x speedup in the case of 128 nodes. The complexity of the heuristic algorithm depends on the network traffic load thus the highest speedup is achieved when the network traffic is increased. In all cases the proposed acceleration scheme can provide from 9x to 51x speedup thus reducing significantly the execution time of the RSA algorithms in flexible optical networks. 
C. Power consumption
The main advantage of the proposed OFDM-based data center network is the reduced power consumption and the flexible bandwidth allocation due to OFDM's higher spectrum allocation. In this section we evaluate the power consumption of this scheme and we compare it with the power consumption of a reference design using commodity switches and a WDM-WSS optical network. The power consumption of the proposed scheme consists of the power dissipated by the ToR switches, the OFDM transceivers, and the WSS modules. A simple 10Gbps optical multi-mode transceiver (e.g. SFP+) dissipates around 1.5W [31] . The power consumption of the IFFT/FFT processing and the subcarrier modulation that is used in OFDM is estimated to 50mW/Gbps [32] . The OFDM system requires also a high speed ADC and DAC modules that dissipates around 1W and 1.2W respectively [32] . Therefore, the total power consumption of each OFDM transceiver used in the ToR switch is around 4.2W. However as the number of required OFDM transceivers are less than the number of simple transceivers there is a significant power reduction. In the case of the WDM-WSS system, 32 10Gbps transceivers are used consuming 48W. In the proposed scheme, 8 x 40Gbps OFDM transceivers can provide the same throughput while consuming less power (22W) and achieving finer bandwidth allocation.
Note that empirical measurement showed that energy consumption on an Ethernet link is largely independent of its utilization [33] . According to these measurements, during the idle intervals where no frame is transmitted, the links are used to continuously send mainly control packets in order to preserve synchronization. Therefore, the energy consumption of a link largely depends on the link capacity rather than on the actual link load.
In order to perform a fair and accurate power consumption comparison between the optical interconnects and the commodity switches we used the power consumption characteristics of the most recent currently available components (both for the electronic and the optical modules) as it is shown in Table II Figure 10 shows the power consumption of the proposed scheme compared to the reference design using commodity switches in a fat-tree topology and the WDM-WSS scheme. As it is shown in the figure, OFDM-WSS dissipates at least 50% less power than the reference design and at least 10% less power than the WDM-WSS scheme. For a system with 160 racks, this power reduction tranlates to more than $80K per year, assuming $0.1 kWh.
VII. CONCLUSIONS
As the communication bandwidth inside the data canters continue to increase rapidly, more high performance and energy-efficient interconnects are required. In this paper a novel scheme is presented that is based on optical WSS utilizing OFDM modulation. The OFDM achieves fine grain allocation which translates to higher number of active links and better spectral efficiency. Overall the proposed scheme can achieve more than 60% higher energy efficiency than current data center networks and over 10% higher energy efficiancy compared to a WDM-WSS scheme which can be transalted to significant reduction both in operation cost and carbon footprint.
