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Abstract
The six gluon disk amplitude is calculated in superstring theory. This amplitude
probes the gauge interactions with six external legs on Dp–branes, in particular including
e.g. F 6–terms. The full string S–matrix can be expressed by six generalized multiple
hypergeometric functions (triple hypergeometric functions), which in the effective action
play an important roˆle in arranging the higher order α′ gauge interaction terms with six
external legs (like F 6, D4F 4, D2F 5, D6F 4, D2F 6, . . .).
A systematic and efficient method is found to calculate tree–level string amplitudes
by equating seemingly different expressions for one and the same string S–matrix: Com-
parable to Riemann identities appearing in string–loop calculations, we find an intriguing
way of using world–sheet supersymmetry to generate a system of non–trivial equations
for string tree–level amplitudes. These equations result in algebraic identities between
different multiple hypergeometric functions. Their (six–dimensional) solution gives the in-
gredients of the string S–matrix. We derive material relevant for any open string six–point
scattering process: relations between triple hypergeometric functions, their integral rep-
resentations and their α′– (momentum)–expansions given by (generalized) Euler–Zagier
sums or (related) Witten zeta–functions.
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1. Introduction
Due to the non–locality of string theory or the presence of infinite many massive string
states the world–volume effective action describing the dynamics of massless fields of a Dp–
brane is organized as an infinite power series in the string tension α′. A famous example
for such a series is represented by the tree–level gauge sector of a Dp–brane. For F the
gauge field strength and D the gauge covariant derivative1, this series may be formally
written:
LDpeffective = Tr
∑
m≥2
n≥0
′
α′
1
2n+m−2 DnFm . (1.1)
Of course, this series contains a lot of redundant terms, which may be eventually eliminated
through applying Bianchi identities, equations of motions, partial integrations and field
redefinitions. Moreover, due to the relation
[Dµ, Dν ] Fρσ = −i [Fµν , Fρσ] (1.2)
certain combinations of derivative terms may be converted into non–derivative terms and
vice versa. To this end, the prime at the sum indicates, that the sum (1.1) should be
evaluated over only all independent invariants. In the supersymmetric case the latter are
supposed to represent supersymmetric invariants. Furthermore, according to the definition
of the effective action, each term in the series (1.1) accounts for a gluon contact interaction
represented by an irreducible Feynman diagram of the underlying (higher derivative) gauge
theory. Whether the series converges or may be even written as an analytic function in
F and DF is of burning interest. To determine the expansion (1.1) for a given string
background, in that background one calculates gauge boson string tree–level scattering
amplitudes (their string S–matrices) and their α′–expansion matches certain terms of Eq.
(1.1) (after proper subtraction of reducible diagrams). The fact, that Eq. (1.2) allows us to
write terms in the effective action in various different ways, which are all equivalent from
the string S–matrix point of view, is related to the fact, that a string S–matrix does not feel
those redefinitions (on–shell). The lowest order terms of (1.1), i.e. the α′0–order, describes
just the ordinary Non–Abelian Yang–Mills theory, i.e. the interaction term TrF 2. While
the next leading order α′ is absent in the superstring, the α′2–order has been completely
1 F and D are in the adjoint representation of the gauge group. Some group theoretical facts
are summarized in appendix D.
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matched to pieces of a four–gluon open superstring scattering S–matrix. To this end, up
to the order α′2, the series (1.1) looks as follows [1,2,3]
LDpeffective = Tr
{
F 2mn −
1
3
(2πα′)2
(
FabFbdFcaFdc +
1
2
FabFbcFcdFda
−
1
4
FabFbaFcdFdc −
1
8
FabFcdFbaFdc
)
+O(α′3)
}
.
(1.3)
Up to this α′–order derivative terms (n 6= 0) may be eliminated as a result of field redef-
initions [3]. The series (1.1) is different for the bosonic and superstring. In this article
we shall only discuss the more interesting superstring case. Furthermore, it drastically
simplifies in the case of an Abelian gauge group, i.e. a single Dp–brane, due to the absence
of a huge set of gluon interactions. Up to the order α′2, displayed Eq. (1.3), the terms may
be derived from the so–called (generalized) Born–Infeld action [4]
L = STr
√
det(δmn + 2πα′ Fmn) = STr
∑
νi≥0
cν1ν2...νn (trF
2)ν1 (trF 4)ν2 . . . (trF 2n)νn ,
(1.4)
with the coefficients
cν1ν2...νn = (2πα
′)2ν1+4ν2+...+2nνn
(
−
1
4
)∑
i
νi 1
ν1! · . . . · νn!
1
2ν23ν3 · . . . · nνn
(1.5)
after expansion to fourth order in F and applying the rule of the symmetrized gauge trace
STr. The latter “averages” over all group structures
STr(A1 . . . An) :=
1
n!
Tr(A(1 . . . An)) , (1.6)
with all permutations of gauge fields taken into account.
However, the series (1.1) departs already at the order α′3 from this nice and closed
form (1.4), due to the presence of F 5 and D2F 4–terms. Those terms appear with a
ζ(3) factor in the effective action. While the D2F 4 can be fixed through expanding the
four gluon string S–matrix up to order α′3 [5], the pure F 5 terms can only be fixed by
computing a five gluon string S–matrix [6]. In fact, there are several important works,
which investigate the structure of the higher order α′ gauge interaction terms in the string
effective action. However, only F 4, D2nF 4 and F 5, D2nF 5 terms have been thoroughly
investigated on the basis of the four– and five–gluon string S–matrix results, respectively
[7,8], since only those two amplitudes have been calculated [1,6]. However, to probe the
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full α′4 order of (1.1), one has to compute six–point gluon scattering amplitudes. This
amplitude comprises the necessary information to obtain the structure of the F 6 and also
D2nF 6–terms.
α′0 1 F2
α′1 0 F 3 D2F 2
α′2 ζ(2) F4 D2F 3 D4F 2
α′3 ζ(3) F5 D2F4 D6F 2
α′4 ζ(4) F6 D4F4 D2F5
α′5 ζ(5) F7 D6F4 D4F5 D2F6
... . . . . . . . . . . . . . . .
Table 1: Higher order F–terms appearing at a
given α′–order in the supersymmetric D–brane action Eq. (1.1).
The expected higher order α′ gauge interaction terms are displayed in Table 1 up to α′5.
The terms in bold are the interactions, which contribute to the series (1.1), while the others
may be eliminated (cf. the comment below (1.1)). Furthermore, we show the respective
zeta–function coefficients of those terms in the effective action.
Computing the six gluon string S–matrix in superstring theory is the main part of the
present article. More concretely, we calculate the superstring tree–level S–matrix with six
external gauge bosons. The latter are represented by open strings, hence the string world–
sheet topology of this scattering process is a disk. Furthermore, we present the relevant
material, which is needed for any open string six–point scattering process involving six open
strings: the integral representations of the triple hypergeometric function, various identities
between multiple hypergeometric functions and Euler–Zagier sums. Calculating tree–level
string S–matrices with more than five external states is certainly quite challenging from
the technical point of view. In fact, so far only string tree–level amplitudes involving five
external states have been elaborated. More precisely2, five gluon tree–level amplitudes
have been determined in the heterotic string in Ref. [11], while in the type I superstring
2 From the technical point of view, five open string tree–level amplitudes are related to e.g.
three open and one closed string disk amplitudes [9]. Note, that in Ref. [10] a specific tree–level
string amplitude with two open and two closed strings has been calculated. On the disk, this
amplitude is related to an open string six–point function of a very special kind, which has made
tractable the problem.
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in Refs. [12,6]. Hence, it is appropriate to state, that this is the first work, where the
problem of tree–level string amplitudes involving six external states has been addressed.
We find a very powerful trick, to tackle the problem of calculating N–point tree–level
string S–matrices in the superstring. More precisely, in order to guarantee a total ghost
charge of −2 on the disk, two vertex operators of the N gluons have to be chosen in the
(−1)–ghost picture, while the remaining N−2 vertices are put into the zero–ghost picture.
However, we are completely free, which pair of vertex operators we choose to put into the
(−1)–ghost picture. There are
(
N
2
)
= 1
2
(N − 1)N possibilities, which all have to lead to
the same result. For a given space–time kinematics each of these choices leads to a seem-
ingly different expression. Quite generically, such an expression is given by some multiple
hypergeometric functions, multiplied with some polynomials in the kinematic invariants
and some Γ–functions depending on the latter. All these expressions have to be equated.
This gives a set of non–trivial relations between different hypergeometric functions, which
allows us to express many of them in terms of just a few. These identities represent alge-
braic equations between different multiple hypergeometric functions. Their solution gives
the ingredients of the string S–matrix. Many of the identities between hypergeometric
functions we obtain by the above procedure cannot be found in the literature, see e.g. [13].
Hence, from the mathematical point of view identities between different hypergeometric
functions may be inferred from higher point string tree–level amplitudes as a result of
supersymmetry. We shall point out, that the above described symmetry, following from
world–sheet supersymmetry should not be confused with the cyclic invariance of a gluon
string S–matrix. Applying this symmetry on a given amplitude would also lead to seem-
ingly different expressions for one and the same kinematic structure. Equating the latter
would also give a system of equations. However, this system is much smaller, in fact too
small, to write down the full string S–matrix in terms of a few functions, which in contrast
is possible using the above described trick using world–sheet supersymmetry.
There is a striking relation between multiple Gaussian hypergeometric functions or
their integral representations, which are the relevant objects for tree–level string calcula-
tions and zeta–functions of various kinds, which play a key role in modern number theory.
A simple example for this relation may be given by the following integral (α′s > −1):
∫ 1
0
dx
∫ 1
0
dy (1−xy)α
′s−1 =
Hα′s
α′s
= ζ(2)−α′s ζ(3)+(α′s)2 ζ(4)−(α′s)3 ζ(5)+. . . . (1.7)
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This integral may calculate the α′–expansion for a certain kinematics of a five–point string
amplitude with s being some kinematic invariant. Besides, Hn is the harmonic number
(cf. section 4 for more details). Similarly, one may derive∫ 1
0
dx
∫ 1
0
dy
∫ 1
0
dz (1− xyz)α
′s−2 = ζ(2) + α′s [ ζ(2)− 2 ζ(3) ]
+ (α′s)2 [ ζ(2)− 2 ζ(3) +
5
4
ζ(4) ] + . . .
(1.8)
accounting for a certain (simplified) six–point scattering process3. In the above two ex-
amples the basic Riemann zeta–functions appear. The latter are given by the following
integer sum:
ζ(s) =
∞∑
n=1
n−s , s ≥ 2. (1.10)
Generalization of them are the multiple zeta values, e.g.:
ζ(s1, s2, s3) =
∞∑
mi=1
m3<m2<m1
1
ms11 m
s2
2 m
s3
3
, s1 ≥ 2 , s2, s3 ≥ 1 , (1.11)
which appear in the integral:∫ 1
0
dx
∫ 1
0
dy
∫ 1
0
dz
(1− xy)α
′s
(1− xyz)2
= ζ(2)− α′s ζ(3) + (sα′)2 ζ(2, 1, 1) + . . . , (1.12)
with ζ(2, 1, 1) = ζ(4). A class of integrals, similar to (1.8) and (1.12) may be evaluated
by calculating the relevant multiple zeta values or related Euler sums (cf. section 4 for
more details). However, the α′–expansion of the full disk six–point string S–matrix, which
is eventually expressed through some triple hypergeometric functions, generically leads to
new types of zeta–functions. The latter are multiple sums over integers, which in most of
the cases we have to evaluate case by case. One simplified example is the following type:∫ 1
0
dx
∫ 1
0
dy
∫ 1
0
dz
(1− xy)α
′s (1− yz)α
′t
(1− xyz)2
= ζ(2)− α′ (s+ t) ζ(3)
+ α′2 [ s2 + t2 +
7
4
st ] ζ(4) + . . . .
(1.13)
3 Due to the nine kinematic invariants the integrands, which appear in any six–point scattering
process on the disk, are combinations of the nine polynomials:
x , (1− x) , y , (1− y) , z , (1− z) , (1− xy) , (1− yz) , (1− xyz) . (1.9)
Their integrals may be expressed through the triple hypergeometric function F (3) (cf. section 4).
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Extracting from the above integral the second order in α′ requires to evaluate the following
triple sum
∞∑
mi=1
m3
m1 m2 (m1 +m3) (m2 +m3) (m1 +m2 +m3)
=
7
4
ζ(4) (1.14)
among others. The evaluation of those sums, which is the topic of subsection 4.5 is closely
related to the subject of Tornheim double series, Witten zeta–functions and multiple Eu-
ler/Zagier sums. Those sums generically may not be simply expressed by the Riemann
zeta–function. An example of a Witten zeta–function is
W (a, b, c) =
∞∑
m,n=1
1
ma nb (m+ n)c
, (1.15)
which also occurs after expanding the triple hypergeometric function w.r.t. α′.
Just as special values of the Riemann zeta–functions (1.10) are related to the Eu-
ler characteristics of moduli spaces Mg of Riemann surfaces of genus g, i.e. χ(Mg) ∼
ζ(2g), g ≥ 2, special values of the encountered new types of zeta–functions calculate the
volume of certain moduli spaces of vector bundles of curves. Hence the α′–expansion of
our six gluon disk amplitude may perhaps be related to some geometric setup described by
the relation between the triple hypergeometric function and new types of zeta–functions.
While computing string amplitudes with external gluons allows to determine (1.1)
directly by means of extracting the relevant parts of the effective action from the string
S–matrix amplitude there have been presented some indirect approaches to tackle this
problem: By matching the open string spectrum with a spectrum following from a higher
order Yang–Mills action one obtains information about the higher order terms in (1.1),
see Refs. [14,15] and Refs. [16] for a review. More recently, an other approach has
been suggested [17]: Requiring the existence of certain BPS solutions to the equations of
motions allowed to propose the α′4–part of (1.1). Since all those approaches are indirect,
in particular based on field–theory, it is certainly important to check these findings against
the results derived from the string amplitudes [18]. Moreover, the various transcendental
zeta values ζ(3), ζ(5), ζ(3)2, . . . , which appear in the α′–expansion of the six gluon string
S–matrix, are certainly hard to obtain in any field–theory approach.
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Our results may be summarized under the following three points:
• An efficient method to calculate supersymmetric N−point tree− level string
amplitudes is presented.
• The six gluon open superstring disk amplitude can be expressed through a basis
of six triple hypergeometic functions, which encode the full α′ − dependence.
• Material to obtain the α′ − expansion of these functions is derived : We calculate
many multiple Euler− Zagier sums including multiple harmonic series.
2. Tree–level scattering of open superstrings on Dp–branes
2.1. Open superstring gluon S–matrix
In the following we study the gauge dynamics on the Dp–brane world volume with
sixteen supercharges. Our discussion holds for both type I or type IIA/IIB superstring
theory. The gauge interactions are described by an effective D–brane action of the sort
(1.1), which is derived from open string scattering amplitudes. The α′–expansion of the
latter reproduces certain interaction terms of the effective action. The massless open
string states of a Dp–brane are the gauge vectors Aµ, which are the longitudinal massless
excitations of the NS–ground state and the gauge fermions ψµ originating from the R–
ground state, with µ = 0, . . . , p. The Dp–brane fields ψµ and Aµ obey Neumann boundary
conditions. In addition, there are the fields with transverse index µ = p+ 1, . . . , 9, which
obey Dirichlet boundary conditions. Here, we shall not discuss their contribution to the
D–brane action. Their effects may be deduced from T–duality [19]. Hence, without loss
of generality, we may focus on an unwrapped D9–brane, i.e. p = 9. The latter carries 16
supercharges. Hence, for concreteness we perform our calculation in an uncompactified
D = 10 type I superstring background with SO(32) gauge group. This is no restriction on
the dimension nor on the gauge group of the Dp–brane. It only means, that no transversal
oscillations of the branes are allowed and the fields Aµ, ψµ with µ = 0, . . . , 9, live on the
D9–brane world–volume. Qualitative different results are only to be expected for D3–
branes due to the reduced number of kinematic invariants in four space–time dimensions
(cf. comments following later).
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A string S–matrix AN of N external gluons with momenta ki, polarizations ξi and
color indices ai may be formally arranged as the sum:
AN (k1, ξ1, a1; . . . ; kN , ξN , aN ) =
∑
π ∈ (1,2,...,N)
(N−1)! permutations π
Tr(λpi(1)λpi(2) . . . λpi(N)) Api . (2.1)
The sum runs over all (N − 1)! cyclically inequivalent permutations (π(1), π(2), . . . , π(N))
of the N gluons, labeled by the N integers i, with i = 1, . . . , N , i.e. π ∈ SN/ZN . The
matrices λa are the Chan–Paton factors describing the gauge degrees of freedom of the
open string end points. Hence, they are in the adjoint representation of the gauge group
under consideration. Throughout the whole article Tr denotes the group trace over the
Chan–Paton factors λa in the adjoint representation. On the other hand, the trace tr
accounts for the trace over the Lorentz–indices (µ, ν) of the gauge field strength Fµν .
In the string S–matrix the external gauge bosons are asymptotic states incoming
and outgoing at t = ±∞. For any open string scattering the string world–sheet may be
conformally mapped to a Riemann surface with boundaries. The external states are created
through vertex operators inserted at the boundary. For open string tree–level scattering
the world–sheet topology becomes a disk. The latter may be conformally mapped to the
upper half plane Imz ≥ 0 with the real axis as its boundary. Hence, all vertex positions zi
are located along the real axis, i.e. zi ∈ R. The gauge boson vertex operator is given by
V
(−1)
Aa (z, k) = λ
a ξµ e
−φ(z) ψµ(z) eikρX
ρ(z) (2.2)
in the (−1)–ghost picture, and by
V
(0)
Aa (z, k) = λ
a ξµ [ ∂X
µ(z) + i (kψ) ψµ(z) ] eikρX
ρ(z) (2.3)
in the zero–ghost picture. Here, ξµ and kµ are the polarization vector and space–time
momentum of the gauge boson, respectively. The latter obey the on–shell constraints
p∑
µ=0
ξµkµ = 0 and k2 = 0.
The string S–matrix (2.1) becomes (N ≥ 3):
AN (k1, ξ1, a1; . . . ; kN , ξN , aN )
= V −1CKG
N∏
r=1
∫
d2zr 〈V
(−1)
Aa1 (z1) V
(−1)
Aa2 (z2) V
(0)
Aa3 (z3) . . . V
(0)
AaN (zN )〉 .
(2.4)
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Here, VCKG is the volume of the conformal Killing group PSL(2,R), which leaves the
boundary (Im(z) = 0) of the disk fixed. Two vertex operators have to be chosen in the
(−1)–ghost picture (2.2) and the remaining N − 2 in the zero–ghost picture, in order to
guarantee a total ghost charge of −2 on the disk. This requirement is a consequence of
the superdiffeomorphism invariance on the string world sheet. On the disk the conformal
Killing volume V −1CKG is cancelled by fixing three positions and introducing the respective
c–ghost correlator. We have total momentum conservation
N∑
i=1
ki = 0 for the N external
momenta ki.
Essentially to calculate the string S–matrix AN , the main work consists of deter-
mining, for a given group ordering π, the function Api contributing to (2.1). The latter
captures the full space–time kinematics to all orders in α′. In Eq. (2.4) the contribution
of a given group contraction Tr(λpi(1)λpi(2) . . . λpi(N)), described by a permutation π of the
N indices i, is given by specifying the integration region Ipi
Ipi = { Im(zj) = 0 | zpi(1) < zpi(2) < . . . < zpi(N) } (2.5)
along the boundary of the disk. Hence we may write:
Tr(λpi(1)λpi(2) . . . λpi(N)) Api
= V −1CKG
∫
Iπ
N∏
j=1
d2zj 〈V
(−1)
Aa1 (z1) V
(−1)
Aa2 (z2) V
(0)
Aa3 (z3) . . . V
(0)
AaN (zN )〉 .
(2.6)
For the moment, in Eq. (2.4) we have chosen the first and second gauge boson vertex
operator in the (−1)–ghost picture, while the others are in the zero–ghost picture. To
clearly mark this, in the following we shall write for (2.6):
Api ≡ Api(1, 2, 3, . . . , N) . (2.7)
Later we shall relax this special choice. Hence, in the following, the argument of
Api(a, b, i1, i2, . . . , iN−2) should indicate, that the pair (a, b) of gauge vertex operators has
been chosen to be in the (−1)–ghost picture, while the others ik are taken in the zero–ghost
picture. We should point out, that this ordering is independent of the group structure and
we could equally calculate all group contributions Api by one and the same choice, e.g. with
the first and second gauge vertex in the (−1)–ghost picture (2.7). However, as we shall
see in a moment, relaxing this choice will lead to non–trivial relations between different
expressions for one and the same group structure π.
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The correlator in (2.4) or (2.6) may be evaluated by performing Wick contractions. In
effect the correlator decomposes into products of various two–point functions. The latter
are basic on the disk and given by:
〈Xµ(z1)X
ν(z2)〉 = −g
µν ln(z1 − z2) ,
〈ψµ(z1)ψ
ν(z2)〉 = −
gµν
z1 − z2
,
〈eik1X(z1)eik2X(z2)〉 = | z1 − z2 |
k1k2 ,
〈e−φ(z1)e−φ(z2)〉 =
1
z1 − z2
.
(2.8)
Throughout the whole article we shall work with the convention α′ = 12 .
2.2. Four gluon open superstring S–matrix revisted
The open string disk scattering of four gauge bosons is summarized in the string
S–matrix:
A4(k1, ξ1, a1; k2, ξ2, a2; k3, ξ3, a3; k4, ξ4, a4) =
∑
π ∈ (1,2,3,4)
6 permutations π
Tr(λpi(1)λpi(2)λpi(3)λpi(4)) Api .
(2.9)
The sum runs over all six cyclically inequivalent permutations π of the four external gluons
labeled by 1, 2, 3 and 4. For the group structure Tr(λ1λ2λ4λ3), i.e. π = (1, 2, 4, 3), the
function Api is given by [1,2]
A(1,2,4,3) =
Γ(s) Γ(t)
Γ(1 + s+ t)
[ tu (ξ1ξ2) (ξ3ξ4) + su (ξ1ξ3) (ξ2ξ4) + st (ξ1ξ4) (ξ2ξ3) + . . . ] ,
(2.10)
with the three Mandelstam variables s = k1k2, t = k1k3 and u = k1k4, with s+ t+ u = 0.
The dots stand for other kinematical contractions of the form (ξξ)(ξk)(ξk). With (2.10)
the full four gluon string S–matrix (2.9) may be obtained by relabeling gluon indices.
Furthermore, its field–theory interpretation, which leads to the terms displayed in (1.3),
is fully understood [3]. However, in this subsection we shall discuss the four gauge boson
string S–matrix (2.10) from a different perspective.
In fact, rather than studying the amplitude (2.9) for a given (fixed) pair of gluon
vertices in the (−1)–ghost picture, we allow for any pairings. Hence we shall focus our
11
attention on the more general expression (cf. also Eq. (2.6)):
Tr(λpi(1)λpi(2) . . . λpi(N)) Api(a, b, i, j)
= V −1CKG
∫
Iπ
4∏
r=1
d2zr 〈V
(−1)
Aaa (za) V
(−1)
Aab (zb) V
(0)
Aai (zi) V
(0)
A
aj (zj)〉 ,
(2.11)
with some permutation (a, b, i, j) ∈ (1, 2, 3, 4) of vertex operators. According to the defini-
tion (2.11), any choice, e.g. (a, b, i, j) = (1, 4, 2, 3) would be as good to determine the full
S–matrix (2.10).
After performing the Wick contractions in (2.11), with (2.8) we obtain the following
expression for (2.11):
Api(a, b, i, j) = Api2 (a, b, i, j) (ξaξb) (ξiξj)
+ Api1 (a, b, i, j) (ξaξi) (ξbξj) + A
pi
1 (a, b, j, i) (ξaξj) (ξbξi)
+Bpi2 (a, b, i, j) (ξaξb) +B
pi
3 (i, j, a, b) (ξiξj) +B
pi
1 (a, i, b, j) (ξaξi)
+Bpi1 (a, j, b, i) (ξaξj) +B
pi
1 (b, i, a, j) (ξbξi) +B
pi
1 (b, j, a, i) (ξbξj) ,
(2.12)
with the following integrals:
Api1 (a, b, i, j) =
∫
Iπ
dz4 〈c(z1)c(z2)c(z3)〉 E
kikj
zai zjb zij
(−1)
zab
,
Api2 (a, b, i, j) =
∫
Iπ
dz4 〈c(z1)c(z2)c(z3)〉 E
1
z2ab z
2
ij
(1− kikj) ,
Bpi1 (a, i, b, j) =
∫
Iπ
dz4 〈c(z1)c(z2)c(z3)〉 E
1
zab zij
×
{
(ξbki)(ξjka)
zajzbi
+
(ξbki)(ξjkb)
zaizbj
−
(ξbkj)(ξjki)
zaizbj
}
,
Bpi2 (a, b, i, j) =
∫
Iπ
dz4 〈c(z1)c(z2)c(z3)〉 E
(−1)
z2ab z
2
ij
{
(ξikb)(ξjkb)− (ξikb)(ξjka)
zbjzia
zajzib
+(ξika)(ξjka) + (ξika)(ξjkb)
zajzib
zbjzia
− (ξikj)(ξjki)
}
,
Bpi3 (i, j, a, b) =
∫
Iπ
dz4 〈c(z1)c(z2)c(z3)〉 E
1
zab zij
{
(ξaki)(ξbkj)
zaizbj
−
(ξakj)(ξbki)
zajzbi
}
,
(2.13)
with the three positions z1, z2 and z3 fixed due to PSL(2,R) invariance on the disk. In
addition, we have introduced E =
∏
r<s
|zrs|
krks . The region Ipi of the z4–integration (2.5)
is determined by the group structure π under consideration. From the sum (2.12), the
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meaning of the above five functions becomes clear: While the functions Apir appear in front
of the (ξξ)(ξξ) contractions
Api1 (a, b, i, j) (ξaξi)(ξbξj) , A
pi
2 (a, b, i, j) (ξaξb)(ξiξj) , (2.14)
the functions Bpis capture the contractions (ξξ)(ξk)(ξk):
Bpi1 (a, i, b, j) (ξaξi) , B
pi
2 (a, b, i, j) (ξaξb) , B
pi
3 (i, j, a, b) (ξiξj) . (2.15)
The crucial difference between the two functions Api2 and A
pi
1 is, whether the polarizations
ξa, ξb of the two vertices a and b in the (−1)–ghost picture are contracted among themselves
(i.e. leading to the kinematics (ξaξb)) or contracted with the other polarizations ξi, ξj,
respectively. Similarly, the two functions Bpi2 and B
pi
1 account for the two different cases,
whether the polarization ξa is contracted with ξb or one of ξi, ξj, respectively. Moreover,
the function Bpi3 captures the case, when both ξa and ξb are contracted with momenta.
In each amplitude Api(a, b, i, j), for a given permutation (a, b, i, j) ∈ (1, 2, 3, 4) all pos-
sible space–time kinematics show up once. E.g. the kinematics (ξ1ξ2)(ξ3ξ4), (ξ1ξ3)(ξ2ξ4)
and (ξ1ξ4)(ξ2ξ3) show up once. However, the five functions Ar, Bs in front of those kinemat-
ics are different depending on the permutation (a, b, i, j) ∈ (1, 2, 3, 4) under consideration,
i.e. which vertex pair (a, b) we have put into the (−1)–ghost picture. More concretely, for
the given kinematics
(ξAξB) (ξCξD) (2.16)
for one and the same group contraction π we obtain the three seemingly different looking
expressions
Api1 (A,C,B,D) , A
pi
1 (A,D,B, C) , A
pi
2 (A,B,C,D) , (2.17)
depending on which pair of vertex operator has been put into the (−1) ghost picture.
Recall, Api1 (A,C,B,D) is the function with the gluon vertices A and C in the (−1)–ghost
picture, while Api1 (A,D,B, C) with A and D and A
pi
2 (A,B,C,D) with A and B singled out.
In other words, the three functions Apir are associated to taking the pairs (A,C), (A,D) or
(A,B) of vertex operators in the (−1)–ghost picture, respectively. However, they all refer
to the kinematical contraction (ξAξB)(ξCξD) with the same group structure π. Hence,
they all have to be equal as a result of just choosing different pairs of vertex operators in
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the (−1)–ghost picture. In total, for the contractions (ξξ)(ξξ) we obtain the following set
of equations (for a given group contraction π):
(ξ1ξ2)(ξ3ξ4) : A
pi
2 (1, 2, 3, 4) = A
pi
1 (1, 3, 2, 4) = A
pi
1 (1, 4, 2, 3) ,
(ξ1ξ3)(ξ2ξ4) : A
pi
2 (1, 3, 2, 4) = A
pi
1 (1, 2, 3, 4) = A
pi
1 (1, 4, 3, 2) ,
(ξ1ξ4)(ξ2ξ3) : A
pi
2 (1, 4, 2, 3) = A
pi
1 (1, 2, 4, 3) = A
pi
1 (1, 3, 4, 2) .
(2.18)
Let us focus on the group theoretical factor Tr(λ1λ2λ4λ3), i.e. π = (1, 2, 4, 3). We fix the
first three vertex positions to z1 = −z∞, z2 = 0 and z3 = 1, i.e. 〈c(z1)c(z2)c(z3)〉 = −z
2
∞,
with z∞ =∞. According to (2.5), for Ipi we integrate z4 from z4 = 0 until z4 = 1. Then,
the integrals Apir in (2.13) can be written for π = (1, 2, 4, 3)
Api2 (1, 2, 3, 4) = (s− 1) F4 , A
pi
1 (1, 3, 2, 4) = −t F3 , A
pi
1 (1, 4, 2, 3) = u F1 ,
Api2 (1, 3, 2, 4) = (t− 1) F5 , A
pi
1 (1, 2, 3, 4) = −s F3 , A
pi
1 (1, 4, 3, 2) = −u F2 ,
Api2 (1, 4, 2, 3) = (u− 1) F0 , A
pi
1 (1, 2, 4, 3) = s F1 , A
pi
1 (1, 3, 4, 2) = −t F2 ,
(2.19)
with the integrals:
Fj =
∫ 1
0
dx Pj x
t(1− x)s , (2.20)
and the polynomials:
P0 = 1 , P1 =
1
x− 1
, P2 =
1
x
,
P3 =
1
x(x− 1)
, P4 =
1
(x− 1)2
, P5 =
1
x2
.
(2.21)
Equating the functions (2.19) according to (2.18) yields the following system of six equa-
tions for the six functions Fj :
(s− 1) F4 = u F1 , (s− 1) F4 = −t F3
(t− 1) F5 = −s F3 , (t− 1) F5 = −u F2
(u− 1) F0 = s F1 , (u− 1) F0 = −t F2 .
(2.22)
Their solution may be written:
F1 =
u− 1
s
F0 , F2 =
1− u
t
F0 ,
F3 =
u (1− u)
st
F0 , F4 =
u (1− u)
s (1− s)
F0 , F5 =
u (1− u)
t (1− t)
F0 .
(2.23)
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Hence, all functions Fj may be expressed by one single function F0
Fj = Λj(s, t, u) F0
(2.24)
with some momentum dependent factor Λj like it is given in Eqs. (2.23). Of course, the
integrals (2.20) are easy to determine with Eq. (4.1). The relations (2.23) may be directly
checked using the basic identity Γ(x+ 1) = x Γ(x). More concretely, we obtain:
F0 =
Γ(s+ 1) Γ(t+ 1)
Γ(2 + s+ t)
, F1 = −
Γ(s) Γ(t+ 1)
Γ(1 + s+ t)
, F2 =
Γ(s+ 1) Γ(t)
Γ(1 + s+ t)
,
F3 = −
Γ(s) Γ(t)
Γ(s+ t)
, F4 =
Γ(s− 1) Γ(t+ 1)
Γ(s+ t)
, F5 =
Γ(s+ 1) Γ(t− 1)
Γ(s+ t)
.
(2.25)
However, what this exercise shows is, that with changing the ghost–picture of the vertex
operators we obtain different integrals (2.17) for the kinematics (ξAξB)(ξCξD). These
expressions have to be equal and we obtain a system of equations, which allows us, to
express all integrals Apir , given in (2.19), in terms of a single integral. In the concrete case
(2.23), this integral is F0. We have some freedom, which integral we want to choose to be
left over. The integral F3 could also have been taken. In fact, for higher gluon scattering,
it proves to be very convenient to choose an integral, which does not lead to poles in the
kinematic invariants. For such an integral its power series in the kinematic invariants may
be easier derived.
Similar statements hold for the kinematics (ξξ)(ξk)(ξk) referring to a fixed group
structure π. More concretely, consider the kinematics
(ξAξB) (ξCk)(ξDk˜) , (2.26)
with k, k˜ accounting for a set of momenta subject to momentum conservation. In other
words, the kinematics (2.26) readily stands for four independent space–time kinematics.
According to (2.15) the six functions
Bpi2 (A,B,C,D) , B
pi
1 (A,B,C,D) , B
pi
1 (A,B,D,C) ,
Bpi1 (B,A,C,D) , B
pi
1 (B,A,D,C) , B
pi
3 (A,B,C,D)
(2.27)
appear in (2.12) and are relevant to the kinematics (2.26). They refer to the six cases, in
which one of the pairs (A,B), (A,C), (A,D), (B,C), (B,D) or (C,D) of vertex operators
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is put into the (−1)–ghost picture, respectively. Similar, as in Eq. (2.18) all these six
functions (2.27) have to be equated. Since, after definition, the latter still contain some ξk
kinematical contractions, what has to be equated, is the relevant piece of those functions
referring to the same scalar product (ξk)(ξk), after applying momentum conservation.
Hence, in what follows4 one obtains actually twenty equations, which give rise to relations
between different integrals of the type (2.20). After considering all possible kinematics, in
addition to the polynomials (2.21), the following set
P6 =
1
x(x− 1)2
, P7 =
x
(x− 1)2
, P8 =
1
x2(x− 1)
P9 =
x− 1
x
, P10 =
x− 1
x2
, P11 =
x
x− 1
(2.28)
appears. The equations following from equating (2.27) for all possible kinematics provide
the relations between the integrals (2.20) associated to (2.28) and F0:
F6 = F4 − F3 , F7 = F1 + F4 , F8 = F3 − F5 ,
F9 = F0 − F2 , F10 = F2 − F5 , F11 = F0 + F2 + F3 .
(2.29)
In addition, the identity F1 − F2 = F3 appears. Of course, the latter relation, which is
satisfied by the solutions (2.25) is just a consequence of P1−P2 = P3, i.e.
1
x−1−
1
x
= 1
x(x−1) .
Though, the identities (2.23) are easy to prove in the case at hand, the strategy,
outlined above for the four–gluon scattering, yields non–trivial identities in the case of
gluon amplitudes involving more than four gluons. From Eq. (2.23) we deduce, that those
identities involve rational polynomials in the Mandelstam variables s, t and u. These
polynomials account for the pole structure of the given kinematics, while the function
through which all other functions are expressed may be chosen to be simple in the sense,
that it does not contain poles. E.g. in the case above, the function F0 has the power series
w.r.t. to the Mandelstam variables s, t, u
F0 = 1− s− t+ s
2 + 2 s t− ζ(2) s t+ t2 + . . . , (2.30)
i.e. it is finite w.r.t. to all invariants. Hence all pole structure of the amplitude is encoun-
tered in the rational polynomials in front of the function F0, i.e. they follow from solving
the algebraic equations (2.22) through expressing all functions Fj , j ≥ 1 through F0.
4 More concretely, e.g. in the case A = 1, B = 2, C = 3 and D = 4 one reduces the functions to
the kinematics (ξ3k1) (ξ4k2) and (ξ3k2) (ξ4k1) [and (ξ3k1) (ξ4k1) and (ξ3k2) (ξ4k2)] by eliminating
the combinations ξ3k4 and ξ4k3 as a result of momentum conservation.
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In the case of more than four gluons, those identities allow to express each integral
accounting for a specific kinematics through a linear combination of integrals without poles,
such that the full pole structure originates algebraically. In fact, the case with six gluons
shall be discussed in the next section, while the five gluon case is revisted in section 6.
3. Six gluon open superstring S–matrix
In the following we study the string S–matrix describing the string tree–level scattering
of six gauge bosons on the disk (N = 6 in (2.4)):
A6(k1, ξ1, a1; k2, ξ2, a2; k3, ξ3, a3; k4, ξ4, a4; k5, ξ5, a5; k6, ξ6, a6)
= V −1CKG
6∏
r=1
∫
d2zr 〈V
(−1)
Aa1 (z1) V
(−1)
Aa2 (z2) V
(0)
Aa3 (z3) V
(0)
Aa4 (z4) V
(0)
Aa5 (z5) V
(0)
Aa6 (z6)〉 .
(3.1)
We have total momentum conservation:
6∑
i=1
ki = 0 (3.2)
for the six external gluon momenta ki. Furthermore, we have chosen two gauge vertex
operators in the (−1)–ghost picture in order to guarantee a total ghost charge of −2
on the disk. The basic ingredients to start with have been presented in subsection 2.1.
However, one has to keep in mind, that the case p = 3 is special, since in that case the
six order Lorentz invariant trF 6 may be expressed by the other two (trF 2)3 and trF 2trF 4
invariants. In the scattering process of six gluons this difference manifests in a reduced
number of kinematical (space–time) invariants. Later we shall comment on this issue.
Recall, that the four–gluon string S–matrix A4, discussed in the previous subsection,
gives rise to the following two kinematical structures (ξξ)(ξξ) and (ξξ)(ξk)(ξk) entering
(2.10). At order O(k4) in the external momenta, both kinematics comprise parts of the
same higher order gauge interaction terms F 4 in the effective action as a result of gauge
invariance. This means, that these interaction terms may be completely inferred from the
first contractions (ξξ)(ξξ) [3], while the string S–matrix result for the second kinematics
(ξξ)(ξk)(ξk) may be related to the first one. The explicit evaluation of the correlator in Eq.
(3.1) leads to a sum of integrals with various different (space–time) kinematic contractions
as coefficients. More precisely, we encounter the three kinematical structures (ξξ)(ξξ)(ξξ),
(ξξ)(ξξ)(ξk)(ξk) and (ξξ)(ξk)(ξk)(ξk)(ξk), which in the following will be denoted by A,B
and C–kinematics, respectively. Their contributions in the effective action are all related to
each other through gauge–invariance. In other words, the effective action at a given order
in the external momenta, may be reproduced from a particular class of those kinematics.
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3.1. General expression for the amplitude
In Eq. (3.1) we have chosen the first two gauge vertex operators in the (−1)–ghost
picture. We have already stressed in the previous subsection, that we are free to choose
which pair (a, b) of the six gauge vertex operators we put into the (−1)–ghost picture.
Hence, according to the definition (2.7), for a given group structure described by the
permutation π, instead of the particular choice in (3.1), we may generically consider the
expression
Tr(λpi(1)λpi(2)λpi(3)λpi(4)λpi(5)λpi(6)) Api(a, b, i, j, k, l) = V −1CKG
∫
Iπ
6∏
r=1
d2zr
〈V
(−1)
Aaa (za) V
(−1)
Aab (zb) V
(0)
Aai (zi) V
(0)
A
aj (zj) V
(0)
Aak (zk) V
(0)
Aal (zl)〉 ,
(3.3)
with some permutation (a, b, i, j, k, l) ∈ (1, 2, 3, 4, 5, 6) of vertex operators. In Eq. (2.1), we
have explained, how this term contributes to the full string S–matrix (3.1).
After performing the Wick contractions the correlator in (3.3) decomposes into prod-
ucts of various two–point functions, given in Eq. (2.8):
Api(a, b,i, j, k, l) = V −1CKG
∫
Iπ
6∏
r=1
d2zr
∑
(i1,i2,i3,i4)
∈(i,j,k,l)
{
1
2
A1(a, b, i1, i2, i3, i4) (ξaξi1) (ξbξi4) (ξi2ξi3)
+
1
8
A2(a, b, i1, i2, i3, i4) (ξaξb) (ξi1ξi2) (ξi3ξi4) +
1
4
B2(a, b, i1, i2, i3, i4) (ξaξb) (ξi1ξi2)
+
1
2
B1(a, b, i1, i2, i3, i4) (ξaξi1) (ξbξi2) +
1
8
B4(i1, i2, i3, i4, a, b) (ξi1ξi2) (ξi3ξi4)
+
1
2
B3(a, i1, i2, i3, b, i4) (ξaξi1) (ξi2ξi3) +
1
2
B3(b, i1, i2, i3, a, i4) (ξbξi1) (ξi2ξi3)
+
1
24
C1(a, b, i1, i2, i3, i4) (ξaξb) +
1
4
C3(i1, i2, a, b, i3, i4) (ξi1ξi2)
+
1
6
C2(a, i1, b, i2, i3, i4) (ξaξi1) +
1
6
C2(b, i1, a, i2, i3, i4) (ξbξi1)
}
.
(3.4)
In Eq. (3.4) in front of the contractions (ξaξi) (ξjξk) (ξlξb) and (ξaξb) (ξiξj) (ξkξl) there
appear the two basic functions A1(a, b, i, j, k, l) and A2(a, b, i, j, k, l), given by
A1(a, b, i, j, k, l) = −
E
zab zai
{
(kikj) (kkkl)
zlb zjk zij zkl
−
(kikk) (kjkl)
zlb zjk zik zjl
−
(kikl) (1− kjkk)
zlb zil z2jk
}
,
A2(a, b, i, j, k, l) = −
E
z2ab
{
(1− kikj) (1− kkkl)
z2ij z
2
kl
−
(kikk) (kjkl)
zij zkl zik zjl
+
(kikl) (kjkk)
zij zkl zil zjk
}
,
(3.5)
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respectively, with:
E =
6∏
r<s
|zrs|
krks . (3.6)
In the following, we in particular shall need the integrated expressions
Apii = V
−1
CKG
∫
Iπ
6∏
r=1
d6zr Ai , B
pi
i = V
−1
CKG
∫
Iπ
6∏
r=1
d6zr Bi , C
pi
i = V
−1
CKG
∫
Iπ
6∏
r=1
d6zr Ci ,
(3.7)
which enter the expression (3.4). Furthermore we have:
B1(a, b, i, j, k, l) = −E
{
zai(ξkki)(ξlki)
z2abzijzikzil
(
zai
zakzalzij
−
zaikikj
zakzalzij
+
kjkk
zalzjk
+
kjkl
zakzjl
)
−
(ξkkl)(ξlkj)
z2abzijzjlzkl
(
zaj(1− kikj)
zakzij
−
kikk
zik
−
zalkikl
zakzil
)
+
(ξkki)(ξlkb)
zabzalzblzijzik
(
zai(1− kikj)
zakzij
+
kjkk
zjk
)
+
(ξkki)(ξlkk)
z2abzijzikzkl
(
zai(1− kikj)
zalzij
+
zakkjkk
zalzjk
+
kjkl
zjl
)
+
(ξkkb)(ξlkj)
zabzakzbkzijzjl
(
zaj(1− kikj)
zalzij
−
kikl
zil
)
+
(ξkkj)(ξlki)
z2abzijzilzjk
(
zaizaj(1− kikj)
zakzalzij
−
zaikikk
zalzik
+
zajkjkl
zakzjk
+
kkkl
zkl
)
+
(ξkkb)(ξlkk)(1− kikj)
zabzalzbkz
2
ijzkl
+
(ξkkj)(ξlkb)
zabzalzblzijzjk
(
zaj(1− kikj)
zakzij
−
kikk
zik
)
+
(ξkkb)(ξlki)
zabzakzbkzijzil
(
zai(1− kikj)
zalzij
+
kjkl
zjl
)
+
zaj(ξkkj)(ξlkj)
z2abzijzjkzjl
(
zaj(1− kikj)
zakzalzij
−
kikk
zalzik
+
kikl
zakzil
)
+
(ξkkb)(ξlkb)(1− kikj)
zakzalzbkzblz2ij
+
(ξkkj)(ξlkk)
z2abzijzjkzkl
(
zaj(1− kikj)
zalzij
−
zakkikk
zalzik
−
kikl
zil
)
−
(ξkkl)(ξlkb)(1− kikj)
zabzakzblz2ijzkl
+
(ξkki)(ξlkj)
z2abzijzikzjl
(
zaizaj(1− kikj)
zakzalzij
−
zaikikl
zakzil
+
zajkjkk
zalzjk
−
kkkl
zkl
)
−
(ξkkl)(ξlki)
z2abzijzilzkl
(
zai(1− kikj)
zakzij
+
kjkk
zjk
+
zalkjkl
zakzjl
)}
,
B2(a, b, i, j, k, l) = −E
{
(ξkkj)(ξlki)
zabzbjzilzjk
(
zajkikj
zakzalzij
+
kikk
zalzik
−
zajkjkl
zaizakzjl
−
kkkl
zaizkl
)
+
(ξkkj)(ξlkb)
zaizalzbjzblzjk
(
zajkikj
zakzij
+
kikk
zik
)
+
(ξkkl)(ξlki)
zabzbjzilzkl
(
zalkjkl
zaizakzjl
+
kjkk
zaizjk
−
kikj
zakzij
)
+
(ξkkb)(ξlkj)
zaizakzbjzbkzjl
(
zajkikj
zalzij
−
kikl
zil
)
+
(ξkki)(ξlki)
zabzbjzikzil
(
zaikikj
zakzalzij
−
kjkk
zalzjk
−
kjkl
zakzjl
)
+
(ξkkb)(ξlki)
zakzbjzbkzil
(
kikj
zalzij
−
kjkl
zaizjl
)
+
(ξkkj)(ξlkj)
zabzaizbjzjkzjl
(
z2ajkikj
zakzalzij
+
zajkikk
zalzik
+
zajkikl
zakzil
)
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−
(ξkkl)(ξlkj)
zabzaizbjzjlzkl
(
zajkikj
zakzij
+
kikk
zik
+
zalkikl
zakzil
)
+
(ξkki)(ξlkb)
zalzbjzblzik
(
kikj
zakzij
−
kjkk
zaizjk
)
+
(ξkki)(ξlkj)
zabzbjzikzjl
(
zajkikj
zakzalzij
+
kikl
zakzil
−
zajkjkk
zaizalzjk
+
kkkl
zaizkl
)
(ξkkb)(ξlkk)
zaizalzbj
kikj
zbkzijzkl
+
(ξkki)(ξlkk)
zabzbjzikzkl
(
kikj
zalzij
−
zakkjkk
zaizalzjk
−
kjkl
zaizjl
)
+
(ξkkb)(ξlkb)
zaizakzal
zabkikj
zbjzbkzblzij
+
(ξkkj)(ξlkk)
zabzaizbjzjkzkl
(
zajkikj
zalzij
+
zakkikk
zalzik
+
kikl
zil
)
+
(ξkkl)(ξlkb)
zaizakzbj
kikj
zblzijzkl
}
,
B3(a, i, j, k, b, l) = −E
{
(kjkk − 1)
z2jk
(
(ξbki)(ξlkb)
zaizalzbizbl
+
(ξbki)(ξlki)
zabzalzbizil
+
(ξbkl)(ξlki)
zabzaizblzil
)
+
(ξbki)(ξlkj)
zabzaizjkzjl
(
(zaj)(kjkk − 1)
zalzbizjk
+
kkkl
zbizkl
)
+
(ξbkk)(ξlki)
zabzbkzilzjk
(
kikj
zalzij
−
kjkl
zaizjl
)
+
(ξbkj)(ξlki)
zabzbjzilzjk
(
kkkl
zaizkl
−
kikk
zalzik
)
+
(ξbki)(ξlkk)
zabzaizbizkl
(
(zak)(kjkk − 1)
zalzjk
+
kjkl
zjl
)
+
kikj
zaizijzjk
(
(ξbkk)(ξlkb)
zalzbkzbl
+
zak(ξbkk)(ξlkk)
zabzalzbkzkl
+
(ξbkl)(ξlkk)
zabzblzkl
)
−
kikk
zaizikzjk
(
(ξbkj)(ξlkb)
zalzbjzbl
+
zaj(ξbkj)(ξlkj)
zabzalzbjzjl
+
(ξbkl)(ξlkj)
zabzblzjl
)
+
(ξbkk)(ξlkj)
zabzaizbkzjkzjl
(
zajkikj
zalzij
+
kikl
zil
)
−
(ξbkj)(ξlkk)
zabzaizbjzjkzkl
(
zakkikk
zalzik
+
kikl
zil
) }
,
B4(i, j, k, l, a, b) = −
E
zab zij zkl
{
(1− kkkl)
zkl
(
(ξaki) (ξbkj)
zai zbj
−
(ξakj) (ξbki)
zaj zbi
)
+
kikk
zik
(
(ξakj)(ξbkl)
zajzbl
−
(ξakl)(ξbkj)
zalzbj
)
+
kikl
zil
(
(ξakk)(ξbkj)
zakzbj
−
(ξakj)(ξbkk)
zajzbk
)
+
kjkk
zjk
(
(ξakl)(ξbki)
zalzbi
−
(ξaki)(ξbkl)
zaizbl
)
+
kjkl
zjl
(
(ξaki)(ξbkk)
zaizbk
−
(ξakk)(ξbki)
zakzbi
)
+
(1− kikj)
zij
(
(ξakk)(ξbkl)
zakzbl
−
(ξakl)(ξbkl)
zalzbk
) }
.
(3.8)
Besides, the three functions:
C1(a,b,i,j,k,l) = −E
(ξjkb)(ξkkb)(ξlkb)zab
zaizbjzbkzbl
(
(ξikb)zab
zajzakzalzbi
−
(ξikj)
zakzalzij
−
(ξikk)
zajzalzik
−
(ξikl)
zajzakzil
)
+ (ξjki)(ξkkb)(ξlkb)
zajzbkzblzij
(
(ξikb)zab
zakzalzbi
−
(ξikk)
zalzik
−
(ξikl)
zakzil
)
+
(ξjkb)(ξkki)(ξlkb)
zakzbjzblzik
(
(ξikb)zab
zajzalzbi
−
(ξikj)
zalzij
−
(ξikl)
zajzil
)
+ (ξjkk)(ξkkb)(ξlkb)
zaizbkzblzjk
(
(ξikj)
zalzij
−
(ξikb)zab
zajzalzbi
+
(ξikk)zak
zajzalzik
+
(ξikl)
zajzil
)
+
(ξjki)(ξkki)(ξlkb)zai
zajzakzblzijzik
(
(ξikb)
zalzbi
−
(ξikl)
zabzil
)
+ (ξjkl)(ξkkb)(ξlkb)
zaizbkzblzjl
(
(ξikj)
zakzij
−
(ξikb)zab
zajzakzbi
+
(ξikk)
zajzik
+
(ξikl)zal
zajzak
)
+
(ξjkk)(ξkki)(ξlkb)
zajzblzikzjk
(
(ξikl)
zabzil
−
(ξikb)
zalzbi
)
+
(ξjkl)(ξkki)(ξlkb)
zakzblzikzjl
(
(ξikj)
zabzij
−
(ξikb)
zajzbi
+
(ξikl)zal
zabzajzil
)
+
(ξjkb)(ξkkj)(ξlkb)
zaizbjzblzjk
(
(ξikb)zab
zakzalzbi
−
(ξikj)zaj
zakzalzij
−
(ξikk)
zalzik
−
(ξikl)
zakzil
)
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+ (ξjkl)(ξkkj)(ξlkb)
zaizblzjkzjl
(
(ξikj)zaj
zabzakzij
−
(ξikb)
zakzbi
+
(ξikk)
zabzik
+
(ξikl)zal
zabzakzil
)
+
(ξjki)(ξkkb)(ξlki)zai
zajzalzbkzijzil
(
(ξikb)
zakzbi
−
(ξikk)
zabzik
)
+ (ξjkb)(ξkkl)(ξlkb)
zaizbjzblzkl
(
(ξikj)
zakzij
−
(ξikb)zab
zajzakzbi
+
(ξikk)
zajzik
+
(ξikl)zal
zajzakzil
)
+
(ξjki)(ξkkl)(ξlkb)
zajzblzijzkl
(
(ξikk)
zabzik
−
(ξikb)
zakzbi
+
(ξikl)zal
zabzakzil
)
+ (ξjkk)(ξkkl)(ξlkb)
zaizblzjkzkl
(
(ξikb)
zajzbi
−
(ξikj)
zabzij
−
(ξikk)zak
zabzajzik
−
(ξikl)zal
zabzajzil
)
+
(ξjkb)(ξkkb)(ξlki)
zalzbjzbkzil
(
(ξikb)
zajzakzbi
−
(ξikj)
zakzij
−
(ξikk)
zajzik
)
+
(ξjkl)(ξkkl)(ξlkb)zal
zaizblzjlzkl
(
(ξikb)
zajzakzbi
−
(ξikj)
zabzakzij
−
(ξikk)
zabzajzik
−
(ξikl)zal
zabzajzakzil
)
+
(ξjki)(ξkkj)(ξlkb)
zakzblzijzjk
(
(ξikb)
zalzbi
−
(ξikl)
zabzil
)
+ (ξjkk)(ξkkb)(ξlki)
zalzbkzilzjk
(
(ξikj)
zabzij
−
(ξikb)
zajzbi
+
(ξikk)zak
zabzajzik
)
+
(ξjkl)(ξkkb)(ξlki)
zajzbkzilzjl
(
(ξikk)
zabzik
−
(ξikb)
zakzbi
)
+ (ξjkb)(ξkki)(ξlki)zai
zakzalzbjzikzil
(
(ξikb)
zajzbi
−
(ξikj)
zabzij
)
+
(ξikb)(ξjki)(ξkki)(ξlki)z
2
ai
zabzajzakzalzbizijzikzil
−
(ξkki)(ξlki)zai
zabzajzbizikzil
(
(ξikb)(ξjkk)
zalzjk
+
(ξikb)(ξjkl)
zakzjl
)
+ (ξjkb)(ξkkj)(ξlki)
zalzbjzilzjk
(
(ξikb)
zalzbi
−
(ξikj)zaj
zabzakzij
−
(ξikk)
zabzik
)
+
(ξkkj)(ξlki)
zabzakzbizilzjk
(
(ξikb)(ξjki)zai
zalzij
−
(ξikb)(ξjkl)
zjl
)
+ (ξjkb)(ξkkl)(ξlki)
zakzbjzilzkl
(
(ξikj)
zabzij
−
(ξikb)
zajzbi
)
+
(ξkkl)(ξlki)
zabzajzbizilzkl
(
(ξikb)(ξjkk)
zjk
−
(ξikb)(ξjki)zai
zakzij
+
(ξikb)(ξjkl)zal
zakzjl
)
+
(ξjkb)(ξkkb)(ξlkj)
zajzbjzbkzjl
(
(ξikb)zab
zakzalzbi
−
(ξikj)zaj
zakzal
−
(ξikk)
zalzik
−
(ξikl)
zakzil
)
+
(ξjki)(ξkkb)(ξlkj)
zalzbkzijzjl
(
(ξikb)
zakzbi
−
(ξikk)
zabzik
)
+ (ξjkk)(ξkkb)(ξlkj)
zaizbkzjkzjl
(
(ξikj)zaj
zabzalzij
−
(ξikb)
zalzbi
+
(ξikk)zak
zabzalzik
+
(ξikl)
zabzil
)
+
(ξjkb)(ξkki)(ξlkj)
zakzbjzikzjl
(
(ξikb)
zalzbi
−
(ξikj)zaj
zabzalzij
−
(ξikl)
zabzil
)
+ (ξkki)(ξlkj)
zabzalzbizikzjl
(
(ξikb)(ξjki)zai
zakzij
−
(ξikb)(ξjkk)
zjk
)
+
(ξjkb)(ξkkl)(ξlkj)
zaizbjzjlzkl
(
(ξikj)zaj
zabzakzij
−
(ξikb)
zakzbi
+
(ξikk)
zabzik
+
(ξikl)zal
zabzakzil
)
+ (ξjkb)(ξkkj)(ξlkj)zaj
zaizbjzjkzjl
(
(ξikb)
zakzalzbi
−
(ξikj)zaj
zabzakzalzij
−
(ξikk)
zabzalzik
−
(ξikl)
zabzakzil
)
+
(ξikb)(ξjki)(ξkkj)(ξlkj)zaj
zabzakzalzbizijzjkzjl
− (ξikb)(ξjki)(ξkkl)(ξlkj)
zabzakzbizijzjlzkl
+
(ξjkb)(ξkkb)(ξlkk)
zaizbjzbkzkl
(
(ξikb)zab
zajzalzbi
−
(ξikj)
zalzij
−
(ξikk)zak
zajzalzik
−
(ξikl)
zajzil
)
+ (ξjki)(ξkkb)(ξlkk)
zajzbkzijzkl
(
(ξikb)
zalzbi
−
(ξikk)zak
zabzalzik
−
(ξikl)
zabzil
)
+
(ξjkb)(ξkki)(ξlkk)
zalzbjzikzkl
(
(ξikb)
zajzbi
−
(ξikj)
zabzij
)
+
(ξjkk)(ξkkb)(ξlkk)zak
zaizbkzikzkl
(
(ξikj)
zabzalzij
−
(ξikb)
zajzalzbi
+
(ξikk)zak
zabzajzalzik
+
(ξikl)
zabzajzil
)
−
(ξikb)(ξjkl)(ξkki)(ξlkj)
zabzajzbizikzjlzkl
+ (ξjkl)(ξkkb)(ξlkk)
zaizbkzjlzkl
(
(ξikj)
zabzij
−
(ξikb)
zajzbi
+
(ξikk)zak
zabzajzik
+
(ξikl)zal
zabzajzil
)
+
(ξikb)(ξkki)(ξlkk)
zabzajzalzbizikzkl
(
(ξjki)zai
zij
−
(ξjkk)zak
zjk
)
+ (ξjkb)(ξkkj)(ξlkk)
zaizbjzjkzkl
(
(ξikb)
zalzbi
−
(ξikj)zaj
zabzalzij
−
(ξikk)zak
zabzalzik
−
(ξikl)
zabzil
)
+
(ξikb)(ξjki)(ξkkj)(ξlkk)
zabzalzbizijzjkzkl
,
C2(a,i,b,j,k,l) = −E
{
(ξkkb)(ξlkb)zab
zaizajzbizbkzbl
(
(ξbki)(ξjkl)
zakzjl
+
(ξbki)(ξjkk)
zalzjk
−
(ξbki)(ξjkb)zab
zakzalzbj
)
+ (ξjkl)(ξkki)(ξlkb)
zajzblzikzjl
(
(ξbki)
zakzbi
+
(ξbkk)
zaizbk
)
+
(ξbki)(ξkkl)(ξlkb)
zaizajzbizblzkl
(
(ξjkb)zab
zakzbj
−
(ξjkk)
zjk
−
(ξjkl)
zakzjl
)
− (ξkki)(ξlkb)
zalzblzik
(
(ξbki)(ξjkb)zab
zajzakzbizbj
+
(ξbkk)(ξjkb)zab
zaizajzbjzbk
+
(ξbki)(ξjki)zai
zajzakzbizij
+
(ξbkj)(ξjki)
zbjzij
+
(ξbkk)(ξjki)
zajzbkzij
)
+ (ξjkk)(ξkki)(ξlkb)
zblzikzjk
(
(ξbki)
zajzalzbi
+
(ξbkj)
zaizalzbj
+
(ξbkk)zak
zaizajzalzbk
)
+
(ξjki)(ξkkl)(ξlkb)
zakzblzijzkl
(
(ξbki)
zajzbi
+
(ξbkj)
zaizbj
)
− (ξjki)(ξkkb)(ξlkb)zab
zakzalzbkzblzij
(
(ξbki)
zajzbi
+
(ξbkj)
zaizbj
)
−
(ξjki)(ξkkj)(ξlkb)
zalzblzijzjk
(
(ξbki)
zakzbi
+
(ξbkj)zaj
zaizakzbj
+
(ξbkk)
zaizbk
)
−
(ξjkb)(ξkkb)(ξlki)zab
zajzakzbjzbkzil
(
(ξbki)
zalzbi
+
(ξbkl)
zaizbl
)
+
(ξjkb)(ξkkl)(ξlki)
zajzbjzilzkl
(
(ξbki)
zakzbi
+
(ξbkk)
zaizbk
+
(ξbkl)zal
zaizakzbl
)
− (ξjki)(ξkkb)(ξlki)
zakzbkzijzil
(
(ξbki)zai
zajzalzbi
+
(ξbkj)
zalzbjzil
+
(ξbkl)
zajzblzil
)
+
(ξjkk)(ξkkb)(ξlki)
zajzbkzilzjk
(
(ξbki)
zalzbi
+
(ξbkl)
zaizbl
)
+ (ξjkl)(ξkkb)(ξlki)
zakzbkzilzjl
(
(ξbki)
zajzbi
+
(ξbkj)
zaizbj
+
(ξbkl)zal
zaizajzbl
)
−
(ξjkb)(ξkkj)(ξlki)
zakzbjzilzjk
(
(ξbki)
zalzbi
+
(ξbkl)
zaizbl
)
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− (ξjkb)(ξkki)(ξlki)
zajzbjzikzil
(
(ξbki)zai
zakzalzbi
+
(ξbkk)
zalzbk
+
(ξbkl)
zakzbl
)
+
(ξbki)(ξkkj)(ξlkb)
zaizakzbizblzjk
(
(ξjkl)
zjl
−
(ξjkb)zab
zalzbj
)
− (ξjki)(ξkki)(ξlki)zai
zabzijzikzil
(
(ξbki)zai
zajzakzalzbi
+
(ξbkj)
zakzalzbj
+
(ξbkk)
zajzalzbk
+
(ξbkl)
zajzakzbl
)
+ (ξjkk)(ξkki)(ξlki)
zabzikzilzjk
(
(ξbki)zai
zajzalzbi
+
(ξbkj)
zalzbj
+
(ξbkk)zak
zajzalzbk
+
(ξbkl)
zajzbl
)
+
(ξbki)(ξjkk)(ξkkb)(ξlkj)
zaizalzbizbkzjkzjl
+
(ξjkl)(ξkki)(ξlki)
zajzikzilzjl
(
(ξbki)zai
zajzakzbi
+
(ξbkj)
zakzbj
+
(ξbkk)
zajzbk
+
(ξbkl)zal
zajzakzbl
)
−
(ξbki)(ξjkb)(ξkkb)(ξlkj)zab
zaizakzalzbizbjzbkzjl
− (ξjki)(ξkkj)(ξlki)
zabzijzilzjk
(
(ξbki)zai
zakzalzbi
+
(ξbkj)zaj
zakzalzbj
+
(ξbkk)
zalzbk
+
(ξbkl)
zakzbl
)
−
(ξbki)(ξjkb)(ξkkj)(ξlkj)zaj
zaizakzalzbizbjzjkzjl
+ (ξjkl)(ξkkj)(ξlki)
zabzilzjkzjl
(
(ξbki)
zakzbi
+
(ξbkj)zaj
zaizakzbj
+
(ξbkk)
zaizbk
+
(ξbkl)zal
zaizakzbl
)
+
(ξbki)(ξjkb)(ξkkl)(ξlkj)
zaizakzbizbjzjlzkl
+ (ξjki)(ξkkl)(ξlki)
zabzijzilzkl
(
(ξbki)zai
zajzakzbi
+
(ξbkj)
zakzbj
+
(ξbkk)
zajzbk
+
(ξbkl)zal
zajzakzbl
)
−
(ξbki)(ξjkb)(ξkkb)(ξlkk)zab
zaizajzalzbizbjzbkzkl
− (ξjkk)(ξkkl)(ξlki)
zabzilzjkzkl
(
(ξbki)
zajzbi
+
(ξbkj)
zaizbj
+
(ξbkk)zak
zaizajzbk
+
(ξbkl)zal
zaizajzbl
)
+
(ξbki)(ξjkk)(ξkkb)(ξlkk)zak
zaizajzalzbizbkzjkzkl
−
(ξjkl)(ξkkl)(ξlki)zal
zabzilzjlzkl
(
(ξbki)
zajzakzbi
+
(ξbkj)
zaizakzbj
+
(ξbkk)
zaizajzbk
+
(ξbkl)zal
zaizajzakzbl
)
− (ξjki)(ξkkb)(ξlkj)
zakzbkzijzjl
(
(ξbki)
zalzbi
+
(ξbkj)zaj
zaizalzbj
+
(ξbkl)
zaizbl
)
−
(ξjkb)(ξkki)(ξlkj)
zalzbjzikzjl
(
(ξbki)
zakzbi
+
(ξbkk)
zaizbk
)
− (ξjki)(ξkki)(ξlkj)
zabzijzikzjl
(
(ξbki)zai
zakzalzbi
+
(ξbkj)zaj
zakzalzbj
+
(ξbkk)
zalzbk
+
(ξbkl)
zakzbl
)
+
(ξbki)(ξjkl)(ξkkb)(ξlkk)
zaizajzbizbkzjlzkl
+ (ξjkk)(ξkki)(ξlkj)
zabzikzjkzjl
(
(ξbki)
zalzbi
+
(ξbkj)zaj
zaizalzbj
+
(ξbkk)zak
zaizalzbk
+
(ξbkl)
zaizbl
)
−
(ξbki)(ξjki)(ξkkj)(ξlkk)
zabzalzbizijzjkzkl
− (ξjki)(ξkkj)(ξlkj)zaj
zabzijzjkzjl
(
(ξbki)
zakzalzbi
+
(ξbkj)zaj
zaizakzalzbj
+
(ξbkk)
zaizalzbk
+
(ξbkl)
zaizakzbl
)
+ (ξjki)(ξkkl)(ξlkj)
zabzijzjlzkl
(
(ξbki)
zakzbi
+
(ξbkj)zaj
zaizakzbj
+
(ξbkk)
zaizbk
+
(ξbkl)
zaizakzbl
)
−
(ξbkj)(ξjki)(ξkkj)(ξlkk)
zabzaizalzbjzijzjkzkl
−
(ξjki)(ξkkb)(ξlkk)
zalzbkzijzkl
(
(ξbki)
zajzbi
+
(ξbkj)
zaizbj
)
−
(ξbki)(ξjkb)(ξkkj)(ξlkk)
zaizalzbizbjzjkzkl
− (ξjkb)(ξkki)(ξlkk)
zajzbjzikzkl
(
(ξbki)
zalzbi
+
(ξbkk)zak
zaizalzbk
+
(ξbkl)
zaizbl
)
−
(ξbkk)(ξjki)(ξkkj)(ξlkk)
zabzaizalzbkzijzjkzkl
−
(ξjki)(ξkki)(ξlkk)
zabzijzikzkl
(
(ξbki)zai
zajzalzbi
+
(ξbkj)
zalzbj
+
(ξbkk)zak
zajzalzbk
+
(ξbkl)
zajzbl
)
−
(ξbkl)(ξjki)(ξkkj)(ξlkk)
zabzaizblzijzjkzkl
+ (ξjkk)(ξkki)(ξlkk)zak
zabzikzjkzkl
(
(ξbki)zaj
zalzbi
+
(ξbkj)
zaizalzbj
+
(ξbkk)zak
zaizajzalzbk
+
(ξbkl)
zaizajzbl
)
+ (ξjkl)(ξkki)(ξlkk)
zabzikzjlzkl
(
(ξbki)
zajzbi
+
(ξbkj)
zaizbj
+
(ξbkk)zak
zaizajzbk
+
(ξbkl)zal
zaizajzbl
)
,
C3(i,j,a,b,k,l) = − Ezij
{
(ξaki)(ξbkj)(ξkkb)(ξlkb)zab
zaizakzalzbjzbkzbl
+
(ξakj)(ξbki)(ξkkb)(ξlkb)zab
zajzakzalzbizbkzbl
−
(ξakj)(ξbki)(ξkki)(ξlkb)zai
zajzakzalzbizblzik
−
(ξakj)(ξbkk)(ξkki)(ξlkb)
zajzalzbkzblzik
+
(ξaki+ξakk)(ξbkj)(ξkki)(ξlkb)
zalzbjzblzik
−
(ξakj+ξakk)(ξbki)(ξkkj)(ξlkb)
zakzalzbizblzjk
+
(ξaki)(ξbkj)(ξkkj)(ξlkb)zaj
zaizakzalzbjzblzjk
+
(ξaki)(ξbkk)(ξkkj)(ξlkb)
zaizalzbkzblzjk
+
(ξakj)(ξbki)(ξkkl)(ξlkb)
zajzakzbizblzkl
+
(ξaki)(ξbkj)(ξkkl)(ξlkb)
zaizakzbjzblzkl
+
(ξaki+ξakk)(ξbkj)(ξkkb)(ξlki)
zakzalzbjzbkzil
−
(ξakj)(ξbkl)(ξkkb)(ξlki)
zajzakzbkzblzil
+
(ξkki)(ξlki)zai
zabzakzalzikzil
(
1
zbj
−
zai
zajzbi
)
−
(ξakj)(ξbki)(ξkkb)(ξlki)zai
zajzakzalzbizbkzil
+
(ξakk+ξakl)(ξbkj)(ξkki)(ξlki)zai
zabzakzalzbjzikzil
−
(ξakj)(ξkki)(ξlki)zai
zabzajzikzil
(
ξbkk
zalzbk
+
ξbkl
zakzbl
)
−
(ξakj+ξakk)(ξbki)(ξkkj)(ξlki)zai
zabzakzalzbizilzjk
+
(ξaki+ξakl)(ξbkj)(ξkkj)(ξlki)zaj
zabzakzalzbjzilzjk
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+
(ξaki+ξakl)(ξbkk)(ξkkj)(ξlki)
zabzalzbkzilzjk
−
(ξakj+ξakk)(ξbkl)(ξkkj)(ξlki)
zabzakzblzilzjk
−
(ξakj)(ξbki)(ξkki)(ξlkk)zai
zabzajzalzbizikzkl
+
(ξakj)(ξbki)(ξkkl)(ξlki)zai
zabzajzakzbizilzkl
−
(ξaki+ξakk+ξakl)(ξbkj)(ξkkl)(ξlki)
zabzakzbjzilzkl
+
(ξakj)(ξkkl)(ξlki)
zabzajzilzkl
(
ξbkk
zbk
+
ξbkl
zakzbl
)
+
(ξkkb)(ξlkj)
zaizakzbkzjl
(
(ξaki)(ξbkj)zaj
zalzbj
+
(ξaki)(ξbkl)
zbl
)
−
(ξakj+ξakl)(ξbki)(ξkkb)(ξlkj)
zakzalzbizbkzjl
+
(ξaki)(ξlkj)zaj
zabzaizakzjl
(
(ξbkl)(ξkkj)zbl
zjk
−
(ξbkj)(ξkkl)
zbjzkl
)
+
(ξkki)(ξlkj)
zabzakzalzikzjl
(
(ξaki)(ξbkj)zaj
zbj
−
(ξakl)(ξbki)zai
zbi
−
(ξakj)(ξbki)zai
zbi
)
,
+
(ξkki)(ξlkj)
zabzikzjl
(
(ξakk)(ξbkj)zaj
zakzalzbj
−
(ξakj)(ξbkk)
zalzbk
−
(ξakl)(ξbkk)
zalzbk
+
(ξaki)(ξbkl)
zakzbl
+
(ξakk)(ξbkl)
zakzbl
)
+
(ξbki)(ξkkl)(ξlkj)
zabzakzbizjlzkl
((ξakj)+(ξakk)+(ξakl))−
(ξaki)(ξkkl)(ξlkj)
zabzaizjlzkl
(
ξbkk
zbk
+
(ξbkl)zal
zakzbl
)
+
(ξkkj)(ξlkj)zaj
zabzalzjkzjl
(
(ξaki)(ξbkk)
zbk
+
(ξaki)(ξbkj)zaj
zaizakzbj
−
(ξakl)(ξbki)
zakzbi
−
(ξakk)(ξbki)
zakzbi
−
(ξakj)(ξbki)
zakzbi
)
+
(ξkkb)(ξlkk)
zalzbkzkl
(
(ξaki)(ξbkj)
zaizbj
−
(ξakj)(ξbki)
zajzbi
)
+
(ξbkj)(ξkki)(ξlkk)
zabzalzbjzikzkl
((ξaki)+(ξakk)+(ξakl))
−
(ξakj)(ξkki)(ξlkk)
zabzajzikzkl
(
(ξbkk)zak
zalzbk
+
(ξbkl)
zbl
)
−
(ξbki)(ξkkj)(ξlkk)
zabzalzbizjkzkl
((ξakj)+(ξakk)+(ξakl))
+
(ξaki)(ξkkj)(ξlkk)
zabzaizjkzkl
(
(ξbkj)zaj
zalzbj
+
(ξbkk)zak
zalzbk
+
(ξbkl)
zbl
)}
.
(3.9)
From Eqs. (3.4) we now extract the various kinematics, classified according to their amount
of self–contractions ξiξj of polarization vectors ξk.
Kinematics (ξξ) (ξξ) (ξξ)
The total number of the kinematics (ξξ)(ξξ)(ξξ) is 15. They are given as follows:
Ξ1 := (ξ1ξ2) (ξ3ξ4) (ξ5ξ6) , Ξ2 := (ξ1ξ2) (ξ3ξ5) (ξ4ξ6) , Ξ3 := (ξ1ξ2) (ξ3ξ6) (ξ4ξ5),
Ξ4 := (ξ1ξ3) (ξ2ξ4) (ξ5ξ6) , Ξ5 := (ξ1ξ3) (ξ2ξ5) (ξ4ξ6) , Ξ6 := (ξ1ξ3) (ξ2ξ6) (ξ4ξ5),
Ξ7 := (ξ1ξ4) (ξ2ξ3) (ξ5ξ6) , Ξ8 := (ξ1ξ4) (ξ2ξ5) (ξ3ξ6) , Ξ9 := (ξ1ξ4) (ξ2ξ6) (ξ3ξ5),
Ξ10 := (ξ1ξ5) (ξ2ξ3) (ξ4ξ6) , Ξ11 := (ξ1ξ5) (ξ2ξ4) (ξ3ξ6) , Ξ12 := (ξ1ξ5) (ξ2ξ6) (ξ3ξ4),
Ξ13 := (ξ1ξ6) (ξ2ξ3) (ξ4ξ5) , Ξ14 := (ξ1ξ6) (ξ2ξ4) (ξ3ξ5) , Ξ15 := (ξ1ξ6) (ξ2ξ5) (ξ3ξ4).
(3.10)
The two integrands (3.5), which appear in (3.4) in the combinations A1(a, b, i, j, k, l)
(ξaξi) (ξbξl) (ξjξk) and A2(a, b, i, j, k, l) (ξaξb) (ξiξj) (ξkξl), account for the two cases,
whether the two vertices a, b in the (−1)–ghost picture are contracted among themselves
or with other vertices. The function A1(a, b, i1, i2, i3, i4) is invariant under permutations
of i2, i3, while the function A2(a, b, i1, i2, i3, i4) shares permutation symmetry within the
pairs of indices i1, i2 and i3, i4 or mutually exchange of the latter pair. Moreover, the func-
tion A2(a, b, i1, i2, i3, i4) is invariant under permutation of a and b. On the other hand,
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the function A1(a, b, i1, i2, i3, i4) stays invariant under the latter permutation, if in addi-
tion the indices i1 and i4 are exchanged. It is easy to convince oneself, that under the
above symmetries the kinematics (ξaξi1)(ξbξi4)(ξi2ξi3) and (ξaξb)(ξi1ξi2)(ξi3ξi4), to which
the functions A1,A2 refer, respectively, do not change.
Due to those symmetries it is obvious, that within the sum {} of Api(a, b, i, j, k, l)
any permutation of the four indices i, j, k, l, which label the four vertices in the zero–ghost
picture, yields the same expression (3.4) as a result of Bose–symmetry of theNS–operators.
Moreover, the symmetry under the permutation of a and b is evident. In each amplitude
Api(a, b, i, j, k, l), as given in Eq. (3.4), all 15 space–time kinematical contractions (3.10)
show up once. Exchanging indices from the two sets {a, b} and {i, j, k, l}, i.e. putting
instead of the operators a, b other operators in the (−1)–ghost picture, leads to seemingly
different expressions. In other words, putting different vertex operators in the (−1)–ghost
picture, provides a different function Apir in front of a given kinematics Ξ. The six–point
amplitude allows for 15 possibilities to choose which vertex pair (a, b) to put into the
(−1)–ghost picture. Therefore, for the given kinematics
(ξAξB) (ξCξD) (ξEξF ) (3.11)
we obtain 15 –a priori– different expressions Ar, when we examine (3.4) for the choices
(a, b) ∈ { (A,B), (A,C), (A,D), (A,E), (A, F ), (B,C), (B,D), (B,E),
(B, F ), (C,D), (C,E), (C, F ), (D,E), (D,F ), (E, F ) } .
(3.12)
The latter may be read off from (3.4):
Api1 (A,C,B,E, F,D) , A
pi
1 (A,D,B,E, F, C) , A
pi
1 (A,E,B, C,D, F ) ,
Api1 (A, F,B, C,D,E) , A
pi
1 (B,C,A,E, F,D) , A
pi
1 (B,D,A,E, F, C) ,
Api1 (B,E,A, C,D, F ) , A
pi
1 (B, F,A, C,D,E) , A
pi
1 (C,E,D,A,B, F ) ,
Api1 (C, F,D,A,B,E) , A
pi
1 (D,E,C,A,B, F ) , A
pi
1 (D,F, C,A,B,E) ,
Api2 (A,B,C,D,E, F ) , A
pi
2 (C,D,A,B,E, F ) , A
pi
2 (E, F,A,B, C,D) .
(3.13)
They all have to be equated, which gives rise to 14 equations for each kinematics (3.11)
under consideration. E.g. the kinematics Ξ1, i.e. A = 1, B = 2, C = 3, D = 4, E = 5 and
F = 6 yields the system of equations:
Api2 (1, 2, 3, 4, 5, 6) = A
pi
2 (3, 4, 1, 2, 5, 6) = A
pi
2 (5, 6, 1, 2, 3, 4)
= Api1 (1, 3, 2, 5, 6, 4) = A
pi
1 (1, 4, 2, 5, 6, 3) = A
pi
1 (1, 5, 2, 3, 4, 6) = A
pi
1 (1, 6, 2, 3, 4, 5)
= Api1 (2, 3, 1, 5, 6, 4) = A
pi
1 (2, 4, 1, 5, 6, 3) = A
pi
1 (2, 5, 1, 3, 4, 6) = A
pi
1 (2, 6, 1, 3, 4, 5)
= Api1 (3, 5, 4, 1, 2, 6) = A
pi
1 (3, 6, 4, 1, 2, 5) = A
pi
1 (4, 5, 3, 1, 2, 6) = A
pi
1 (4, 6, 3, 1, 2, 5) .
(3.14)
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This system of equations involves 15 different functions F˜ . Each of them appears (linearly)
three times. Not all of the equations are independent.
Kinematics (ξξ) (ξξ) (ξk) (ξk)
The kinematics (ξξ)(ξξ)(ξk)(ξk), of which there exist the total number of 12
(
6
4
) (
4
2
)
×
42 = 45× 16 on–shell, appears in (3.4) with the four different functions B1, . . . , B4, given
in Eqs. (3.7) and (3.8). The latter distinguish the way, how the polarizations of the two
vertex operators a and b, which are put in the (−1)–ghost picture, are contracted with the
other vectors labeled by i, j, k and l. More precisely, they account for the kinematics:
Bpi2 (a, b, i, j, k, l) (ξaξb) (ξiξj)→ (ξaξb) (ξiξj) (ξkkr) (ξlks) ,
Bpi1 (a, b, i, j, k, l) (ξaξi) (ξbξj)→ (ξaξi) (ξbξj) (ξkkr) (ξlks) ,
Bpi3 (a, i, j, k, b, l) (ξaξi) (ξjξk)→ (ξaξi) (ξjξk) (ξbkr) (ξlks) ,
Bpi4 (i, j, k, l, a, b) (ξiξj) (ξkξl)→ (ξiξj) (ξkξl) (ξakr) (ξbks) .
(3.15)
As before, we may obtain 15 different expressions for one given kinematics
(ξAξB) (ξCξD) (ξEk) (ξFk) (3.16)
depending on which pair (a, b) (running over the set (3.12)) of vertex operators we put
into the (−1) ghost picture. Hence, the given kinematics (3.16) may be calculated from
the following 15 functions:
Bpi2 (A,B,C,D,E, F ) , B
pi
2 (C,D,A,B,E, F ) , B
pi
1 (A,C,B,D,E, F ) ,
Bpi1 (A,D,B, C,E, F ) , B
pi
1 (B,C,A,D,E, F ) , B
pi
1 (B,D,A, C,E, F ) ,
Bpi3 (A,B,C,D,E, F ) , B
pi
3 (B,A,C,D,E, F ) , B
pi
3 (C,D,A,B,E, F ) ,
Bpi3 (D,C,A,B,E, F ) , B
pi
3 (A,B,C,D, F, E) , B
pi
3 (B,A,C,D, F, E) ,
Bpi3 (C,D,A,B, F, E) , B
pi
3 (D,C,A,B, F, E) , B
pi
4 (A,B,C,D,E, F ) .
(3.17)
They all have to be equated, which gives rise to 14 equations for each kinematics (3.11)
under consideration. More precisely, since the functions Bpii contain the contractions ξEk
and ξFk, of which we have 4× 4 = 16 on–shell, we obtain 14× 16 = 224 equations for the
kinematics (3.16). Hence in total, after taking into account all B–kinematics we obtain
45× 224 = 10, 080 non–trivial relations, of which many are the same. In fact, the length
of the set boils down to 5, 464.
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Kinematics (ξξ) (ξk) (ξk) (ξk) (ξk)
The kinematics (ξξ)(ξk)(ξk)(ξk)(ξk), of which there exist the total number
(
6
2
)
×44 =
15× 256 on–shell, appears in (3.4) with the three different functions Cpi1 , C
pi
2 , C
pi
3 , given in
Eqs. (3.9) and (3.7). The latter distinguish the way, how the polarizations of the two
vertex operators a and b, which are put in the (−1)–ghost picture, are contracted with the
other vectors labeled by i, j, k and l:
Cpi1 (a, b, i, j, k, l) (ξaξb)→ (ξaξb) (ξik) (ξjk) (ξkk) (ξlk) ,
Cpi2 (a, i, b, j, k, l) (ξaξi)→ (ξaξi) (ξbk) (ξjk) (ξkk) (ξlk) ,
Cpi3 (i, j, a, b, k, l) (ξiξj)→ (ξiξj) (ξak) (ξbk) (ξkk) (ξlk) .
(3.18)
As before, we may obtain 15 different expressions for one given kinematics
(ξAξB) (ξCkm) (ξDkn) (ξEkp) (ξFkq) (3.19)
depending on which pair (a, b) (running over the set (3.12)) of vertex operators is put into
the (−1) ghost picture. Hence, the given kinematics (3.16) may be calculated from the
following 15 functions:
Cpi1 (A,B,C,D,E, F ) , C
pi
2 (A,B,C,D,E, F ) , C
pi
2 (A,B,D,C,E, F ) ,
Cpi2 (A,B,E, C,D, F ) , C
pi
2 (A,B, F, C,D,E) , C
pi
2 (B,A,C,D,E, F ) ,
Cpi2 (B,A,D,C,E, F ) , C
pi
2 (B,A,E, C,D, F ) , C
pi
2 (B,A, F, C,D,E) ,
Cpi3 (A,B,C,D,E, F ) , C
pi
3 (A,B,C,E, ,D, F ) , C
pi
3 (A,B,C, F,D,E) ,
Cpi3 (A,B,D,E, C, F ) , C
pi
3 (A,B,D, F, C, E) , C
pi
3 (A,B,E, F, C,D) .
(3.20)
They all have to be equated, which gives rise to 14 equations for each kinematics (3.11)
under consideration. More precisely, since the functions Cpii contain the contractions
ξCk, ξDk, ξEk and ξFk, of which we have 4
4 = 256 on–shell, we obtain 14× 256 = 3, 584
equations for the kinematics (3.16). Hence in total, after taking into account all C–
kinematics we obtain 15 × 3, 584 = 53, 760 non–trivial relations, of which many are the
same. In fact, the length of the set boils down to 6, 727. From the structure (3.9) of the
functions Ci, namely they do not involve self–contracted momenta, we deduce, that all
those relations lead to polynomial identities.
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3.2. Specifying the integration region Ipi
Due to the PSL(2,R)–invariance on the disk, we may fix three positions of the vertex
operators. A convenient choice in (3.1) or in (3.5) is
z1 = −z∞ , z2 = 0 , z3 = 1 , (3.21)
which implies the ghost factor 〈c(z1)c(z2)c(z3)〉 = −z
2
∞. A six–point amplitude involving
massless external particles, i.e. k2i = 0, allows for nine
5 independent kinematic invariants
si. We may choose
6 the scalar products:
s1 = k2k4 , s2 = k2k5 , s3 = k2k6 ,
s4 = k3k4 , s5 = k3k5 , s6 = k3k6 ,
s7 = k4k5 , s8 = k4k6 ,
s9 = k5k6 .
(3.23)
Note, that this particular choice of invariants corresponds to our choice of vertex operator
positions (3.21), i.e. it results from fixing translation invariance on the disk. In other
words, our amplitude (3.1) will only depend on these nine invariants si.
The general structure of all the integrals (3.7) is then given by:
F˜
[
n24, n25, n26, n34, n35
n36, n45, n46, n56
]
:=
∫
Iπ
dz4 dz5 dz6 |z4|
α24 |z5|
α25 |z6|
α26
× |1− z4|
α34 |1− z5|
α35 |1− z6|
α36 |z4 − z5|
α45 |z4 − z6|
α46 |z5 − z6|
α56 .
(3.24)
5 An N–point amplitude with N external particles has 1
2
N(N − 3) independent kinematic
invariants (quadratic in the momenta). However, in D = 4 space–time dimensions this number is
reduced to 3N − 10 [20]. This leads to qualitative different results for D3–branes.
6 The remaining scalar products of momenta are expressed by these nine invariants:
k1k2 = s4 + s5 + s6 + s7 + s8 + s9 ,
k1k3 = s1 + s2 + s3 + s7 + s8 + s9 ,
k1k4 = −s1 − s4 − s7 − s8 ,
k1k5 = −s2 − s5 − s7 − s9 ,
k1k6 = −s3 − s6 − s8 − s9 ,
k2k3 = −s1 − s2 − s3 − s4 − s5 − s6 − s7 − s8 − s9 .
(3.22)
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Here, the powers αij are real numbers. More precisely they are given by
α24 = s1 + n24 , α25 = s2 + n25 , α26 = s3 + n26 ,
α34 = s4 + n34 , α35 = s5 + n35 , α36 = s6 + n36 ,
α45 = s7 + n45 , α46 = s8 + n46 ,
α56 = s9 + n56 ,
(3.25)
with some negative or zero integers nij . The latter are elements nij ∈ {±2,±1, 0} depend-
ing on how many fermion or/and bosonic two–point functions are involved. As we shall
see in the next section, the integral (3.24) represents a multiple hypergeometric function
F˜ .
The vertex positions z4, z5 and z6 take arbitrary values on the real axis, i.e. z4, z5, z6 ∈
R. It will prove to be convenient to take the following choice
z4 = x , z5 = xy , z6 = xyz , (3.26)
which has the Jacobian det
(
∂(z4,z5,z6)
∂(x,y,z)
)
= x2y. Then the string S–matrix (3.1) with six
external gluons becomes:
A6(k1, ξ1, a1; k2, ξ2, a2; k3, ξ3, a3; k4, ξ4, a4; k5, ξ5, a5; k6, ξ6, a6)
=
∫
R
dx
∫
R
dy
∫
R
dz x2y 〈V
(−1)
Aa1 (−∞) V
(−1)
Aa2 (0) V
(0)
Aa3 (1) V
(0)
Aa4 (x) V
(0)
Aa5 (xy) V
(0)
Aa6 (xyz)〉 .
(3.27)
According to (2.5), the arrangement of the positions z4, z5, z6, i.e. x, y, z, along the real
axis implies an ordering π of the group factors λai . This way the full integral in (3.27)
splits into 60 different regions Ipi. Each of them gives rise to a different ordering π of the
Chan–Paton factors λai in the group trace Tr according to the general expression (2.1). In
fact, there are 60 different possibilities7 how the Chan–Paton factors λa may be contracted
in a closed loop. In the following, let us focus on the group contraction Tr(λ1λ2λ3λ4λ5λ6),
i.e. the permutation π = (1, 2, 3, 4, 5, 6). According to the choice (3.21) and (2.5), this
ordering corresponds to taking the region
Ipi = { z4, z5, z6 ∈ R | 1 < z4 < z5 < z6 <∞} , (3.28)
7 For a given hexagonal diagram, which contracts the Chan–Paton factors λai in the order
(i, j, k, l,m, n), there exist 5 equivalent diagrams: (j, k, l,m, n, i), . . . , (n, i, j, k, l,m), correspond-
ing to the cyclic permutations. Furthermore, changing their orientation results in twelve equiva-
lent diagrams. Thus, from the 6! possible permutations we only take into account 720/12 = 60
hexagonal diagrams.
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i.e. 1 < x, y, z < ∞ along the real axis. After subsection 2.1 and Eq. (3.3) we denote
that particular part of the full string S–matrix A6 by A
pi ≡ A(1,2,3,4,5,6). All other 59
possible group theoretical contractions π may be obtained from that particular expression
A(1,2,3,4,5,6) by relabeling the quantum numbers of the vertex operators. Therefore, in the
following we concentrate on that particular group structure π and omit the index π in the
following. For that case, the amplitude (3.3) becomes:
Tr(λ1λ2λ3λ4λ5λ6) A(1,2,3,4,5,6) ≡ Tr(λ1λ2λ3λ4λ5λ6) A(1,2,3,4,5,6)(1, 2, 3, 4, 5, 6)
=
∞∫
1
dx
∞∫
1
dy
∞∫
1
dz x2y 〈V
(−1)
Aa1 (−∞) V
(−1)
Aa2 (0) V
(0)
Aa3 (1) V
(0)
Aa4 (x) V
(0)
Aa5 (xy) V
(0)
Aa6 (xyz)〉 .
(3.29)
With the choices (3.26) and (3.28) the integral (3.24) simplifies drastically. In fact, after
performing the change of variables x→ 1/x, y→ 1/y, z → 1/z the integral (3.24) assumes
the generic form
F˜
[
n24, n25, n26, n34, n35
n36, n45, n46, n56
]
−→ F
[
a, b, d, e, g
c, f, h, j
]
, (3.30)
with
F
[
a, b, d, e, g
c, f, h, j
]
:=
1∫
0
dx
1∫
0
dy
1∫
0
dz
× xa yb zc (1− x)d (1− y)e (1− z)f (1− xy)g (1− yz)h (1− xyz)j ,
(3.31)
and the new powers
a = −4− α24 − α25 − α26 − α34 − α35 − α36 − α45 − α46 − α56 ,
b = −3− α25 − α26 − α35 − α36 − α45 − α46 − α56 ,
c = −2− α26 − α36 − α46 − α56 ,
d = α34 , e = α45 , f = α56
g = α35 , h = α46 , j = α36 ,
(3.32)
given in terms of the integers nij and invariants si (3.25). To this end, the integrands
(3.5), (3.8) and (3.9) become certain products of powers of the nine polynomials (1.9). Of
course, the number of these polynomials just reflects the number of kinematic invariants
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si. E.g. for the kinematics (ξξ)(ξξ)(ξξ), with (3.5) the expressions (3.7) may be casted
into the form
Api1 (a, b, i, j, k, l) = σlbσaiσab
{
σjkσijσkl (kikj) (kkkl) F˜
[
nlb, njk = −1, nai = −1
nij , nkl = −1, nab = −1
]
− σjkσikσjl (kikk) (kjkl) F˜
[
nlb, njk = −1, nai = −1
nik, njl = −1, nab = −1
]
−σil (kikl) (1− kjkk) F˜
[
nlb, nil = −1, nai = −1
njk = −2, nab = −1
]}
,
Api2 (a, b, i, j, k, l) = (1− kikj) (1− kkkl) F˜
[
nij = −2
nkl = −2
, nab = −2
]
− σijσklσikσjl (kikk) (kjkl) F˜
[
nij , nkl = −1
nik, njl = −1
, nab = −2
]
+ σijσklσilσjk (kikl) (kjkk) F˜
[
nij , nkl = −1
nil, njk = −1
, nab = −2
]
,
(3.33)
with the function F˜
[
n24,n25,n26,n34,n35
n36,n45,n46,n56
]
introduced in Eq. (3.24) and rewritten in (3.30).
Furthermore, we have defined σij = sign(i − j), and nij :=
{
nij , i < j
nji, i > j
. The entries
nij in the functions F˜ are to be understood such, that they are only of relevance, if they
contribute in (3.30) or (3.25). Otherwise they are meaningless as a matter of the choice
(3.21). Similar expressions follow for the other kinematics B and C, given in Eqs. (3.8)
and (3.9). The same is true for the other group contractions.
The full string S–matrix is invariant under cyclic permutation of the numbering of
the six gauge bosons. There are five possible cyclic symmetries, which do not affect the
group factor Tr(λ1λ2λ3λ4λ5λ6). The latter are
(i) : 1→ 2, 2→ 3, 3→ 4, 4→ 5, 5→ 6, 6→ 1 ,

s1 → s5
s2 → s6
s3 → s1 + s2 + s3 + s7 + s8 + s9
s4 → s7
s5 → s8
s6 → −s1 − s4 − s7 − s8
s7 → s9
s8 → −s2 − s5 − s7 − s9
s9 → −s3 − s6 − s8 − s9 ,
(3.34)
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and
(ii) : 1→ 3, 2→ 4, 3→ 5, 4→ 6, 5→ 1, 6→ 2 ,
(iii) : 1→ 4, 2→ 5, 3→ 6, 4→ 1, 5→ 2, 6→ 3 ,
(iv) : 1→ 5, 2→ 6, 3→ 1, 4→ 2, 5→ 3, 6→ 4 ,
(v) : 1→ 6, 2→ 1, 3→ 2, 4→ 3, 5→ 4, 6→ 5 ,
with some linear transformation on the nine invariants si. The choice of positions (3.21)
puts the functions F˜ in a certain form (3.31), which no longer reflects the cyclic invariance
of the amplitude (3.1). In other words, the maps (3.34) have a non–trivial impact on
the appearance of the string S–matrix (3.29). However, cyclic symmetry is still present.
It only requires some non–trivial change of the integration variables x, y and z in (3.31).
Generically, the integrand of (3.31) looks like
xk2k3+... yk2k3+k2k4+k3k4+... zk1k6+... (1− x)k3k4+... (1− y)k4k5+... (1− z)k5k6+...
(1− xy)k3k5+... (1− yz)k4k6+... (1− xyz)k3k6+... ,
with the dots accounting for combinations of integers nij as given in (3.32). The transfor-
mations (3.34) change the form of the integrand. However, for each case (i) − (v) there
exists a change of variables x, y, z such, that the integrand of (3.31), may be brought back
into its original form (3.31)
x˜k2k3+... y˜k2k3+k2k4+k3k4+... z˜k1k6+... (1− x˜)k3k4+... (1− y˜)k4k5+... (1− z˜)k5k6+...
× (1− x˜y˜)k3k5+... (1− y˜z˜)k4k6+... (1− x˜y˜z˜)k3k6+... ,
with some new variables x˜, y˜, z˜ and new combinations of integers mij . In fact, these
coordinate transformations may be found:
(i) x˜ = 1− xyz , y˜ =
1− yz
1− xyz
, z˜ =
1− z
1− yz
,
(ii) x˜ = z , y˜ =
1− xy
1− xyz
, z˜ =
1− y
1− yz
1− xyz
1− xy
,
(iii) x˜ =
1− z
1− yz
, y˜ = y , z˜ =
1− x
1− xy
,
(iv) x˜ =
1− y
1− xy
1− xyz
1− yz
, y˜ =
1− yz
1− xyz
, z˜ = x ,
(v) x˜ =
1− x
1− xy
, y˜ =
1− xy
1− xyz
, z˜ = 1− xyz .
(3.35)
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After taking into account their Jacobians for a given function F˜
[
n24,n25,n26,n34,n35
n36,n45,n46,n56
]
, with
its integral representation given in Eq. (3.31) and its parameter detailed in (3.32), we find
the following five maps under the actions (3.34):
F˜
[
n24, n25, n26, n34, n35
n36, n45, n46, n56
]
−→ F˜
[
m24, m25, m26, m34, m35
m36, m45, m46, m56
]
, (3.36)
with:
(i) m24 = 2 + n24 + n25 + n26 + n45 + n46 + n56, m25 = −2− n24 − n34 − n45 − n46 ,
m26 = −2− n25 − n35 − n45 − n56 ,
m34 = −4− n24 − n25 − n26 − n34 − n35 − n36 − n45 − n46 − n56 ,
m35 = n24, m36 = n25, m45 = n34, m46 = n35, m56 = n45 ,
(ii) m24 = n26, m25 = n36, m26 = n46, m34 = 2 + n34 + n35 + n36 + n45 + n46 + n56 ,
m35 = 2 + n24 + n25 + n26 + n45 + n46 + n56, m36 = −2− n24 − n34 − n45 − n46 ,
m45 = −4− n24 − n25 − n26 − n34 − n35 − n36 − n45 − n46 − n56 ,
m46 = n24 , m56 = n34 ,
(iii) m24 = −2− n25 − n35 − n45 − n56, m25 = n25, m26 = n35 ,
m34 = −2− n26 − n36 − n46 − n56, m35 = n26, m36 = n36 ,
m45 = 2 + n34 + n35 + n36 + n45 + n46 + n56 ,
m46 = 2 + n24 + n25 + n26 + n45 + n46 + n56 ,
m56 = −4− n24 − n25 − n26 − n34 − n35 − n36 − n45 − n46 − n56 ,
(iv) m24 = n46, m25 = −2− n24 − n34 − n45 − n46, m26 = n24, m34 = n56 ,
m35 = −2− n25 − n35 − n45 − n56, m36 = n25, m45 = −2− n26 − n36 − n46 − n56 ,
m46 = n26, m56 = 2 + n34 + n35 + n36 + n45 + n46 + n56 ,
(v) m24 = n35, m25 = n36, m26 = 2 + n24 + n25 + n26 + n45 + n46 + n56 ,
m34 = n45, m35 = n46, m36 = −2− n24 − n34 − n45 − n46, m45 = n56 ,
m46 = −2− n25 − n35 − n45 − n56, m56 = −2− n26 − n36 − n46 − n56 .
(3.37)
From these equations we find the two parameter class of cyclically invariant functions:
F˜
[
n46, −2− 2 n46 − 2 n56, n46, n56, n46
−2− 2 n46 − 2 n56, n56, n46, n56
]
, n46, n56 ∈ Z . (3.38)
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After having fixed three vertex positions as e.g. in (3.21), the meaning of the cyclic sym-
metries (3.34) on the amplitude (3.29) is, that we essentially may fix three other vertex
positions zi while keeping the ordering π. This is why the choice (3.21) does not represent
any restriction, since we may easily move to an other choice, e.g. z2 = −∞, z3 = 0, z4 = 1
through applying the cyclic symmetry (i). Of course, in total the string S–matrix result
for a given group structure does not change as long as we keep the ordering π of vertex
positions, which corresponds to a certain group structure or integration region Ipi .
From the amplitude Api(1, 2, 4, 3, 6, 5), given in (3.4) or from Eq. (3.33), the contribu-
tion to the five kinematics Ξ1,Ξ2,Ξ5,Ξ7 and Ξ8 may be read off:
−
{
(1− s4)(1− s9)F˜
[
0, 0, 0,−2, 0
0, 0, 0,−2
]
+ s6s7 F˜
[
0, 0, 0,−1, 0
−1,−1, 0,−1
]
− s5s8 F˜
[
0, 0, 0,−1,−1
0, 0,−1,−1
]}
Ξ1
−
{
(1− s5)(1− s8)F˜
[
0, 0, 0, 0,−2
0, 0,−2, 0
]
− s6s7 F˜
[
0, 0, 0, 0,−1
−1,−1,−1, 0
]
− s4s9 F˜
[
0, 0, 0,−1,−1
0, 0,−1,−1
]}
Ξ2
−
{
s5(1− s8)F˜
[
0,−1, 0, 0,−1
0, 0,−2, 0
]
+ s6s7 F˜
[
0,−1, 0, 0, 0
−1,−1,−1, 0
]
+ s4s9 F˜
[
0,−1, 0,−1, 0
0, 0,−1,−1
]}
Ξ5
−
{
−s4(1− s9) F˜
[
0, 0, 0,−1, 0
0, 0, 0,−2
]
+ s6s7 F˜
[
0, 0, 0, 0, 0
−1,−1, 0,−1
]
− s5s8 F˜
[
0, 0, 0, 0,−1
0, 0,−1,−1
]}
Ξ7
+
{
−s7 (1− s6) F˜
[
0,−1, 0, 0, 0
−2,−1, 0, 0
]
− s5s8 F˜
[
0,−1, 0, 0,−1
−1, 0,−1, 0
]
+ s4s9 F˜
[
0,−1, 0,−1, 0
−1, 0, 0,−1
]}
Ξ8 .
(3.39)
The tensor Ξ8 stays invariant under all five cyclic transformations (3.34). Hence, this
symmetry has also to be respected by the last line of (3.39) and the kinematics Ξ8 represents
a kind of one–dimensional irreducible representation of the cyclic symmetries (3.34). This
may be verified using (3.34) and (3.37). On the other hand, through applying the cyclic
symmetries (3.34) on the four kinematics Ξ1,Ξ2,Ξ5,Ξ7 we may generate all remaining 10
kinematics (3.10) from those. Hence, (3.39) represents the full content for the A–kinematics
(3.10). Similar symmetries hold for the other two classes of kinematics B and C.
According to (3.4) the expression (3.39) refers to the case, where the first and the
second gauge boson vertices are chosen to be in the (−1)–ghost picture, i.e. a = 1 and
b = 2. Any other choice would lead to a seemingly different expression than (3.39). Only
after a detailed knowledge about the functions F˜ and their various relations (cf. section
4) we would be able to see, that the expressions for the other choices
(a, b) ∈ {(1, 2), (1, 3), (1, 4), (1, 5), (1, 6), (2, 3), (2, 4), (2, 5), (2, 6),
(3, 4), (3, 5), (3, 6), (4, 5), (4, 6), (5, 6)}
(3.40)
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are indeed the same. There are
(
6
2
)
= 15 such choices. However, it is this lack of knowledge
about the other choices (3.40) we precisely want to make use of. We have already explained
in subsection 3.1, that for the kinematics (3.39) we shall now derive fourteen other expres-
sions with different vertex pairs (a, b) in the (−1)–ghost picture. We shall equate all these
expressions with (3.39) and obtain striking identities between all the functions F˜ , similar
as described in subsection 2.2 for the four gluon scattering case (cf. Eq. (2.22)). This
information will give us sufficient knowledge about all functions F˜ , which are involved in
Eq. (3.39). Without that information we would have to really calculate the integrals (3.31)
for all the functions F˜ , which appear in (3.39). These would be 14 functions. In addition,
there appear a lot more from the kinematics B and C. This program shall be outlined in
the next subsection.
3.3. System of equations and its six–element solution
From equating all expressions (3.20) for the C–kinematics we obtain 1, 041 linear re-
lations between different hypergeometric functions (3.30). One example for such a relation
is:
F˜
[
0,−1, 0, 0,−1
−1,−1,−1, 1
]
= F˜
[
0, 0,−1, 0,−1
−1,−1,−1, 1
]
− F˜
[
0,−1,−1, 0,−1
−1,−1,−1, 2
]
. (3.41)
After looking closer to the structure (3.31) of the functions involved, we realize, that this
identity is just a manifestation of the simple relation
y (1− z)
(1− y) (1− xy) z (1− yz) (1− xyz)
=
y (1− z)
(1− y) (1− xy) (1− yz) (1− xyz)
+
y (1− z)2
(1− y) (1− xy) z (1− yz) (1− xyz)
.
(3.42)
between the three polynomials appearing in the integrands of those three functions. An
other more involved example is:
F˜
[
−1,−1,−1, 0, 0
−1, 0, 0, 0
]
= F˜
[
−1, 0,−1, 0,−1
−1,−1,−1, 0
]
− F˜
[
−1, 0,−1, 0,−1
−1,−1, 0, 1
]
− F˜
[
−1, 0, 0, 2,−1
−1,−1,−1, 0
]
− F˜
[
1,−1,−1,−1, 0
0,−1,−1, 0
]
+ F˜
[
2,−1,−1,−1, 0
0,−1,−1, 0
]
− 2 F˜
[
0,−1,−1,−1, 1
−1,−1, 0, 0
]
+ 2 F˜
[
0,−1,−1,−1, 0
−1,−1, 1, 0
]
− 2 F˜
[
0,−1,−1,−1, 0
−1,−1, 0, 1
]
− F˜
[
0,−1,−1, 0,−1
−1, 0,−1, 1
]
+ F˜
[
0,−1,−1, 0, 0
−1,−1,−1, 1
]
.
(3.43)
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Again, this relation originates from a simple polynomial relation:
1
1−xyz = −
y(1−x)2
x(1−y)(1−xy)(1−yz)(1−xyz)
+ 1−yz
(1−y)(1−xy)z(1−xyz)
− 1−z
(1−y)(1−xy)z(1−xyz)
+
y(1−z)
(1−y)(1−yz)(1−xyz)
−
y(1−z)
(1−xy)(1−yz)(1−xyz)
+ y
x(1−y)(1−yz)(1−x)
− y
(1−y)(1−yz)(1−x)
−2 1−xy
(1−y)(1−xyz)(1−x)
+2 1−yz
(1−y)z(1−xyz)(1−x)
−2 1−z
(1−y)z(1−xyz)(1−x)
.
(3.44)
All relations, which we find from solving the system of 6, 727 equations for the C–
kinematics, have their origin in polynomial relations. These identities are to be compared
with a similar type of identities (2.29), which appear in the case of four–gluon scattering.
Let us now move on to the equations following from the A and B–kinematics, i.e.
following from equating (3.14) and (3.20) for each kinematics. In Eq. (3.14) we have listed
all expressions, which calculate the kinematics Ξ1. E.g. we have:
A2(1, 2, 3, 4, 5, 6) = −(1− s4) (1− s9) F˜
[
0, 0, 0,−2, 0
0, 0, 0,−2
]
− s6 s7 F˜
[
0, 0, 0,−1, 0
−1,−1, 0,−1
]
+ s5 s8 F˜
[
0, 0, 0,−1,−1
0, 0,−1,−1
]
,
A1(1, 3, 2, 5, 6, 4) = −s1 (1− s9) F˜
[
−1, 0, 0,−1, 0
0, 0, 0,−2
]
− s2 s8 F˜
[
0,−1, 0,−1, 0
0, 0,−1,−1
]
+ s3 s7 F˜
[
0, 0,−1,−1, 0
0,−1, 0,−1
]
,
A1(3, 5, 4, 1, 2, 6) = −s8 (1− s4 − s5 − s6 − s7 − s8 − s9) F˜
[
0, 0, 0,−1,−1
0, 0,−1,−1
]
− s1 (s3 + s6 + s8 + s9) F˜
[
−1, 0, 0,−1,−1
0, 0, 0,−1
]
+ s3 (s1 + s4 + s7 + s8) F˜
[
0, 0,−1,−1,−1
0, 0, 0,−1
]
,
. . . .
(3.45)
All these equations have to be identical, because each of them determines the kinematics Ξ1.
Hence, after equating them we obtain a set of linear equations with coefficients depending
on the kinematic invariants si:
A2(1, 2, 3, 4, 5, 6) = A1(1, 3, 2, 5, 6, 4) = A1(3, 5, 4, 1, 2, 6) = . . . . (3.46)
Above we have only depicted three expressions for the kinematics Ξ1. Writing down all of
them for all A– and B–kinematics we obtain a huge set of equations, which qualitatively
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looks like (3.46). This system gives rise to various non–trivial relations among different
hypergeometric functions. E.g. we obtain:
(1− s6)
(
F˜
[
−1, 0, 0, 0, 0
−2,−1, 0, 0
]
− F˜
[
0,−1, 0, 0, 0
−2,−1, 0, 0
] )
− s8 F˜
[
−1,−1, 0, 0, 0
−1, 0,−1, 0
]
= s9F˜
[
−1,−1, 0, 0, 0
−1, 0, 0,−1
]
+ s3
(
F˜
[
−1, 0,−1, 0, 0
−1,−1, 0, 0
]
− F˜
[
0,−1,−1, 0, 0
−1,−1, 0, 0
] )
,
(3.47)
(1 + s4) F˜
[
0,−1,−1,−2, 0
0, 0, 0, 0
]
= +s1
(
F˜
[
−1,−1, 0,−1, 0
0, 0, 0,−1
]
− F˜
[
−1, 0,−1,−1, 0
0, 0, 0,−1
] )
− s7 F˜
[
0,−1,−1,−1, 0
0,−1, 0, 0
]
− s8F˜
[
0,−1,−1,−1, 0
0, 0,−1, 0
]
,
s2 F˜
[
0,−1, 0,−1, 0,
0, 0,−1, 0
]
= −(s4 + s5 + s6 + s7 + s8 + s9)
(
F˜
[
0, 0, 0,−1, 0
0,−1, 0,−1
]
− F˜
[
0, 0, 0,−1, 0
0, 0,−1,−1
] )
− s3 F˜
[
0, 0,−1,−1, 0
0,−1, 0, 0
]
− (1 + s1 + s2 + s3 + s4 + s5 + s6 + s7 + s8 + s9) F˜
[
0, 0, 0, 0, 0
0,−1,−1, 0
]
,
s2 F˜
[
0, 0,−1, 0,−1
0,−1,−1, 1
]
= s3 F˜
[
0,−1,−1,−1, 0
−1,−1, 0, 1
]
+ (s1 + s2 − s7) F˜
[
0,−1,−1, 0, 0
−1,−1,−1, 1
]
+ (s2 − s3 − s4 + s9) F˜
[
0,−1,−1, 0,−1
−1,−1,−1, 2
]
.
After inserting the definitions (3.24) and (3.31) into the above equations we see, that these
relations may be proven through performing partial integration. We have found a huge
amount of identities of that type.
Moreover, after inserting the 1, 041 solutions from the C–kinematics into the whole
system, which we obtain from the A and B–kinematics (3.17) and (3.20), i.e. after elim-
inating 1, 041 functions F˜ from the A and B–system, we are left over with 366 + 210
equations. The latter only contain 1270− 1041 = 229 functions F˜ . This system of equa-
tions is undetermined. We realize that all equations may be solved in terms of a basis of
six functions. Hence, any of our 1, 270 hypergeometric function F˜
[
n24,n25,n26,n34,n35
n36,n45,n46,n56
]
may
be represented as a linear combination of six (multiple) hypergeometric functions. This is
in complete analogy with the four–gluon string S–matrix (cf. Eq. (2.24)), where the basis
was just one–dimensional and with the five–gluon string S–matrix with a two–dimensional
basis (cf. appendix A). Recall, that in the four–gluon case (and five–gluon case), we were
free, which functions Fj we choose for our basis. In that case we had chosen F0 from the
set (2.20). The same was true in the five–gluon case. There we had singled out Φ1 and
Φ2. In both cases, F0 and Φ1,Φ2 share some special properties in view of their momentum
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expansions: cf. Eqs. (2.30) and (A.27). Here again, for our six–dimensional basis we may
choose a convenient basis of six functions. Following the discussion after Eq. (2.29) one
simple choice for these six functions are integrals, which do not involve poles in the Man-
delstamm variables si. As basis we may choose the following six functions F˜ [−1,−1,−2,0,00,0,0,0 ],
F˜ [−1,−1,0,0,0−2,0,0,0 ], F˜ [
−1,0,−2,0,−1
0,0,0,0 ], F˜ [
−1,0,−2,0,0
−1,0,0,0 ], F˜ [
0,−2,−1,0,0
−1,0,0,0 ] and F˜ [
−2,−1,−1,0,0
−1,0,0,0 ] and express all re-
maining 1, 264 multiple hypergeometric functions F˜
[
n24,n25,n26,n34,n35
n36,n45,n46,n56
]
, which show up in
the string S–matrix, as linear combination of those six:
F˜
[
n24,n25,n26,n34,n35
n36,n45,n46,n56
]
= Λ1{nij}(si) F˜
[
−1,−1,−2,0,0
0,0,0,0
]
+ Λ2{nij}(si) F˜
[
−1,−1,0,0,0
−2,0,0,0
]
+Λ3{nij}(si) F˜
[
−1,0,−2,0,−1
0,0,0,0
]
+ Λ4{nij}(si) F˜
[
−1,0,−2,0,0
−1,0,0,0
]
+Λ5{nij}(si) F˜
[
0,−2,−1,0,0
−1,0,0,0
]
+ Λ6{nij}(si) F˜
[
−2,−1,−1,0,0
−1,0,0,0
]
.
(3.48)
In other words, our system of equations may be solved through this six–dimensional ansatz
(3.48). Each function F˜
[
n24,n25,n26,n34,n35
n36,n45,n46,n56
]
has its six coefficients Λl{nij}(si) , l = 1, . . . , 6
depending non–trivially on the nine kinematic invariants si. Note, that the result (3.48)
states quite non–trivial mathematical relations between the functions F˜
[
n24,n25,n26,n34,n35
n36,n45,n46,n56
]
,
introduced in (3.24) and (3.31). The identities like (3.41), (3.43) and (3.47), which are
unified in the striking solution (3.48), are interesting by there own, as they give non–trivial
relations between different multiple hypergeometric functions F˜
[
n24,n25,n26,n34,n35
n36,n45,n46,n56
]
. These
relations are to be compared with the identities for ordinary hypergeometric functions pFq,
as e.g. in Ref. [13].
Let us now turn to our preferred8 basis of six functions. According to (3.24) and (3.31)
8 An alternative choice would replace one of the six functions by:
F˜
[
−1,−1,−1, 0, 0
−1, 0, 0, 0
]
=
1∫
0
dx
1∫
0
dy
1∫
0
dz
P(x, y, z)
1− xyz
. (3.49)
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the six functions, which serve as our basis in (3.48), are given by the following integrals:
F˜
[
−1,−1,−2, 0, 0
0, 0, 0, 0
]
=
1∫
0
dx
1∫
0
dy
1∫
0
dz P(x, y, z) ,
F˜
[
−1,−1, 0, 0, 0
−2, 0, 0, 0
]
=
1∫
0
dx
1∫
0
dy
1∫
0
dz
P(x, y, z)
(1− xyz)2
,
F˜
[
−1, 0,−2, 0,−1
0, 0, 0, 0
]
=
1∫
0
dx
1∫
0
dy
1∫
0
dz
P(x, y, z)
1− xy
,
F˜
[
−1, 0,−2, 0, 0
−1, 0, 0, 0
]
=
1∫
0
dx
1∫
0
dy
1∫
0
dz
z P(x, y, z)
1− xyz
,
F˜
[
0,−2,−1, 0, 0
−1, 0, 0, 0
]
=
1∫
0
dx
1∫
0
dy
1∫
0
dz
y P(x, y, z)
1− xyz
,
F˜
[
−2,−1,−1, 0, 0
−1, 0, 0, 0
]
=
1∫
0
dx
1∫
0
dy
1∫
0
dz
x P(x, y, z)
1− xyz
.
(3.50)
with
P(x, y, z) = x−s1−s2−s3−s4−s5−s6−s7−s8−s9 y−s2−s3−s5−s6−s7−s8−s9 z−s3−s6−s8−s9
× (1− x)s4 (1− y)s7 (1− z)s9 (1− xy)s5 (1− yz)s8 (1− xyz)s6
= xk2k3 yk2k3+k2k4+k3k4 zk1k6 (1− x)k3k4 (1− y)k4k5 (1− z)k5k6
× (1− xy)k3k5 (1− yz)k4k6 (1− xyz)k3k6 ,
(3.51)
stemming from the contractions E of the exponentials (3.6).
The result (3.48) is the key to express the whole string six–gluon S–matrix in terms of
the six functions (3.50). By knowing the momentum (α′–) expansion of those six functions,
we immediately obtain the momentum expansions of the remaining functions through the
identity (3.48). In practice, after having obtained the relations (3.48) for all of the 1, 264
functions, for each kinematics one inserts those relations into the corresponding expressions
Api (cf. Eqs. (3.33) or (3.39)) and similarly for Bpi and Cpi. Hence, by calculating the
momentum expansion of (3.50) we are able to write down the α′–expansion for the full
string S–matrix (cf. next subsection).
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Let us point out, that we are free in choosing the six–dimensional basis, and with Eq.
(3.48) we may easily switch to different basis representations. The advantage of our basis
(3.50) is, that we have only to deal with six functions, whose momentum (α′–) expansions
do not have poles, just like F0 in (2.30) for the four–gluon amplitude. This drastically
simplifies the way, how we obtain those expansions (cf. the next section). Eventually, one
may wish to choose a basis, which encodes the structure of the irreducible gluon interactions
to all orders in α′. This may be achieved with finding a cyclically invariant basis (3.38).
For further details see Ref. [21].
In addition, we remark, that the relations (3.48) are general, i.e. independent on
the gauge structure π and the integral region Ipi. Though we have worked for a given
group structure, resulting in the representation (3.31) for the functions, an other group
structure π would only result in a different integral representation (3.31), specified by the
integral region Ipi and its parameterization. However, the relations (3.48) stay the same
as a matter of changing coordinates of the integrands. Hence, the relations (3.48) are
completely general and hold also for other integral representations. This is just like in
the case of relations for ordinary hypergeometric functions, which also hold for different
integral representations.
We have already pointed out in the introduction, that the equations we impose follow
from world–sheet supersymmetry and not (directly) from the cyclic invariance of a gluon
amplitude. In fact, the equations, which derive from the cyclic symmetry are automatically
contained in the system of equations we have studied. Nevertheless this means, that
qualitative different results are to be expected for writing the final expression for the
string S–matrix of the bosonic string compared to the superstring. By that we mean, that
one should expect a smaller basis of functions than (3.48) for the much fewer subset of
functions, which appear in a bosonic amplitude. On the other hand, the various relations
for the triple hypergeometric functions (3.48) following from the superstring amplitude
can be used to also simplify the corresponding bosonic string S–matrix. The latter clearly
involves much less triple hypergeometric functions from the beginning.
3.4. Momentum expansion of the string S–matrix
In the following, to display our result we shall adapt to a different basis (3.23) of
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kinematical invariants. We choose9 the more physical basis [22]:
s1 = k1k2 , s2 = k2k3 , s3 = k3k4 ,
s4 = k4k5 , s5 = k5k6 , s6 = k6k1 ,
s7 =
1
2
(k1 + k2 + k3)
2 , s8 =
1
2
(k2 + k3 + k4)
2 , s9 =
1
2
(k3 + k4 + k5)
2 .
(3.52)
In this basis e.g. the cyclic symmetries (3.34) act as simple permutation symmetry within
the two sets {s1, s2, s3, s4, s5, s6} and {s7, s8, s9}. The momentum (or α
′)–expansion of
the six functions (3.50), which will be the subject of subsection 4.5, is given10 in terms of
these new invariants:
Φ1 = F˜
[
−1,−1,−2, 0, 0
0, 0, 0, 0
]
= 1− 3 s1 − s2 + s3 + s5 − s6 + s7 − s8 + s9
+ (s1 − s3 − s4 − s5) ζ(2) + (s1 + s4 − s7 − s9) ζ(3) + . . . ,
Φ2 = F˜
[
−1,−1, 0, 0, 0
−2, 0, 0, 0
]
= (1 + s1 + s4 − s7 − s9) ζ(2)
− (2 s1 + s2 + s3 + 2 s4 + s5 + s6 − s7 + s8 − s9) ζ(3) + . . . ,
Φ3 = F˜
[
−1, 0,−2, 0,−1
0, 0, 0, 0
]
= (1− s1 + s2 + s3 + 3 s4 + s5 + s7 − s8 − s9) ζ(2)
+ (s1 − s2 − 2 s3 − 4 s4 − s5 − s7 + 2 s8 + 2 s9) ζ(3) + . . . ,
Φ4 = F˜
[
−1, 0,−2, 0, 0
−1, 0, 0, 0
]
= −1 + ζ(2) + s1 − s2 − s4 + s5 + 3 s6 + s7 − s8 − s9
+ (s2 − s3 − s4 − s5 − 2 s6 + s8 + 2 s9) ζ(2)
− (s1 + s2 − s3 − 2 s4 + s7 + s8 + 2 s9) ζ(3) . . . ,
Φ5 = F˜
[
0,−2,−1, 0, 0
−1, 0, 0, 0
]
= −1 + ζ(2) + s1 − s2 − 2 s3 − 2 s5 − s6 + s7 + 3 s8 + s9
+ (s2 + s3 − s4 + s5 + s6 − 2 s8) ζ(2)
− (s1 + s2 − s4 + s6 + s7 + s9) ζ(3) + . . . ,
(3.54)
9 We may easily switch from the basis (3.23) to this new basis through: s1 → s8−s2−s3, s2 →
s3 + s6 − s8 − s9, s3 → −s1 − s6 + s9, s4 → s3, s5 → s9 − s3 − s4, s6 → s1 + s4 − s7 − s9, s7 →
s4, s8 → −s4 − s5 + s7 , s9 → s5.
10 For the function (3.49) we obtain:
F˜
[
−1,−1,−1, 0, 0
−1, 0, 0, 0
]
= ζ(3)−
1
4
(s1+4 s2+3 s3+2 s4+3 s5+4 s6+s7+4 s8+ s9) ζ(4)+. . . . (3.53)
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Φ6 = F˜
[
−2,−1,−1, 0, 0
−1, 0, 0, 0
]
= −1 + ζ(2) + s1 + 3 s2 + s3 − s4 − s6 − s7 − s8 + s9
− (2 s2 + s3 + s4 + s5 − s6 − 2 s7 − s8) ζ(2)
− (s1 − 2 s4 − s5 + s6 + 2 s7 + s8 + s9) ζ(3) + . . . .
The higher orders, which are denoted by the dots, may be depicted from subsection 4.5.
With these six functions the six–gluon superstring S–matrix (3.1) may be (formally) writ-
ten for the group structure Tr(λ1λ2λ3λ4λ5λ6):
A(1,2,3,4,5,6) =
6∑
j=1
Pj(s1, . . . , s9) Φj .
(3.55)
Here Pj(s1, . . . , s9) are meromorphic polynomials in the invariants si, which capture the
set of kinematics (ξξ)(ξξ)(ξξ), (ξξ)(ξξ)(ξk)(ξk) and (ξξ)(ξk)(ξk)(ξk)(ξk). The polynomials
Pj are quite huge expressions, to be compared with the corresponding five–gluon case in
Eqs. (A.28) and (A.29). It is this form (3.55) of the six–gluon string S–matrix (3.1), which
allows to arrange in the effective action the higher order α′ gauge interaction terms with
six external legs (like F 6, D4F 4, D2F 5, D6F 4, D2F 6, . . .) thanks to the properties of the
functions Φj and coefficients P
j . While the latter Pj keep track about the pole structure
of the reducible diagrams, the functions Φj organize the various terms according to their
zeta–values [21,18].
Let us now present our final result for the six gluon string S–matrix (3.1), listed
according to the kinematics A,B and C. As explained before, we have focused on the group
structure Tr(λ1λ2λ3λ4λ5λ6), i.e. on the piece (3.29), since all other 59 group orderings may
be obtained by relabeling the gauge vertices, i.e. the polarization vectors ξi and momenta
ki.
Kinematics (ξξ) (ξξ) (ξξ)
We start with the kinematics A, i.e. self–contractions of all six polarization vectors.
Their expressions are given in Eq. (3.39). There we have also explained, that from the
set (3.10) we have to display only the five kinematics Ξ1,Ξ2,Ξ5,Ξ7 and Ξ8 as a result
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of cyclic invariance. We obtain the following α′–expansion for that part of the six–gluon
string S–matrix (3.1):
Ξ1
{
−
s9s2
s1s3s5
−
s2
s1s3
+
s2
s1s5
+
s2
s3s5
−
s2
s1s7
−
s4s2
s1s5s7
−
s6s2
s3s5s8
−
s2
s3s8
+
s4
s1s3
+
s6
s1s3
−
s6
s1s5
+
s6
s3s5
−
s6s7
s1s3s5
−
s7
s1s5
+
s7s8
s1s3s5
−
s4s8
s1s3s5
−
s8
s3s5
+
s7s9
s1s3s5
+
s8s9
s1s3s5
−
s9
s1s3
+
1
s1
+
1
s3
+
s4
s1s5
−
s4
s3s5
+
1
s5
−
s4
s5s7
−
1
s7
−
s6
s5s8
−
1
s8
−
s4
s3s9
−
s4s6
s1s3s9
−
s6
s1s9
−
1
s9
+
(
s22
s7
−
s22
s5
+
s4s
2
2
s5s7
+
s6s
2
2
s5s8
+
s22
s8
+
s29s2
s1s3
+
s3s2
s1
−
s4s2
s1
−
s5s2
s1
−
s5s2
s3
−
s6s2
s3
+
s1s6s2
s3s5
−
s6s2
s5
+
s7s2
s1
−
s3s7s2
s1s5
+
s8s2
s3
−
s1s8s2
s3s5
+
s5s9s2
s1s3
+
s7s9s2
s1s5
+
s8s9s2
s3s5
−
s9s2
s1
−
s9s2
s3
−
s9s2
s5
+
s1s2
s3
+
s3s4s2
s1s5
−
s4s2
s5
+
s24s2
s1s7
+
s1s2
s7
+
s4s5s2
s1s7
+
s1s4s2
s5s7
+
s26s2
s3s8
+
s3s2
s8
+
s5s6s2
s3s8
+
s3s6s2
s5s8
− 2s2 −
s24
s1
−
s26
s3
+
s6s
2
7
s1s5
+
s3s
2
7
s1s5
−
s7s
2
8
s3s5
+
s4s
2
8
s3s5
+
s1s
2
8
s3s5
+
s5s
2
9
s1s3
−
s7s
2
9
s1s3
−
s8s
2
9
s1s3
−
s1s4
s3
− 2s4 +
s4s5
s3
−
s3s6
s1
−
s4s6
s1
−
s4s6
s3
+
s4s5s6
s1s3
+
s5s6
s1
+
s1s6
s5
−
s3s6
s5
− 2s6 −
s3s7
s1
−
s6s7
s1
−
s6s7
s3
+
s3s6s7
s1s5
−
s6s7
s5
−
s3s7
s5
−
s3s4s7
s1s5
+
s4s7
s5
−
s27s8
s1s5
−
s4s8
s1
−
s4s8
s3
−
s1s6s8
s3s5
+
s6s8
s5
+
s6s7s8
s3s5
+
s7s8
s1
+
s7s8
s3
+
s4s7s8
s1s5
+
2s7s8
s5
−
s1s8
s3
−
s1s8
s5
+
s1s4s8
s3s5
−
s4s8
s5
−
s27s9
s1s5
−
s28s9
s3s5
+
s4s9
s3
−
s4s5s9
s1s3
−
s5s9
s1
−
s5s9
s3
−
s5s6s9
s1s3
+
s6s9
s1
+
s6s7s9
s1s3
+
2s7s9
s1
+
s7s9
s3
+
s7s9
s5
+
s4s8s9
s1s3
−
s7s8s9
s1s3
−
s7s8s9
s1s5
−
s7s8s9
s3s5
+
s8s9
s1
+
2s8s9
s3
+
s8s9
s5
−
s1s4
s5
+
s3s4
s5
+
s24
s7
+
s4s5
s7
+
s26
s8
+
s5s6
s8
+
s24
s9
+
s4s
2
6
s3s9
+
s26
s9
+
s3s4
s9
+
s24s6
s1s9
+
s1s6
s9
+
s3s4s6
s1s9
+
s1s4s6
s3s9
)
ζ(2)
}
+ Ξ2
{
s2
s1s7
−
1
s1
+
1
s7
+
s6
s1s9
+
1
s9
+
(
−
s22
s7
−
s3s2
s1
+
s5s2
s1
−
s1s2
s7
−
s4s5s2
s1s7
+ s2 + s1 + s4 +
s3s6
s1
−
s5s6
s1
+ s6 +
s3s7
s1
−s7 +
s4s8
s1
−
s7s8
s1
+
s5s9
s1
−
s8s9
s1
− s9 −
s4s5
s7
−
s26
s9
−
s3s4
s9
−
s1s6
s9
−
s3s4s6
s1s9
)
ζ(2)
}
+ Ξ5
{
−
1
s7
+
(
s2s1
s7
− s1 − s2 − s4 − s5 + s7 + s8 + s9 +
s4s5
s7
)
ζ(2)
}
(3.56)
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+ Ξ7
{
−
s1
s2s7
−
s4s1
s2s5s7
+
s9
s2s5
+
1
s2
+
1
s5
−
s4
s5s7
−
1
s7
−
s3
s2s8
−
s3s6
s2s5s8
−
s6
s5s8
−
1
s8
+
[
s4s
2
1
s5s7
+
s21
s7
−
s4s1
s2
+
s6s1
s2
+
s6s1
s5
+
s4s8s1
s2s5
−
s8s1
s5
−
s9s1
s5
+
s3s1
s5
−
s4s1
s5
+
s24s1
s2s7
+
s2s1
s7
+
s4s5s1
s2s7
+
s2s4s1
s5s7
− s1 − s2 − s3 +
s3s4
s2
− s4 − s5 −
s3s6
s2
+
s4s6
s2
−
s3s6
s5
− s6
−
s6s7
s2
+
s3s6s7
s2s5
−
s3s7
s5
+ s7 −
s4s8
s2
+ s8 −
s4s9
s2
−
s5s9
s2
−
s6s9
s2
+
s7s9
s2
+
s7s9
s5
−
s7s8s9
s2s5
+
s8s9
s2
+
s8s9
s5
−
s2s9
s5
−
s3s9
s5
+
s3s4
s5
+
s24
s7
+
s4s5
s7
+
s23
s8
+
s3s
2
6
s2s8
+
s26
s8
+
s2s3
s8
+
s3s5s6
s2s8
+
s5s6
s8
+
s23s6
s5s8
+
s2s3s6
s5s8
]
ζ(2)
}
+ Ξ8 (s1 + s2 + s3 + s4 + s5 + s6 − s7 − s8 − s9) ζ(2) +O(k
4) .
To keep the expressions short we do not write the orders beyond k4. Clearly, the momentum
expansions of the kinematics Ξ8 shows cyclic invariance. There are no k
0–contributions,
a result, which has impact on the possible reducible diagrams contributing to these kine-
matics (cf. section 5).
Kinematics (ξξ) (ξξ) (ξk) (ξk)
Let us now present the B–kinematics. As outlined in subsection 3.1. there are many
independent contractions of the form (ξξ) (ξξ) (ξk) (ξk) even after making use of the
cyclic symmetry (3.34). It is not possible to write down all of them. Instead we pick up
a representative example. E.g. in the string S–matrix (3.1) after eliminating ξ5k6 and
ξ6k5 on–shell the kinematics (ξ1ξ2)(ξ3ξ4)(ξ5k2)(ξ6k1) comes along with the momentum
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dependent expression:
(ξ1ξ2)(ξ3ξ4)(ξ5k2)(ξ6k1)
×
{
−
s2
s3s5s8
−
s2
s3s6s8
−
s7
s1s3s5
+
1
s1s3
−
1
s1s5
+
1
s3s5
+
1
s3s6
−
1
s5s8
−
1
s6s8
−
s4
s1s3s9
−
1
s1s9
−
s4
s3s6s9
−
1
s6s9
+
(
s22
s5s8
+
s22
s6s8
+
s9s2
s3s6
−
s2
s3
+
s1s2
s3s5
−
s2
s5
−
s2
s6
+
s5s2
s3s8
+
s6s2
s3s8
+
s3s2
s5s8
+
s3s2
s6s8
+
s27
s1s5
−
s3
s1
−
s4
s1
−
s4
s3
+
s4s5
s1s3
+
s5
s1
−
s6
s3
−
s7
s1
−
s7
s3
+
s3s7
s1s5
−
s7
s5
+
s7s8
s3s5
−
s1s8
s3s5
+
s8
s5
+
s4s8
s3s6
+
s8
s6
−
s5s9
s1s3
+
s7s9
s1s3
−
s8s9
s3s6
+
s9
s1
+
s9
s6
+
s1
s5
−
s3
s5
−
s3
s6
−
s4
s6
+
s5
s8
+
s6
s8
+
s24
s1s9
+
s1
s9
+
s3s4
s1s9
+
s1s4
s3s9
+
s4s6
s3s9
+
s6
s9
+
s24
s6s9
+
s3s4
s6s9
− 2
)
ζ(2)
+
(
−
s32
s5s8
−
s32
s6s8
−
2s3s
2
2
s5s8
−
2s3s
2
2
s6s8
−
s29s2
s3s6
+
3s7s2
s5
+
s8s2
s3
−
s1s8s2
s3s5
+
s8s2
s5
+
s8s2
s6
−
s8s9s2
s3s6
+
s9s2
s3
−
s9s2
s6
+
s1s2
s3
−
s1s2
s5
+
2s3s2
s5
−
s21s2
s3s5
+
2s3s2
s6
+
3s4s2
s6
−
s25s2
s3s8
−
s26s2
s3s8
−
2s5s6s2
s3s8
−
s23s2
s5s8
−
s23s2
s6s8
− 2s2 −
s37
s1s5
+
s23
s1
−
s4s
2
5
s1s3
−
s25
s1
+
s26
s3
−
2s3s
2
7
s1s5
−
s7s
2
8
s3s5
+
s1s
2
8
s3s5
−
s28
s5
−
s4s
2
8
s3s6
−
s28
s6
+
s5s
2
9
s1s3
−
s7s
2
9
s1s3
+
s8s
2
9
s3s6
−
s29
s1
−
s29
s6
+ s1 − 2s3 +
2s3s4
s1
− 2s4 −
s4s5
s1
+
s4s5
s3
−
s1s5
s3
+ s5 + 2s6 +
2s3s7
s1
+
3s4s7
s1
+
s5s7
s1
+
s5s7
s3
+
2s6s7
s3
+
s1s7
s3
−
s23s7
s1s5
+
s1s7
s5
+
2s3s7
s5
+ s7 +
s4s8
s3
−
s1s7s8
s3s5
−
s7s8
s5
−
s1s8
s5
+
s21s8
s3s5
−
s4s8
s6
+ 2s8 +
s25s9
s1s3
+
s28s9
s3s6
+
s4s9
s1
+
s4s9
s3
−
s4s5s9
s1s3
−
s5s9
s1
−
s5s7s9
s1s3
−
s7s9
s1
−
s8s9
s3
−
s4s8s9
s3s6
−
s8s9
s6
+
s4s9
s6
+ 2s9 −
s21
s5
+
s23
s5
+
s23
s6
+
2s3s4
s6
−
s25
s8
−
s26
s8
−
2s5s6
s8
−
s34
s1s9
−
s21
s9
−
2s3s
2
4
s1s9
−
s4s
2
6
s3s9
−
s26
s9
−
s23s4
s1s9
−
s21s4
s3s9
−
2s1s6
s9
−
2s1s4s6
s3s9
−
s34
s6s9
−
2s3s
2
4
s6s9
−
s23s4
s6s9
)
ζ(3)
}
+O(k6) .
(3.57)
Again, there are no k0–order contributions for this type of kinematics.
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Kinematics (ξξ) (ξk) (ξk) (ξk) (ξk)
Let us now present the C–kinematics. Here again, as outlined in subsection 3.1, there
are many independent contractions of the form (ξξ) (ξk) (ξk) (ξk) (ξk) even after applying
the cyclic symmetry (3.34). Therefore, it is impossible to write down all of them. Instead,
we pick up two representative examples: One with triple poles in the kinematic invariants
and an other without any poles. E.g. in the string S–matrix (3.1) after eliminating
ξ1k2, ξ4k2, ξ5k2 and ξ6k2 on–shell the kinematics (ξ2ξ3)(ξ1k3)(ξ4k1)(ξ5k1)(ξ6k1) comes
along with the momentum dependent expression:
(ξ2ξ3)(ξ1k3)(ξ4k1)(ξ5k1)(ξ6k1)
{
1
s2 s6 s8
−
(
s4
s2 s6
+
s5
s2 s8
+
s3
s6 s8
)
ζ(2)
+
(
s4
s2
+
s5
s2
+
s3
s6
+
s4
s6
+
s4
2
s2 s6
−
s7
s2
+
s5
2
s2 s8
+
s2 s3
s6 s8
+
s3
2
s6 s8
+
s5 s6
s2 s8
+
s4 s8
s2 s6
−
s9
s6
)
ζ(3)
}
+O(k6) .
(3.58)
Similarly, the kinematics (ξ1ξ2)(ξ3k6)(ξ4k2)(ξ5k2)(ξ6k2) appears with the momentum de-
pendent expansion
(ξ1ξ2)(ξ3k6)(ξ4k2)(ξ5k2)(ξ6k2)
{
ζ(3)−
(
1
4
s1 + s2 +
3
4
s3 +
1
2
s4 +
3
4
s5 + s6
+
1
4
s7 + s8 +
1
4
s9
)
ζ(4)
}
+O(k8) ,
(3.59)
after eliminating ξ3k1, ξ4k1, ξ5k1 and ξ6k1 on–shell.
We have evaluated all kinematical configurations A,B and C up to including the k6–
order, i.e. α′4 in the string tension. The expressions become rather long. The interested
reader may obtain more results from the authors upon request.
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4. Multiple hypergeometric functions, generalized Kampe´ de Fe´riet function
and Euler–Zagier sums
The integrals, which show up in any scattering process of (only) open strings are
quite generic. Just as any four–point open string amplitude is given by the Euler–Beta
function B(a, b), higher point amplitudes are described by hypergeometric functions or
generalizations thereof. The latter are also known as multiple Gaussian hypergeometric
functions. A multiple Gaussian hypergeometric series is a hypergeometric series in two or
more variables, which boils down to the famous Gaussian hypergeometric series 2F1 if only
one variable is non–zero.
4.1. Generalized hypergeometric functions pFq
Before moving to the six–point amplitude we review the structure of the integrals
appearing for four– and five–point open string amplitudes.
The Euler–Beta function B(a, b), relevant for four open string processes, is given by
B(a, b) =
∫ 1
0
dx xa (1− x)b =
1
1 + a
2F1 [1 + a,−b, 2 + a; 1]
=
Γ(1 + a) Γ(1 + b)
Γ(2 + a+ b)
, Re a > −1 , Re b > −1 .
(4.1)
Moreover, a scattering of five open strings boils down to the integral11:
C(a, b, c, d, e) :=
∫ 1
0
dx
∫ 1
0
dy xa yb (1− x)c (1− y)d (1− xy)e . (4.2)
It is straightforward to evaluate this integral by making use of the integral representation
of the generalized hypergeometric function pFq [23]:
2F1[−c, 1 + a, 2 + a+ b; y ]
Γ(1 + a) Γ(1 + b)
Γ(2 + a+ b)
=
∫ 1
0
dx xa (1− x)b (1− xy)c ,
p+1Fq+1
[
1 + a, a1, . . . , ap
2 + a+ b, b1, . . . , bq
;λ
]
Γ(1 + a) Γ(1 + b)
Γ(2 + a+ b)
=
∫ 1
0
dx xa (1− x)b pFq
[
a1, . . . , ap
b1, . . . , bq
;λx
]
,
(4.3)
11 In that case, we have five kinematic invariants, encoded in the powers a, b, c, d and e (cf. Eq.
(A.15) for more details
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with Re a > −1, Re b > −1, and p ≤ q + 1. In addition |λ| < 1 for the case p = q + 1. To
this end one obtains
C(a, b, c, d, e) =
Γ(1 + a) Γ(1 + b) Γ(1 + c) Γ(1 + d)
Γ(2 + a+ c) Γ(2 + b+ d)
3F2
[
1 + a, 1 + b, −e
2 + a+ c, 2 + b+ d
; 1
]
,
(4.4)
with Re(a),Re(b),Re(c),Re(d) > −1. Later, we will need the power series representation
of the hypergeometric functions pFq [24]:
pFq
[
a1, . . . , ap
b1, . . . , bq
; x
]
=
∞∑
s=0
1
s!
(a1, s) · . . . · (ap, s)
(b1, s) · . . . · (bq, s)
xs . (4.5)
Here we have introduced the Pochhammer symbol (a,m) = Γ(a+m)
Γ(a)
. The parameters ai, bj
and the variable x assumed complex values, except bj 6= 0,−1,−2, . . .. We shall be only
concerned with the case p = q+1. For that case, the series is convergent for |x| < 1. With
ω := Re
(
q∑
i=1
bi −
p∑
i=1
ai
)
, (4.6)
at |x| = 1 the series is absolutely convergent for ω > 0 and divergent for ω ≤ −1.
4.2. Generalized Kampe´ de Feriet function FA:BC:D and triple hypergeometric function F
(3)
After this warm up we now turn our attention to the integral (3.31):
F
[
a, b, d, e, g
c, f, h, j
]
:=
∫ 1
0
dx
∫ 1
0
dy
∫ 1
0
dz
× xa yb zc (1− x)d (1− y)e (1− z)f (1− xy)g (1− yz)h (1− xyz)j .
(4.7)
Any tree–level scattering process with six open strings involves such type of integral. Hence,
the latter is as elementary as the expressions (4.1) or (4.2) are generic to open string four or
five–point amplitudes, respectively. The function, which eventually will turn to represent
some generalized Kampe´ de Fe´riet function shows among others the symmetry:
F
[
a, b, d, e, g
c, f, h, j
]
= F
[
c, b, f, e, h
a, d, g, j
]
. (4.8)
To proceed, we use the series expansion:
(1−xy)g (1−yz)h =
∞∑
m,n=0
(−g,m) (−h, n)
(1, m) (1, n)
xm zn ym+n , |x| < 1 ; |y| < 1 ; |z| < 1 .
(4.9)
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After replacing in (4.7) the polynomials (1 − xy)g (1 − yz)h by the above double sum
we are able to perform the integrals with the help of the formulas (4.3), provided
Re(d),Re(e),Re(f) > −1 and m+Re(a) > −1, n+Re(c) > −1, Re(b) +m+ n > −1:
F
[
a, b, d, e, g
c, f, h, j
]
= Γ(1 + d) Γ(1 + e) Γ(1 + f)
∞∑
m,n=0
(−g,m) (−h, n)
(1, m) (1, n)
×
Γ(1 +m+ n+ b) Γ(1 +m+ a) Γ(1 + n+ c)
Γ(2 +m+ n+ b+ e) Γ(2 +m+ a+ d) Γ(2 + n+ c+ f)
× 4F3
[
1 +m+ n+ b, 1 +m+ a, 1 + n+ c, −j
2 +m+ n+ b+ e, 2 +m+ a+ d, 2 + n+ c+ f
; 1
]
.
(4.10)
Evidently, the result (4.10) shows the symmetry (4.8).
Before we undertake to write (4.10) as a single analytic function we shall discuss the
three special cases (i) h = 0 = g, (ii) h = 0 and (iii) g = 0. For the special case (i), i.e.
g = 0 = h, the sum becomes trivial. In that case, only the terms with m = 0 = n give a
non–vanishing contribution. This can be seen from the identity (−g,m)
(1,m)
→ δm for g → 0
and similarly for (−h,n)
(1,n)
. Hence we find:
F
[
a, b, d, e, 0
c, f, 0, j
]
=
Γ(1 + a) Γ(1 + b) Γ(1 + c) Γ(1 + d) Γ(1 + e) Γ(1 + f)
Γ(2 + b+ e) Γ(2 + a+ d) Γ(2 + c+ f)
× 4F3
[
1 + b, 1 + a, 1 + c, −j
2 + b+ e, 2 + a+ d, 2 + c+ f
; 1
]
.
(4.11)
Furthermore, for the case (ii), with h = 0:
F
[
a, b, d, e, g
c, f, 0, j
]
= Γ(1 + d) Γ(1 + e) Γ(1 + f)
∞∑
m=0
(−g,m)
(1, m)
×
Γ(1 +m+ b) Γ(1 +m+ a) Γ(1 + c)
Γ(2 +m+ b+ e) Γ(2 +m+ a+ d) Γ(2 + c+ f)
× 4F3
[
1 +m+ b, 1 +m+ a, 1 + c, −j
2 +m+ b+ e, 2 +m+ a+ d, 2 + c+ f
; 1
]
.
(4.12)
With the power series representation for the hypergeometric function (4.5) we may express
(4.12) through a generalized Kampe´ de Fe´riet function FA:BC:D [25]. These are functions in
N variables x1, . . . , xN and have the power series representation:
FA:BC:D
[
a1, . . . , aA : b1,1, . . . , b1,B; b2,1, . . . , b2,B; . . . ; bN,1, . . . , bN,B
c1, . . . , cC : d1,1, . . . , d1,D; d2,1, . . . , d2,D; . . . ; dN,1, . . . , dN,D
; x1, . . . , xN
]
=
∞∑
m1,...,mN=0
A∏
j=1
(aj, m1 + . . .mN )
B∏
j=1
(b1,j, m1) · . . . (bN,j , mN )
C∏
j=1
(cj , m1 + . . .mN )
D∏
j=1
(d1,j, m1) · . . . (dN,j, mN )
xm11 · . . . · x
mN
N
m1! · . . . ·mN !
.
(4.13)
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Kampe´ de Fe´riet functions are generalizations of the four Lauricella hypergeometric func-
tions12 FA, FB, FC and FD. The latter are extensions of Appell’s hypergeometric functions
F2, F3, F4 and F1 from two variables to N variables [26], respectively. To this end we may
rewrite (4.12):
F
[
a, b, d, e, g
c, f, 0, j
]
=
Γ(1 + a) Γ(1 + b) Γ(1 + c) Γ(1 + d) Γ(1 + e) Γ(1 + f)
Γ(2 + a+ d) Γ(2 + b+ e) Γ(2 + c+ f)
× F 2:22:1
[
1 + a, 1 + b : 1 + c, −j ; −g, 1
2 + a+ d, 2 + b+ e : 2 + c+ f ; 1
; 1, 1
]
.
(4.15)
We may derive a similar expression for the third case (iii).
After having discussed the three special cases we now want to turn to the general case
(4.10)
F
[
a, b, d, e, g
c, f, h, j
]
=
Γ(1 + d) Γ(1 + e) Γ(1 + f)
Γ(−g) Γ(−h) Γ(−j)
∞∑
mi=0
Γ(−g +m1) Γ(−h+m2) Γ(−j +m3)
m1! m2! m3!
×
Γ(1 +m1 +m2 +m3 + b)
Γ(2 +m1 +m2 +m3 + b+ e)
Γ(1 +m1 +m3 + a)
Γ(2 +m1 +m3 + a+ d)
Γ(1 +m2 +m3 + c)
Γ(2 +m2 +m3 + c+ f)
.
(4.16)
A convenient expression for the triple sum (4.16) may be also
F
[
a, b, d, e, g
c, f, h, j
]
=
Γ(1 + d) Γ(1 + e) Γ(1 + f)
Γ(−g) Γ(−h) Γ(−j)
×
∞∑
n1=0
n1∑
n2=0
n1∑
n3=n1−n2
Γ(−g + n1 − n3)
Γ(1 + n1 − n3)
Γ(−h+ n1 − n2)
Γ(1 + n1 − n2)
Γ(−j − n1 + n2 + n3)
Γ(1− n1 + n2 + n3)
×
Γ(1 + n1 + b)
Γ(2 + n1 + b+ e)
Γ(1 + n2 + a)
Γ(2 + n2 + a+ d)
Γ(1 + n3 + c)
Γ(2 + n3 + c+ f)
(4.17)
12 The latter correspond to the following four special cases of FA:BC:D :
FA : A = 1, B = 1, C = 0, D = 1 ,
FB : A = 0, B = 2, C = 1, D = 0 ,
FC : A = 2, B = 0, C = 0, D = 1 ,
FD : A = 1, B = 1, C = 1, D = 0 .
(4.14)
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with two terminating sums. We want to express the triple sum (4.16) through a gen-
eralized Kampe´ de Fe´riet function. In fact, Srivastava has introduced a general triple
hypergeometric function F (3)[x, y, z] depending on three variables, cf. last Ref. of [25]
F (3)[x, y, z] ≡ F (3)
[
(a) :: (b); (b′); (b′′) : (c); (c′); (c′′)
(e) :: (g); (g′); (g′′) : (h); (h′); (h′′)
; x, y, z
]
=
∞∑
m,n,p=0
Λ(m,n, p)
xm
m!
yn
n!
zp
p!
,
(4.18)
with
Λ(m,n, p) =
A∏
j=1
(aj, m+ n+ p)
B∏
j=1
(bj, m+ n)
B′∏
j=1
(b′j , n+ p)
B′′∏
j=1
(b′′j , m+ p)
E∏
j=1
(ej , m+ n+ p)
G∏
j=1
(gj, m+ n)
G′∏
j=1
(g′j, n+ p)
G′′∏
j=1
(g′′j , m+ p)
×
C∏
j=1
(cj , m)
C′∏
j=1
(c′j , n)
C′′∏
j=1
(c′′j , p)
H∏
j=1
(hj , m)
H′∏
j=1
(h′j , n)
H′′∏
j=1
(h′′j , p)
,
(4.19)
with (a) denoting a set of A parameter a1, . . . , aA and similarly for (b), (b
′), . . .. With this
nice expression we may write our integral (4.7), which is expressed through (4.16), in the
following closed form:
F
[
a, b, d, e, g
c, f, h, j
]
=
Γ(1 + a) Γ(1 + b) Γ(1 + c) Γ(1 + d) Γ(1 + e) Γ(1 + f)
Γ(2 + a+ d) Γ(2 + b+ e) Γ(2 + c+ f)
× F (3)
[
1 + b :: 1; 1 + c; 1 + a : −g, 1;−h, 1;−j, 1
2 + b+ e :: 1; 2 + c+ f ; 2 + a+ d : 1; 1; 1
; 1, 1, 1
]
.
(4.20)
4.3. Harmonic Number and Euler sums
To analyze the string S–matrix results, we need their momentum expansion. Hence,
we need to expand the hypergeometric series (4.5) w.r.t. small entries ai, bi. A formal
expression for the generalized hypergeometric function (4.5) may be given
pFq
[
a1 + ǫ α1, . . . , ap + ǫ αp
b1 + ǫ β1, . . . , bq + ǫ βq
]
=
∞∑
s=0
1
s!
p∏
i=1
(ai + ǫ αi, s)
q∏
j=1
(bj + ǫ βj , s)
(m+ α ǫ, s)
(m, s)
= e
−
∞∑
k=1
(−α ǫ)k
k
(Hm+s−1,k−Hm−1,k)
.
(4.21)
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Strictly speaking, in the last formula, m has to be an integer positive number, with m > 1.
This condition limits the range of parameters ai, bj. However, by analytic continuation,
the above expression keeps its form. At any rate, from this formula we see, that quite
generically a class of infinite sums appears. These sums are known as Euler sums and
involve the harmonic number Hn or the generalized harmonic number Hn,a. The harmonic
number Hn and the generalized harmonic number Hn,a are defined:
Hn =
n∑
k=1
1
k
, Hn,a =
n∑
k=1
1
ka
. (4.22)
Clearly, we have Hn,1 = Hn and Hn = γE +ψ(n+ 1). The harmonic number is related to
the polygamma function ψ:
ψ(n) = −γE +Hn−1 ,
ψ(1)(n) = ζ(2)−Hn−1,2 .
(4.23)
The sums, which appear after expanding the exponential (4.21) w.r.t. small ǫ, generically
lead to Euler sums. The following two classes of Euler sums are relevant to us:
sh(m,n) =
∞∑
k=1
Hmk
(k + 1)n
,
σh(m,n) =
∞∑
k=1
Hk,m
(k + 1)n
.
(4.24)
for m ≥ 1, n ≥ 2. We have the following relations:
∞∑
k=1
Hk,m
kn
= σh(m,n) + ζ(m+ n) ,
∞∑
k=1
Hmk
kn
= sh(m,n)−
m−1∑
j=0
(
m
j
) ∞∑
k=1
(−1)m−j
Hjk
km+n−j
.
(4.25)
From the last equation we obtain the identity:
∞∑
k=1
H2k
kn
= sh(2, n) + 2 sh(1, n+ 1) + ζ(2 + n) . (4.26)
It has been already pointed out by Euler, that in some cases the sums may be reduced to a
rational linear combination of product of single sums. There is recent work on the explicit
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evaluation of some Euler sums in Refs. [27,28,29]. In the following let us report some of
their results:
σh(1, 2) = ζ(3) ,
σh(1, 3) =
3
2
ζ(4)−
1
2
ζ(2)2 ,
σh(2, 2) =
1
2
ζ(2)2 −
1
2
ζ(4) ,
σh(1, 4) = 2 ζ(5)− ζ(2) ζ(3) ,
σh(2, 3) = −
11
2
ζ(5) + 3 ζ(2) ζ(3) ,
σh(2, 4) = −6 ζ(6) +
8
3
ζ(2) ζ(4) + ζ(3)2 ,
σh(1, 5) =
5
2
ζ(6)− ζ(2) ζ(4)−
1
2
ζ(3)2 ,
σh(4, 2) = 5 ζ(6)−
5
3
ζ(2) ζ(4)− ζ(3)2 ,
(4.27)
and:
sh(2, 2) =
3
2
ζ(4) +
1
2
ζ(2)2 =
11
4
ζ(4) ,
sh(3, 2) =
15
2
ζ(5) + ζ(2) ζ(3) ,
sh(2, 4) =
2
3
ζ(6)−
1
3
ζ(2) ζ(4) +
1
3
ζ(2)3 − ζ(3)2 .
(4.28)
In addition, we have [28]:
sh(1, n) = σh(1, n) =
1
2
n ζ(n+ 1)−
1
2
n−2∑
k=1
ζ(n− k) ζ(k + 1) . (4.29)
An useful identity is the reflection formula [29]
σh(s, t) + σh(t, s) = ζ(s) ζ(t)− ζ(s+ t) , s, t ≥ 2 , (4.30)
which leads to
σh(a, a) =
1
2
ζ(a)2 −
1
2
ζ(2a) , a ≥ 2 , (4.31)
or:
∞∑
n=1
Hn,a
na
=
1
2
ζ(a)2 +
1
2
ζ(2a) , a ≥ 2 . (4.32)
So far, we have reviewed very useful identities about Euler sums from the literature.
Essentially we have quoted results from [27,28,29]. Let us now apply these results to
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infinite sums involving the harmonic number series (4.22) as they appear in the expansion
of hypergeometric series: First we shall need the class of sums:
∞∑
n=1
Hn
n2
= 2 ζ(3) ,
∞∑
n=1
H2n
n2
=
11
2
ζ(4)−
1
2
ζ(2)2 =
17
4
ζ(4) ,
∞∑
n=1
Hn
n3
=
5
4
ζ(4) ,
∞∑
n=1
Hn
n4
= 3 ζ(5)− ζ(2) ζ(3) ,
∞∑
n=1
Hn
n5
= ζ(2) ζ(4)−
1
2
ζ(3)2 .
(4.33)
Later, we shall need the following series involving the generalized harmonic number. They
may be easily derived from the above identities:
∞∑
n=1
Hn,2
n4
= σh(2, 4) + ζ(6) = −5 ζ(6) +
8
3
ζ(2) ζ(4) + ζ(3)2 ,
∞∑
n=1
Hn,2
n3
= σh(2, 3) + ζ(5) = −
9
2
ζ(5) + 3 ζ(2) ζ(3) ,
∞∑
n=1
Hn,4
n2
= σh(4, 2) + ζ(6) = 6 ζ(6)−
5
3
ζ(2) ζ(4)− ζ(3)2 ,
(4.34)
In the following we shall be concerned to extend the above list to our needs in the
subsections 4.4. and 4.5. First, using (4.32) let us evaluate the sum:
∞∑
k=1
1
ka
ψ(b)(k) = (−1)b+1 b! [ ζ(a) ζ(1 + b)− σh(1 + b, a) ] . (4.35)
Here we have [23]:
ψ(b)(x) = (−1)b+1 b!
∞∑
k=0
1
(x+ k)b+1
= (−1)b+1 b! ζ(b+ 1, x) , (4.36)
which for x ∈ N may be also conveniently written:
ψ(b−1)(n) = (−1)b (b− 1)! [ ζ(b)−Hn−1,b ] , b > 1 . (4.37)
With (4.31) Eq. (4.35) boils down to
∞∑
k=1
1
k1+b
ψ(b)(k) =
1
2
(−1)b+1 b!
[
ζ(2b+ 2) + ζ(b+ 1)2
]
,
for the case a = 1 + b.
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Before we proceed, we shall present the series:
∞∑
n=1
1
n(n+ 1)α
= α −
α∑
i=2
ζ(i) . (4.38)
This identity may be proven by induction, with noting:
∞∑
n=1
1
n(n+1)
= ψ(1) + γE + 1 = 1;
ψ(1) = −γE . Next, we present the identity:
∞∑
n=1
1
n(n+ 1)α
Hn−1 =
1
2
α(α+ 1)−
1
2
α∑
i=2
i ζ(i+ 1)−
α∑
i=2
(α− i+ 1) ζ(i)
+
1
2
α−3∑
k=0
k∑
i≥0
ζ(2 + i) ζ(2 + k − i) .
(4.39)
Again, this identity may be proven by induction, with noting
∞∑
n=1
1
n(n+1)Hn−1 = 1. Some
special cases are:
∞∑
n=1
1
(n+ 1)4
Hn−1 = −4 + ζ(2) + ζ(3) + ζ(4)− ζ(2) ζ(3) + 2 ζ(5) ,
∞∑
n=1
1
n(n+ 1)4
Hn−1 = 10− 3 ζ(2)− 3 ζ(3)−
5
4
ζ(4) + ζ(2) ζ(3)− 2 ζ(5) ,
∞∑
n=1
1
n2(n+ 1)4
Hn−1 = −20 + 6 ζ(2) + 7 ζ(3) +
3
2
ζ(4)− ζ(2) ζ(3) + 2 ζ(5) .
(4.40)
For the power series expansion of the hypergeometric functions 4F3 we shall need the
two series:
(i)
∞∑
n=1
ψ(1)(n)
n (n+ 1)3
= 10− 3 ζ(2)−
1
2
ζ(2)2 − ζ(3)−
1
2
ζ(4) + 2 ζ(2) ζ(3)−
11
2
ζ(5) ,
(ii)
∞∑
n=1
H2n−1
n (n+ 1)3
= 10−
1
2
ζ(2)2 − 5 ζ(3)− 2 ζ(4)− ζ(2) ζ(3) +
3
2
ζ(5) .
(4.41)
Both series may be determined by making use of the decomposition:
1
n(n+ 1)3
=
1
n(n+ 1)
−
1
(n+ 1)2
−
1
(n+ 1)3
. (4.42)
Let us first prove the series:
∞∑
n=1
Hn,2
n(n+ 1)3
= ζ(3)−
1
2
ζ(2)2 +
1
2
ζ(4) +
11
2
ζ(5)− 3 ζ(2) ζ(3) . (4.43)
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According to the decomposition (4.42) we need the series:
∞∑
n=1
Hn,2
n(n+ 1)
=
∞∑
n=1
(
1
n
−
1
n+ 1
)
Hn,2 =
∞∑
n=1
(
Hn,2
n
−
Hn−1,2
n
)
=
∞∑
n=1
1
n3
= ζ(3) ,
∞∑
n=1
Hn,2
(n+ 1)2
=
∞∑
n=1
Hn−1,2
n2
=
∞∑
n=1
Hn,2
n2
−
∞∑
n=1
1
n4
=
1
2
ζ(2)2 −
1
2
ζ(4) ,
∞∑
n=1
Hn,2
(n+ 1)3
= σh(2, 3) = −
11
2
ζ(5) + 3 ζ(2) ζ(3) .
(4.44)
After putting together all three series along (4.42) we obtain (4.43).
To prove the series (i) of Eq. (4.41) we write:
∞∑
n=1
ψ(1)(n)
n(n+ 1)3
=
∞∑
n=1
1
n(n+ 1)3
∞∑
k=0
1
(n+ k)2
=
∞∑
n=1
1
n(n+ 1)3
(
∞∑
k=1
1
k2
−
n−1∑
k=1
1
k2
)
= ζ(2)
∞∑
n=1
1
n(n+ 1)3
−
∞∑
n=1
Hn−1,2
n(n+ 1)3
= ζ(2) [3− ζ(2)− ζ(3)]−
∞∑
n=1
Hn,2
n(n+ 1)3
+
∞∑
n=1
1
n3(n+ 1)3
.
(4.45)
The first term is obtained from (4.38). The second term corresponds to (4.43) and the last
sum is straightforward to calculate:
∞∑
n=1
1
n3(n+ 1)3
= 10− π2 .
Hence, after putting all pieces together we obtain the series (i) of Eq. (4.41).
Before we undertake to evaluate series (ii), we shall prove the series:
∞∑
n=1
H2n
n(n+ 1)3
= 3 ζ(3)−
3
2
ζ(4)−
1
2
ζ(2)2 +
3
2
ζ(5)− ζ(2) ζ(3) . (4.46)
Similar as before, we shall calculate the series:
∞∑
n=1
H2n
n(n+ 1)
=
∞∑
n=1
(
1
n
−
1
n+ 1
)
H2n =
∞∑
n=1
(
H2n
n
−
H2n−1
n
)
= 2
∞∑
n=1
Hn
n2
−
∞∑
n=1
1
n3
= 3 ζ(3) ,
∞∑
n=1
H2n
(n+ 1)2
= sh(2, 2) =
3
2
ζ(4) +
1
2
ζ(2)2 ,
∞∑
n=1
H2n
(n+ 1)3
= sh(2, 3) .
(4.47)
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The Euler sum sh(2, 3) may not be found in the list (4.28). Instead we may determine it
by using some identities from [30]. In this work, the relation
∞∑
n=1
1
na
Hn−1,b Hn−1,c = ζ(a, b, c) + ζ(a, c, b) + σh(b+ c, a) , (4.48)
involving the so–called triple Euler sum
ζ(a, b, c) =
∞∑
n=1
n−1∑
m=1
m−1∑
k=1
1
nambkc
, (4.49)
has been proven. Furthermore, in Ref. [30] a list of values for ζ(a, b, c) has been given, in
particular ζ(3, 1, 1) = 2 ζ(5)− ζ(2) ζ(3). Hence we have:
sh(2, 3) =
∞∑
n=1
H2n
(n+ 1)3
=
∞∑
n=1
H2n−1
n3
= 2 ζ(3, 1, 1) + σh(2, 3) = −
3
2
ζ(5) + ζ(2) ζ(3) .
(4.50)
From (4.47), together with the decomposition (4.42), we obtain (4.46).
Finally, we undertake to prove (ii) of Eq. (4.41). We first write:
∞∑
n=1
H2n−1
n(n+ 1)3
=
∞∑
n=1
H2n
n(n+ 1)3
+
∞∑
n=1
1
n3(n+ 1)3
− 2
∞∑
n=1
Hn
n2(n+ 1)3
. (4.51)
The first two sums have been presented above, while for the last sum we have:
∞∑
n=1
Hn
n2(n+ 1)3
= −3 ζ(2) + 4 ζ(3) +
1
4
ζ(4) .
After inserting all sums into (4.51) we arrive at the final result (ii) of Eq. (4.41).
The relation (4.48) is very useful. For b = c it boils down to:
∞∑
n=1
H2n−1,b
na
= 2 ζ(a, b, b) + σh(2b, a) . (4.52)
From Ref. [30] we have
ζ(a, a, a) =
1
6
ζ(a)3 −
1
2
ζ(a) ζ(2a) +
1
3
ζ(3a) , (4.53)
which allows to derive the following identity from (4.52):
∞∑
n=1
H2n−1,2
n2
= 2 ζ(2, 2, 2) + σh(4, 2) =
1
3
ζ(2)3 − ζ(3)2 −
8
3
ζ(2) ζ(4) +
17
3
ζ(6) . (4.54)
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4.4. Momentum expansion of hypergeometric functions 3F2 and 4F3
In the previous subsection we have compiled material, which one needs to expand
Gaussian hypergeometric functions (4.5) w.r.t. to small parameter ai and bj . To obtain
the α′–expansion of a five–point string S–matrix one needs the power series expansion of
(4.2) w.r.t. the small parameter a, . . . , e. Let us present some important examples, which
prove to be useful in any five–point scattering process on the disk (cf. appendix A). With
the previous results and appendix B we may derive the following two expansions w.r.t.
small parameter a, . . . e
C(a, b, c, d, e) =
Γ(1 + a) Γ(1 + b) Γ(1 + c) Γ(1 + d)
Γ(2 + a+ c) Γ(2 + b+ d)
3F2
[
1 + a, 1 + b, −e
2 + a+ c, 2 + b+ d
]
= 1− a− b− c− d− 2 e+ e ζ(2) + a2 + a b+ b2 + b c+ c2 + a d+ c d+ d2
+ 3 a e+ 3 b e+ 3 c e+ 3 d e+ 3 e2 + 2 ac+ 2 bd
− (a c+ b d+ a e+ b e+ e2) ζ(2)− (a e+ b e+ 2 c e+ 2 d e+ e2) ζ(3)
− a3 − a2 b− a b2 − b3 − 3 a2 c− 2 a b c− b2 c− 3 a c2 − b c2 − c3 − a2 d− 2 a b d− 3 b2 d
− 2 a c d− 2 b c d− c2 d− a d2 − 3 b d2 − c d2 − d3 − 4 a2 e− 4 a b e− 4 b2 e− 8 a c e
− 4 b c e− 4 c2 e− 4 a d e− 8 b d e− 4 c d e− 4 d2 e− 6 a e2 − 6 b e2 − 6 c e2 − 6 d e2 − 4 e3
+ (a2 c+ a b c+ a c2 + a b d+ b2 d+ a c d+ b c d+ b d2 + a2 e+ a b e+ b2 e+ 3 a c e+ 3 b d e
− c d e+ 2 a e2 + 2 b e2 + e3) ζ(2) + (a2 c+ a c2 + b2 d+ b d2 + a2 e+ a b e+ b2 e+ 2 a c e
+ 2 b c e+ 2 a d e+ 2 b d e+ 2 a e2 + 2 b e2 + 2 c e2 + 2 d e2 + e3) ζ(3)
+
(
a2 e+ a b e+ b2 e+ 3 a c e+
5 b c e
4
+ 3 c2 e+
5 a d e
4
+ 3 b d e+
17 c d e
4
+ 3 d2 e+
a e2
4
+
b e2
4
+ 3 c e2 + 3 d e2 + e3
)
ζ(4) + . . . ,
(4.55)
and
C(a, b, c, d, e− 1) =
Γ(1 + a) Γ(1 + b) Γ(1 + c) Γ(1 + d)
Γ(2 + a+ c) Γ(2 + b+ d)
3F2
[
1 + a, 1 + b, 1− e
2 + a+ c, 2 + b+ d
]
= ζ(2)− (a+ b+ 2 c+ 2 d+ e) ζ(3)
+
(
a2 + a b+ b2 +
a c
2
+
5 b c
4
+ 3 c2 +
5 a d
4
+
b d
2
+ 3 d2 +
a e
4
+
b e
4
+ 3 c e
17 c d
4
+ 3 d e+ e2
)
ζ(4) + . . . ,
(4.56)
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for the two integrals C(a, b, c, d, e) and C(a, b, c, d, e− 1), defined in Eq. (4.4), respectively.
We now want to propose an interesting identity
3F2
[
α1, α2, α3
β1, β2
]
=
1
α1 α2 (α1 − β1) (α2 − β2) (α1 + α2 + α3 − β1 − β2)
=
{
(1− α3 + β1) (1− α3 + β2) [ β1 β2 (α1 + α2 + α3 − β1 − β2)− α1 α2 α3 ]
× C(α1, α2, β1 − α1, β2 − α2, −α3)
− α3
[
α21 (α2 − β1) (α2 − β2)− β1 β2 (α2 + α3 − β1 − β2) (1− α2 − α3 + β1 + β2) +
+ α1 α2 α3 − α1 α2 α
2
3 − α1 α
2
2 β1 + α1 α2 β
2
1 − α1 α
2
2 β2 − α1 β1 β2
+3 α1 α2 β1 β2 + 2 α1 α3 β1 β2 − 2 α1 β
2
1 β2 + α1 α2 β
2
2 − 2 α1 β1 β
2
2
]
× C(α1, α2, β1 − α1, β2 − α2, −α3 − 1)
} Γ(β1) Γ(β2)
Γ(α1) Γ(α2) Γ(β1 − α1) Γ(β2 − α2)
= 1−
α1α2α3
β1 β2 (α1 + α2 + α3 − β1 − β2)
×
{
1 +
[
(α2 − β1) (α3 − β1) + α1 (α2 + α3 − β1 − β2)− (α2 + α3 − β1) β2 + β
2
2
]
ζ(2)
+
[
α21 α2 + α1 α
2
2 + α
2
1 α3 + 4α1 α2 α3 + α
2
2 α3 + α1 α
2
3 + α2 α
2
3 − α
2
1 β1 − 4α1 α2 β1
− α22 β1 − 4α1 α3 β1 − 4α2 α3 β1 − α
2
3 β1 + 3α1 β
2
1 + 3α2 β
2
1 + 3α3 β
2
1 − 2 β
3
1 − α
2
1 β2
− 4α1 α2 β2 − α
2
2 β2 − 4α1 α3 β2 − 4α2 α3 β2 − α
2
3 β2 + 4α1 β1 β2 + 4α2 β1 β2
+4α3 β1 β2 − 3 β
2
1 β2 + 3α1 β
2
2 + 3α2 β
2
2 + 3α3 β
2
2 − 3 β1 β
2
2 − 2 β
3
2
]
ζ(3) + . . . ,
(4.57)
which will be proven in section 5. In fact, it pops up automatically as a byproduct of our
five–gloun scattering amplitude, once we perform the calculation in the way described in
section 2. The above equation relates the hypergeometric function 3F2
[
α1,α2,α3
β1,β2
]
to the two
expressions (4.55) and (4.56) from before. The power series of the hypergeometric function
3F2
[
α1, α2, α3
β1, β2
]
=
Γ(β1) Γ(β2)
Γ(α1) Γ(α2) Γ(β1 − α1) Γ(β2 − α2)
× C(α1 − 1, α2 − 1, β1 − α1 − 1, β2 − α2 − 1,−α3) .
(4.58)
has meromorphic poles in β1, β2 and α1+α2+α3−β1−β2, while the functions (4.55) and
(4.56) are finite. Hence the above identity yields a non–trivial relation between a singular
hypergeometric function and two non–singular ones. From the previous results (4.55) and
(4.56) we may easily deduce the power series expansion of the singular hypergeometric
function 3F2
[
α1,α2,α3
β1,β2
]
. In fact, from (4.21) one deduces, that in that case non–convergent
sums would appear, if one performed a naive expansion. The techniques, how to deal with
58
such cases, have been pioneered in Ref. [31]. However, it is quite intriguing (cf. section 5),
that from string–theory we find powerful identities to avoid this problem.
Finally, the momentum expansion of 4F3
[
1+b, 1+a, 1+c, −j
2+b+e, 2+a+d, 2+c+f
]
, relevant to six open
string amplitudes, will be given in appendix C.
4.5. Multiple zeta values, Euler–Zagier sums and momentum expansion of F (3)
In this subsection we present the tools relevant for the momentum expansion of the
triple hypergeometric function F (3), given in Eq. (4.16). Expanding the function F (3)
w.r.t. the parameter a, . . . , j generically leads to triple infinite sums over positive integers.
These sums represent generalizations of the multiple zeta values of length k:
ζ(s1, . . . , sk) =
∑
n1>...>nk>0
k∏
j=1
1
n
sj
j
=
∞∑
n1,...,nk=1
k∏
j=1
 k∑
i=j
ni
−sj , (4.59)
with s1 ≥ 2 , s2, . . . , sk ≥ 1. The multiple zeta value are related to the multiple polyloga-
rithm
Lis1,...,sk(x1, . . . , xk) =
∑
n1>...>nk>0
k∏
j=1
x
nj
j
n
sj
j
, (4.60)
for xj = 1, i.e. ζ(s1, . . . , sk) = Lis1,...,sk(1, . . . , 1). The latter reduces to the Riemann–Zeta
function for k = 1, i.e. Lia(1) = ζ(a). The case k = 3 has already occurred in (4.49) and
representative examples may be found in Ref. [30]. Furthermore, the multiple zeta values
(4.59) have the integral representation [32]
ζ(s1, . . . , sk) =
∫ ∞
1
dx1
x1
. . .
∫ ∞
1
dxk
xk
k∏
j=1
1
Γ(sj)
(lnxj)
sj−1
j∏
i=1
xi − 1
. (4.61)
Our case of interest is k = 3:
ζ(s1, s2, s3) = −
(−1)s1+s2+s3
Γ(s1) Γ(s2) Γ(s3)
∫ 1
0
dx
∫ 1
0
dy
∫ 1
0
dz x2 y
(lnx)s1−1 (ln y)s2−1 (ln z)s3−1
(1− x) (1− xy) (1− xyz)
.
(4.62)
It is this relation (4.62), which gives (formally) the link between the two expressions (3.31)
and (4.16) after expanding them w.r.t. to small parameter a, . . . , j.
On the other hand, after looking closer at the nine polynomials showing up in (3.31)
we realize, that (4.62) is not of considerable help. In fact, In the following we shall deal
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with some generalizations of the sum (4.59). These sums are called Euler–Zagier double
series or Witten zeta function13 [33,34]. One example is the following double sum:
W (r, s, t) =
∞∑
m,n=1
1
nr ms (m+ n)t
. (4.63)
It enjoys the Pascal triangle recurrence relation
W (r, s, t) =W (r − 1, s, t+ 1) +W (r, s− 1, t+ 1) , (4.64)
and the useful relations [35]:
2 W (a− 2, 1, 1)−W (1, 1, a− 2) = 2 ζ(a) ,
W (1, 1, a− 2) = (a− 1) ζ(a)−
a−2∑
i=2
ζ(i) ζ(a− i) ,
W (a− 2, 1, 1) =
1
2
W (1, 1, a− 2) + ζ(a) ,
W (1, 0, a− 1) =
1
2
W (1, 1, a− 2) .
(4.65)
From the latter relations we may deduce e.g.
W (1, 1, 1) = 2 ζ(3) , W (1, 1, 2) =
1
2
ζ(4) (4.66)
among other remarkable identities. An immediate consequence of (4.65) is the identity
(α ≥ 1):
∞∑
m,n=1
1
m (1 + n) (1 +m+ n)α
= −α+ (α+ 1) ζ(α+ 2) +
α∑
i=2
ζ(i)−
α∑
i=2
ζ(i) ζ(α+ 2− i) ,
(4.67)
which may be proven by noting
∞∑
m,n=1
1
m (1+n) (1+m+n)α = W (1, 1, α)−
∞∑
m=1
1
m (m+1)α and
using (4.38). We may derive an other important series, similar to (4.67), namely
∞∑
m,n=1
1
m (1 +m+ n)α
=
∞∑
m,n=1
n>m
1
m (n+ 1)α
=
∞∑
n=1
Hn−1
(n+ 1)α
=
∞∑
n=1
Hn
(n+ 1)α
−
∞∑
n=1
1
n (n+ 1)α
= −α +
1
2
α ζ(α+ 1) +
α∑
i=2
ζ(i)−
1
2
α−2∑
i=1
ζ(α− i) ζ(i+ 1) ,
(4.68)
13 These zeta functions represent sums over all finite–dimensional representations ρ of a semi–
simple Lie algebra g: ζg(s) =
∑
ρ
[dim(ρ)]−s. E.g.: ζsl(2)(s) = ζ(s) and ζsl(3)(s) = 2
s W (s, s, s).
Special values of these zeta functions calculate the volume of certain moduli spaces of vector
bundles of curves in analogy as ζ(2g) is proportional to the Euler characteristic of the moduli
space of Riemann surfaces of genus g.
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where we have used Eqs. (4.38) and (4.29). Similarly, we may deduce:
∞∑
m,n=1
1
(1 +m) (1 +m+ n)α
= 1+
1
2
α ζ(α+1)− ζ(α)−
1
2
α−2∑
i=1
ζ(α− i) ζ(i+1) . (4.69)
After subtracting the two equations (4.68) and (4.69), we obtain:
∞∑
m,n=1
1
m (1 +m) (1 +m+ n)α
= −α − 1 + 2 ζ(α) +
α−1∑
i=2
ζ(i) . (4.70)
The next type of sum we shall be concerned with is:
∞∑
m,n=1
1
n (1 +m) (1 +m+ n) (2 +m+ n)
= 2 ζ(3)−
9
4
. (4.71)
This equality may be proven after performing the partial fraction decomposition
1
(1+m+n) (2+m+n) =
1
(1+m+n) −
1
(2+m+n) and determining the two series
∞∑
m,n=1
1
n (1 +m) (1 +m+ n)
= −1 + 2 ζ(3) ,
∞∑
m,n=1
1
n (1 +m) (2 +m+ n)
=
∞∑
m,n=1
1
n m (1 +m+ n)
−
∞∑
n=1
1
n(n+ 2)
= 2−
3
4
=
5
4
,
(4.72)
which follow from (4.67) and:
∞∑
m,n=1
1
n m (1 +m+ n)
=
∞∑
m,n=1
(
1
n
−
1
1 +m+ n
)
1
m(m+ 1)
=
∞∑
m=1
Hm+1
m(m+ 1)
= 2 ,
(4.73)
respectively. Furthermore, we present the identity
∞∑
m,n=1
1
m n (1 +m) (1 + n) (1 +m+ n)
= 5− 4 ζ(3) , (4.74)
which may be proven after partial fraction decomposition
1
m n (1 +m) (1 + n) (1 +m+ n)
=
(
1
m
−
1
1 +m
) (
1
n
−
1
1 + n
)
1
1 +m+ n
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and determining the three sums:
∞∑
m,n=1
1
m n (1 +m+ n)
= 2 ,
∞∑
m,n=1
1
m (1 + n) (1 +m+ n)
=W (1, 1, 1)−
∞∑
m=1
1
m (m+ 1)
= 2 ζ(3)− 1 ,
∞∑
m,n=1
1
(1 +m) (1 + n) (1 +m+ n)
=
∞∑
m,n=1
1
n (n+ 1)
(
1
m+ 1
−
1
m+ n+ 1
)
=
∞∑
n=1
1
n (n+ 1)
(Hn+1 − 1) = 1 .
(4.75)
The first sum follows from (4.73) and the second from (4.66) or (4.67). From Eqs. (4.75)
we may also derive
∞∑
m,n=1
1
(1 +m) n (1 + n) (1 +m+ n)
= 2 ζ(3)− 2 , (4.76)
after performing the partial fraction decomposition:
1
(1 +m) n (1 + n) (1 +m+ n)
=
(
1
n
−
1
1 + n
)
1
(1 +m) (1 +m+ n)
.
Moreover, we prove the two identities:
∞∑
m,n=1
1
n m (1 +m) (1 +m+ n)2
= 8− 3 ζ(2)− 2 ζ(3)−
1
2
ζ(4) ,
∞∑
m,n=1
1
m (2 + n) (1 +m+ n)2
= −
3
2
ζ(2) + 3 ζ(3)− 1 .
(4.77)
After relabeling m and performing partial fraction decomposition the first sum may be
casted into:
∞∑
n=1
m≥2
1
n m (m− 1) (m+ n)2
=
∞∑
m,n=1
1
m n (1 +m+ n)2
−
∞∑
m,n=1
1
m n (m+ n)2
+
∞∑
n=1
1
n (n+ 1)2
.
According to (4.66) and (4.38), the last two sums give W (1, 1, 2) = 1
2
ζ(4) and 2 − ζ(2),
respectively, while the first sum may be written:
∞∑
m,n=1
1
m n (1 +m+ n)2
=
∞∑
m,n=1
(
1
m
+
1
n
)
1
(m+ n) (1 +m+ n)2
= 2
∞∑
m,n=1
1
m (m+ n) (1 +m+ n)2
= 2
∞∑
n=1
Hn−1
n(n+ 1)2
= 2 [ 3− ζ(3)− ζ(2) ] .
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On the other hand, the second sum of (4.77) may be written:
∞∑
m,n=1
1
m (2 + n) (1 +m+ n)2
= 2
∞∑
m,n=1
1
m (m+ n) (m+ n− 1)2
−
∞∑
m=1
1
2 m (1 +m)2
−
∞∑
m=1
1
m3
= −1 +
1
2
ζ(2)− ζ(3) + 2
∞∑
n=1
Hn
n2(1 + n)
= −
3
2
ζ(2) + 3 ζ(3)− 1 .
Besides, let us check the following sum:
∞∑
m,n=1
1
(1 + n) m2 (m+ n)2
= −
1
2
ζ(4) +
1
2
ζ(2)2 + 5 ζ(3)− 4 ζ(2) . (4.78)
After writing the numerator 1 = 1+n+m−m−n we may divide the sum into a combination
of the following three pieces:
∞∑
m,n=1
1
m2 (m+ n)2
=
∑
m<n
1
m2 n2
= ζ(2, 2) =
1
2
ζ(2)2 −
1
2
ζ(4) ,
∞∑
m,n=1
1
m (1 + n) (m+ n)2
=
∞∑
m,n=1
1
m (2 + n) (1 +m+ n)2
+
1
2
∞∑
m=1
1
m (1 +m)2
= −2 ζ(2) + 3 ζ(3) ,
∞∑
m,n=1
1
m2 (1 + n) (m+ n)
=
∞∑
m,n=1
1
m2
1
n (1 + n)
−
∞∑
n=1
1
n (1 + n)2
−
∞∑
m,n=1
1
n (1 + n) (1 +m) (1 +m+ n)
= 2 ζ(2)− 2 ζ(3) .
(4.79)
While the first sum of (4.79) is standard (cf. Eq. (4.49)), for the second sum the result
(4.77) and for the third sum the identity (4.76) have been used in addition to Eq. (4.38).
After putting these sums together we prove (4.78).
So far we have listed all sums we shall need for expanding the six functions (3.50)
up to first order in the momenta si. To go beyond this order we have also calculated the
following three triple sums:
∞∑
mi=1
m3
m1 m2 (m1 +m3) (m2 +m3) (m1 +m2 +m3)
=
7
4
ζ(4) ,
∞∑
mi=1
1
m1 m2 (1 +m1 +m3) (m2 +m3) (m1 +m2 +m3)
=
19
4
ζ(4)− 4 ζ(3) ,
∞∑
mi=1
1
m1 m2 (m1 +m3) (m2 +m3) (1 +m1 +m2 +m3)
=
17
4
ζ(4) + 2 ζ(3)− ζ(2)− 5 .
(4.80)
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These two sums may be proven, by first computing the following somewhat simpler triple
sums:
∞∑
mi=1
1
(1 +m1 +m3) (m2 +m3) (m1 +m2 +m3)2
= −
13
4
ζ(4)− 3 ζ(3) + 2 ζ(2) +
3
2
ζ(2)2 ,
∞∑
mi=1
1
m1 (1 +m1 +m3) (m2 +m3) (m1 +m2 +m3)
= −2 ζ(4)− 2 ζ(3) + ζ(2) +
3
2
ζ(2)2 ,
∞∑
mi=1
1
m1 m2 (1 +m1 +m3) (m2 +m3)
= 2 ζ(3) + ζ(2) ,
∞∑
mi=1
1
m1 m2 (m2 +m3) (m1 +m2 +m3)
= 8 ζ(4)− 2 ζ(2)2 ,
∞∑
mi=1
1
m1 m2 (m2 +m3) (m1 +m3)
=
11
2
ζ(4)− ζ(2)2 ,
∞∑
mi=1
1
m2 (m1 +m3) (m2 +m3) (m1 +m2 +m3)
= −
5
2
ζ(4) +
3
2
ζ(2)2 ,
∞∑
mi=1
1
(m1 + m3) (m2 +m3) (m1 +m2 +m3)2
=
17
4
ζ(4)− 2 ζ(2) ,
∞∑
mi=1
1
m1 m2 (m1 +m3) (m2 +m3) (1 +m1 +m2 +m3)
=
17
4
ζ(4) + 2 ζ(3)− ζ(2)− 5 ,
∞∑
mi=1
1
m1 m2 (1 +m2) (m2 +m3) (1 +m1 +m2 +m3)
= 5− 2 ζ(3)− ζ(2) .
(4.81)
In addition, we have also derived the following sums involving the harmonic number
∞∑
mi=1
Hm1+m3
m1 (1 +m1 +m3)2
= −ζ(2) +
1
2
ζ(2)2 + ζ(3) +
3
2
ζ(4) ,
∞∑
mi=1
Hm3
m1 (1 +m1 +m3)2
=
9
2
ζ(4)− ζ(2)2 ,
∞∑
mi=1
Hm1−1
m1 (1 +m1 +m3)2
= −3 + ζ(2) + ζ(3) + ζ(4) ,
∞∑
mi=1
Hm3
m1 (1 +m3) (1 +m1 +m3) (2 +m1 +m3)
= 1 + ζ(2)− 2 ζ(3) ,
(4.82)
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∞∑
mi=1
Hm1−1
m1 (1 +m3) (1 +m1 +m3) (2 +m1 +m3)
=
15
4
− ζ(2)− 2 ζ(3) ,
∞∑
mi=1
Hm1+m3
m1 (1 +m3) (1 +m1 +m3) (2 +m1 +m3)
= −
3
2
−
5
2
ζ(2) +
11
2
ζ(4) ,
∞∑
mi=1
Hm1+m2−1
m1 (m1 +m2)2
=
3
2
ζ(4) +
1
2
ζ(2)2 ,
∞∑
mi=1
Hm2
m1 (m1 +m2)2
= 5 ζ(4)− ζ(2)2 ,
∞∑
mi=1
Hm2
m1 m2 (m1 +m2)
=
11
2
ζ(4)−
1
2
ζ(2)2 ,
∞∑
mi=1
Hm2
m2 (m1 +m2)2
=
1
2
ζ(4) +
1
2
ζ(2)2 ,
∞∑
mi=1
Hm1+m2−1
(1 +m1) (m1 +m2)2
=
7
4
ζ(4) +
1
2
ζ(2)2 − ζ(3) ,
∞∑
mi=1
Hm2
(1 +m1) (m1 +m2)2
= 5 ζ(4)− ζ(2)2 + 2 ζ(3)− 2 ζ(2) ,
∞∑
mi=1
Hm3
m2 (2 +m3) (1 +m2 +m3)2
= −2 ζ(2)− ζ(2)2 +
23
4
ζ(4) ,
∞∑
mi=1
Hm2−1
m2 (2 +m3) (1 +m2 +m3)2
= −
3
2
+
1
2
ζ(2)− ζ(2)2 −
5
2
ζ(3) + 6 ζ(4) ,
∞∑
mi=1
Hm2+m3
m2 (2 +m3) (1 +m2 +m3)2
=
23
4
ζ(4)−
5
2
ζ(2)−
3
2
ζ(3) ,
and finally the following triple sums:
∞∑
mi=1
1
m1 (1 +m1 +m3)3
= −3 +
3
2
ζ(4)−
1
2
ζ(2)2 + ζ(2) + ζ(3) ,
∞∑
mi=1
1
m1 (1 +m3) (1 +m1 +m3)2
= −2 + 3 ζ(4)− ζ(2)2 + ζ(2) ,
∞∑
mi=1
1
m1 (1 +m3) (1 +m1 +m3) (2 +m1 +m3)
= −
9
4
+ 2 ζ(3) ,
∞∑
mi=1
1
m1 (1 +m3)2 (1 +m1 +m3) (2 +m1 +m3)
=
11
4
−
π2
6
+
π4
72
− 2 ζ(3) ,
(4.83)
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∞∑
mi=1
1
m1 (1 +m3) (1 +m1 +m3) (2 +m1 +m3)2
= −
29
4
+
π2
4
+ 4 ζ(3) ,
∞∑
mi=1
1
m1 (1 +m3) (1 +m1 +m3)2 (2 +m1 +m3)
=
1
4
+ 3 ζ(4) + ζ(2)− ζ(2)2 − 2 ζ(3) ,
∞∑
mi=1
1
m2 (2 +m3)2 (1 +m2 +m3)3
= −
1
2
−
15
4
ζ(2) +
1
2
ζ(2)2 + 4 ζ(3) +
1
2
ζ(4) ,
∞∑
mi=1
1
m2 (2 +m3) (1 +m1 +m2 +m3)3
= −
3
2
+
5
2
ζ(2)−
1
2
ζ(2)2 −
7
2
ζ(3) +
11
4
ζ(4) ,
∞∑
mi=1
1
(1 + m3) m2 (2 +m3) (1 +m2 +m3)2
= −1 + 3 ζ(4) +
5
2
ζ(2)− 3 ζ(3)− ζ(2)2 .
These results may be proven through multiple applying partial fractioning and using rela-
tions derived above and in subsection 4.3.
Let us move on to the power series expansion w.r.t. small parameter a, . . . , j of the
function F
[
a+m24,b+m25,d+m26,e+m34,g+m35
c+m36,f+m45,h+m46,j+m56
]
, given in Eq. (4.7). However, the parameter mij
are some integers in the range mij ∈ {0,±1,±2}. According to the definition (3.24),
this corresponds to the integral (3.31), with the parameter a, . . . , b being some linear
combination of kinematic invariants si and nij , given by Eq. (3.32). We shall expand
the triple sum (4.16) w.r.t. small parameter a, . . . , j. Generically this leads to a power
series in the parameter a, . . . , j with its coefficients given by some triple, double or single
Euler sum of the type we have discussed above. Let demonstrate, how it works for the
function F [ a,b,d,e,gc,f,h,j−2 ]. To keep the expressions short, we shall only write up, how the g
and h–dependent terms appear up to the second order. With this example the procedure
should become clear, how the power series expansion of (4.7) is obtained and how at each
order generically some multiple Euler–Zagier sum appears. Of course working out all the
dependence in all parameter a, . . . , j is quite cumbersome, since at each order some triple
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sums have to be evaluated. For the case at hand we obtain from Eq. (4.16):
F
[
a, b, d, e, g
c, f, h, j − 2
]
=
Γ(1 + d) Γ(1 + e) Γ(1 + f)
Γ(−g) Γ(−h) Γ(2− j)
∞∑
mi=0
Γ(−g +m1) Γ(−h+m2) Γ(2− j +m3)
m1! m2! m3!
×
Γ(1 +m1 +m2 +m3 + b)
Γ(2 +m1 +m2 +m3 + b+ e)
Γ(1 +m1 +m3 + a)
Γ(2 +m1 +m3 + a+ d)
Γ(1 +m2 +m3 + c)
Γ(2 +m2 +m3 + c+ f)
= 1 +
∞∑
m3=1
1
(1 +m3)2︸ ︷︷ ︸
=ζ(2)−1
−(g + h) [
∞∑
m1,m3=1
1
m1 (1 +m1 +m3)2︸ ︷︷ ︸
=−2+ζ(2)+ζ(3)
+
∞∑
m1=1
1
m1 (1 +m1)2︸ ︷︷ ︸
=2−ζ(2)
]
+ gh
∞∑
mi=1
m3
m1 m2 (m1 +m3) (m2 +m3) (m1 +m2 +m3)︸ ︷︷ ︸
= 74 ζ(4)
+ (g2 + h2) [
∞∑
m1,m3=1
Hm1−1
m1 (m1 +m3)2︸ ︷︷ ︸
=ζ(2,1,1)=ζ(4)
] + (a, b, c, d, e, f, j)− dependent terms + . . .
= ζ(2)− (g + h) ζ(3) +
(
g2 + h2 +
7
4
gh
)
ζ(4) + (a, b, c, d, e, f, j)− dep. terms + . . . .
(4.84)
We now present the full expansions for the functions (3.54), which we need to obtain the
α′–expansion of the six–gluon amplitude. Above we have compiled all the sums necessary
to perform this work. We obtain the following results:
F
[
a, b, d, e, g
c, f, h, j
]
= 1− a− b− c− d− e− f − 2 g − 2 h− 3 j + (g + h+ j) ζ(2) + j ζ(3)
+ a2 + a b+ b2 + a c+ b c+ c2 + 2 a d+ b d+ c d+ d2 + a e+ 2 b e+ c e
+ d e+ e2 + a f + b f + 2 c f + d f + e f + f2 + 3 a g + 3 b g + 2 c g + 3 d g
+ 3 e g + 2 f g + 3 g2 + 2 a h+ 3 b h+ 3 c h+ 2 d h+ 3 e h+ 3 f h+ 5 g h
+ 3h2 + 4 a j + 4 b j + 4 c j + 4 d j + 4 e j + 4 f j + 8 g j + 8h j + 6 j2
−
(
a d+ b e+ c f + a g + b g + c g + f g + g2 + a h+ b h+ c h+ d h+ h2
+a j + b j + c j + 3 g j + 3h j + 2 j2
)
ζ(2)
−
[
g2 + 2 dg + 2 eg + 4 hg + h2 + 2 j2 + 2 eh+ 2 fh
+2 (d+ e+ f + g + h) j + a (g + j) + c (h+ j) + b (g + h+ j) ] ζ(3)
− [ j (a+ b+ c) +
j
4
(5 d+ 5 e+ 5 f + 2 g + 2 h+ j) ] ζ(4) + . . . .
(4.85)
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The other sums encountered above appear in the expansion of the following functions:
F
[
a, b, d, e, g
c, f, h, j − 2
]
= (1 + j) ζ(2)− (a+ b+ c+ 2 d+ 2 e+ 2 f + g + h+ 2 j) ζ(3)
+ j2 ζ(2)− j (a+ b+ c+ 2 d+ 2 e+ 2 f + g + h+ 2 j) ζ(3)
+
{
a2 + ba+ ca+ b2 + c2 + 3 d2 + 3e2 + 3 f2 + g2 + h2 + 3 dg
+ 3 eg + 3 eh+ 3 fh+ bc+
da
2
+
5ea
4
+
5fa
4
+
ga
4
+
ha
2
+
5ja
4
+
5j2
4
+
5bd
4
+
5cd
4
+
be
2
+
5ce
4
+
17de
4
+
5bf
4
+
cf
2
+
17df
4
+
17ef
4
+
bg
4
+
cg
2
+
5fg
2
+
bh
4
+
ch
4
+
5dh
2
+
7gh
4
+
5bj
4
+
5cj
4
+
17dj
4
+
17ej
4
+
17fj
4
+
5gj
2
+
5hj
2
+
5j2
4
}
ζ(4) + . . . ,
F
[
a+ 1, b, d, e, g
c, f, h, j − 1
]
= −1 + ζ(2) + 3 a− b− c+ 3 d+ 2 g + j
− (2 a− b− c+ d− e− f − 2 h) ζ(2)
− (b+ c+ 2 d+ 2 e+ 2 f + 2 g + 3 h+ j) ζ(3)
− 6 a2 + 4 (b+ c− 3 d− 2 g − j) a− b2 − c2 − 6 d2 +
31g2
8
− j2
+ 4 cd+ 3 cg − 8 dg + 4 fg + cj − 4 dj + gj + b (−c+ 4 d+ 2 g + j)
+
{
3 a2 + [−3 b− 3 c+ 5 d− 2 (e+ f − g + 2 h) + j] a+ b2 + c2
+ d2 − g2 − 2 cd+ ce− 2 de+ 2 cf − 2 df − cg − 2 eg + 2 ch
−4 dh+ b (c− 2 d+ 2 e+ f + 2 h) − (e+ f − g + 2 h) j } ζ(2)
+
{
a2 + [b+ c+ 4 d+ 3e+ 3 f + 4 (g + h) + 2 j] a− b2 − c2 + 2 d2
− 2 e2 − 2 f2 − 2 g2 − 3 h2 − bc− bd− cd− 3 be− 2 ce− 2 bf − 3 cf
− 3 ef − 2 bg − 2 cg + 2 dg − 2 eg − 4 fg − 4 bh− 4 ch+ dh− 6 eh
−6 fh− 4 gh− bj − cj + dj − ej − fj − 2 gj} ζ(3)
+
{
b2 + cb+
5db
4
+
eb
2
+
5fb
4
+
gb
2
+
3hb
2
+
jb
4
+ c2 + 3 d2 + 3 e2
+ 3 f2 +
7h2
2
+ j2 −
3ad
4
+
5cd
4
+
5ce
4
+
17de
4
+
cf
2
+
17df
4
+
17ef
4
+
5cg
4
+ 6 dg + 6eg +
5fg
4
+
7ah
4
+
3ch
2
+
11dh
2
+
29eh
4
+
29fh
4
+
19gh
4
+
cj
4
+ 3 dj + 3 ej + 3 fj +
13hj
4
}
ζ(4) + . . . .
(4.86)
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F[
a, b, d, e, g− 1
c, f, h, j
]
= ζ(2)− (c+ f − h+ j) ζ(2)
− (a+ b+ 2 d+ 2 e+ g + 2 h− j) ζ(3) + . . . ,
F
[
a, b, d, e, g
c+ 1, f, h, j − 1
]
= −1 + ζ(2)− a− b+ 3 c+ 3 f + 2 h+ j
+ (a+ b− 2 c+ d+ e− f + 2 g) ζ(2)
− (a+ b+ 2 d+ 2 e+ 2 f + 3 g + 2 h+ j) ζ(3) + . . . ,
F
[
a, b+ 1, d, e, g
c, f, h, j − 1
]
= −1 + ζ(2)− a+ 3 b− c+ 3 e+ 2 g + 2 h+ j
+ (a− 2 b+ c+ d− e+ f) ζ(2)
− (a+ c+ 2 d+ 2 e+ 2 f + 2 g + 2 h+ j) ζ(3) + . . . ,
F
[
a, b, d, e, g
c, f, h, j − 1
]
= ζ(3)−
1
4
(4 a+ 4 b+ 4 c+ 5 d+ 5 e+ 5 f + 2 g + 2 h+ j) ζ(4) + . . . .
(4.87)
The function F [ a,b,d,e,gc+1,f,h,j−1 ] may be obtained from F [
a+1,b,d,e,g
c,f,h,j−1 ] thanks to the symmetry (4.8),
i.e. through the permutations a↔ c, d↔ f, g ↔ h on the latter.
4.6. Momentum expansion of singular triple hypergeometric functions F (3)
In this subsection we shall address the case when the integrand of (4.7) has poles.
One example is the integral
F
[
a− 1, b− 1, d, e, g
c, f, h, j
]
=
∫ 1
0
dx
∫ 1
0
dy
∫ 1
0
dz xa−1 yb−1 zc
× (1− x)d (1− y)e (1− z)f (1− xy)g (1− yz)h (1− xyz)j ,
(4.88)
whose integrand diverges for x, y → 0. Hence we should expect a double pole 1
ab
in the
expansion of F [a−1,b−1,d,e,gc,f,h,j ] w.r.t. to small parameter a, . . . , j. For the case at hand the
sums in the general expression (4.16) are not convergent. However, this problem is only a
manifestation of the chosen integral representation (4.16) and other representation would
be well–behaved after proper analytic continuation. For the case at hand we may not
expand (4.16) due to the lack of absolute convergence. We do not undertake to obtain
the appropriate convergent expression of (4.16) for that case rather we follow the methods
anticipated in [31]. We add and subtract a similar singular piece to F [a−1,b−1,d,e,gc,f,h,j ], such
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that we obtain two expressions, which may be handled easily. The integral F [a−1,b−1,d,e,gc,f,h,j ]
is rearranged as a sum of two pieces: F [a−1,b−1,d,e,gc,f,h,j ] = I
a
I + I
b
I , with:
IaI =
∫ 1
0
dx
∫ 1
0
dy
∫ 1
0
dz xa−1 yb−1 zc (1− x)d (1− y)e (1− z)f (1− yz)h
×
{
(1− xy)g (1− xyz)j − 1
}
IbI =
(∫ 1
0
dx xa−1 (1− x)d
)
︸ ︷︷ ︸
= B(a−1,d)
(∫ 1
0
dy
∫ 1
0
dz yb−1 zc (1− y)e (1− z)f (1− yz)h
)
︸ ︷︷ ︸
= C(b−1,c,e,f,h)
.
(4.89)
The integrand of the first integral IaI stays finite for x, y → 0. Hence we may easily
expand this integral w.r.t. to the parameter a, . . . , j. On the other hand, the two integrals
of the second expression IbI have poles. However, the latter may be treated easily by using
material of subsections 4.1. and 4.4. The double integral C(b−1, c, e, f, h) may be obtained
from the results of appendix A. More precisely, the latter may be expressed as a linear
combination of Φ1 and Φ2, given in (4.55) and (4.56), respectively:
C(a− 1, b, c, d, e) =
(1− a+ b+ d+ e) (1 + a+ c+ e) Φ1 − e (1 + c+ d+ e) Φ2
a (1− a+ b+ d)
.
To this end, we find
IaI = j (ζ(2)− 1)− (g + j) ζ(3) + . . . ,
IbI =
(
1
a
− d ζ(2) + . . .
) (
1
b
−
c+ f
b
+ h+
(c+ f)2
b
− ζ(2) (e+
cf
b
+ h) + . . .
)
,
(4.90)
and altogether:
F
[
a− 1, b− 1, d, e, g
c, f, h, j
]
=
1
a b
−
c+ f
a b
+
(c+ f)2 + b h
a b
−
(
d
b
+
c f
a b
+
e+ h
a
)
ζ(2)+O(ǫ) .
(4.91)
Our next example is the integral:
F
[
a− 1, b, d, e, g
c, f, h, j
]
=
∫ 1
0
dx
∫ 1
0
dy
∫ 1
0
dz xa−1 yb zc
× (1− x)d (1− y)e (1− z)f (1− xy)g (1− yz)h (1− xyz)j ,
(4.92)
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which again may be split into two contributions:
IaII =
∫ 1
0
dx
∫ 1
0
dy
∫ 1
0
dz xa−1 yb zc (1− x)d (1− y)e (1− z)f (1− yz)h
×
{
(1− xy)g (1− xyz)j − 1
}
IbII =
(∫ 1
0
dx xa−1 (1− x)d
)
︸ ︷︷ ︸
= B(a−1,d)
(∫ 1
0
dy
∫ 1
0
dz yb zc (1− y)e (1− z)f (1− yz)h
)
︸ ︷︷ ︸
= C(b,c,e,f,h)
.
(4.93)
The first integrand of the first integral IaII stays finite. Moreover, the second integral of
IbII has not any poles either and may be evaluated by the results of section 4.4. It is
equivalent to Φ1, given in (4.55). With this information, we find:
IaII = g + 3 j − (g + 2 j) ζ(2) + . . . ,
IbII =
(
1
a
− d ζ(2) + . . .
)
( 1− b− c− e− f − 2 h+ ζ(2) h+ . . . ) .
(4.94)
Finally, we obtain
F
[
a− 1, b, d, e, g
c, f, h, j
]
=
1
a
−
b+ c+ e+ f + 2h
a
+
h
a
ζ(2) +O(ǫ) . (4.95)
As a third example we want to discuss the following integral:
F
[
a− 1, b− 1, d− 1, e− 1, g
c− 1, f − 1, h, j
]
=
∫ 1
0
dx
∫ 1
0
dy
∫ 1
0
dz xa−1 yb−1 zc−1 (1− x)d−1
× (1− y)e−1 (1− z)f−1 (1− xy)g (1− yz)h (1− xyz)j .
(4.96)
The integrand has meromorphic poles at x, y, z = 0, 1. Therefore, this integral implies
various triple poles after expanding w.r.t. to small a, . . . , j. There is not a simple way to
disentangle the singular part of this integral in the way applied before. On the other hand,
from our system of equations for F (3) we may easily deduce the momentum expansion:
F
[
a− 1, b− 1, d− 1, e− 1, g
c− 1, f − 1, h, j
]
=
(a+ d) (c+ f)
a b c d f
+
(a+ d) (d+ e) + d g
a c d e (d+ e+ g)
+
e+ f
a e f (e+ f + h)
+
(d+ e) (e+ f) (d+ e+ f + g) + [(d+ e) (e+ f) + e g] h
d e f (d+ e+ g) (e+ f + h) (d+ e+ f + g + h+ j)
+O(ǫ−1) .
(4.97)
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5. Reducible diagrams and contact interactions
We have found, that thanks to the relations Eq. (3.48) the six–gluon string S–matrix
(3.1) at the disk–level may be expressed as a linear combination of six triple hypergeometric
functions. The latter encode the α′–dependence of the full string amplitude. In that linear
combination the coefficients in front of those six functions are meromorphic polynomials
in the kinematical invariants si. In Eqs. (3.56), (3.57) and (3.59) the string S–matrix
is given as a power series in α′ up to the order α′4. In order to correctly interpret this
result, we look on the latter from the field theory side. More precisely, the string S–matrix
comprises many field–theoretical Feynman diagrams with six external legs. Out of this
set of diagrams we are only interested in the irreducible diagrams as they only represent
new interaction terms in the low–energy effective action. The reducible diagrams may be
built by the Feynman rules applied to the known terms in the effective action. The string
S–matrix result is organized as a power series in the momenta of the external states (cf.
Eqs. (3.56), (3.57) and (3.59)). Each power in the momenta comprises a certain class of
reducible and irreducible Feynman diagrams. All terms in the expansions are weighted
with special values of the Riemann zeta–function. Formally, the six–gluon string S–matrix
assumes the momentum (α′)–expansion:
A6(k) ∼ k
−2 + 0 k0 + ζ(2) k2 + ζ(3) k4 + ζ(4) k6 +O(k8) . (5.1)
Up to k6 (α′4), there occurs the set of zeta–values: ζ(2), ζ(3), ζ(4) and ζ(2)2, together
with 1 accounting for pure Yang–Mills diagrams (field–theory). But only ζ(2)2 and ζ(4)
appear at the order α′4 (cf. Eq. (3.59)). This has important consequences on the number
of reducible diagrams, which the string S–matrix may comprise at this order in α′. Each
α′–order brings a new set of zeta functions and combinations thereof. E.g. at the α′5–
order ζ(5) and ζ(2) ζ(3) show up, while up to the α′6–order ζ(6), ζ(2) ζ(4), ζ(2)3 and
ζ(3)2 show up in addition to the previous zeta–values. As we shall see, each zeta–value in
the α′–expansion gives information about a class of underlying reducible and irreducible
diagrams.
Since we want to extract the six–point interactions14 of the terms F 6, D2F 5 and D4F 4
from the string S–matrix (3.1), we shall be only interested in the irreducible diagrams at
14 Note, that the D4F 4 terms are in principle already known from the four– and five–gluon
string S–matrix. Hence, its four–vertex V84 with four external gluons and its five–vertex V
7
5 with
five external gluons will also appear in the reducible diagrams. The same is true for D2F 5: Its
five–vertex V75 is already determined from a five gluon scattering amplitude. However, the six–
vertex V6 with six external gluons, build from D
4F 4 and D2F 5, is determined by our six–gluon
amplitude at α′4.
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momentum order O(k6), i.e. the contact interactions of six gluons, as only those represent
new interaction terms in the effective action at order α′4. Therefore, we shall study the
α′4–order of Eqs. (3.56), (3.57) and (3.59) in more detail. Of course, the lower orders of
the latter are also interesting as they should correctly reproduce Yang–Mills interactions
of Table 1 up to the order α′3 as a consequence of unitarity. The lower momentum orders
k−2, k2, k4 of the string S–matrix (3.1), represent reducible diagrams with six external
legs. Because of unitarity they must be completely determined by the Feynman rules
applied to the effective action, valid up to O(α′3). On the other hand, momentum powers
of (3.1) beyond k6 represent gluon interactions such as D2F 6, D4F 5, D6F 4, which only
become relevant at α′5 or higher. To conclude, we shall only be interested in the reducible
and irreducible diagrams of momentum order k6.
Let P denote the number of internal propagators inside a reducible Feynman graph
and V kn the number of vertices V
k
n with n legs and energy dimension k. We are then able
to compute the total number of external lines N of a given Feynman graph
N =
∑
n≥3
k≥0
nV kn − 2P , (5.2)
with N the total number of external legs. Notice, that the sum starts at n = 3, in
accordance that a vertex cannot have less than three legs. If two vertices are glued together,
two legs are converted into an propagator. This way one has to subtract the double number
of propagators P . Let us now take into account, that we only consider tree–level diagrams.
This restricts the number of propagators for a given diagram to
P =
∑
n≥3
k≥0
V kn − 1 , (5.3)
where the sum runs over the whole number of vertices. After eliminating the number of
propagators from (5.2) we arrive at:
N =
∑
n≥3
k≥0
(n− 2) V kn + 2 . (5.4)
When studying a six–point string S–matrix, the vertices of their reducible (field–theory)
diagrams have at most five legs. In addition, the string S–matrix may contain contact
interactions with six legs. Hence, we shall only be concerned about vertices with at most
six external legs and we may explicitly evaluate the sum over n in (5.4):
6 = 2 +
∑
k≥0
(
V k3 + 2V
k
4 + 3V
k
5 + 4V
k
6
)
. (5.5)
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There are five possibilities to fulfill the constraint (5.5). The cases range from diagrams
comprising only four vertices Vk3 with three legs up to diagrams of only one vertex V
6
6
with six legs. Only the latter diagram, representing a contact interaction, gives rise to an
irreducible diagram. Hence, those are the interactions to be added to the effective action
at α′4, while the other diagrams involving vertices with fewer than six legs are reducible
and may be already obtained by the Feynman rules of the effective action, valid up to α′3.
More concretely, Table 2 displays the possibilities of how to met the condition (5.5).
V k3 V
k
4 V
k
5 V
k
6 P
a 4 0 0 0 3
b 2 1 0 0 2
c 1 0 1 0 1
d 0 2 0 0 1
e 0 0 0 1 0
Table 2: Number of vertices V kn to
meet the condition (5.5).
For the the five cases a)–e), shown in Table 2, their corresponding Feynman diagrams are
schematically drawn in Figure 1 and 2.

Figure 1: Feynman diagrams for the three cases a), b) and c).

Figure 2: Feynman diagrams for the two cases d) and e).
The vertices Vkn with at most six external legs following from the F
n– and DmFn–
terms in the effective action (cf. Table 1) are displayed in Table 3.
74
1 α′0 F 2 V13 V
0
4
ζ(2) α′2 F 4 V44 V
3
5 V
2
6
ζ(3) α′3 F 5 V55 V
4
6
ζ(3) α′3 D2F 4 V64 V
5
5 V
4
6
ζ(4) α′4 F 6 V66
ζ(4) α′4 D4F 4 V84 V
7
5 V
6
6
ζ(4) α′4 D2F 5 V75 V
6
6
ζ(5) α′5 D6F 4 V104 V
9
5 V
8
6
ζ(5) α′5 D2F 6 V86
Table 3: Possible vertices Vkn
with at most six external legs
Of course, V13 and V
0
4 are just the standard non–Abelian Yang–Mills vertices. Note, that
we do not show any vertices (namely V33 ,V
2
4 and V
1
5 ) stemming from TrF
3 as this term is
absent in the superstring. This fact leads to somewhat fewer diagrams relevant to us than
in the bosonic string.
So far, we have only discussed the number and kind of vertices, which appear in a
tree–level Feynman diagram with six external legs. We are interested in diagrams, which
have momentum power k6. The latter correspond to order α′4 and mix in the α′–expansion
of (3.1) with contact interactions of the same order. Similarly as for the number of legs
(cf. Eq. (5.2)) we may find an expression for the energy–dimension of a given graph. With
the total energy–dimension K given by K =
∑
n≥3, k≥0
kV kn − 2P , we find:
K =
∑
n≥3
k≥0
(k − 2) V kn + 2 . (5.6)
Demanding K = 6 and using the fact, that there is only one three–vertex V13 , which follows
from the standard Yang–Mills interaction Tr(trF 2), we obtain the condition:
4 = 4 V 66 − V
1
3 +
∑
k≥0
(k − 2) V k4 +
∑
k≥0
(k − 2) V k5 . (5.7)
Now, we have to verify, which of the five cases, shown in Table 2, fulfill the constraint
(5.7). There is a fast answer to the two cases a) and e): Any Feynman tree–level diagram
with only four three-vertices V13 leads to a total momentum power k
−2 and never meets
the constraint (5.7). Among others this diagram contributes to the k−2 powers in Eqs.
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Figure 3: Diagram ∼ ζ(4) k6 with one four–vertex V84 and two three–vertices V
1
3
(3.56), (3.57) and (3.59). On the other hand, any single contact vertex V66 of momentum
order k6 automatically fulfills the constraint These vertices give rise to a new interaction
terms in the effective action at α′4. Next, the case b) may only fulfill the requirement (5.7)
with the four–vertex V84 involved. This is shown in Figure 3.
Furthermore, the case c) needs the five–vertex V75 , shown in Figure 4.
Figure 4: Diagram ∼ ζ(4) k6 with one five–vertex V75 and one three–vertex V
1
3
Finally, the case d) allows for two four–vertices, with their energies k, k˜ fulfilling the con-
straint: k + k˜ = 8. This leads to two classes of possibilities: one possibility involving two
times the same vertex V44 or an other with two different four–vertices V
k
4 and V
k˜
4 , with
k+ k˜ = 8. According to Table 3 we have four different four–vertices Vk4 , with k = 0, 4, 6, 8.
Hence, the case d) allows for the following two pairs of four–vertices Vk4 and V
k˜
4 , with
(k, k˜) ∈ {(4, 4), (0, 8)}, shown in Figure 5 and 6.
Figure 5: Diagram ∼ ζ(2)2 k6 with two four–vertices V44 and one internal line
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Figure 6: Diagram ∼ ζ(4) k6 with the two four–vertices V04 and V
8
4
To conclude, Figures Nr. 3–6 show the four reducible Feynman diagrams, which lead
to total energy dimension six, i.e. order k6 in the external momenta ki. These diagrams
correspond to the cases b)–d) of Table 2. Furthermore, the two vertices V66 from F
6 and
D4F 4 give rise to two contact interactions of momentum order k6, accounting for the case
e) of Table 2. All these six diagrams are contained in the k6–part of our string S–matrix
(3.1). The latter is given in Eqs. (3.56), (3.57) and (3.59). Hence, to extract from the
string S–matrix the information about the new interaction terms F 6 and D4F 4, to be
written at α′4 in the effective action, one has to take from our string S–matrix results the
k6–part and subtract the contribution of the above four diagrams, displayed in Figures Nr.
3–6. Hence the work to be still done is the following [18]: With the vertices from Table
3 we have to calculate the above described four reducible diagrams in field–theory. Then
we subtract the result from the k6 order of the string S–matrix (3.1). The result, which
has no poles, then accounts for the contact six–point interactions following from F 6, D2F 5
and D4F 4 after inserting the linearized field strength Fµν = ξµkν − ξνkµ. To obtain their
precise form with the right coefficients one makes an ansatz for the terms F 6, D2F 5 and
D4F 4 and matches this ansatz with the relevant piece of the string S–matrix. This gives a
system of linear equations for the coefficients. Solving these equations allows to write down
the complete α′4–order of the effective gluon action (1.3), cf. [18]. The calculation of the
Feynman graphs, shown in Figure 3-6, consists of two parts: First extracting the Feynman
rules for the vertices from either string–theory or field–theory. Second we have to calculate
the exchange diagram under consideration with respecting permutation symmetries. At
this point we should remind about the ambiguity of relating string S–matrix results with
corresponding terms in the effective action. It is notorious (see e.g. Ref. [36]), that the
string S–matrix reproduces given terms in the effective action only up to field redefinitions.
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Hence it is a lot more efficient, if we extract the Feynman rules for the vertices from known
string amplitudes with fewer than six external legs rather than extracting them from field–
theory terms, which are ambiguous.
Finally, let us point out, that we do not encounter reducible Feynman diagrams at
order k6 involving vertices from the α′3–terms. This fact is related to the absence of
vertices from F 3–terms due to supersymmetry. Otherwise e.g. the diagram c of Figure
1 with the two vertices V55 and V
3
3 connected by an internal line, would give rise to k
6.
In other words, since in the string amplitude at the α′4–order we do not encounter any
odd zeta–functions or combinations thereof, like ζ(3), ζ(3) ζ(2), no reducible diagrams
involving the vertices from F 5 or D2F 4 have to be considered at this order in α′. This
may be of deeper origin related to the fact, that interaction terms of odd powers in α′
appear with the transcendental ζ–values: ζ(3), ζ(5), . . .. As it can be seen from Table 3
any diagram involving a vertex from the α′3–terms would be proportional to ζ(3). However,
our expansions Eqs. (3.56), (3.57) and (3.59) do not have ζ(3) at α′4. Hence, these vertices
do not show up in the string S–matrix (3.1) at the α′4 order, neither in reducible nor in
irreducible diagrams. However, the vertex V46 from F
5 and D2F 4 contributes at the order
α′3 as terms proportional to ζ(3) k4 in the expansions (3.56), (3.57) and (3.59). On the
other hand, since the α′4–order of the six–gluon string S–matrix contains only ζ(4) and
ζ(2)2, any reducible diagram contributing at this order contains either two vertices from F 4
or one vertex from D4F 4 together with some vertices from the Yang–Mills interaction F 2.
This is precisely, what we have found above (cf. Figure 3-6). Hence, in the α′–expansion
of a given gluon string S–matrix there seems to be an intriguing disentangling of terms
between ζ(2s) and ζ(2s+ 1), respectively at each order. This means, that for a given α′–
order only a certain class of reducible and irreducible diagrams contributes. In addition
there is a crucial difference between even and odd Fn–terms in the effective action, which
relies in the difference of even and odd zeta–values. In the α′–expansion of a string S–
matrix, e.g. a term ζ(2) ζ(3) may be immediately traced back to a contribution from a
reducible diagram involving one vertex from the F 5, D2F 4 terms and an other from the
F 4–terms. Similarly for ζ(3)2 or ζ(3) ζ(5). Hence the effective action terms involving odd
zeta–values may be much easier extracted from a given string expansion than the terms
proportional to even zeta–values or combinations thereof. In fact due to the identity
ζ(2)2 =
5
2
ζ(4) (5.8)
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the contribution to the α′4–order of the string S–matrix of e.g. Figure 5 may not be
disentangled from the contribution from Figure 6. Similar statements hold at the α′6–
order due to the relations:
ζ(2)3 =
35
8
ζ(6) ,
ζ(2) ζ(4) =
7
4
ζ(6) .
(5.9)
6. Concluding remarks
In this work we have calculated the open superstring S–matrix with four, five and six
external gluons on the disk by introducing a powerful method. We have found a systematic
and efficient way to calculate tree–level string amplitudes by equating seemingly different
expressions for one and the same string S–matrix. An intriguing way of using world–sheet
supersymmetry generates a system of non–trivial equations for string tree–level amplitudes.
These equations represent algebraic identities between different multiple hypergeometric
functions or generalizations thereof. Their solutions give the ingredients of the string S–
matrix. Generically, one– or higher–loop string amplitudes give much more constraints
on the form of the effective action as a result of world–sheet supersymmetry manifested
through Riemann identities in the string S–matrix calculation. The latter impose quite
strong conditions on the allowed heavy string states running the loops. On the other hand,
what we find here is, that it is the superdiffeomorphism invariance on the string world–
sheet, which imposes constraints on the effective superstring tree–level action: by writing
the tree–level string S–matrix in different, but equivalent forms, we obtain a system of
equations, whose solutions capture the pieces of the full string S–matrix. Hence, in all
cases, both string tree–level and string loop, it is world–sheet supersymmetry, which may
be used to generate various non–trivial equations between different amplitudes. Especially
consult Ref. [37] for highlighting this method at two–loop. It would be very interesting,
whether in the pure spinor formalism similar relations may be obtained. See Ref. [38] for
further information on this interesting question.
The full string S–matrix can be expressed by six (generalized) hypergeometric func-
tions as in Eq. (3.55), which in the effective action play an important roˆle in arranging the
higher order α′ gauge interaction terms (such as F 6, D2F 6, D4F 4, D6F 4, . . .) with six ex-
ternal legs. The final expression (3.55) is given by six triple hypergeometric functions Φj ,
which encode the full α′–dependence and some polynomials Pj , which keep track about
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the pole structure of the reducible diagrams. The functions Φj organize the various terms
according to their zeta–values [21,18].
The general complication in constructing the effective action from string S–matrices
is, that one has to expand the result for the string amplitude w.r.t. to the kinematical
invariants (or α′), in order to subtract the terms accounting for the reducible diagrams.
Since generically any tree–level string amplitude is given by some multiple hypergeomet-
ric functions (or generalizations thereof, cf. section 4), with the latter comprising the
α′–dependence of the full amplitude, this problem turns to the mathematical task of ex-
panding hypergeometric functions (or their generalizations) w.r.t. small parameters. In
the case, when these functions have poles, this is a very challenging work (cf. subsection
4.6). However, with the formalism developed in this article, it is generically possible to
express those hypergeometric functions, which have poles, as a linear combination of other
hypergeometric functions, which are simpler to expand (cf. section 4 for explicit results).
Cf. Eq. (3.48) for the six–gluon amplitude: There, the triple hypergeometric functions Φj
comprise a basis of finite functions and the poles simply appear as coefficients Λj in front
of those simpler hypergeometric functions. In fact, as we have demonstrated in subsection
3.3, these poles follow from solving algebraic equations.
So far, the heterotic–type I duality [39] has been checked up to certain α′2–terms in
the effective action [40,41,42]. The terms tested represent 1/2 BPS saturated couplings,
i.e. through supersymmetry they are related to eight fermion terms in the effective action.
This duality maps certain (anomaly related) α′2–terms to each other. More precisely, the
heterotic one–loop corrections to the terms F 4, F 2R2, (R2)2, R4 reproduce the analogous
terms of the type I SO(32) at tree–level [40,41]. Hence, there is a map between the
integral over the complex structure modulus of the heterotic one–loop world–sheet torus
to the single position integration of the disk–calculation of those α′2–terms. It is certainly
important, to go beyond that order to verify this duality, in particular extending the checks
to non–BPS saturated amplitudes. Though heterotic–type I duality is a strong–weak
coupling duality, there have been given arguments due to non–renormalization theorems
and underlying BPS–structure of certain amplitudes [43] (see also Refs. [44]), that this
duality should also work perturbatively, i.e. perturbative heterotic calculations map to
analogous perturbative type I results. In this line we expect, that a perturbative heterotic
two–loop calculation of the six gluon string S–matrix in D = 10, captures the tree–level six
gluon string S–matrix in the type I superstring [37,43]. Hence, the irreducible part of the
α′4–order of Eqs. (3.56), (3.57) and (3.59) should agree with the two–loop results derived
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in [37,43,45]. This check will be performed in Ref. [45]. At any rate, since a certain (BPS
protected) kinematics of the heterotic two–loop amplitude (cf. the discussions in [37,43])
is given by an integral over the fundamental domain of the modular group of the g = 2
torus [46] ∫
F2
d3Ω d3Ω
detIm(Ω)
=
1
3π
ζ(4) , (6.1)
the duality seems to work, since the relevant terms from (3.59), indeed start with ζ(4) [45].
Hence, as in the heterotic one–loop case, there seems to be a link between the integral over
the moduli space of the heterotic two–loop torus (6.1) and the integral over positions of
three vertex operators on the disk. Qualitatively for a kinematics (ξξ) (ξξ) (ξk)(ξk) the
latter integral may be mimicked by:
∫ 1
0
dx
∫ 1
0
dy
∫ 1
0
dz
(1− xy)α
′
(1− xyz)2
∣∣∣∣∣
α′2
= ζ(4) . (6.2)
The duality then relates the two integrals (6.1) and (6.2). Understanding this relation also
for the non–BPS protected terms would be certainly interesting for a deeper understanding
of the heterotic–type I duality. In that case, the integrand is of the generic form (3.31),
while for the heterotic two–loop result the integrand over the g = 2 fundamental region
represents some gauged heterotic two–loop partition function, given by some combination
of g = 2 modular functions. Therefore, the duality turns into the non–trivial mathematical
statement, that there is a link between the integral (3.31) and a two–loop torus integral
over a certain combination of g = 2 modular functions. Perhaps the various identities
between hypergeometric functions, that we have found (cf. subsection 3.3), may have a
direct translation into two–loop Riemann identities on the heterotic side. Certainly this
would lead to quite non–trivial relations between generalized hypergeometric functions and
theta–functions, initiated by the duality between open and closed strings.
In perturbative gauge theories the maximally helicity violating (MHV) N–point am-
plitudes, with N − 2 gluons of one helicity and two gluons of the other helicity, show a
remarkable simplicity, which is not apparent from the Feynman rules [47]. This result has
a nice explanation after Fourier transforming the momentum space amplitudes to twistor
space [48]. Based on this observation recently there has been made progress in perturbative
gauge theory by studying the underlying twistor structure of scattering amplitudes. At
tree–level this investigation has provided recursion relations for on–shell amplitudes [49],
which give new and simple forms for many amplitudes in field–theory. The question one
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may ask is, whether after including α′–corrections to the MHV–amplitudes would moti-
vate a possible generalization of the duality between perturbative gauge theory and twistor
string theory [21].
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Appendix A. Five gluon open superstring S–matrix
In section 2 we have presented a powerful technique to calculate tree–level string
amplitudes. As an example we outlined the procedure at the four gluon string S–matrix.
In section 3 this technique considerably helped to derive the full six–gluon string S–matrix.
For the reader, who still might not be convinced about the tremendous simplifications
occurring once this method is used, we now apply this recipe to the five gluon string S–
matrix. Though this amplitude has been already calculated in Ref. [6], we find it quite
enlightening to redo this calculation within the frame established in this article. Moreover,
this calculation allows to derive striking identities for the hypergeometric function 3F2[ a,b,cc,d ].
In particular, we find interesting relations, which allows to express one 3F2, which has a
complicated pole structure, as a linear combination of two others, which do not have poles.
Hence, in this linear combination the poles are completely captured by the coefficients in
front of those hypergeometric functions. This is in lines of Eq. (3.48), where one needs a
basis of six functions, to express a triple hypergeometric function F˜
[
n24,n25,n26,n34,n35
n36,n45,n46,n56
]
in
terms of others.
We study the string S–matrix describing the string tree–level scattering of five gauge
bosons on the disk:
A5(k1, ξ1, a1; k2, ξ2, a2; k3, ξ3, a3; k4, ξ4, a4; k5, ξ5, a5)
= V −1CKG
5∏
r=1
∫
d2zr 〈V
(−1)
Aa1 (z1) V
(−1)
Aa2 (z2) V
(0)
Aa3 (z3) V
(0)
Aa4 (z4) V
(0)
Aa5 (z5)〉 .
(A.1)
We have total momentum conservation
5∑
i=1
ki = 0. Furthermore, we have chosen two gauge
vertex operators in the (−1)–ghost picture in order to guarantee a total ghost charge of
−2 on the disk. The explicit evaluation of the correlator in Eq. (A.1) leads to a sum of
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integrals with the two classes of (space–time) kinematic contractions: (ξξ)(ξξ)(ξk) and
(ξξ)(ξk)(ξk)(ξk). The first kinematics comprises the following 15× 3 contractions
Ξ1 := (ξ1ξ2) (ξ3ξ4) (ξ5ks) , Ξ2 := (ξ1ξ3) (ξ2ξ4) (ξ5ks) , Ξ3 := (ξ1ξ4) (ξ2ξ3) (ξ5ks),
Ξ4 := (ξ1ξ2) (ξ3ξ5) (ξ4ks) , Ξ5 := (ξ1ξ3) (ξ2ξ5) (ξ4ks) , Ξ6 := (ξ1ξ5) (ξ2ξ3) (ξ4ks),
Ξ7 := (ξ1ξ2) (ξ4ξ5) (ξ3ks) , Ξ8 := (ξ1ξ4) (ξ2ξ5) (ξ3ks) , Ξ9 := (ξ1ξ5) (ξ2ξ4) (ξ3ks),
Ξ10 := (ξ1ξ3) (ξ4ξ5) (ξ2ks) , Ξ11 := (ξ1ξ4) (ξ3ξ5) (ξ2ks) , Ξ12 := (ξ1ξ5) (ξ3ξ4) (ξ2ks),
Ξ13 := (ξ2ξ3) (ξ4ξ5) (ξ1ks) , Ξ14 := (ξ2ξ4) (ξ3ξ5) (ξ1ks) , Ξ15 := (ξ2ξ5) (ξ3ξ4) (ξ1ks),
(A.2)
with kj accounting for three space–time momenta as a result of applying the on–shell
constraint ξiki = 0 and momentum conservation.
In Eq. (A.1) we have chosen the first two gauge vertex operators in the (−1)–ghost
picture. As a matter of PSL(2,R)–invariance on the disk, we are free to chose which pair
(a, b) of the six gauge vertex operators we put into the (−1)–ghost picture. Hence, instead
of the particular choice in (A.1), for a given group structure π, we may generically consider
the expression
Tr(λpi(1)λpi(2)λpi(3)λpi(4)λpi(5)) Api(a, b, i, j, k)
= V −1CKG
∫
Iπ
5∏
r=1
d2zr 〈V
(−1)
Aaa (za) V
(−1)
Aab (zb) V
(0)
Aai (zi) V
(0)
A
aj (zj) V
(0)
Aak (zk)〉 ,
(A.3)
with some permutation (a, b, i, j, k) ∈ (1, 2, 3, 4, 5) of vertex operators. According to (2.1)
from this piece we may obtain the whole string S–matrix (A.1). After performing the
Wick contractions and with the correlators (2.8) we may evaluate (A.3) and obtain:
Api(a, b, i, j, k) = V −1CKG
∫
Iπ
5∏
r=1
d2zr
∑
(i1,i2,i3)
∈(i,j,k)
{
1
2
A1(a, b, i1, i2, i3) (ξaξb) (ξi1ξi2)
+A2(a, i1, b, i2, i3) (ξaξi1) (ξbξi2)
+
1
2
A3(a, i1, i2, i3, b) (ξaξi1) (ξi2ξi3) +
1
2
A3(b, i1, i2, i3, a) (ξbξi1) (ξi2ξi3)
+
1
6
C1(a, b, i1, i2, i3) (ξaξb) +
1
2
C3(i1, i2, a, b, i3) (ξi1ξi2)
+
1
2
C2(a, i1, b, i2, i3) (ξaξi1) +
1
2
C2(b, i1, a, i2, i3) (ξbξi1)
}
.
(A.4)
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In the following, we shall need the integrated expressions
Apii = V
−1
CKG
∫
Iπ
6∏
r=1
d6zr Ai , C
pi
i = V
−1
CKG
∫
Iπ
6∏
r=1
d6zr Ci , (A.5)
which enter the expression (A.4). In front of the contractions (ξaξb) (ξiξj), (ξaξi) (ξbξj)
and (ξaξi) (ξjξk) there appear the three basic functions A1(a, b, i, j, k), A2(a, i, b, j, k) and
A3(a, i, j, k, b), respectively
A1(a, b, i, j, k) = i E
{
1− kikj
z2ab z
2
ij
[
(ξkka)
zja
zakzjk
+ (ξkkb)
zjb
zbkzjk
+ (ξkki)
zji
zikzjk
]
+
1
z2abzikzjkzij
[(kjkk) (ξkki)− (kikk) (ξkkj)]
}
,
A2(a, i, b, j, k) = i E
{
kikj
zabzaizbjzij
[
(ξkka)
zja
zakzjk
+ (ξkkb)
zjb
zbkzjk
+ (ξkki)
zji
zikzjk
]
+
1
zabzaizbjzikzjk
[(kikk) (ξkkj)− (kjkk) (ξkki)]
}
,
A3(a, i, j, k, b) =
i E
zabzaizjk
{
(kjkk) (ξbki)
zbizjk
−
(kikk) (ξbkj)
zbjzik
+
(kikj) (ξbkk)
zbkzij
−
(ξbki)
zbizjk
}
,
(A.6)
with:
E =
5∏
r<s
|zrs|
krks .
Obviously, the first two integrals Api1 and A
pi
2 account for the two cases whether the two ver-
tices a, b in the (−1)–ghost picture are contracted among themselves or with other vertices,
respectively. The integral Api3 describes the case if only the polarization ξa of the vertex a
is contracted with an other polarization ξi, while the polarization ξb is contracted with mo-
menta. The function A1(a, b, i1, i2, i3) is invariant under permutations of the indices i1, i2
and a, b, while the function A2 enjoys the property A2(a, i1, b, i2, i3) = A2(b, i2, a, i1, i3).
Furthermore, the function A3(a, i1, i2, i3, b) is symmetric under permutations of i2 and i3.
Due to those symmetries it is obvious, that in the amplitude Api(a, b, i, j, k) any permu-
tation of the three indices i, j, k, which label the three vertices in the zero–ghost picture,
yields the same expression (3.4) as a result of Bose–symmetry of the NS–operators. The
same is true for the permutation of a and b. In each amplitude Api(a, b, i, j, k), as given
in Eq. (A.4), all 15 space–time kinematical contractions (A.2) show up. For the kinemat-
ics (ξξ)(ξk)(ξk)(ξk), which in the string S–matrix (A.4) may appear in the combinations
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C1(a, b, i, j, k) (ξaξb) , C2(a, i, b, j, k) (ξaξi) and C3(i, j, a, b, k) (ξiξj), we have the corre-
sponding integrands
C1(a, b, i, j, k) = i E
{
(ξjkb)(ξkkb)
zaizbjzbk
(
(ξikb)zab
zajzakzbi
−
(ξikj)
zakzij
−
(ξikk)
zajzik
)
+
(ξjki)(ξkkb)
zajzbkzij
(
(ξikb)
zakzbi
−
(ξikk)
zabzik
)
+
(ξjkk)(ξkkb)
zaizbkzjk
(
(ξikj)
zabzij
−
(ξikb)
zajzbi
+
(ξikk)zak
zabzajzik
)
+
(ξikb)(ξkki)
zajzbizik
(
(ξjkb)
zakzbj
−
(ξjki)zai
zabzakzij
−
(ξjkk)
zabzjk
−
(ξikj)(ξjkb)(ξkkj)
zabzakzbjzijzik
)
+
(ξjkb)(ξkkj)
zaizbjzjk
(
(ξikb)
zajzakzbi
−
(ξikj)zaj
zabzakzij
−
(ξikk)
zabzik
)
−
(ξikb)(ξjki)(ξkkj)
zabzakzbizijzjk
}
,
C2(a, i, b, j, k) = i E
{
(ξbki)(ξkkb)
zajzbizbk
(
(ξjkk)
zaizjk
−
(ξjkb)zab
zaizakzbj
−
(ξjki)
zakzij
)
−
(ξjki)(ξkki)
zabzijzik
(
(ξbki)zai
zajzakzbi
+
(ξbkj)
zakzbj
+
(ξbkk)
zajzbk
)
−
(ξjkb)(ξkk⊂)
zajzbjzik
(
(ξbki)
zakzbi
+
(ξbkk)
zaizbk
)
+
(ξjkk)(ξkki)
zabzikzjk
(
(ξbki)
zajzbi
+
(ξbkj)
zaizbj
+
(ξbkk)zak
zaizajzbk
)
−
(ξbkj)(ξjki)(ξkkb)
zaizakzbjzbkzij
−
(ξjki)(ξkkj)
zabzijzjk
(
(ξbki)
zakzbi
+
(ξbkj)zaj
zaizakzbj
+
(ξbkk)
zaizbk
)
−
(ξbki)(ξjkb)(ξkkj)
zaizakzbizbjzjk
}
,
C3(i, j, a, b, k) = i E
{
(ξkkb)
zakzbkzij
(
(ξaki)(ξbkj)
zaizbj
−
(ξakj)(ξbki)
zajzbi
)
−
(ξkki)
zabzakzijzik
(
(ξaki)(ξbkj)
zbj
−
(ξakj)(ξbki)zai
zajzbi
)
+
(ξaki)(ξkkj)
zabzaizijzjk
(
(ξbkj)zaj
zakzbj
+
(ξbkk)
zbk
)
−
(ξbki)(ξkkj)
zabzbizijzjk
(
(ξakj)
zak
+
(ξakk)
zak
)
+
(ξkki)
zakzijzik
(
(ξakk)(ξbkj)
zakzbj
−
(ξakj)(ξbkk)
zajzbk
)}
,
(A.7)
respectively.
Exchanging in the amplitude Api(a, b, i, j, k) indices from the two sets {a, b} and
{i, j, k}, i.e. putting instead of the operators a, b other operators in the (−1)–ghost picture,
leads to seemingly different expressions. In other words, putting different vertex operators
in the (−1)–ghost picture, provides different function Apir , C
pi
s in front of a given kinematics.
The five–point amplitude (A.3) allows for
(
5
2
)
= 10 possibilities to choose which vertex
pair (a, b) to put into the (−1)–ghost picture. Therefore, for a given group structure π and
the given kinematics
(ξAξB)(ξCξD)(ξEks) (A.8)
we obtain ten –a priori– different expressions Apir , when we examine (A.4) for the choices
(a, b) ∈ { (A,B), (A,C), (A,D), (A,E), (B,C), (B,D), (B,E), (C,D), (C,E), (D,E) } .
(A.9)
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The latter may be read off from (A.4):
Api1 (A,B,C,D,E) , A
pi
1 (C,D,A,B,E) ,
Api2 (A,B,C,D,E) , A
pi
2 (B,A,C,D,E) , A
pi
2 (B,A,D,C,E) , A
pi
2 (A,B,D,C,E) ,
Api3 (A,B,C,D,E) , A
pi
3 (B,A,C,D,E) , A
pi
3 (C,D,A,B,E) , A
pi
3 (D,C,A,B,E) .
(A.10)
They all have to be equated, which gives rise to 9× 3 equations for each kinematics (A.8)
under consideration. The additional factor of three arises, since s = A,B,C due to the
on–shell constraint ξEkE = 0 and momentum conservation. E.g. the kinematics Ξ1, i.e.
A = 1, B = 2, C = 3, D = 4 and E = 5 yields the system of equations:
Api1 (1, 2, 3, 4, 5) = A
pi
1 (3, 4, 1, 2, 5) = A
pi
2 (1, 2, 3, 4, 5) = A
pi
2 (2, 1, 3, 4, 5) = A
pi
2 (2, 1, 4, 3, 5)
= Api2 (1, 2, 4, 3, 5) = A
pi
3 (1, 2, 3, 4, 5) = A
pi
3 (2, 1, 3, 4, 5) = A
pi
3 (3, 4, 1, 2, 5) = A
pi
3 (4, 3, 1, 2, 5) .
(A.11)
Taking into account all 15× 3 kinematics (A.2), we obtain 27× 15 = 405 equations, which
give rise to non–trivial relations among the integrals of the type (A.7) in the same way, as
we have seen before in the case of the six– or four–gluon string S–matrix. However, again
many equations are equal. Actually, we are left with only 291 equations.
Similarly, let us discuss the ten different expressions for a kinematics of the structure:
(ξAξB) (ξCkr) (ξDks) (ξEkt) . (A.12)
From (A.4) we read off the ten possibilities
Cpi1 (A,B,C,D,E) , C
pi
2 (A,B,C,D,E) , C
pi
2 (B,A,C,D,E) , C
pi
2 (A,B,D,C,E) ,
Cpi2 (B,A,D,C,E) , C
pi
2 (A,B,E, C,D) , C
pi
2 (B,A,E, C,D) ,
Cpi3 (A,B,C,D,E) , C
pi
3 (A,B,C,E,D) , C
pi
3 (A,B,D,E, C)
(A.13)
to extract the kinematics (A.12). They all have to lead to the same result. After equating
them we obtain nine equations for each kinematics (A.12). On–shell, there are 10×33 = 270
kinematics (A.12). Hence we obtain 2, 430 equations. However, many of them are equal
and and in fact this system reduces to only 151 equations.
So far, we have not yet fixed any of the vertex operators. Due to the PSL(2,R)
invariance on the disk, we may fix three positions of the vertex operators. A convenient
choice in (A.1) or in (A.7) is (3.21), which implies the ghost factor 〈c(z1)c(z2)c(z3)〉 = −z
2
∞.
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A five–point amplitude involving massless external particles, i.e. k2i = 0, allows for five
independent kinematic invariants si. We may choose
15 the scalar products:
s1 = k2k4 , s2 = k2k5 , s3 = k3k4 ,
s4 = k3k5 , s5 = k4k5 .
(A.15)
The general structure of the integrals (A.7) is then given by:
F˜ [n24, n25, n34, n35, n45] :=
∫
Iπ
dz4 dz5 |z4|
α24 |z5|
α25 |1− z4|
α34 |1− z5|
α35 |z4 − z5|
α45 .
(A.16)
Here, the powers αij are real numbers, which are given by
α24 = s1 + n24 , α25 = s2 + n25 , α34 = s3 + n34 ,
α35 = s4 + n35 , α45 = s5 + n45 ,
(A.17)
with some integers nij ∈ {−2,−1, 0}. The integrals (A.16) may be transformed into the
form (4.2). Of course, this depends on the range of integration Ipi chosen in (A.16). For
instance, if we concentrate on the group contractions Tr(λ1λ2λ3λ4λ5), which we shall do
in the following, in Eq. (A.16) we have to perform the integral over the region:
Ipi = { z4, z5 ∈ R | 1 < z4 < z5 <∞ } . (A.18)
For this case we obtain:
F˜ [n24, n25, n34, n35, n45] =
∫ ∞
1
dz4
∫ ∞
z4
dz5 |z4|
α24 |z5|
α25 |1− z4|
α34 |1− z5|
α35 |z4 − z5|
α45
=
∫ 1
0
dx
∫ 1
0
dy x−3−α24−α25−α34−α35−α45 y−2−α25−α35−α45 (1− x)α34 (1− y)α45 (1− xy)α35
=
Γ(−2− α24 − α25 − α34 − α35 − α45) Γ(−1− α25 − α35 − α45) Γ(1 + α34) Γ(1 + α45)
Γ(−1− α24 − α25 − α35 − α45) Γ(−α25 − α35)
× 3F2
[
−2− α24 − α25 − α34 − α35 − α45, −1− α25 − α35 − α45, −α35
−1− α24 − α25 − α35 − α45, −α25 − α35
]
.
(A.19)
15 The remaining scalar products of momenta are expressed by these nine invariants:
k1k2 = s3 + s4 + s5 ,
k1k3 = s1 + s2 + s5 ,
k1k4 = −s1 − s3 − s5 ,
k1k5 = −s2 − s4 − s5 ,
k2k3 = −s1 − s2 − s3 − s4 − s5 .
(A.14)
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For the group structure π under consideration we may cast the integrals (A.7) into the
form
Api1 (a, b, i, j, k) = σijσjk
{
(1− kikj)
(
σijσjaσak (ξkka) F˜
[
nab, nij = −2
njk, nak = −1, nja = 1
]
+σijσjbσbk (ξkkb) F˜
[
nab, nij = −2
njk, nbk = −1, njb = 1
])
+σik [(ξkki)(kjkk)− (ξkkj)(kikk)− (1− kikj)(ξkki)] F˜
[
nab = −2
nij , nik, njk = −1
]}
,
Api2 (a, i, b, j, k) = σabσaiσjk
{
σijσbjσjaσak (ξkka)(kikj) F˜
[
nab, nai, nak = −1
nbj , nij , njk = −1, nja = 1
]
− σbkσij (ξkkb)(kikj) F˜
[
nab, nai, nbk = −1
nij , njk = −1
]
+ σbjσik [(ξkkj)(kikk)− (ξkki)(kjkk)− (ξkki)(kikj)] F˜
[
nab, nai, nbj = −1
nik, njk = −1
]}
,
Api3 (a, i, j, k, b) = σabσaiσjk
{
−σbiσjk (ξbki) (1− kjkk) F˜
[
nab, nai, nbi = −1
njk = −2,
]
− σbjσik (ξbkj) (kikk) F˜
[
nab, nai, nbj = −1
nik, njk = −1
]
+σbkσij (ξbkk) (kikj) F˜
[
nab, nai, nbk = −1
nij , njk = −1
]}
.
(A.20)
with σij = sign(i− j), and nij :=
{
nij , i < j
nji, i > j
. The entries nij in the functions F˜ are to
be understood such, that they are only of relevance, if they contribute in (A.16) or (A.17).
Otherwise they are meaningless as a matter of the choice (3.21). Altogether, there appear
77 different functions F˜ in the expressions (A.10) and (A.13).
Let us come back to the system of equations (A.11), written down for all 3 × 15
kinematics (ξξ)(ξξ)(ξk). With (A.20), it gives rise to 291 relations among the functions
F˜ , very much in the sense we have encountered in (2.22) for the case of four–gluon S–
matrix or in subsection 3.3 for the six–gluon case: These relations are to be compared
with Eqs. (3.47), i.e. they may be proven through partial integration. In addition, the 151
equations from the kinematics (ξξ)(ξk)(ξk)(ξk) give rise to simpler identities comparable
to Eqs. (3.41) and (3.43), i.e. they follow from simple polynomial relations. Let us present
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a selection of these relations:
F˜ [−2, 0, 0,−2, 1] = F˜ [−2, 0, 0,−1, 0]− F˜ [−2, 0, 1,−2, 0] ,
F˜ [−2,−1, 0,−1, 0] = F˜ [−1,−1, 0, 0,−1]− F˜ [−2, 0, 1,−1,−1] ,
F˜ [−1,−1,−1,−1, 0] = F˜ [−1, 0,−1,−1, 0]− F˜ [−1,−, 1,−1, 0, 0] ,
F˜ [−1, 0, 0,−1, 0] = F˜ [−1, 0, 0, 0,−1]− F˜ [−1, 0, 1,−1,−1] ,
F˜ [0,−2,−2, 0, 1] = F˜ [0,−2,−2, 1, 0]− F˜ [0,−2,−1, 0, 0] .
(A.21)
After inserting for the F˜ ’s their definition (A.19) these equations appear like the theorems
derived in Ref. [13].
As in the case of the six–gluon amplitude we may first solve for all equations following
from the kinematics (ξξ)(ξk)(ξk)(ξk) and insert its solution into the equations derived
from the kinematics (ξξ)(ξξ)(ξk). In doing so, solving for all 151 equations provides eight
solutions, i.e. eight functions F˜ out of the 77 may be expressed linearly in terms of others
as in Eq. (A.21). Eliminating those eight functions in the second system of 291 equations
leaves 275 equations to be solved. Of course, now these equations are more involved than in
the four–gluon case and they describe various relations between hypergeometric functions
3F2. This way we obtain a whole set of identities relating various functions F˜ . These
relations are similar to the identities for the hypergeometric function 3F2, presented in
[13]. Recall, that in the four–gluon scattering case (2.23) we have twelve equations and
eleven functions Fj . However not all of these twelve equations are linear independent from
each other. In effect, the system could be solved by introducing one single function F0
and expressing all other eleven functions through F0, cf. Eq. (2.24). For the case at hand
we encounter similar properties: Though the system of 275 equations is overdetermined,
many of them are linear dependent on each other and it is possible to express 75 functions
F˜ in terms of a basis of two functions. In the following, the latter shall be denoted by Φ1
and Φ2.
In the four–gluon it proved to be convenient, to express all eleven functions Fj (j =
1, . . .11) through one single function F0 with special properties. The latter has no poles
in the Mandelstam variables s, t or u, cf. the expansion (2.30). Similarly, in the six–gluon
case we express 1, 264 functions in terms of a basis of six finite functions Φj (3.54). All
pole structure of the amplitudes has appeared through the algebraic equations (2.23) or
(3.48). Similarly here, out of the total 77 functions 3F2 only a few of them share the same
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properties, namely they do not have any poles in the kinematic invariants si. E.g. we may
single out the following two integrals
Φ1 := F˜ [−1,−2, 0, 0, 0] =
∫ 1
0
dx
∫ 1
0
dy x−s1−s2−s3−s4−s5 y−s2−s4−s5
× (1− x)s3 (1− y)s5 (1− xy)s4 ,
Φ2 := F˜ [−1,−1, 0,−1, 0] =
∫ 1
0
dx
∫ 1
0
dy x−s1−s2−s3−s4−s5 y−s2−s4−s5
× (1− x)s3 (1− y)s5 (1− xy)s4−1
(A.22)
from the 77 functions F˜ . The functions Φ1,Φ2 do not have poles in the invariants si. In
fact, their expansion w.r.t. small si may be easily obtained from the expressions (4.55) and
(4.56), cf. Eq. (A.27). According to (A.19) they may be also written as hypergeometric
functions:
Φ1 =
Γ(1− s1 − s2 − s3 − s4 − s5) Γ(1− s2 − s4 − s5) Γ(1 + s3) Γ(1 + s5)
Γ(2− s1 − s2 − s4 − s5) Γ(2− s2 − s4)
× 3F2
[
1− s1 − s2 − s3 − s4 − s5, 1− s2 − s4 − s5, −s4
2− s1 − s2 − s4 − s5, 2− s2 − s4
]
,
Φ2 =
Γ(1− s1 − s2 − s3 − s4 − s5) Γ(1− s2 − s4 − s5) Γ(1 + s3) Γ(1 + s5)
Γ(2− s1 − s2 − s4 − s5) Γ(2− s2 − s4)
× 3F2
[
1− s1 − s2 − s3 − s4 − s5, 1− s2 − s4 − s5, 1− s4
2− s1 − s2 − s4 − s5, 2− s2 − s4
]
.
(A.23)
In complete analogy to Eqs. (2.24) and (3.48) we may solve all remaining 275 equations
through introducing the two–dimensional basis of functions Φ1 and Φ2. All other 75
functions are given in terms of the latter
F˜ [n24, n25, n34, n35, n45] = Λ
1
{nij}
(si) F˜ [−1,−2, 0, 0, 0] + Λ
2
{nij}
(si) F˜ [−1,−1, 0,−1, 0]
(A.24)
with some polynomials Λ1{nij}(si), Λ
2
{nij}
(si), which depend non–trivially on the five kine-
matic invariants si. Note, that due to the finiteness of Φ1,Φ2, the pole structure of each
of the 75 hypergeometric functions 3F2 is determined by those prefactors Λ
j
{nij}
(si). The
latter follow algebraically from solving the system of 275 equations. To demonstrate the
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power of our method, let us present a few of those relations (A.24), we have found:
F˜ [−1,−1, 0, 0,−1] =
1− s2
s5
Φ1 −
s4
s5
Φ2 ,
F˜ [−1,−1,−1, 0, 0] = −
(1− s2) (1− s1 − s2 − s5)
s3 (s2 + s4 + s5)
Φ1 +
(1− s2 + s3) s4
s3 (s2 + s4 + s5)
Φ2 ,
F˜ [−2, 0, 0, 0,−1] =
(1− s2) [(1− s1) s2 + s4 (1− s1 − s5)]
(1− s1) s5 (s2 + s4 + s5)
Φ1
−
s4 [(1− s1) s2 + s4 (1− s1 − s5)− s5 (s1 + s3 + s5)]
(1− s1) s5 (s2 + s4 + s5)
Φ2 ,
F˜ [0,−2,−1, 0, 0] =
(1− s1 − s2 − s5)
s3
Φ1 −
s4
s3
Φ2 ,
F˜ [0,−2, 0,−1, 0] =
1− s1 − s2 − s5
1 + s1 + s3 + s5
Φ1 +
s1 − s4
1 + s1 + s3 + s5
Φ2 ,
F˜ [−1,−1,−1,−1, 1] = −
(1− s2) (1− s1 − s2 − s5)
s3 (s2 + s4 + s5)
Φ1 +
s4 − s2 (s3 + s4)− s3 s5
s3 (s2 + s4 + s5)
Φ2 .
(A.25)
In addition, let us present the somewhat more involved relation:
F˜ [0, 0,−1, 0,−1]
=
(1− s2) (1− s1 − s2 − s5) [ s1 s3 (s2 + s4) + s1 s2 s5 + s2 (s3 + s5) (s2 + s4 + s5) ]
s3 s5 (s2 + s4 + s5) (s3 + s4 + s5) (s1 + s2 + s3 + s4 + s5)
Φ1
−
{
(1− s1 − s2) (s1 + s2) (s2 + s4)
s5 (s2 + s4 + s5) (s3 + s4 + s5) (s1 + s2 + s3 + s4 + s5)
+
(1− s2) s2 − s1 s3
s3 (s2 + s4 + s5) (s3 + s4 + s5)
}
s4 Φ2 .
(A.26)
The importance of this identity becomes clear, once we insert (A.19) into this equation.
According to Eq. (A.19) the function F˜ [0, 0,−1, 0,−1] corresponds to the integral
F˜ [0, 0,−1, 0,−1] =
∫ 1
0
dx
∫ 1
0
dy x−1−s1−s2−s3−s4−s5 y−1−s2−s4−s5
× (1− x)−1+s3 (1− y)−1+s5 (1− xy)s4 ,
which has several double poles in the invariants si. However, since the functions Φ1,Φ2 in
the expansion (A.26) do not have any poles, all the poles of F˜ [0, 0,−1, 0,−1] are encoded
in the fractions in front of those functions and we may easily obtain the full power series
of F˜ [0, 0,−1, 0,−1] by only knowing the series expansions of Φ1,Φ2. Furthermore, this
equation becomes (4.57). Hence, we have proven the non–trivial equation (4.57) just
from relating equivalent parts of the five–gloun string S–matrix. According to (A.19) the
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above identities (A.21), (A.25) and (A.26) give rise to non–trivial relations among three
hypergeometric functions 3F2, which only partly may be found in the literature [13]. We
should stress, that the relations listed above are just twelve out of 75 identities we obtain
from our method.
After having solved all equations, the full α′–dependence of the five gluon amplitude
is captured by the two functions Φ1,Φ2, given in Eqs. (A.22) or (A.23). Hence, to obtain
the α′–expansion of (A.1), we only have to know their power series expansions w.r.t. to
the kinematical invariants si. With the material, derived in section 4, in particular setting
a = −s1 − s2 − s3 − s4 − s5, b = −s2 − s4 − s5, c = s3, d = s5 and e = s4 in (4.55) and
(4.56), we obtain:
Φ1 = 1 + s1 + 2 s2 + s5 + s4 ζ(2) + s
2
1 + 3 s1 s2 + 3 s
2
2 + 2 s1 s5 + 3 s2 s5 + s
2
5
+ (s1 s3 + s2 s3 + s
2
3 + s1 s4 + 2 s2 s4 + 2 s3 s4 + s
2
4 + s2 s5 + s3 s5 + 3 s4 s5 + s
2
5) ζ(2)
+ (s1 s4 + 2 s2 s4 − s3 s4 + s
2
4) ζ(3) + . . . ,
Φ2 = ζ(2) + ( s1 + 2 s2 − s3 + s4 ) ζ(3)
+
(
s21 + 3 s1 s2 + 3 s
2
2 +
3
2
s1 s3 +
5
4
s2 s3 +
7
2
s23 +
11
4
s1 s4 +
11
2
s2 s4 + 4 s3 s4+
+
7
2
s24 +
7
4
s1 s5 +
17
4
s2 s5 +
17
4
s3 s5 +
27
4
s4 s5 +
17
4
s25
)
+ . . . .
(A.27)
These two functions Φ1,Φ2 have no poles in the kinematic invariants si and their momen-
tum expansion may be obtained by the methods presented in section 4. This property is
just in lines of (2.30) in the four–gluon case and (3.54) in the six–gluon case.
E.g. in the string S–matrix (A.1) after eliminating ξ5k4 on–shell the kinematics
(ξ1ξ2)(ξ3ξ4)(ξ5k1) comes along with the momentum dependent expression:
(ξ1ξ2)(ξ3ξ4)(ξ5k1)
1
s3 s5 (s2 + s4 + s5) (s3 + s4 + s5)
×
{
(1− s2) (1− s1 − s2 − s5) [ s1 s3 (s2 + s4) + s1 s2 s5 + s2 (s3 + s5) (s2 + s4 + s5) ] Φ1
+ s4 {(−1 + s1 + s2) (s1 + s2) s3 (s2 + s4)− [(1− s2) s2 − s1 s3] (s1 + s2 + s3 + s4) s5
− [(1− s2) s2 − s1 s3] s5
2
}
Φ2
}
.
(A.28)
According to Eq. (A.8) the above expression may be derived from A1(1, 2, 3, 4, 5). On
the other hand, in the string S–matrix (A.1) after eliminating ξ5k4, ξ4k5 and ξ3k5 on–
shell the kinematics (ξ1ξ2)(ξ3k1)(ξ4k2)(ξ5k1) comes along with the momentum dependent
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expression:
(ξ1ξ2)(ξ3k1)(ξ4k2)(ξ5k1)
1
s5 (s3 + s4 + s5)
× { (1− s2) (1− s1 − s2 − s5) Φ1 − [ s4 (1− s1 − s2 − s5) − s5 (s1 + s3 + s5) ] Φ2 } .
(A.29)
According to Eq. (A.12) the above expression may be derived from C1(1, 2, 3, 4, 5). All
other kinematics may be expressed similarly. The result (A.28) is to be compared with the
final result (3.55) of the six–gluon case. To conclude, we may express the full five gluon
kinematics (A.10) through the two functions Φ1,Φ2, which are rather easy to handle due
to their pole structure. In fact, after expanding (A.28) and (A.29) up to second order in
the Mandelstam variables, we find agreement with the results of [6]. In addition, we shall
point out, that in the beautiful works [7], it has also been found, that the five–gluon string
S–matrix may be expressed by two single hypergeometric functions 3F2.
Appendix B. Series involving the Harmonic Number
For the power series expansion of the hypergeometric function 3F2 we shall need the
nine series:
(i)
∞∑
n=0
1
(n+ 1)(n+ 2)
ψ(1)(n+ 1) = 1 ,
(ii)
∞∑
n=0
1
(n+ 1)(n+ 2)
ψ(1)(n+ 2) = ζ(2)− ζ(3) ,
(iii)
∞∑
n=0
1
(n+ 1)(n+ 2)
ψ(1)(n+ 3) = −3 + 2 ζ(2) ,
(iv)
∞∑
n=0
1
(n+ 1)(n+ 2)
Hn+1 ψ(n+ 1) = (1− γE) ζ(2) + ζ(3) ,
(v)
∞∑
n=0
1
(n+ 1)(n+ 2)
Hn+2 ψ(n+ 1) = 3− 2 γE ,
(B.1)
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(vi)
∞∑
n=0
1
(n+ 1)(n+ 2)
Hn+2 ψ(n+ 2) = −2 γE + ζ(2) + 2 ζ(3) ,
(vii)
∞∑
n=0
1
(n+ 1)(n+ 2)
ψ(n+ 1)2 = (1− γE)
2 + ζ(2) ,
(viii)
∞∑
n=0
1
(n+ 1)(n+ 2)
ψ(n+ 2)2 = γ2E − 2 γE ζ(2) + 3 ζ(3) ,
(ix)
∞∑
n=0
1
(n+ 1)(n+ 2)
ψ(n+ 3)2 = 3− 4 γE + γ
2
E + ζ(2) .
These identities may be proven by using (4.23) and applying formulae shown in subsection
4.3. Furthermore, we prove the three series:
(i)
∞∑
n=0
1
(n+ 1)2
ψ(n+ 1)2 =
11
4
ζ(4)− 2 γE ζ(3) + γ
2
E ζ(2) ,
(ii)
∞∑
n=0
1
(n+ 1)2
ψ(n+ 2)2 =
17
4
ζ(4)− 4 γE ζ(3) + γ
2
E ζ(2) ,
(iii)
∞∑
n=0
1
(n+ 1)2
ψ(1)(n+ 1)2 =
1
3
ζ(2)3 − ζ(3)2 −
5
3
ζ(2) ζ(4) +
17
3
ζ(6) .
(B.2)
After rewriting the sums with (4.23), these identities may be proven by using various
relations presented in subsection 4.3, in particular Eq. (4.54).
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Appendix C. Momentum expansion of 4F3
[
1+b, 1+a, 1+c, −j
2+b+e, 2+a+d, 2+c+f
]
Γ(1 + d) Γ(1 + e) Γ(1 + f) Γ(1 + b) Γ(1 + a) Γ(1 + c)
Γ(2 + b+ e) Γ(2 + a+ d) Γ(2 + c+ f)
4F3
[
1 + b, 1 + a, 1 + c, −j
2 + b+ e, 2 + a+ d, 2 + c+ f
]
= 1− a− b− c− d− e− f − 3j + a2 + ba+ ca+ 2da+ ea+ fa+ 4ja+ b2 + c2 + d2
+ e2 + f2 + 6j2 + bc+ bd+ cd+ 2be+ ce+ de+ bf + 2cf + df + ef + 4bj + 4cj + 4dj
+ 4ej + 4fj − a3 − ba2 − ca2 − 3da2 − ea2 − fa2 − 5ja2 − b2a− c2a− 3d2a− e2a
− f2a− 10j2a− bca− 2bda− 2cda− 2bea− cea − 2dea− bfa− 2cfa− 2dfa− efa
− 5bja− 5cja− 10dja− 5eja− 5fja− b3 − c3 − d3 − e3 − f3 − 10j3 − bc2 − bd2 − cd2
− 3be2 − ce2 − de2 − bf2 − 3cf2 − df2 − ef2 − 10bj2 − 10cj2 − 10dj2 − 10ej2 − 10fj2
− b2c− b2d− c2d− bcd− 3b2e− c2e− d2e− 2bce− 2bde− cde− b2f − 3c2f − d2f
− e2f − 2bcf − bdf − 2cdf − 2bef − 2cef − def − 5b2j − 5c2j − 5d2j − 5e2j − 5f2j
− 5bcj − 5bdj − 5cdj − 10bej − 5cej − 5dej − 5bfj − 10cfj − 5dfj − 5efj
+ ζ(2)
{
j − 2j2 − aj − bj − cj − ad− be− cf + 3j3 + 3aj2 + 3bj2 + 3cj2 + a2j + b2j
+ c2j + abj + acj + bcj + 4adj + 4bej − dej + 4cfj − dfj − efj + ad2 + be2 + cf2 + a2d
+abd+ acd+ b2e+ abe+ bce+ ade+ bde+ c2f + acf + bcf + adf + cdf + bef + cef
}
+
1
4
ζ(4)
{
−j2 − 4aj − 4bj − 4cj − 5dj − 5ej − 5fj + 5j3 + 5aj2 + 5bj2 + 5cj2 + 17dj2
+ 17ej2 + 17fj2 + 4a2j + 4b2j + 4c2j + 12d2j + 12e2j + 12f2j + 4abj + 4acj + 4bcj
+2adj + 5bdj + 5cdj + 5aej + 2bej + 5cej + 17dej + 5afj + 5bfj + 2cfj + 17dfj + 17efj}
+ ζ(3)
{
j − 2j2 − aj − bj − cj − 2dj − 2ej − 2fj + 3j3 + 3aj2 + 3bj2 + 3cj2 + 4dj2 + 4ej2
+ 4fj2 + a2j + b2j + c2j + abj + acj + bcj + 2adj + 2bdj + 2cdj + 2aej + 2bej + 2cej
+2afj + 2bfj + 2cfj + ad2 + be2 + cf2 + a2d+ b2e+ c2f
}
+ ζ(2) ζ(3)
{
−j3 − aj2 − bj2 − cj2 + d2j + e2j + f2j + adj − bdj − cdj − aej + bej − cej
−dej − afj − bfj + cfj − dfj − efj}
+
1
2
ζ(5)
{
4j3 + 4aj2 + 4bj2 + 4cj2 + dj2 + ej2 + fj2 + 2a2j + 2b2j + 2c2j − d2j − e2j
− f2j + 2abj + 2acj + 2bcj − 3adj + 6bdj + 6cdj + 6aej − 3bej + 6cej + 7dej + 6afj
+6bfj − 3cfj + 7dfj + 7efj}+ . . . .
(C.1)
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Appendix D. Some group theoretical facts
The field strength F aµν is defined as:
F aµν = ∂µA
a
ν − ∂νA
a
µ + gf
abcAbµA
c
ν , (D.1)
with the structure constants fabc for an U(N) gauge group. Let us recall some basic facts
about Lie Algebras. The commutation relations of a representation T a of the Lie Algebra
read:
[T a, T b] = i fabc T c , (D.2)
with the structure constants fabc. We impose the standard normalization condition
Tr(T aT b) = C(r) δab , (D.3)
with C(r) being a constant for each representation r. Then we have the relation
fabc = −
i
C(r)
Tr
(
[T a, T b] T c
)
, (D.4)
which implies, that fabc is totally anti–symmetric.
The adjoint representation r = G is given by the matrices
(T a)bc = −i f
abc , (D.5)
which obviously satisfies (D.2) and (D.4). The covariant derivative Dadj.µ acting on fields
in the adjoint representation is introduced as:
(Dadj.λ )ab = ∂λ δab − i gA
m
λ (T
m)ab = ∂λ δab − g fmab A
m
λ . (D.6)
Hence, we have:
Dλ F
a
µν = ∂λ F
a
µν − i g A
m
λ (T
m)ab F
b
µν . (D.7)
In addition, we derive:
DκDλ F
a
µν = ∂κ∂λ F
a
µν + g f
and Anκ ∂λF
d
µν − g f
mac ∂κ(A
m
λ F
c
µν)
+ g2 famc fmnd Anκ A
d
λ F
c
µν + g
2 famc f cnd Amλ A
n
κ F
d
µν .
(D.8)
Finally, for Fµν ≡ T
aF aµν in the adjoint representation, we may write (D.1) as:
Fµν = ∂µAν − ∂νAµ − i g [Aµ, Aν ] , (D.9)
and (D.7) as:
Dλ = ∂λ − i g [Aλ, ⋆ ] . (D.10)
Furthermore, Eq. (D.8) gives rise to:
Dκ(Dλ Fµν) = ∂κ∂λ Fµν − i g [Aκ, ∂λFµν ]− i g [∂κAλ, Fµν ]
− i g [Aλ, ∂κFµν ]− g
2 [ Aκ, [Aλ, Fµν ] ]
(D.11)
To this end, we may prove:
[Dµ, Dν ] Fρσ = −i g [Fµν , Fρσ] . (D.12)
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