r The brainstem dorsal column nuclei (DCN) process sensory information arising from the body before it reaches the brain and becomes conscious.
Introduction
Somatosensation is essential for a variety of functions including the provision of sensory feedback for commanding the dexterous manipulation of objects, affective communication, and the embodiment of our limbs (Tabot et al. 2015) . Sensory information from the body travels via peripheral nerves that synapse directly or indirectly (Angaut-Petit, 1975) in the dorsal column nuclei (DCN) (Brown, 1981) before projecting to the thalamus, which, in turn, projects to the primary somatosensory cortex (Mountcastle, 1957) . While there has been significant investigation into how somatosensory information is represented in peripheral afferent fibres and the somatosensory cortex, the DCN has received comparatively little attention in recent times.
The DCN comprises the cuneate and gracile nuclei, which consist of groups of bilaterally and somatotopically organised cell bodies (Kruger et al. 1961; Nord, 1967; Florence et al. 1989; Maslany et al. 1991 ) that receive information from the upper and lower body, respectively. Evoked potentials can be recorded from the surface of the DCN in response to whole peripheral nerve stimulation, but few investigations have characterised these responses in detail (Andersen et al. 1964a,b,c; Andres-Trelles et al. 1976) . First investigated by Therman (1941) and subsequently by Andersen et al. (1964c) , DCN surface potentials consist of a biphasic, low-frequency (LF) waveform onto which smaller high-frequency (HF) events are superimposed. Since these early descriptions, which focused solely on the raw signal that is overwhelmingly dominated by LF signal components, to our knowledge there has been no detailed systematic characterisation of DCN surface potential waveforms. Furthermore, there has been no detailed analysis of the LF and HF components of the surface potential response, how they are represented across the DCN surface, or how these responses differ when evoked by stimulation of different peripheral nerves.
Here, we characterise the DCN surface potential in detail in response to stimulation of sural and peroneal nerves, which respectively contain unique afferent profiles. Sural nerves contain predominately cutaneous afferents, whereas peroneal nerves have a mixture of cutaneous afferents and afferents from deep structures that include muscle, tendon, ligament and bone (Peyronnard & Charron, 1982; Handwerker et al. 1991; Povlsen et al. 1994) . By characterising how sensory input is processed at the level of the DCN we hope to improve our understanding into how somatosensory information is transformed from periphery to cortex.
Surgery. Animals were anaesthetized with urethane (1.4 g kg −1 I.P.). This level of anaesthesia has been shown to induce stable slow-wave EEG activity for 2-3 h (Nuñez et al. 2000) and was determined by testing the toe-pinch paw withdrawal and eye reflexes. Core body temperature was maintained at 37°C using a heat pad and reflex responses were monitored throughout the procedure with supplemental doses of urethane (0.5 g kg −1 I.P.) given to maintain the level of anaesthesia. The sciatic (ScN), peroneal (PN) and sural (SN) nerves were exposed on both sides of the body and bathed in warmed paraffin oil in preparation for nerve stimulation and recording. SNs and PNs were individually mounted on hook-shaped, bipolar stimulating electrodes (Fig. 1A) . The ScNs were mounted on a hook-shaped, monopolar silver wire electrode, with a reference electrode inserted in the quadratus lumborum muscle between the recording electrode and the midline (Fig. 1A ). Animals were placed in a stereotaxic frame (Stoelting Instruments, Wood Dale, IL, USA) with the tooth bar set at −20 mm to flex the head ventrally to facilitate brainstem exposure. The skin and muscle layers between the caudal region of the skull and the C1 vertebra were parted and both the dura and the arachnoid mater were removed to expose the brainstem. A platinum wire recording electrode was lowered onto the surface of the DCN caudal to the obex with the reference electrode inserted in the rhomboid muscles caudal to the brainstem exposure (Fig. 1A) . Following recording sessions, animals were killed with sodium pentobarbital upper and lower small dots (X-Y) indicates midline landmark positions used to scale individual maps onto a single generic schematic map representing multiple animals. Arrows indicate rostral and caudal directions. B-D, signal filtering and quantification. B top, black trace is an example of a sural nerve evoked DCN surface potential mRaw signal (mean of 11 signals; 10 kHz low-pass filter; positive potentials shown as downwards deflection; arrow indicates stimulus artefact). Green trace shows the same mRaw signal after time-normalisation (see E-G, for details). B bottom, time-frequency plot (mean time-frequency data derived from 11 iRaw signals) shows the contribution of frequencies to the raw signal as a function of time. White horizontal lines demark filter band limits shown in C and D. C, mean LF signal (mLF): same signal as B, after low-pass filtering (200 Hz) showing filtered signal (top) and respective time-frequency plot (bottom). Quantification of the low-frequency signal component is shown: peak-to-peak amplitudes were measured from peak of P1 wave to peak of N1 wave (arrow indicates positive and negative deflections), setting the limits for subsequent normalisation between the minimum (light blue) and maximum (yellow) values; dashed line indicates 0 V; P1 peak and N1 peak durations determined by time between zero crossings indicated by red dots (Z2-Z1 and Z3-Z2, respectively). D, mean HF signal (mHF): same signal as B, after band-pass filtering (550-3300 Hz) showing filtered signal (top) and respective time-frequency plot (bottom). Coloured dots indicate event detection, defined as peaks >3 standard deviations (thin horizontal line) above background noise (thick line indicates 0 V) used for HF event quantification. Dot colours indicate event magnitudes. Integrals are indicated by the grey areas enclosed by each peak and trough. Grey vertical lines demark the 5 ms bins used for the analysis of Fig. 4B . Time scales for all signals and time-frequency plots in A-D are identical (50 ms after stimulus). E-G, time-normalisation. To compensate for rats of different sizes and conduction velocities, time-normalisation was performed on DCN signals subjected to similarity analysis across animals. Steps outlining this process used to fit all signals to a template are illustrated. E, Step 1: selecting the most representative response as the template signal. In this example, each trace represents the mHF signal evoked from the RSN from 1 of 18 animals (stimulus artefacts indicated by the arrow). Cross-correlation coefficients are computed for every pairwise combination of waveforms. The mHF signal with the highest sum of correlation coefficients across all pairwise comparisons is chosen as the template signal (black trace in this example). The template window (5-15 ms) indicates the region where cross-correlation of signals were performed. F, Step 2: the lag time to reach highest correlation between template and each of the signals of interest is used to generate an anchor point for each signal. Template signal anchor points are defined at the peak of the stimulus artefact (a1) and the prominent peak of the signal (a2); the signal of interest anchor points are defined at the peak of the stimulus artefact (b1) and the same point in the signal of interest after it has been shifted by the lag to where maximal correlation with the template is obtained (b2). G, Step 3: the signal of interest is stretched or contracted linearly so that the anchor points a1, b1 and a2, b2 align. These anchor points, derived from fitting the iHF signal to the mHF template, are applied to linearly time-normalise the raw signal in preparation for similarity analysis (e.g. green trace in B).
[Colour figure can be viewed at wileyonlinelibrary.com] solution (325 mg ml −1 ; Virbac, Carros, France; dosage, 100 mg kg −1 ).
Stimulation and recording.
Single electrical pulses were used to stimulate the SN and PN on either side of the body whilst simultaneously recording from the ipsilateral ScN and the surface of the DCN (Fig. 1A ). Stimulations consisted of 11 trials of single pulses (0.05 ms duration) repeated at 0.53 Hz. Electrical stimulation and recording was driven by the same unit (PowerLab 26T, LabChart Pro software Version 8.0.4, ADInstruments, Bella Vista, NSW, Australia), which triggered electrical pulses delivered by a DS2 Isolated Stimulator (Digitimer Ltd, Welwyn Garden City, UK). Stimulus currents that elicited the maximal compound action potential responses (peak-to-peak amplitude recorded from ScN) were determined for each nerve, and then increased by 10-20% for all subsequent recordings. Stimulus currents ranged from 0.53 to 1.1 mA across all experiments. Signal recordings were passed through headstage amplifiers with ×100 or ×1000 gain for ScN and DCN recordings, respectively, and subsequently filtered by custom built amplifiers (50 Hz notch filter; 10 kHz low-pass filter) before being digitally acquired at a sample rate of 40 kHz. A single platinum wire recording electrode (0.25 mm diameter) was incrementally shifted over the surface of the brainstem using the micromanipulator to allow for up to 25 positions (small dots labelled A-O for each side, Fig. 1A right, black circles) for each nerve. The rostral-caudal and medial-lateral distances between each position varied between 0.2 and 0.4 mm depending on the relative area of the brainstem surface of each animal, so that a similar proportion of the area was tested for all animals.
Signal processing
All subsequent signal processing and analyses were performed offline (MATLAB version R2014b, MathWorks, Natick, MA, USA). Individual raw (10 kHz low-pass filtered) signals were acquired in response to nerve stimulation (11 per nerve; see Fig. 1B for example) and filtered in both directions, offline, to extract the LF (low-pass < 200 Hz; third-order Butterworth filter; Fig. 1C ) and HF (bandpass 550-3300 Hz; 22nd-order Butterworth filter; Fig. 1D ) components. The LF band is consistent with previous investigations of electrocorticography low-frequency potentials in the cortex (Fifer et al. 2012; Flint et al. 2012; Marathe & Taylor, 2013) . Similarly, previous investigations using multi-unit high-frequency events (Masse et al. 2014) 
Signal analysis
Several analyses were carried out to investigate how sensory information is represented on the surface of the DCN. Table 1 summarises the signal processing and motivation (purpose) for each analysis.
Signal quantification
Signal quantification was performed on raw signals as well as LF and HF events. For raw signals, the peak-to-peak amplitude between the primary positive (P1) and negative (N1) deflections, the latencies to the peak of P1 and N1, and the slope of the P1 and N1 peaks were quantified from mRaw signals (Fig. 1B) . Raw signal features were quantified from mean (mRaw) rather than individual (iRaw) signals to reduce noise. LF magnitude plots were generated by normalising mLF signals between the minimum (most negative) and maximum (most-positive) points for each mLF signal (Fig. 1C) . The LF component features were quantified from iLF signals (see Fig. 1C for example of an mLF signal), and the mean reported for each parameter, which included the initiation of the signal (Z1) and second and third zero crossings (Z2 and Z3, respectively), and the integral of P1 and N1. HF events were defined as peaks >3 standard deviations above the background noise (Fig. 1D ). Raster plots were created from mHF signals to represent both latency and magnitudes expressed as a percentage of the maximum peak for each signal. Eleven iHF signals were quantified for each animal in 5 ms bins. For each 5 ms bin, the means of (1) the number of iHF events, (2) event amplitude, (3) integral (see Fig. 1D , calculated as the integral of the rectified signal minus background determined from pre-stimulus levels) and (4) event half-width was determined from the 11 iHF signals for each animal. Event amplitudes were measured using the 'prominence' output from the findpeaks function (MATLAB) and event half-widths were measured as the width of the peaks at half of the measured amplitude ('peak widths' output from the findpeaks MATLAB function).
Spectral analysis
DCN surface potential raw signals comprised many smaller higher frequency events superimposed on an underlying lower frequency component. To examine the frequency content of these non-stationary signals, wavelet analysis (Morlet et al. 1982; Grossmann & Morlet, 1984; Pavlov et al. 2012 ) was used to enable visualisation of the signal frequency components in the time domain. We used the continuous wavelet transform (cwt, 'gaus2' wavelet) and scale2freq functions in MATLAB to compute the scales and corresponding frequencies and to generate time-frequency plots. Fig. 1B illustrates an example of a sural nerve evoked response (mRaw) and the accompanying average of 11 time-frequency plots derived from iRaw signals. The largest frequency contribution to DCN responses is contained in the LF band below 200 Hz, but a second prominent HF band is present between 550 and 3300 Hz. Signals filtered by these frequency bands were therefore chosen for subsequent analysis. Examples of the mLF and mHF signals derived from the same sural nerve evoked response shown in Fig. 1B are illustrated in Fig. 1C and D, respectively.
Signal similarity analysis
Correlation analysis was performed on a window (5-80 ms) of time-normalised signals (see below) to demonstrate signal reproducibility. Waveform similarity analysis (Potas et al. 2015) between signals generated from the same nerves (within the same animal or across different animals), or between bilateral nerve pairs (i.e. left and right pairs of sural or peroneal nerves of the same or different animals) was performed by measuring the mean correlation coefficients determined by a bootstrapping approach. We hypothesised that nerves with similar afferent compositions (i.e. bilateral nerve pairs) would evoke responses with similar features. We therefore predicted the following order of similarity between signals, from highest to lowest, evoked by:
(1) the same nerve in the same animal (within-animal same-nerve), (2) the bilateral nerve pair in the same animal (within-animal bilateral-nerve), (3) the same nerve in different animals (across-animal same-nerve) and (4) the bilateral nerve pair in the different animal (across-animal bilateral-nerve). Similarity between signals evoked from the same nerve of the same animal represents a measure of reproducibility of stimulating an identical set of afferents and serves as a benchmarking reference when comparing similarity among different sets of nerve responses. High similarity between signals from the same nerves but in different animals (across-animal) indicates a high level of signal feature robustness, that reproducibility is linked to nerve composition, and that the processes of signal generation can be generalised among different animals.
Similarity was derived as follows:
Within-animal same-nerve similarity: Signals recorded from the 11 iRaw signals from the same nerve within the same animal were randomly allocated into two data sets containing five iRaw time-normalised signals (i.e. discarding one signal). Cross-correlation coefficients were determined between the mean signals of the two sample groups. This was repeated 1000 times with new randomly allocated data sets to generate a mean of 1000 correlation coefficients that represents a single measure of similarity for the 11 iRaw signals. Data are expressed as the mean ± SEM of 1000 correlation coefficients for all pairwise comparisons.
Within-animal bilateral-nerve similarity: The same process was carried out as for within-animal same-nerve similarity described above, but the second group of five iRaw signals were randomly selected from 11 responses generated by stimulating the same nerve on the opposite side of the body (bilateral nerve pair) in the same animal.
Across-animals same-nerve similarity: The same process was carried out as for within-animal same-nerve similarity described above, but the second group of five iRaw signals were randomly selected from 11 responses generated by stimulating the same nerve on the same side of the body from another randomly selected animal.
Across-animals bilateral-nerve similarity: The same process was carried out as for within-animal bilateral-nerve similarity described above, but the second group of five iRaw signals were randomly selected from 11 responses generated by stimulating the other bilateral nerve pair of another animal.
Time-normalisation.
To accommodate different conduction speeds and paths across different animals, time-normalisation was used to stretch or contract raw signals used for similarity analysis across different animals. An example of a raw signal and the time-normalised version are illustrated in the mRaw signal example in Fig. 1B . The normalisation parameters (i.e. anchor points) were determined from templates derived from one mHF signal that best represented the response for each of the four nerves. Selection of this template was based on the mHF signal with the highest cross-correlation to all other respective mHF signals across all animal responses for a given nerve. Time normalisation parameters, for each iRaw signal to be subjected to similarity analysis, were determined from the anchor points that were required to fit the iHF (derived from the iRaw signal in question) to the respective mHF template. The determined anchor points were then applied to the iRaw signal, so that it was linearly stretched to the same standard template, before similarity with other time-normalised iRaw signals from other animals was calculated. The three steps outlining this procedure are illustrated in Fig. 1E -G: step 1 (Fig. 1E ) and step 2 (Fig. 1F ) utilise a modified waveform analytical approach, as previously described (Potas et al. 2015) to determine the best choice of template signal and appropriate anchor points, respectively.
Step 3 fits the signal of interest to the template by stretching or contracting the signal to the anchor points on the stimulus artefact and a prominent signal feature (Fig. 1G ).
DCN surface potential mapping
For individual animals, the coordinates of each of the DCN recording positions were plotted onto a 2 × 2 mm generic map by normalising to coordinates of the rostral (obex, position X of Fig. 1A , right insert) and caudal tips (caudal tip position Y, Fig. 1A , right insert) of the DCN. The generic coordinates were determined from the mean coordinates for all animals. The relative magnitudes of mLF signals were quantified by the peak-to-peak amplitude of the P1 and N1 waves and mHF signals were quantified by the integral of the rectified signal between 5 and 15 ms following stimulus. The relative magnitudes of the mLF and mHF signals were then plotted in 3D space (z-axis) on the 2 × 2 mm generic maps, and a surface was projected onto 23 × 23 mesh grids by passing through each magnitude point and interpolating between the recording positions using an optimised thin plate spline function (Wahba, 1990) . The mean surface was calculated across the z-plane stack of the 23 × 23 mesh grids of all animals. The maximum point of the mean of all surfaces was referred to as the mean (primary) hotspot, and a secondary hotspot was defined as a second region that was segregated by a saddle region to the primary hotspot, and a mean peak >95% of the mean primary hotspot.
Statistical analysis
All statistical analyses were carried out using MATLAB (version 2016b) or R (R Core Team, 2016; version 3.1.3) through the RStudio platform (version 0.99.903). Linear mixed-effects models (LMEMs; lmer function in R) from the lmerTest package (Kuznetzova et al. 2016) were used for statistical comparisons of signal quantification for raw, mLF and mHF signals. For similarity analysis, linear models (LM; lm function in R) were used, and pairwise Tukey post hoc comparisons were performed (lsmeans function in R) where relevant. For DCN surface potential mapping, pairwise Student's t tests were calculated for each of the 529 points on the mesh grid and positive false detection rates were determined for all pairwise tests between two maps (Storey, 2002) . Significance boundaries between responses evoked by two nerves were represented as contour lines that bordered with P-values of 0.05 and regions of significant difference indicated on the respective side of each border. Further statistical analyses were applied to regions of interest comprising nine grid-squares centred on each hotspot using an LMEM.
All LMEMs were verified by inspection of residual plots and log transformations applied to heteroscedastic data if required; when significant effects were found, post hoc least squares mean differences (difflsmeans function in R) were calculated with Satterthwaite's approximation to degrees of freedom, and P-value adjustments for multiple comparisons were performed by a method controlling the false discovery rate (FDR post hoc; R: p.adjust function; BY option). All data are expressed as means ± SEM. Sample numbers (n values) are indicated in the figures.
Results

DCN surface potential characteristics
There have been few detailed descriptions of the DCN surface potential waveform in response to peripheral afferent stimulation since it was first described by Therman (1941) and subsequently Andersen et al. (1964c) . We therefore stimulated sural and peroneal nerves on both sides of the body to examine the evoked DCN surface potential in greater detail. Example mRaw responses evoked from each nerve are illustrated in Fig. 2A . Stimulation of peripheral nerves resulted in reproducible features consisting of a biphasic waveform with an initial short positive deflection (P1, Fig. 2A ) followed by a longer negative deflection (N1, Fig. 2A ). There was no significant difference in mRaw P1 peak or N1 peak latencies between bilateral nerve pairs, although latency to peak of P1 was significantly longer (P = 0.006, LMEM) and peak of N1 significantly shorter (P = 6e-8) when evoked from sural nerves compared to peroneal nerves (Fig. 2B ). There was no significant difference in the peak-to-peak amplitude of mRaw P1N1 among any of the four nerves examined (Fig. 2B) . The mRaw P1N1 slope was not significantly different between bilateral nerve pairs, but the P1N1 slopes from sural nerves were significantly greater (P = 0.0003) than from peroneal nerves (Fig. 2B) . In summary, mRaw P1 and N1 peak latencies and P1N1 slopes were not significantly different for bilateral nerve pairs, but were different between ipsilateral nerves.
DCN surface potential similarity
The sural and peroneal nerves innervate different anatomical structures on the same side of the body, but bilateral nerve pairs innervate similar structures on their respective sides. If DCN surface potentials accurately contain information relating to the anatomical structure being innervated, we would expect a reasonable degree of similarity of signals evoked from bilateral nerve pairs. To demonstrate reproducibility and consistency within and across animals, as well as between bilateral nerve pairs, we used a bootstrapped cross-correlation approach to measure waveform similarity. Waveform similarity measures of 1.0 ± 0 would be expected if all signals were identical, and zero would be expected if all signals were random.
Examples of mRaw signals and their sample populations for one of the 1000 bootstrapped random selection iterations are shown for responses evoked from the same nerve within the same animal ( Fig. 2C ; 'within-animal similarity, same-nerve'), the same nerve across different animals ( Fig. 2D ; 'across-animals similarity, same-nerve'), bilateral nerve pairs within the same animal ( Fig. 2C ; 'within-animal similarity, bilateral-nerve') and bilateral nerve pairs across different animals ( Fig. 2D ; 'across-animals similarity, bilateral-nerves'). Overall, within-animal similarity (0.77 ± 0.016) was significantly greater than across-animal comparisons (0.70 ± 0.014, P = 0.001, LM), but there was no significant interaction between nerves and the within/across comparisons (P = 0.24, LM), indicating that no individual nerve or bilateral nerve pair within-comparison (Fig. 2C ) was different to its respective across-comparison (respective panels in Fig. 2D) . Similarity was significantly different among nerves (same vs. same or bilateral nerve pairs; P < 2.2e-16, LM). All peroneal nerve measures of similarity (top rows of Fig. 2C and D) were significantly greater than their respective sural nerve similarity (bottom rows of Fig Significantly different latencies and slopes between nerve types in B are indicated ( * * P < 0.01, * * * P < 0.001, LMEM). C and D, waveform similarity. Similarity of signals evoked by the same or different animals and/or nerves were measured by comparing bootstrapped-generated means of correlation coefficients (see Methods, Signal similarity analysis). C, coloured traces represent an example from one (of 1000) iteration(s) of five randomly selected iRaw signals from a population of 11, evoked from a nerve in the same animal (range of 5-80 ms following stimulus). Same-nerves: the two mean signals (black traces) are calculated from the two populations of five randomly selected iRaw signals (different shading for each population of five signals shown); Bilateral-nerves: the two mean signals are calculated from the two populations of five randomly selected iRaw signals from a left and right nerve (colour coded according to each nerve). Similarity is expressed as the mean ± SEM of 1000 correlation coefficients for all animals (indicated for each analysis). D, similarity is determined in the identical way as described in C, but the two randomly selected populations of five iRaw signals to generate means for comparison are derived from different animals rather than the same animal (systematic pairwise selection of animals) and were time-normalised (see Fig. 1E -G for details). Similarity measures are expressed in the same way as in C; a perfect mean correlation coefficient of 1 ± 0 would indicate that all signals compared were identical. Number (n) of animals indicated in the key. [Colour figure can be viewed at wileyonlinelibrary.com] Similarity of LPN was not significantly different to RPN (P = 0.29, Tukey post hoc), but it was significantly greater than peroneal bilateral nerve pair similarity (P = 0.012, Tukey post hoc). There was no significant difference between RPN similarity and peroneal bilateral nerve pair similarity (P = 0.80, Tukey post hoc), nor was there a significant difference in similarity between any of the sural nerve groups (P ࣙ 0.12).
In summary, these data indicate (1) the greatest measures of similarity among nerve responses arose from comparisons within the same animal; however, similarity remains high between the same nerves across different animals, (2) peroneal nerves demonstrated greater similarity than sural nerves, and (3) with the exception of the LPN, there were no other significant differences between similarity of bilateral nerve pairs, and the corresponding same nerves.
Signal feature quantification
To establish whether bilateral nerve pairs evoke responses that have similar signal features, but are different from those generated by different ipsilateral nerves, we characterised and quantified features from mLF and mHF signals. The number of animals/nerve type is indicated in the legend for Fig. 3B-F (bottom) .
LF event quantification.
To compare LF features between nerves, we first examined plots of the mLF response for each animal (see Methods) and nerve (Fig. 3A) . The magnitude of individual responses is normalised between minimum (blue), zero (black) and maximum (yellow; see Fig. 1C for quantification example) . The most striking feature of these plots is that N1 duration (hot colours) is longer in the peroneal nerve-evoked responses (Fig. 3A) .
We then quantified and compared iLF signal zero-crossing and magnitude features for each nerve (Fig. 3B-D) and examined the effects of nerve (sural vs. peroneal) and side (left vs. right of bilateral nerve pairs) on various parameters. There were no significant nerve or side differences in the onset of the response (Z1, nerve effect: P = 0.413; side effect: P = 0.603; Fig. 3B ) or the second zero-crossing (Z2, nerve effect: P = 0.143; side effect: P = 0.417; Fig. 3C ). There were, however, significantly longer latencies to the third zero-crossing (Z3) from peroneal nerves compared to sural nerves (nerve effect: P = 0.003; Fig. 3D ), and between bilateral nerve pairs (side effect: P = 0.003). There was no significant difference in iLF P1 integral (nerve effect, P = 0.125; side effect, P = 0.239; Fig. 3E ), while iLF N1 integrals were significantly different between nerve types (P = 0.035; Fig. 3F ) but not sides (P = 0.113). Together, these data suggest that iLF features of the later part of DCN surface potentials (related to the N1 wave) are significantly different between nerves, but early features (related to the P1 wave) are not.
High-frequency event quantification. To compare HF features between nerves, we first examined raster plots (Fig. 4A ) of mHF signal response peaks (see Fig. 1D for example of peak quantification) representing latencies and magnitudes (colour coded) of each peak for each animal and nerve. These plots provide an overview of the patterns of peak amplitude and latency among animals for each nerve. Similar to the mLF magnitude plots of Fig. 3A , the most striking feature of mHF signals evident in Fig. 4A is the relatively sustained activity of peroneal evoked responses compared to sural nerves. To investigate this further, we quantified the mean number of events between 5 and 100 ms following stimulus from iHF responses (Fig. 4B, top left panel) . There were significantly more HF events evoked from peroneal compared to sural nerves (RSN, 46.6 ± 1.8; LSN, 49.6 ± 1.4; RPN, 69.7 ± 2.2; LPN, 66.8 ± 2.4; P < 2.2e-16, LMEM) over this range. Post hoc analysis demonstrated that this difference was generated 15-70 ms from stimulation onset (Fig. 4B , P < 2.2e-16 for all points, FDR post hoc). There was a marked interaction between nerve type and side (P = 0.00052; LMEM), which mainly arose from unlike nerves (LPN vs. LSN and RSN; RPN vs. RSN and LSN; P < 2.2e-16 for all comparisons, FDR post hoc). While there was no significant difference between peroneal bilateral nerve pairs (P = 0.20, FDR post hoc), there was a significant difference between left and right sural nerves (P = 0.008, FDR post hoc).
As a measure of signal energy, we quantified the mean integral of rectified iHF signals between 5 and 100 ms (Fig. 4B, top right panel) . Similar to event peak quantification, the integral of the signal was also significantly greater when evoked from peroneal compared to sural nerves over this range (RSN, 1.79 ± 0.17 µV·s; LSN, 1.87 ± 0.21 µV·s; RPN, 3.00 ± 0.21 µV·s; LPN 2.88 ± 0.25 µV·s; P < 2.2e-16, LMEM), but no difference between bilateral nerve pairs was evident (P = 0.15). Post hoc analysis demonstrated significant nerve effects at all bins from 15 to 75 ms (P < 2e-16, FDR post hoc).
We quantified the mean event amplitude of iHF signals for each 5 ms bin (Fig. 4B, bottom left panel) . Over the 5-100 ms range the mean amplitudes were significantly greater when evoked from peroneal compared to sural nerves (RSN, 26.0 ± 1.64 µV; LSN, 27.2 ± 2.7 µV; RPN, 28.1 ± 1.96 µV; LPN, 30.1 ± 3.91 µV; P = 3.7e-7, LMEM). Post hoc analysis demonstrated the most significant difference between sural and peroneal nerve responses over the range 15-30 ms (P < 2e-16, FDR post hoc).
We also quantified the mean half-width of iHF signals for each 5 ms bin (Fig. 4B, bottom right panel) . Over the range 5-100 ms there was no significant nerve effect (P = 0.24), but there was a significant side effect despite the difference being small (RSN, 0.39 ms ± 0.007; LSN, 0.39 ± 0.03 ms; RPN, 0.38 ± 0.01 ms: LPN, 0.40 ± 0.008 ms; P = 4.9e-6). Post hoc analysis demonstrated that the side effect mainly arose due to the greater half-width of LPN compared to the RPN responses (P < 2e-16), while the LSN failed to reach a significant difference compared to the right (P = 0.06). Post hoc analysis also revealed that the mean event half-widths across all four nerves were significantly shorter for the 5-10 ms bin compared to the 10-15 ms bin (P < 2e-16, FDR post hoc) and all subsequent bins, whereas the 10-15 ms bin was not significantly different to subsequent bins until the 60-65 ms bin (P ࣘ 0.017, FDR post hoc).
From height and half-width observations (Fig. 4B  bottom) , we noted two broad HF event types can be classified, which we called Type-1 and Type-2 (insert Fig. 4 ). Type-1 HF events occurred during the first 5-10 ms after the stimulus, coinciding with the LF, P wave, and comprised the largest event amplitudes (ß45 µV) and significantly smaller half-widths (ß0.35 ms). Type-2 HF events occurred at the late phase of the N wave, during the 50-85 ms (SN) or 75-100 ms (PN) periods, when the number of events is minimal, and amplitudes and half-widths become reasonably fixed for all nerves at ß23 µV and ß0.4 ms, respectively. In summary: (i) the sural nerve had significantly shorter iLF Z3 latencies, N1 durations and N1 integrals, and fewer HF events and reduced HF event amplitudes and integrals between 5 and 100 ms following stimulus, compared to the peroneal nerve; (ii) there were negligible differences between bilateral nerve pairs for all parameters investigated; and (iii) two broad classifications of HF events could be observed, namely Type-1 (earlier events, greater amplitudes and smaller half-widths) and Type-2 (later events, smaller amplitudes and larger half-widths).
DCN activity maps
DCN afferents are believed to terminate somatotopically in their respective nuclei. While this organisation is apparent in transverse cross-sections of the brainstem (Kruger et al. 1961; Nord, 1967; Florence et al. 1989; Maslany et al. 1991) , it is not clear whether this organisation is discernible across the DCN surface. We therefore asked the question if surface DCN activity is also somatotopically organised. To test this, we produced maps of mean activity derived from mLF and mHF signals across the DCN surface in response to left and right sural and peroneal nerve stimulation. We found that all hotspots of mean activity from mLF ( Fig. 5A ) and mHF (Fig. 5B ) signals were located on the surface of the brainstem over the gracile nuclei ipsilateral to the stimulated nerve (n = 8), confirming that the structures involved in producing DCN activity are ipsilateral to the stimulated nerve.
The peroneal and sural nerves innervate discrete regions of the lower limbs, but is this reflected by a discernible segregation of activity across the brainstem surface? To answer this, we examined averaged surface plots, mapped across the brainstem surface, of mLF and mHF signal magnitudes. Stimulation of peroneal or sural nerves resulted in a single hotspot of mLF activity (Fig. 5A , red and blue stars). The hotspot regions generated by stimulation of ipsilateral nerves were positioned relatively closely together on both left and right sides. On the left side, LPN/LSN significance boundaries ( Fig. 5A left panels, light red and light blue contours) indicated that there were no significant differences in mLF magnitude between the ipsilateral nerves at LPN or LSN hotspots when evoked by either nerve, although there was a region of significant difference evoked by LPN that extended further rostrolaterally compared to the LSN. The positive false detection rate (see Methods) for the mLF activity comparison of left ipsilateral nerves was 0.085 ( Fig. 5A) , indicating that 7.8 of the grid-squares within the P = 0.05 LPN/LSN significance boundaries are expected to falsely identify a significant difference. On the right side, the RPN mLF hotspot was situated within the significance boundary ( Fig. 5A right panels, dark blue and dark red contours), indicating that RPN-evoked mLF magnitude was significantly different to RSN-evoked activity at the RPN hotspot location, despite the RPN and RSN hotspots being located closer together compared to the left nerves. However, the activity generated at the RSN hotspot was not significantly different in magnitude at that location if the peroneal nerve was stimulated (i.e. dark blue star sits outside the dark red significance boundary in Fig. 5A bottom right panel) . The positive false detection rate for the mLF signal comparison of right ipsilateral nerves was 0.011 ( Fig. 5A) , indicating that 1.5 of the grid-squares within the P = 0.05 RPN/RSN significance boundaries are expected to falsely identify a significant difference.
To interrogate this further, we selected regions of interest that encompass the hotspot and eight surrounding grid-squares (i.e. nine grid-squares, boxed regions a-d, Fig. 5A ) and compared the mLF magnitudes within these regions using a statistical model (LMEM). This analysis confirmed that: (1) there was no significant difference in LF mean activity surrounding the identified hotspot regions of the left side when evoked from either nerve [ Fig. 5A : mean activity in box 'a' in response to LPN stimulation (a/LPN) vs. mean activity in box 'a' in response to LSN stimulation (a/LSN): P = 0.6; similarly for box 'c' , c/LPN vs. c/LSN: P = 1.0]; (2) that mean activity surrounding the hotspot evoked from the RPN is significantly different to the same region when evoked by the RSN (b/RPN vs. b/RSN: P = 6e-4); and (3) that mean activity surrounding the hotspot evoked from the RSN is not significantly different from that of the RPN (d/RPN vs. d/RSN: P = 0.87). These findings suggest that the activity at, and adjacent to, the average of maximum mLF foci is similar for LSN and LPN stimulation, while there are detectible differences between RPN and RSN stimulation.
We then examined the mHF signals using the same approach (Fig. 5B) . While stimulation of the left and right sural nerves led to a single mHF activity hotspot on the same side (Fig. 5B bottom panels, blue stars) , stimulation of right peroneal nerves produced two hotspots ipsilateral to the stimulated nerve (Fig. 5B top panels) . The primary (Fig. 5B top panels, large red stars) and secondary ( Fig. 5B top panels, small red stars) hotspots evoked by peroneal nerve stimulation were found to be further apart following stimulation of the right side. The location of mean activity of the primary hotspots evoked by LPN and LSN overlapped considerably and were outside the significance boundaries ( Fig. 5B left panels, light blue and light red contours), but the secondary hotspot of the LPN (Fig. 5B left top panel, small light red star) was located on the border of the LSN/LPN significance boundary. The positive false detection rate of the left ipsilateral nerve mHF signal comparison was 0.060 (Fig. 5B) , indicating that 4.6 of the grid-squares within the 0.05 LPN/LSN significance boundaries are expected to falsely identify a significant difference. Our LMEM confirmed that there was no significant difference of activity at the LSN and LPN primary hotspots upon stimulation of left nerves (a/LPN vs. a/LSN, P = 1.0; c/LSN vs. c/LPN, P = 1.0), and that the activity at the location of the LPN secondary hotspot failed to reach significance when either left nerve was stimulated (e/LPN vs. e/LSN, P = 0.10).
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On the right side, the RSN-evoked mHF activity hotspot was positioned in the saddle region of the RPN-evoked primary and secondary hotspots. Furthermore, it was bound by a significance boundary (Fig. 5B right panels, dark blue and red contours), indicating that RSN-evoked activity was significantly different from RPN activity at that location. However, stimulation of the RSN resulted in a broad level of elevated activity across the right gracile nucleus, and therefore there was no significant difference in the activity at either of the two RPN hotspots, both of which were located outside the relevant confidence boundary. The positive false detection rate of the right ipsilateral nerve mHF signal comparison was 0.050 (Fig. 5B) , indicating that 2.4 of the grid-squares within the 0.05 RPN/RSN significance boundaries are expected to falsely identify a significant difference. The LMEM also confirmed that the local regions at and around the hotspots were different when evoked by the RSN, which was significantly higher in magnitude when compared to the saddle region between the two RPN-evoked mHF activity hotspots (b/RPN vs. b/RSN, P = 1.0; d/RPN vs. d/RSN, P < 2e-16; f/RPN vs. f/RSN, P = 1.0). Finally, our analysis also indicated that the mHF RSN hotspot (box 'b') is located in a true saddle region between the two mHF LPN hotspots, as the level of RPN activity in this region is significantly reduced compared to that at both hotspots (b/RPN vs. d/RPN, P = 0.006; b/RPN vs. f/RPN, P = 0.049), and furthermore, the level of RSN activity at the locations of both RPN hotspots is significantly reduced when compared to its hotspot activity (d/RSN vs. b/RSN, P = 0.001; d/RSN vs. f/RSN, P = 0.013).
In summary, activity mapping experiments indicate that LF and HF activity foci on the brainstem surface are similar when evoked from left nerves, but there appears to be a greater separation between the hotspot levels of activity on the right side. Furthermore, the sural nerves produce a single hotspot of LF and HF activity, while the peroneal nerves produce a single LF hotspot and two HF hotspots. Overall, it appears that both LF and HF activity are asymmetrically represented across the gracile nuclei in response to sural and peroneal nerve stimulation.
Discussion
To date, there have been few studies that have interrogated DCN surface potential events evoked by different peripheral nerves. Here, we demonstrated that DCN signal features generated by stimulation of different peripheral nerves are unique and highly reproducible within and across animals. In addition, we show that responses evoked by bilateral nerve pairs display similar features, which are different from those generated by stimulation of nerves innervating other structures. Surprisingly, mapping activity across the surface of the DCN demonstrated an asymmetry in the arrangement of hotspots either side of the midline. We start by addressing important technical aspects of the study before discussing our findings.
Effects of anaesthesia
At a cellular level, urethane anaesthesia has been shown to affect a range of neurotransmitter-gated ion channels (Hara & Harris, 2002) , as well as alter astrocyte calcium dynamics (Thrane et al. 2012) . At a systems level, urethane has been shown to increase the intensity of stimulus-evoked responses in mouse auditory cortex (Yanagawa et al. 2016) , while others have shown a reduction in somatosensory evoked potential magnitudes in the rat barrel cortex (Devonshire et al. 2010) . Despite these effects, Devonshire et al. (2010) found that there was no difference in the shape of barrel cortex somatosensory evoked potentials under urethane anaesthesia. Based on these studies, if the somatosensory neural axis is suppressed under urethane anaesthesia at the level of the DCN, we predict that responses recorded in the DCN in the awake state will be similar, albeit with greater magnitudes and shorter latencies than those observed in our experiments. Reductions in cortical activity associated with urethane have been attributed to inhibition of inputs from the ventro-posterior medial nucleus of the thalamus (Aguilar & Castro-Alamancos, 2005) . This reduced thalamo-cortical input could arise from reduced DCN-thalamic input. Future experiments would need to look at DCN activity in awake and behaving animals to resolve this.
Evoked response features and similarity
Our results demonstrate that PN-and SN-evoked responses recorded from the DCN surface have highly reproducible features. Response similarity was highest among signals recorded from stimulation of the same nerve in the same animal, followed by the same nerve across animals, and bilateral nerve pairs within and across different animals. The high waveform similarity and low variability of P1 peak and N1 peak latencies show that surface potential responses recorded from the DCN contain replicable features that reflect peripherally generated events. As the SN response was predominately complete by 30 ms following stimulus, the reduced similarity of these responses compared to PN responses may have resulted from the range that was selected for analysis (i.e. 5-80 ms following stimulus), which extended beyond the SN response. This range was chosen to capture the bulk of PN signals and thereby enable objective comparisons between both nerve types. Nevertheless, mean correlation coefficients of approximately +0.6 indicate a good degree of similarity given that random signals would generate expected mean correlation coefficients of zero. Significant differences in P1 peak and N1 peak latencies and P1N1 slope between PN and SN responses were observed, but not between bilateral nerve pairs. PNs contain mixed cutaneous and deep structure afferent populations, while SNs contain predominately cutaneous afferents (Peyronnard & Charron, 1982; Handwerker et al. 1991; Povlsen et al. 1994) . Our data therefore indicate that these different afferent population profiles give rise to distinct DCN response features.
DCN signal components
A single, short duration (0.05 ms) electrical stimulation of a peripheral nerve evokes a single action potential in each axon of the nerve. Travelling in parallel, these action potentials reach the DCN either directly or indirectly via a synapse in lamina IV of the spinal cord (de Pommery et al. 1984; Giesler et al. 1984; Cliffer & Giesler, 1989; Tracey, 2004) . This leads to the generation of a large and complex response in the DCN with distinct and reproducible surface potential features that are unique to the nerve being stimulated, including two dominant LF events (P1 and N1 waves) superimposed with multiple HF events.
There are several interesting observations that indicate that the HF events represent unit spike activity. The half-widths of both Type-1 and Type-2 HF events we defined in the present study are similar to previous reports of single unit DCN action potentials in decerebrate cats (Bengtsson et al. 2013 ) and anaesthetised rats (Sanchez et al. 2006; Malmierca et al. 2009 ). The relatively homogenous amplitudes and durations in Type-2 HF events indicate little summation of multiple events that would otherwise lead to changes in event shape and therefore greater variability in amplitudes and/or half-widths. Type-2 HF events could therefore arise from single unit activity rather than compound action potentials. As the half-widths of Type-1 HF events are significantly shorter than Type-2, but remain similar to single unit spike durations (Sanchez et al. 2006; Malmierca et al. 2009; Bengtsson et al. 2013) , these events may be generated from single axons that are situated closer to the recording electrode.
Studies of the DCN cytoarchitecture support this explanation; spinal axons travel superficially over the DCN, then dive deep into the nuclei where they synapse (Glees & Soler, 1951) . Type-1 events would therefore display larger action potentials because of their close proximity to the surface recording electrode, while the smaller Type-2 events may arise from the DCN cell bodies located at greater depths (Buzsaki et al. 2012) . Another explanation for the greater magnitudes and smaller half-widths of Type-1 events is that they represent summation of activity from multiple units, but with a high degree of synchronisation as a consequence of simultaneous activation of axons in the stimulated nerve. Synchronisation of afferent activity is considered crucial for tactile coding (Johansson & Birznieks, 2004) . In line with Type-1 events representing compound responses of afferent inputs, the P1 wave, which coincides with Type-1 events, may represent the hyperpolarisation (Buzsaki et al. 2012 ) from synchronous action potential volleys arising from the spinal cord. Andersen et al. (1964c) was the first to propose that the early LF positive waves result from activity in dorsal column tract afferents.
The N1 wave represents the movement of positive ions away from the electrode, thereby indicating a period of increased excitability (Buzsaki et al. 2012 ). This could arise from excitatory post-synaptic potentials (as proposed by Andersen et al. 1964c) , which have reported half-decay times of ß6.5 ms (Bengtsson et al. 2013) . For the first part of the response, the N1 wave lags behind the rise and fall of HF event numbers, but then parallels event frequency in the latter part of the response (Fig. 4B top left panel) . The consistent temporal ordering of these phenomena may indicate the recruitment of a sequence of network processes that is conserved across animals. The longer N1 wave and more frequent HF events during the LF PN-evoked response could be explained by the greater number of afferent types compared to SN (Schmalbruch, 1986) , and therefore represent the activation of a larger network required to process the additional incoming sensory information. These observations demonstrate that during the N1 phase events are generated with a remarkable level of consistency across animals and are unique for the two nerve types.
Mapping
As expected, the locations of maximal mLF and mHF response components were ipsilateral to the stimulated nerve, within 1.5 mm caudal to obex (Fig. 5 ) and within 0.5 mm laterally to either side of the midline; this is the approximate region where the gracile and cuneate nuclei meet (Maslany et al. 1991; Li et al. 2012) . Interestingly, however, there were significant differences in the location of hotspot activity between the SN and PN on the right side but not left side, indicating an asymmetrical arrangement of activity, despite the finding that right nerve responses were located closer together in the LF domain (see Fig. 5A , distances between light red and light blue vs. dark red and dark blue stars). Furthermore, the arrangement of different nerve hotspots does not appear to follow a discernible pattern between animals. That we demonstrated highly reproducible responses across different animals provides us with the confidence that our recordings within animals were consistent, and therefore the asymmetric activity maps J Physiol 595.13 encountered were unlikely to result from an artefact of the methodology.
Another interesting observation was our finding of dual HF hotspots for the PNs but not SNs. In addition, the segregation of these hotspot pairs appeared different on the left and right sides. The observed asymmetry was a surprising finding and one that warrants further investigations. Dual HF hotspots may suggest that the peroneal nerve requires two locations within the gracile nuclei for information processing, while the sural nerve only requires one. This idea is consistent with the peroneal nerve containing a more diverse set of afferents (i.e. a range of tactile and proprioceptive pathway afferents) compared to the 'purely cutaneous' sural nerve (Peyronnard & Charron, 1982; Handwerker et al. 1991; Povlsen et al. 1994) .
We applied two independent statistical approaches to draw conclusions regarding the different levels of activity evoked by different nerves. The first approach indicates regions of significant differences in activity between two nerves and is accompanied by a measure of expected hypothesis testing accuracy. The greatest expected positive false detection rates for mLF and mHF signals were 0.085 and 0.060, respectively, between the left PNand SN-evoked responses. While this translates to small total numbers of incorrect hypotheses, these errors are likely to occur close to the P = 0.05 significance borders, and therefore the only contentious conclusion relates to the secondary hotspot of the mHF LPN-evoked activity (small light red star, Fig. 5B ); all other relevant significance boundaries are located at sufficient distances making false positive conclusions less likely. Our second statistical model confirmed the conclusions of the first; however, the second approach enabled us to focus on regions surrounding the hotspots and account for variability within animals and the nine grid-square samples within each boxed region. The latter approach also concluded that the LPN secondary hotspot was not significantly different from activity evoked by LSN; however, the low P-value (0.10) raises the possibility that there could be a mild effect. Indeed if box 'e' of Fig. 5B was a smaller region and centred on the significance boundary within, one might have expected that a significant difference would have been found. The location differences between RSN and RPN hotspots suggest a significant separation of the neural structures carrying information from each of the nerves on the right side only. Lateralisation of neural structures has been shown in the cortex of humans (Dassonville et al. 1997) , non-human primates (Nudo et al. 1992; Hopkins & Cantalupo, 2004) and rats (Denenberg, 1981) , among other species, but to our knowledge somatotopic lateralisation has not been demonstrated at this level of the brainstem. Cortical lateralisation is associated with many different behaviours (Concha et al. 2012) , including language (Powell et al. 2006) and handedness in humans (Rogers, 2009) . We propose future studies to further investigate lateralisation of DCN.
Conclusion
We have provided an in-depth characterisation of DCN surface potentials evoked by peripheral nerve stimulation. Despite an apparent lack of left/right symmetry in activity across the DCN surface, peripheral nerve stimulation results in waveforms with characteristics that are highly reproducible within and across animals and unique to the activated peripheral afferents.
Translational perspective
People affected by spinal or nerve injury can suffer from paralysis and loss of sensation of body regions below the site of injury. Significant progress has been made towards restoring movement in these patients by using electrical signals from the motor cortex to control robotic limbs, or even stimulate muscles to move. However, these approaches inadequately address the sensory feedback necessary for the dexterity required for day-to-day grasping and the manipulation of objects. Recent research in this field has typically considered the peripheral nervous system or the somatosensory cortex as targets for potential sensory neuroprosthetic devices, yet the dorsal column nuclei have been largely ignored for this pursuit. Here, we characterised the electrical potentials recorded from the surface of the dorsal column nuclei in response to stimulation of sural and peroneal nerves. We demonstrated that these responses have highly reproducible features that are unique to the region of peripheral stimulation. These observations support the dorsal column nuclei as a potential candidate worthy for future investigation as a brain-machine interface target, because information pertaining to sensory events arising from different body regions is robustly encoded in the electrical signatures. A comprehensive understanding of how such information is encoded in the brainstem could be used to activate salient dorsal column nuclei regions that could provide the illusion of a sensory percept in the periphery.
