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Embedding of pre-Lie algebras into preassociative algebras
V. Gubarev
Abstract
With the help of Rota—Baxter operators and the Gro¨bner—Shirshov bases, we
prove that every pre-Lie algebra injectively embeds into its universal enveloping
preassociative algebra.
Keywords: Rota—Baxter operator, Gro¨bner—Shirshov basis, pre-Lie algebra,
preassociative algebra (dendriform algebra).
1 Introduction
Pre-Lie algebras were introduced independently by E.B. Vinberg [20] in 1960 and
M. Gerstenhaber [9] in 1963. Pre-Lie algebras also known as left-symmetric algebras
satisfy the identity (x1x2)x3 − x1(x2x3) = (x2x1)x3 − x2(x1x3).
In 2001, J.-L. Loday [17] defined the dendriform (di)algebra (preassociative algebra)
as a vector space endowed with two bilinear operations ≻,≺ satisfying
(x1 ≻ x2 + x1 ≺ x2) ≻ x3 = x1 ≻ (x2 ≻ x3), (x1 ≻ x2) ≺ x3 = x1 ≻ (x2 ≺ x3),
x1 ≺ (x2 ≻ x3 + x2 ≺ x3) = (x1 ≺ x2) ≺ x3.
In 1995, J.-L. Loday also defined [16] Zinbiel algebra (precommutative algebra), on
which the identity (x1x2 + x2x1)x3 = x1(x2x3) holds. Every preassociative algebra with
the identity x ≻ y = y ≺ x is a precommutative algebra (x1x2 = x1 ≻ x2) and under the
product x · y = x ≻ y − y ≺ x is a pre-Lie algebra.
A linear operator R defined on an algebra A over a field k is called a Rota—Baxter
operator (RB-operator) of a weight λ ∈ k if it satisfies the relation
R(x)R(y) = R(R(x)y + xR(y) + λxy), x, y ∈ A. (1)
An algebra A with a Rota—Baxter operator is called a Rota—Baxter algebra (RB-
algebra) [3, 13].
In 2000, M. Aguiar [1] stated that an associative (commutative) algebra with a given
Rota—Baxter operator R of weight zero under the operations a ≻ b = R(a)b, a ≺ b =
aR(b) is a preassociative (precommutative) algebra. The analogue of this construction
for the pair of pre-Lie algebras and Lie RB-algebras of weight zero was stated in 2000 by
M. Aguiar [1] and by I.Z. Golubchik, V.V. Sokolov [10]. In 2013 [2], the construction of
M. Aguiar was generalized for the case of an arbitrary variety.
In 2008, the notion of universal enveloping RB-algebras of preassociative algebras was
introduced by K. Ebrahimi-Fard and L. Guo [8]. Moreover, it was proved in [8] that the
universal enveloping of a free preassociative algebra is free.
In 2010, with the help of Gro¨bner—Shirshov bases [4], Yu. Chen and Q. Mo stated
that a preassociative algebra over a field of characteristic zero injectively embeds into its
universal enveloping RB-algebra [5].
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In 2013 [12], given a variety Var, it was proved that every pre-Var-algebra injectively
embeds into its universal enveloping Var-RB-algebra of weight zero.
Problem 1.1. Prove that every pre-Lie algebra injectively embeds into its universal
enveloping preassociative algebra.
Problem 1.2 [15]. Construct the universal enveloping preassociative algebra for a
given pre-Lie algebra.
A solution of Problem 1.2 will cover Problem 1.1. The discussion of Problems 1, 2 in
the case of restricted pre-Lie algebras can be found in [6]. The analogues of Problems 1, 2
for Koszul-dual objects, dialgebras, were solved in [18].
The main goal of the current work is to solve Problem 1.1. In September 2018,
the proof that the pair of varieties of pre-Lie and preassociative algebras is a PBW-
pair (see [19]) appeared in [7], so it covers the solution of Problem 1.1. Anyway, the
methods used are quite different. V. Dotsenko and P. Tamaroff are applying in [7] the
operad theory, while the author uses Gro¨bner—Shirshov bases technique developed for
associative Rota—Baxter algebras.
In [11], the analogue of Problem 1.1 for postLie and postassociative algebras was
solved, see there the more detailed history and description of the problems.
2 Embedding of prealgebras into RB-algebras
Theorem 2.1 [1, 2, 10]. Let A be an RB-algebra of a variety Var and weight zero.
With respect to the operations
x ≻ y = R(x)y, x ≺ y = xR(y) (2)
A is a pre-Var-algebra.
Denote the pre-Var-algebra obtained in Theorem 2.1 as A(R).
Given a pre-Var-algebra 〈C,≻,≺〉, universal enveloping RB-Var-algebra U of C is the
universal algebra in the class of all RB-Var-algebras of weight zero such that there exists
a homomorphism from C to U (R).
Theorem 2.2 [12]. Any pre-Var-algebra could be embedded into its universal en-
veloping RB-algebra of the variety Var and weight zero.
Let us consider the idea of the proof of Theorem 2.2. Suppose 〈A,≻,≺〉 is a pre-
Var-algebra. Then the direct sum of two isomorphic copies of A, the space Aˆ = A⊕ A′,
endowed with a binary operation
a ∗ b = a ≻ b+ a ≺ b, a ∗ b′ = (a ≻ b)′, a′ ∗ b = (a ≺ b)′, a′ ∗ b′ = 0, a, b ∈ A, (3)
is proved to be an algebra of the variety Var. Moreover, the map R(a′) = a, R(a) = 0
is an RB-operator of weight zero on Aˆ. The injective embedding of A into Aˆ is given by
a 7→ a′, a ∈ A.
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3 Embedding of pre-Lie algebras into preassociative
algebras
Let RAs〈X〉 denote the free associative algebra generated by a set X with a linear
map R in the signature. One can construct a linear basis of RAs〈X〉 (see, e.g., [14])
by induction. At first, all elements from S(X), the free semigroup generated by X , lie
in the basis. At second, if we have basic elements a1, a2, . . . , ak, k ≥ 1, then the word
w1R(a1)w2 . . . wkR(ak)wk+1 lies in the basis of RAs〈X〉. Here w2, . . . , wk ∈ S(X) and
w1, wk+1 ∈ S(X)∪ ∅, where ∅ denotes the empty word. Let us denote the basis obtained
as RS(X). Given a word u from RS(X), the number of appeareances of the symbol R
in u is denoted by degR(u), the R-degree of u. We call an element from RS(X) of the
form R(w) as R-letter. By X∞ we denote the union of X and the set of all R-letters.
Given u ∈ RS(X), define deg u (degree of u) as the length of u in the alphabet X∞.
Suppose that X is a well-ordered set with respect to <. Let us introduce by induction
the deg-lex order on S(X). At first, we compare two words u and v by the length: u < v
if |u| < |v|. At second, when |u| = |v|, u = xiu
′, v = xjv
′, xi, xj ∈ X , we have u < v
if either xi < xj or xi = xj , u
′ < v′. We compare two words u and v from RS(X) by
R-degree: u < v if degR(u) < degR(v). If degR(u) = degR(v), we compare u and v in
deg-lex order as words in the alphabet X∞. Here we define each x from X to be less
than all R-letters and R(a) < R(b) if and only if a < b.
Let ∗ be a symbol not containing in X . By a ∗-bracketed word on X , we mean a basic
word from RAs〈X ∪ {∗}〉 with exactly one occurrence of ∗. The set of all ∗-bracketed
words on X is denoted by RS∗(X). For q ∈ RS∗(X) and u ∈ RAs〈X〉, we define q|u as
q|∗→u to be the bracketed word obtained by replacing the letter ∗ in q by u.
The order defined above is monomial, i.e., from u < v follows that q|u < q|v for all
u, v ∈ RS(X) and q ∈ RS∗(X).
Given f ∈ RAs〈X〉, by f¯ we mean the leading word in f . We call f monic if the
coefficient of f¯ in f is 1.
Definition 3.1 [14]. Let f, g ∈ RAs〈X〉. If there exist µ, ν, w ∈ RS(X) such that
w = f¯µ = νg¯ with degw < deg(f¯) + deg(g¯), then we define (f, g)w as fµ − νg and
call it the composition of intersection of f and g with respect to (µ, ν). If there exist
q ∈ RS∗(X) and w ∈ RS(X) such that w = f¯ = q|g¯, then we define (f, g)
q
w as f − q|g
and call it the composition of inclusion of f and g with respect to q.
Definition 3.2 [14]. Let S be a subset of monic elements from RAs〈X〉 and w ∈
RS(X).
(1) For u, v ∈ RAs〈X〉, we call u and v congruent modulo (S, w) and denote this by
u ≡ v mod (S, w) if u− v =
∑
ciqi|si with ci ∈ k, qi ∈ RS
∗(X), si ∈ S and qi|si < w.
(2) For f, g ∈ RAs〈X〉 and suitable w, µ, ν or q that give a composition of intersection
(f, g)w or a composition of inclusion (f, g)
q
w, the composition is called trivial modulo
(S, w) if (f, g)w or (f, g)
q
w ≡ 0 mod (S, w).
(3) The set S ⊂ RAs〈X〉 is called a Gro¨bner—Shirshov basis if, for all f, g ∈ S, all
compositions of intersection (f, g)w and all compositions of inclusion (f, g)
q
w are trivial
modulo (S, w).
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Theorem 3.3 [14]. Let S be a set of monic elements in RAs〈X〉, let < be a monomial
ordering on RS(X) and let Id(S) be the R-ideal of RAs〈X〉 generated by S. If S is a
Gro¨bner—Shirshov basis in RAs〈X〉, then RAs〈X〉 = kIrr(S)⊕ Id(S) where Irr(S) =
RS(X) \ {q|s¯ | q ∈ RS
∗(X), s ∈ S} and Irr(S) is a linear basis of RAs〈X〉/Id(S).
Let A be an associative algebra with an RB-operator R. Then the algebra A(−) is
a Lie RB-algebra under the product [x, y] = xy − yx and the same action of R. Thus,
we can state the analogues of Problems 1 and 2 for the varieties of Lie and associative
RB-algebras. (1) Whether a Lie RB-algebra can always be embedded into an associative
RB-algebra? (2) What is a linear basis of the universal enveloping associative RB-algebra
for a given Lie RB-algebra?
Let Lˆ = L ⊕ L′ be exactly the Lie algebra with the RB-operator R of weight 0
constructed in the sketch of the proof of Theorem 2.2. Let us choose linear bases xα and
yα, α ∈ Λ, of L and L
′ respectively such that
R(yα) = xα, R(xα) = 0. (4)
Then the set XΛ ∪ YΛ = {xα, α ∈ Λ} ∪ {yα, α ∈ Λ} is a linear basis of Lˆ. Suppose that Λ
is a well-ordered set. Extend the order on the set XΛ ∪ YΛ in the following way: tα < tβ,
t ∈ {x, y}, if and only if α < β; yα < xβ for all α ≤ β and xβ < yα if β < α.
Given x ∈ XΛ, y ∈ YΛ, denote [[. . . [[y, x], x] . . .], x] ∈ Lˆ
p+1 by [y, x(p)].
Consider the set S of the following elements in RAs〈XΛ ∪ YΛ〉:
xαxβ − xβxα − [xα, xβ], yαyβ − yβyα − [yα, yβ], β < α,
xαyβ − yβxα − [xα, yβ], β ≤ α, yβxα − xαyβ − [yβ, xα], α < β,
(5)
R(a)R(b)− R(R(a)b+ aR(b)), (6)
R(R(z1)~xα1R(z2) . . .R(zs)~xαsR(zs+1)), (7)
R(R(z1)~xα1R(z2) . . .R(zs)~xαsyβx
k
βR(zs+1))−
1
k + 1
(
R(z1) . . . R(zs)~xαsx
k+1
β R(zs+1)
+
k+1∑
i=2
(−1)i
(
k + 1
i
)
R(R(z1)~xα1R(z2) . . .R(zs)~xαs [yβ, x
(i−1)
β ]x
k+1−i
β R(zs+1))
−
s+1∑
j=1
R(R(z1)~xα1R(z2) . . .R(zj−1)~xαj−1zj~xαjR(zj+1) . . . R(zs)~xαsx
k+1
β R(zs+1))
−
s∑
j=1
lj∑
t=1
R(R(z1)~xα1R(z2) . . . R(zj)~xαj |xjt→yjt . . . R(zs)~xαsx
k+1
β R(zs+1))
)
. (8)
In (6)–(8), we have
s ≥ 1, k ≥ 0, a, b ∈ RS(XΛ ∪ YΛ), z2, . . . , zs ∈ RS(XΛ ∪ YΛ) \ (XΛ ∪ YΛ),
~xα1 , . . . , ~xαs−1 ∈ S(XΛ), lj = deg ~xαj ,
~xαs ∈ S(XΛ) in (7) and ~xαs ∈ S(XΛ) ∪ ∅ in (8). Moreover, xβ is greater than all letters
from ~xαs = xs1xs2 . . . xsls. By ~xαj |xjt→yjt we mean the word ~xαj in which the t-th letter
xjt is replaced by yjt, i.e., such yjt ∈ YΛ that R(yjt) = xjt.
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Finally, by R(z1), we denote either that z1 ∈ RS(XΛ ∪ YΛ) \ (XΛ ∪ YΛ) or that
R(z1) is absent, i.e., R(z1) = ∅. The same is true for R(zs+1). In particular, for s = 1,
R(z1) = R(z2) = ∅, the relation (7) equals R(~xα1). The values s = 1, k = 0, R(z1) =
R(z2) = ~xα1 = ∅ transfrom (8) to the relation R(yβ)− xβ .
Remark. In the relations (7) and (8), we are using associative words ~xα ∈ S(X)
instead of ordered polynomials from k[X ], otherwise we will have to reduce the products
of such polynomials from k[X ] to the ordered ones in all possible compositions from S.
Lemma 3.4. Given a Lie algebra H , the equality
(l + 1)yxl =
l+1∑
i=2
(−1)i
(
l + 1
i
)
[y, x(i−1)]xl+1−i + (yxl + xyxl−1 + . . .+ xly) (9)
holds in the universal enveloping algebra U(H) for any x, y ∈ H and l ≥ 0.
Proof. Let us transfer y to the most left position in the every summand of the
sum yxl + xyxl−1 + . . .+ xly. Thus, we will get by (5) the summands [y, x(i−1)]xl+1−i for
i = 2, . . . , l + 1. The coefficient in the sum by the summand (−1)i+1[y, x(i−1)]xl+1−i for
the fixed i comes from the sum
(l + 2− i)xi−2[x, y]xl−i + (l + 1− i)xi−1[x, y]xl−i−1 + . . .+ xl−1[x, y]
and thus equals
(l+ 2− i) + (l+ 1− i)
(
i− 1
i− 2
)
+ (l− i)
(
i
i− 2
)
+ . . .+ (l+ 2− i− (l+ 1− i))
(
l − 1
i− 2
)
= (l + 1)
((
i− 2
i− 2
)
+
(
i− 1
i− 2
)
+ . . .+
(
l − 1
i− 2
))
− (i− 1)
(
1 + i+
i(i+ 1)
2
+ . . .+
i(i+ 1)(i+ 2) . . . l
(l − i+ 1)!
)
= (l + 1)
(
l
i− 1
)
− (i− 1)
(
l + 1
i
)
=
(
l + 1
i
)
,
and we have proved the formula (9). 2
Theorem 3.5. The set S is a a Gro¨bner—Shirshov basis in RAs〈XΛ ∪ YΛ〉.
Proof. All compositions between two elements from (5) are trivial, as it is the
method to construct the universal enveloping associative algebra for a given Lie algebra.
Also, compositions of intersection between (6) and (6) are trivial. Thus, all compositions
of intersection which are not at the same time compositions of inclusion are trivial.
All compositions of inclusion between (5) and (7) are trivial since [xα, xβ] ∈ Span{XΛ}
for all α, β (as Span{XΛ} coincides with the image of RB-operator on Lˆ).
Let us compute a composition of inclusion between (5) and (8). Let
w = R(R(z1)~xα1R(z2) . . .R(zs)~xαsyβx
k
βR(zs+1)).
We apply the relation (5): xγxδ − xδxγ − [xγ , xδ] to the subword
~xαj = ~x
′
αj
xγxδ~x
′′
αj
, xγ > xδ, 1 ≤ j ≤ s.
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The triviality of the corresponding composition of inclusion for j < s follows from the
equality
R(R(z1) . . . R(zj)~x
′
αj
([xγ , yδ] + [yγ, xδ]− [xγ , xδ]y)~x
′′
αj
. . . R(zs)~xαsx
k+1
β R(zs+1)) = 0, (10)
where [xγ , xδ]y :=
∑
kµyµ for [xγ , xδ] =
∑
kµxµ ∈ Span{XΛ}.
We have
[xγ , yδ] + [yγ, xδ]− [xγ , xδ]y = [R(yγ), yδ] + [yγ, R(yδ)]− [R(yγ), R(yδ)]y ∈ Span{XΛ},
since R([R(yγ), yδ] + [yγ, R(yδ)])− [R(yγ), R(yδ)] = 0 in the initial Lie RB-algebra. Thus,
the expression (10) is equivalent to zero by (7).
Now, study the case j = s. The triviality of the corresponding composition of inclusion
will follow from the equivalence
A(z1, ~xα1 , z2, . . . , zs, ~xαs , zs+1) = R(z1)~xα1R(z2) . . .R(zs)~xαsR(zs+1)
−
s+1∑
j=1
R(R(z1)~xα1R(z2) . . .R(zj−1)~xαj−1zj~xαjR(zj+1) . . .R(zs)~xαsR(zs+1))
−
∑
j<s,t; j=s,t<k1
R(R(z1)~xα1R(z2) . . . R(zj)~xαj |xjt→yjt . . . R(zs)~xαsR(zs+1))
)
−R
(
R(z1) . . .R(zs)
( ∑
k1<t6∈K
~xαs |xjt→yjt +
∑
t∈K
(~xαs |xjt→yjt − ~xαs,0yβx
p
β)
)
R(zs+1)
)
− (p+ 1)R(R(z1)~xα1R(z2) . . .R(zs)~xαs,0yβx
p
βR(zs+1)) ≡ 0 mod (S, w), (11)
where w is greater than all terms involved in A(. . .), the word ~xαs = xs1xs2 . . . xsls has
the biggest letter xβ on the positions
K = {k1, k2, . . . , kp | k1 < k2 < . . . < kp} ⊂ {1, 2, . . . , ls}
and the word ~xαs,0 is obtained from ~xαs by arising all letters xβ with preserving order of
all remaining letters.
We will proceed on by induction on ls = |~xαs |. For ls = 1, we are done by (8).
Consider the equality
~xαs = ~xαs,0x
p
β +
p∑
q=1
xs1xs2 . . . xskq−1 . . . [xskq , wq]x
p−q
β , (12)
where wq is obtained from the word xskq+1 . . . xsls by arising all p − q letters xβ . For
wq = wq1wq2 . . . wq,ls−kq , the bracket [xskq , wq] in (12) means
[xskq , wq] =
ls−kq∑
i=1
wq1 . . . wq,i−1[xskq , wqi]wq,i+1 . . . wq,ls−kq .
By (8) and Lemma, we deduce that
A(z1, ~xα1 , z2, . . . , zs, ~xαs , zs+1) ≡
p∑
q=1
ls−kq∑
i=1
A(z1, ~xα1 , z2, . . . , zs, ~xαs(q, i), zs+1) mod (S, w),
6
where ~xαs(q, i) = xs1 . . . xskq−1 . . . wq1 . . . wq,i−1[xskq , wqi]wq,i+1 . . . wq,ls−kqx
p−q
β . The equiv-
alence A(z1, . . . , zs, ~xαs(q, i), zs+1) ≡ 0 modulo (S, w) follows by the inductive hypothesis.
Consider a composition of inclusion between (6) and (7). Let w = R(R(z1)~xα1R(z2) . . .
R(zs)~xαsR(zs+1))R(b) satisfy the above written conditions for (7). At first, we have
R(R(z1)~xα1R(z2) . . . R(zs)~xαsR(zs+1))R(b)
(7)
≡ 0 mod (S, w).
At second,
R(R(z1)~xα1R(z2) . . .R(zs)~xαsR(zs+1))R(b)
(6)
≡ R(R(R(z1)~xα1R(z2) . . .R(zs)~xαsR(zs+1))b+R(z1)~xα1R(z2) . . . R(zs)~xαsR(zs+1)R(b))
(7),(6)
≡ R(R(z1)~xα1R(z2) . . .R(zs)~xαsR(R(zs+1)b+ zs+1R(b)))
(7)
≡ 0 mod (S, w).
Compute a composition of inclusion between (6) and (8). Let b ∈ RS(XΛ ∪ YΛ)
and w = R(R(z1)~xα1R(z2) . . .R(zs)~xαsyβx
k
βR(zs+1)) satisfy the above written conditions.
Suppose that R(zs+1) 6= ∅, the case R(zs+1) = ∅ is even easier. On the one hand, we have
R(R(z1)~xα1R(z2) . . .R(zs)~xαsyβx
k
βR(zs+1))R(b)
(6)
≡ R(R(R(z1)~xα1R(z2) . . . R(zs)~xαsyβx
k
βR(zs+1))b)
+R(R(z1)~xα1R(z2) . . . R(zs)~xαsyβx
k
βR(zs+1)R(b))
(8),(6)
≡
1
k + 1
(R(R(z1)~xα1R(z2) . . . R(zs)~xαsx
k+1
β R(zs+1)b) +R(R(Σ)b))
+R(R(z1)~xα1R(z2) . . . R(zs)~xαsyβx
k
βR(R(zs+1)b+ zs+1R(b))) mod (S, w), (13)
where
Σ =
k+1∑
i=2
(−1)i
(
k + 1
i
)
R(z1)~xα1R(z2) . . . R(zs)~xαs [yβ, x
(i−1)
β ]x
k+1−i
β R(zs+1)
−
s+1∑
j=1
R(z1)~xα1R(z2) . . . R(zj−1)~xαj−1zj~xαjR(zj+1) . . . R(zs)~xαsx
k+1
β R(zs+1)
−
s∑
j=1
lj∑
t=1
R(z1)~xα1R(z2) . . . R(zj)~xαj |xjt→yjt . . . R(zs)~xαsx
k+1
β R(zs+1). (14)
We proceed on the last summand from (13)
R(R(z1)~xα1R(z2) . . .R(zs)~xαsyβx
k
βR(R(zs+1)b+ zs+1R(b)))
(8)
≡
1
k + 1
(R(z1)~xα1R(z2) . . . R(zs)~xαsx
k+1
β R(R(zs+1)b+ zs+1R(b))
+R(Σ′[R(zs+1)→ R(R(zs+1)b+ zs+1R(b))])
− R(R(z1)~xα1R(z2) . . .R(zs)~xαsx
k+1
β (R(zs+1)b+ zs+1R(b)))) mod (S, w)
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for Σ′ = Σ+R(z1)~xα1R(z2) . . . R(zs)~xαsx
k+1
β zs+1. The sum Σ
′[R(zs+1)→ R(u)] is defined
as follows. We need to replace the R-letter R(zs+1) staying at the end by the R-letter
R(u) in each summand of Σ′.
Inserting the obtained expression into (13), we get
1
k + 1
(R(R(Σ)b) +R(z1)~xα1R(z2) . . .R(zs)~xαsx
k+1
β R(R(zs+1)b+ zs+1R(b))
+R(Σ′[R(zs+1)→ R(R(zs+1)b+ zs+1R(b))])
−R(R(z1)~xα1R(z2) . . . R(zs)~xαsx
k+1
β zs+1R(b))) (15)
On the other hand, we calculate
R(R(z1)~xα1R(z2) . . .R(zs)~xαsyβx
k
βR(zs+1))R(b)
(8)
≡
1
k + 1
(R(z1)~xα1R(z2) . . .R(zs)~xαsx
k+1
β R(zs+1) +R(Σ))R(b)
(6)
≡
1
k + 1
(R(z1)~xα1R(z2) . . . R(zs)~xαsx
k+1
β R(R(zs+1)b+ zs+1R(b))
+R(R(Σ)b) +R(Σ′[R(zs+1)→ R(R(zs+1)b+ zs+1R(b))])
−R(R(z1)~xα1R(z2) . . . R(zs)~xαsx
k+1
β zs+1R(b))) mod (S, w).
Thus, the corresponding composition of inclusion is trivial modulo (S, w).
Let us show the triviality of a composition of inclusion between (8) and (8). Suppose
that we have
w = R(R(z1)~xα1R(z2) . . .R(zs)~xαsyβx
k
βR(zs+1)),
zm = R(q1)~xγ1R(q2) . . .R(qr)~xγryδx
l
δR(qr+1)
for some 1 ≤ m ≤ s+1. Consider the case m ≤ s. We will use the denotation Σ defined
by (14) and also
Σ′ := Σ +R(z1)~xα1R(z2) . . . ~xαm−1zm~xαm . . . R(zs)~xαsx
k+1
β R(zs+1),
z′m = R(q1)~xγ1R(q2) . . . R(qr)~xγrx
l+1
δ R(qr+1),
A =
r+1∑
j=1
R(q1)~xγ1R(q2) . . . R(qj−1)~xγj−1qj~xγjR(qj+1) . . . R(qr)~xγrx
l+1
δ R(qr+1),
B =
r∑
j=1
mj∑
t=1
R(q1)~xγ1R(q2) . . . R(qj)~xγj |xjt→yjt . . . R(qr)~xγrx
l+1
δ R(qr+1), mj = deg ~xγj ,
∆˜ = −A− B − R(q1)~xγ1R(q2) . . .R(qr)~xγr(yδx
l
δ + xδyδx
l−1
δ + . . .+ x
l
δyδ)R(qr+1),
∆ = −A−B +
l+1∑
i=2
(−1)i
(
l + 1
i
)
R(q1)~xγ1R(q2) . . . R(qr)~xγr [yδ, x
(i−1)
δ ]x
l+1−i
δ R(qr+1).
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On the one hand, modulo (S, w) we get
R(R(z1)~xα1R(z2) . . .R(zs)~xαsyβx
k
βR(zs+1))
(8), out
≡
1
k + 1
(R(z1)~xα1R(z2) . . . ~xαm−1R(zm)~xαm . . . R(zs)~xαsx
k+1
β R(zs+1) +R(Σ))
(8), in
≡
1
(k + 1)(l + 1)
(R(z1)~xα1R(z2) . . . ~xαm−1z
′
m~xαm . . . R(zs)~xαsx
k+1
β R(zs+1)
+R(z1)~xα1R(z2) . . . ~xαm−1R(∆)~xαm . . . R(zs)~xαsx
k+1
β R(zs+1) +R(Σ
′|R(zm)→z′m)
+R(Σ′|R(zm)→R(∆))− (l + 1)R(R(z1) . . . ~xαm−1zm~xαm . . . R(zs)~xαsx
k+1
β R(zs+1))). (16)
On the other hand,
R(R(z1)~xα1R(z2)~xα2 . . . R(zs)~xαsyβx
k
βR(zs+1))
(8), in
≡
1
l + 1
R(R(z1)~xα1R(z2) . . . ~xαm−1z
′
m~xαm . . . R(zs)~xαsyβx
k
βR(zs+1)
+R(R(z1)~xα1R(z2) . . . ~xαm−1R(∆)~xαm . . . R(zs)~xαsyβx
k
βR(zs+1)))
(8), out
≡
1
(k + 1)(l + 1)
(R(z1)~xα1R(z2) . . . ~xαm−1z
′
m~xαm . . . R(zs)~xαsx
k+1
β R(zs+1)
+R(Σ′|R(zm)→z′m)− R(R(z1)~xα1R(z2) . . . ~xαm−1∆˜~xαm . . . R(zs)~xαsx
k+1
β R(zs+1))
+R(z1) . . . ~xαm−1R(∆)~xαm . . . R(zs)~xαsx
k+1
β R(zs+1) +R(Σ|zm→∆)) mod (S, w). (17)
Subtracting (17) from (16), we have up to the factor (k + 1)(l + 1)
R(R(z1)~xα1R(z2) . . . ~xαm−1C~xαm . . . R(zs)~xαsx
k+1
β R(zs+1)),
where
C = ∆− ∆˜− (l + 1)R(q1)~xγ1R(q2) . . . R(qr)~xγryδx
l
δR(qr+1)
= R(q1)~xγ1R(q2)~xγ2 . . . R(qr)~xγrDR(qr+1)
for
D =
l+1∑
i=2
(−1)i
(
l + 1
i
)
[yδ, x
(i−1)
δ ]x
l+1−i
δ + (yδx
l
δ + xδyδx
l−1
δ + . . .+ x
l
δyδ)− (l + 1)yδx
l
δ.
Equality of D to zero follows from Lemma 3.4.
The proof in the case m = s+ 1 is quite similiar. We only need one additional thing:
we should apply (11) instead of (8) for the term R(R(z1) . . .R(zs)~xαsyβx
k
βz
′
m). Such
application is correct, since all terms involved in (11) have less R-degree than w.
It is easy to verify that all other compositions of inclusion are trivial. 2
Corollary 3.6. The quotient A of RAs〈XΛ∪YΛ〉 by Id(S) is the universal enveloping
associative RB-algebra for the Lie algebra Lˆ with the RB-operator R. Moreover, Lˆ
injectively embeds into A(−).
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Proof. By (6), A is an associative RB-algebra. By (5)–(7), we have that A is
enveloping of Lˆ for both: the Lie bracket [, ] and the action of R. Thus, A is an associative
enveloping of Lˆ.
Let us prove that A is the universal enveloping one. At first, A is generated by Lˆ.
At second, all elements from S are identities in the universal enveloping associative
RB-algebra URB(Lˆ). Indeed, (5) are enveloping conditions for the product, (6) is the
RB-identity, (7) and (8) for s = 1, k = 0, R(z1) = R(z2) = ~xα1 = ∅ give the relations (4),
the enveloping conditions for the action of R on L′. By (4) and (6), we deduce that
R(~xα) = 0 for ~xα ∈ S(X).
Let us prove the equality
w = R(R(z1)~xα1R(z2)~xα2 . . . R(zs)~xαsR(zs+1)) = 0.
The relation
R(a1)R(a2) . . . R(ak) = R(a1R(a2) . . . R(ak) +R(a1)a2R(a3) . . .R(ak)
+ . . .+R(a1)R(a2) . . . R(ak−1)ak) (18)
holds in an associative RB-algebra as the direct consequence of (1).
By (18), we may rewrite w as R(R(a)~xαsR(zs+1)) for some a, since x = R(y) for each
x ∈ L. Now we again by (18) get
w = R(R(a)~xαsR(zs+1))
= R(a)R(~xαs)R(zs+1)− R(aR(~xαs)R(zs+1))− R(R(a)R(~xαs)zs+1) = 0
proving that (7) holds in URB(Lˆ).
The relation (8) follows from (18) and the next one fullfiled in URB(Lˆ):
R(yxl) =
1
l + 1
(
xl+1 +
l+1∑
i=2
(−1)i
(
l + 1
i
)
R([y, x(i−1)]xl+1−i)
)
. (19)
Let us state (19). By (18), we have
xl+1 = R(y)R(y) . . .R(y) = R(yxl + xyxl−1 + x2yxl−2 + . . .+ xly). (20)
It remains to apply Lemma 3.4. 2
Finally, by Theorems 3.3 and 3.5 we get the injectivity of embedding Lˆ into A(−).
Corollary 3.7. Any pre-Lie algebra injectively embeds into its universal enveloping
preassociative algebra.
Proof. Let L be a pre-Lie algebra. By Theorem 2.2, L can be injectively embedded
into Lˆ(R) with the RB-operator R of weight 0. Then, by Corollary 3.6, we embed the Lie
RB-algebra Lˆ into its universal enveloping associative algebra A with the RB-operator P .
Thus, the subalgebra (in prealgebra sense) T in A(P ) generated by the set L′ is an
(injective) enveloping preassociative algebra of initial pre-Lie algebra L. 2
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