In this paper, we propose a new framework to predict visual scanpaths of observers while they freely watch a visual scene. The visual fixations are inferred from bottom-up saliency and several oculomotor biases. Bottom-up saliency is represented by a saliency map whereas the oculomotor biases (saccade amplitudes and saccade orientations) are modeled using public eye tracking datasets. Our experiments show that the simulated scanpaths exhibit similar trends of human eye movements in a free-viewing condition. The generated scanpaths are more similar to human scanpaths than those generated by two existing methods. In addition, we show that computing saliency maps from simulated visual scanpaths allows to outperform existing saliency models.
Introduction
Visual attention is the mechanism allowing to focus our visual processing resources on behaviorally relevant visual information. Two kinds of visual attention exist: one involves eye movements (overt orienting) whereas the other occurs without eye movements (covert orienting). Most research activities relevant to visual attention have dealt with the understanding and modeling of overt attention. Eye movements, revealing where and how observers look within a scene, are the key factor of such studies. Eye movements are composed of fixations and saccades. A sequence of fixations is called a visual scanpath. Fixations aim to bring objects of interest into the fovea where the visual acuity is maximum. Saccades are ballistic changes in eye position, allowing to jump from one position to another. Visual information extraction essentially takes place during the fixation period. Two well recognized attentional mechanisms control overt visual attention. Bottom-up mechanism refers to the ability of an area to attract our attention unconsciously and effortlessly. It relies on the low-level characteristics of visual stimuli, such as color, luminance, texture, motion, as discussed by Parkhurst, Law, and Niebur (2002) , Tatler, Baddeley, and Gilchrist (2005) and Le Meur, Le Callet, and Barba (2007) to name a few. The bottom-up guidance source is classically represented by a saliency map which indicates the most visually interesting parts of our visual field. At the opposite, there are top-down contributions which encompass a number of factors.
Top-down contributions are obviously related to the observers' goals as shown by Yarbus (1967) but also to the prior knowledge, motivations, mood and experience of observers.
Most of the computation models of visual attention, which date back to the 1980s (Clark & Ferrier, 1988; Itti, Koch, & Niebur, 1998; Tsotsos et al., 1995) , have been motivated by the seminal work of Koch and Ullman (1985) . They proposed a plausible computational architecture to predict human gaze. From a set of feature maps processed in a massively parallel manner, a single topographic saliency map which encodes the ability of an area to attract our gaze is computed. Since then, there has been a growing interest in this subject. A number of models, more or less biological and using different mathematical tools, have been proposed. The common denominator between these models is that they all output a 2D static saliency map. Although the saliency map representation is a convenient way to indicate where we look within a scene, these models do not completely account for the complexities of our visual system. One obvious limitation concerns the fact that these models do not make any assumption about eye movements and oculomotor behavioural biases (Tatler & Vincent, 2009) . For instance, they implicitly make the hypothesis that eyes are equally likely to move in any direction.
There is evidence for the existence of systematic tendencies in oculomotor control. Such biases could be combined with computational models of visual attention in order to better predict where we look. Such a model predicting the visual scanpath of observer is termed as saccadic model. Ellis and Smith (1985) pioneered in this field by elaborating a general framework for generating visual scanpaths. They used a stochastic process where the position of a fixation depends on the previous fixation, according to a first-order Markov process. Bearing this assumption in mind, Hacisalihzade, Stark, and Allen (1992) designed one of the earliest saccadic model. Later, in 1998, a new breakthrough was done by combining the framework of Ellis and Smith (1985) with saliency models (Itti et al., 1998; Itti & Koch, 2000) . From a static saliency map, a scanpath is generated by using winner-take-all (WTA) algorithm and inhibition-of-return (IoR) scheme. Brockmann and Geisel (2000) used a Lévy flight to simulate the scanpaths. Boccignone and Ferraro (2004) extended Brockmann's work, and modeled eye gaze shifts by using Lévy flights constrained by the saliency. A Lévy flight process is a particular type of random walk with a step length that follows a heavy-tailed distribution. Wang et al. (2011) used the principle of information maximization to generate scanpaths on natural images. Recently two new models have been proposed by Liu et al. (2013) and Tavakoli, Rahtu, and Heikkika (2013) . The former relies on saliency map, Lévy flight, and semantic content. The shifts of the Lévy flight follows a 2D Cauchy distribution which estimates the heavy-tailed distribution of saccade amplitudes. Only one parameter is required but the method for estimating this parameter is not described. In addition, authors do not give details about the plausibility of their approach and do not investigate whether the generated scanpaths show similar trends with human observers. The latter model proposed by Tavakoli et al. (2013) also incorporates a constraint for generating plausible visual saccades. They found that a Gaussian mixture was the best candidate to estimate the distribution of saccade amplitudes. Unfortunately, the authors do not give details neither on the number of Gaussian used nor on the estimated values of the distribution parameters. The previously mentioned saccadic models apply to the free-viewing context. When observers have to perform a task, such as searching for a known target within a visual scene, saccadic models are constrained by the characteristics of the target to find. Geisler (2005, 2009 ) determine the scanpath by maximizing the probability of correctly identifying the location of the target. In this context, the search is constrained by a human retinotopic map of target detectability, termed as visibility map, which is measured in a detection task, i.e. measuring the detection accuracy as a function of the target contrast. Najemnik and Geisler noticed that the visibility map is elongated in the horizontal direction reflecting the human bias for making horizontal saccades (see also Foulsham, Kingstone, & Underwood (2008) and Najemnik & Geisler (2008) ).
The design and validation of saccadic models is a difficult task because of a number of factors that have to be considered. First a saccadic model should output plausible scanpaths, meaning that the simulated scanpaths should present the same peculiarities as those of human saccadic behavior such as orientation and spatial biases. In addition, as the human saccadic behavior is stochastic, the saccadic model should be also stochastic, i.e. for a given set of parameters and history of recent fixations, the subsequent fixation can not be completely specified. Second, the generated fixation locations have to be well correlated to the salient areas of the visual scene and should correspond, to some extent, to observers' fixations (Itti & Koch, 2000) . Therefore, to evaluate the performance of saccadic models, we need to provide answers to the problems of plausibility and ability to predict observers' fixations and salient areas.
In this paper we deal with these issues and propose a saccadic model which is based on a standard image-based saliency model and several sources of oculomotor bias. Specifically, saccade amplitude and saccade orientation biases are inferred from the existing eye fixation datasets and combined with saliency map to pick the most probable fixation locations. The proposed model aims at reproducing the visual deployment of observers, while they freely view complex stimuli. In other words, we do not consider a specific task instruction.
Our method is outlined in Fig. 1 . From an input saliency map, we generate a set of scanpaths by considering spatial biases as well as inhibition of return. We evaluate the performance of the proposed approach according to its plausibility (do the generated scanpath exhibit the same trends as the human ones?) and to their ability to predict where we look at. To achieve this goal, the degree of similarity is evaluated between scanpaths as well as between saliency maps.
The rest of this paper is organized as follows. Section 2 describes our approach to generate scanpaths. Experimental results are given in Section 3. Section 4 concludes this paper with a discussion emphasizing the strengths and weaknesses of the proposed approach.
Scanpath generation

Saccadic model
As proposed by Ellis and Smith (1985) , the saccade generation is classically simulated by a Markov process of order T where T is the number of previous fixations taken into account to define the next fixation point. Let I : X & R 2 # R 3 an input image and x t a fixation Fig. 1 . Overview of the proposed approach. From the predicted saliency maps (left), a set of scanpaths are generated (middle) by taking account the biases of saccade amplitude and saccade orientation as well as memory bias. Performance of this model can be evaluated by directly comparing the generated scanpaths to human scanpaths or by computing new saliency maps (as illustrated on the right-hand side).
point at time t. To determine the next fixation point, we consider the 2D discrete conditional probability p xjx tÀ1 ; . . . ; x tÀT ð Þwhich indicates, for each location of the definition domain X, the transition probability between the past T fixations and the current location x. The conditional probability p xjx tÀ1 ; . . . ; x tÀT ð Þ is composed of three terms as described in Eq. (1) where p BU : X # 0; 1 ½ is the grayscale saliency map and p BU ðxÞ represents the saliency value at location x. p B ðd; /Þ represents the joint probability distribution of saccade amplitudes and orientations. d is the saccade amplitude, which is expressed in degree of visual angle, between two fixation points x t and x tÀ1 , and / is the angle, which is expressed in degree between these two points. p M ðx; tÞ represents the memory state of the location x at time t. This time-dependent term simulates the inhibition of return and indicates the probability to refixate a given location. These three terms will be defined and described in the following subsections.
The two constraints, namely p B ðd; /Þ; p M ðx; tÞ, act as a multiplicative modulation on the saliency p BU ðÞ. This multiplicative modulation, which varies spatially and temporally, is rather common in our visual system (Martinez-Trujillo & Treur, 2002) . In addition, these constraints are required to simulate the important characteristics of visual scanpaths (Tatler & Vincent, 2008) briefly reminded here. First, saccades of small amplitudes are far more numerous than long saccades. This behavioral feature might be related to the existence of a focal/ambient visual strategy (Antes, 1974; Follet et al., 2011; Unema et al., 2005) . Focal strategy would be used to focus on specific and adjacent locations and is characterized by shorter saccades. Ambient strategy involving longer saccades would be necessary to integrate the information of low salience regions in order to get a global understanding of the scene. Ambient saccades are far fewer than focal ones. Second, oculomotor bias is related to asymmetry in saccade orientation. Horizontal saccades (leftwards or rightwards) are more frequent than vertical ones, which are much more frequent than oblique ones. Foulsham and Kingstone (2010) found out that asymmetry in saccade is an image-independent bias that occurs irrespective of the image's orientation. Third, saccade planning is not memoryless. Several studies have shown the influence of gaze history on saccade selection (Bays & Husain, 2012) . The last but not the least is the central bias. Fixations are not distributed evenly throughout the scene but are much more frequent at the center of an image. There are a number of reasons for this central bias. Among them we just mention the bias from the photographer, who tends to place the object of interest near the image's center, and the orbital reserve (eye direction relative to the head). A review of central bias factors is documented by Tseng et al. (2009) .
To compute the optimal next fixation point x Ã t , one simple solution is to select the location that maximizes the conditional probability p xjx tÀ1 ; . . . ; x tÀT ð Þ given the knowledge of previous fixation locations, bottom-up saliency and oculomotor constraints:
This solution akin to the Bayesian ideal searcher (Najemnik & Geisler, 2009 ) is an efficient way to generate scanpaths. However, this approach do not reflect the stochastic behavior of our visual system and may fail to provide plausible scanpaths (Najemnik & Geisler, 2008) . Rather than selecting the best candidate, we generate N c random locations according to the 2D discrete conditional probability p xjx tÀ1 ; . . . ; x tÀT ð Þ . The location with the highest saliency gain, i.e. the difference between the saliences of the current location and the previous fixation location, is chosen as the next fixation point x could be positive or negative, meaning that the salience of the next fixation location could be greater or smaller than the current one. Fig. 2 illustrates the selection process when N c ¼ 5. The red crosses correspond to 5 candidates randomly drawn from p xjx tÀ1 ; . . . ; x tÀT ð Þ given that the previous fixation location was located at the centre of the image. By default, we use N c ¼ 5. This choice is discussed in the Section 3.5.
Once the fixation point has been chosen, the conditional probability is updated and a new iteration determines a new fixation point.
In the following subsections, we will define and explain the three terms of the conditional probability p xjx tÀ1 ; . . . ; x tÀT ð Þ .
Bottom-up saliency map p BU ðxÞ
The bottom-up component p BU ðxÞ represents the bottom-up saliency of the image pixel x. The bottom-up saliency map is predicted using a standard computational model. In our tests, we use the GBVS model proposed by Harel, Koch, and Perona (2006) . According to Borji, Sihite, and Itti (2012) 's benchmark, this model is among the best ones and presents a good trade-off between quality and complexity. We draw the reader's attention to the fact that p BU ðxÞ is constant over time. Tatler et al. (2005) indeed demonstrate that bottom-up influences do not vanish over time. Some saliency maps are given in Fig. 10 in Section 3.
2.3. Joint probability distribution of saccade amplitudes and orientations p B ðd; /Þ When looking within a visual scene, human observers show a strong preference for making rather small saccades in the horizontal direction. It is well-recognized distributions of saccade amplitudes are positively skewed with a mode close to two degrees (Tatler & Vincent, 2008) . This distribution can be modelled by a Gamma distribution (Ho-Phuoc, Guérin-Dugué, & Guyader, 2010), a Gaussian mixture (Tavakoli et al., 2013) or a 2D Cauchy distribution (Liu et al., 2013) . Regarding the distribution of saccade orientations, observers have a strong bias to perform horizontal saccades compared to vertical ones (Foulsham et al., 2008 ). Fig. 2. Probability of saccade targeting in retinocentric space by considering that the previous fixation xtÀ1 is the centre of the plot (we assume here that the image has a resolution of 256 Â 256 pixels and that the saliency map p BU is uniform). The red crosses are the five candidates that have been randomly drawn according to the shown probability.
Rather than defining two independent probability distributions, i.e. one for the saccade amplitude and another for the saccade orientation, we infer the joint probability distribution of saccade amplitudes and orientations p B ðd; /Þ from the fixation locations of 4 public eye fixation datasets (Bruce & Tsotsos, 2009; Judd et al., 2009; Kootstra, de Boer, & Schomaler, 2011; Le Meur et al., 2006) . These 4 datasets, described in Table 1 , represent more than 100000 fixations collected from 1249 images. The joint probability distribution p B ðd; /Þ is computed by using kernel density estimation (Silverman, 1986) which is a common and reliable method for estimating such a distribution. We define d i and / i the distance and the angle between each pair of successive fixations respectively. From all the samples ðd i ; / i Þ, we estimate the probability that a fixation is featured by a distance d and an angle / as follows:
where, n is the total number of samples (n ¼ 105; 727) and K h is a two-dimensional Gaussian kernel. h ¼ ðh d ; h / Þ is the kernel bandwidth. Separate bandwidths were used for angle and distance components. The two bandwidth parameters are chosen optimally based on the linear diffusion method proposed by Botev, Grotowski, and Kroese (2010) . The optimal bandwidths are h d ¼ 1:93 (expressed in visual angle) and h / ¼ 1:94 (expressed in degrees). We evenly divide the saccade amplitude range into 80 bins (one bin representing 0.25°) assuming that the maximum saccade amplitude is equal to 20°. The angle / ranges from 0°to 359°with a bin equal to one degree.
The resulting joint probability distribution is plotted in Fig. 3 (a). Similarly to the results presented by Tatler and Vincent (2009) , this joint probability indicates the probability of saccade targeting when the current fixation point is located at the center of the plot. As expected, there is a strong tendency in fixation behavior for making rather small horizontal saccades. Vertical saccades are fewer than horizontal ones but more numerous than saccades in the diagonal direction. We also observe that there is a bias for making more saccades in an upwards direction than in a downwards direction. This result is consistent with Tatler and Vincent (2009) (see their Fig. 4 ). Fig. 3 (b) plots the horizontal and vertical cross sections of the probability distribution for horizontal saccades (red plot) and vertical saccades (blue plot) depending on the saccade amplitudes, respectively. The red plot shows that saccades in the same direction as the precedent one, i.e. with an angle of 0 , are more likely than saccades in the opposite direction, corresponding to an angle of 180
. On the other hand, the blue plot indicates that upward vertical saccades are more likely than downward saccades. Fig. 3(c)-(f) show the joint probability distributions of saccade amplitude and direction for each eye fixation dataset used in this study.
Memory effect and inhibition of return p M ðx; tÞ
The inhibition of return (IoR) is the process which transiently inhibits the attended locations in order to facilitate the scene exploration and to allow the possibility to refixate the attended locations. After the inhibition of an attended location, this latter should recover gradually its capacity to attract again the gaze.
The time course of IoR has been studied by Posner and Cohen (1984) and Samuel and Kat (2003) . They provided evidences that the effect of IoR lasts approximately between 1.5 and 3 s. The effect IoR decreases over time. According to Samuel and Kat (2003) , the effect of IoR would be maximal around 300 ms, stay rather constant between 300 and 1.6 s, and would decrease until the complete disappearance of effect. It is important to underline that these results have been obtained by using simple shapes such as circles and boxes; the transposition to natural scenes could modify substantially the conclusions of Samuel and Kat (2003) . As mentioned previously, the IoR process allows oculomotor refixation. This oculomotor mechanism has been extensively studied in reading task (Rayner, 1998) . However, only a few studies have examined the refixation when people freely watch a natural scene. Mannan, Ruddock, and Wooding (1997) found out that the probability of refixation is between 0.2 and 0.4 for a viewing duration of 3 s, which is consistent with Samuel and Kat (2003)'s results. Mannan et al. (1997) noticed that the probability of refixation depends on several factors such as the image's content itself as well as its visual quality. It is recognized that IoR is not restricted to previously attended locations (Bennett & Pratt, 2001 ). The IoR effect extends beyond the attended locations and its magnitude decreases with the distance from the attended location.
From these considerations, we define the term p M ðx; tÞ which represents the memory state of the location x at time t. We assume that the IoR effect disappears after T ¼ 8 fixations. Considering that a fixation duration lasts 300 ms on average, an attended location could be refixated after 2.4 s. This value is consistent with Mannan et al. (1997) and Samuel and Kat (2003) . The temporal decline of the IoR effect is simulated by a simple linear model. As proposed by Bennett and Pratt (2001) , we also assume that the spatial IoR effect declines as a Gaussian function U r i ðdÞ with the Euclidean distance d from the attended location, and r i is set to 2 (Bennett & Pratt, 2001 ). Formally, the memory effect p M ðx; tÞ for a given location x at time t is given by
where y 2 X represent all the possible locations in the input image.
b:c is used to clip the value to the range 0; 1 ½ . n is the number of visual fixations to consider: n is equal to minðT; t À 1Þ with T the number of fixations needed for an area to recover its initial saliency. R and I represent the recovery and the inhibition functions, respectively. They are given by
IðyjzÞ ¼ U r i ðky À zkÞ ð6Þ Table 1 The 5 eye fixation datasets used in this study. (I is the number of images, R is the resolution of the images, U is the number of observers, T is the viewing time, D is the viewing distance, d is the screen diagonal, ppd is the the number of pixel per visual degree, S = [C = CRT; L = LCD] is the screen type). Adapted from Winkler and Subramanian (2013) . x means that this information is not available. where U r i ðdÞ is the 2D Gaussian representing the spatial effect of the IoR. k:k is the Euclidean distance. Eq. (4) indicates that all locations of the memory map is influenced as soon as a saccade is made. This influence, whether it be an inhibition or a recovery, varies according to the Euclidean distance between the current location and the attended locations. Fig. 4 illustrates how the memory effect and IoR evolve over time for a simple case. We consider an image composed of 256 Â 256 pixels and a unique central fixation represented by a red cross in Fig. 4(b) . We assume, for this example, that the number of fixations, required to retrieve its original state, is equal to 4. After an inhibition stage (Fig. 4(b) ), the inhibited area steadily recovers its capability to draw attention. Fig. 5 presents a typical sequence of fixations estimated by the proposed method. The original image (Fig. 5(a) ) is selected from Bruce's dataset. To estimate the scanpath, we use the default parameter set, i.e. the number of fixations to recover the saliency is set to T ¼ 8, the number of pixels per degree is set to 22 (see Table 1) and and the parameter r i of the Gaussian function used in the inhibition process is equal to 2 .
Experimental results
The relevance of the proposed approach is assessed with regard to the plausibility and the spatial precision of the simulated scanpath. We assume that the simulated scanpaths are obtained in a context of purely free viewing for which top-down effects are not taken into account. Our scanpath generation model is fed with the GBVS maps, and will be termed in the following GBVS-SM (SM stands for Saccadic Model). Examples of our simulated scanpaths are given in Fig. 6 , in which each scanpath is composed of 10 fixations.
Are the simulated scanpaths plausible?
The purpose of the first evaluation is to verify whether the simulated scanpaths present the same oculomotor biases as human scanpaths. For each image in Bruce's and Judd's datasets, we generate 20 scanpaths, each composed of 10 fixations. Considering that a visual fixation lasts 300 ms on average, 10 fixations represent a viewing duration of 3 s. From the 224,600 generated visual fixations (10 Â 20 Â (1003 Judd's images + 120 Bruce's images)), we estimate the probability of saccade amplitudes, the probability of saccade orientations and the joint probability of saccade orientations and amplitudes. These distributions are plotted in Fig. 7 . The top row presents eye movement statistics for images in Bruce's dataset whereas the distributions of the bottom row are estimated using Judd's dataset. Fig. 7(a) and (b) show that the GBVS-SM and human scanpaths exhibit qualitatively similar oculomotor biases. The distribution of saccade amplitudes is positively skewed with a mode around 2-3°. Compared to the distribution of human saccades, we observe a greater discrepancy on Judd's dataset. This discrepancy may be due to the fact Judd's dataset contain images with a vertical layout (portrait) whereas the three other datasets are composed exclusively of image with an horizontal layout (landscape). Regarding the distribution of saccade orientations, there is a strong similarity between the human and the estimated distributions. The distributions have an elongated horizontal shape indicating the preference for making horizontal saccades, in the same or opposite direction. The joint distributions are plotted in Fig. 7(c) . Compared to Fig. 3(a) , we note that the GBVS-SM model tends to produce longer saccades than human. The joint distribution in Fig. 3(a) , which peaks at a distance of approximately 2-3°, is consistent with the distribution of simulated scanpaths, which peaks at 3-4°in Fig. 7(a) . Fig. 8 plots the distribution of saccade amplitudes and the distribution of saccade orientations for two modified versions of our model. The first one is termed WTA + IoR. In this model, we prevent the possibility of making refixation by removing the term Rðxjx tÀ1 ; . . . ; x tÀT Þ from Eq. (4). In addition, rather than randomly drawing the next location according to the conditional probability p xjx tÀ1 ; . . . ; x tÀT ð Þ (see Eq. (1)), we pick the location having the highest probability. In other words, the model WTA + IoR is a simple extension of a WTA model which incorporates the knowledge of oculomotor biases, i.e. p B ðd; /Þ, the joint probability distribution of saccade amplitudes and orientations. For the second modified model, we just replace the joint probability distribution p B ðd; /Þ by a 2D uniform distribution. Compared to the proposed model, this model has no prior knowledge regarding the saccades distribution. None of these two models succeeds in generating plausible Fig. 8(a) . Second, the plots in Fig. 8 (b) and (c) emphasize the role of the joint probability distribution p B ðd; /Þ for getting plausible scanpaths. For instance, when the joint probability distribution p B ðd; /Þ is uniform, we observe in Fig. 8 (c) that there is no preferred orientation. We conclude from the above analysis that the GBVS-SM model produces plausible scanpaths in the sense that they share similar characteristics with human scanpaths. The proposed model tends to generate shorter and more frequent horizontal saccades than human would do. We also notice that the proposed model tends to produce longer saccades than observers.
Relevance of the predicted scanpath
There are a few methods for comparing scanpaths. String editing was used by Privitera and Stark (2000) to compare human fixations with those predicted by automatic means. In this study, we follow the method of Jarodzka, Holmqvist, and Nystrom (2010) which represents fixation data as vectors of position and duration. In our case, we just consider the fixation location, since the fixation duration is here considered as constant. Jarodzka's algorithm is based on the Dynamic Time Warp algorithm (DTW) (Gupta et al., 1996; Petitjean, Ketterlin, & Gancarski, 2011) . The DTW algorithm measures the similarity between two sequences which may have different lengths. This is a non parametric and easy-to-use approach, which is classically implemented by using dynamic programming as briefly described in the following.
Given two scanpaths X ¼ x 1 ; x 2 ; . . . x N ð Þand Y ¼ y 1 ; y 2 ; . . . y M ð Þ , the DTW metric provides the similarity score between these two scanpaths. The algorithm is based on the use of a cost matrix C 2 R NÂM which represents all pairwise distances between X and Y. The dynamic programming algorithm consists in accumulating the cost from the top-left to the bottom-right corner in a matrix D, called the cost matrix:
where d i;j is the ij th entry in the matrix D. The final score is given by d N;M which indicates the degree of similarity between the two scanpaths. The score d N;M is positive, or null when there is a perfect matching between the two scanpaths.
To evaluate the degree of similarity between human scanpaths and the predicted scanpaths, we generated, for a given image, 20 scanpaths each composed of 10 fixations. We computed the DTW by comparing one predicted scanpath to all human scanpaths.
The final distance between the predicted scanpath and human scanpaths is equal to the average of the 20 DTW scores. This score indicates the average distance between one predicted scanpath and the human scanpaths. We iterate over the 20 predicted scanpaths and average all the scores. This final average value, called S DTW , provides the final score and reflects the degree of similarity between the predicted and human scanpaths. The closer to 0 the value S DTW , the more similar the scanpaths. Fig. 9 presents the DTW performance of the proposed method (GBVS-SM) as well as the two modified versions (WTA + IoR and the proposed model without oculomotor constraints (see Section 3.1 for details)). Boccignone and Ferraro (2004) 's model has also been tested. We use the Matlab software available on authors' web page. The last model is the random model, for which the spatial locations of visual fixation are randomly chosen. According to the DTW metric, the proposed method significantly outperforms all the other models. As expected, the lowest performances are obtained with the random model. These observations are the same for both datasets.
Scanpath-based saliency maps
The performance of the proposed method is also evaluated by computing a saliency map from the generated fixation points. As in Section 3.1, we compute, for each image, 20 scanpaths, each composed of 10 fixations. For each image, we created a saliency map by convolving a Gaussian function over the fixation locations of each observer (i.e. scanpaths in our context). We chose the standard deviation of the 2D Gaussian function to have the cutoff frequency about one degree of visual angle (Le Meur & Baccino, 2013) .
In the following, the map computed from human eye fixations will be termed as human saliency map. This map is obtained by convolving the fixation map gathering all fixation points with a 2D Gaussian. The predicted saliency maps will correspond to either the maps computed by a computational model of visual attention or the GBVS-SM saliency maps, which are computed using the scanpaths generated from the proposed model. Fig. 10 shows some human saliency maps and the predicted saliency maps computed by the GBVS model and by the proposed model. The GBVS-SM saliency maps (Fig. 10(d) ) are, qualitatively speaking, more focussed than the GBVS saliency maps (Fig. 10(c) ) and seem to be more correlated to the human saliency maps (Fig. 10(b) ) than the GBVS ones.
The degree of similarity between human saliency maps and the predicted saliency maps is evaluated using four metrics: linear correlation coefficient, Kullback-Leibler divergence, the normalized scanpath saliency and hit rate (Le Meur & Baccino, 2013). The linear correlation coefficient, noted CC, computes the linear relationship between the human saliency map and the predicted saliency map. The Kullback-Leibler divergence, noted KL, computes an overall dissimilarity between two distributions. The first step is to transform the two saliency maps into 2D distributions. The KL-divergence is positive or null. The perfect similarity is obtained when the two saliency maps are strictly equal. The normalized scanpath saliency (NSS) measure was proposed by Peters et al. (2005) . It involves a saliency map and a set of fixations, and aims at evaluating the saliency values at fixation locations. In our context, the saliency map is computed from the human fixations whereas the fixation locations are those estimated by the proposed model. This way of using the NSS measure differs from what is commonly used. Indeed, classically, the fixations come from the eye tracking experiment and the saliency map is the output of a saliency model. The hit rate measure used in this study is similar to the measure used in Judd, Ehinger, Durand, and Torralba (2009) . It involves a binarized saliency map and a set of fixations.
It aims at counting the number of fixations falling within the binarized salient areas. By varying the binarization threshold, a hit rate curve is plotted. The hit rate measure is simply the area under the curve. As for the NSS measure, the binarized saliency map is computed from the human data whereas the fixations are predicted by the proposed saccadic model. Results are presented in Table 2 . For a fair comparison, the joint distribution of saccade amplitudes and orientations is trained on Bruce dataset when assessing the performance on Judd dataset, and on Judd dataset when assessing the performance on Bruce dataset.
The proposed method is ranked the first in terms of CC and NSS on Bruce's dataset, and is ranked the second in terms of CC and the first in terms of NSS on Judd's dataset. Regarding the KL-divergence, the difference between the proposed model and the existing models is significant. As illustrated in Fig. 10 , the GBVS-SM maps are as focused as those generated by human fixation data. As the KL-divergence evaluates the dissimilarity between two distributions, models which tend to overestimate saliency are disadvantaged compared to scanpath-based saliency map. We also compared the proposed model against Boccignone and Ferraro (2004) 's model, WTA + IoR and GBVS-SM without oculomotor constraints. Table 2 indicates that the GBVS-SM approach outperforms the above three methods, except for the hit rate metric. Globally speaking, the proposed method obtained the best average rank (R ¼ 1:9) out of the 12 tested models for the two datasets (see last column of Table 2 ); R is obtained by averaging the ranks for the two datasets and over the four metrics. The average rank of GBVS-SM is R ¼ 1þ1þ1þ4þ2þ1þ1þ4 2Â4
¼ 1:9. Another test has been carried out in order to evaluate the sensitivity of the proposed model to the joint distribution of saccade amplitudes and orientations. Rather than training the joint distribution on Bruce or Judd's datasets, we use the joint distribution presented in Fig. 3(a) which is obtained by considering the four eye tracking datasets, namely Bruce and Tsotsos (2009 ), Judd et al. (2009 ), Kootstra et al. (2011 and Le Meur et al. (2006) . We observe that the performance is almost the same (see the gray row in Table 2 ). If we consider that the joint distribution of saccade amplitudes and orientations represents the behavioural biases in eye guidance on natural scenes, this is not surprising to get similar results. This point is also supported by Fig. 4(a) in Tatler and Vincent (2009) which plots the joint distribution of saccade amplitudes and orientations. This distribution is qualitatively very close to the joint distributions we observe, despite the fact that the materials, stimuli and to some extent the eye tracking protocol are different from those we used.
Influence of the saliency map
As investigated in the previous section, saliency map and oculomotor biases are both required to generate plausible and relevant scanpaths. Saliency maps alone or oculomotor biases alone are far to be sufficient to account for where people fixate and how we move our eyes. Here, we analyze the impact of the saliency map on the performance of the proposed model. Rather than using the GBVS saliency model to compute the maps that are fed into the proposed model, we used the model of Itti et al. (1998) and the model of Garcia-Diaz et al. (2012) , called AWS. As indicated by Table 2 , AWS and Itti's models are less efficient than GBVS model. AWS model is however better than Itti's model. Additionally, we aggregated the saliency maps of GBVS and RARE2012 models through a simple average. Le recently demonstrated that a simple average of the top 2 saliency maps, computed by GBVS and RARE2012 models, significantly outperforms the best saliency models. Considering more saliency models tend to decrease the performance, even when robust aggregation methods were used. Table 3 presents the performance of Itti-SM, AWS-SM and Top2-SM for the DTW metric (i.e. comparison between the predicted scanpaths and human scanpaths), and for the CC, KL, NSS and HitRate metrics (i.e. comparison between the predicted saliency maps generated from the predicted scanpaths and the human saliency maps). The joint distribution of saccade amplitudes and orientations has been learned on Judd's dataset. Whatever the metrics, results clearly indicate that the better the input saliency maps, the better the performances. As expected, the quality and relevance of saliency maps used to generate scanpaths are important to predict where human observers fixate. It might be possible to improve further the quality of saliency maps by using contextual information (Torralba et al., 2006) or/and by combining current saliency models with models aiming at detecting salient object in a scene Liu, Zou, & Le Meur, 2014) .
Amount of randomness
To pick up the next fixation point, we select in a random manner N c candidates and keep the candidate for which the saliency gain is the most important. Boccignone and Ferraro (2004) defined an acceptance rule based on a similar approach. If a candidate location has a saliency gain greater than a given threshold, this candidate becomes the next fixation point. However, note that, in the proposed approach, the saliency gain could be positive as well as negative. This means that the salience of the next fixation Table 2 Performance of different models over two datasets using the linear correlation coefficient (CC), KL-divergence (KL), hit rate (HR) and the normalized scanpath saliency (NSS). The last column indicates the average rank R for the two tested datasets. The best rank is 1 whereas the lowest is 12. Note that the models proposed by Garcia-Diaz et al. (2012) , Riche et al. (2013) and Harel et al. (2006) are commonly called AWS, RARE2012 and GBVS, respectively.
Bold values represent the highest performance (one bold value per column). Table 3 Performance of different models over Bruce's datasets using the DTW metric, the linear correlation coefficient, KL-divergence, hit rate and the normalized scanpath saliency (NSS). Itti-SM, AWS-SM and Top2-SM represent the saliency maps generated by the proposed approach when Itti, AWS and Top2 saliency maps are the input of the proposed saccadic model, respectively. point could be greater or smaller than the salience of the current fixation. The parameter N c can be used to adjust the randomness of the proposed method. When N c ¼ 1, the randomness is maximal, whereas, when N c increases, the stochastic behavior of the proposed method is getting less important, due to the fact that we systematically select the location with the highest saliency. When N c tends to infinity, the proposed model becomes almost deterministic and could be boiled down to the Bayesian ideal searcher (Najemnik & Geisler, 2009 ) (see Eq. (2) in Section 2.1). Fig. 11(a)-(d) illustrates saliency maps generated from the simulated scanpaths while three values of N c have been considered. Saliency maps are more focused when N c increases. This indicates that the generated scanpaths are mainly composed of the same fixation points.
By default, we set N c equal to 5 which appears to be a good trade off, leading to saliency maps qualitatively similar to human saliency maps. However, in an ideal situation, the parameter N c should be adjusted to reflect the visual dispersion that exists between observers. Indeed, the visual dispersion between observers watching the same visual scene depends on the scene content. A strong congruency between visual fixations of observers is observed when the scene contains an object that stands out from the background or/and a strong semantic information is present (human face, text, etc).
An a priori estimate of the inter-observers congruency is a challenging task. To the best of our knowledge, there exist two computational methods dealing with this task: the visual clutter algorithm proposed by Rosenholtz, Li, and Nakano (2007) , and the IOVC (Inter-Observers Visual Congruency) algorithm proposed by Le Meur, Baccino, and Roumy (2011) . Unfortunately, these two methods do not manage to predict faithfully the dispersion between observers.
Is the proposed model only valid for photographic scenes?
The oculomotor biases used in the proposed model have been inferred from fixations recorded while observers look within a natural scene displayed on a computer screen. This way to proceed could strongly influence our gaze deployment and could introduce severe biases (Tatler & Vincent, 2009 ). The most known problem induced by such an eye tracking experiment is the central bias. Fixations are not distributed evenly throughout the scene but are much more frequent at the center of an image. As already mentioned in Section 2, this bias might be due to the photographer bias who tends to place the object of interest near the image's center. The question that comes to mind is: is the proposed model suitable for content other than photographic scenes?
To make clear this point, we estimated the joint probability distribution of saccade amplitudes and orientations with fixations collected on webpages (Shen & Zhao, 2014) . The main characteristics of the dataset proposed by Shen and Zhao (2014) are given in Table 1 . The plots in Fig. 12 clearly show that there is a strong tendency for making horizontal small saccades in the rightward direction. This tendency is known as the F-bias (Buscher, Cutrell, & Morris, 2009) . Observers often scan the webpages in a F-shaped pattern, by scanning the webpage in a raster scan order. This result indicates that, to predict the visual scanpath on webpages, the joint probability distribution p B ðd; /Þ needs to be updated.
Conclusion
In this paper, we presented a new model to generate plausible visual scanpaths. The model embeds several oculomotor constraints and a bottom-up saliency map. Oculomotor constraints are inferred from eye fixation data. Our results show that our model generates plausible and relevant scanpaths. They indeed share similar trends with human scanpaths such as the heavy-tailed distribution of saccade amplitudes and the distribution of saccade orientations. Additionally, the scanpaths generated by our model allow to predict well the salient parts of image. Both comparisons of scanpaths and saliency maps have been used to draw this conclusion. The first consists in comparing the predicted scanpaths and human scanpaths, whereas the second consists in computing the degree of similarity between scanpath-based saliency maps (one from the human fixations and the other from different models). Experiments have shown that our GBVS-SM model outperforms many state-of-the-art models. However, the proposed method has some limitations that need to be overcome in the future work: Fixation durations. First, we do not predict the fixation durations. In our approach, we set it to 300 ms. However, the average fixation duration varies between 200 and 600 ms. The duration of visual fixation depends on a number of factors such as the presence of high spatial frequency detail (Mannan et al., 1997; Mannan, Ruddock, & Wooding, 1995) and unusual objects (Underwood & Foulsham, 2006) .
Second-order effect. Second, we assume that the memory effect occurs only in the fixation location. Rather than assuming that saccades are independent events, it would probably be more interesting to consider that a saccade can be influenced by the preceding saccades. Tatler and Vincent (2008) showed for instance that saccades with small amplitude tend to be preceded by other small amplitude saccades. Regarding saccade orientation, they noticed a bias to make saccades either in the same direction as the previous saccade, or in the opposite direction. These second-order effects will be investigated in a future study. In the same vein, it would make sense to consider jointly different dimensions, such as the relationship between fixation duration and the amplitude of the preceding saccade. This relationship has been first examined by Unema et al. (2005) . They found evidence for a focal and ambient dichotomy. However, the way to classify fixation as being either focal or ambient is still an open issue (Follet et al., 2011) .
Top-Down information. Third, high-level aspects such as the scene context are not included in our model. The saliency maps we used, coming from GBVS model, are purely bottom-up. The use of specific higher level cues, such as the type of the scene, may help getting more accurate saliency map (Torralba et al., 2006) .
Generating visual scanpaths can be used in a number of computer vision applications. To name a couple of simple examples, applications like saliency manipulation (Margolin, Zelnik-Manor, & Tal, 2013) , image retrieval (Awad, Courboulay, & Revel, 2012) , decolorization (Ancuti, Ancuti, & Bekaert, 2011) could use the proposed model to improve their effectiveness.
