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ABSTRACT 
We study the positive (semidefinite) solutions to the matrix equation X = A - 
BX-‘B* under the assumption that A > 0. We show that a positive solution exists if 
and only if a certain block tridiagonal operator is positive, in which case the solution 
is given by the shorted operator (or generalized Schur complement) of that operator. 
1. INTRODUCTION 
In this paper we consider the problem of finding fixed points of a matrix 
equation: given finite or infinite matrices A and B, with A positive, to find a 
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positive matrix X such that 
X=A-BX-‘B”. (I) 
This problem arises in the analysis of ladder networks [4, 9, 12, 14, 271, 
dynamic programming [5, 221, control theory [17, 23, 25, 261, stochastic 
filtering [2, lo], and statistics [lo, 211. Th e expression on the right hand side 
of (1) should not be taken literally; rather it is intended to suggest the 
shorted operator or generalized Schur complement of the partitioned matrix 
A B 
[ 1 B” X’ 
The precise statement of our equation will involve the shorted operator, 
which is defined in the next section. 
2. PRELIMINARIES 
Let 2 be a finite or infinite dimensional Hilbert space with inner 
product (. , . ). A bounded p o era or t E on 3 is termed posit&e if E = E* 
and (Er, x) > 0 for all x in %. Given a positive partitioned operator 
E,, E,, 
[ 1 E,, E,, ’ 
the shorted operator S(E) of E is given by the formula 
S(E) = E,, - E,, E,‘E,, 
(2) 
if the indicated inverse exists. The general definition, given in [l, 61, and [ll], 
is 
S(E) = ;rr$( E + &I). (3b) 
In finite dimensions the Moore-Penrose generalized inverse may be used 
instead of the limiting process, i.e., S(E) = E,, - E,, El2 E,,; the reader 
should see [IS] for information about this form of the shorted operator. We 
note that in this paper the shorted operator is considered to act on a proper 
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subspace of A?, in contrast to the usual definition. Important properties of 
the shorted operator are summarized in the following propositions. Before we 
state these propositions, we note that Krein [18] first considered the shorted 
operator in an entirely different setting. This work does not overlap any of 
his. 
PROPOSITION 2.1. Let E be a positive matrix, partitioned as in (2). Then 
range( E,,) c range( Eip). There is a unique operator F satisfying the follow- 
ing three conditions : 
(a) E,, = E&‘“F, 
(b) kemel( E,,) = kemel( F), and 
(c) range(F) crange( E,,). 
Moreover, with this F, the shorted operator of E may be written 
S(E) = E,, - F*F. (3c) 
Proof. This is Theorem 3 of [6]. W 
PROPOSITION 2.2. Let E be a positive matrix, partitioned as in (2). Let c 
be a vector. Then 
Proof. This is Theorem 6 of [6]. n 
PROPOSITION 2.3. Let E be a positive matrix, partitioned as in (2). Then 
S(E)=sup(Xl[; #E,O<X). 
Proof. This is Theorem 1 of [6]; it is also derived in [ll]. n 
PROPOSITION 2.4. Let E be a positive matrix, partitioned as follows; 
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Let S,(E) denote the shorted operator of E to the upper 2 X 2 block; for 
example, in the insertible case, S,(E) may be written 
Then S(E) = S(S,(E)). 
Proof. This is Corollary 1.5 of [6]. It is commonly called the quotient 
formula; see [13]. n 
We also have occasion to use the geometric mean (see [3, 4, 7, 15, 16, 19, 
22, 241) of positive operators A and B. The geometric mean of A and B, 
denoted A# B, is defined by 
A#B=sup(XlO<Xand [t :]>o) 
We shall use the arithmetic-mean-geometric-mean inequality: 
A+B 
A#B<- 
2 
We now define some specific matrices which are used in the remainder 
of this paper. Let A be a positive operator on S!?, and B an operator on 2. 
Let 2, be the block tridiagonal matrix whose diagonal entries are all A, 
whose subdiagonal entries are B*, and whose superdiagonal entries are B. 
We consider 2, as an operator on ~JG??), the Hilbert space of all sequences 
r =(x,}~=i with each xi in 2, and C;==,]]X~]~” <m, with inner product 
We let Z,, be the (block) n x n version of Z, that is, 2, is just the first 
n X n blocks of the upper right hand portion of Z,. Thus Z, looks as follows: 
A B 
B* A B 
z, = . 
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We note that Z,@O -+ Z, strongly, and that Z, is positive if and only if 
Z, is positive for all n. Formally, we may define Z, as the operator from 
2,(z) to 2,(z) by 
czcox)i = 
Ax, + Bx,, i = 1, 
B*x,_, + Ax, + Bxi+,, i > 1. 
Let B, be the (block) 1 x n partitioned matrix [B, O,O,O, . . ,O], and let 
B, = [ B,O, O,O, . . . 1. Using this notation we may write 
and 
z,= 
If Z, is positive, let C, be the operator given by Proposition 2.1 such 
that B = ZL’“C_, and S(Z,) = A - C,*C,. Similarly, for Z,, define Cn_r, 
B,,_l, Ind S(Z,,)=A-C,*_,C,_,. 
3. SOLVING X = A - BX -‘B* 
We now turn our attention to the precise formulation of the solution of 
(1). First note that if X is positive and invertible, and (1) holds, then 
and thus A B 
[ I B* X is positive, and the right hand side of (1) is indeed a 
shorted operator. In the case of singular X we shall require the positivity 
condition as an additional hypothesis. 
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THEOREM 3.1. Let A be a positive operator on 2, and let B be an 
operator on SY. Then there exists a positive operator X such that 
and 
x=s(Lk !I) (1’) 
if and only if 2, is positive, in which case X = S(Z,) is a solution. 
Proof. Assume that such an X exists. Then X < A, and thus 
z2=[; ;I+[; .“X] 
is positive. Next, using the two inequalities 
A B 
[ 1 B* X >O and 
we obtain the following sequence of inequalities: 
Proceeding by induction, it follows that Z,, > 0 for all n > 0. Therefore Z, is 
positive. 
Conversely, if Z, > 0, let X = S(Z,) = A - C,*C,. Then 
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Shorting once more, and using Proposition 2.4, we have 
and the result follows. 
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4. CONDITIONS FOR THE EXISTENCE OF A SOLUTION 
Given the positive operator A and the operator B, let 
TIIEOREM 4.1. If Y2 2 0, the Z, is positiae and hence (1) has a solution. 
Proof. Let S be the (unilateral) shift 
Then 
Y= e S*“(Y2cBo)s” 
i=l 
is the same as Z,, except that its upper left hand block is A /2. The result 
follows. n 
The following result is due to Ando [8, Lemma 11. We present an 
alternative proof based on the geometric mean of operators. 
TIIEORM 4.2. Zf both A and B are positice (and hence B = B*), then 
Z,>O ifandonlyifY2>0. 
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Proof. Because of Theorem 4.1, we need only prove the “only if” 
portion. If Z, is positive, then (1) has a solution X. Therefore 
A-X B 
B x I 
is positive, and 
B<(A-X)#X< 
(A-X)+X A 
=- 
2 2’ 
The string of inequalities follow from the definition of the geometric mean as 
defined previously, and the arithmetic-mean-geometric-mean inequality. 
Thus Y, is positive because it is the sum of two positives: 
=[ 
A/2-B 
0 A,:- B]+[i ii] “’ 
n 
We note that the condition of Theorem 4.1 is not necessary for the 
existence of a solution of (1). For an example, let 
A= [ ’ ’ 1 and B [ 0 = 0 1  1 1 0’ 
Then a solution is 
xc0 0 
[ I 0 1’ 
but Yz, as defined above is not positive. We also note that the solution of (1) 
is not unique. Indeed if A and B are scalars, the quadratic formula will 
normally yield two distinct solutions. 
5. AN ITERATIVE PROCEDURE TO DETERMINE X, 
In this final section we wish to consider an iterative method due to Ando 
[S] that can be used to compute the positive solution to 
s([lf* 3) =X 
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if such an X exists. The proof that this iterative method converges can be 
found in [8]. (We also note that similar iterative methods, for slightly 
different problems, can be found in [4, 5, 9, 12, 17, 20, 261.) 
Define a sequence of positive operators as follows: 
X,,:=A, 
x,,+,:= s([;* $,,]). 
The sequence of X’s given above converges to X,. An alternative method of 
proof to the one given in [8] would be to follow the ideas of [5, 121 and use 
the main result of [ll] to show that the operators X, are actually S(Z,). 
Here, as before, Z,, is the n X n block operator with A’s on the diagonal and 
B’s and B*‘s on the super- and subdiagonals, respectively. Then one can 
apply a theorem from [ZO] which says that the shorts of the upper left hand 
n X n blocks of an operator converge, in the strong operator topology, to the 
short of that operator. 
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