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TheWCORmethodology makes use of metaheuristic algorithms to ﬁnd the best set of rules,
as well as their weights, when learning weighted linguistic fuzzy systems from data.
Although in early work based on this approach the search was carried out by means of a
genetic algorithm, any other technique can be used.
Estimation of distribution algorithms (EDAs) are a family of evolutionary algorithms in
which the variation operator consists of a probability distribution that is learnt from the
best individuals in a population and sampled to generate new ones.
There are several possibilities for including problem domain knowledge in EDAs in order
to make the search more efﬁcient. In particular, this study examines speciﬁcally-designed
EDAs which incorporate the information available about the WCOR problem into the prob-
abilistic graphical model used to factorize the probability distribution.
The experiments carried out with real and artiﬁcial datasets show an improvement in
both the results obtained and the computational effort required by the search process.
 2008 Elsevier Inc. All rights reserved.1. Introduction
Fuzzy rule-based systems (FRBSs) allow modeling of information in continuous domains by means of fuzzy logic and fuz-
zy predicates [46,45]. Some of them, called Linguistic FRBSs (LFRBS), use descriptive or linguistic fuzzy rules [29]. LFRBSs are
specially attractive because they achieve the double goal of being useful for prediction and easily-interpretable by human
experts, a topic (accuracy–interpretability tradeoff) that constitutes an active research topic in the recent literature
[24,21,2,41].
There are several ways to induce fuzzy rules from a dataset. A particular family of these, the Ad Hoc Data-Drivenmethods
[43,33,14], are simple techniques designed speciﬁcally for this purpose. Given a partition of the variables, they generate rule
sets that cover a dataset by trying to ﬁnd the rules with the best individual performance. The cooperative rules (COR) meth-
odology [12] extends these methods to consider cooperation among rules instead of evaluating them individually. In order to
do this, it basically uses metaheuristic algorithms to ﬁnd a good conﬁguration of consequents for a given candidate set of
rules.
The predictive capability of a LFRBS can, in general, be improved by using weights. This can be done at several levels.
Thus, some works have studied the use of weights for the input variables [26,40], at the antecedent level [25,32], or at
the consequent level [13,32]. Another alternative, the one considered in this article, consists of using the weights at the
whole rule level [25,32,38,3]. In such a case, the learning process of the system not only consists of learning the rules, but. All rights reserved.
ssa), jgamez@dsi.uclm.es (J.A. Gámez), jpuerta@dsi.uclm.es (J.M. Puerta).
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have been obtained by analyzing the data, this technique uses evolutionary algorithms to ﬁnd their consequents as well
as their weights. There are several works in the bibliography where genetic algorithms (GAs) have been used for this task
[4].
In this study, we explore the possibilities of Estimation of distribution algorithms (EDAs) [28] as an alternative to perform
the search in WCOR. They can be viewed as the counterpart of the GA described in [4], since they simultaneously evolve the
rules and their weights. However, EDAs also allow the incorporation of some domain knowledge into the evolution process
by setting some features of the probabilistic model they use as variation operator. That makes these algorithms very suitable
for solving this problem, since some of the dependences are known a priori. In particular, we design the structure of the mod-
el to explicitly gather the relationship between rule consequents and their weights.
This article starts with a brief description of the weighted LFRBSs (Section 2) on which our work is based. Afterwards, a
methodology for obtaining weighted cooperative rules (Section 3) is introduced. Section 4 then describes the canonical EDA
and the algorithms used in this study. Section 5 explains the algorithms proposed to deal with the problem of learning
weighted LFRSs and, in Section 6, they are evaluated over a series of datasets taken from a speciﬁc repository. Finally, Section
7 presents our conclusions and objectives for future research.
2. Weighted linguistic rules
This study is focused on fuzzy rules [46] with the following structure:If X1 is A
r
1&   &Xn is Arn Then Y is Cr with ½wr ; ð1Þwhere fX1; . . . ;Xn;Yg are problem domain variables, fAr1; . . . ;Arn;Crg are fuzzy sets deﬁned over the domain of their corre-
sponding variables, and wr the weight associated to rule r.
We have only considered a particular case of the previous fuzzy rule deﬁnition, Linguistic (or Mamdani) fuzzy rules [29],
i.e., fuzzy rules where ðAr1; . . . ;Arn;CrÞ must be fuzzy sets corresponding to previously deﬁned linguistic labels. Thus, in a
LFRBS the knowledge base consists of two clearly differentiated components:
 The linguistic database.
It contains the deﬁnition of the linguistic variables. That is, the domain of each input/output variable is partitioned/cov-
ered by a ﬁxed number of fuzzy sets with a linguistic label associated. By associating a fuzzy set to each linguistic label we
get a linguistic variable [47].
In this study, we have only used symmetrical partitions with triangular fuzzy sets like the one shown in Fig. 1, where a
domain variable taking values in the interval [0,10] has been partitioned into ﬁve linguistic labels: {VeryLow (VL), Low (L),
Medium (M), High (H), Very High (VH)}. The membership degree of a point x with respect to a triangular function deﬁned
in the interval [a,c] and maximum/middle value in b is obtained as follows:lTriangularðxÞ ¼
xa
ba ; if a 6 x 6 b;
cx
cb ; if b 6 x 6 c;
0; otherwise:
8><
>: A rule base.
As mentioned above, in linguistic modeling the fuzzy set Ari used for a variable Xi (Eq. (1)) cannot be chosen with total free-
dom, but from the set of linguistic-labels used in the deﬁnition of linguistic variable Xi: fA1i ; . . . ;Alig.
Because of this restriction, LFRBSs usually have a lower precision than other types of fuzzy rule systems (e.g. free semantic
fuzzy systems [9]). However, the semantic meaning associated to the linguistic terms makes their rules fully interpretable
by experts (e.g. ‘‘If car-speed is high and distance-to-next-car is short then brake-force is intense”).
Apart from the knowledge base, it is necessary to deﬁne two more components to fully specify the system:1.0
0.0
0.5
0.0 2.5 5.0 7.5 10.0
Very Low Low Medium High Very High
Fig. 1. Symmetrical linguistic variable with ﬁve labels.
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These two interfaces are needed because the rules deal with fuzzy sets, whereas the real problem (data) consists of
numerical values. Thus, real inputs are transformed into fuzzy sets. This can be done by using punctual fuzziﬁcation,
i.e., a singleton fuzzy set x^ is produced for a given number x, such that, lx^ðxÞ ¼ 1:0 and lx^ðzÞ ¼ 0 for all z– x.
On the other hand, given a fuzzy set, the defuzziﬁcation interface produces a numerical output by calculating (in our case)
its centre-of-gravity.
 Inference engine.
Given an input x ¼ hx1; . . . ; xni any rule such that 8i¼1...n lAri ðxiÞ > 0 is ﬁred. As the fuzzy sets deﬁning linguistic fuzzy vari-
ables usually overlap, an input x usually ﬁres several rules. When a rule is ﬁred a fuzzy set for the target variable (Y) is
obtained. In this study, the fuzzy set C0 is obtained (by using min t-norm as fuzzy implication operator) as follows:lC0 ðxÞ ¼
lCr ðxÞ; if lCr ðxÞ < mr ;
mr ; if lCr ðxÞP mr;

ð2Þmr being the matching degree of x to the rule antecedent:mr ¼ min
i¼1...n
lAri ðxiÞ:If k rules are ﬁred by a given input x and C01; . . . ; C
0
k are the fuzzy sets obtained, then they must be combined into a single
output. In this work we use the weighted FITA (First Integrate Then Aggregate) approach, which ﬁrst defuzziﬁes C01; . . . ;C
0
k into
their corresponding numerical values (i.e., with the centre of gravity) v 01; . . . ;v 0k, and then aggregates them into a single value.
In this process, a weight ðwrÞ can be associated to each rule in order to give them different degrees of importance. The ﬁnal
value would then be obtained via:y^ ¼
Pk
r¼1v 0r mr wrPk
r¼1mr wr
; ð3Þmr being the matching degree of x with respect to the rth rule ﬁred.
This weighted rule structure (Eq. (1)) and the inference system (Eqs. (2) and (3)) have been proposed in [37].
3. A methodology to obtain weighted cooperative rules
The COR methodology does not ﬁnd independent rules with a good performance, but, given a set of candidate rules, it
searches for an optimal combination of their consequents by means of a combinatorial optimization algorithm.
In order to ﬁnd this initial set of candidate rules, several Ad Hoc methods can be used. In this article, only the WM algo-
rithm which is the most common choice, has been considered. It is described below.
3.1. The Wang and Mendel algorithm
Ad hoc data-driven methods are simple techniques which consider information covering criteria. Their main advantages
with respect to other methods are the simplicity, for both the implementation and comprehension of their behaviour,
and the low computational cost they require to carry out the learning task. Basically, they start from a data set and generate
rules that try to cover all the examples included in it. In order for them to do this, two components are required:
 The Dataset, with N cases E ¼ fe1; . . . ; eh; . . . ; eNg, and where each case eh ¼ hx; yi ¼ fxh1; . . . ; xhn; yhg instantiates the input
variables and the output one.
 A Database which deﬁnes all the variables (input and output) and the fuzzy partitions they are divided into. If this data-
base is not provided, then symmetrical fuzzy partitions are built by using the minimum and maximum value for each var-
iable in the data set and the number of desired labels.
Example 1. Let us consider the following dataset containing values for two predictive variables (theory and laboratory) and
a target variable Grade (see Table 1). Let us suppose also that as database we use, for theory, laboratory and grade, the
linguistic variable depicted in Fig. 1.
As mentioned above, the Wang and Mendel (WM) algorithm [43,42] is perhaps one of the most used algorithms based on
this approach. Given the dataset and the database, it generates a candidate rule from each one of the examples in the dataset,
and then selects some of them to compose the Rule Base. In order to do this, the WM algorithm proceeds as follows:
(1) For each example eh ¼ fxh1; . . . ; xhn; yhg in the dataset E, generate a candidate rule, Rh, as follows:if X1 is A
r
1&   &Xn is Arn then Y is Cr
and such that:
Table 1
Example of dataset with three variables.
id. Theory Laboratory Grade
e1 7 7 7
e2 2 1.5 2
e3 8 6 7.4
e4 9 9.5 9.2
e5 5.5 10 6.9
e6 3.8 9 3.8
e7 6.3 4 5.6
e8 8.5 8 8.4
Table 2
Candida
id.
e1
e2
e3
e4
e5
e6
e7
e8
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h
i ÞP lAti ðx
h
i Þ 8tjt – r; 1 6 t 6 l
with l being the number of labels for each variable. That is, we choose the fuzzy set with the maximum membership
degree.(2) Once a candidate rule has been generated, its importance degree is calculated as follows:idðRh; ehÞ ¼ lAr1 ðx
h
1Þ      lArnðx
h
nÞ  lCr ðyhÞ:(3) In the last step, for each set of candidate rules with the same antecedent, only the one with the best importance degree
is selected for the ﬁnal Rule Base.
Example 2. Let us see the application of the WM algorithm over the dataset described in Example 1. When analyzing
instance e3 we can observe that 8 has membership greater than 0 for two different labels: lHð8Þ ¼ 0:8 and lVHð8Þ ¼ 0:2; 6
has membership greater than 0 for two different labels: lMð6Þ ¼ 0:6 and lHð6Þ ¼ 0:4; and 7.4 also has membership greater
than 0 for two different labels: lMð7:4Þ ¼ 0:04 and lHð7:4Þ ¼ 0:96. As WM always chooses the label with maximum
membership, it generates the rule ‘‘If T is H and P is M Then G is H” as candidate for instance e3 with importance degree
id ¼ 0:8  0:6  0:96 ¼ 0:461. Table 2 shows the candidate rules generated by the WM algorithm when applied to this dataset.
From the table we can observe that:
 antecedentðe1Þ ¼ antecedentðe8Þ ¼ ðH;HÞ:
 antecedentðe3Þ ¼ antecedentðe7Þ ¼ ðH;MÞ:
 antecedentðe5Þ ¼ antecedentðe6Þ ¼ ðM;VHÞ:
Therefore, for each one of these pairs of candidate rules we must select only one rule to be included in the ﬁnal rule
system. From the table we have:
 consequentðH;HÞ ¼ fH½id ¼ 0:512;H½id ¼ 0:307g, so WM algorithm generates the rule (H,H,H).
 consequentðH;MÞ ¼ fH½id ¼ 0:461;M½id ¼ 0:237g, so WM algorithm generates the rule (H,M,H).
 consequentðM;VHÞ ¼ fH½id ¼ 0:608;M½id ¼ 0:162g, so WM algorithm generates the rule (M,VH,H).
Thus, the linguistic fuzzy rule system learnt by the WM algorithm is:
R1 If T is H and L is H Then G is H.
R2 If T is L and L is L Then G is L.
R3 If T is H and L is M Then G is H.
R4 If T is VH and L is VH Then G is VH.
R5 If T is M and L is VH Then G is H.te rules generated by WM algorithm.
Instance Rule Importance degree (id)
T L G T L G
7 7 7 H H H 0.512 = 0.8  0.8  0.8
2 1.5 2 L L L 0.384 = 0.8  0.6  0.8
8 6 7.4 H M H 0.461 = 0.8  0.6  0.96
9 9.5 9.2 VH VH VH 0.326 = 0.6  0.8  0.96
5.5 10 6.9 M VH H 0.608 = 0.8  1.0  0.76
3.8 9 3.8 M VH M 0.162 = 0.52  0.6  0.52
6.3 4 5.6 H M M 0.237 = 0.52  0.6  0.76
8.5 8 8.4 H H H 0.307 = 0.6  0.8  0.64
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If fA1; . . . ;Ar ; . . . ;Asg is the set of antecedents identiﬁed by the WM algorithm, COR ﬁrstly obtains the set of potential con-
sequents Qr for each antecedent A
r from the dataset information by using the set of candidate rules, and then looks for the
best combination fC1; . . . ;Cr ; . . . ;Csg of them.
Therefore, an individual or potential solution in COR is an array c½1; . . . ; s of integers such that for a given position
1 6 r 6 s, c½r will be a number between 1 and jQ rj. Moreover, as a sort of rule simpliﬁcation process, an empty consequent
@, represented in the individual by 1, can be used to indicate that no rule is considered for that antecedent.
Example 3. Following Example 2, COR sets the search-space assearch space : fHg  fLg  fM;Hg  fVHg  fM;Hg
antecedents : ðH;HÞ ðL; LÞ ðH;MÞ ðVH;VHÞ ðM;VHÞor as follows when the rule simpliﬁcation process is used:search space : fH;@g  fL;@g  fM;H;@g  fVH;@g  fM;H;@g
antecedents : ðH;HÞ ðL; LÞ ðH;MÞ ðVH;VHÞ ðM;VHÞ :As can be seen, using the rule simpliﬁcation process enlarges the cardinality of the search-space, but helps to get simpler
(and more comprehensible models), so its use is always recommendable. In particular, in all the algorithms used and/or de-
signed in this study, the rule simpliﬁcation process is applied.
To ﬁnish with the description of CORmethodology, in order to evaluate the goodness of a given solution, it is decodiﬁed to
the corresponding LFRBS, and then it is used to predict the output value for the examples in the training set. Then, the mean
squared error (MSE) of some of its variants is used as a goodness measure.
Several studies have been done with COR using evolutionary algorithms (e.g. GAs [12], Ant Colonies [11] and EDAs [20]) to
solve this combinatorial problem.
3.3. WCOR: Adding weights to rules
As was mentioned above, there are several ways to improve the accuracy of the LFRBSs by means of weights. One of them
consists of using rules and inference as was described in Section 2, where the weight w determines the way this rule inter-
acts with those in its neighbourhood.
In [4], the WCOR (weighted COR) methodology is presented and studied. Initially, the problem of learning weighted lin-
guistic fuzzy rules could be set as a two-stage process. In the ﬁrst one, the linguistic fuzzy rules are learnt from data (e.g.
using the WM method or COR); afterwards, the weights associated to each rule are learnt (or tuned). However, as demon-
strated in [4], due to the strong dependency between the consequent selected for each rule and its associated weight, this
two-stage approach is not the most suitable and it is clearly surpassed [4] by the one consisting of a global optimization in
which consequents and weights are simultaneously considered.
In the WCOR methodology [4] consequents and weights are found at the same time by extending COR to also learn the
weights of the rules. In this way, the importance given to each rule is determined by considering the whole Rule Base. Then, it
becomes necessary to determine, for each one of the s identiﬁed antecedents, two parameters: a consequent Cr 2 Qr and a
weight wr 2 ½0;1. Therefore, in WCOR an individual is represented with a hybrid or composed vector: c½1; . . . ; r; . . . s with s
integers and w½1; . . . ; r; . . . ; s with s real numbers, where c½r is the consequent for the antecedent in position r ðArÞ and w½r
its weight. Notice that in WCOR the search-space is considerably larger than in COR:WCOR search-space ¼ fCOR search-spaceg  ½0;1s:
Although rules obtained with COR and WCOR maintain a high level of comprehensibility, these methodologies have been
used to learn (precise) controllers for mobile robot behaviours [30], and have also been analyzed together with other tech-
niques showing a good trade-off between complexity, accuracy and generalization ability (the last of these being an impor-
tant aspect of this technique), specially in relation to their counterpart, in [1].
3.4. GA-based WCOR learning algorithm
In [4] there is a description of the genetic algorithm which is used as a basis for this study.
As we are dealing with a hybrid representation, the more relevant points in the genetic algorithm are the genetic oper-
ators it uses. The crossover is carried out as follows: ﬁrst, two individuals c1w1 and c2w2 are selected as parents; second, the
integer part (c) of both is crossed giving rise to c01 and c
0
2; third, the real part (w) of both individuals is crossed by using max–
min-arithmetical crossover, which produces four more individuals w01;w
0
2;w
0
3;w
0
4 in the following way: if a and b are the
numbers in position j, with 1 6 j 6 h, in w1 and w2 respectively, then the corresponding position in the offspring is
að1 aÞ þ ba, bð1 aÞ þ aa, minða; bÞ and maxða; bÞ; fourth, the offspring separately obtained from each crossover are com-
bined to obtain eight complete individuals: c01w
0
1, c
0
1w
0
2, c
0
1w
0
3, c
0
1w
0
4, c
0
2w
0
1, c
0
2w
0
2, c
0
2w
0
3 and c
0
2w
0
4. Last, the two individuals with
highest ﬁtness among the eight are chosen as the offspring.
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erated when a position of the numerical part (w) is mutated.
4. Estimation of distribution algorithms
Estimation of distribution algorithms (EDAs) [28,39] are a family of evolutionary algorithms which have gained in
importance over the last few years. As GAs, they are based on populations. However, instead of evolving by means of
genetic operators, they learn a probability distribution from the best individuals in each population and use it to sample
new solutions.
Fig. 2 shows the general outline of the EDA evolution process. As can be seen, steps (b) and (c) replace the classical cross-
over+mutation used in GAs. Step (b) is the key point in EDAs. Since working with a joint probability distribution is not pos-
sible even in small problems, a simpler model has to be estimated/learnt. Different EDAs arise depending on the complexity
of the probabilistic model considered. Thus, they can be grouped into: univariate models (no dependencies are allowed)
[31,6]; bivariate models (pairwise dependencies are allowed) [16,8]; and n-variate models (with no restrictions in the order
of dependencies) [28,39].
Dealing with n-variatemodels enables great modeling capability, but at the cost of learning a complex probabilistic model
at each iteration. In this article we focus on univariate and bivariate algorithms because they provide a good complexity–
accuracy trade-off. In particular, we use UMDA [31], UMDAg [27], and MIMIC [16] algorithms, which are explained below.
4.1. UMDA
Univariate EDAs [31,6] factorise the n-dimensional joint probability distribution as follows:Pðx1; x2; . . . ; xnÞ ¼
Yn
i¼1
PðxiÞ: ð4ÞIn other words, independence among all variables is assumed and, therefore, no structural learning is needed. In this way,
only marginal probabilities are required during parameter learning.
The Univariate marginal distribution algorithm (UMDA) [31] is, perhaps, the clearest representative of these models. In the
discrete case, i.e. when variables take a ﬁnite number of states, the model in Eq. (4) is used, and marginal probabilities for
each variable are estimated by using the frequencies found in Dtra smoothed by using Laplace correction:Pðxi ¼ x iÞ ¼ nðxiÞ þ 1N þ jXxi j
; ð5ÞnðxiÞ being the number of cases in the dataset in which variable xi takes value xi, Xxi being the set of values variable xi can
take, and where N is the total number of instances in the dataset (i.e., N ¼ jDtraj).
In the continuous case, the Gaussian UMDA or ðUMDAgÞ [27] uses the normal distribution to model the density of each
variable, and the joint density is factorized as the product of all the unidimensional and independent normal densities:Fig. 2. Description of EDA operation mode.
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Yn
i¼1
fNðxi;li;r2i Þ ¼
Yn
i¼1
1ﬃﬃﬃﬃﬃﬃ
2p
p
ri
 e
1
2
xili
ri
 2
: ð6ÞThus, model induction is reduced to the estimation of l and r2 for each variable.
With respect to sampling, it is clear that in both cases each variable can be sampled independently.
4.2. MIMIC
Bivariate models [16,8] factorize the n-dimensional joint probability distribution as follows:Pðx1; x2; . . . ; xnÞ ¼
Yn
i¼1
PðxijpaðxiÞÞ; ð7Þwhere paðxiÞ is the variable that xi is conditioned to. paðxiÞ can be null, so there can be variables without parents.
In the mutual information maximising input clustering algorithm [16] the probabilistic model has the shape of a chain
ðxp1 ! xp2 !    ! xpn Þ, where p is a permutation of the n variables and xpi the element of the permutation in position i.
Thus, all the nodes have one parent except the chain root. Structural learning is carried out in MIMIC as follows:
(1) Select as root node ðxp1 Þ the variable xi with minimum entropy:
HðxiÞ ¼ 
X
xj2Xxi
pðxjÞlog2ðpðxjÞÞ:(2) For the remaining nodes, ðxpi Þ is that variable xi which maximises the mutual information Iðxpi1 ; xiÞ ¼P
xk2Xxpi1
P
xj2Xxi
pðxj;xkÞ pðxj ;xkÞpðxjÞpðxkÞ.
Again, we use Laplace correction when estimating the conditional probabilities:Pðxi ¼ xijxj ¼ xjÞ ¼ nðxi;xjÞ þ 1nðxjÞ þXxi j
; ð8Þnðxi;xjÞ being the number of cases in the dataset in which variable xi ¼ xi and xj ¼ xj.
In this case, variables are sampled by using probabilistic logic sampling (PLS) [22], which is described in Fig. 3. In fact, PLS
can be used to sample any directed acyclic graph-based probabilistic graphical model.
Notice that in the case of MIMIC there is only one possible topological ordering that coincides with the chain-based
structure.
In this Section, we have described univariate and bivariate algorithms for dealing with combinatorial optimization, but
only univariate algorithms for dealing with numerical optimization. The reason for this will become clear in the next Section.
5. Using EDAs to perform the search in WCOR
EDAs have performed well when used as search engine in the COR methodology. In particular, univariate and bivariate
algorithms have been studied in [20].Fig. 3. Description of the sampling process.
Fig. 4. Representation of the probabilistic graphical models used in wUMDA and wMIMIC.
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for the introduction of domain knowledge into the search process. In particular, this consists of gathering the relation
between the consequents of the rules and their weights into the graphical probabilistic model used as variation operator
on the EDA.
5.1. wUMDA and wMIMIC learning algorithms
The ways we propose to apply EDAs to the WCOR problem arise as a direct adaptation of the GA-WCOR algorithm de-
scribed in [4]. Therefore, individuals are composed of an integer and a real part that are simultaneously evolved. In all
the algorithms the null consequent (@) is allowed.
The ﬁrst algorithm proposed in this work, wUMDA (which stands for UMDA–WCOR), uses UMDA to ﬁnd a solution. As
this kind of EDA assumes independence among all variables, a marginal probability must be estimated for each one of them.
In the case of consequents, the marginal frequencies are used, whereas for the weights, as mentioned above, a univariate
Gaussian distribution is learnt and sampled as is done in UMDAg . It is important to point out that, although no dependencies
are explicitly modeled in this algorithm, neither between consequents, nor between consequents and weights, the selection
process assumes them in some sense if they are relevant enough, since they are implicit in the good individuals used to learn
the model.
The scheme of this hybrid probabilistic graphical model can be seen in Fig. 4 (top), where all the discrete and numerical
variables appear isolated.
In order to explicitly consider some of the intrinsic dependencies existing in the problem, we have tried to improve the
ﬁrst approach by also learning dependencies among pairs of consequents with the probabilistic model used in MIMIC. This
algorithm is still very efﬁcient (complexity O(n2)) whereas it improves the capability of UMDA for some problems. Fig. 4 (bot-
tom) shows the resulting probabilistic graphical model, whereas Fig. 5 shows the algorithm for learning the probabilistic
graphical model used by EDAs for the WCOR problem. With respect to sampling, as we have a directed acyclic graph as mod-
el structure, PLS is used again to sample multinomial distributions, for discrete nodes, and unidimensional Gaussian distri-
butions for numerical (weight) nodes.
As can be seen in Fig. 4, weights still remain independent in the graphical models, so dependencies are only considered by
selection in an implicit manner, as in the GA-WCOR.
5.2. Adapting the graphical structure by using problem domain knowledge: cwUMDA and cwMIMIC
As mentioned above, EDAs allow some ﬂexibility when choosing the probabilistic model, which is the core of the algo-
rithm. Depending on the complexity of the problem being solved (n-variate models are more powerful) or its size (simpler
models scale better), different options can be considered.
This fact can also be taken advantage of when some knowledge about the problem is available. Thus, not only is the prob-
abilistic model learnt from data, but it can also incorporate some ‘a priori’ information from the domain. This is the case of
the WCOR problem.
Let’s suppose an antecedent Ar and two possible good rules such as ‘‘if Ar then Y ¼ Cra with wr ¼ 0:2” and ‘‘if Ar then
Y ¼ Crb withwr ¼ 0:9”. In this case the weight is clearly dependent on the consequent. In wUMDA and wMIMIC, these depen-
dencies are not explicitly considered because the parameters (mean and variance) for wr are estimated without taking into
Fig. 5. Learning the probabilistic graphical model in WCOR.
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value selected as consequent for that rule.
The use of prior knowledge in EDAs has recently been proposed for different stages of the EDA operation cycle, such as the
generation of initial population, model estimation, or sampling. In [10,19] knowledge is used to generate the initial popula-
tion so that it establishes a good starting point for the search. Another option is proposed in [18], where problem domain
heuristic knowledge is combined with the learnt probabilities during the sampling phase. With respect to the use of prior
knowledge during probabilistic model structure learning, two studies can be found in the literature. In the ﬁrst one, [19],
an order among the variables is previously established and used (instead of a random one) to learn the probabilistic model
(a Bayesian network); in the second, [7], domain knowledge is used to restrict the possible dependence relations among vari-
ables. In this way, the structural learning process is speeded up because the search starts with a sparse graph and not with
the complete one.
This work proposes taking advantage of the use of prior knowledge during probabilistic model structure learning.
However, instead of constraining the search as in [7,19] we simply avoid (a part of) it, since we use the information
about the problem to directly set part of the graphical structure. What we propose here, and this is the main contribu-
tion of our paper, is the learning of the weights conditionally with respect to the value selected for their corresponding
consequent. This is easy to do in the EDAs paradigm because these kinds of dependencies can be expressed in the prob-
abilistic graphical model.
Fig. 6 shows the graphical structure of the cwUMDA (which stands for conditional WCOR UMDA) and cwMIMIC (condi-
tional WCOR MIMIC) algorithms.Fig. 6. Representation of the probabilistic graphical models used in cwUMDA and cwMIMIC.
Fig. 7. Learning the probabilistic graphical model in EDA–CWCOR.
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used instead of two isolated parts in order to explicitly reﬂect the dependency between consequents and weights. However,
we should point out that there is no evolutionary search over a structural mixed (integer + real-valued) search-space (as in
[35,34]) because we use prior knowledge to directly model interactions between integer (consequents) and real-valued
(weights) nodes. Fig. 7 shows the algorithm used to learn the mixed probabilistic graphical model in CWCOR.
These new models do not increase the complexity of the structural learning task (with respect to their wCOR counter-
parts) because we simply add a link cr ! wr for each antecedent.
In terms of space, however, the parameter estimation for the numerical part is a bit more costly. This is due to the fact
that, instead of learning a Gaussian distribution for each nodewr , now we need a distribution conditioned to each element of
Xcr , that is, instead of s,
Ps
r¼1jXcr j Gaussian distributions must be learnt. Nevertheless, this increase in space complexity does
not translate to time complexity, because all the needed parameters can be collected in a single pass over the dataset
(population).
The only noteworthy point when estimating these normal distributions is that, as the search progresses, some conse-
quents can appear in few or no individuals of Dtra, so we smooth l and r2 estimation by considering that there is always
at least one more point with value 0.0 in the sample. Thus weights that are too small would evolve towards 0, causing
the corresponding rule not be considered on the system. In this sense, it is necessary to point out that other schemes have
been tested to smooth the variance decreasing in both WCOR and CWCOR algorithms. However, they lead to an important
increment in the number of evaluations without improving the quality of the results.
Lastly, with respect to sampling, again PLS is used, but ensuring that Pðwr jcr ¼ crÞ stores a normal distribution and not a
multinomial one.
6. Experimental evaluation
In order to carry out an experimental evaluation of the proposed schemes, we have tested them over a signiﬁcant set of
problems. In this section, we describe the settings as well as the results obtained.
6.1. Test suite
For our experiments, we used four laboratory problems borrowed from the FMLib repository (http://decsai.ugr.es/
~casillas/fmlib) as well as three real-world problems, two of them also taken from FMLib. The goal is to model all of them
by learning a LFRBS.
The four laboratory functions have two predictive and one output variable. Below, we show the functions, the ranges of
variables and the size (number of records) of the datasets.11 The original data are split into a training and test set. Since we use cross validation, we have merged them into a single dataset for our experiments.
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x1; x2 2 ½5;5 and F1ð; Þ 2 ½0;50;
size ¼ 1849: Function F2:F2ðx1; x2Þ ¼ 10 x1  x1x2x1  2x1x2 þ x2 ;
x1; x2 2 ½0;1 and F2ð; Þ 2 ½0;10;
size ¼ 741: Function F3:F3ðx1; x2Þ ¼ ex1sinðx2Þ2 þ ex2sinðx1Þ2;
x1; x2 2 ½0;1 and F3ð; Þ 2 ½0;10;
size ¼ 1197: Function F4:
F4ðx1; x2Þ ¼ x21 þ x21  cosð18x1Þ  cosð18x2Þ;
x1; x2 2 ½1;1 and F4ð; Þ 2 ½2;3:383;
size ¼ 1849:The two real-world problems from the FMLib repository are related to the ﬁeld of engineering.
 Problem ele1 [15]: It consists of ﬁnding a model that relates the total length of low voltage line installed in a rural town
to the number of inhabitants in the town and the mean of the distances from the center of the town to the three furthest
clients in it. The goal is to use the model to estimate the total length of line being maintained.
Therefore, we have two predictive variables (x1 2 ½1;320 and x2 2 ½60;1673:33) and one output variable deﬁned in
[80,7675]. The size of the data set is 495.
 Problem ele2 [15]: In this case, the model tries to predict the minimummaintenance costs. There are four input variables:
sum of the lengths of all streets in the town, total area of the town, area that is occupied by buildings, and energy supplied to the
town.
The domains for the four predictive variables are: [0.5,11], [0.15,8.55], [1.64,142.5] and [1,165]. The output variable takes
its value in [64.47,8546.03]. For this problem, the size of the dataset is 1056.
The problem not borrowed from FMLIB belongs to the ﬁeld of farming.
 Problem sheep [17]: The frame in which the problem is deﬁned is a genetic scheme launched in Castilla-La Mancha (Spain)
with the aim of improving milk production ﬁgures in Manchego ewes. The main parameter in this scheme is the genetic
merit of an animal, which is estimated by using a standard methodology (BLUP). However, before a ewe becomes a mother
and lactation is controlled, BLUP cannot be applied and then the pedigree index (the arithmetical mean between father
and mother genetic merit) is used. The data set used in this task contains two predictive variables (father and mother
genetic merit) and the goal (variable) is to predict the animal genetic merit by using weighted LFRBSs instead of the pedi-
gree index. The cardinality of the dataset is 2131.
6.2. Search algorithm settings
With respect to the evolutionary algorithms used to ﬁnd the rule systems, we have tested the ﬁve alternatives described
in Sections 3 and 5.
For the genetic algorithm (wGA) the settings and operators in [5] have been used. Therefore, the population size was ﬁxed
to 61 individuals and the selection of the intermediate population was carried out by using Stochastic Universal Sampling.
The crossover was applied with a probability Pc ¼ 0:6, producing eight individuals (as described in Section 3.4), the two of
them with best ﬁtnesses being selected as offspring. The probability of mutation was set to Pm ¼ 0:2.
In case the of EDAs, the population must be larger. Otherwise, probabilistic models cannot be estimated properly. For
these experiments, (popSize) was ﬁxed at 512 (which is still not a large population for EDAs). We used a standard setting,
i.e., they estimate the model at the gth generation from the best 50% individuals of the population Dg1.
In both cases, the population Dg is obtained by selecting (popSize) individuals from Dg1 [ Daux, Daux being the population
generated by sampling, in case of EDAs, or by applying the described genetic operators in case of wGA.
With respect to the stopping condition, each algorithm can evolve up to a maximum of 150,000 evaluations. However,
previous experiments show that, for the case of weights, there is a point at which ﬁtness tends to increase very slowly
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leads to an overﬁtting over the training sets. In order to alleviate this fact, the algorithms stop when the difference between
the best ﬁtness and the average ﬁtness in a generation is under 1.0%.
6.3. Evaluation/ﬁtness function
As mentioned in Section 3 the MSE or any of its variants is used to measure the goodness of a given solution. In particular,
we use the root mean squared error (RMSE) to measure the error committed by our systemwhen used to predict the instances
in the training set. Given an individual c or cw and its corresponding (weighted) LFRBS F, if y^ is the output generated by F for
an input x while y is the true output, thenRMSEðcwÞ ¼ RMSEðFÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
jDj
XjDj
i¼1
ðy^i  yiÞ2
vuut ;where jDj is the number of records in the data set.
It is clear that the goal is to ﬁnd the system with the smallest error; however, as in our implementation we always max-
imise, we have used the inverse of RMSE as ﬁtness function, i.e., fitnessðcwÞ ¼ 1RMSEðcwÞ.
6.4. Results and analysis
Finally, and before describing the experiments carried out, we should point out that the search algorithms were written in
Java and for the deﬁnition and evaluation of the fuzzy rule systems, we interact with FuzzyJess [36,23] and Weka [44], also
written in Java.
In the experiments, the dataset was the only input, the linguistic database being obtained from the dataset. Thus, the do-
main of the variables is determined by its minimum and maximum value in the training set, and then symmetrical partitions
with both 5 and 7 labels were constructed by using triangular fuzzy sets.
Since preliminary results seem to be very dependent on the data used for the training, each run (algorithm,problem,num-
ber-of-labels) has been evaluated by means of a 5-fold cross validation. The error of the validation, obtained as the average of
the errors when predicting each one of the 5 test partitions, is referred to as Test. Moreover, the average error when classi-
fying each one of the 5 training partitions, referred to as Training, was also computed to get more information about the
behaviour of the algorithms and detect possible cases of overﬁtting.
In order to carry out a fair comparison, each run was repeated 30 times.
Tables 3 and 4 show, for each one of the conﬁgurations, the mean and standard deviation over the 30 independent runs
for: RMSE obtained over the training and test sets, number of rules, and number of evaluations needed by the search algo-
rithm to obtain the output model. Each one of the 30 results for each measure, as mentioned before, is the average result
obtained for each partition in the 5-fold cross validation.
In order to be in a position to draw our conclusions from the experiments we performed a statistical analysis for each one
of the four measures independently. Thus, for each problem, the algorithm that presents the best average was marked with a
. Afterwards, we carried out Mann–Whitney unpaired tests to determine which algorithms do not present a signiﬁcant dif-
ference (p-value > 0.05) with it, and marked them with a .
Below, we study the results of the comparisons independently.
6.4.1. Training
The comparisons for the RMSEs obtained when modeling the training sets are shown in Table 5.
It is clear that EDAs which use conditional weights outperform the rest of the algorithms. In the case of using 5 labels to
model each variable, cwUMDA and cwMIMIC are clearly the outstanding algorithms, both minimizing the training error for 6
out of 7 problems. It is very signiﬁcative that neither wUMDA nor wMIMIC achieve comparable results. However, the error
obtained by wGA is the same for 3 problems and even smaller for one of them, F2.
When using 7 variables to model each variable, the tendency is the same. In particular, for 5 out of 7 problems, each one of
the CWCOR algorithms obtains either the minimum RMSE or a result similar to the minimum. In this case, wGA remains the
algorithm that best models the problem F2. However, its results are similar to those obtained by CWCOR algorithms in only
one more case.
It can be observed from the results that the difference in performance between CWCOR and WCOR EDAs is quite consid-
erable, since the latter barely obtain a comparable result among all cases. The difference between CWCOR EDAs and wGA
when predicting the training data, however, is not so signiﬁcant if the variables are modeled with only 5 labels. Nevertheless,
this difference is clearer when the number of labels is set to 7.
The last question which arises concerns the performance of cwUMDA vs cwMIMIC. When using 5 labels, the RMSE ob-
tained by both algorithms is practically the same, whereas when using 7 labels, there are some problem-dependent differ-
ences. Therefore, no useful conclusions can be obtained in this respect.
Table 3
Results for all the problems and conﬁgurations using partitions of ﬁve labels for each variable.
Problem wGA wUMDA wMIMIC cwUMDA cwMIMIC
Results obtained using ﬁve label for each variable
Ele1 Training 585.202097 ± 3.68764 589.110116 ± 2.783976 590.053989 ± 2.869304 586.698984 ± 2.408582 585.855347 ± 2.488208
Test 654.063651 ± 18.923947 641.011841 ± 17.198585 646.903296 ± 20.357043 648.713687 ± 18.932449 658.895205 ± 21.058232
#Rules 12.926667 ± 0.254522 12.873333 ± 0.391226 12.833333 ± 0.297499 12.993333 ± 0.346344 12.886667 ± 0.366468
#Evaluations 43008.13 ± 18153.78 9894.86 ± 1803.44 9907.34 ± 1270.19 9569.67 ± 1358.93 9980.30 ± 1334.65
Ele2 Training 384.829174 ± 3.239335 380.3731 ± 0.884247 380.058228 ± 0.789648 377.487857 ± 0.879875 377.394871 ± 0.891147
Test 400.955059 ± 27.346607 406.530647 ± 33.165637 397.597228 ± 24.286627 416.448555 ± 50.026356 402.784993 ± 33.912391
#Rules 47.94 ± 1.241967 49.826667 ± 0.72537 49.766667 ± 0.467077 51.653333 ± 0.50085 51.213333 ± 0.885022
#Evaluations 48109.87 ± 20405.21 27835.92 ± 2564.61 31112.81 ± 2665.28 22918.99 ± 1586.66 24762.26 ± 1835.67
F1 Training 2.139365 ± 0.034431 2.184799 ± 0.003101 2.183617 ± 0.004043 2.132763 ± 0.018731 2.132955 ± 0.021151
Test 2.167142 ± 0.047188 2.203251 ± 0.007216 2.203214 ± 0.009271 2.1613 ± 0.025113 2.170466 ± 0.025033
#Rules 24.966667 ± 0.106134 25 ± 0 25 ± 0 25 ± 0 25 ± 0
#Evaluations 96461.10 ± 36773.06 23333.84 ± 3474.80 24944.3 ± 3955.13 27196.49 ± 6803.41 27205.98 ± 6240.57
F2 Training 0.546051 ± 0.000936 0.549392 ± 0.000427 0.549543 ± 0.000427 0.549528 ± 0.000515 0.549762 ± 0.000577
Test 0.550152 ± 0.001895 0.554003 ± 0.001501 0.553436 ± 0.00239 0.554386 ± 0.002474 0.554684 ± 0.002939
#Rules 23 ± 0 23 ± 0 23 ± 0 23 ± 0 23.02 ± 0.061026
#Evaluations 83613.46 ± 30934.01 16275.5 ± 1261.69 17262.02 ± 1265.38 14939.92 ± 780.50 15766.18 ± 970.55
F3 Training 490.953346 ± 5.758153 484.539972 ± 4.102311 487.571142 ± 4.372931 482.857277 ± 3.179641 482.507372 ± 2.211466
Test 519.50975 ± 11.43631 516.787896 ± 7.787185 517.363519 ± 8.851477 515.759039 ± 12.574923 510.433585 ± 9.524875
#Rules 7.286667 ± 1.122415 6.52 ± 0.474451 6.566667 ± 0.522813 6.986667 ± 0.40999 6.886667 ± 0.347139
#Evaluations 41257.98 ± 20694.21 16616.94 ± 4020.42 17201.6 ± 5134.01 12033.27 ± 1525.07 12551.5 ± 1653.3
F4 Training 1.001645 ± 0.002569 1.003612 ± 0.00087 1.003839 ± 0.000723 1.002439 ± 0.001073 1.002301 ± 0.000867
Test 1.023047 ± 0.004868 1.020068 ± 0.004395 1.020469 ± 0.003626 1.021861 ± 0.004058 1.022534 ± 0.003857
#Rules 20.053333 ± 0.714256 20.92 ± 0.635935 21 ± 0.601148 20.98 ± 0.599655 20.62 ± 0.467864
#Evaluations 33697.76 ± 16107.16 10395.04 ± 766.13 12828.54 ± 911.40 9010 ± 562.59 10394.19 ± 708.87
Sheep Training 7.242255 ± 0.057355 7.253806 ± 0.032046 7.274593 ± 0.025325 7.189849 ± 0.017471 7.198051 ± 0.021918
Test 7.501529 ± 0.102426 7.495243 ± 0.0874 7.511179 ± 0.085505 7.426053 ± 0.063975 7.449327 ± 0.070249
#Rules 16.74 ± 0.594573 16.886667 ± 0.428899 16.76 ± 0.440689 17 ± 0.454859 16.98 ± 0.424589
#Evaluations 46739.58 ± 25955.76 11646.12 ± 2162.07 12021.1 ± 1667.25 10463.04 ± 1473.58 10894.55 ± 1300.72
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Table 4
Results for all the problems and conﬁgurations using partitions of seven labels for each variable.
Problem wGA wUMDA wMIMIC cwUMDA cwMIMIC
Results obtained using seven label for each variable
Ele1 Training 551.203669 ± 3.934206 551.869537 ± 3.474947 550.880201 ± 4.058595 549.479176 ± 2.868705 550.483577 ± 3.40181
Test 669.301041 ± 28.269143 659.655516 ± 24.167232 659.34146 ± 30.325988 652.822601 ± 21.770256 647.040139 ± 23.37012
#Rules 20.693333 ± 0.629687 21.026667 ± 0.640546 20.88 ± 0.465647 21.42 ± 0.476626 21.113333 ± 0.653232
#Evaluations 27939.3 ± 17630.21 12545.5 ± 2109.06 12908.86 ± 1769.34 11388.16 ± 1696.59 11788.62 ± 1669.29
Ele2 Training 280.098801 ± 3.777716 270.427504 ± 1.056191 271.469251 ± 1.781629 265.912298 ± 1.107758 265.922357 ± 1.386145
Test 324.681164 ± 40.477262 328.683016 ± 54.287086 336.583206 ± 64.5895 350.054454 ± 71.868662 312.699431 ± 44.706987
#Rules 84.3 ± 1.207734 89.186667 ± 0.986716 89.52 ± 1.043337 90.953333 ± 0.987764 90.873333 ± 1.140458
#Evaluations 45393.02 ± 13353.7 45119.49 ± 5007.31 49732.82 ± 7088.08 37924.24 ± 3372.66 41751.23 ± 2772.51
F1 Training 1.568319 ± 0.02831 1.494785 ± 0.022866 1.508309 ± 0.027219 1.461371 ± 0.01812 1.487153 ± 0.028192
Test 1.608864 ± 0.031008 1.533904 ± 0.022867 1.548181 ± 0.030061 1.507979 ± 0.024455 1.531886 ± 0.031676
#Rules 48.753333 ± 0.227025 49 ± 0 49 ± 0 49 ± 0 48.973333 ± 0.146059
#Evaluations 137266.05 ± 27948.48 44672.16 ± 9099.28 46064.65 ± 10386.95 46018.35 ± 6908.63 47389.01 ± 7983.30
F2 Training 0.344765 ± 0.002737 0.346662 ± 0.000607 0.346749 ± 0.00098 0.346732 ± 0.001074 0.346755 ± 0.001058
Test 0.359304 ± 0.010987 0.357049 ± 0.006822 0.360456 ± 0.011949 0.362381 ± 0.012798 0.361943 ± 0.009933
#Rules 46.9 ± 0.194759 46.993333 ± 0.036515 46.966667 ± 0.07581 47.04 ± 0.122051 47.006667 ± 0.082768
#Evaluations 130921.85 ± 29675.52 31503.42 ± 2832.66 34479.18 ± 3357.69 27755.24 ± 2369.48 30291.76 ± 2361.28
F3 Training 399.598252 ± 5.143624 402.685298 ± 1.715074 403.464764 ± 1.980583 397.30069 ± 1.890103 396.821275 ± 1.566404
Test 451.738479 ± 11.450436 451.187673 ± 9.211097 452.998351 ± 9.370207 446.746917 ± 9.924845 450.863855 ± 11.11334
#Rules 21.42 ± 2.125932 20.766667 ± 0.375393 21.026667 ± 0.729163 20.96 ± 0.440689 21.16 ± 0.691625
#Evaluations 100920.98 ± 42174.72 24540.28 ± 4619.67 26775.34 ± 3882.14 17895.9 ± 1638.78 19877.68 ± 1693.72
F4 Training 1.013461 ± 0.004584 0.99876 ± 0.002096 1.000799 ± 0.003786 0.981655 ± 0.003128 0.977261 ± 0.003834
Test 1.050107 ± 0.009341 1.037503 ± 0.0055 1.03698 ± 0.006172 1.031548 ± 0.006013 1.027107 ± 0.006177
#Rules 43.706667 ± 1.144382 47.106667 ± 0.638389 47.086667 ± 0.680128 46.4 ± 0.575356 46.086667 ± 0.655341
#Evaluations 15978.91 ± 3032.43 17683.33 ± 1587.06 30300.35 ± 6311.06 17084.55 ± 2101.28 28226.58 ± 3384.51
Sheep Training 7.066127 ± 0.059461 6.974 ± 0.012763 6.978226 ± 0.00993 6.965448 ± 0.012215 6.96627 ± 0.011197
Test 7.387299 ± 0.08949 7.293516 ± 0.069877 7.299869 ± 0.070774 7.261212 ± 0.064419 7.292596 ± 0.061971
#Rules 31.613333 ± 0.768219 32.24 ± 0.650517 32.16 ± 0.805841 32.353333 ± 0.828265 32.28 ± 0.715542
#Evaluations 20188.07 ± 6001.72 14275.86 ± 988.45 16331.7 ± 1200.07 12588.53 ± 885.15 13973.15 ± 750.47
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Table 5
Statistical comparisons for RMSE in training.
Problem Isolated weights Conditional weights
wGA wUMDA wMIMIC cwUMDA cwMIMIC
5 Labels
ele1   
ele2  
f1   
f2 
f3  
f4   
sheep  
7 Labels
ele1    
ele2  
f1 
f2 
f3  
f4 
sheep  
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As can be seen in Table 6, the results related to the error when predicting the test partitions (cross validation error) are
slightly different from those obtained when modeling the training sets. The difference in performance between wGA and
WCOR EDAs is now smaller, the latter being even slightly better. This fact is interesting since it leads us to think that the
wGA algorithm overﬁts the model to the training data, whereas WCOR EDAs can generalize better.
In this sense, it is also worth pointing out that, despite the fact that CWCOR algorithms minimized the RMSE when mod-
eling the training partitions, they seem to be less prone to overﬁtting. In fact, they keep on obtaining the minimum error in
the case of the test sets. Furthermore, the difference in performance is bigger when the number of labels increases.
Again, the differences that can be found between cwUMDA and cwMIMIC are quite problem-dependent, and there is no
clear tendency in favor of any of them.
6.4.3. Number of rules
The number of rules is clearly the weakest point of CWCOR algorithms. Table 7 shows that, when using 5 labels to model
each variable, the wGA algorithm obtains either the smallest or similar to the smallest number of rules for 6 out of 7 prob-
lems. In this case, results obtained by the CWCOR algorithms are slightly worse since they achieve the minimum (or similar)
number of rules for 4 out of 7 problems. Between these two algorithms we can be place the results obtained by WCOR EDAs,
which are the best for 5 out of 7 problems.
However, when increasing the number of labels used to model each variable to seven, the results are quite different. In
this case, the wGA algorithm obtains the smallest number of rules, and only in some exceptional cases do the rest of the
algorithms obtain models with a similar number of rules.Table 6
Statistical comparisons for RMSE in test.
Problem Isolated weights Conditional weights
wGA wUMDA wMIMIC cwUMDA cwMIMIC
5 Labels
ele1   
ele2    
f1  
f2  
f3  
f4   
sheep  
7 Labels
ele1    
ele2  
f1 
f2   
f3    
f4 
sheep 
Table 7
Statistical comparisons for number of rules.
Problem Isolated weights Conditional weights
wGA wUMDA wMIMIC cwUMDA cwMIMIC
5 Labels
ele1     
ele2 
f1     
f2     
f3  
f4 
sheep     
7 Labels
ele1  
ele2 
f1 
f2  
f3    
f4 
sheep 
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The statistical comparison for the number of evaluations is shown in Table 8. As happened with the number of rules, there
is an algorithm that clearly outperforms the rest: cwUMDA. For both the cases of using 5 or 7 labels to model each variable,
this algorithm ﬁnds the model in either the smallest or similar to the smallest number of evaluations.
Results for the evaluations contained in Tables 3 and 4 show that, despite the fact that no algorithm offers the same per-
formance when considering the statistical comparison, the results obtained by cwMIMIC are more similar to those obtained
by cwUMDA than those obtained by the rest of the algorithms.
Lastly, it can also be observed in Tables 3 and 4 that the wGA algorithm uses, in general, many more evaluations than the
rest of the algorithms. This difference hardly depends on the problem. Thus, in spite of the fact that this algorithm converges
faster for one problem (F4), the difference with respect to CWCOR algorithms in other cases such as Ele1, F1, F2, F3, or Sheep is
quite signiﬁcant.
6.5. Conclusions
In view of the results, it seems clear that the effect of expliciting the relations between consequents of the rules and their
weights in the probabilistic model used by EDAs leads to a signiﬁcant improvement in the wCOR methodology, since it
makes search more efﬁcient in terms of both quality of the results obtained and convergence.
As has been shown, despite obtaining the best models for the training sets, the CWCOR algorithms still have the best
capability for prediction on the test partitions. This fact contrasts with the behaviour of the wGA algorithm, which seems
to overﬁt, and with the behaviour of the WCOR EDAs, which do not overﬁt but, in general, obtain a bigger RMSE for the test.Table 8
Statistical comparisons for number of evaluations.
Problem Isolated weights Conditional weights
wGA wUMDA wMIMIC cwUMDA cwMIMIC
5 Labels
ele1  
ele2 
f1 
f2 
f3 
f4 
sheep 
7 Labels
ele1 
ele2 
f1   
f2 
f3 
f4 
sheep 
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Fig. 8. Convergence of the average ﬁtness when using seven labels.
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clearer. With the exception of the problem F4, the results obtained by CWCOR algorithms are quite far from those obtained
558 L. delaOssa et al. / International Journal of Approximate Reasoning 50 (2009) 541–560by wGA. Besides, the number of evaluations used to ﬁnd the best solution is also much smaller than that used by WCOR
algorithms.
On the other hand, it seems that adding relations between consequents (cwMIMIC) does not improve the results obtained
by cwUMDA for any of the aspects of efﬁciency. Despite the fact that cwMIMIC requires more evaluations to ﬁnd the optimal
conﬁguration, the results in terms of quality do not improve. So, it could be thought that it is not worth using a model which
can reﬂect such dependencies.
In order to gain a better insight into the two mentioned facts we have plotted, in Fig. 8 (left), the ratio:Average fitness in ith population
Average fitness in 1st populationagainst the generation number throughout the whole process (300 generations). This was done for the three real datasets
and for function F2 (the one in which CWCOR does not achieve the best result). Fig. 8 (right) shows a zoom over the 50 ﬁrst
generations.
Plots on the left side of Fig. 8 show that the generation where populations converge for the 4 algorithms is practically the
same for all the problems. After this point, the algorithms improve, but quite slowly. When focusing on the zoom (Fig. 8,
right), it can be seen that, for all cases, cwUMDA is the algorithm that converges slightly faster, whereas wMIMIC seems
to be the one which converges most slowly.
Also, the difference between cwMIMIC and wUMDA seems to be smaller.
All these results conﬁrm what was pointed out above. It seems that, adding information about the dependencies
among consequents makes the search less efﬁcient in terms of convergence. This may be due to the fact that, for the
WCOR problem, dependencies among consequents are not very relevant. For example, some preliminary experiments
show that, for a certain training partition of the Ele2 problem (with 7 labels), the number of candidate rules is 104. Each
one of them depends, on average, on 14.5 others. Estimating a multivariate model that reﬂects these 14-order depen-
dencies would be unviable. On the other hand, the learning algorithm must ﬁnd these variables, but the dependencies
are not so strong as to be accurately detected by a bivariate model. In order to solve this, a greater population and selec-
tion pressure could be used. However, some additional experimentation shows that it is not worth since, despite obtain-
ing good results, the number of evaluations, which is critical for this problem, increases proportionally to the population
size.
Consideration of the relation between consequents and weights, however, deﬁnitely seems more relevant. Apart from this
information being very important, it must be pointed out that the dependencies are previously ﬁxed in the model, so they do
not have to be learnt, and some effort is saved in the search. This fact is the key to the success of the algorithm, and can also
give a clue about the way dependencies between consequents should be considered, since MIMIC, as mentioned above, car-
ries out structural learning.
Lastly, the number of rules included in the systems discovered by CWCOR algorithms is, in most cases, higher than that
obtained by the rest of the algorithms. Since one of the most important goals when learning a linguistic model is its inter-
pretability, the study of mechanisms for reducing the number of rules appears to be the main future line for research.7. Final comments and future work
This study has presented a proposal for improving the search in the WCOR methodology based on EDAs and the possi-
bility of incorporating domain knowledge in the probabilistic model structure. In particular, a hybrid model which explicitly
reﬂects the dependencies between the consequents of the rules and their weights has been used.
Results show that the Fuzzy Systems obtained with this alternative are more accurate than those obtained by previous
techniques such as wGA or WCOR EDAs. Moreover, the proposed algorithm needs less evaluations than the others. However,
the study also shows that allowing bivariate dependencies in the probabilistic model is not worthwhile under these condi-
tions. First of all, because the learning algorithm must detect these dependencies and, secondly, because they are not very
relevant. With regards to future work, we plan to restrict the search-space for such dependencies in order to improve the
results obtained by cwUMDA, which has been the outstanding algorithm.
Despite their good performance, the CWCOR algorithms ﬁnd rule systems with more rules than their counterparts. There-
fore, the other goal is to modify the algorithm so that it induces a smaller number of rules. In order to do this, such infor-
mation can be incorporated into the probabilistic model along with for instance, the a priori probabilities of the
probabilistic model.Acknowledgements
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