We propose a nonparametric necessary test for the complete independence of random variables in high-dimensional environment. The test is constructed based on Spearman's rank-correlations and is shown to be asymptotically normal by the martingale central limit theorem as both the sample size and the dimension of variables go to infinity. Simulation studies show that the proposed test works well in finite-sample situations.
Introduction
With the rapid development of technology, various types of high-dimensional data have been generated in many areas, such as hyperspectral imagery, Internet portals, microarray analysis and DNA. High-dimensional data refers to a data whose dimension p increases to infinity as the number of observations n → ∞. Traditional statistical methods may not work any more in this situation since they assume that p keeps unchanged as n increases. This challenge calls for new research on properties of traditional methods and new statistical approaches to deal with high-dimensional data; e.g., see [1, 6, 4, 2] and the references therein.
Tests for the independence of the variables play an important role in a number of statistical problems. The practical needs for testing the independence in high-dimensional environment come from several areas of nowadays statistical applications, in particular from microarray analysis (or the associated large-scale multiple testing) which is a typical ''large p, small n'' problem. A common assumption made when analyzing the microarray data is the so-called gene-wise independence, namely independence in the expression levels among different genes. Hence, it is important to carry out high-dimensional independence tests before statistical procedures are employed.
Let y 1 , . . . , y n be independent and identically distributed p-dimensional random vectors from a continuous multivariate distribution F (·), where y k = (y k1 , . . . , y kp )
T . Under the multinormal assumption on y k , testing for complete independence means testing the covariance matrix to be diagonal or the population correlation matrix to be identity. The classical likelihood ratio test is not valid for high-dimensional data when p ≥ n. Schott [8] proposed a test
based on the p(p − 1)/2 Pearson's sample correlation coefficient ρ ij 's (between ith and jth variables). He showed that under the hypothesis of complete independence and the condition p/n → γ ∈ (0, ∞) as p, n → ∞, t np converges in distribution to a standard normal distribution. Srivastava [10, 11] proposed a test statistic
based on Fisher's z-transformation z ij = 1 2 log 1+ρ ij
It is well recognized that, in many applications, the underlying process distribution is unknown and not multinormal, so that properties of the tests above could potentially be (highly) affected. A test for the diagonality of the covariance matrix (which implies independence of the components under normality) has been proposed by Srivastava [10] , with the test statistic
ii . Srivastava [12] have shown that this test is asymptotically robust under certain departure from normality. However, as shown by the simulation results in Section 3, such a moment-based method cannot achieve nominal sizes under certain non-normal distributions in finite-sample settings. Nonparametric or robust correlations may be useful in such situations. In this spirit, we suggest to replace Pearson's correlation coefficient ρ ij in (1) by Spearman's rank-correlation coefficient [9] [3] . Although the performance of the proposed test is somewhat inferior to the existing tests under normality, our simulation studies demonstrate that it works well in the cases that the underlying distribution is far away from the normal distribution. Under non-normal distributions, the independence hypothesis would be no longer equivalent to the uncorrelated hypothesis. The test procedure developed here is such that when the calculated test statistic exceeds the critical value, one may reject the hypothesis that the components are complete independent. However, when the test statistic does not exceed the critical value, we cannot accept that the components are independent, only that they are uncorrelated. A test of this sort is often referred to as a ''necessary test'' of the null hypothesis [7] .
A necessary test for complete independence using rank-correlations
where ∥x∥ 2 = √ x T x and 1 n denotes the n × 1 vector with each component being 1. As discussed before, the statistic 
.
Following Schott [8] , we consider the set that the sample size n and the dimension of variables p go to infinity in such a way that
Note that the variance of Q np converges to γ 2 which is in line with Schott's t np . We establish the asymptotic null distribution of Q np in the following theorem. . Note that the asymptotic normality of t np requires the existence of the eighth moments of marginal distributions, while the validity of Theorem 1 does not require such conditions due to the use of ranks. By this feature, we would expect that the Q np could have some advantage over t np in controlling false alarm rates under non-normal distributions. The improvement is especially large for skewed distributions (see some evidence in Section 3). In fact, it is easy to see that for every n, if F is continuous, then Q np has the remarkable property that its exact distribution is completely independent of F under the null hypothesis, say Q np is exactly distribution-free. Hence, for given n and p, the true sampling distribution of Q np can be approximated by simulation with any complete independent random variables from a continuous
This theorem is proved by using the martingales CLT (e.g., see [5] ). Although Q np is of a similar form to Schott's [8] t np in (1), theoretical derivation is more cumbersome due to the use of ranks. We shall highlight some key parts here but the details are deferred into the Appendix. The main difficulty is the results stated by Lemma 1 which involves the derivation of the variances of quadratic forms Var[R
The components of R l are correlated, making theoretical derivations a little complicated.
where q n1 = 0 and thus
It is easy to show that E l−1 [X nl ] = 0. So, for each n, q nl is a martingale and X n2 , . . . , X np are martingale differences. To prove Theorem 1, by martingales CLT, it suffices to show that, as n, p → ∞,
To show condition (5) we verify that
By expanding this and noting the fact that
we only need to show that
This involves the evaluation of the terms like E l−1 [r 
,
A succinct proof is provided in Appendix A.2. Using the lemma above we can verify that (7) holds. For condition (6) , by expanding the numerator that involves the joint 3-rd or 4-th moments of r
where the details can be found in Appendix A.3.
Simulation study
We present some simulation results in this section evaluating the performance of our proposed test statistic Q np . 
2 to replace it. The settings of the combinations of p and n in [8] Noting that under the null hypothesis the exact distribution of our Q np does not depend on the sampling distribution, the empirical sizes under the four scenarios only show different realizations of Monte Carlo errors. So we only tabulate the resulting sizes under normal distribution for Q np ; see Table 1 . For the other three tests, we choose to present two (n, p)-varying cases to save some space: n = 33 fixed, while p varies (Table 2) ; p = 128 fixed, while n varies ( Table 3 ). The whole cases as listed in Table 1 are available from the authors upon request. Under the normal distribution, the empirical sizes of all tests are converging to the nominal level. However, under the other three non-normal scenarios, the proposed Q np can always achieve (approximately) the nominal size but the other tests have considerable biases in size as we would expect. In addition, we note that there are large performance differences between t np , FZ np and W np as well under the skewed distributions. other simulations with various alternative hypotheses, p and nominal size, to check whether the above conclusions would change in other cases. These simulation results, not reported here but available from the authors upon request, show that the Q np test works well for other cases as well in terms of its sizes, and its good power performance still holds for other choices of alternatives.
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Proof. (i) Since
from which we obtain the result.
By this proposition, we have 
A.2. Verification of (7)
Proof of Lemma 1. Note that
For a fixed matrix A = (a ij ) n×n , we expand
It is easy to get 
Also noting that
Using the fact that E[
−1 , we get the assertion. Now, let us complete the proof of (7). Denoting c 1
+ c 3 as C ij and noting p/n → γ , we have
On one hand, easy to calculate that for distinct i, j, m,
and for distinct i, j, m, h, 
Using the fact that Var[q np ] → γ 2 , (7) is verified.
A.3. Verification of (8)
Expand
Note that E[(
] contains (l − 1) terms of E[R 
