Abstract. We study a non standard unique continuation property for the biharmonic spectral problem Δ 2 w = −λΔw in a 2D corner with homogeneous Dirichlet boundary conditions and a supplementary third order boundary condition on one side of the corner. We prove that if the corner has an angle 0 < θ0 < 2π, θ0 = π and θ0 = 3π/2, a unique continuation property holds. Approximate controllability of a 2-D linear fluid-structure problem follows from this property, with a control acting on the elastic side of a corner in a domain containing a Stokes fluid. The proof of the main result is based in a power series expansion of the eigenfunctions near the corner, the resolution of a coupled infinite set of finite dimensional linear systems, and a result of Kozlov, Kondratiev and Mazya, concerning the absence of strong zeros for the biharmonic operator [Math. USSR Izvestiya 34 (1990) 337-353]. We also show how the same methodology used here can be adapted to exclude domains with corners to have a local version of the Schiffer property for the Laplace operator.
Introduction and main results
Let us consider a circular sector of R 2 described in polar coordinates G = {(r, θ), 0 < r < r 0 , 0 < θ < θ 0 } (1.1) and centered at the origin. Let Ω be a Lipschitz bounded subset of R 2 with a straight corner of angle θ 0 at the origin, that is by definition: if B r0 is the open ball of radius r 0 centered at the origin, then Let n be the outward normal vector to Ω and let us take the notations Γ 0 = {(r, 0), 0 < r < r 0 }, Γ 1 = {(r, θ 0 ), 0 < r < r 0 }. (1.3) We are interested in the following local unique continuation property: prove (or disprove) that every weak solution w ∈ H 2 (Ω) of the overdetermined spectral problem We have become interested in this kind of problems because they are related to the approximate controllability of some simplified fluid-structure models (see for instance [5] or [8] ). Indeed, a non vanishing solution of (1.4)-(1.6) is the stream function of an eigenfunction of the Stokes operator with Dirichlet boundary conditions on Γ 0 ∪ Γ 1 and having constant pressure on Γ 0 . Theorem 1.1 says that such eigenfunction does not exist under condition (1.7) . From this fact, a fluid-structure approximate controllability result can be obtained in the presence of a corner. In order to state the result, we consider the boundary of our domain Ω splitted into an elastic and a rigid part, that is
and we introduce the Sobolev spaces
With these definitions the result reads as follows: Theorem 1.2. Let Ω be as in Theorem 1.1. We suppose that Γ E and Γ R are such that Γ 0 = Γ E ∩ B r0 , 
where B is a selfadjoint differential operator which is uniformly elliptic in
Remark 1.1. In [8] we have shown the well posedness of problem (1.9)-(1.16) by a transposition method.
The presence of the corner is important to obtain the results above. In fact, the local unique continuation property given in Theorem 1.1 is not true in a ball (see [5] ).
The result of Theorem 1.1 was already known for right corners (θ 0 = π/2), firstly for rectangular domains where a direct spectral solution of (1.4)-(1.6) can be obtained (see [7] ) and secondly for general domains using the fact that for θ 0 = π/2 the solution of (1.4)-(1.5) is analytic in G (see [8] ). In this paper, we consider general corners except for θ 0 = 3π/2 (and θ 0 = π which does not correspond to a corner of course) by considering that w is not necessarily analytic but regular enough. We first prove in Section 2 that w is C ∞ in G for r 0 small enough using regularity results for the biharmonic operator near boundary corners. Then, in Sections 3 and 4, by using a non trivial generalization of the technique used in [8] , we show that all the derivatives of w vanish at the origin, i.e., w has a zero of infinite order. In Section 5 using a result of Kozlov, Kondratiev and Mazya [3] , we deduce that this is only possible if w vanishes.
The same method developed in the proof of Theorem 1.1 can be used to obtain some local unique continuation properties for the Laplace operator in domains with corners, which correspond in fact to a kind of local Schiffer's conjecture (see for instance [1] ).
More precisely, let Ω be an open subset of R N with unit exterior normal n and suppose that there exists an eigenvalue λ and an eigenfunction w ∈ H 1 (Ω) satisfying If Γ 0 = ∂Ω or ∂Ω is analytic, then condition (1.19) holds on the whole boundary and we are in the case of classical Schiffer conjectures. In this context, it is well known that the classical Schiffer conjecture of Neumann type is equivalent to say that the ball is the only simply connected domain having the Pompeiu property [9] .
The general case Γ 0 = ∂Ω is different and, to our knowledge, a relationship between the local Schiffer property of Neumann type and some kind of restricted Pompeiu property is not known. But, there is another characterization that admits a local version. Indeed, in the case of simple eigenvalues, we can rewrite the local Schiffer property of Neumann type as an extremal Neumann eigenvalue problem under volume constraint as in [1] . That is, if λ n is a simple Neumann eigenvalue of (1.17)-(1.18) associated to a normalized eigenvector w n in L 2 (Ω), then
gives its derivative with respect to the domain for a regular deformation field v which vanishes in ∂Ω \ Γ 0 . The characterization is that (λ n , w n ) is a solution of (1.17)-(1.19) iff there exists a constant c such that The proof of this result is given in Section 6. In the case Γ 0 = ∂Ω or ∂Ω analytic, Theorem 1.3 becomes a particular case of a more general result due to Williams [10] , saying that a Lipschitz domain with a boundary which is not analytic everywhere does not have the Pompeiu property. 
Local regularity at the origin
cut-off function equal to 1 near the origin and independent of m and 
corresponding both to τ = p k and τ = q and
corresponding only to τ = q .
Remark 2.1.
A classical H m+4 regularity result holds for a more restrictive set of angles θ 0 . More precisely, if in the previous theorem, all p k and q l have imaginary part different from −(m + 2) then w r ∈ H m+4 (G ∞ ) and an analogous decomposition as (2.3) holds with sums over imaginary part in the range [−(m + 2), 0). It is important to use here the H m+3 regularity result to avoid unnecessary restrictions on θ 0 .
First we will prove the following regularity result:
be a Lipschitz bounded domain with a straight corner of angle
In order to prove Theorem 2.2 we will need some extra auxiliary lemmas. The first one is obtained by localization in an standard way as in [2] .
The second one concerns some particular properties of the singular part of the solution: (ii) The fact that Δ 2 w s = 0 is implicitly given by construction in [2] , Section 7.2. Nevertheless, we give here an explicit proof in order to be self-contained. Let r = e t and z s (t, θ) = e −t w s (e t , θ). We have
where D t , D θ stand for the derivatives with respect to t and θ respectively and the differential operator P is given by
, it follows that z s is a linear combination of the functions e iτ t u τ and e
where τ is a simple or double root of (2.4) with imaginary part in [−(m + 1), 0), excluding the root −i if tan θ 0 = θ 0 . The functions u τ , v τ are the unique solutions of (2.5), (2.6) and (2.7), (2.8) respectively. If
it is easy to verify that
where we have used (2.5) and (2.7). We conclude that Δ 2 w s = 0. Proof. The cases τ = 0, τ = +i are not allowed since the imaginary part of τ is strictly negative. So, the only cases to consider are:
In case (i), the characteristic values of (2.
In case (ii), the characteristic values of (2.5) are 0 (double) and 2i, −2i, so the solution is of the form u τ = A+ Bθ + C exp(2iθ)+D exp(−2iθ).
In both cases, and for the boundary conditions (2.6), the corresponding linear homogeneous system associated to the coefficients A, B, C and D has vanishing determinant, since of course τ verifies (2.4) to have subspaces of nontrivial solutions. Indeed, in case (i) the determinant is Δ 1 = 4(sinh(τθ 0 ) − τ 2 sin 2 (θ 0 )) which vanishes due to (2.4) and in case (ii), it is Δ 2 = 16i sin(θ 0 )(θ 0 cos θ 0 − sin θ 0 ) which vanishes since tan θ 0 = θ 0 . Now, if we add the overdetermined condition u τ (0) = 0 and we replace the first row of the corresponding matrices associated to the previous linear homogeneous system with this condition, we obtain the non vanishing determinants 
Proof. Let V be a neighborhood of the origin where η = 1 in such a way to consider the H s regularity in D ∩ V in which case we can drop off the function η. Notice that h ∈ C ∞ (G ∞ ) and vanishes for r < r 0 /3 since ∇ξ vanishes in this domain and w is C ∞ out of this region (Lem. 2.1). Therefore, we can apply Theorem 2.1 with m = 0 to the function w since it is a compactly supported
Therefore, we have the decomposition w = w r + w s η, where
The idea is to prove that all the complex coefficients in the previous expansion vanish, except possibly for those a k , b associated to roots p k , q such that 1 + ip k or 1 + iq is a non-negative integer. In fact, we will exclude the H 3 (G ∞ ) terms associated to these roots from w s by supposing they are already included in the regular part w r . Notice that Δ 2 w s = 0 (see Lem. 2.2) and therefore Δ 2 (w s η) = 0 for r < r 1 . Then
), so by Lemma 2.5 we have
The space
We are only interested in the regularity of ∂Δwr ∂n near the origin. In order to avoid the other part of the boundary of Γ 0 ∩ B r1 we use another C ∞ cut-off function η 1 equal to one for r < r 1 /3 and vanishing for r > 2r 1 /3. We claim that [4] . One characterization of this space is
Using functions with behavior like 1 ln r near r = 0, which belong to H 1/2 00 , we can show that
Since w = w for r < r 1 , the overdetermined boundary condition (1.6) also holds for w if r < r 1 and therefore
Using the formula for the Laplacian in polar coordinates we compute
Using this in (2.9) and recalling the boundary conditions (2.6) and (2.8) we obtain on Γ 0 for r < r 1 /3
From the previous expansion and the characterization (2.11) we verify that
since the real part α of the powers of r satisfies
From (2.10) the only possibility is
We recall that the functions r −2+ip k , r −2+iq , r −2+iq ln r are linearly independent, therefore we get
From the first equation, if a k = 0 for some k then u p k (0) = 0. This is an overdetermined condition for (2.5)-(2.6), which would imply u p k = 0. But this is a contradiction due to the normalized condition appearing in (2.6). 
The next steps are easier. Let us suppose now that w ∈ H m+2 (G ∞ ) for some m ≥ 1. Then we apply Theorem 2.1 to obtain that w = w r + w s η with w r ∈ H m+3 (G ∞ ) and w s of the form (2.3). With the same argument as before, it is easy to verify that
by Lemma 2.4, except if α is a non-negative integer and β = 0 in which case the functions are H m+3 and they are already included in w r . In the present case, the real part of the powers of r in 
So we obtain that w is in H m+3 (G ∞ ) for all m ≥ 0 and this gives the C ∞ regularity at the origin. This finishes the proof of Theorem 2.2.
Power series expansion
We choose Cartesian axes (x, y) centered in r = 0, θ = 0 where the edge Γ 0 of G coincides with the horizontal axis. Since w ∈ C ∞ (G ∩ B ρ ) for some ρ > 0, for (x, y) in a neighborhood of (0, 0), we can write for each k ≥ 0
First derivatives give:
from where
Note that the expansions (3.1) to (3.5) are valid for all k ≥ 0. We can then rewrite equation (1.4) by identifying coefficients in (3.4)-(3.5) as
Boundary conditions (1.5)-(1.6) on Γ 0 are also equivalent to
Now we introduce a parameter α = tan θ 0 such that
Note that, from hypothesis (1.7) and since the case θ 0 = π/2 was specially treated in [8] , we can assume that
The first boundary condition (1.5) on Γ 1 becomes
and then
Since on Γ 1 the normal is n = (α, −1)/ √ 1 + α 2 and the tangent τ = (1,
and the other boundary condition (1.5) on Γ 1 can be replaced by from which we deduce (3.13). The hardest technical part is to show that
and this is given in the next section.
An infinite set of finite dimensional systems
Let us show (3.14) by induction. From (3.7) we know that a i,0 = 0, ∀i ≥ 0 and from (3.13) we know that a i,2k+1 = 0, ∀k ≥ 0. Using (3.6) with both i + j = k = 2, 3 we obtain
Now, suppose that a 2k+2,0 = a 2k,2 = . . . = a 2,2k = a 0,2k+2 = 0 (index sum 2k + 2) (4. This system has k + 2 unknowns, i.e. the vector:
In fact the system is overdetermined by the additional two conditions (3.9) and (3.12). More precisely, if we take i + j = 2k + 4 in (3.9) and i + j = 2k + 3 in (3.12) we respectively obtain
If we introduce the variable
it is clear that A k+2 satisfies simultaneously the systems
where M k+2 and N k+2 are both square k + 2 × k + 2 matrices, M k+2 including the coefficients of (4.7) and (4.10) and N k+2 including the coefficients of (4.7) and (4.11), i.e.
We have to prove that
can not vanish simultaneously. It is clear that From the formula for the derivative of a determinant it is clear that
so assuming that for some parameter β 0 we have
that is to say, β 0 is a double root of D k+2 . In fact D k+2 can be calculated explicitly by developing the determinant (4) with respect to the last column, giving the following recursive formula
From the above recurrence, it is possible to deduce that
Notice that D k+2 (β) is a polynomial of degree 2k + 2 in β. If These different solutions are From the above analysis, the only solution of systems (4.12) is the trivial one: This shows that all the coefficients of the Taylor expansion of w solution of (1.4)-(1.6) near the origin are zero, so that the origin is a zero of infinite order of w.
A zero of infinite order
We use the following result of Kozlov, Kondratiev and Mazya about the zeros of infinite order for the biharmonic operator. First we introduce the space V k n (G) as the space of functions defined in G for which and suppose also that
It is clear that if (λ, w) is solution of (1.4)-(1.5) and λ is fixed, then w satisfies (5.1)-(5.2) for r 0 small enough. From the previous sections we know that w ∈ C ∞ (G ∩ B ρ ) for some ρ > 0 and that all the derivatives of w vanish at the origin, which implies that (5.3) holds. We then necessarily have w = 0 in G ∩ B ρ , for some ρ > 0 sufficiently small. Finally, by standard unique continuation we deduce that w vanishes in G. This ends the proof of Theorem 1.1.
Non standard unique continuation for the Laplace operator in a corner
This section gives the proof of Theorem 1.3 which essentially says that domains with corners do not have the local Schiffer property of Neumann type defined in the Introduction. For this aim, we prove a non standard local unique continuation for solutions of (1.17)-(1.19) in a corner G of the form (1.1) forming an angle θ 0 and verifying (1.7).
The proof follows the same steps of the proof of Theorem 1.1, but it is simpler. First, from classical results of elliptic regularity near corners (see [2, 6] ), it is possible to prove that the solution w of (1.17)-(1.19) is in fact C ∞ at the origin. This is done as in Section 2 after proving that the eventually singular part of the Neumann eigenfunctions vanishes thanks to the overdetermined condition (1.19). We have to use a H m+2−εm , regularity result with ε m > 0 chosen in order to avoid corner's angle restrictions and after a bootstrap argument to obtain the C ∞ regularity at the origin. Then we expand w in finite series near the origin of the corner for each k ≥ 0
w(x, y) = i,j≥0 i+j≤k+2
a ij x i y j + o(x k+2 + y k+2 ). where c = 0 is the constant appearing in condition (1.19). Condition (6.2) comes from formula (3.4) and condition (6.3) is deduced from the expression for the normal derivative on Γ 1 given by (3.10) and partial derivatives (3.2)-(3.3). It is easy to see that from the above conditions we necessarily have c = 0. Indeed, from (6.2), (6.4) and (6.5) it is easy to see that all coefficients a ij vanishes, except eventually for a 0,0 = c and a 0,2k ∀k ≥ 1.
But from (6.2) with i = j = 0 and from (6.2) with k = 2 we respectively have 2a 0,2 = −λ c and 2α a 0,2 = 0.
Since λ = 0 and α = 0, we would have c = 0 and this would be possible only if w = 0.
Remark 6.1. The case of a local Dirichlet-Schiffer property is completely similar.
