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Abstract
We propose a method for human action recognition, one
that can localize the spatiotemporal regions that ‘define’ the
actions. This is a challenging task due to the subtlety of hu-
man actions in video and the co-occurrence of contextual el-
ements. To address this challenge, we utilize conjugate sam-
ples of human actions, which are video clips that are contex-
tually similar to human action samples but do not contain
the action. We introduce a novel attentional mechanism that
can spatially and temporally separate human actions from
the co-occurring contextual factors. The separation of the
action and context factors is weakly supervised, eliminat-
ing the need for laboriously detailed annotation of these
two factors in training samples. Our method can be used
to build human action classifiers with higher accuracy and
better interpretability. Experiments on several human ac-
tion recognition datasets demonstrate the quantitative and
qualitative benefits of our approach.
1. Introduction
Our work is concerned with human actions in video, and
we consider the task of localizing the spatiotemporal re-
gions of a video that define a human action. This task is
useful for understanding human actions and for develop-
ing computational models of human actions with better ac-
curacy and higher interpretability. This task, however, is
very challenging due to the subtlety of human actions and
the co-occurrence of other contextual elements in the video.
Finding the constituent elements of a human action requires
more than grounding the decisions of a human action classi-
fier, because the decisions of a human action classifier might
be partially based on some contextual cues such as the back-
ground scene and the camera motion.
To distinguish the spatiotemporal regions associated to
actions from those corresponding to context, in this work
we leverage conjugate samples of human actions, which
are video clips that are contextually similar to human ac-
tion samples, but do not contain the actions. Conjugate
samples were used in the Action-Context Factorization
(ACF) framework [39] for training a human action classi-
Figure 1: Attentive Action and Context Factorization.
Given an input video clip, deep-learning feature maps are
extracted and used to predict two spatiotemporal attention
maps, one for action and one for context. The feature vec-
tor representations for action and context will then be com-
puted based on the attention maps.
fier that can explicitly factorize human actions from the co-
occurring context. However, while in ACF the objective
was to learn factorized feature extraction networks for bet-
ter classification performance adaptability, our goal here is
to perform visual grounding of the two factors by automat-
ically identifying the voxels associated to action and those
corresponding to context.
In this paper, we propose a novel attentional mechanism
that can spatially and temporally separate human actions
from the co-occurring factors. Given an input video, this
attentional mechanism will compute two spatiotemporal at-
tention maps, one for the action components and one for the
context components, as illustrated in Figure 1. Using these
attention maps, we can identify and separate action pixels
from context pixels. This allows us to selectively pool in-
formation from relevant regions of a video to compute fea-
ture vectors for the action and context parts of the video.
This leads to an improved classifier with higher accuracy
and better interpretability.
ar
X
iv
:1
90
4.
05
41
0v
1 
 [c
s.C
V]
  1
0 A
pr
 20
19
2. Related Work
2.1. Visual grounding
Given a query phrase or a referring expression, visual
grounding requires a model to specify a region within the
image or the video that corresponds to the query input. It
is inspired by the top-down influences on selective atten-
tion in the human visual system (see [1] for a review). Var-
ious methods [3, 33, 42, 43, 45] have been proposed for
grounding a CNN’s prediction for images. However, vi-
sual grounding for video data or temporal network archi-
tectures is much less explored. Karpathy et al. [19] visual-
ized LSTM cells that keep track of long-range dependencies
in a character-based model. Selvaraju et al. [30] presented
qualitative results on grounding image captioning and vi-
sual question answering using an RNN. Bargal et al. [2]
proposed a top-down attention mechanism for CNN-RNN
models to produce spatiotemporal saliency maps that can
be used for action/caption localization in videos.
2.2. Disentanglement in image/video synthesis
In recent years, much effort [7, 23, 25, 31, 32] has
been spent on the task of learning explicitly disentangled
representations and subsequently leveraging them to con-
trol image or video synthesis process. Early approaches
used bilinear model [35] and encoder-decoder network [17]
for separating content and style for images such as faces
and text in various fonts. The disentanglement of con-
tent and style was further explored in [8, 22] for com-
puter graphics applications. More recently, deep learning
frameworks based on Variational Auto Encoders [21, 26]
and Generative Adversarial Networks [5, 12, 28] have be-
come more popular because they are more powerful than
classical methods at encoding and synthesizing images and
videos. Besides the disentanglement of content and style,
some research [15, 32] has also been conducted on sepa-
rating the feature representation into translation-related and
translation-invariant factors.
3. Attentive Factorization
3.1. Framework Overview
We propose to train a human action classifier with both
video samples of human actions and conjugate samples.
The training data is {(li,ai, ci)}ni=1, where li is an action
label, ai is the video sample for action li, and ci is a con-
jugate sample for ai. ci is contextually similar to ai but it
does not contain the action li. We will seek two feature ex-
tractors f and g for extracting the feature maps to represent
action and context components respectively. Since ci does
not contain the same action as ai, it is desirable that f(ai)
and f(ci) are different. On the other hand, ci shares similar
context with ai, so g(ai) should be similar to g(ci). Based
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Figure 2: A framework for attentive action and con-
text factorization. Attentive feature extraction and clas-
sifier learning are two stages of a joint learning framework.
Functions f and g are for extracting the action and con-
text feature maps respectively, using spatiotemporal atten-
tion maps. The extracted feature maps are subsequently fed
into the classifier h. The objective is to minimize the clas-
sification loss and the similarity between two action feature
maps f(a) and f(c), while maximizing the similarity be-
tween two context feature maps g(a) and g(c).
on this observation, we will learn the action and context ex-
tractors, together with an action classifier h, by minimizing
the following loss function:
n∑
i=1
Lactionsim (f(ai), f(ci)) +
n∑
i=1
Lcontextdiff (g(ai), g(ci))
+
n∑
i=1
Lclass(h(f(ai), g(ai)), yi). (1)
Here, Lactionsim is a loss function that penalizes the similarity
between two action feature maps; Lcontextdiff is a loss func-
tion that penalizes the difference between two context fea-
ture maps; and Lclass is a classification loss function that
penalizes the difference between the output of the classifier
h (based on both the action and context features of the ac-
tion sample ai) and the ground truth label yi.
By optimizing Eq. (1), we can learn the action and con-
text feature extractors f(v) and g(v) for an input video
v. Our goal, however, is to perform visual grounding of
the two feature representations to identify the voxels of v
that contribute to these features, which is different from the
goal of learning factorized feature embeddings in the ACF
framework [39]. We therefore propose to incorporate an
attentional mechanism in the parameterization of f(v) and
g(v) as follows. We assume there is a feature extraction net-
work and a video can be represented by a 4D feature map.
Given an input video v, many existing pretrained ConvNet
models can be used to extract convolutional feature maps
F ∈ <T×H×W×D that span both in the spatial and tempo-
ral dimensions. Due to the use of strided convolutional or
pooling layers within the applied ConvNet, the dimensions
of the obtained feature maps may be different from the sizes
of the original video. Usually, T ,H , andW can be obtained
by dividing the length, the height, and the width of the video
v by their effective convolutional strides respectively. D
is the number of output channels of the applied ConvNet.
Given the feature map F , we will compute two attention
maps S and C ∈ [0, 1]T×H×W for the spatiotemporal dis-
tribution of the action and the context elements of the video
respectively, as illustrated in Figure 1. si is the probability
that the voxel i of the feature map F corresponds to an ac-
tion component, while ci is the probability that the voxel i is
a context element. Finally, the action extractor f(v) can be
defined as the function of the map F and the action map S,
while the context extractor is the function of F and the con-
text map C. Further details will be provided in subsequent
subsections.
One technical challenge we address is the design of
proper loss functions for Lclass, Lactionsim , and Lcontextdiff .
While the first loss can be defined based on any standard
classification loss such as the cross entropy loss, the two
latter losses Lactionsim and Lcontextdiff cannot be chosen arbi-
trarily. Although it seems intuitive to define these loss
functions based on the L2 or cosine distances between two
feature vectors/maps, this choice would yield poor perfor-
mance. To see the problem, consider an illustrating exam-
ple where Lcontextdiff is defined based on the cosine distance:
Lcontextdiff (g(ai), g(ci)) = 1 − cos(g(ai), g(ci)). This loss
function assumes that g(ai) and g(ci) have the same cardi-
nalities, and they are aligned voxel to voxel. But video is a
dynamic environment and there might be positional shifts
between the contextual elements in the action sample ai
and those in the conjugate sample ci. Thus, it might be too
forceful to require g(ai) and g(ci) to be perfectly aligned,
unless g(ai) and g(ci) are the globally-pooled feature rep-
resentations. However, globally-pooled representations do
not preserve locality, while locality is very important for vi-
sual grounding.
In the next subsection, we will describe the loss func-
tions for measuring the similarity and difference between
weakly-aligned concepts. After that, we will describe the
attentional mechanism for visual grounding. The attention
maps, the feature extractors, and the action classifier will be
jointly learned end-to-end as illustrated in Figure 2.
3.2. Comparing weakly-aligned feature maps
Let X = F (a) be the 4D feature map for an action sam-
ple and Z = F (c) the feature map for the correspond-
ing conjugate sample. For brevity of the below presen-
tation, let us reshape X and Z into 2D matrixes: X =[
x1, · · · ,xN
] ∈ <D×N and Z = [z1, · · · , zM ] ∈ <D×M ,
where N and M are the number of voxels in X and Z re-
spectively. The temporal lengths of an action sample and
conjugate sample might be different so N = Ta ×H ×W
might be different from M = Tc ×H ×W .
In general, it is not a good idea to measure the element-
wise similarities and differences between X and Z due to
the size difference and the positional shift of action and con-
text elements. To address this problem, we propose the fol-
lowing mechanism. Consider a feature vector xi at location
i of the feature map for the action sample. By definition, if
xi corresponds to an action element, it should be different
from zj for all j. On the other hand, if xi corresponds to
a context voxel, then there must be j in Z such that zj is
similar to xi. We propose to define a quantity to measure
the amount of xi in Z as follows:
η(xi,Z) =
∑
j
exp(γxˆTi zˆj)∑
j′ exp(γxˆ
T
i zˆj′)
zj . (2)
where xˆi and zˆj are unit vectors. Equivalently, η(xi,Z)
can be expressed in terms of matrix-vector multiplication
η(xi,Z) = Z softmax(γZˆ
T xˆi). Similarly, we can compute
a vector η(xi,X) to represent the amount xi in X. η(xi,X)
and η(xi,Z) should be different or similar depending on
whether xi corresponds to an action or context voxel.
Lactionsim (X,Z) =
∑
i si × sim(η(xi,X), η(xi,Z))∑
i si
, (3)
Lcontextdiff (X,Z) =
∑
i ci × diff(η(xi,X), η(xi,Z))∑
i ci
. (4)
In the above, sim and diff are two functions that measure
the similarity and difference between two vectors based on
their cosine value. Specifically in our experiments, we set
sim(x, z) = max
{
0, cos
〈
x, z
〉− ξ} and diff(x, z) = 1−
cos
〈
x, z
〉
.
The attentional pooling mechanism in Equation 2 is fea-
ture similarity-based. It resembles methods such as non-
local network [38], double-attention network [6], and trans-
former network [36]. The key difference between our ap-
proach and the previous methods is that we aim to compare
features across different videos, while the prior approaches
aim to reweigh features within a single example.
3.3. Attentive Action & Context Factorization
As mentioned above, a video is represented by a 4D con-
volutional feature map F ∈ <T×H×W×D, and we will
compute two attention maps S and C ∈ [0, 1]T×H×W for
the spatiotemporal distribution of the action and the con-
text elements of the video. In this section, we describe the
parameterization of S and C as functions of F .
We propose to define the spatiotemporal attention maps
S and C based on one action map Sact ∈ [0, 1]T×H×W and
one attention map Satt ∈ [0, 1]T×H×W as below:
S = Sact  Satt, C = 1− Sact. (5)
Operator  denotes element-wise multiplication. The ac-
tion map Sact is the output of a per-location sigmoid func-
tion. Its values represent the probability of each location
being an action component. Conversely, 1 − Sact repre-
sents the probability of each location being a contextual el-
ement that is common in both the action sample and the
conjugate sample. We use Satt to further refine the action
attention map S, because not all action elements are equal
for the task of action recognition. Satt is a unit-sum tensor
that allocates the percentage of attention for each location.
It is produced by a softmax function instead of a sigmoid
function, and should attend to more discriminative action
components, as showcased in Figure 3.
With the convolutional feature map F ∈ <T×H×W×D
that represents the video, and two spatiotemporal attention
maps S and C ∈ [0, 1]T×H×W respectively for the action
and the context elements, we propose to compute the action
feature and the context feature as follow.
Fs =
1∑
si
∑
i
si · θ(F )i,
Fc =
1∑
ci
∑
i
ci · θ(F )i.
(6)
Fs and Fc are the action and the context feature represen-
tations for input video v. θ is a learnable transformation
that is applied to the original feature maps. In this work,
we define θ(F ) = relu(F + conv3d(F )), which includes
a residual connection to aid the optimization process [14].
Other transformation functions are also plausible. Finally,
we concatenate Fs and Fc and apply a fully-connected layer
to obtain the class confidence scores.
3.4. Implementation Details
We now provide more details on the parameterization of
Sact and Satt in Equation 7. We first apply two separate
3D convolutional layers φ and ψ on the extracted feature
map F to compute the action confidence map φ(F ) and the
attention confidence map ψ(F ). These are unnormalized
confidence scores, and their range highly depends on the
values of the convolution kernel weights of φ and ψ. To
ensure consistent value ranges across different videos and
time steps, we apply a normalization step, called AttNorm
dims
.
This function can be applied on a multidimensional input
tensor; it will subtract the average value from the input ten-
sor and then divide the result by the standard deviation.
Both the average value and the standard deviation are com-
puted along the specified dimensions dims. This AttNorm
dims
function is similar to a Batch-Norm layer with a key dif-
ference. The proposed normalization is performed among
different spatial locations at different time steps, instead of
different samples in a single batch. We also use a Percentρ
module to control the percentage of positive values to be
(") ($)
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Figure 3: Visualizing the spatiotemporal attention map
Satt. This is an example of the action Kiss. (a): Input video.
(b): Spatial attention maps if normalized within each frame
using a softmax function. (c): Temporal attention map if
normalized across time steps. (d): Spatiotemporal attention
map Satt normalized among the entire video volume; this
is a non-negative unit-sum 3D array.
ρ ∈ [0, 100] in each confidence map. This can be done
by subtracting the ρ-percentile value from every element of
the confidence map. By explicitly controlling the percent-
age of positive values before the sigmoid function, as used
in Eq. (7), we can regulate the percentage of action com-
ponents in Sact within the entire video. Both AttNorm
dims
and
Percent
ρ are parameter-free. They enable efficient and stable
network training in our experiments. After the normaliza-
tion of the confidence scores, we apply the relaxed sigmoid
or softmax function to obtain the intermediate attentive dis-
tribution maps:
Sact = sigmoid(α · Percent
ρ
AttNorm
t,h,w
φ(F )),
Satt = softmax
t,h,w
(β ·AttNorm
t,h,w
ψ(F )).
(7)
In the above, ρ, α, and β are tunable hyper parameters. ρ
controls the percentage of action component within each
video. α controls the sharpness of the boundary between ac-
tion and context. When α is 0, Sact is 0.5 everywhere, and
every location contains equal amounts of action and context
values. If α = ∞, ρ percent of the values in Sact are 1’s,
and the rest are 0’s. That entails a hard separation of action
and context spatiotemporally. β can be used to control the
balance between average pooling and max pooling for the
attention map. When β is 0, Satt has uniform values, and
this is equivalent to average pooling. If β = ∞, only one
location in the video has the attention weight of 1, while the
attention weights of other locations are 0; this is equivalent
to max pooling.
The learnable parameters of the proposed action and con-
text attentive mechanism are the kernel parameters of the
functions φ, ψ and θ. The functions AttNorm
dims
, Percentρ ,
sigmoid and softmax are all parameter-free. ρ, α and β
are hyper-parameters which can be tuned using validation
data; in our experiments, a good default starting point is
ρ = 30.0, α = β = 1.
4. Experiments
We perform experiments on several challenging action
recognition datasets: ActionThread [16], Hollywood2 [24],
HACS [44], and Pascal VOC [9]. We consider both spa-
tiotemporal and spatial data, and we also consider imperfect
conjugate samples.
4.1. Separating action and context in video
4.1.1 Dataset
Our experiments in this section are performed on the Ac-
tionThread dataset [16]. This dataset contains not only
the video clips that include human actions but also the se-
quences right before and after the actions. These sequences
are good candidates for conjugate samples of human ac-
tions. The human action samples in ActionThread were au-
tomatically located and extracted using script mining in 15
different TV series. ActionThread has 13 different actions
and 3035 video clips, which are split into disjoint train and
test subsets [16]. We consider the pre- and post-action se-
quences as the source for mining conjugate samples, and
make sure each pair of action and conjugate samples are
extracted from the same video thread.
4.1.2 Feature extraction
We use the pre-trained two-stream I3D ConvNet [4] for fea-
ture extraction. Each video is represented as two 4D feature
maps Frgb, Fflow ∈ <T×8×11×1024. T is the number of
video frames divided by 8. The proposed attentive factor-
ization network can take input feature maps with different
temporal lengths. However, temporal cropping with a fixed
length is still necessary during training because we need to
put feature maps into mini-batches. We use a batch size
of 36 videos and the temporal cropping length is set to 10,
equivalent to 80 frames or 3.2 seconds. At test time, tem-
poral cropping is unnecessary. The entire feature maps are
fed into the network to perform attentive action and context
factorization as well as action recognition.
More details. We use the I3D model [4] that was trained on
both ImageNet [29] and Kinetics [20] datasets. We choose
I3D ConvNet for feature extraction because it is the cur-
rent state-of-the-art method for human action recognition.
Specifically, we use the output of “Mixed 5c”, the last con-
volutional layer before global average pooling, as our con-
volutional feature map F . The effective accumulated con-
volutional stride at this layer are 32, 32, 8 for vertical, hor-
izontal, temporal dimensions respectively. We always re-
size the input video frames to have height H = 256 and
width W = 352, thus the output feature map has height
H = H/32 = 8 and width W =W/32 = 11. For an input
video clip that spans T = 128 frames, the output feature
map would have the temporal length T = T /8 = 16.
4.1.3 Action recognition performance
Table 1 compares the action recognition performance of
several methods on the ActionThread dataset. I3D refers
to the baseline approach [4], where the I3D feature vec-
tors are averaged over the entire video. ActX-I3D is the
proposed approach where attentive action and context fac-
torization and human action classification are jointly opti-
mized. As can be seen from Table 1, the proposed ActX-
I3D approach significantly outperforms I3D (a direct base-
line method without an attentional mechanism). The im-
provement brought by ActX-I3D, compared to the baseline
I3D, is most evident on the spatial stream where the RGB
images are used for extracting features.
We also compare our method with alternative approaches
for estimating the attention maps and use them for weight-
ing the I3D feature maps. ACF-I3D refers to the ap-
proach of [39] whereLactionsim andLcontextdiff are defined based
on cosine distance between globally pooled feature vec-
tors. Attentional-I3D refers to a state-of-the-art attentional
pooling method [10] where both the top-down (category-
specific) and the bottom-up (category-agnostic) attention
maps are learned for weighting the predicted action scores.
PoseMask-I3D refers to a method where human poses are
used to obtain an attentive action map that focuses on re-
gions of the human body joints. We run the Convolutional
Pose Machine algorithm [41] from the OpenPose software
library software to detect human pose keypoints within each
video frame. The detected body keypoints include ears,
eyes, and mouth regions, as well as shoulders, hips, limbs,
wrists, and ankles. We convert these keypoint heat maps
into binary masks and use them for weighted pooling of the
I3D features. We hope the pose mask can help focusing
the classifier’s attention on the human regions and achieving
better action recognition results. However, the performance
of PoseMask-I3D is worse than the average-pooled I3D fea-
tures, indicating the importance of non-human regions. Be-
cause of this, we also consider k-Region-I3D where object
region proposals are used for attentive attribution. We use
the Detectron software library [11] to obtain the top k ob-
ject regions predicted by the Region Proposal Network of a
Mask RCNN. We use ROI-align module to obtain the fea-
ture representation for each region and average pool them
into a single feature vector. We experimented k = 10 and
k = 50, both yielding an action recognition performance
that is slightly better than the average pooling method (I3D).
However, these methods are still outperformed by the pro-
posed method ActX-I3D. We also perform an ablation study
where Satt is not used (i.e., S = Sact). The performance
is not as good as when Satt is used to refine the action at-
tention map. The amounts of parameters added by these
attentional mechanisms are negligible compared to that of
the I3D backbone network.
Method RGB Only RGB + Flow
#param mAP #param mAP
I3D [4] 13.4M 46.7 28.8M 55.9
PoseMask-I3D n/a 46.0 n/a 53.2
10Region-I3D n/a 50.1 n/a 57.6
50Region-I3D n/a 49.6 n/a 56.3
Attentional-I3D [10] 13.4M 53.0 28.8M 61.8
ACF-I3D [39] 13.4M 52.9 28.8M 60.4
ActX-I3D [w/o Satt] 13.4M 51.2 28.8M 58.8
ActX-I3D [Proposed] 13.4M 55.4 28.8M 63.1
Table 1: Action recognition results on the ActionThread
dataset. The table shows average precision values (higher
is better). All methods are based on the same feature maps
produced by the I3D backbone. I3D [4] uses global average
pooling. All other methods use attention for weighted pool-
ing of features. The proposed method ActX-I3D achieves
the best performance. We also perform an ablation study
where Satt is not used. The performance is not as good as
when Satt is used to refine the action attention map. The
amounts of parameters added by these attentional mecha-
nisms are negligible compared to that of the I3D backbone.
4.1.4 Visualizing the action and context components
Fig. 4 shows some examples of action and context attention
maps. To recognize a human action, it is important to at-
tend to the human subjects, and this explains why the atten-
tion maps for action have higher weights on human subjects.
However, not all humans in a video frame receive the same
attention, and not all body parts of a human receive atten-
tion. On the contrary, the weights of the context maps are
lower on the human subjects. The context maps emphasize
the background regions with a nonuniform distribution.
4.2. Imperfect conjugate samples
Until now, we have assumed the availability of perfect
conjugate samples that do not contain the actions in con-
sideration. This assumption holds in general. For example,
if a human action dataset has temporal annotations for the
start and end times of the actions, we can consider the se-
quences right before and after the action boundaries as con-
jugate samples. Or in another scenario where a new action
dataset is being collected, we can save the pre- and post-
action sequences for future mining of conjugate samples.
However, if we are forced to work with a specific dataset
such as Hollywood2, where the pre- and post-action se-
quences are not available, we can use “imperfect” conjugate
samples instead. In this scenario, the conjugate samples are
not guaranteed to exclude all action elements that are shared
with the action samples. With this in mind, we investigate
whether or not a black-and-white separation between conju-
Action attention map Context attention map
Figure 4: Examples of attention maps for action and con-
text. From top to bottom, the actions are: AnswerPhone,
DriveCar, Eat, and Kiss. The action attention maps have
higher weights on humans, but not all humans receive the
same attention, and not all parts of a human subject receive
attention. The weights of the context maps are lower on the
human subjects. The context maps have nonuniform distri-
bution over background pixels.
gate and action samples with respect to the action elements
are necessary.
Experiments on Hollywood2. We first perform exper-
iments on the Hollywood2 dataset [24], which contains
12 actions and 1,707 videos collected from 69 Hollywood
movies. For training the proposed method on Hollywood2,
we use a batch size of 36 videos, and the temporal cropping
length for I3D feature maps is set to 6, equivalent to 48
frames or around 2 seconds. The source for mining conju-
gate samples is the sequences right before and after the tem-
porally cropped action samples. In this way, the extracted
action and conjugate samples share the same context, and
the key difference between them is the dynamic content of
the human action at different action stages.
Table 2 compares the action recognition performance of
Method RGB Only RGB + Flow
I3D [4] 55.3 62.8
PoseMask-I3D 49.4 60.0
10Region-I3D 55.6 64.6
50Region-I3D 55.9 64.8
Attentional-I3D [10] 61.3 69.8
ACF-I3D [39] 61.3 71.2
ActX-I3D [Proposed] 62.5 73.2
EEP + I3D [40] 73.5 81.0
EEP + ActX-I3D [Proposed] 76.0 82.0
Table 2: Action recognition results on the Hollywood2
dataset. The table shows average precision values (higher
is better). All methods are based on the same feature maps
produced by the I3D ConvNet. The proposed ActX-I3D
achieves better performance than other attention mecha-
nisms, when used with or without Eigen Evolution Pool-
ing (EEP)[40]. We consider EEP because it has the current
state-of-the-art performance on Hollywood2.
several methods on the Hollywood2 dataset. ActX-I3D is
the proposed approach where attentive action and context
factorization and human action classification are jointly op-
timized. It significantly outperforms the baseline I3D [4]
approach where the I3D feature vectors are averaged over
the entire spatiotemporal domain. We also observe that the
performance gaps between the proposed ActX-I3D method
and other alternative attentive models on the Hollywood2
dataset are similar to that on the ActionThread dataset, pre-
sented in Table 1. More specifically, the proposed ActX-
I3D significantly outperforms Attentional-I3D, where both
the category-specific and agnostic attention maps are used,
while PoseMask-I3D, k-Region-I3D achieve worse or simi-
lar action recognition performance than the average-pooled
I3D features. The last two rows of Table 2 also compares
the action recognition performance of the baseline I3D
features and the proposed ActX-I3D features, when they
are temporally compressed using Eigen Evolution Pool-
ing (EEP) [40]. EEP uses a set of basis functions learned
from data using PCA to encode the evolution of features
over time. It provides an effective way to capture the long-
term and complex dynamics of human actions in video.
ActX-I3D still outperforms I3D when combined with EEP.
Experiments on HACS-30. We also perform an experi-
ment on the HACS dataset [44]. This dataset provides both
positive and negative samples for a list of 200 actions. Some
of the negative samples and the positive ones are extracted
from the same videos and they share very similar context.
The key difference is whether an action of interest is ob-
served or not. Thus the negative samples are a great source
Method mAP mAcc
Backbone (3D-Res34-RGB) [13] 57.8 83.1
Attention [10] 58.6 84.5
ACF [39] 58.3 84.3
ActX [Proposed] 59.1 85.3
Table 3: Action recognition results on the HACS-30 val-
idation set. The table shows mean average precision and
mean class accuracy values (higher is better). All methods
are based on the same feature maps produced by the back-
bone network (3D-Res34-RGB [13]). The proposed ActX
approach achieves better performance than other attention
mechanisms.
for mining conjugate samples. More precisely, given a pos-
itive action sample, we consider its top three nearest neigh-
bors in the negative data pool as the conjugate samples. To
compute the distance between videos, we use feature em-
beddings extracted by the 3D-Res34-RGB [13] network.
Limited by computation resource, we use a subset of the
HACS dataset, which we will refer to as HACS-30. This
subset contains 30 positive action classes and one negative
background class. The 30 actions are those with the least
positive samples, which makes the recognition task more
challenging. After conjugate mining, the training set of
HACS-30 contains 11770 positive samples, and each posi-
tive sample has three corresponding conjugate samples. We
evaluate the action recognition performance on the HACS-
30 validation set, which contains 1186 samples for the 30
actions and 1712 samples for the negative background class.
Given the imbalance between positive and negative data,
we report the mean average precision (mAP) and the mean
class accuracy (mAcc; obtained by averaging the per-class
accuracies over 31 classes). The experiment results are re-
ported in Table 3. We choose 3D-Res34-RGB as the back-
bone network because it outperforms I3D on HACS-30. As
can be observed, the proposed ActX achieves better per-
formance than other attention mechanisms. However, the
performance improvement is less than that achieved on the
ActionThread and Hollywood2 dataset. This might be due
to the short duration of HACS video clips (all clips are only
2 seconds long) and the attention mechanism is less effec-
tive for short videos.
4.3. Spatial action and context attention maps
We propose a method to produce attention maps for spa-
tiotemporal data. However, our method can also be used
for spatial data. In this section, we perform experiments
on still images, demonstrating the ability of our method for
identifying action and context regions of an image. Specif-
ically, we used the Pascal VOC2012 action dataset [9].
Figure 5: Action and conjugate samples for Pascal
VOC2012 dataset. From top to bottom: Riding Horse,
Running and Taking Photo. (a): action samples; (b) the cor-
responding bounding boxes for people performing the ac-
tion in consideration; (c) conjugate samples obtained with
image completion.
This dataset contains still images of 10 actions: Jumping,
Phoning, Playing Instrument, Reading, Riding Bike, Riding
Horse, Running, Taking Photo, Using Computer, and Walk-
ing. Some images in this dataset contain multiple people,
and different people may perform different actions. Fur-
thermore, a person may perform more than one action si-
multaneously, such as Walking and Phoning.
For this dataset, we consider an action sample to be the
entire image without any bounding box information. We
generate a conjugate sample for each image using the fol-
lowing steps. First, for the action being considered, we
identify all the people performing this action in the im-
age. This step will return a set of human bounding boxes
for one or multiple people in the image if there are multi-
ple people performing the same action. Second, we remove
the pixels in identified bounding boxes of the previous step.
Third, a pre-trained image completion network [18, 37] is
applied to fill in the missing regions with alternative con-
tent. This network is composed of one generator for image
completion and two discriminators for the local and global
context respectively in order to determine that the gener-
ated image be completed consistently. Finally, we perform
a post-processing step by blending [27, 34] the filled regions
with the surrounding pixels. Some action samples and the
corresponding conjugate samples generated by the network
are shown in Fig. 5.
We use a pre-trained DenseNet-161 model for feature ex-
traction. Each image is represented as a 3D features map
F ∈ <H×W×D. The sizes of images are different, so we
resize the smaller dimension to 256 before feeding to the
network. During training, we extract random crop of size
Action attention map Context attention map
Figure 6: Examples of attention maps for action and con-
text on Pascal VOC2012 dataset. From top to bottom, the
actions are: Using Computer, Running, and Playing Instru-
ment. Similar to video dataset, the action maps put more
attention on the human object interaction, and the context
maps focus more on the the surrounding area.
8×8 on the feature map and train the network with the mini-
batch size of 32. At test time, the entire feature maps are fed
into the network for attentive factorization and recognition.
The baseline model using DenseNet-161 features has a
mean AP of 78.2% on the validation data. With conju-
gate samples, our attentive action and context factorization
method achieves a mean AP of 80.2%. This is better than
the state-of-art performance [39] of 75.2% mean AP. Figure
6 shows action and context attention maps on some action
samples in the validation set.
5. Conclusions
We have presented a novel method for identifying action
and context voxels of a video. Our method disentangles the
action and the context components of a video with a novel
attentional mechanism that can compute two spatiotempo-
ral attention maps for action and context separately. Our
method requires paired training data of action and conju-
gate samples of human actions, but this type of data can
be collected easily. We have demonstrated the quantitative
and qualitative benefits of using our method on the Action-
Thread, Hollywood2, HACS, and VOC Action datasets.
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