Introduction
Fractional differential and difference equations have received increasing attention during recent years since fractional derivatives provide an excellent instrument for the description of memory and hereditary properties of various materials and processes. For a reader interested in the systematic development of the topic, a good account of papers dealing with fractional or discrete fractional boundary value problems can be found in and references cited therein.
In this paper we consider a nonlinear discrete fractional boundary value problem of the form Problem (1) was studied recently by authors in [26] where existence and uniqueness results are obtained by using Banach's contraction mapping principle, the nonlinear contraction, and Schaefer's fixed point theorem. Here we continue this study by proving some new existence results by using Krasnoselskii's fixed point theorem and LeraySchauder's nonlinear alternative. Thus the results of this paper complement the results of [26] .
The plan of this paper is as follows. In Section 2 we recall some definitions and basic lemmas. Also we give a representation for the solution to (1) by converting the problem to an equivalent summation equation. In Section 3, using this representation, we prove our main results. Some illustrative examples are presented in Section 4.
Preliminaries
In this section, we introduce notations, definitions, and lemmas needed in the following.
Definition 1.
One defines the generalized falling function by := Γ( + 1)/Γ( + 1 − ), for any and for which the right-hand side is defined. If + 1 − is a pole of the Gamma function and + 1 is not a pole, then = 0.
Definition 2 (see [17] ). The th fractional sum of a function , for > 0, is defined by Lemma 4 (see [17] ). Let 0 ≤ − 1 < ≤ . Then
for some ∈ R, with 1 ≤ ≤ .
Theorem 5 (Arzelá-Ascoli theorem, see [27] To define the solution of the boundary value problem (1) we need the following lemma, proved in [26] which deals with linear variant of the boundary value problem (1) and gives a representation of the solution. 
has a unique solution
Main Results
Let ([ − 2, + ] N −2 , R) be the Banach space of all continuous functions with the norm
for ∈ [ − 2, + ] N −2 , where Λ ̸ = 0 is defined by (4) . It is easy to see that the problem (1) has solutions if and only if the operator has fixed points.
In the following, for the sake of convenience, we set a constant
.
Our first result is based on the Krasnoselskii's fixed point theorem [29] .
Theorem 8. Let be a bounded closed convex and nonempty subset of a Banach space . Let , be operators such that:
(ii) is compact and continuous
Then there exists ∈ such that = + .
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where Ω is given by (8) , then the boundary value problem (1) has at least one solution on
Proof.
we now consider a suitable ball
In view of Lemma 7, we define the operators F 1 and F 2 on the ball as
For , V ∈ , we have
This implies that
. Now, we will prove that F 2 is a contraction mapping. For any , ∈ ([ − 2, + ] N −2 , R), we have
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By (9), we get that F 2 is a contraction mapping. Next, we will show that F 1 is compact and continuous. Continuity of coupled with the assumption ( 2 ) implies that the operator F 1 is continuous and uniformly bounded on as
From ( 
Then, we have
This means that the set F 1 ( ) is an equicontinuous set.
In view of Lemma 6 and the condition that 1 is relatively compact, we have that conv 1 is compact. For any
where
Since conv 1 is convex and compact, we have that ∈ conv 1 . Therefore, for any * ∈ [0, ] N 0 , the set ( 1 )( * ), for = 1, 2, . . ., is relatively compact. From Theorem 5, every ( 1 )( ) contains a uniformly convergent subsequence ( 1 )( ), for = 1, 2, . . ., on ∈ [0, ] N 0 which means that the set is relatively compact. Since F 1 ( ) is a bounded, equicontinuous, and relatively compact set, we have that 1 is compact on . Therefore, all the assumptions of Theorem 8 are satisfied, and the conclusion of Theorem 8 implies that boundary value problem (1) Proof. Letting ( ) ≡ for ∈ [ − 2, + ] N −2 , we get the result by using Theorem 9.
The second result is based on Leray-Schauder nonlinear alternative [30] . 
Then the boundary value problem (1) has at least one solution on [ − 2, + ] N −2 .
Proof. We consider the operator equation
Now, we will show that maps bounded sets into bounded sets in ([ − 2, + ] N −2 , R). For a positive number , let
Consequently,
Next we show that maps bounded sets into equicontinuous sets of ([ − 2, + ] N −2 , R). Let ∈ , where is a bounded set of ([ − 2, + ] N −2 , R). For any > 0, there exists a neighborhood of , ∈ [ −2, + ] N −2 , such that, for 1 , 2 ∈ ,
This means that the set ( ) is an equicontinuous set. By ( 5 ), Lemma 6, and Theorem 5, it follows that : ([ − 2, + ] N −2 , R) is completely continuous. Let = . Then, for ∈ [ − 2, + ] N −2 and using the computations as in the first step, we get
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In view of ( 4 ), there exists such that ‖ ‖ < . Let us set
Note that the operator : → ([ − 2, + ] N −2 , R) is continuous and completely continuous. From the choice of , there is no ∈ such that = for some ∈ (0, 1). Consequently, by the nonlinear alternative of Leray-Schauder type (Theorem 11), we deduce that has a fixed point ∈ which is a solution of the problem (1). This completes the proof.
Some Examples
In this section, in order to illustrate our result, we consider two examples. 
Hence, by Theorem 9, the boundary value problem (28) has at least one solution on [1/2, 9/2] N 1/2 . 
