Abstract. The quality of global sea level pressure patterns has been assessed for simulations by 23 coupled climate models. Most models showed high pattern correlations. With respect to the explained spatial variance, many models showed serious large-scale deficiencies, especially at midlatitudes. Five models performed well at all latitudes and for each month of the year. Three models had a reasonable skill.
Introduction
Global coupled climate models are indispensable tools in climate analysis. Such models are credible if they are able to produce realistic simulations of large scale patterns of the atmospheric circulation and of other climate variables. An assessment of the performance of global coupled models can be found in the Third Assessment Report of the IPCC (2001), and in Bader et al. (2004) . Recently many new coupled model simulations have been made, both for the 20th century climate and for various future emission scenarios. Model output has been made accessible for analysis by external groups, in preparation for the Fourth Assessment Report of IPCC (see acknowledgements and Table 1 ). This has created a unique opportunity to compare simulations by many different models with observations, and to compare climate change projections by these models. This paper starts with an assessment of the quality of global fields of the mean sea level pressure, as simulated by all 23 models for the 20th century. This assessment is presented in Sect. 2. Based on this test, we selected a set of 864 A. P. van Ulden and G. J. van Oldenborgh: Circulation biases and changes in global climate models Johns et al. (2004) models with realistic SLP patterns over the globe and over Europe for a more detailed analysis of the climate in Europe. The climate in Europe depends strongly on the atmospheric circulation. Westerlies carry moist maritime air from the Atlantic Ocean to the continent, while easterlies bring dry and cold weather in winter and dry and warm weather in summer. Biases in the mean circulation are indications for important model deficiencies, such as a poor representation of the frequency of atmospheric blockings (D'Andrea et al., 1998) or less credible thermohaline circulations in the North Atlantic (Thorpe, 2005) . Therefore it is worthwhile to analyse European circulation statistics and their relation with precipitation and temperature statistics in more detail. For the simulation of climate change, the simulated changes in the atmospheric circulations, and their impact on temperature and precipitation changes, may be important as well.
For the description of regional circulation statistics we use three geostrophic flow indices: the two components of the geostrophic wind and the geostrophic vorticity. Variations in such flow indices have been shown to correlate well with variations in monthly mean temperature and precipitation (Turnpenny et al., 2002; van Oldenborgh and van Ulden, 2003) . In Sect. 3 we compare 20th century model simulations of these flow indices with observations in Central Europe. In addition, we compare observed relations between circulation on the one hand, and temperature and precipitation on the other hand with the corresponding relations in the model simulations. This serves as a further test on the internal consistency of the model simulations. This analysis provides also an estimate of the contribution of biases in simulated circulations to biases in mean temperature and mean precipitation.
In Sect. 4 we analyse simulated changes in the atmospheric circulation, primarily for the SRES A1B emission scenario. Using the techniques developed in Sect. 3, we estimate the contribution of mean circulation changes to changes Table 2 . Quality of 20th century simulations of mean sea level pressure fields on global and regional scales. The observed fields are mean fields taken from ERA-40. In the bottom row ERA-40 is compared with an analysis based on a long observation record for Europe . For the models the long-term mean fields from the 20th century simulations were used, including all ensemble members. The spatial correlation and the explained spatial variance were computed separately for each month. The table lists in temperature and precipitation. This is an important issue in the development of regional climate change scenarios, as has been shown by Jylhä et al. (2004) . We also explore the changes in the distributions of monthly mean temperature and precipitation. In Sect. 5 we present our conclusions.
Global and regional patterns of long-term mean sea level pressure
In this section we analyse global patterns of sea level pressure for each month of the year. For the validation of simulated mean sea level pressure patterns we use data from ERA-40 (Uppala et al., 2005) . In a recent paper Bromwich and Fogt (2004) found that ERA-40 was not well constrained on a daily basis by observations in data-sparse regions of the southern hemisphere during the pre-satellite era. Despite this, the climatology of ERA-40 appeared to be good, even in this period. Therefore we used the full ERA-40 data set for our test of the model simulations. Using ERA-40 data has the added advantage that it deals with orography in a similar manner as climate models do. There is therefore no reason to exclude mountainous regions from the comparison.
From the model simulations we used the average of all available members of the 20th century runs. For each month the ensemble mean patterns were compared with observations for the globe, for the tropics (30 For each domain and for each month we computed the spatial correlation between the simulated SLP fields and ERA-40. The monthly correlations were then averaged over the 12 months. These mean correlations are shown in Table 2 . We see that many models simulate SLP fields that are highly correlated with the re-analysis. This indicates that many models 866 A. P. van Ulden and G. J. van Oldenborgh: Circulation biases and changes in global climate models simulate the positions of the major high pressure and low pressure systems quite well. A more rigourous test is offered by the explained spatial variance (E), which is defined as:
Here, σ 2 diff is the spatial variance of the difference between simulated and observed long-term mean pressure, and σ 2 obs the spatial variance of the observed field. This index does not only test the quality of the position of the pressure systems, but also the quality of the amplitude of the pressure variations. Therefore, this index is a better measure for the quality of pressure gradients and of the mean atmospheric circulation than the spatial correlation. We computed the explained variance for each month. By averaging the 12 monthly indices for each region, the annual mean was obtained, which is shown in Table 2 . We see that 7 models have a negative skill in at least one of the test domains, while other models have a good performance in all test domains. In order to illustrate the difference between a high and a low skill in the explained variance, we compare in Fig. 1 a few models with ERA-40 for March 1960-2000. The results for this month are characteristic for the other months as well. We see that the simulated pressure field by ECHAM5, which has a high skill, differs little from ERA-40. Also for other months ECHAM5 simulates realistic pressure fields. CCSM3 simulates too low pressures at high latitudes, and too high pressures over the subtropics. As a result, CCSM3 simulates too strong midlatitude westerlies, in particular over the North Atlantic. By contrast, GISSer has a high pressure bias at high latitudes and a low pressure bias over low latitudes. As a result this model simulates too weak mid-latitude westerlies. It should be noted that the dominant scales of these circulation biases are much larger than the scales resolved by the models, and the simulated climate on continental scales will be affected by these biases. CCSM3 and GISSer have a negative skill at northern mid-latitudes, i.e. the variance of the difference field is higher than the spatial variance of the observed field. These results show that a negative skill in explained spatial variance is an indication indeed of severe deviations from the observed pressure fields. For this reason, the seven models with a negative annual mean skill in one of the test domains, were classified as performing poorly.
The 16 remaining models have a positive annual mean skill, in terms of the explained spatial variance. This does not necessarily imply that these models are adequate in all seasons. To investigate this, we consider the annual cycle of the explained variance. It appears that summer circulations at northern latitudes are particularly difficult to simulate correctly. This is shown in Fig. 2 for the simulations by the 16 remaining models. In this figure the models are shown in the order of their annual mean skill over the northern latitude belt as given in Table 2 . We see that eight models have a negative skill in one or more months. These models have Table 2 and text).
a relatively low annual mean skill as well. The remaining eight models have a positive skill in all months. The top five models (shown in blue) show a promisingly high skill. These are relatively new model versions, which were run at a relatively high resolution. Only CCC63 uses flux corrections at the atmosphere-ocean interface. The next three models are lower resolution versions of one of the top five models, and have a similar behaviour as their high resolution counterparts. For this reason we select the top five models for the detailed European analysis in the rest of this paper. With this selection we do not want to imply that these models are the best models in all aspects of their climate simulations. Selection on the basis of the mean pressure field is just one test of the quality of a model.
We conclude this section with a discussion on natural variability on multi-decadal time scales. In this section we have used ERA-40 to test the models. ERA-40 comprises 45y of data (Oct 1957 -Sep 2002 , and may not be representative for the long term mean pressure fields. For Europe we compared the ERA-40 data with the ADVICE pressure reconstruction by Jones et al. (1999) , which is directly based on observations and covers the period 1780-1995. It appears that ERA-40 explains 97% of the long-term mean observed spatial variance of the ADVICE analysis (see last row in Table 2 ). This indicates that the ERA-40 period is quite representative for the long-term mean. In addition we have looked at the natural variability of the European pressure fields by considering the spatial variance of the difference fields for individual 40y periods. From these we computed as an estimate of the natural variability on multi-decadal time scales: σ (σ 2 diff /σ 2 obs ), where σ is the standard deviation, σ 2 diff the spatial variance of the difference field for the different 40y periods and σ 2 obs the spatial variance of the long-term mean observed pressure field. It appeared that this metric for natural variability varied from about 1% for winter months to 5% in April and May. Averaged over the year this number was about 1%. This implies that natural variability on multi-decadal time scales is weaker than the biases we found between models and observations.
Outside Europe no long observation records were available. Therefore, we applied a similar analysis to individual 40y periods from the large ensemble of ECHAM5 simulations. For Europe we found that the natural variability on multi-decadal time scales in the model simulation was similar to the observed variability. For the globe and for the three latitude belts we found a natural variability less than 1% as an average over the year. These results imply that natural variability plays a minor role in the selection procedure followed above, because biases in the models are much larger than potential biases due to natural variability.
The 20th-century climate in Central Europe

Observations and models
Our test domain in Central Europe is shown in Fig. 3 , together with the mean observed pressure fields in winter and in summer. The domain is situated north of the Alps. The climate is under the influence of prevailing westerlies and moderately maritime. The geostrophic flow indices were computed in the area 0
The geostrophic wind components G west and G south were computed from the sea level pressures at the four corners of the domain, using a fixed value for the air density (1.2 kgm −3 ). For the geostrophic vorticity (G vorticity ) we used the difference between the mean pressure at the four corners of the domain and the mean pressure in the central test domain ( as a simple proxy. The locations of the centre of the domain and of its four corners are away from major orography, and details of procedures for the reduction of surface pressure to sea level do not play an important role. Monthly mean ERA-40 data specified on a 1.5 • ×1.5 • grid were used as observations, and interpolated to the analysis points specified above. The ADVICE pressure analysis for 1780 -1995 Jones et al. (1999 was used to compare the recent circulation statistics with those of this long observation period. This analysis has a much lower resolution than ERA-40 and is specified on a 5 • ×10 • grid. This implies that some of the variability in the geostrophic flow indices may be smoothed relative to ERA-40. We tested this for the overlapping period 1958-1995 and found that the standard deviations of G west and G south were about 5% less than for ERA-40. The standard deviation of G vorticity was about 20% less than for ERA-40. The higher sensitivity of G vorticity to smoothing is due to the fact that is based on pressure differences over half the distance as was used for G west and G south . In order to make the ADVICE time series comparable to those from ERA-40, we applied a linear upscaling to the anomalies in the circulation indices based on the ADVICE analysis. Next we combined ERA-40 and the adjusted ADVICE indices into a single record covering the period 1780-2001. For temperature and precipitation we used the observed averages over the central test domain. This land domain includes a major part of Germany and smaller parts of adjacent countries. The domain is at a suitable distance from the Alps and is characterised by flat plains and modest orography. Model output was also averaged over this domain. This removes the direct impact of differences in model resolution, which ranges from about 120 km to 200 km in Central Europe.
Temperature observations for the period 1960-2000 were taken from the 0.5 • CRUTs2.0 gridded data set (New et al., 1999 (New et al., , 2000 . We also used ERA-40 data for the same period for comparison with the observations. Precipitation data were also taken from New et al. (1999 New et al. ( , 2000 . This data set was not corrected for undercatchment due to snow and wind. In order to obtain an estimate of this undercatchment, we compared the New et al. data with a detailed calibrated precipitation data set for the German part of the river Rhine basin (van den Hurk et al., 2005) . This data set covers most of the western half of our test region and is available for 1961-1995. In the overlapping domain and overlapping time period, the monthly mean precipitation of the two data sets were highly correlated (r=0.95). The comparison indicated a significant undercatchment in the New et al. data set, ranging from about 2% in summer months to Quantiles were computed as Q i =100(i−0.5)/n, were i is the rank number of the month and n the total number of months. For the control period n=123 and for the long observation record n=666. The distributions were smoothed with a 5 point binomial filter. Shown are quantiles from 2% to 98%. 20% in winter months. We corrected the New et al. data using this estimate of undercatchment in our full test domain. We also used ERA-40 precipitation data for comparison, taking the 12-24 h precipitation forecasts for this purpose in order to reduce spin-up problems.
For the model assessment given hereafter we used the 5 models selected in the previous section. From the model runs we used the period 1960-2000 from the 20th century run corresponding to the longest run for the A1B stabilisation scenario. February to about 1.5 m/s in June. The control period closely matches the data from the long observation record, but shows some interesting differences. The westerlies in the control period are somewhat stronger and more variable in winter. This is due to relatively strong westerlies in recent decades. In July and August the westerlies are clearly weaker in the control period than in the long observation record. This is related to a gradual weakening of westerlies during these months over the 20th century.
The five selected models simulate the observed annual cycle in G west quite realistically, in the sense that biases are not more than about one standard deviation. With respect to the standard deviation these models are realistic as well, although ECHAM5 and MIROChi underestimate the variability in late winter. For comparison, we included also the simulations by two models with a low skill in global pressure patterns (see Fig. 1 and Table 2 ). Indeed, we see that these models deviate much more from the observations than the five models with high skill. CCSM3 simulates too strong westerlies in most months, except in summer. The bias is about two standard deviations. GISSer simulates very weak westerlies. In fact this model produces mean easterlies in most months. In summer this model has a bias of more than two standard deviations. Fig. 5 gives the data for G south . We see that all models are fairly close to the observations. In Fig. 6 we present the geostrophic vorticity. Most models simulate realistic statistics. Mean biases are in general not more than about one standard deviation. GFDL2.1 simulates clearly higher standard deviations in many months.
From these results it appears that the simulation of proper G west statistics is more difficult than a proper simulation of the other flow indices. The strength and variability of G west is important because stronger westerlies bring a more maritime climate, while weak westerlies, and in particular months with a mean flow from the east produce rather continental conditions with cold and dry weather in winter and dry and warm weather in summer. Therefore we show the frequency distributions of G west in Fig. 7 .
For winter months the strong westerly bias for CCSM3 is apparent. This model simulates no months with a mean flow from the east, while in the observations this occurs in about 15% of the months. GISSer simulates a mean easterly flow in about 25% of the months. The other models all underestimate the frequency of months with a mean flow from the east, and therefore the frequency of cold and dry winter weather.
In summer the distributions of G west are clearly different for the control period and for the long record. We see that GISSer simulates extremely continental circulations, without any month with a mean flow from the west. The other models show both stronger than observed and weaker than observed westerlies. ECHAM5 produces very few months with a mean flow from the east, while HadGEM and MIROChi simulate too many of such months. The impacts of these biases on simulated temperatures and precipitation are discussed in the next sections.
Relations between circulation variations and temperature variations
The observed mean annual cycle of the temperature in our test domain runs from around 0 • C in January to about 17 • C in July. Fractional snow cover is normal in winter, but complete snow cover is only observed intermittently. The standard deviation of monthly mean temperatures varies between about 3 • C in winter months to about 1 • C in summer months.
Inter-annual variability of the atmospheric circulation is a prime source for this variability in monthly mean temperature (Turnpenny et al., 2002; van Oldenborgh and van Ulden, 2003) . Relations between circulation on the one hand, and temperature and precipitation on the other hand, can be used to analyse the influence of differences in circulation statistics on temperatures and precipitation. For the description of the influence of the circulation on temperature, we use a simple linear model. Monthly Circulation Temperature Anomalies (CTA) are defined as:
where G west , G south and G vorticity are circulation anomalies relative to the mean observed values for 1960-2000 and where M is a memory term for past circulations. This term is modelled as an exponentially decaying memory with τ as e-folding period. We retained the memory for the circulation in the previous 3 months. Monthly values of the numerical coefficients A W , A S , A V and the memory τ were obtained from a least-square fit to the observations in 1960-2000, using an iterative estimation procedure. We then multiplied the numerical coefficients by a scaling factor, such that the monthly CTA had the same variance as the observed temperatures. Thus CTA is a variance conserving regression to the observations. For the models, the circulation anomalies (relative to the mean observed flow indices) are computed from modelled values of G west , G south and G vorticity using Eq. (2) and the observed values of A W , A S , A V and the memory τ . The variance conserving regression line for simulated temperature anomalies is given by:
Where T A is the mean simulated temperature anomaly and λ T is the temperature sensitivity to circulation variations which is given by 
This estimate of of the temperature bias due to the circulation bias, and similar estimates for temperature changes due to circulation changes later in this paper, are prime applications of the model described by Eqs. (2)-(5). For such applications, it might have been better to use a regression that conserves the mean absolute deviation, instead of the variance. In such an approach the standard deviations in Eq. (4) would have been replaced by the mean absolute deviations and a similar upscaling in the computation of CTA. We have tested this alternative approach and found only minor differences with the model used here. The analysis procedure described by Eqs. (2)- (5) is illustrated in Fig. 8 , which shows scatter plots, means and regression lines of simulated and observed temperature anomalies against circulation temperature anomalies.
This simple model performs quite well for the observations, with correlations around 0.8 (see Fig. 9 ). In winter and summer, G west is the dominating term in Eq. (2). In the transition months G south and G vorticity give the largest contribution to the explained variance. The memory length is typically 0.5 to 1 month. The contribution of the memory term to the explained variance is most significant in late winter (memory for snow feedback) and in late summer (memory for soil moisture depletion). Nearby seas produce memory effects all year round. Fig. 9 also shows the monthly correlations between temperature and circulation for the five models. In winter, all models show high correlations, similar to the observed correlations. In summer, some models show somewhat lower than observed correlations. We have included temperature simulations from ERA-40 as well. Since surface air temperatures over land were not assimilated in ERA-40, this serves as an intermediate test on the ability of the re-analysis model to simulate surface air temperatures in a realistic manner. ERA-40 temperatures appear to be almost identical to the observations. A second factor which describes the correspondence between the models and the observations is the sensitivity factor λ T which is defined in Eq. (4). For the observations λ T =1 by definition. For the models λ T differs less than 20% from unity for most months. In January and December, the sensitivity of MIROChi and CCC63 is about 30% smaller than observed. In general the correlations and sensitivities are satisfactory. Later, we will discuss observed and modelled temperature distributions.
First we look at biases in the mean temperature. In Fig. 10 we show the total temperature bias in the model simulations (upper panel), the temperature bias attributable to circulation biases (middle panel) and the residual temperature bias (lower panel), which is obtained by subtracting the circulation induced bias from the total bias. We see that the temperature bias due to the circulation bias shows a modest range between −1 • C and +2 • C. For models with a larger circulation bias this temperature bias can be much larger (not shown). The residual temperature bias ranges from about −6 • C to +2 • C. Overall, GFDL2.1 and CCC63 have a strong cold bias, in particular in March and April. This cold bias is also present in the simulation of the Northern Hemisphere temperatures by these models. The other models have reasonable residual biases. Next we consider the observed and simulated cumulative temperature distributions, which are given in Fig. 11 . The top panel shows the distributions for winter months. High temperatures correspond to warm westerlies that bring maritime air to the continent. Low temperatures correspond to cold easterlies that carry continental air to Central Europe, combined with a snow cover. The distributions are negatively skewed, due to a stronger temperature response to circulation variations when the flow is from the east. The distribution of the circulation indices is not skewed (not shown). The total temperature range can be seen as a measure for the difference between maritime and continental temperatures. MIROChi simulates weaker than observed temperature variations. This is due to a weaker than observed variability in circulations (CTA) and a low sensitivity (λ T ) . The other models simulate the observed distribution quite well, although the models differ considerably in their simulation of cold extremes. The lower panel in Fig. 11 shows the distributions for summer months. The observed distribution is positively skewed, due to a stronger temperature response to circulation variations when the flow is from the east. We see that all models produce realistic temperature distributions in summer. It may be worthwhile to see how the warm summer of 2003 fits into this distribution (Schär et al., 2004) . Fig. 11 gives the distribution between 2% and 98%, and the two highest and two lowest extremes are not shown. The highest extreme observed in the control period was July 1994, with a temperature anomaly of 4.2 • C. For the models the absolute extremes ranged from 3.0 • C to 3. indeed, but this extreme does not lie far outside the modelled and observed distributions for the control period. When comparing the results from Fig. 10 and Fig. 11 , we conclude that mean biases in temperature simulations are more important than biases in the distribution, except for very cold months in winter.
Relations between circulation variations and precipitation variations
The analysis for precipitation is very similar to that for temperature. Circulation Precipitation Anomalies were defined as:
This model performs quite well, both for the observations and for ERA-40 and for the climate model simulations (see Fig. 9) . G west and G vorticity are the most important contributors to the explained variance for all months. We found no memory effects, which is not surprising, because air masses collect their precipitable water from evaporation in very large domains.
Next we look at the mean biases in precipitation. The observed annual mean precipitation is 2.1 mm/day. It is rather evenly distributed over the year, with a minimum of 1.8 mm/day in April and a maximum of 2.5 mm/day in June. In Fig. 12 we show the precipitation biases for the control period. These biases are given as a percentage of the monthly mean observed precipitation. In the upper panel we have included the 12-24 h precipitation forecasts by ERA-40. We see that this precipitation product is very similar to the observations. For the climate model simulations we see rather large biases: up to about 50%. The biases due to circulation biases are large as well and range from −30% to +30%. The residual biases remain high. HadGEM and GFDL2.1 have a pronounced positive bias throughout the year. MIROChi has a positive bias mainly in spring and in summer. ECHAM5 has a strong annual cycle in its residual bias and produces very wet winters, but realistic summer precipitation. CCC63 is realistic throughout the year. Figure 13 shows the relative frequency distributions for winter months and for summer months. In winter the simulated variability is too small in a relative sense, which is due to a lower than observed variability of CPrA and a lower than observed precipitation sensitivity to CPrA variations in the model simulations. In summer the relative distributions are fairly realistic. GFDL2.1 simulates weaker than observed variability, while the variability is higher than observed for HadGEM.
From the Figs. 12 and 13 we may conclude that all mean biases are quite large for at least several of the models. Circulation biases are important both for the mean precipitation and for the precipitation distribution in winter.
Climate change in Central Europe for the A1B emission scenario
Changes in atmospheric circulation
In this section we analyse changes in the atmospheric circulation over Europe for the A1B emission scenario. In this scenario the radiative forcing increases more or less linearly in the 21st century and is about constant thereafter. We consider differences between the period 2060-2100 and the control period 1960-2000. Simulated changes in the geostrophic flow indices are shown in Fig. 14 . Major changes in G west are simulated in winter (DJF) and in late summer (JAS), although the models differ considerably in their circulation response. GFDL2.1 simulates for the future much stronger westerlies in winter and much stronger easterlies in late summer. HadGEM also simulates much stronger easterlies in late summer. The simulations show much weaker changes in G south , although there is an appreciable range in responses in January. With respect to G vorticity , several models simulate much increased anticyclonic conditions in the summer half year, in particular GFDL2.1. Overall, GFDL2.1 simulates the strongest circulation changes over Central Europe, while MIROChi simulates rather weak changes. In order to illustrate the differences in the circulation response for these two models, we show the simulated pressure changes over Europe for late summer in Fig. 15 . We see that for MIROChi the pressure changes are smaller than 1 hPa over most of Europe. This holds more or less for ECHAM5 and CCC63 as well (not shown). By contrast, GFDL2.1 simulates pronounced pressure increases over West and Central Europe, with a maximum increase of 4 hPa over Ireland. Over Northern Europe and over Spain and Turkey the mean pressure decreases. These pressure changes enhance westerlies over Northern Europe, and enhance easterlies over Central Europe. The pressure change pattern for HadGEM re- sembles that for GFDL2.1, but it is about 40% weaker and it is shifted 800 km to the north-east (not shown).
Recently is has been suggested by Pal et al. (2004) that simulated circulation changes resemble observed changes in the second half of the 20th century. In order to see if this is true for the present model simulations, we show in Fig. 15 the observed changes in sea level pressure for the NCEP reanalysis. We see that the observed pressure change pattern does not resemble the simulated change patterns. This implies that the correspondence between simulated changes and observed changes reported by Pal et al. (2004) may be fortuitous.
The relation between circulation changes and precipitation changes is addressed in the next section. Figure 16 shows the changes in late summer precipitation for MIROChi and GFDL2.1. The differences between the two models are quite dramatic. MIROChi simulates precipitation increases over Europe north of the Alps, and drying over the Mediterranean region. GFDL2.1 simulates severe drying over Central and Western Europe. Over north-eastern France the precipitation reduction amounts to 1.8 mm/day. When we compare the drying region with the circulation change in Fig. 15 , we see that major drying occurs where enhanced easterlies and more anticyclonic conditions prevail.
Changes in precipitation
In Fig. 17 , we quantify the precipitation changes in our test domain for all months. We see precipitation increases in the winter half year, and (except for MIROChi) precipitation reductions in late summer. Also shown are the precipitation changes due to circulation changes. After removal of the circulation signal, a much more transparent residual signal results. For most months a modest increase in precipitation is shown. In late summer important differences in residual precipitation change remain between the models. We have identified two factors that may have contributed to these differences.
The first factor is the change in sea surface temperature (SST) over the North Atlantic. Since the North Atlantic is a major source of precipitable water in the atmosphere over Europe, differences in SST changes may affect the precipitation over Europe. In Fig. 18 we show the SST changes over the North East Atlantic plotted against the simulated global mean temperature changes. We see marked differences between the models. GFDL2.1 simulates very weak increases in SST, which are 2 • C less than the global mean temperature changes simulated by this model. The SST change for MIROChi is similar to its global mean change. This indicates that for MIROChi moisture supply by the North Atlantic can keep up with the pace of global warming, while for GFDL2.1 this is not the case. The other models take a middle position between the two extremes. Changes in the North Atlantic thermohaline circulations may play a role here (Hazeleger, 2006; Schmittner et al., 2005) , but relations between such changes and SST changes have not been firmly established. A detailed analysis of the origins of the differences between SST simulations would certainly be worthwhile, but falls outside the scope of this paper.
The second factor is soil moisture depletion. GFDL2.1 and HadGEM simulate a strong reduction in precipitation over Central Europe. This may lead to significant soil moisture depletion, which reduces the contribution of land evaporation to precipitable water, and thus further reduce the precipitation simulated by these models. It is not clear whether such a severe drying tendency is realistic. In Fig. 19 , we show the changes in the precipitation distribution for winter months and for late summer months. Changes for high quantiles give the percentage change for relatively wet months, while the lower quantiles give the changes for dry months. In winter we see similar percentage changes for all quantiles, which implies that changes in the distribution are small. In summer we see more pronounced relative drying in dry months, or less moistening (for MIROChi). Wet months dry less in a relative sense, or show a stronger increase (for MIROChi). In general, the relative variability in late summer precipitation increases for all models. However, the range of absolute changes in the precipitation is so large, that no firm conclusions can be drawn with respect to summer precipitation in a future climate in Europe.
Temperature changes
In Fig. 20 , we show the model simulations of temperature changes. For temperature the contributions of circulation changes are in general smaller than the total changes. The residual changes range from less than 2 • C for GFDL2.1 to temperatures considerably. CCC63 and MIROChi show only weak changes in the temperature distributions. ECHAM5 takes a middle position. The range of simulated changes in the temperature distribution is very wide. This illustrates how uncertain model predictions are with respect to these distribution changes in winter. Next we consider the distribution changes in late summer. Again CCC63 and MIROChi simulate only weak changes in the temperature distribution. ECHAM5 produces a moderate change in this distribution. Major changes are predicted by GFDL2.1 and HadGEM. The highest quantiles in particular, show very large temperature increases. This is probably related to the strong precipitation reduction simulated by these models. This leads to soil moisture depletion, reduction in evaporation and an enhancement of the sensible heat flux. The details of such feedback processes have been discussed in some detail by van den Hurk et al. (2005) , Lenderink et al. (2006) and . While severe summer drying does occur occasionally in West-Central Europe (for example in 2003), the frequency of such episodes increases considerably for some models, while it does not for other models. This may explain part of the wide range of distribution changes for late summer. Another part is due to differences in SST changes. The strong SST change for MIROChi enhances the temperature change for cold summer months which are characterised by strong westerlies. GFDL2.1 shows a rather modest temperature increase for cold summer months, which is in line with the limited warming of the North Atlantic, and with the low global climate sensitivity shown by this model.
Our analysis of temperature distributions can be summarised as follows. The range of a temperature distribution depends on the difference between continental temperatures, which prevail for strong easterly flow, and maritime temperatures, which prevail for strong westerlies. Changes in the distribution depend both on changes in maritime temperatures, (which depend on the changes in North Atlantic SST) and on changes in continental temperatures (which are influenced by land surface processes, cloudiness and radiation changes). In addition, changes in the circulation lead to an overall shift to a more maritime climate in winter and a more continental climate in late summer. The models show large differences in SST changes in late summer, with changes of 0.5 • C for GFDL2.1 to 4 • C for MIROChi. In winter the SST changes are smaller and range from 0.3 • C for GFDL to 2.3 • C for MIROChi. Warming of continental temperatures is in general stronger than the warming of North Atlantic SST, but major differences are seen between the models. MIROChi simulates only weak changes in the difference between continental temperatures and SST. GFDL2.1 and HadGEM simulate much stronger increases in the difference between continental temperatures and SST than the other models, both in winter and in late summer. In late summer the strong response of continental temperatures simulated by GFDL2.1 and HadGEM is probably related to severe soil moisture depletion. These models simulate both a strong reduction in precipitation and a strong increase in the temperature difference between land and sea in summer. This increased land-sea temperature contrast might promote changes in the pressure pattern of the type simulated by these models, i.e. higher pressure over the British Isles and lower pressure over Southern Europe. This would create an interesting positive feedback between circulation changes, enhanced easterlies over the continent, enhanced drying and enhanced temperature increases over land. Such positive feedback mechanisms would make the summer climate system highly non-linear, and very sensitive to the treatment of land surface processes and to the modelling of North Atlantic SSTs.
Conclusions
We have tested 23 coupled climate models with respect to their ability to simulate realistic global patterns of long-term mean monthly sea level pressure. Most models showed high correlations with the observed pressure fields. Many models were less satisfactory with respect to the explained spatial variance, and showed negative skills for specific months and latitude belts. This implied a poor simulation of pressure gradients and circulation indices. The bias patterns had very large scales and affect the climate at continental scales and larger. This has implications for regional climate modelling, because regional models inherit the large-scale circulation biases from the global host model that provides the boundary conditions.
Out of 23 global models, five models simulated realistic pressure patterns in all analysed latitude belts for all months of the year, while three models showed a reasonable performance. These eight models simulated realistic circulations over Europe as well.
Simulations by the five models with the best sea level pressure fields were analysed in more detail for Central Europe. The two components of the geostrophic wind and the geostrophic vorticity were used to quantify the statistics of the monthly mean circulations. The model simulations of these geostrophic flow indices were quite realistic. In winter, the models underestimated the frequency of months with a mean flow from the east. In summer the models showed a fairly wide range in the frequency of easterlies. While one model underestimated this frequency, other models simulated too high frequencies.
Observations and models showed similar relations between variations in the atmospheric circulations, and variations in temperature and precipitation. These relations were used to estimate biases in simulated circulations and biases in temperature and precipitation. We found that circulation induced biases in temperature were modest (up to 2 • C), and smaller than temperature biases from other sources. The simulated amplitude of the mean annual cycle in temperature and the simulated frequency distribution of monthly mean temperatures were in general realistic. The models differed significantly in their simulation of cold winter months.
The precipitation simulations showed rather high biases for some models (up to 50% overestimation). Circulation biases appeared to have a major influence on precipitation, and range from −30% to +30%. Precipitation distributions were fairly realistic, when scaled with the simulated mean precipitation, but all model underestimate variability in winter.
We analysed climate changes simulated by the five selected models for the A1B emission scenario. The models appeared to differ significantly with respect to the simulated circulation changes at the end of the 21st century. One model simulated a strong increase in the strength of westerly flow in winter, while the other models simulated much weaker increases. Two models simulated pronounced pressure changes over Europe in late summer, while the other models simulated weaker or no changes. These differences in circulation changes had a profound influence on precipitation changes. In late summer, simulated precipitation change ranged from −50% to +20%. Precipitation changes were probably affected also by differences in the simulated change in sea surface temperature over the North Atlantic. The two models that simulated strong reductions in summer precipitation, were likely to have suffered from severe soil moisture depletion, which may have contributed to a further reduction in precipitation.
Circulation changes affected simulated temperature changes as well. With respect to the mean changes the contribution of circulation changes were important, but not dominant. This implies that the simulation of the change in mean temperature was rather robust. This change was fairly close to the simulated change in global mean temperature for each model. However, the simulated change for cold winter months and warm summer months differed widely between the models. Some models simulate a major decrease in temperature variability in winter, while other models do not. In summer we saw a wide range in simulated changes in the temperature distribution. The two models with strong circulation changes, simulated a rather dramatic increase in the frequency of very warm months. This was probably due to a large contribution of summer drying to the warming of warm months in the simulations by these models.
These results imply that the predictability of the change in several important features of the European climate is limited. This holds in particular for circulation changes, for precipitation changes in late summer and for changes in the occurrence of very cold winter months and very warm summer months.
