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The following path properties of real separable Gaussian processes t with 
parameter set an arbitrary interval are established. At every tied point the 
paths of 5 are continuous, or differentiable, with probability zero or one. If 8 
is measurable, then with probability one its paths have essentially the same 
points of continuity and differentiability. If 6 is measurable and not mean square 
continuous or differentiable at every point, then with probability one its paths 
are almost nowhere continuous or differentiable, respectively. If 6 harmonizable 
or if it is mean square continuous with stationary increments, then its paths are 
absolutely continuous with probability one if and only if f is mean square 
differentiable; also mean square differentiability of 4 implies path differentiability 
with probability one at every fixed point. If 4 is mean square differentiable and 
stationary, then on every interval with probability one its paths are either 
differentiable everywhere or nondifferentiable on countable dense subsets. 
Also a class of harmonizable processes is determined for which of the following 
are true: (i) with probability one paths are either continuous or unbounded on 
every interval, and (ii) mean square differentiability implies that with probability 
one on every interval paths are either differentiable everywhere or nondif- 
ferentiable on countable dense subsets. 
1. INTRODUCTION AND STATEMENT OF RESULTS 
In this paper local and global path continuity and differentiability properties of 
Gaussian processes are studied. 5 = {[(t, w), t E 7’) is a real separable Gaussian 
process on the probability space (J?, S, P) with arbitrary mean and covariance 
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functions; T is any interval and 9 is the smallest u-algebra of subsets of 52 with 
respect to which the random variables {[(t, w), t E T} are measurable. 
It has been shown in [2] that the paths of Q have one of the following pro- 
perties on T with probability zero or one: continuity, differentiability, absolute 
continuity, etc. A difficult problem is toobtain necessary and sufficient conditions 
for the two alternatives. A partial answer to this problem is given in Theorem 4, 
where it is shown that for harmonizable processes and for processes with 
stationary increments almost sure path absolute continuity is equivalent to mean 
square differentiability. 
In Theorem 5 it is shown that with probability one the paths of a mean square 
differentiable stationary process are either everywhere differentiable or non- 
differentiable on countable dense subsets. 
Zero-one type results for local path continuity and differentiability are given 
in Theorems 1 and 3, where it is also shown that the set of points of continuity 
and differentiability are essentially the same for almost all paths. Note that these 
results do not assume mean square continuity of f. 
If in addition .$ is mean square continuous on T, then its modulus of continuity 
has been thoroughly studied by It8 and Nisio [6]. A similar local result is obtained 
under a local mean square continuity assumption (Theorem l), and a corre- 
sponding local result for path differentiability is obtained under a local mean 
square differentiability assumption (Theorem 3). 
Also Belayev’s [l] alternatives for mean square continuous stationary Gaussian 
processes are shown to be valid for a slightly larger class of Gaussian processes 
(Corollary 2). 
A remarkable feature of the proofs of all results is the fact that even when mean 
square continuity and stationarity are assumed, no use is made of the available 
process representations: the Karhumen-Loeve representation and the spectral 
representation. Instead a recently established zero-one law for Gaussian processes 
is used [7, 8, II]. 
All results are stated and discussed in this section and their proofs are given 
in Section 2. 
In should be pointed out that, for simplicity, no special care has been taken 
for the endpoints of the interval T, when they belongs to T; in every particular 
case it is easy to see what is the precise meaning of the results. 
Finally, even though all results are stated and proven for T an interval in R1 
and for E a real valued process, they can be easily generalized to the case where 
T is an “interval” in Rn (or, for some of the results, a separable metric space), 
and 4 takes complex values or values in Rn (or, for some of the results, in a 
compact metric space). 
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1.1. Continuity Properties of Paths of Gaussian Processes 
Path continuity properties can be studied by using the oscillation function 
WJt, W) of the path [(e, w) at t E T defined by 
for every t E T and w E D. Clearly the path I( ., w) is continuous at t if and only if 
Wc(t, w) = 0. The separability of f implies that for each t E T, We(t, W) is 
$-measurable, where 9 is the completion of S with respect to P. 
THEOREM 1. Let l = (Qt, w), t E T) be a real separable Gaussian process, 
where T is any interval. 
(i) At every $xed point t in T the paths of 5 are continuous with probability 
zero or one. 
(ii) Let T, be the set of points t in T where the paths of Q are continuous with 
probability one, and T,(w) be the set of points of continuity of the path t( ,, w), If 
5 is measurable then with probability one 
LW”,(w) A TJ = 0, 
i.e., almost all paths have essentially the same set of points of continuity. 
(iii) If [ is mean square continuous at the point t E T, then with probability 
one 
W&9 w) = 4th 
where are(t) is a constant (extended real number). 
The properties given in Theorem 1 are local continuity properties. One can 
similarly obtain the global property: 
(iv) If 5 is mean square continuous on T, then with probability one 
WE@, w) = 4) for all t E T. 
This result was proven by It8 and Nisio [6] for compact intervals T, by employing 
a global property of 5, its Karhunen-Lo&e representation; they have also 
characterized the oscillation function 01~ . 
At a point of discontinuity it is important to know the value of the oscillation 
and in particular whether this value is finite or infinite. As in Theorem 1, the 
following are seen to be true. 
(v) At every point t in T the paths of 6 have with probability one either 
finite or infinite oscillation. 
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(vi) Let T,, be the set of points t in T where the paths of 5 have infinite 
(resp. finite) oscillation with probability one, and T,(w) be the set of points of 
infinite (resp. finite) oscillation of the path t( *, w). If 5 is measurable, then with 
probability one Leb(T,(w) n TO} = 0, i.e., almost all paths have essentially 
the same set of points of infinite (resp. finite) oscillation. 
By introducing appropriate special oscillation functions one can study local 
properties such as left or right continuity at a point, existence of left or right limits 
at a point, and whether a point is a simple discontinuity. For instance, the 
oscillation functions appropriate for the study of left continuity and of the 
existence of left limits are, respectively, 
One can thus obtain the results of Theorem 1 (i) to (vi) with “continuity” 
replaced by 
left (or right) continuity 
existence of left (or right) limits 
simple discontinuity 
and “oscillation” replaced by the corresponding special oscillation. 
For Gaussian processes, almost sure path continuity on T implies mean square 
continuity on T, but the converse is not true. A relationship between mean 
square discontinuity and path discontinuity on T is given in the following 
theorem, whose inverse is not true. 
THEOREM 2. If a real separable and measurable Gaussian process on an interval 
is not mean square continuous at any point, then with probability one its paths are 
almost nowhere continuous. 
. 
Here almost refers to the Lebesgue measure and also there is no fixed point 
of continuity of the paths. 
1.2. Differentiability Properties of Paths of Gaussian Processes 
For the study of path differentiability properties we introduce the modulus of 
differentiability d,(t, W) of the path f(*, W) at t E T defined by 
d,(t, w) = lim sup 
lx% w) - E(4 QJ) _ S(v, w) - 60, w) 
rJo u.ae[(t~,t)u(t,t+c)ln~ I u-t v-t I 
for every t E T and w E 9. Clearly the path e(., w) is differentiable at t E T if and 
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only if dE(t, w) = 0. Also, the separability of [ implies that for each t E T, 
d,(t, w) is g-measurable. Differentiability properties similar to the continuity 
properties of Theorem 1 are given in the following theorem. 
THEOREM 3. Let 6 = {Qt, w), t E T} b e a real separable Gaussian process, 
where T is any interval. 
(i) At everyjixedpoint t in T the paths of e are drperentiable with probability 
zero or one. 
(ii) Let Td be the set of points t in T where the paths of 5 are dajferentiable with 
probability one, and Td(w) be the set of points t in T where the path f(., W) is 
dajferentiable. If  5 is measurable, then with probability one 
i.e., almost all paths have essentially the same set of points of da~erentiability. 
(iii) I f  6 is mean square d$erentiable at the point t E T, then with probability 
one 
44 w) = B&h 
where BJt) is a constant (extended real number). 
The results of Theorem 3 remain valid if “differentiability” is replaced by 
“left (or right) differentiability.” It does not seem likely that a property similar 
to Theorem 1 (iv) would hold for the modulus of differentiability. 
An important question is the relationship between mean square differentiability 
and path differentiability. For Gaussian processes almost sure path differen- 
tiability on T implies mean square differentiability on T. The extent to which the 
converse is true for Gaussian processes is not known at present. The following 
two theorems answer this question for some classes of Gaussian processes. 
THEOREM 4. Let 5 = {[(t, wh t E T) b e a real separable harmonizable 
Gaussian process, where T is any interval. Then 
(i) if [ is mean square dizerentiable, /3&t) = 0 a.e. [Leb] on T, and 
(ii) with probability one the paths of 5 are absolutely continuous on every 
compact interval in T if and only if E is mean square d@erentiable. 
The “if” part of Theorem 4 (ii) is known for stationary processes [5, 
pp. 536-5371, and for harmonizable processes it follows from a more general 
result in [4, pp. l&187]. It should be noted that a harmonizable process 5 is 
mean square differentiable if and only if lsTW 1 hp j dr(/\, p) < co, where r is its 
two-dimensional spectral measure. Also, a mean square continuous wide sense 
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stationary process 6 is harmonizable and it is mean square differentiable if and 
only if jrm P S(h) < CO, where F is its spectral distribution. 
Theorem 4 is also valid for real separable mean square continuous Gaussian 
processes with stationary increments. 
THEOREM 5. Let S: = {f(t, w), t E T} 6 e a real separable mean square d@ren- 
tiable stationary Gaussian process, where T is any interval. Then 
(i) at every Jixedpoint t in T the paths off are daj%rentiable with probability 
one, and 
(ii) with probability one the paths of 5 are either diSfertrztiable everywhere on 
T or nondifferentiable on countable dense subsets of T. 
Theorem 5 is also valid for real separable mean square differentiable Gaussian 
processes with stationary increments. 
The implication of mean square nondifferentiability to path nondifferen- 
tiability on T is given in the following theorem. 
THEOREM 6. If a real separable and measurable Gaussian process on an interval 
is not mean square d@rentiable at any point, then with probability one its paths are 
almost nowhere dz#erentiable. 
Again, “almost” refers to the Lebesgue measure and there are no fixed points 
of differentiability. Theorem 5 includes as a particular case the well known 
property of the paths of the Wiener process; in fact the paths of the Wiener 
process have the stronger property of being nowhere differentiable with proba- 
bility one [3]. 
1.3 Some Remarks for non-Gaussian Processes 
It is of interest to study the extent to which the results of Theorems 1 to 6 
remain valid for non-Gaussian processes. It should be first remarked that the 
word ‘LGaussian” cannot be altogether deleted from the statements of these 
theorems. This is obvious for Theorems 1 and 3; for Theorems 4, 5, and 6 it 
follows from an example of a mean square continuous stationary process with 
almost surely absolutely continuous paths, which is not mean square differentiable 
[5, p. 5371; and for Theorem 2 it is conjectured. 
The following property opens a way of determining classes of non-Gaussian 
processes for which the results of the previous sections apply. 
THEOREM 7. Let 5 and q be two stochastic processes dejined on the same 
probability space and time interval, and le.t W, and W, be their oscillation processes 
defined in Section 1.1. Then ;f 6 and 7 are equivalent, so are W, and W,, , and if 
W, and W,, are singular, so are [ and q. 
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Clearly the result of Theorem 7 is true for the left oscillation process etc., and 
also for the modulus of differentiability d, defined in Section 1.2. The following 
is an immediate consequence of Theorem 7. 
COROLLARY 1. If a real separable process 6 is equivalent to a real separable 
Gaussian process r) satisfying the assumptions of any one of Theorems 1 to 6, then 
the theorem applies to 5. 
As a practical method of determining non-Gaussian processes for which the 
results of the previous sections are valid, Corollary 1 is of limited interest 
because very little is known at present concerning characterizations of non- 
Gaussian processes equivalent to fixed Gaussian processes. In fact, the only 
complete result available in the literature is the characterization of all processes 
equivalent to the Wiener process. 
On the other hand, complete characterizations are known for all Gaussian 
processes equivalent to a fixed Gaussian process. Using these characterizations 
we obtain from Belayev’s alternatives, Theorem 5, and Corollary 1, the following 
result, which in fact generalizes Belayev’s alternatives and Theorem 4 to a 
subclass of the harmonizable Gaussian processes. 
COROLLARY 2. Let 5 be a real separable harmonixable Gaussian process with 
zero mean and two-dimensional spectral measure r such that for all Bore1 sets B and 
C of the real line 
0 x C> = dB n Cl + s, s, K(A d dd4 4h-4 
where q is aJinite nonnegative measure on the Bore1 sets of the real line and K is a 
symmetric function in L,(q x q) that does not have - 1 as an eigenvalue. Then 
(i) the paths of 6 are either continuous or unbounded on every interval with 
probability one, and 
(ii) if 5 is mean square dzfj~entiable (or equivalently, if sym A2 dq(A) < co), 
with probability one the paths of [ are either d$nentiable everywhere or non- 
dzjkrentiable on countable dense subsets. 
Implicit in the proof of Corollary 2 is the interesting fact that a zero mean 
Gaussian process is equivalent to a zero mean stationary Gaussian process with 
spectral measure q if and only if it is harmonizable with spectral measure r 
as described in Corollary 2. The case of nonzero mean 6 can be included in 
Corollary 2; (i) and (ii) remain valid if 6 has mean m of the form 
m(t) = Jrn expW4 f(A) dd4 
-co 
for all t E T, where f EL,(q). 
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Corollary 2 raises the problem of characterizing the classes of Gaussian 
processes, and in particular the classes of harmonizable Gaussian processes, 
for which Belayev’s alternatives and Theorem 5 are valid. 
2. PROOFS 
The following facts are repeatedly used in the proofs of the theorems. Let RT 
be the set of all real functions on T and @(RT) the u-algebra of subsets of RF 
generated by sets of the form {x E RT: (x(t&..., x(&J) E Bn}, where tr ,..., t, E T 
and Bn is an n-dimensional Bore1 set. The transformation 0: (Q, g”;, P) -+ 
(RT, C#(R’)) defined by Q(w) = I(., w is measurable and induces a probability ) 
measure p = P 0 Q-l on %(RT). @(RT) denotes the completion of 4(RT) with 
respect to p. The stochastic process {x(t), t E T) defined on the probability space 
(RT, %(RT), p) is clearly Gaussian with the same mean and covariance functions 
as 4. Let also H(t) be the reproducing kernel Hilbert space of E (or of its auto- 
correlation function), i.e., the subset of RT which consists of all functions of the 
form E[&, w) +J)], where T is a random variable in the L&S, $, P)-closure 
of the linear span of the random variables {[(t, w), t E T), and E denotes expecta- 
tion. The following facts are known [7, 8, 1 I]. 
(i) If G is a @(RT)-measurable subgroup of RT then p(G) = 0 or 1. 
(ii) If g is a @(RT)-measurable real function on RT and g(x + m) = g(x) 
a.e. b] for all m E H(t), then g(x) = constant a.e. b]. 
Proof of Theorem 1. If S is a countable dense subset of T which is a separant 
of I, then for every t E T we have 
WJt, w) = lim sup E&o u.ua(t--E.t+dnS 
I Etu, w) - 4@, w)I a.s. [PI- 
ForxERTandtETset 
W(t, x) = lim sup 
do u.udtr.t+dnS 
I44 - xw 
Then for every t E T, W(t, x) is Q(RT)-measurable and Wt(t, W) = W(t, Q(w)) 
a.s. [P]. 
(i) For fixed t E T define the sets 
F, = {w E Q: Wt(t, w) = O}, 
G, = {x E RT: W(t, x) = 01. 
Then G, is %(RT) -measurable and since G, = (x E RT: the restriction of x to 
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S u {t} is continuous at t}, G, is a subgroup of RT. It follows that p(Gt) = 0 or 1 
and by Ft = @-l(G,), P(F,) = 0 or 1. 
(ii) Since f is measurable, so is W, . Let 
E = ((t, w) E T x .Q: W&, u) = O}. 
Then E E 9(T) x 9, where 3(T) is the u-algebra of Bore1 subsets of T, and 
its sections 
E, = {t E T: W&t, w) = 0) = T&o), wEs2, 
Et = {w ~$2: Wc(t, co) = 0}, tfz T, 
satisfy E, E SY( T) f or all w E 9, and E, E 9 for all t E T. Also 
T, = {t E T: P(E,) = l} 
and T, E g(T), since E E 99(T) x 9 implies that P(E,) is a(T)-measurable. 
Now let F = T, x Q. Then (E n F)t = Et A Ft and this is equal to Q - Et for 
t E T, and to E, for t & T, , Thus, 
(Leb x P)(EAF) = 1 P{(E ,$ F),] dt 
T  
Z-Z s,, P&Q - Et) dt + s,, P(J%) dt 
E 
zzz 0 
by the definition of T, and (i), which implies that for t E T - T, , P(E,) = 0. 
Now from (E n F)w = E, A F, = T,(W) a T, and 
0 = (Leb x P)(E n F) = Jo Leb((E a F)J dP(w) 
it follows that Leb{T,(w) a T,} = 0 a.s. [PI. 
(iii) It is easily seen that for all m, x E RT 
W(C X + 4 < W(t, x) + W(t, 4, 
W(t, 4 < W(t, x + m) + Wt, 4. 
Since 6 is mean square continuous at the point t E T, every m E H(l) is continuous 
at t and thus W(t, m) = 0. It follows that for all m E H(t), W(t, x + m) = W(t, X) 
for all x E RT and thus W(t, x) is a constant a.s. [p], W(t, x) = at(t) a.s. /$I. 
Thus WE(t, w) = a&t) a.s. [PI. 
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Proof of Theorem 2. Fix a point t in T. By Theorem 1 (i), the paths of .$ are 
continuous at t with probability zero or one. If they are continuous with proba- 
bility one, since almost sure convergence of a sequence of Gaussian random 
variables implies convergence in the mean square, it follows that 5 is mean 
square continuous at t. Thus if .$ is mean square discontinuous at t, with 
probability one its paths are discontinuous at t. Hence, if 5 is not mean square 
continuous at any point of T, then the set T, defined in Theorem I (ii) is empty. 
It follows, again from Theorem I (ii), that Leb{T,(w)) = 0 as. [PI, i.e., with 
probability one the paths of 5 are continuous on a set of zero Lebesgue measure. 
Proof of Theorem 3. This theorem is proven as Theorem 1. We have for 
every t E T, 
A,(t, w) = lim sup I 
ix% w> - at, w> _ 5(% w) - E(4 w) 
GJ ~,vet(t-P,t)u(t,t~)l)lns u-t v-t 
as. [PI, 
and if we define for x E RT and t E T, 
d(t, x) = lim sup 
f&O U.vst(t-E.t)u(t.t+E)ln~ I 
44 - 44 4f4 - 40 
u-t - v-t I 
then for every fixed t E T, d(t, x) is 4(RT) -measurable and dp(t, W) = d(t, CD(W)) 
a.s. [PI. 
Parts (i) and (ii) are shown exactly as parts (i) and (ii) of Theorem 1. For 
part (iii), it is easily seen that for all m, x E RT, 
4t, x + 4 < 44 x) + Jt, m), 
44 4 < 4, * + 4 + 444. 
If & is mean square differentiable at t E T, then every m E H(t) is differentiable 
at t [9, p. 3031 and so d(t, m) = 0. The proof of (iii) is completed as in Theorem 1. 
Proof of Theorem 4. If R is the autocorrelation function of the harmonizable 
process f then for all t and s in T, we have 
R(t, s) = lo, / exp(i(tA - SFL)) d$t P), 
--m 
where r is its spectral measure, a finite signed measure on the plane which is 
nonnegative definite on the measurable rectangles. It is easily seen that E is 
mean square differentiable at a point t in T if and only if 
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[lo, p. 2821. Thus f is mean square differentiable at one point if and only if it is 
everywhere mean square differentiable. 
Assume now that t is mean square differentiable. Then aR(t, s)/& and 
a2R(t, s)/at as are easily seen to be continuous functions, hence locally Lebesgue 
integrable. Also, since iYR(t, s)/at 3s is the autocorrelation of the mean square 
derivative l of [, [ has a measurable modification. It follows that with probability 
one the paths of [ are absolutely continuous on every compact interval 14, 
pp. 186-1871. Thus with probability one the paths of [ are differentiable on T 
a.e. [Leb], i.e., d,(t, W) = 0 on T a.e. [Leb], and hence 
j. dP(w) jTd&, w) 02 = 0. 
It follows by Fubini’s theorem and Theorem 3 (iii) that 
I Tlg&) fit = 0 
and thus &(t) = 0 on T a.e. [Leb]. 
Conversely, assume that almost all paths of 5 are absolutely continuous on every 
compact interval of T. Then, with probability one, E(*, w) is differentiable on T 
except at most on a countable set of points. Thus Leb(T - Td(w)} = 0 and by 
Theorem 3 (ii), Leb(T - Td} = 0. Now fix a point t in Td. Then with probability 
one the paths of 4 are differentiable at t, i.e., lim,,,(f(s, w) - f(t, w))/(s - t) 
exists a.s. [P] for every sequence converging to t. Since a.s. convergence of 
Gaussian random variables implies convergence in the mean square, it follows 
that f is mean square differentiable at t, and also on T from the previous remark. 
Proof of Theorem 5. Because of the stationarity of 5, Theorem 3 (iii) gives 
that at every fixed t in T, dp(t, w) = & with probability one. It follows from 
Theorem 4 (i) that /I6 = 0, which proves (i). 
For (ii) we introduce the modulus of differentiability on the closed interval 
[s, tl, s < t, by 
fl,([s, t], 0~) = lim lim sup {max[d,(u, 0, w; w>lL>, 
*t+* mT+m u.u.wE(n--lln.t+l/n)nT 
u<v<w 
IU-Wl<lh 
where 
Q4 w, w; 0) = I(Ku, w) - is‘@, w))l(u - 4 - (E(% w) - t%4 w))/@ - 4l 
and d,(u, o, w; w) = d,(w, ti, v; w), da@, w, w; w) = d,(v, U, w; w). We also 
define d,([t, t], w) = d,(t, w). It is easily seen that d,([s, t], w), s < t, is monotone 
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nondecreasing in [s, t]. Also, it follows as in (iii), that if t is mean square 
differentiable on T then for fixed s < t in T, 
d,([s, t], w) = &(s, t): constant 
with probability one. For < stationary, /&(s, t) is a function oft - s and we denote 
it by y&t - s). Then ~JT), T >, 0, is nondecreasing and ye(O) = 0. There are 
two possibilities, either ~~(7~) = 0 for some 7s > 0 or ~~(7) > 0 for all T > 0. 
Assume first that ~~(7~) = 0 for some 70 > 0. Then 
P{d,([s, t], W) = 0 for all rationals 0 < t - s < T,, in T) = 1 
and by the monotonicity of A,, 
P(A,([s, t], W) = 0 for all 0 < t - s < To in T} = 1. 
It follows that 
Z’{AXt, W) = 0 for all t in T) = 1, 
and thus with probability one the paths of 4 are differentiable on T. 
Assume now that ~~(7) > 0 for all 7 > 0. Then 
P{AE([s, t], W) > 0 for all rationals s < t in T) = 1, 
and denote the set within { > by Sz, . Fix cu in Sz, , and let T&(w) be as in 
Theorem 3 (ii). If (T - Td(w)} n [s, t] is empty for some s < t in T, then 
[(o, w) is differentiable on [s, t], and thus A,([s’, t’], W) = 0 for all s’, t’ in T with 
s < s’ < t’ < t, which contradicts w EQ~. Hence w E& implies that 
{T - W4 n [s, tl is nonempty for all s < t in T, and thus T - Td(w) is 
dense in T. The fact that T - Td(w) is a.s. countable is clear from Theorem 4. 
In fact it can be shown that 
Yf(T) = YP for all 7 > 0, 
and thus the two alternatives of (ii) correspond to yr = 0 and yI > 0, respec- 
tively. Indeed fix any 7 > 0. Let s, < ss < t, < t, be any points in T with 
t1 - S, = 7 = t, - S, , p ut E = tl - s, E (0, T), and let SE, be the set of w’s 
such that A,([sl , tl], UJ) = yf(T) = A,([s, , tz], w). Note that P(Q,) = 1. It is 
easily seen that for w E Q, , 
and thus ~~(27 - l ) = ye(T). s’ mce this is true for all 7 > 0 and E E (0, T), the 
result follows. 
Theorem 6 is proven as Theorem 2, by using parts (i) and (ii) of Theorem 3. 
683/3/4-7 
432 STAMATIS CAMBANIS 
Proof of Theorem 7. If 1 = {((t, w), t E T} 1s a stochastic process on (Q, 9, P), 
define the map @,: (Q, 3, P) + (R*, 4(F)) by 0<(w) = 5(*, w), and let 
pr = P 0 @‘;l be the induced probability measure on (RT, %(RT)). 6 and 71 are 
called equivalent if p, and pn are equivalent: ,u~ - p. (i.e., mutually absolutely 
continuous) and singular if pE and p,, are singular: pc I pLn . Similarly for W, 
and W,. 
Note that W(t, X) as defined in the proof of Theorem 1 is such that x + W(., x) 
is a measurable map from (RT, %(RT)) to (RT, %(RT)). Hence for every B E %(RT) 
we have C = {X E RT: W(., X) E B) E &(RT). Also 
&B) = P 0 C&?&B) = P{w E i-2: W,(*, w) E B} 
= P{w E i-2: W(., D*(w)) E B) 
= P{w E 9: @Aw) E C) 
= P 0 C&‘(C) = /Q(C). 
Assume now pLr - p,, . 
and since pc 
If for some B E %(R’), puwC(B) = 0 then pf(C) = 0 
- A, , p,,(C) = 0 and 
PW~ << PW, , i.e., PW~ - pw 
pLWy(B) = 0. Thus pW, < < pW, and similarly 
1) 
PC 1 Pn . 
. In a srmilar way it is seen that pwE 1 pwV implies 
Proof of Corollary 2. Let {T(t, w), -03 < t < + co} be a mean square con- 
tinuous wide sense stationary Gaussian process with zero mean, autocorrelation 
function R, and spectral measure q. Then for all t and s, 
%(t, 4 = SW exp(z(t - s);\) dq(h). 
--Ic 
Let L,(T) be the L,(Q, g, P)-closure of the linear span of the random variables 
{q(t, w), -cc < t < + co) and denote L,(R, S?(R), q) by L,(q), where R is the 
real line and a(R) the Bore1 sets of R. Then it is well known that there is an 
inner product preserving isomorphism between L,(q) and L,(q), denoted by t) 
such that q(t, W) H exp(ith) for all - co < t < + co. 
Now let 7 = (T(t, w), t E T) and let E = {((t, w), t E T} be a Gaussian process 
with zero mean and autocorrelation function R,(t, s). Then [l l] E is equivalent 
to 7 if and only if for all t, s E T 
Rc(t, 4 = RR,(t> 4 + OG(t), T(~>L,(s~.sz,P) 9 
where K is a Hilbert-Schmidt operator in L2(q, T), the L&2, g, P)-closure of 
the linear span of the set {q(t, w), t E T), that does not have - I as an eigenvalue; 
K may be taken self-adjoint. Because of the isomorphisml,(T, T) C&(T) *L,(q), 
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and the fact that Hilbert-Schmidt operators in L, spaces are of integral type, 
there exists a symmetric function K(X, p) in L,(p x q) = Lz(R2, g(F), q x q) 
such that the integral type operator in L2(q) with kernel K does not have - 1 as 
an eigenvalue, and 
for all t, s E T. Hence, 
R,(t, s) = Jm exp(i(t - s)h) dq(h) + Irn J K(A, ~1 exp(i(tA - 9)) dq(h) d&J 
-co -02 
m = 
s s 
exp(i(t)c - s(1)) dr(A, p), 
-m 
where the measure r is defined on (R2, g(R2)) by 
for all B, C E 99(R). Clearly Y  is a finite measure, and thus t is harmonizable 
with two dimensional spectral measure T. Hence a Gaussian process E is equivalent 
to 7 if and only if it is harmonizable with spectral measure r as described above. 
Now (i) is a consequence of Belayev’s alternatives for 7 and Theorem 7. It 
follows from Corollary 1 and Theorem 5 (ii) that if sza X2 dq(A) < cc then (ii) is 
valid. Moreover, it is easily seen from the definition of r that s?m h2 dq(h) < 00 
is equivalent to STm s 1 h,u 1 &(A, p) < co, i.e., to the mean square differentia- 
bility of 4. 
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