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Abstract In hospitals, the operating room (OR)
is a particularly expensive facility and thus effi-
cient scheduling is imperative. This can be greatly
supported by using advanced methods that are
discussed in the academic literature. In order to
help researchers and practitioners to select new
relevant articles, we classify the recent OR plan-
ning and scheduling literature into tables using
patient type, used performance measures, deci-
sions made, OR supporting units, uncertainty, re-
search methodology and testing phase. Addition-
ally, we identify promising practices and trends
and recognize common pitfalls when research-
ing OR scheduling. Our findings indicate, among
others, that it is often unclear whether an arti-
cle mainly targets researchers and thus contributes
advanced methods or targets practitioners and
consequently provides managerial insights. More-
over, many performance measures (e.g., overtime)
are not always used in the correct context. Fur-
thermore, we see that important information that
would allow readers to determine whether the re-
ported research results are relevant to them is of-
ten missing. In order to avoid these pitfalls, we
conclude that researchers need to state whether
they target researchers or practitioners, motivate
the choice of the used performance measures and
mention both setting and method specific assump-
tions.
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1 Introduction
Health care has a heavy financial burden for gov-
ernments within the European Union as well as
in the rest of the world. Additionally, while grow-
ing economies and newly emerging technologies
could lead us to believe that supporting our re-
spective national health care systems might get
less expensive over time, data show that this is not
the case.
For example, within the USA, the National
Health Expenditure as a share of the Gross Do-
mestic Product (GDP) was 17.4% in 2013 [54].
On the European continent, even though large dif-
ferences exist across member states, health care
expenditure as a share of the GDP was 8.7% in
2012 [193]. Hospitals are responsible for more
than one third of these expenditures [86].
Within the hospital, considerable attention is
given to operating rooms (ORs) as they represent
a significant segment of hospital costs [120]. Out
of the many aspects of OR management, we focus
our attention on planning and scheduling prob-
lems (the terms planning and scheduling are in this
article used interchangeably).
Given the importance of OR scheduling, it is
not surprising that many research groups from the
operations research community provide solution
approaches to the problems that affect it. Reviews
on this literature are important as they help re-
searchers to select relevant articles for their re-
search setting and serve as a guide for practition-
ers (e.g, hospital manager) to quickly find papers
that can contain useful managerial insights.
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Additionally, reviews preferably cover the fol-
lowing two important aspects. First, they help
to identify promising practices and shows recent
trends (i.e., hot topics). Second, they identify com-
mon pitfalls or important aspects to consider when
doing researching in this field. To our knowledge,
there is no recent review on OR planning that con-
siders these latter two aspects.
In order to cover these aspects, we define the
following three research tasks. First, to classify
the recent OR planning and scheduling literature
(Sec. 3.1-3.7) using a simple, but comprehensive
framework. For this task, we build up on the work
carried out by Cardoen et al. [42] and Demeule-
meester et al. [60]. Second, to look for evolutions
over time, common approaches and relations be-
tween the different classification fields (Sec. 3.1-
3.8). Third, to identify the common pitfalls (e.g.,
information that we found missing in some arti-
cles) and to develop guidelines that can help re-
searchers to avoid them (Sec. 4.1-4.3).
The purpose of the remaining sections is to ex-
plain the research method (Sec. 2.1), to position
this paper in the existent group of reviews (Sec.
2.2), to introduce the classification fields (intro-
duction of Sec. 3), to discuss the limitations of this
study (Sec. 4.4) and to describe our main conclu-
sions (Sec. 5).
2 Search Method and Other Reviews
In Sect. 2.1, we introduce the procedure that we
used to identify relevant articles. In Sect. 2.2, we
discuss the structure and scope of reviews written
on similar topics and position our review within
the context of this existing literature.
2.1 Search Method
We searched the databases Pubmed and Web of
Science for relevant articles, which are written
in English and appeared in 2000 or afterwards.
Search phrases included combinations of the fol-
lowing words: operating, surgery, case, room, the-
atre(er), scheduling, planning and sequencing. We
searched in both titles and abstracts and in addi-
tion checked the complete reference list of any
already found article. As we endeavored to con-
duct the search process in an unbiased way, we be-
lieve we have obtained a set of articles that objec-
tively represents the literature on OR planning. At
the end of the search procedure, we identified 216
technically oriented papers. Note that we chose to
Table 1 The graphs showing trends are based on papers in
the third column, while the tables additionally include the
papers in the second column
2000-2003 2004-2014
Journal 24 137
Proceedings 3 42
Other 0 10
Total 27 189
investigate trends only from 2004 onwards as in
the preceding years not enough articles were pub-
lished to get reliable results (Table 1).
We define an article as “technical” if it con-
tains an algorithmic description of a method di-
rectly related to OR scheduling. Some articles
are missing this algorithmic component and in-
stead provide managerial insights. Those articles
are excluded from the classification tables, as not
all classification fields apply to them, but some
of their insights are mentioned in the text. The
quantitative descriptions provided in Sec. 3.1-3.8,
which give insights into the changing trends set by
the research community, are exclusively based on
the technical contributions.
The majority of the included articles are re-
cent publications (Fig. 1). This reflects the trend
that the amount of published technical articles
has been increasing significantly in the recent ten
years.
We do not include topics related to business
process reengineering, the impact of introducing
new technologies, facility design or long-term OR
expansion. Also, articles that deal with appoint-
ment scheduling are excluded from this review.
This is the case as some of the basic assumptions
that apply to appointment scheduling are not valid
for surgery scheduling. For a review on appoint-
ment scheduling, we refer to [48].
2.2 Other Reviews
In the past 60 years, a large body of literature on
OR planning and scheduling has been published.
The literature has been structured and reviewed
by several authors, using a variety of classification
techniques and frameworks. We grouped these re-
views based on their scope and structure (Table 2).
Based on the scope of the literature review, we
distinguish between three levels. The first level
purely focuses on the OR department (including
the post-anesthesia care unit (PACU) and the in-
tensive care unit (ICU)). The second level targets
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Fig. 1 The number of published technical articles in OR
scheduling has been growing over the last decade
the OR together with other areas that can be of in-
terest in a hospital such as bed planning [26] or
patient flow planning. The third level covers OR
management in the broader context of patient care
and therefore often includes different care services
[128].
In some of the literature reviews articles are
classified based on the three hierarchical decision
levels: strategic (long-term), tactical (medium-
term) and operational (short-term). The strategic
decision level involves decisions that affect both
the number and the type of performed surgeries.
The tactical level usually involves the construction
of a cyclic schedule, which assigns time blocks to
surgeons or surgeon groups. The final, operational
level deals mostly with daily staffing and surgery
scheduling decisions. Guerriero and Guido [105]
also discuss papers that include a mix of the three
levels. Similarly, Vissers et al. [262] propose a
hierarchical framework for production control in
healthcare. They distinguish between five levels
and discuss for each level, amongst others, the
type of decisions, the time horizon and the in-
volved decision makers. With respect to the op-
erational level, a further distinction can be made
between off-line (i.e., before schedule execution)
and on-line (i.e., during schedule execution) ap-
proaches [112].
In other literature reviews custom categories
are used (Table 2). As such, Brailsford and Vis-
sers [36] use the product life cycle stages to re-
view 35 years of papers presented at the ORAHS
conference. Moreover, Erdogan and Denton [82]
review the literature according to the applied so-
lution approach. Przasnyski [210] structures the
literature based on general areas of concern, such
as cost containment. Other reviews structure the
literature on the basis of managerial or functional
levels [207] and problem characteristics, e.g., the
type of the arrival process [110].
Most literature reviews are not only reference
points to articles, but also point out topics for fu-
ture research. Guerriero and Guido [105] conclude
that the three hierarchical levels are rarely stud-
ied together and argue that the tactical level has
received increased attention in the last ten years.
In contrast, Hans and Vanberkel [112] argue that
future research should focus more on the tactical
level.
Also, May et al. [179] make suggestions and
argue that it might be promising to broaden the
focus from operations research techniques to the
economic and project management aspects of
surgery scheduling. Additionally, Vissers et al.
[262] suggest to put a larger emphasis on the mul-
tidisciplinary aspects of patient flow control sys-
tems and suggest to experiment with the effect of
grouping patients in new ways, such as based on
their length of stay (LOS) or surgery duration.
Furthermore, several authors emphasize that
more research could be done on on-line reschedul-
ing performed close to or on the day of surgery.
Dexter et al. [73] provide a review on the few pa-
pers that include that type of decisions and empha-
size the importance of the following four points:
patient safety, open access to OR time, maximiz-
ing OR efficiency (defined as minimal overutilized
OR time) and minimizing patient waiting time.
Other reviews emphasize the need for more de-
tailed models on the seasonality of demand, for
more realistic constraints for surgeon and patient
preferences and for a larger focus on the entire
care pathway.
We generally observe in reviews that topics
such as staffing are often excluded and thus treated
separately from the resource related decision mak-
ing problems. Finally, we also observe that, un-
like in the diagnostic imaging scheduling litera-
ture, most focus is on models where patients are
scheduled in batches and not one-by-one.
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Table 2 Existing reviews differ in their scope (rows) and
classification structure (columns)
Hierarchical Custom
categories categories
OR [105, 112] [42, 60, 73, 82, 109,
167, 179, 210, 219]
Hospital [26, 27, 32, 262] [27, 32, 137, 231, 232,
250, 255]
Health care [112, 127, 128] [36, 110, 112, 127,
128, 207]
Reviewing the literature according to hierarchal categories
is a common approach. Articles appearing twice in the ta-
ble use a multi-dimensional classification structure
In this review, we propose a structure that is
based on descriptive fields. We are not using hier-
archical levels, since the boundaries between these
levels can vary considerably for different settings
and hence are often perceived as vague and in-
terrelated [230]. Furthermore, this categorization
seems to lack an adequate level of detail.
Moreover, other taxonomies that use one spe-
cific characteristic of the paper (e.g., solution tech-
nique), might prohibit the reader from easily find-
ing a paper on a certain topic. For example, when
a researcher is interested in finding papers on OR
utilization, a taxonomy based on the solution tech-
nique does not seem very helpful. We think that
the use of descriptive fields avoids these prob-
lems.
3 Descriptive Fields
Each field analyzes articles from a different per-
spective, which can be either problem or tech-
nically oriented. In particular, we distinguish be-
tween seven fields:
• Patient characteristics (Sect. 3.1): reviewing
the literature according to the elective (in-
patient, outpatient) or non-elective (urgency,
emergency) status of the patient;
• Performance measures (Sect. 3.2): discussing
the performance measures (PM) such as uti-
lization, idle time, waiting time, preferences,
throughput, financial value, makespan and pa-
tient deferral;
• Decision delineation (Sect. 3.3): indicating
what type of decision has to be made (date,
time, room and capacity) and whether this de-
cision applies to a medical discipline, a sur-
geon or a patient (type);
• Supporting facilities (Sect. 3.4): discussing
whether an approach includes supporting
units, e.g., PACU and ICU;
• Uncertainty (Sect. 3.5): indicating to what
extent researchers incorporate uncertainty
(stochastic versus deterministic approaches);
• Operations research methodology (Sect. 3.6):
providing information on the type of analysis
that is performed and the solution or evalua-
tion technique that is applied;
• Testing phase (Sect. 3.7): covering the infor-
mation on the testing (data) of the research and
its implementation in practice.
The structure we use is meant to balance be-
tween simplicity and comprehensiveness. It pro-
vides a simplified, but in our belief for the ma-
jority of the readers sufficiently accurate way to
identify and select articles they are interested in.
The tables list and categorize all researched ar-
ticles. Pooling them over the several fields enables
the reader to reconstruct the content of a specific
paper. They furthermore act as a reference tool to
obtain the subset of papers that correspond to a
certain characteristic.
Each section clarifies the terminology if
needed and includes a brief discussion based on
a selection of appropriate articles. Plots are pro-
vided for a selection of characteristics to point out
the trends set by the research community. It should
be noted that the percentages are calculated in re-
lation to the total amount of technical papers. Also
note that some fields are not interpretable for some
methods and even though rare, some articles con-
tain more than one single method. Moreover, the
values for each year in the plots represent the aver-
age of the previous, the current and the next year.
Using this moving average allows to spot larger
research trends in an easier way. After all, a year
with fewer publications does not imply that the
topic has not been researched in that year.
Finally, in the last part (Sect. 3.8) we go one
step further and analyze the connection between
different classification fields. This provides in-
sights into research practices.
3.1 Patient Characteristics
Two major patient classes are considered in the lit-
erature: elective patients and non-elective patients.
The former class represents patients for whom the
surgery can be planned in advance, whereas the
latter class groups patients for whom a surgery is
unexpected and hence needs to be fitted into the
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schedule on short notice. Although a consistent
designation is lacking, a non-elective surgery is
considered an emergency if it has to be performed
immediately and an urgency if it can be postponed
for a short time (i.e., days). As shown in Fig. 2 and
Table 3, the literature on elective patient schedul-
ing is vast compared to its non-elective counter-
part.
Although many researchers do not indicate
what type of elective patients they are consider-
ing, some distinguish between inpatients and out-
patients. Inpatients are hospitalized patients who
have to stay overnight, whereas outpatients typi-
cally enter and leave the hospital on the same day.
In reality, there is an ongoing shift of ser-
vices from inpatient to outpatient care (also called
ambulatory care), which is reflected in a higher
growth rate of the latter [6, 142, 180]. Moreover,
according to the Milliman Medical Index, outpa-
tient expenses increased on average by 9.9% over
the years 2009-2013. This increase is largely at-
tributed to increasing prices of existing and more
expensive emerging services, but also to a relative
increase in outpatient admissions [89, 183].
Compared to an inpatient setting, surgery in an
outpatient setting has some particular features. For
example, outpatient surgery often consists of more
standardized procedures (e.g., routine surgeries,
minimally invasive procedures). Moreover, since
outpatients are not already present in a hospital
ward before surgery, their actual arrival time is un-
certain. These and other features might largely im-
pact the choice of the scheduling technique.
Despite the increasing importance of outpa-
tient care in general, the share of articles on out-
patient surgery remains flat (Fig. 2).
Besides planning electives, it is also impor-
tant to consider non-electives. Non-electives can
be dealt with in two ways.
Firstly, they can be incorporated in the elective
schedule, which usually means that buffer capac-
ity is reserved for them. For instance, van Essen et
al. [83] explore the option of break-in-moments.
A break-in-moment is the time point when an
elective surgery is finished, presenting the oppor-
tunity to serve a waiting non-elective patient in
the freed-up OR. In their setting, spreading these
moments as evenly as possible over the day and
ORs lowers non-elective waiting time. ORs are
also shared between electives and non-electives in
Lamiri et al. [152] who consider several stochastic
optimization methods to plan elective surgeries.
They present a solution method combining Monte
Carlo sampling and mixed integer programming
Elective
Inpatient
Outpatient
Non-elective
0%
98%
2004 20142009
Fig. 2 The majority of articles relate to the elective patient.
Contrary to what might be expected, the share of outpatient
related articles is not increasing. As some articles deal with
both elective and non-elective patients, the sum of both val-
ues might add up to more than 100%
(MIP). They also test several heuristic methods
from which the most efficient one proved to be
tabu search.
Secondly, non-electives can be channeled into
dedicated non-elective ORs. This requires how-
ever that a constant number of ORs is reserved
for them and therefore leaves less free capacity
for elective patients. Wullink et al. [272] show
that this policy increases the waiting time for non-
electives, while Heng and Wright [118] show that
this decreases the number of elective cancellations
and the amount of OR overtime. Recently, the
combined effect of the use of dedicated ORs and a
new policy for the urgency classification system is
studied by a before-and-after study in [157, 221].
A scenario where a hospital dedicates all of its
ORs to emergency services is the case of a dis-
aster. As a consequence, all elective surgeries are
cancelled while resources are redirected to pro-
vide quick care to non-electives. This type of non-
elective patient is an urgency, as quick but not nec-
essarily immediate care is required. Nouaouri et
al. [191] sequence a large number of patients re-
sulting from a disaster, with the objective of max-
imizing patient throughput. Their approach iden-
tifies patients that cannot be served by the given
hospital and therefore have to be transported to an-
other one.
Recently, Ferrand et al. [96] have researched a
setting with a combination of dedicated and flex-
ible ORs and show that it outperforms, in terms
of patient waiting time and OR overtime, both
the settings with shared ORs as well as the ones
6 M. Samudra, C. Van Riet, E. Demeulemeester, B. Cardoen, N. Vansteenkiste, F. Rademakers
Table 3 The type of patient that is considered in articles is not always specified and, especially for the elective patient case,
it is not always clear whether an inpatient or outpatient setting is researched
Elective
Inpatient [1, 2, 12, 13, 14, 15, 21, 22, 24, 33, 35, 40, 41, 47, 49, 57, 59, 69, 85, 88, 98, 101, 104, 111, 123,
132, 135, 136, 144, 146, 155, 156, 164, 165, 166, 175, 176, 177, 182, 188, 189, 190, 201, 206,
211, 212, 214, 224, 233, 234, 238, 240, 244, 245, 249, 253, 254, 256, 257, 259, 263, 270, 271,
278, 279, 280, 281]
Outpatient [13, 15, 23, 25, 35, 41, 44, 45, 62, 69, 70, 71, 77, 81, 88, 97, 101, 103, 107, 108, 111, 123, 125,
130, 136, 144, 146, 156, 159, 175, 176, 177, 188, 189, 190, 206, 213, 218, 223, 235, 238, 239,
240, 249, 254, 259, 264, 278]
Not specified [3, 4, 7, 9, 10, 11, 16, 19, 34, 38, 39, 52, 55, 56, 58, 61, 63, 64, 67, 68, 74, 78, 83, 84, 87, 90, 91,
92, 93, 94, 95, 96, 100, 102, 109, 113, 114, 115, 116, 117, 119, 124, 126, 129, 131, 138, 139, 140,
143, 145, 148, 149, 150, 151, 152, 153, 154, 160, 168, 169, 170, 173, 174, 181, 184, 185, 186,
187, 192, 194, 195, 197, 198, 200, 202, 203, 204, 205, 209, 215, 216, 217, 222, 226, 227, 228,
236, 241, 242, 243, 246, 247, 251, 252, 260, 261, 268, 269, 272, 273, 274, 276, 277, 282]
Non-elective
Urgent [12, 34, 49, 87, 109, 111, 170, 186, 189, 191, 202, 206, 237, 282]
Emergent [2, 12, 16, 33, 38, 41, 83, 84, 95, 96, 111, 116, 126, 135, 143, 148, 150, 151, 152, 153, 160, 174,
185, 188, 194, 202, 205, 206, 212, 237, 238, 239, 241, 242, 243, 254, 271, 272, 278]
Not specified [145, 146, 197, 251, 269]
Unclear [18, 20, 28, 29, 30, 50, 53, 65, 72, 106, 122, 133, 134, 161, 162, 171, 172, 225, 248, 258]
with dedicated ORs. The trade-off between patient
waiting time and OR overtime represents the bal-
ance between an adequate degree of responsive-
ness to non-electives and the efficient use of OR
resources.
Some authors use more than two urgency
classes, i.e., they generalize the two category case
of electives and non-electives. The highest ur-
gency category may then be assigned to patients
who need immediate care, whereas lower urgency
categories can be assigned to patients who can
wait for surgery for an extended period of time
(e.g., months). For scheduling or evaluation pur-
poses, each urgency category may be assigned a
priority score [243] or a surgery target time [259].
An alternative way to categorize surgeries is
on the basis of their discipline (e.g., cardiology)
and surgery type (e.g., knee surgery or based on
the ICD code). Surgery scheduling of different
disciplines can to some extent be done indepen-
dently, as the disciplines are often assigned to sep-
arate ORs. This is not the case for surgery types
as one OR will typically accommodate more than
one type of surgery. However, as a surgery type
consists of surgeries that have a similar surgery
duration, LOS and resource requirement (e.g.,
medical equipment), they are often used in models
to formulate optimization problems in more gen-
eral terms than what would be possible at the in-
dividual patient level.
For future research, more studies on outpatient
surgery are needed. There is already a substantial
amount of research on appointment scheduling in
outpatient centers, but those results usually rely on
modeling assumptions that do not apply to outpa-
tient surgery. Moreover, it should be increasingly
a prerequisite to include non-elective arrivals into
elective inpatient scheduling models.
3.2 Performance Measures
Different PMs emphasize different priorities and
will favor the interests of some stakeholders over
others. A hospital administrator could be inter-
ested in achieving high utilization levels and low
costs, while medical staff might care less about
cost factors and rather aim to achieve low over-
time. The patient, as the client of the hospital,
might care little about the above factors and only
desires short waiting times.
Many authors in the scientific community try
to find a compromise between the interests of dif-
ferent stakeholders and therefore simultaneously
include several PMs. The most common approach
is to include a weighted sum of these measures.
We distinguish between the following ma-
jor PMs: waiting time, utilization, leveling, idle
time, throughput, preferences, financial measures,
makespan and patient deferral. As shown in Fig.
3, patient waiting time is a frequently used PM.
This is understandable as long waiting lists and
extensive waits on the day of surgery are common
problems in many hospitals. Wachtel and Dexter
[266, 267] investigate the increase in waiting time
on the day of surgery, for both surgeon and patient,
caused by tardiness from scheduled start times.
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They conclude that the total duration of preceding
cases is an important predictor of tardiness, i.e.,
the tardiness per case grew larger as the day pro-
gressed. A reduction of tardiness can be achieved
by modifying the OR schedule to incorporate cor-
rections for both the lateness of first cases of the
day and the case duration bias.
Although surgeons are considered to be a valu-
able resource, their waiting time is included in a
surprisingly low number of papers (Table 4). Part
of the explanation is related to the fact that wait-
ing time for the surgeon is mostly important in set-
tings that are less frequently discussed in the liter-
ature (e.g., a setting where surgeons are allowed
to book in any available slot).
We relate underutilization to undertime and
overutilization to overtime, although they do not
necessarily represent the same concept. Utiliza-
tion refers to the workload of a resource, whereas
undertime or overtime includes some timing as-
pect. Hence, it is possible to have an underutilized
OR, which runs into overtime. In some articles it
is unclear which view is applied. Therefore, we
group underutilization with undertime and simi-
larly overutilization with overtime.
Fig. 3 shows that minimizing overtime is a
popular objective. This is not surprising as over-
time results both in the dissatisfaction of the sur-
gical staff and in high costs for the hospital (as
higher wages typically apply for the time beyond
the normal working hours). Dexter and Macario
[75] establish that a correction of systematically
underestimated lengths of case durations would
not markedly reduce OR overutilization. They
came to this conclusion as in their study too few
surgeries had a high probability of taking longer
than scheduled. Tancrez et al. [241] propose an
analytical approach that takes into account both
stochastic surgery times and random arrivals of
emergency patients. They show how the probabil-
ity of running into overtime changes as a function
of the total number of scheduled surgeries per day.
Adan et al. [1] formulate an optimization problem
that minimizes the deviation from a targeted uti-
lization level for the OR, the ICU, the medium
care unit and the nursing staff. The deviation is
measured as the sum of overutilization and under-
utilization.
For some hospitals, measuring regular OR
utilization is important. Interestingly, its use de-
creased from 2004 on until 2008, but stabilized
from then on (Fig. 3). An example where the uti-
lization of the surgical suit is maximized using an
integer programming model and an improvement
heuristic is provided by Marques et al. [175]. They
schedule patients from the waiting list for the next
week and assume that overtime is not allowed in
the elective schedule. Luangkesorn et al. [163] ar-
gue against the use of utilization as a PM and ar-
gue that instead congestion metrics such as block-
ing and diversion should be used.
Fig. 3 also shows that patient throughput is rel-
atively rarely used. It is a quantitative measure,
that is usually associated with the amount of pa-
tients that is served.
In contrast, preference related measures most
often cover some qualitative aspect. They expe-
rienced a peak of interest around 2010. Note-
worthy is that both in general health care [121]
and in the operations research literature value-
and quality-based approaches seem to be getting
increasingly important. For example, the prefer-
ences of cataract surgery patients of one surgeon
are investigated by Dexter et al. [76]. The sur-
geon’s patients place a high value on receiving
care on the day chosen by them, at a single site,
during a single visit and in the morning.
Preferences can also be embodied in patient
priorities. Testi et al. [245, 247] define a model
where the position of a patient on a waiting list
is defined by a priority scoring algorithm, which
considers both patient urgency (based on pro-
gression of disease, pain or dysfunction and dis-
ability) and time spent on the surgical waiting
list. Clearly, priority scoring minimizes the total
weighted waiting time of all patients. Therefore,
an algorithm where patient priorities are equal,
will minimize the average patient waiting time.
Including patient priorities drives OR schedul-
ing in a more patient-oriented direction. Min and
Yih [184] go one step further and explicitly incor-
porate an additional factor, namely the cost of OR
overtime. In their model, if many high priority pa-
tients are on the waiting list, ORs will be kept
open longer. This means that the surgery post-
ponement costs are balanced against OR overtime
costs. The authors establish that patient prioritiza-
tion is only useful if the difference between the
cost coefficients associated with different priority
classes is high, as otherwise a similar schedule can
be obtained by using the average postponement
cost. Additionally, the relative cost ratio between
the cost of patient postponement and OR over-
time should not be low, as a low ratio would im-
ply high overtime costs and therefore prioritizing
would only marginally affect the surgery sched-
ule.
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Table 4 The performance criteria are: waiting time, leveling, utilization related measures, idle time, throughput, preferences
(e.g., priority scoring), financial (e.g., maximization of financial contribution per pathology), makespan (completion time),
patient deferral/postponement and other (e.g., number of required porter teams)
Waiting time
Patient [2, 7, 16, 25, 41, 50, 56, 59, 61, 62, 63, 87, 88, 95, 96, 97, 106, 107, 108, 109, 111, 122, 126,
129, 130, 133, 134, 140, 144, 153, 154, 155, 162, 185, 186, 187, 189, 192, 201, 203, 204, 205,
212, 214, 223, 224, 226, 227, 234, 235, 238, 241, 242, 243, 244, 245, 249, 254, 264, 272, 278]
Surgeon [19, 52, 61, 63, 154, 168, 211, 259, 264, 279, 280, 281]
Leveling
OR [23, 40, 83, 172, 173, 192]
Ward [21, 22, 24, 40, 47, 84, 85, 98, 113, 164, 165, 195, 222, 240, 256, 257]
PACU [23, 44, 45, 84, 125, 170, 171, 225, 238, 252]
Patient volume [169, 192, 240, 243]
Overutilization
OR [1, 2, 19, 25, 34, 38, 40, 41, 49, 50, 52, 53, 59, 61, 62, 63, 64, 65, 67, 72, 78, 81, 84, 87, 88,
90, 91, 92, 93, 94, 95, 96, 106, 107, 108, 109, 114, 124, 126, 130, 131, 132, 133, 134, 135,
139, 144, 148, 150, 151, 152, 153, 154, 156, 161, 168, 169, 170, 172, 174, 181, 182, 184,
185, 186, 192, 194, 198, 204, 205, 206, 209, 211, 212, 214, 215, 216, 217, 226, 227, 233,
240, 241, 242, 243, 246, 249, 251, 253, 263, 268, 271, 272, 276, 279]
Ward [40, 49, 87, 263]
ICU [1, 2, 59, 135, 198, 263]
PACU [1, 2, 44, 45, 59, 81, 181]
Underutilization
OR [1, 2, 29, 30, 49, 52, 53, 59, 67, 90, 91, 92, 93, 94, 113, 124, 133, 134, 135, 139, 144, 151,
154, 156, 161, 174, 182, 192, 194, 198, 215, 228, 240, 243, 249, 252, 263, 268, 276, 278,
280, 281, 282]
Ward [263]
ICU [1, 2, 59, 135, 263]
PACU [1, 2, 59, 242]
OR idle time [25, 52, 61, 63, 88, 101, 109, 119, 123, 132, 155, 168, 174, 209, 211, 224, 279, 280, 281]
OR utilization [7, 13, 15, 16, 20, 33, 34, 35, 41, 50, 55, 67, 69, 87, 95, 96, 97, 103, 114, 116, 136, 144, 153,
154, 165, 175, 176, 177, 192, 205, 226, 235, 238, 243, 246, 249, 251, 259, 272]
Throughput [7, 13, 14, 15, 16, 20, 33, 40, 103, 116, 117, 136, 144, 156, 174, 176, 177, 182, 190, 191,
213, 222, 226, 235, 243, 246, 254]
Preferences [3, 4, 14, 24, 28, 38, 44, 45, 55, 58, 77, 84, 104, 135, 145, 152, 164, 184, 185, 187, 197, 198,
201, 202, 214, 223, 236, 237, 240, 244, 245, 246, 247, 259, 260, 261, 269, 277]
Financial [19, 28, 39, 53, 57, 64, 68, 69, 70, 71, 74, 78, 100, 109, 126, 146, 159, 162, 165, 166, 174,
188, 236, 258, 271]
Makespan [9, 10, 11, 58, 90, 93, 94, 101, 123, 125, 149, 155, 156, 161, 170, 181, 206, 218, 223, 233,
248, 270, 273, 274]
Deferral/postponement [2, 12, 34, 41, 53, 57, 59, 81, 84, 87, 102, 116, 119, 140, 143, 144, 160, 203, 204, 205, 212,
226, 238, 239, 246, 282]
Other [1, 2, 14, 16, 18, 20, 50, 58, 59, 81, 84, 97, 98, 108, 113, 119, 129, 131, 145, 148, 150, 151,
159, 162, 165, 170, 173, 174, 181, 182, 186, 195, 200, 204, 206, 216, 217, 224, 234, 241,
242, 243, 260]
An alternative and increasingly popular per-
spective on patient prioritization is the use of
surgery target/due times (e.g., knee surgeries need
to be performed within 2 weeks). Due times can
be medically indicated, which entails that certain
conditions will get worse if not dealt with in time.
They therefore split the patients into various pa-
tient priority groups. As the importance of the
waiting time for patients between these groups
varies largely, a weighted formula can be used.
The weight assigned to patients to each group will
need to reflect the urgency assigned to that group
(e.g., Samudra et al. [220], this weight depends on
the maximum allowed waiting time of each due
time group). Due times can be set up by the au-
thority of a larger geographic region such as a gov-
ernment [5, 17] or defined by a lower level author-
ity such as a hospital [259].
Next to patient preferences or priorities, sur-
geon’s preferences can be accounted for. As such,
Meskens et al. [181] define the affinity between
the staff members of the surgical team (i.e., sur-
geons, nurses and anesthesiologist). By includ-
ing this measure into a multi-objective optimiza-
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Fig. 3 Overtime, despite experiencing a slight decline, is
still the most frequently used performance measure. From
2008 onward, preference-related measures became increas-
ingly popular, followed by a decline in interest after 2010
tion procedure, they try to ensure that team mem-
bers are working together with their preferred col-
leagues.
Some authors use purely financial objectives.
In Stanciu and Vargas [236], protection levels (i.e.,
the amount of OR time reserved in a partitioned
fashion for each patient class) are used to deter-
mine which patients to accept and which to post-
pone during the planning period under study. A
patient class is a combination of the patient reim-
bursement level and the type of surgery. A patient
class enjoys higher priority if its expected revenue
per unit surgery time is higher. The goal of the
method is to maximize expected revenues incurred
by the surgical unit. Patients, given their patient
class, are accepted when the protection level for
their class can accommodate them. The central
question becomes how many requests to accept
from low revenue patients and how much capac-
ity to reserve for future high revenue patients.
Financial considerations are also expressed by
Wachtel and Dexter [265], who argue that if OR
capacity is expanded, it should be assigned to
those subspecialties that have the greatest contri-
bution margin per OR hour (i.e., revenue minus
variable cost), that have the potential for growth
and that have minimal need for a scarce resource
such as ICU beds. Furthermore, Wang et al. [271]
trade off the cost of opening an OR against the
overtime cost for overbooking an OR that is al-
ready open. They develop a stochastic model that
incorporates uncertain surgery durations, emer-
gency demand and the risk of surgery cancella-
tion.
Lee and Yih [155] minimize the makespan
(completion time) of ORs by reducing delays in
the patient flow. This is done by determining ap-
propriate surgery starting times. Makespan in gen-
eral defines the time span between the entrance of
the first patient and the finishing time of the last
patient in the OR. Since minimizing the makespan
often results in a dense schedule, deviations from
the plan can result in complications that require
adjustments to the schedule. An example is the ar-
rival of a non-elective patient to the hospital.
In the case of a non-elective arrival, it might be
necessary to cancel an elective patient, who will
consequently be served on a later day. Occasion-
ally, if a non-elective patient cannot be served in
a timely manner at the hospital, the deferral of the
patient to another hospital can be initiated. Gen-
eral reasons for patient deferrals in one specific
hospital are discussed by Argo et al. [8].
The trade-off between unused OR time and
the cancellation rate of elective surgeries is in-
vestigated by Zonderland et al. [282] using queu-
ing theory. In their setting, electives are canceled
because arriving semi-urgencies are fit into the
schedule. They also provide a decision support
tool that assists the scheduling process of both
elective and semi-urgent cases. Herring and Her-
rmann [119] examine the single-day, single-OR
scheduling problem and balance the costs between
deferring waiting cases and blocking higher prior-
ity cases. They provide threshold-based heuristics
for OR managers that allow them to gradually re-
lease unused OR time in the days leading up to the
day of surgery.
Another way to avoid cancellations is to level
the utilization of units supporting the OR. For ex-
ample, an overutilized PACU can block the OR,
therefore prohibiting patients who have already
completed surgery from leaving it. A blocked OR
will impact succeeding elective surgeries, as they
are either delayed or cancelled. This situation can
be avoided if the OR schedule is constructed in
a way that the utilization of the units supporting
the OR is leveled. For instance, Ma and Demeule-
meester [164] maximize the number of expected
spare beds and investigate bed occupancy levels
at wards. The added benefit of leveling the utiliza-
tion of units supporting the OR is a more balanced
workload for the medical staff.
For future work, it could be interesting to
increasingly include behavioral factors into the
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models. For example, a PM representing the sat-
isfaction of staff.
3.3 Decision Delineation
In the literature, various other terms are used
to identify typical OR related scheduling prob-
lems. Magerlein and Martin [167] distinguish be-
tween advance and allocation scheduling. Ad-
vance scheduling is the process of fixing a surgery
date for a patient, whereas allocation scheduling
determines the OR and the starting time or the se-
quence of the procedures on the planned day of
surgery. Within advance scheduling, another dis-
tinction can be made between dynamic and static
scheduling. In surgery scheduling, dynamic refers
to a setting where a patient is given a surgery
date at consultation time, whereas in static surgery
scheduling the patient is put on a waiting list. Pa-
tients on the list are then scheduled at once, e.g.,
at the end of each week. Dynamic scheduling can
be used in settings where waiting lists are rarely
used and waiting times are relatively short.
These two problems are handled differently in
the literature from a methodological perspective.
For the static problem, the hospital can use an al-
gorithm that provides a schedule, i.e., the algo-
rithm substitutes the scheduler. For the dynamic
case, the hospital is usually using policies which
the scheduler (e.g., assistant of surgeon) should
consider in daily practice.
Another common distinction is made between
block and open scheduling. In block scheduling,
slots or blocks (i.e., a combination of an OR and
a day) are typically allocated to a discipline or to
a surgeon group. In the subsequent step, surgeons
are only allowed to book cases into the blocks as-
signed to them. The suitability of this approach in
various hospital settings is discussed by Van Oost-
rum et al. [196]. In open scheduling, surgeons are
not restricted to a block schedule and can there-
fore plan surgeries into an arbitrary OR.
In Table 5, we provide a matrix that indi-
cates what type of decisions are examined, such as
the assignment of a date (e.g., on Friday, Febru-
ary 25), a time, a room or an amount of capac-
ity. The articles are further categorized according
to the decision level they address, i.e., to whom
the particular decisions apply. We distinguish be-
tween the discipline level (e.g., pediatrics), the
surgeon level and the patient level. Papers that
are categorized in the column or row with label
‘Other’ examine a wide variety of aspects. Ex-
amples are capacity considerations with regard
to beds [160, 225], OR to ward assignment (i.e.,
ORi to Wardj) [243], patient to week assignments
[282] and different timing aspects, such as the
amount of recovery time spent within the OR [11].
Using Table 5, problems that target each deci-
sion level can easily be identified. The discipline
level unites contributions in which decisions are
taken for a medical specialty or a department as a
whole. Vansteenkiste et al. [259] propose a model
to reallocate OR capacity between and within dis-
ciplines in such a way that patients are treated
within their due time.
At the surgeon level, decisions can involve in-
dividual surgeons and also surgeon groups (e.g.,
all surgeons who perform hip replacement). In
Denton et al. [64], surgeries consecutively carried
out by one individual surgeon define a surgery
block. Surgery blocks are subsequently assigned
to ORs. The problem is formulated as a stochastic
optimization model that balances the cost of open-
ing an OR with the cost of overtime.
As Table 5 shows, a large part of the literature
aims at the patient level. At this level, the decision
variables are formulated on the basis of the indi-
vidual patient or the patient type (e.g., ICD-code).
In Fei et al. [94] patients are scheduled in two
stages. In the first stage, patients are assigned to
days and rooms, while in the second stage the ex-
act daily sequence (timing aspect) is determined.
This is a common way of scheduling patients, as
the assignment of the day and the room for a given
surgery is easier planned ahead in time than the
exact starting time of the surgery, which is often
only fixed close to the actual surgery date.
A problem setting where a date and a room
(e.g., OR 1, OR of type B) is assigned to patients is
discussed by Gomes et al. [103]. Their optimiza-
tion method includes a component that predicts
the duration of surgeries. This is important as the
variance in surgery durations has a large impact
on OR performance.
Time related decisions can either relate to
problems where a sequence (e.g., patient A fol-
lows B) or an exact surgery start time (e.g., 2.10
pm) is determined. A method to determine the lat-
ter is discussed by Schmid and Doerner [224] who
show that it is beneficial to couple routing (e.g.,
transport from an examination room to the OR)
and scheduling decisions.
Capacity related decisions mainly focus on as-
signing OR time to disciplines, which often results
in a cyclic timetable called the MSS. The con-
struction of such an MSS is tested with three dif-
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Table 5 The matrix defines the decision (columns) and assignment (rows) level
Discipline
Level
Surgeon
level
Patient level Other
Date [14, 15, 21,
29, 30, 39, 40,
50, 53, 56, 68,
98, 109, 122,
169, 222, 226,
245, 246, 256,
257, 278]
[12, 15, 22,
23, 24, 41,
47, 57, 123,
132, 139,
165, 203,
243, 253]
[1, 2, 3, 4, 12, 14, 38, 40, 41, 49, 50, 55, 59, 68, 69,
78, 87, 90, 91, 92, 93, 94, 100, 102, 103, 106, 107,
108, 109, 113, 114, 117, 126, 132, 133, 134, 135,
139, 140, 143, 144, 145, 148, 150, 151, 152, 156,
161, 164, 165, 166, 175, 176, 177, 182, 184, 185,
187, 192, 195, 198, 201, 203, 204, 206, 209, 212,
214, 215, 216, 217, 226, 227, 228, 234, 235, 240,
244, 245, 246, 247, 252, 253, 260, 261, 268, 276,
277]
[57, 78, 85, 87,
165, 244, 263]
Time [14, 15, 21,
40, 50, 68,
109, 116, 122,
169, 226, 246]
[12, 15, 19,
22, 23, 24,
41, 57, 61,
132, 181,
253]
[3, 9, 10, 11, 12, 14, 19, 25, 40, 41, 44, 45, 50, 61, 62,
63, 65, 68, 78, 81, 84, 88, 90, 93, 94, 96, 101, 103,
107, 109, 115, 116, 117, 125, 129, 130, 131, 132,
133, 134, 145, 149, 153, 154, 155, 161, 168, 170,
171, 173, 175, 176, 177, 181, 182, 191, 206, 211,
214, 216, 217, 223, 224, 226, 233, 239, 246, 248,
253, 261, 270, 273, 274, 279, 280, 281]
[19, 20, 57, 78,
181, 224, 270]
Room [14, 15, 29,
30, 40, 50, 53,
56, 98, 104,
122, 169, 222,
226, 245, 246,
256, 257, 278]
[15, 19, 23,
24, 47, 57,
64, 123,
132, 139,
165, 181,
203, 243,
253]
[3, 4, 14, 19, 35, 38, 40, 44, 45, 49, 50, 55, 58, 65,
67, 72, 78, 88, 90, 91, 92, 93, 94, 95, 96, 101, 103,
106, 108, 113, 114, 115, 117, 130, 131, 132, 133,
134, 139, 144, 145, 148, 149, 151, 156, 161, 165,
168, 170, 172, 173, 175, 176, 177, 181, 185, 187,
191, 192, 195, 198, 201, 202, 203, 204, 206, 211,
212, 214, 215, 216, 217, 218, 224, 226, 227, 228,
233, 235, 244, 245, 246, 252, 253, 261, 268, 270,
271, 272, 274, 276, 279, 280, 281]
[19, 57, 78, 165,
181, 224, 244,
270, 271]
Capacity [14, 15, 33,
34, 39, 40, 50,
53, 56, 68,
109, 111, 116,
124, 136, 222,
226, 238, 246,
259, 278]
[15, 19, 28,
41, 52, 57,
61, 70, 71,
74, 139,
146, 165,
181, 203]
[1, 2, 4, 14, 19, 34, 40, 41, 50, 59, 61, 68, 87, 106,
109, 113, 116, 119, 126, 129, 135, 139, 159, 164,
165, 166, 181, 184, 186, 188, 197, 203, 204, 226,
236, 241, 242, 246, 258, 271, 282]
[19, 20, 57, 77,
87, 97, 160, 162,
165, 181, 189,
190, 200, 205,
213, 225, 254,
271]
Other [251] [203, 253] [7, 11, 58, 83, 84, 87, 101, 108, 138, 155, 192, 203,
211, 224, 234, 237, 244, 253, 264, 269, 273, 282]
[77, 87, 224,
244, 249]
For example, articles dealing with the sequencing problem are found in column 3 and row 2 (header rows/columns are ex-
cluded). Articles dealing with advance scheduling (assignment step) are found in column 3 and row 1. Allocation scheduling
models are generally found in column 3 and rows 2 and 3. Defining patient capacity requirements for a given day of the
week are articles found in column 3 and both row 1 and row 4
ferent policies by Cappanera et al. [40] who com-
pare the efficiency (i.e., maximize throughput),
the balancing effect (i.e., have a fair allocation of
workload for all departments) and the robustness
(i.e., prevent disruptions) of the resulting sched-
ule. They also compare the performance of their
policies in various hospital settings. Two models
are presented by Manmino et al. [169] where, in
the first model, OR overtime is minimized and, in
the second model, patient queue lengths are bal-
anced amongst different specialties. For the sec-
ond model they additionally develop a light ro-
bustness approach [99] that copes with the de-
mand uncertainty.
Capacity problems can generally be solved in
two ways. A hospital can either decide on the
number of OR-days to assign to each specialty or,
as is proposed by Testi et al. [246] and Adan et al.
[2], it can decide on the number of patients it allo-
cates to each OR session. Generally, the division
of OR block time is a heavily constrained problem
as different factors, such as the available OR block
size (e.g., 9 hours), are taken into account. Per-
formance measures that are used to drive such a
model are among others the expected costs related
to undertime and/or overtime and the number of
unscheduled patients [53].
A capacity problem is also discussed by Ma-
sursky et al. [178] who forecasted long-term anes-
thesia and OR workload. They conclude that fore-
casting future workload should be based on his-
torical and current workload-related data and ad-
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Fig. 4 The assignment of dates and rooms is increasingly
popular in the literature, whereas the interest in the time
assignment step (e.g., sequencing) shows a more variable
pattern, e.g., it has lost some of its popularity around 2010,
but regained it towards 2014
vise against using statistical data on the local geo-
graphical population. The problem of forecasting
workload is also addressed by Gupta et al. [111].
In their case study, simulation is used to answer
capacity-related questions. They concluded that a
one-time infusion of capacity in the hope to clear
backlogs will fail to reduce waiting times perma-
nently, while targeting extra capacity to highest
urgency categories reduces all-over waiting times
including those of low urgency patients. In situ-
ations where arrival rates increased, even if only
within a specific urgency class, waiting times in-
creased dramatically and failed to return to the
baseline for a long time.
We think that there are two main advantages
of identifying papers using the structure of Table
5 over an approach that is based on terminology.
Firstly, there will be problem settings that do not
have a commonly used term and, secondly, differ-
ent authors might use the same terminology for
variants of the same problem. For instance, Fü-
gener et al. [98] define an MSS as a discipline to
date and room assignment, whereas in Banditori
et al. [14] it is defined as a patient to date, room
and capacity assignment. Table 5 provides there-
fore a less ambiguous way to identify certain prob-
lem settings.
We noted that there are many advanced and
complex methods on static surgery scheduling.
However, in some hospital settings patients have
to be scheduled dynamically, which requires other
methods [220]. Therefore, it would be interesting
to see more research pointing into that direction.
Dynamic scheduling methods are already heav-
ily used in the appointment scheduling literature.
The reason they are scarcely used in the surgery
scheduling literature is twofold. First, in many
hospitals surgeries are scheduled statically, requir-
ing static methods. Second, the methods that are
used for dynamic scheduling in an appointment
setting are not easily transferable to a surgery
scheduling setting for various modeling reasons
(e.g., estimated slot durations in the former set-
ting are assumed to be of equal length, while in
the latter they are highly variable).
3.4 Supporting facilities
As OR planning and scheduling decisions af-
fect departments throughout the entire hospital, it
seems useful to incorporate supporting facilities,
such as the ICU or the PACU, in the OR schedul-
ing process and as such to improve their com-
bined performance. When this is ignored, we be-
lieve that improving the OR schedule may worsen
the efficiency of those related facilities. Whether
an article discusses an integrated or an isolated ap-
proach can be looked up in Table 6.
The ratio of articles that deal with the OR in
an integrated way is staying around the 50% mark
throughout the years 2004-2014 (Fig. 5). This is
surprising as models are getting more complex
and one would expect to observe an increasing in-
terest in integrated approaches. One explanation
for this lack of increase is the fact that we exclude
articles that do not consider any type of OR plan-
ning. Therefore, articles that only deal with a sup-
porting unit, but do not take the OR explicitly into
account, are not shown.
As shown in Fig. 5, the problem of the con-
gested PACU received more attention from 2007
onwards. If the PACU is congested, patients are
not allowed to enter it and are therefore forced
to start their recovery in the OR itself, keeping it
blocked. Iser et al. [131] use a simulation model
to tackle this problem and compare OR overtime
to PACU-specific PMs. Augusto et al. [11] show,
using a mathematical model, the benefits of pre-
planning the exact amount of recovery time a pa-
tient will spend in the OR. Generally, as is typical
for highly utilized systems, there is a sensitive re-
lationship between overall case volume, capacity
(of the PACU) and the effect on waiting time (to
enter the PACU). This relationship is described in
more detail by Schonmeyr et al. [225] using queu-
ing theory.
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Table 6 In an integrated OR, supporting facilities such as
the ICU, the PACU and the wards are considered
Isolated OR
[3, 4, 9, 18, 19, 25, 29, 30, 34, 38, 50, 52, 53, 55,
56, 57, 58, 61, 63, 64, 65, 67, 68, 69, 72, 74, 77, 78,
79, 83, 91, 92, 93, 95, 96, 101, 102, 103, 106, 108, 111,
114, 117, 119, 122, 123, 124, 126, 132, 138, 139, 140,
144, 145, 146, 148, 150, 151, 152, 153, 154, 156, 159,
160, 161, 162, 168, 169, 172, 173, 175, 176, 177, 184,
186, 187, 191, 192, 194, 197, 200, 201, 202, 203, 205,
209, 211, 212, 214, 215, 216, 217, 218, 224, 226, 227,
228, 235, 236, 237, 239, 241, 247, 248, 249, 251, 258,
259, 261, 264, 268, 269, 271, 272, 276, 277, 279, 280,
281, 282]
Integrated OR
[1, 2, 7, 10, 11, 12, 13, 14, 15, 16, 20, 21, 22, 23,
24, 28, 33, 35, 39, 40, 41, 44, 45, 47, 49, 59, 62, 70, 71,
81, 84, 85, 87, 88, 90, 94, 97, 98, 100, 104, 107, 109,
113, 115, 116, 125, 129, 130, 131, 133, 134, 135, 136,
143, 149, 155, 164, 165, 166, 170, 171, 174, 181, 182,
185, 188, 189, 190, 195, 198, 204, 206, 213, 222, 223,
225, 233, 234, 238, 240, 242, 243, 244, 245, 246, 252,
253, 254, 256, 257, 260, 263, 270, 273, 274, 278]
Integrated
PACU
ICU
Ward
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Fig. 5 An integrated OR planning and scheduling process
is considered in around 50% of articles. The downstream
units (i.e., PACU, ward, ICU) are the most common in-
cluded supporting units. As only the three main supporting
facilities are shown, their count does not necessarily sum
up to the total of the integrated approaches
The relationship between the ICU and the OR
has been scarcely addressed in the last decade
(Fig. 5). Kolker [143] reduces the number of pa-
tients served in another than their designated ICU
to an acceptable level and defines the maximum
number of elective surgeries per day that are al-
lowed to be scheduled along with emergency ar-
rivals. Litvak et al. [160] go a step further and
tackle the ICU capacity problem in a cooperative
framework. In their model, several hospitals of a
region jointly reserve a small number of beds in
order to accommodate emergencies and achieve
an improved service level for all patients.
Similarly, also the bed management in the
wards is closely related to the OR schedule and,
in particular, to the MSS. In some hospitals, spe-
cialties need to ensure that they have enough ca-
pacity in their own wards in order to prevent bed
misplacements, unnecessary movements between
wards and OR blocking due to bed unavailability.
Beliën and Demeulemeester [21] and Vanberkel
et al. [256] for instance optimize the MSS in or-
der to level the expected ward occupancy with
a mathematical program (MP) and an analytical
model respectively. More generally, Fügener et al.
[98] propose an MSS that minimizes the cost of
downstream units (i.e., capacity costs and staffing
costs). The main idea in papers [21, 98, 256] is
that based on the MSS, the expected workload
in the wards can be calculated. This is the case
as the probability distribution of arrival times in
downstream units is known. This expected work-
load can bring possible resource conflicts to light,
which then can be corrected by modifying the
MSS.
Integrated approaches can also incorporate
preoperative units. For example, Huschka et al.
[130] consider both an intake and a recovery area
as part of a simulation model of an outpatient pro-
cedure center. They test several daily scheduling
and sequencing heuristics and investigate their im-
pact on the average patient waiting time and the
OR overtime. The authors found that these PMs
are more influenced by the scheduled arrival time
of patients and less by their sequence.
Recently, the integration of the OR schedule
with alternative aspects gained attention, e.g., the
combination of nurse rostering and OR scheduling
[253, 274] and the inclusion of surgery scheduling
into a broader perspective of the patient care pro-
cess [100, 129]. We think that integrating the OR
with such alternative aspects is important and we
encourage future research on this type of integra-
tion.
3.5 Uncertainty
One of the major problems associated with
the development of accurate OR planning and
scheduling strategies is the uncertainty inher-
ent to surgical services. Deterministic planning
and scheduling approaches ignore uncertainty,
whereas stochastic approaches explicitly incorpo-
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Fig. 6 On average, more than half of the papers take some
type of uncertainty into account
rate it. In Table 7, we classify the articles accord-
ing to the type of uncertainty that is incorporated.
As shown in Fig. 6, stochasticity in the form of
uncertain patient arrivals and surgery durations is
frequently incorporated. Non-elective patient ar-
rivals are in most cases impossible to predict in ad-
vance and additionally occupy a random amount
of OR time, which often leaves OR managers with
no option but to reserve capacity for them [241].
In contrast, the arrival of elective patients to ORs
contains little uncertainty and is frequently con-
sidered as deterministic in the literature. If we nar-
row down the literature to contributions that ex-
plicitly incorporate non-elective patients, we see
that around 80% of them use methods that incor-
porate some sort of uncertainty.
Surgery durations are difficult to predict be-
cause for some surgeries the magnitude of the pro-
cedure only becomes apparent once the surgery is
already in progress. Additionally, the durations of-
ten depend on various complex factors, e.g., the
characteristics of the patient, the surgeon and the
surgical team. As individual surgery durations are
uncertain, also their sum, the total workload per
OR, is uncertain. Out of all papers, 44% takes du-
ration uncertainty into account, while 28% con-
sider arrival uncertainty.
Duration uncertainty is a central element in
Denton et al. [64] as well as in Batun et al. [19].
In Denton et al. [64], decisions include the num-
ber of ORs to open and assignments of surgery
blocks to ORs, whereas in Batun et al. [19] also
the sequence of patients and the starting time of
surgeons is determined. Both models aim at mini-
mizing OR opening and OR overtime costs, where
Table 7 Stochasticity is frequently taken into account
Deterministic [3, 4, 10, 11, 12, 15, 18, 22, 23, 28, 29,
30, 39, 44, 45, 49, 50, 55, 57, 58, 70,
72, 77, 78, 79, 81, 84, 90, 91, 92, 93,
94, 95, 97, 100, 101, 103, 106, 115,
117, 124, 125, 129, 131, 132, 133,
134, 135, 139, 145, 146, 149, 159,
161, 166, 169, 173, 175, 176, 177,
181, 187, 188, 191, 192, 197, 198,
201, 203, 206, 211, 214, 215, 216,
217, 218, 222, 224, 233, 234, 235,
240, 244, 245, 247, 248, 252, 253,
256, 257, 259, 260, 261, 263, 270,
273, 274, 276, 277]
Stochastic
Arrival [2, 7, 16, 21, 24, 34, 35, 41, 53, 56,
59, 68, 69, 83, 87, 96, 102, 104, 109,
111, 116, 119, 123, 140, 143, 144,
148, 150, 151, 153, 162, 164, 165,
174, 184, 186, 189, 190, 200, 202,
204, 205, 212, 213, 226, 227, 236,
237, 238, 241, 242, 243, 246, 254,
258, 269, 271, 272, 278, 282]
Duration [1, 2, 7, 9, 13, 14, 16, 19, 20, 21, 24,
25, 34, 38, 40, 41, 52, 53, 59, 61, 62,
63, 64, 65, 67, 68, 83, 87, 88, 96, 102,
104, 107, 108, 109, 111, 113, 114,
116, 122, 126, 130, 140, 144, 148,
150, 152, 153, 154, 155, 156, 162,
164, 168, 170, 171, 172, 174, 182,
184, 185, 186, 189, 190, 194, 195,
200, 202, 205, 209, 212, 213, 223,
225, 226, 227, 228, 238, 239, 241,
242, 243, 246, 249, 251, 254, 258,
264, 268, 269, 271, 272, 278, 279,
280, 281]
Other [7, 9, 14, 16, 38, 40, 41, 71, 74, 98,
126, 136, 138, 156, 160, 164, 165,
168, 185, 213, 242, 269]
Batun et al. [19] additionally consider surgeon
idle times. The functional difference between their
methods lies in the way surgery to OR assign-
ments are carried out. In Denton et al. [64], the
common practice of assigning a surgery block to
a single surgeon (block scheduling) is followed,
whereas Batun et al. [19] consider the scenario
of pooled ORs where surgeons are allowed to
switch between ORs. OR pooling allows to carry
out surgeries in parallel as the main surgeon only
needs to be present during the critical part of the
surgery and can move to the next patient before
closing the patient.
Shylo et al. [228] introduce a chance-
constrained model of overtime that, based on the
normal approximation of the sum of durations in
one OR-day, provides near-optimal solutions to
the surgery to time block assignment problem. Us-
ing real data, they show that the developed algo-
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rithm is particularly suitable for specialties with
high patient volumes per OR-day.
Surgery rescheduling limits the impact that de-
viations from the initial OR schedule have on the
hospital. These deviations on the day of surgery
are caused by an uncertain workload due to pos-
sible emergency arrivals, deviations from the esti-
mated surgery durations or variable LOS in down-
stream units. Other causes that can lead to devi-
ations include staff unavailability, equipment fail-
ure, late arrival of patients or staff and, in an out-
patient setting, patient no-shows. To limit the im-
pact, interventions throughout the day in the form
of rescheduling might be needed.
We distinguish between two main types of in-
terventions: cancellations and OR reassignments.
In case of an OR reassignment, the patient is
still served on the planned day, but is moved or
rescheduled to another OR. A more severe inter-
vention is when a patient cannot be served on the
planned day and needs to be cancelled. This pa-
tient will need to be fitted into the elective sched-
ule of another day. Cancellations are performed
throughout the day [80, 220] and can vary con-
siderably from setting to setting (e.g., Leslie et
al. [158] (8%), Xue et al. [275] (18%), Epstein
and Dexter [80] (11.8%) and Samudra et al. [220]
(3.4%)). Many papers report scheduling issues as
one of the main causes for case cancellations, next
to medical reasons and preoperative or structural
reasons [51, 158, 275]. This emphasizes the need
for good proactive and reactive scheduling ap-
proaches.
An optimization model is proposed by Stuart
and Kozan [239] for rescheduling patients on the
day of surgery. Their model resequences elective
and non-elective patients in each OR whenever a
surgery is completed. Using a branch-and-bound
algorithm, they maximize the weighted through-
put. This implicitly minimizes the patient cancel-
lation rate. Similarly, Erdem et al. [81] reschedule
elective patients upon the arrival of an emergency
patient. Considering both the OR and the PACU,
they minimize the cost of disruptions using a MIP
and a genetic algorithm. A decision support sys-
tem is provided by van Essen et al. [84], where
in reaction to disruptions in the schedule adjust-
ments are proposed to the OR manager. An MP is
used to derive the decision rules, e.g., either shift-
ing a surgery or scheduling a break between two
surgeries.
A method where surgeries are rescheduled
across multiple ORs is introduced by Zheng et al.
[279]. In their method, at each time point when an
OR becomes unoccupied it is determined which
surgery to start next. This decision is based on the
surgeon’s waiting time as well as the OR’s idle
time and overtime.
It should be clear that operations research
techniques are able to deal with stochasticity and
especially simulation techniques (used in around
50% of the stochastic literature) and analytical
procedures (used in around 20% of the stochastic
literature) seem to be well suited. Stochastic pro-
gramming (e.g., two-stage linear programming)
can also be useful to solve these problems. How-
ever, there are a limited number of papers that
use this technique to solve real-life problems. This
constitutes an area for future research.
Studies mostly assume a certain level of vari-
ability, based on analyzing historical data, and
use this information as input for models. Unfortu-
nately, only limited attention is paid to the reduc-
tion of variability within the individual processes.
As an example, consider the estimation of surgery
durations. Instead of immediately determining the
distribution of the surgery durations, one could ex-
amine first whether the population of patients for
which the durations are taken into account is truly
homogeneous. If not, separating the patient pop-
ulation may result in a decreased variability even
before the planning and scheduling phase is ex-
ecuted. Since the estimation of surgery durations
exceeds the scope of this literature review, we do
not elaborate further on this issue. Another exam-
ple is the reduction of turnover times, as discussed
in [141].
Research is needed on applicable reschedul-
ing policies since it is an important mechanism in
hospitals which affects both patient and staff sat-
isfaction.
3.6 Operations Research Methodology
The literature on OR planning and scheduling
exhibits a wide range of methodologies that fit
within the domain of operations research. Table
8 provides an overview of the techniques that are
used to solve OR planning and scheduling prob-
lems.
In some approaches the impact of specific
changes to the problem setting is examined. We
refer to such an approach as a scenario analysis
since multiple scenarios, settings or options are
compared to each other with respect to the PMs.
Performing a scenario analysis is popular (Fig.
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Table 8 Different solution techniques are used in the literature: analytical procedures (e.g., queueing theory), mathematical
programming, dedicated branch-and-bound, scenario analysis (or sensitivity analysis), simulation and various heuristics
Simulation
Discrete-event [2, 7, 9, 12, 13, 14, 16, 20, 25, 33, 34, 35, 40, 41, 59, 67, 68, 69, 83, 87, 88, 94, 95,
96, 97, 107, 111, 116, 123, 130, 131, 136, 140, 143, 144, 153, 156, 160, 162, 164,
165, 170, 171, 172, 174, 182, 185, 189, 190, 202, 204, 205, 211, 213, 223, 226,
227, 228, 238, 243, 246, 249, 254, 272, 278]
Monte-Carlo [34, 62, 71, 114, 148, 150, 152, 154, 185, 186, 192, 200, 281]
Mathematical programming
Linear programming [11, 61, 70, 71, 146, 188, 209, 279]
Goal programming [1, 2, 28, 59, 198, 240]
Integer programming [3, 29, 30, 38, 44, 47, 50, 53, 57, 77, 84, 85, 103, 119, 132, 165, 166, 191, 195,
215, 222, 223, 235, 243, 244, 245, 246, 258, 280]
Mixed integer programming [14, 15, 19, 21, 24, 25, 40, 64, 78, 83, 100, 108, 113, 122, 129, 133, 134, 135, 138,
139, 148, 150, 152, 165, 168, 169, 175, 185, 187, 201, 203, 204, 206, 211, 212,
217, 253, 261, 270, 278]
Column generation [90, 92, 93, 94, 101, 113, 117, 122, 148, 149, 151, 195, 252, 271]
Branch-and-price [22, 45, 91, 165, 166]
Dynamic programming [10, 11, 22, 45, 90, 91, 119, 126, 151, 184, 186, 258, 276]
Other [10, 11, 21, 24, 40, 56, 74, 115, 173, 181, 209]
Improvement heuristic
Simulated annealing [21, 24, 49, 62, 83, 85, 98, 114, 152, 153]
Tabu search [58, 83, 90, 125, 152, 190, 223]
Genetic algorithm [55, 81, 83, 88, 90, 94, 107, 155, 177, 216, 217, 233, 234, 248, 268, 277]
Other [29, 30, 53, 56, 63, 83, 88, 98, 114, 148, 151, 152, 153, 172, 175, 176, 185, 214,
215, 224, 228, 236, 273, 274, 276, 280]
Constructive algorithm [4, 9, 10, 21, 24, 25, 38, 50, 61, 63, 64, 67, 68, 72, 83, 92, 93, 94, 106, 114, 119,
124, 126, 130, 131, 145, 148, 149, 151, 152, 153, 155, 161, 176, 181, 186, 211,
213, 215, 227, 243, 244, 259, 261, 271, 280]
Analytical procedure [25, 34, 52, 53, 56, 57, 61, 79, 93, 98, 102, 104, 109, 126, 150, 152, 156, 160, 162,
184, 186, 194, 197, 202, 225, 237, 241, 242, 251, 258, 264, 269, 282]
Branch-and-bound [44, 64, 98, 192, 239, 263]
Scenario analysis [2, 3, 4, 7, 9, 11, 12, 13, 14, 15, 16, 20, 23, 25, 28, 33, 34, 35, 38, 40, 41, 53, 55,
57, 58, 59, 61, 62, 63, 64, 65, 67, 68, 69, 70, 71, 72, 78, 81, 84, 85, 87, 88, 92, 93,
94, 96, 97, 102, 103, 104, 107, 108, 111, 114, 116, 119, 122, 123, 124, 125, 130,
134, 136, 140, 143, 144, 146, 149, 153, 154, 155, 156, 159, 160, 162, 164, 165,
168, 169, 170, 171, 172, 174, 175, 181, 182, 185, 186, 187, 188, 189, 190, 192,
194, 198, 200, 201, 202, 204, 205, 211, 212, 213, 215, 217, 222, 223, 225, 226,
227, 228, 234, 235, 236, 238, 241, 242, 243, 246, 247, 249, 251, 252, 253, 254,
256, 257, 258, 259, 263, 264, 269, 270, 271, 272, 278, 279, 280]
There are a few papers that are not mentioned in the table as they include a method that could not be clearly assigned to
any of these categories
7) and especially in the discrete-event simulation
(DES) modeling literature often done.
An integrated DES model is introduced by
Steins et al. [238], in which preoperative care and
a PACU are considered. The arrival of case types,
the surgery time and the LOS in the PACU are rep-
resented as probabilistic distributions.
An analytical approach, using a Markov
model, is introduced by Tancrez et al. [241] who
determine the amount of OR capacity needed to
accommodate non-elective patients. Simulation is
used to show that the assumptions required to
build the Markov chain have a minor influence
on their final analytical results. In their work, the
stochasticity in OR capacity is the consequence of
randomly arriving non-elective patients occupying
an uncertain amount of OR time.
Even without non-elective patient arrivals, it
might be difficult to predict the required OR ca-
pacity on a day, as surgery durations are unknown
in advance and can vary considerably in length.
Olivares et al. [194] analytically investigate the
decision-making process of reserving OR capacity
using the newsvendor model. In their approach, an
estimate is given of the cost placed by the hospital
on having idle capacity and the cost of a sched-
ule overrun. Their results reveal that the hospital
under study places more emphasis on the costs of
having idle capacity than on the costs of a sched-
ule overrun and long working hours for the staff.
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Fig. 7 From the major solution techniques used in the lit-
erature only MP experienced a strong growth in popularity
Table 8 shows that MPs, improvement heuris-
tics and constructive algorithms are frequently
used. As opposed to DES and analytical models,
MPs, such as MIPs, deal with combinatorial opti-
mization problems.
In a large number of cases, the objective
function of the optimization model includes un-
der/overtime or under/overutilization. Those PMs
are rarely used by themselves, but are usually part
of a multi-objective formulation. Over two thirds
of MP models use multiple objectives. The pop-
ularity of using multiple objectives can be ex-
plained in two ways. First, the development of
better solvers makes it increasingly practical to
use them. Second, defining multiple objectives al-
lows capturing stakeholder preferences more real-
istically.
In most of the MPs, the decision applies to
the elective patient, as in Min and Yih [185]. In
their work, a stochastic MIP model is proposed
and solved by a sampling-based approach. The
surgery durations, the LOS, the availability of a
downstream facility and new demand are assumed
to be random with known distributions.
In some cases, MPs are too difficult to solve
within a reasonable time limit and therefore
heuristics are proposed. Fei et al. [93] use a col-
umn generation-based heuristic to solve the pa-
tient scheduling problem. In their setting, a col-
umn corresponds to a feasible plan representing
the assignment of surgical cases to an OR. A ge-
netic algorithm is proposed by Roland et al. [217],
which determines the assignment of cases to ORs,
planning days and operating time periods.
Some of the articles in the literature use meth-
ods that have not been covered in the previous
paragraphs. Does et al. [79] use Six Sigma to de-
crease the tardiness of surgeries, which are per-
formed first on a day. Applied to two hospitals in
the Netherlands, substantial savings are achieved
and the number of surgeries is increased by
10% without requiring additional resources. Ep-
stein and Dexter [66] introduce a method through
which analysts can screen for the economic im-
pact of improving first-case starts. First-case starts
are also discussed by Pandit et al. [199].
We think that a promising method for future
studies is simulation-optimization. This method
allows to solve complex optimization tasks, while
including the complex features of the OR schedul-
ing process. Also more traditional methods can be
used to yield valuable insights. However, the fo-
cus should be on making the methods applicable
to a broader set of realistic problem settings (e.g.,
allow multiple sources of variability, broaden the
set of supported distributions).
3.7 Testing Phase
Many researchers provide a thorough testing
phase in which they illustrate the applicability
of their research. Whether applicability points at
computational efficiency or at showing to what
extent objectives may be realized, a substantial
amount of data is desired. From Fig. 8 and Table 9,
we notice that most of these data are based on real
health care practices. This is noteworthy and re-
sults from the improved hospital information sys-
tems from which data can be easily extracted.
Investigating the literature, we see that less
than 7% of the methods are applied in practice.
It seems contradictory that so little research is ef-
fectively applied in a domain as practical as OR
planning and scheduling.
Unfortunately, simply testing of procedures or
tools on real data does not imply that the meth-
ods get implemented in real practice. Lagergren
[147] indicates that the lack of implementation in
the health services seems to have improved con-
siderably. Fig. 8 shows, however, that only a very
small share of the articles report on actual imple-
mentation. An exception to this is Wachtel and
Dexter [264] who introduce a website, which is
used by the hospital under study to decide on the
exact times patients have to arrive to their surgery
appointment. The problem tackled by the authors
arises from the fact that a case is often started ear-
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Fig. 8 Even though most data used in the literature are
based on real data, it does not mean that the methods are
applied in reality
lier than scheduled, but it cannot be known in ad-
vance if it will happen or not. Patient availability
must therefore be balanced against patient waiting
times and fasting times. Another example is the
decision support system of van Essen et al. [84],
discussed in Sect. 3.5, for the daily rescheduling
problem. Daily applicability is entailed by both
methods.
There are problems that have to be solved on a
less frequent basis. An example is the application
of a case mix model that is applied every year,
clearly resulting in a different degree of imple-
mentation. A clear comparison of articles on this
aspect is hence not straightforward.
Even if the implementation of research can be
assumed, authors often provide little detail about
the process of implementation. Therefore, we en-
courage the provision of additional information on
the behavioral factors that coincide with the actual
implementation. Identifying the causes of failure,
or the reasons that lead to success, may be of great
value to the research community [43].
A recent example giving insights into these
causes is provided by Brailsford et al. [37]. They
evaluate the adoption of a particular simulation
modeling tool and discuss factors that facilitated
or hindered the general adoption of the tool in
British health care organizations. Identifying key
issues in practice helps the research community to
be able to build models that better reflect reality
and therefore solve a problem that is closer to the
one entailed in practice.
In many articles a problem is defined that is
specific to one single hospital and it is unclear
Table 9 For testing purposes, both theoretic and real data
are frequently used
Based on real data
[1, 2, 4, 7, 9, 12, 13, 14, 15, 16, 18, 19, 20, 23, 24,
25, 33, 34, 35, 39, 40, 41, 44, 45, 47, 50, 55, 58, 59, 62,
63, 64, 65, 67, 69, 70, 71, 72, 74, 77, 78, 81, 83, 85, 93,
94, 95, 96, 97, 98, 100, 101, 103, 104, 107, 108, 111,
113, 114, 115, 116, 122, 123, 124, 125, 129, 130, 132,
136, 138, 139, 140, 143, 144, 146, 153, 156, 159, 160,
161, 162, 168, 169, 171, 173, 174, 175, 176, 177, 181,
182, 184, 185, 187, 188, 189, 190, 192, 194, 195, 197,
198, 200, 201, 202, 203, 204, 205, 206, 209, 211, 213,
216, 217, 222, 223, 225, 226, 227, 228, 235, 238, 240,
241, 242, 245, 246, 247, 248, 249, 251, 252, 253, 254,
258, 259, 260, 261, 263, 264, 270, 272, 274, 277, 278,
280, 282]
Theoretic data
[10, 11, 21, 22, 38, 49, 52, 53, 56, 61, 68, 72, 87,
90, 91, 92, 102, 106, 109, 117, 119, 126, 131, 133, 134,
135, 145, 148, 149, 150, 151, 152, 154, 155, 164, 165,
166, 170, 172, 186, 191, 192, 212, 214, 215, 224, 233,
234, 236, 237, 239, 244, 268, 269, 271, 273, 276, 279,
281]
Applied in practice
[3, 28, 29, 30, 57, 84, 88, 97, 116, 218, 243, 246,
256, 257]
whether or to what extent a method is applicable
to another setting. In order to justify the general-
ity of their modeling assumptions, Schoenmeyr et
al. [225] surveyed several hospitals. Introducing
generalizable methods makes it easier to spread
and implement good working operations research
practices to more than one hospital.
Only limited research has been done to study
which planning and scheduling expertise is cur-
rently in use in hospitals. Using a survey, Sieber
and Leibundgut [229] reported that the state of OR
management in Switzerland is far from excellent.
A similar more recent exercise for Flemish (Bel-
gium) hospitals is described in Cardoen et al. [46].
We also noticed that few articles build on the
results or data of other articles. We therefore think
that more reproducible research is needed. One
way of achieving this is by publishing the data and
models that were used. Making the data publicly
available (if allowed by the hospital) also allows
to determine whether a method is generalizable.
3.8 Relations between classification fields
So far we looked at classification fields separately.
In this section we look at the connections between
them (Tables 10, 11 and 11).
In Table 10 we show how much more likely it
is to use stochasticity or method (e.g., an analyti-
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cal method) with a certain field B (e.g., determin-
istic models) compared to field ¬B (e.g., stochas-
tic models). For example, the table shows that an-
alytical and DES models are often used with sim-
ilar fields. They are both more likely to be used in
stochastic environments where capacity questions
have to be answered at the discipline level and
non-electives are included. While analytical meth-
ods are more likely to be applied to isolated prob-
lems and tested with theoretic data, DES methods
are more often used in an integrated setting and
tested with real data. This is understandable as in-
tegrating the OR with a supporting unit will gener-
ally make analytical models too complex to solve.
Analytical methods seem to lack the flexibil-
ity that would allow them to be used in settings
where DES models are usable. Moreover, the fact
that they are more often tested with theoretic data
suggests that articles using analytical methods are
more focused on developing the methodology it-
self rather than on solving an actual real-life prob-
lem.
Table 10 also shows that MP and improvement
heuristics are frequently used with similar fields.
Both are often applied to deterministic settings
that do not include non-elective arrivals. Whereas
MPs are used at all decisions levels, improvement
heuristics are usually not applied to capacity re-
lated decisions.
We noticed that improvement heuristic meth-
ods are often applied to problems that are com-
putationally too intensive to be solved by an MP.
As larger problems tend to represent real-life set-
tings, one might naturally assume that improve-
ment heuristic methods are used for more realistic
problems. Interestingly, this might not necessar-
ily be the case as improvement heuristic methods
are, as a matter of fact, more often expected to be
tested on theoretic data than MPs (Table 10).
Similarly, constructive algorithms are mostly
tested on theoretic data. Generally, they are also
applied to isolated settings.
Table 10 also shows results on aspects related
to stochasticity. It shows that stochasticity both
with regards to arrivals and to surgery durations
is mostly applied to discipline and to capacity re-
lated problems. Interestingly, stochasticity is less
often used in connection with time assignment
problems. This is unexpected as one could ar-
gue that they represent problems where stochas-
ticity is especially important to consider. Further-
more, problems that include non-electives will of-
ten consider both stochastic arrivals and durations.
This is positive as non-elective arrival times and
their associated added workload are uncertain and
are therefore difficult to predict in advance.
Whereas in Table 10 the focus is on methods
and stochastic aspects, in Tables 11 and 12 the fo-
cus is on PMs and constraints. In Tables 11 and 12
we use a different measure than in Table 10 since
we are not interested in the individual importance
of a PM/constraint, but in their importance relative
to each other. Therefore, we use in Tables 11 and
12 conditional probabilities, while in Table 10 we
use ratios of conditional probabilities.
Tables 11 and 12 show among others that the
number of considered PMs is usually higher than
the number of included constraints. The largest
number of PMs are used in DES models. This is
understandable as in DES models the number of
PMs does generally not determine the run time of
the model. This is in contrast to analytical meth-
ods where it can be difficult to include many PMs,
which might be a problem in a setting, such as
surgery scheduling, to which a large amount of
competing PMs and constraints are usually inher-
ent.
Table 11 reveals some other interesting con-
nections. For instance, PMs that are mostly used
in the DES literature are patient waiting time,
overutilization, utilization, throughput and defer-
ral. They are usually used in models that target
the discipline level where capacity related deci-
sions are made and in which real data are used
for testing purposes. Understandably, deferral is
almost exclusively used in settings where arrivals
are modeled stochastically.
It is also noteworthy that utilization and
makespan, two measures often used in related op-
erations research fields such as machine schedul-
ing [208], are generally less used in the surgery
scheduling literature. Instead, authors seem to pre-
fer to use overtime and, to some extent, under-
time. Interestingly, when real data are used for
testing purposes, the use of overtime is less prob-
able compared to when theoretic data is used.
Criteria that are used as PMs can generally
also be used as constraints. For example, instead
of minimizing overtime, a constraint can be de-
fined that limits the allowed overtime to a maxi-
mum of two hours.
Constraints are included for several reasons.
For example, they can be used to represent the
limited availability of PACU beds (Supporting
Unit), nurses (Personnel) and equipment (Non-
personnel). They can also be used to ensure that,
e.g., patients are served before a predefined date
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Table 10 The likeliness to use stochasticity or method (Columns) with a specific field (Rows) compared to using it without
the specific field (¬R)
Field Stochasticity: P(C|R)P(C|¬R) Method:
P(C|R)
P(C|¬R) P(R)
Arrivals Duration Analytical DES MP Imprv.
heur.
Constr.
alg.
Discipline 1.59 1.15 1.55 1.30 0.95 0.80 0.70 .15
Surgeon 0.69 0.60 0.76 0.64 1.78 0.16 0.93 .12
Patient 0.77 0.97 0.63 0.81 1.29 1.59 2.00 .74
Day 0.88 0.68 0.54 0.67 1.92 1.49 0.95 .51
Time 0.31 0.88 0.28 0.84 1.23 1.61 1.54 .39
Room 0.48 0.61 0.29 0.64 1.89 1.54 1.53 .53
Capacity 2.62 1.31 2.40 1.51 1.07 0.18 0.79 .33
Determ. 0 0 0.16 0.12 1.48 1.13 0.91 .46
Stoch. arriv. 0 2.60 2.76 3.44 0.64 0.67 1.02 .28
Stoch. dur. 5.00 0 3.33 4.17 0.67 0.86 1.36 .44
Theor. data 1.23 0.99 1.52 0.32 1.15 1.69 2.24 .27
Real data 0.79 0.99 0.56 3.04 0.85 0.58 0.48 .73
Non-elective 3.51 1.85 2.89 2.05 0.72 0.51 0.97 .25
Isolated 1.05 1.12 4.48 0.53 0.93 1.16 2.27 .56
Integrated 0.96 0.89 0.22 1.88 1.07 0.86 0.44 .44
P(C) .28 .44 .15 .30 .49 .23 .21
Example: the number for Discipline-Arrivals shows that it is 1.59 times more likely to use stochastic arrivals in making
decisions on the discipline level than for decisions on other decision levels. For methods, the two largest numbers for each
field are shown in bold
(Preferences) or a minimum number of patients is
served by a discipline (Demand).
Understandably, personnel related constraints
are particularly often used in models. These allow
to include regulations and rules that are important
to the hospital management and staff. The table
also shows that preference related constraints are
often applied.
Overall, Tables 10, 11 and 12 can be used to
detect (un)common approaches. We see that the
main problem settings all have been researched
to some extent already. Consequently, one might
wonder whether there is anything left to do in OR
planning. The fact that practitioners still see their
problems unsolved, suggests that the job of the re-
search community is not yet done. In particular,
the community should build upon the findings of
previous research to improve the models in a way
that they get closer to being usable in reality, e.g.,
by dropping unrealistic assumptions.
4 Common pitfalls
So far we looked at classification fields and their
connections. In this section we go one step further
and describe some of the general observations and
conclusions we made.
In section 4.1, we discuss how to make a
clearer distinction between theory-oriented arti-
cles targeting researchers and practice-oriented ar-
ticles targeting both researchers and practitioners.
In section 4.2 we discuss how some PMs (e.g.
overtime) are used universally in articles and why
we think more attention has to be paid to selecting
setting specific PMs.
In section 4.3 we discuss points that need to be
included in each paper in order to make it easier
to situate them in the literature and thus classify
them. Including those points additionally allows
readers to determine in an easier way whether the
methods or results described in an article are of
interest to them.
In section 4.4 we discuss some of the limita-
tions of this study.
4.1 Clarifying the target group: researchers or
practitioners
We think that in the literature a clearer distinction
needs to be made between theory-oriented articles
targeting researchers and practice-oriented articles
targeting both researchers and practitioners (Table
13). We think that because of publishing reasons
articles often address both groups, despite the fact
that their actual core contribution is usually only
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Table 11 Conditional probabilities of various performance measures given different fields
Field Performance measure: P(C|R) µCount P(R)
Patient Overutil. Underutil.Utiliz. Through-Prefe- Finan- Make- Defer-
waiting OR OR OR put rence cial span ral
Analytical .30 .52 .18 .06 .03 .21 .18 .06 .18 2.30 .15
DES .48 .49 .18 .40 .29 .09 .08 .09 .25 3.00 .30
MP .24 .47 .25 .08 .09 .21 .16 .10 .09 2.46 .49
Imprv. heur. .24 .47 .24 .12 .06 .18 .04 .20 .04 2.12 .23
Constr. alg. .28 .63 .22 .15 .07 .17 .09 .17 .02 2.37 .21
Discipline .28 .31 .16 .34 .28 .16 .12 0 .19 2.38 .15
Surgeon .16 .40 .12 .16 .08 .08 .36 .08 .16 2.32 .12
Patient .30 .52 .20 .16 .09 .21 .09 .14 .13 2.54 .74
Day .29 .51 .30 .16 .14 .22 .10 .06 .14 2.59 .51
Time .26 .49 .12 .16 .15 .13 .06 .24 .11 2.44 .39
Room .25 .53 .25 .18 .13 .18 .06 .14 .07 2.39 .53
Capacity .35 .39 .15 .22 .18 .15 .28 .01 .24 2.76 .33
Determ. .17 .36 .21 .12 .08 .24 .10 .18 .05 2.09 .46
Stoch. arriv. .47 .45 .15 .30 .18 .15 .17 .02 .32 2.88 .28
Stoch. dur. .44 .59 .21 .23 .18 .12 .10 .05 .17 2.89 .44
Theor. data .29 .58 .27 .07 .03 .17 .14 .14 .10 2.42 .27
Real data .28 .40 .18 .23 .16 .18 .11 .10 .13 2.44 .73
Non-elective .42 .58 .17 .26 .13 .19 .11 .04 .26 2.77 .25
Isolated .28 .50 .21 .19 .08 .18 .12 .08 .12 2.20 .56
Integrated .29 .36 .19 .17 .19 .18 .10 .16 .12 2.69 .44
P(C) 28 .44 .20 .18 .12 .18 .12 .11 .12
Example: the value 0.30 represents the conditional probability of the occurrence of patient waiting time given an analytical
method. The one but last column shows the average number of PMs used with the specific field. For example, on average
2.30 PMs are used with an analytical model. The two largest numbers for each field are shown in bold
Table 12 Conditional probabilities of various constraints given different fields
Field Constraint: P(C|R) µCount P(R)
Supp. unit Personnel Non-person. Preferences Demand
Analytical .03 .24 .15 .27 .09 .88 .15
DES .18 .45 .09 .18 .15 1.51 .30
MP .26 .74 .36 .36 .31 2.75 .49
Imprv. heur. .14 .55 .14 .35 .12 1.65 .23
Constr. algo. .13 .63 .26 .30 .13 1.78 .21
Discipline .06 .47 .22 .28 .50 2.09 .15
Surgeon .20 .76 .16 .16 .56 2.56 .12
Patient .20 .56 .24 .35 .14 2.03 .74
Day .17 .71 .30 .35 .32 2.57 .51
Time .25 .64 .28 .40 .16 2.33 .39
Room .19 .71 .29 .38 .23 2.40 .53
Capacity .17 .54 .21 .17 .35 2.06 .33
Determ. .25 .65 .31 .41 .21 2.59 .46
Stoch. arriv. .12 .48 .17 .17 .20 1.50 .28
Stoch. dur. .14 .48 .14 .20 .18 1.48 .44
Theor. data .14 .54 .27 .29 .14 1.69 .27
Real data .21 .56 .20 .29 .22 2.08 .73
Non-elective .17 .40 .13 .26 .13 1.57 .25
Isolated .02 .53 .18 .32 .13 1.41 .56
Integrated .41 .56 .27 .24 .28 2.66 .44
P(C) .19 .55 .22 .29 .20
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meant for one of those groups. This carries some
risks as it overstates those insights that do not re-
sult from the main strengths of the paper. This is
a problem for both theory- and practice-oriented
articles and could be prevented by having a clear
distinction between both types of articles concern-
ing their target group and the resulting conclu-
sions. This would also make it easier for both re-
searchers and practitioners to confidently identify
articles that are relevant for them.
The distinction between theory- and practice-
oriented articles starts already in the addressed
problem and the research task (Table 13). For a
theory-oriented paper, the goal is to improve a
methodology by solving a specific drawback of it
(e.g., an efficient MP that is able to include var-
ious sources of uncertainty), while the goal of a
practice-oriented paper is to solve a real-life prob-
lem (e.g., developing an MP that includes all con-
straints and PMs that are relevant for the specific
real-life problem). As a consequence, for the for-
mer, the collaboration with practitioners is not a
prerequisite, while it is essential for the latter one.
It can be a problem if theory-oriented articles
target practitioners as they might include man-
agerial conclusions which, without understanding
the underlying operations research model, might
not be interpreted in the right way by practition-
ers. As these articles mostly focus on a specific
method, they will only include those aspects of the
real setting that can be implemented using their
method and might also, understandably, overem-
phasize aspects of the real setting that help them
to exemplify a certain advantageous property of
their method. This way, those aspects that are im-
portant in reality, but cannot be included using
the chosen model might be left out. Therefore, it
might be beneficial if they direct their research
towards other researchers and thus make conclu-
sions mainly on methodological aspects. Natu-
rally, they can still report on preliminary insights
from a hypothetical case example as these help to
guide other researchers to promising areas where
the method’s real-life applicability can be put to
the test.
Similarly, but perhaps to a lesser extent, it is
also a problem if authors of practice-oriented arti-
cles overemphasize the role of their model adap-
tations. Clearly, models are often adapted to the
real-life problem setting at hand, but generally,
those adaptations do not fundamentally improve
the methods and therefore will not substantially
contribute to the theoretic modeling literature.
However, as they can generally choose the most
suited method for the problem, they are less re-
stricted by the method’s capabilities, which makes
it is easier to focus on including aspects that are
important in real life.
It is mainly in the conclusion where the lack
of a clear distinction might cause problems (Table
13). This is the case for both theory- and practice-
oriented articles. For the former this is the case if,
e.g., a paper that focuses on a new method mainly
concludes on the insights from the testing phase
performed on a (perhaps hypothetical) case study.
For the latter this is the case if, e.g., a real prob-
lem is solved where the conclusion mainly covers
adaptations to the model and lacks a clear message
that addresses practitioners.
Also the editors of journals can play an im-
portant role, since they can ensure that authors are
consistent in addressing their target audience (as
described in Table 13). Additionally, they also en-
sure that the audience targeted by these authors
coincides with the readers of the particular jour-
nal. They can ensure this alignment on the one
hand by providing adapted publishing incentives
for both theory-oriented and practice-oriented ar-
ticles and on the other hand by clearly positioning
the journal.
4.2 Clarifying the objective
We observed that some PMs (e.g., overtime) are
used in articles indifferently of the tackled prob-
lem setting (i.e., the combination of a decision and
assignment level). In order to better understand
how they depend on the problem setting we test
their dependency using a Fisher test (Table 14).
Unlike the Chi-square test, this test can also be
used with low sample sizes.
The results show that 5 out of 9 PMs are not
used in a setting specific way. This is surprising,
since we would generally expect that for a given
problem setting, given PMs apply. Importantly, for
this analysis we simplified the problem setting.
Although articles often cover more than one de-
cision and assignment level, we will only look at
pairs. For example, the assignment of ‘patient’ to
‘day’ and ‘room’ is split into two cases: ‘patient’
to ‘day’ and ‘patient’ to ‘room’.
As many PMs are used independently of the
problem setting, one might wonder whether PMs
are generally used in an appropriate way. We think
that this is not always the case and argue that it
is important to choose PMs carefully, keeping in
mind the following two criteria.
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Table 13 A clearer distinction between theory- and practice-oriented articles benefits readers as it makes it easier for them
to identify articles that are relevant to them
Theory-oriented Practice-oriented
The target group covers
researchers researchers and practitioners
E.g., medical staff, hospital managers, policy makers
The addressed problem is
an operations research method that has drawbacks lim-
iting its real-life applicability.
a real-life OR planning problem that has no efficient
solution yet.
E.g., a stochastic dynamic program that is not tractable
for patient test sets of realistic size
E.g., an inefficient surgery rescheduling policy at a case
hospital
The research task involves
identifying important aspects of the method that need to
be improved to ensure real-life applicability.
identifying important aspects of the real setting that
need to be included into the model to ensure realism.
E.g., aspect that can reduce the dimensionality of the
state space in the model formulation
E.g., factors that trigger rescheduling such as the ar-
rival of an emergency patient
identifying approaches that can be used to solve the
identified drawbacks.
identifying methods that can be used to solve the prob-
lem at hand.
E.g., aggregate the state space E.g., an advanced MP approach able to include various
personnel constraints
using objectives and assumptions that are relevant in
the context, but are possibly motivated by the literature.
This does not require collaboration with practitioners.
E.g., a trade-off between overtime and waiting time,
Poisson arrival distribution
using objectives and assumptions that are realistic and
importantly, motivated by the setting. This requires col-
laboration with practitioners.
E.g., a trade-off between cancellations and overtime,
only reschedule to ORs with suitable equipment
The findings include
the method improvement itself (e.g., relaxation of an
assumption).
confirming the applicability of a method to the problem
at hand.
E.g., the model can now solve datasets with up to 10
ORs, where before this was limited to 5 ORs
E.g., the algorithm provides an efficient rescheduling
mechanism and has a reasonable running time
results on the testing phase, which only showcases the
capabilities of the improved method using a (hypothet-
ical) example, supported by a scenario analysis.
E.g., based on a hospital with 10 ORs, 7 disciplines and
6 surgery types, the method created an optimal schedule
results on the testing phase needed to make conclusions.
The results are supported by an extensive data analysis.
E.g., the developed policy reduces overtime and the
number of cancellations by 10% and 3% respectively
results on the computational performance of the im-
proved method.
results on the application of the proposed solution (if
used in practice).
E.g., the model solves all tested scenarios to optimality
in less than one hour
E.g., adopting the derived decision rules, the staff expe-
rienced less overtime and fewer equipment conflicts
The conclusions
discuss the idea behind the model advancement that led
to the beneficial properties of the model.
E.g., aggregating the state space drastically reduces its
dimensionality
discuss the implications the tested decision rules or
policies have on the case hospital. For algorithms, they
discuss the derived rules or policies.
E.g., analyzing the results of the algorithm showed that
rescheduling the patient with the longest duration first
results in the best trade-off
identify promising real-life examples to test the
method’s applicability.
identify promising ways to improve the used method’s
real-life applicability, i.e., show its limitations.
E.g., the method can now not only solve strategic prob-
lems, but also problems that need to be solved daily
E.g., once the number of ORs increases, the run time of
the algorithm increases drastically
discuss those insights that can be generalized or used
for improvements on other methods.
E.g., Erasing from the memory that part of the state
space that will not be used anymore by the algorithm
allows to solve problems of realistic size. In other meth-
ods this logic of explicitly tagging and erasing data that
will not be used anymore can also be used
discuss those insights that can be generalized or used
by other hospitals.
E.g., rescheduling decreases overtime only if OR clos-
ing times are flexible and not if they are fixed.
if possible, include comments from practitioners.
E.g., the staff suggests including personnel preferences
24 M. Samudra, C. Van Riet, E. Demeulemeester, B. Cardoen, N. Vansteenkiste, F. Rademakers
Firstly, the PM should be of practical rele-
vance to the real setting. This means that it is se-
lected in a setting specific way and therefore cap-
tures the most important objective(s) of the stake-
holders. For example, the average waiting time
is an important criteria in many settings. How-
ever, if a diverse patient population is assumed,
it might not suffice to decrease the average wait-
ing time. For instance, a patient that is waiting for
a hip replacement and a patient with metastatic
cancer clearly do not exhibit the same urgency.
A scheduling method that cuts the average patient
waiting time might benefit the former patient cat-
egory, but seriously harm the latter one.
Secondly, the model needs to contain those
mechanisms that principally determine the value
of the PM. For example, for a scheduling algo-
rithm in an inpatient setting overtime might not be
the most appropriate measure if the model lacks
a rescheduling component. This is the case as
rescheduling is primarily used to mitigate over-
time. Minimizing overtime in a model that does
not include rescheduling does not minimize the
real overtime of the hospital, but a function that
factors into the hospital’s cancellation rate. A
more realistic model could include a reschedul-
ing component where the cancellation rate is min-
imized.
Generally, it is a problem if the value of the
PM is not principally determined by the tested
mechanism. In the best case, the model will rightly
show that the PM is not influenced by the tested
mechanism, which can be a valuable result on its
own. Still, including such a PM will shift the fo-
cus away from more important PMs, that did not
make it into the model.
In the worst case, the PM will only be depen-
dent on the tested mechanism because of model
simplifications (e.g., if deterministic durations are
used in open scheduling, surgeon’s waiting time
is primarily determined by the sequence). In this
case, the results derived from the model can sug-
gest benefits that might not be there in reality.
Moreover, the implemented mechanisms might
worsen the value of other important PMs that were
not included in the model.
In order to prevent this problem, the suitability
of the PMs to the specific setting should be stud-
ied a priory. For example, factor analysis can be
used on real data to determine the important fac-
tors that determine the value of candidate PMs. It
allows to identify the important factors that need
to be included in the model in order to get a real-
istic behavior of the PM (e.g., if the results show
that surgery duration uncertainty has a large im-
pact on surgeon waiting time, then optimizing for
this PM makes only sense if durations are mod-
eled stochastically). It could also show to what
extent the tested mechanism influences the cho-
sen PMs (e.g., whether the sequence of surgeries
is amongst the factors that principally determine
surgeon’s waiting time).
It would be interesting to analyze the con-
nection between problem settings, operations re-
search methods and PMs. This could determine
to what extent used PMs are driven by the prob-
lem setting (preferred) and to what extent by the
method (not preferred), i.e., determine whether
PMs are selected because they fit the setting or
because they can be used with the chosen method.
We tried to uncover these relations using a mul-
tiple correspondence analysis. This is a method
for decomposing the overall Chi-square statistics,
which is similar to decomposing the total vari-
ance in Factor Analysis. Unfortunately, this analy-
sis did not yield a result that we could interpret as
more than five singular values are needed to only
cover 50 % of the inertia (in Factor Analysis terms
this corresponds to the variance).
4.3 Clarifying the problem: setting and method
specific assumptions
We found it occasionally difficult to classify some
articles as the needed information was either dif-
ficult to find or simply not included. Making
assumptions clearer allows both researchers and
practitioners to more easily and reliably determine
whether an article is of interest to them.
We distinguish between setting specific (often
explicit) and method specific (often implicit) as-
sumptions (Table 15).
Setting specific assumptions are key to un-
derstand the (extent of) the problem statement.
They generally refer to patient, hospital and prob-
lem characteristics (Table 15). With regards to pa-
tients, these include, among others, the distribu-
tion of surgery durations or the length of stay in
supporting units. With regards to the hospital, they
mostly cover assumptions on policies and capac-
ity planning, e.g., how many ORs are available for
all the surgical disciplines and how are these ORs
shared. Finally, with regards to the problem char-
acteristic, they relate, among others, to decisions
on whether to incorporate supporting units.
Method specific assumptions directly result
from the chosen operations research method. We
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Table 14 Selecting appropriate PMs should not be done based on their popularity in the literature
Setting Performance measures: observed|expected Count
Patient Overutil. Underutil. Utiliz. Through- Prefe- Finan- Make- Defer-
waiting OR OR OR put rence cial span ral
Disc-Day 7|6.3 7|11.5 4|4.4 4|4.6 6|3.7 3|3.9 4|2.8 0|2.4 3|3.4 22
Disc-Time 4|3.4 6|6.3 0|2.4 5|2.5 6|2 2|2.1 2|1.5 0|1.3 3|1.9 12
Disc-Room 6|5.4 6|9.9 4|3.8 4|3.9 6|3.2 4|3.4 1|2.4 0|2.1 3|3 19
Disc-Cap 7|6 8|11 3|4.2 10|4.4 9|3.6 3|3.7 4|2.6 0|2.3 6|3.3 21
Surg-Day 3|4.3 5|7.8 2|3 4|3.1 2|2.6 1|2.7 2|1.9 1|1.6 4|2.3 15
Surg-Time 2|3.4 6|6.3 0|2.4 2|2.5 1|2 1|2.1 2|1.5 1|1.3 3|1.9 12
Surg-Room 2|4.3 7|7.8 2|3 3|3.1 2|2.6 1|2.7 4|1.9 2|1.6 2|2.3 15
Surg-Cap 3|4.3 6|7.8 2|3 3|3.1 1|2.6 1|2.7 8|1.9 1|1.6 3|2.3 15
Pat-Day 28|25.2 53|45.9 27|17.4 16|18.3 12|15 23|15.6 8|11.1 6|9.6 14|13.7 88
Pat-Time 21|21.8 41|39.7 10|15.1 12|15.8 11|12.9 10|13.5 4|9.6 20|8.3 8|11.9 76
Pat-Room 25|27 56|49.1 24|18.6 18|19.5 12|16 19|16.7 4|11.8 15|10.3 6|14.7 94
Pat-Cap 15|11.5 23|20.9 7|7.9 8|8.3 5|6.8 8|7.1 11|5 1|4.4 12|6.2 40
p-value 0.870 0.116 0.092 0.259 0.007 0.569 <0.001 0.001 0.020
Count 123 224 85 89 73 76 54 47 67
With this contingency table containing PMs and problem settings (here defined as a combination of a decision and an
assignment level, see Sect. 3.3) we want to test whether PMs are used in a setting specific way. Each column represents a
separate Fisher test on the null-hypothesis that using a PM or not using a PM is equally likely in each setting. E.g., using
patient waiting time in a disc-day problem occurred 7 times, but was expected to be observed 6.3 times (=22x123/429).
The p-values in bold represent test results where the null-hypothesis cannot be rejected at a 5% significance level, in which
cases we conclude that there is no significant relationship between the setting and the use of a specific PM
find it important to emphasize the necessity to in-
clude a description of method specific assump-
tions in articles as we noticed that this is not al-
ways the case. This is understandable as for re-
searchers who work with a certain methodology
most of the assumptions are always used and con-
sequently they are, in comparison to setting spe-
cific assumptions, less consistently reported on.
Nevertheless, as they can be difficult to spot by
those readers who might have only a limited un-
derstanding of the used methodology, we would
recommend to highlight them in the text.
There are various assumptions that follow
from the chosen method (Table 15). An assump-
tion that is typically made when using an MP or an
improvement heuristic to solve the patient-to-date
assignment problem is that the patient population
that needs to be scheduled is known in advance
(i.e., at the moment of scheduling). This assump-
tion is often clearly stated and generally also ob-
vious from the problem formulation.
In contrast, there are assumptions that are less
obvious and sometimes not clearly mentioned in
the text. One such assumption is that surgeries are
restricted from starting before their predetermined
surgery start time. By including this assumption,
the problem formulation of the MP can be sim-
plified. However, this assumption may not always
hold in practice as surgeons may start a surgery
right after the preceding surgery is finished (e.g.,
in a setting where one surgeon performs more than
one surgery in sequence). In this setting, a method
where the next surgery would necessarily need to
be kept on hold until its official start time will
give wrong results. Consequently, it is important
that practitioners are able to clearly identify arti-
cles based on this criterion.
An assumption that is often made in analyti-
cal methods (e.g., Markov decision processes) is
that surgeries correspond to a certain fixed slot
size (e.g., 1 hour). It is important to keep in mind
that under this assumption all surgery duration es-
timates are of equal length. This may hold in some
settings, but not in others (e.g., an inpatient set-
ting). Therefore, improvements are introduced to
analytical methods that make them more appli-
cable to real settings. For example, Gocgun and
Ghate [102] introduce a method that allows to al-
locate surgeries of various fixed sizes to ORs (e.g.,
4 surgeries of 1 hour and 2 of 2 hours).
Generally, we noticed that method based as-
sumptions are more difficult to spot for articles
where analytical methods, MP and improvement
heuristic are used. In contrast, we found them eas-
ier to recognize in articles where DES and con-
structive algorithms are used as they are methods
where a detailed description of the building blocks
of the methods is often necessary.
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Table 15 Setting and method specific assumptions need to
be included in papers on OR planning
Setting specific assumptions
Patient characteristics
Patient type In/outpatient, emergent, urgent
Duration patterns Distribution (e.g., log-normal, Em-
pirical), mean/variance
Arrival patterns Distribution (e.g., Poisson, Empiri-
cal), mean/variance
Hospital characteristics
Capacity size Nr. ORs, nr. beds, equipment, ...
Capacity pattern Weekly mean/variance, ...
Personnel Nr. surgeons, medical staff, ...
Hospital type General, specialized care, ...
Scheduling policy Dynamic/static, open/block, ...
Same-day policy Emergency admittance rules,...
Admission policy Refusal and deferral policy,...
Problem characteristics
PM Waiting time, overtime, leveling, ...
Decision level Discipline, surgeon, patient, ...
Assignment level Date, time, room, capacity
Supporting units ICU, PACU, wards, ...
Planning horizon 4 weeks, 6 months, ...
Method specific assumptions
Surgery
durations
Estimated durations are equal (e.g.,
1 hour) for all patients (analyt-
ical); Deterministic surgery dura-
tions (MP, heuristic methods), ...
Arrivals Poisson arrivals (analytical), ...
Scheduling
framework
Patients to schedule are known up-
front (MP); Surgery cannot start be-
fore scheduled start time (MP), ...
We recommend to mention both setting and
method specific assumptions clearly in the text
(e.g., in a separate section or table). One way of
conveying them in a compact manner is with a
classification schema. This idea is already suc-
cessfully used in queuing theory (Kendall’s nota-
tion) or machine scheduling (e.g., the three-field
notation α|β |γ [31] describing respectively the
machine environment, the job characteristics and
the PM). It was first applied to OR scheduling by
Cardoen et al. [42]. Future research could focus
on expanding this idea.
4.4 Limitations of this review
It can be important for some readers to find arti-
cles based on criteria that are not included in this
review. For instance, some readers might be in-
terested to identifying articles based on the plan-
ning horizon of the scheduling problem (e.g., one
week, several months or years), the size of the
hospital setting (e.g., number of ORs), or whether
the arrivals are assumed to arrive in batches (static
scheduling) or one-by-one (dynamic scheduling)
Moreover, this review does not cover classifi-
cations on the target group (Sect. 4.2). Informa-
tion on this aspect is generally not given in arti-
cles. Although it can sometimes be inferred from
the result section, classifying articles based on this
criterion is largely subjective and is best left to the
authors themselves.
5 Conclusion
We classified the OR planning and scheduling lit-
erature over the years 2000-2014 with regard to
the patient type, the different performance mea-
sures, the decision that has to be made, the integra-
tion of OR supporting units, the incorporation of
uncertainty, the operations research methodology
and the testing phase. The resulting classification
tables enable the reader to quickly identify new
relevant articles (Sec. 3.1-3.7). Using the classifi-
cation fields, we found that
• overtime and patient waiting time are the most
used performance measures;
• problems on day and room assignments are
more often researched than capacity and tim-
ing related problems;
• although stochastic surgery durations are con-
sidered in about 44% of the papers, only 28%
of the papers consider stochastic arrivals;
• many authors test the developed approach with
real data, but only few report on implementa-
tion results in practice;
• a classification matrix, showing both the as-
signment decisions as well as the decision
level (Table 5), can help to define the problem
characteristics in a less ambiguous way than a
terminology based approach.
We also looked at trends for the last ten years
and examined connections between the problem
setting, the used methods and the performance
measures. This showed that
• the amount of published technical articles has
been increasing significantly in the recent ten
years.
• surprisingly, research on outpatient surgery is
not increasing, despite their increasing impor-
tance in reality;
• the amount of papers that investigate the OR
in an integrated way (e.g., by including the
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PACU) is, contrary to what we expected, not
increasing;
• MP is the most popular method (included in
half of the articles) and its popularity has been
increasing over the last ten years;
• analytical and DES models often relate to ca-
pacity problems solved at the discipline level.
Both generally model the durations and pa-
tient arrivals stochastically. DES results, un-
like analytical results, are usually tested with
real data;
• the number of included performance mea-
sures and constraints is the lowest in analytical
methods and the highest in DES models;
• most popular constraints are personnel related
(e.g., surgeon availability) and preference re-
lated (e.g., serve higher priority patient first).
We also found that there are no dominant re-
search trends observable. This shows that the re-
search community is not moving into one particu-
lar direction, but instead remains occupied with a
wide variety of problems and solutions.
An analysis of the connections between the
classification fields showed which approaches,
PMs and constraints are commonly combined and
which are not (Sec. 3.8). In general, we see that
all main problem settings have been researched
to some extent already. Consequently, one might
wonder whether there is anything left in OR plan-
ning. One could argue that OR planning is an out-
dated research topic and the time has come to fo-
cus on other research areas. We think that this ar-
gument is flawed as the operations research com-
munity did not fulfill its job yet. Results from
operations research methods are in the majority
of the cases not used in reality because, amongst
other things, the models are not realistic enough.
We therefore think that getting the currently used
methods closer to applicability (e.g., by dropping
unrealistic assumptions) remains an open chal-
lenge.
In the second part of this article, we identi-
fied common pitfalls and points that, based on our
analysis of the literature, deserve special attention
when researching this field. We found that
• there is a need for a clearer distinction be-
tween theoretic articles that contribute ad-
vanced methods and applied articles that show
the real-life applicability of these methods
(Table 13). This distinction would allow arti-
cles to focus on their core strengths; Addition-
ally, it would make it easier for both practi-
tioners and researchers to identify articles that
are relevant for them;
• many PMs (e.g., overtime) are used in articles
indifferently of the tackled problem;
• important information is occasionally missing
from articles (Table 15). This makes it harder
for readers (especially practitioners) to deter-
mine whether the shown research results are
relevant to them. For example, generally arti-
cles where analytical methods (e.g., Markov
models) are used, will often assume estimated
durations to be equal, as this is a strong as-
sumption one should be careful when general-
izing the results of these methods to inpatient
scheduling.
In order to avoid these pitfalls, we conclude
that researchers need to
• clearly define the target group (i.e., re-
searchers or practitioners) since this choice
impacts all aspects of the research (Sec. 4.1).
This also requires adapted publishing incen-
tives;
• choose their performance measures carefully
(Sec. 4.2). The most appropriate performance
measures for a setting are not necessarily the
ones that are the most popular in the liter-
ature. In our believe, adequate performance
measures should fulfill two criteria. First, they
should be of practical relevance to the real set-
ting. Second, the model components that prin-
cipally drive them should be included. For ex-
ample, overtime might not be determined by
the advance scheduling policy, but rather by
how well surgeons estimated their surgery du-
rations. In this case a realistic surgery duration
model should be used;
• mention both setting and method specific as-
sumptions clearly in the text (Sec. 4.3), e.g., in
a separate section or table. Clarifying method
specific assumptions is particularly important
since the readers might not always be famil-
iar with the used operations research methods.
Spelling out all assumptions helps them to un-
derstand whether a method is of relevance to
them.
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