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Abstract
The way in which agents are influenced by the truth and/or a conflicting source can have a sig-
nificant effect on the extent to which social learning is successful. We investigate these influences via
several variations of the Hegselmann-Krause model of opinion dynamics. First, we compare two ways
of modelling the influence of truth in the absence of a conflicting source and find that in a model
where access to the truth is more restricted, increasing the proportion of truth seekers in the society
has little effect on convergence to the truth. Second, we investigate the same models of truth in the
presence of a conflicting source, which could represent the opinions of a radical group, opinion leader
or media source. The results show that a consensus on the truth can be reached in certain cases in
both models, but also that in a wide range of cases both models give rise to the same partition of
the society into truth seekers and non-truth seekers.
Keywords: social learning; Hegselmann-Krause model; opinion dynamics; truth; opinion leader;
stubborn agents.
1 Introduction
The question of how agents learn the truth in a social context has been explored widely in studies of
social learning [1–5] and through simulations using various opinion dynamics models [6–14]. In this
paper, we employ several extensions of the Hegselmann-Krause (HK) model [15], which is a bounded
confidence model of opinion dynamics in which two agents interact only if their opinions lie within a
specified distance from each other. An alternative bounded confidence model is the Deffuant-Weisbuch
model [16]. The difference between the two models is the updating rule. In the HK model, all agents
interact simultaneously with those within their confidence limits whilst in the DW model, all interactions
are pairwise and sequential. In this paper the HK model is used to explore social learning in the presence
and absence of a conflicting source. In a recent review of opinion dynamics [17], the authors highlight
a number of open questions including the importance of developing intervention strategies to manage
1Address since November, 2019.
© 2020. This manuscript version is made available under the CC-BY-NC-ND 4.0 license
http://creativecommons.org/licenses/by-nc-nd/4.0/
the evolution of opinions with an established purpose. In this study, the purpose is to promote social
learning. This is achieved by investigating how a range of factors such as the proportion of truth seekers
in a society, the accessibility of truth, the willingness of agents to consider alternative views and the
presence of a conflicting source can affect the extent to which social learning occurs.
To start with, we adopt a model introduced by Hegselmann and Krause [6] (henceforth HK06) that
extends the standard HK model to incorporate truth in such a way that the truth attracts truth seekers
irrespective of whether their opinions are close to the truth. We then compare it directly with an alter-
native approach in which truth seekers are only drawn to the truth if they lie within its neighbourhood.
These models can be thought of as representing scenarios where the truth is readily accessible in the
former case and where the truth is only accessible to those with relevant expertise or privileged access
to it in the latter case.
We then extend each of these models to include a conflicting source that can also influence agents,
again based on the HK model. Various extensions of the HK model have been proposed to explore the
influence of radical or stubborn groups, opinion leaders and mass media [18–20], each of which could
correspond to a source in conflict with the truth in a given context. Nevertheless, interest in such models
is typically to investigate their influence on opinion dynamics in general rather than with specific reference
to the truth. The respective influences of competing opinion leaders or groups have been explored in
the HK model [21, 22], which is more closely related to the current work since it too involves competing
sources. Here, however, the focus is on truth and the influence of truth and the conflicting source are
modelled differently.
Section 2 sets out several extensions of the HK model, with truth incorporated in two different ways
and then each of these models further modified to allow for the presence of a conflicting source. Section
3 presents the results of computer simulations for the different models of truth, first in the absence, and
then in the presence, of a conflicting source. These results enable us to compare the models to see how
close the society gets to the truth in each case. Some analytical results are also presented for the long
term behaviour of the society in certain cases when both the truth and the conflicting source influence
the dynamics. Section 4 presents conclusions.
2 HK models with truth and a conflicting source
We consider four models of social learning, all based on the HK model of opinion dynamics [15]. The
first two models include different ways in which the truth can be included in the HK model, while two
further models also include a conflicting source of information.
2.1 Model I: HK with truth accessible to all
Consider a group of n agents, m of whom are truth seekers, while the remaining n −m agents will be
referred to as normal agents. Let agent i have belief xi(t) lying in the interval [0, 1] at time t. Agent
j will be a neighbour of agent i at t if the belief of agent j lies within a certain bound of confidence of
agent i, that is |xi(t)− xj(t)| ≤ εi, where εi is the confidence of agent i. Let τ be a value in the interval
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[0, 1] representing truth. We follow HK06 by specifying update rules for the agents as follows:
xi(t+ 1) =
αiτ + (1− αi)x
HK
i (t+ 1), if agent i is a truth seeker
xHKi (t+ 1), otherwise
(1)
where αi is the weighting given to the truth and x
HK
i (t+ 1) is the updated opinion for agent i obtained
by the standard HK approach:






with I(i, t) = {j : |xi(t)− xj(t)| ≤ εi}, i.e. the set of agents who are in the neighbourhood of agent i.
In this model, all truth seekers have access to the truth. This could represent scenarios where no
specialist knowledge or permissions are required. For example, relevant information might be freely
available on the Internet for those who wish to explore it. There is no requirement that a truth seeker’s
opinion needs to be close to τ before the agent’s opinion is influenced by the truth.
2.2 Model II: HK with limited accessibility to truth
In contrast to Model I, it is only truth seekers whose current opinions are sufficiently close to the truth
value, τ , who are influenced by the truth in Model II. In this case, we could think of such truth seekers
as representing people with specialist knowledge or privileged access to the truth in a given context such
as those with relevant medical or legal expertise. Nevertheless, other agents within the society can still
be influenced by the truth indirectly.
A truth seeking agent i will then be influenced by truth if τ lies within a certain distance of the agent’s
opinion. For simplicity, we set this distance to be the agent’s bound of confidence, εi, though other values
could also be considered. One way to implement the influence of truth with limited accessibility would be
to follow the approach proposed by Hegselmann and Krause [18], which will be discussed in the context
of Model III below. Adopting this approach, truth would be represented by a number of fixed agents
within the standard HK updating procedure, but in order to compare with Model I we instead give a
weighting to truth as before. This gives the following updating rule:
xi(t+ 1) =
αiτ + (1− αi)x
HK
i (t+ 1), if i is a truth seeker and |xi(t)− τ | ≤ εi
xHKi (t+ 1), otherwise
(3)
where, as before, xHKi (t+ 1) is given by equation (2).
2.3 Model III: HK with truth accessible to all and a conflicting source
In Models I and II, there are two influences on agents’ opinions: a social influence that affects all agents,
whether they are truth seekers or normal agents, and an influence from the truth that only affects truth
seekers. Now we add a further influence arising from a conflicting source, i.e. one that differs from the
truth. This could represent an influence due to mass media or an opinion leader, for example.
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To achieve this, we adopt the approach of Hegselmann and Krause [18], who represented the influence
of a constant signal within the HK model by means of a group of stubborn agents, all of whose opinions
are fixed at a single value, but who can influence other agents via the normal HK updating procedure. For
computational reasons, this can be implemented by a single stubborn agent that is given an appropriate
weighting, so that instead of r stubborn agents, there is one agent that is given a weighting of r in
the HK model. This weighting is referred to as the reputation of an opinion leader by Chen et al [21],
who investigated a closely related model that allowed the opinion leader’s opinion to evolve over time.
The approach in [21] has also been explored in the context of truth in [23] to investigate the influence
of characteristics of opinion leaders, but it differs in a number of important respects from the current
work. In particular, in [23] truth is modelled in essentially the same way as an opinion leader with a
specified reputation. Similarly, while the work in [22] can be interpreted in terms of truth, under such
an interpretation truth would again be modelled in the same way as an opinion leader. By contrast, in
the current work, different approaches are used to model truth and the influence of an opinion leader as
is the case in [24]. Also, in contrast to [22–24], the current work distinguishes between truth seekers and
non-truth seekers and between models where the truth is limited and unlimited in terms of accessibility.
Unlike truth, we assume that the conflicting source influences normal agents and truth seekers alike.
Of course, it would also be possible to explore alternative models where only the normal agents, or some
proportion of them, are influenced by this source, but these options are not pursued here. Following
[18], an agent i will take this source into account if it is sufficiently close to the agent’s opinion and for
simplicity we will assume that it must be within the agent’s bound of confidence, εi, though other values
could also be considered.
Incorporating this conflicting source in Model I gives the following update rule for Model III:
xi(t+ 1) =
αiτ + (1− αi)x
MHK
i (t+ 1), if agent i is a truth seeker
xMHKi (t+ 1), otherwise
(4)
where xMHKi (t+ 1) is the updated opinion for agent i obtained by a modified version of the HK model
that takes the conflicting source into account as follows:




|I(i,t)|+r , if |xi(t)− ψ| ≤ εi
xHKi (t+ 1), otherwise
(5)
where ψ represents the opinion of the conflicting source, r represents the weight or reputation of this
source, and as before I(i, t) = {j : |xi(t)− xj(t)| ≤ εi}, i.e. the set of agents (normal and truth seeking)
who are in the neighbourhood of agent i, and xHKi (t+ 1) is given by equation (2).
2.4 Model IV: HK with limited accessibility to truth and a conflicting source
This model adopts the same approach to the conflicting source as in Model III, but now incorporates
truth via Model II rather than Model I to give:
xi(t+ 1) =
αiτ + (1− αi)x
MHK
i (t+ 1), if i is a truth seeker and |xi(t)− τ | ≤ εi
xMHKi (t+ 1), otherwise
(6)
4
where xMHKi (t+ 1) is given by equation (5).
2.5 Simulations
In the following sections, we present results to compare Models I and II and then Models III and IV. The
results were obtained from simulations that included n = 100 agents, with the number of truth seeking
agents, m, and hence the normal agents, n −m, being varied. Since n = 100, we will often refer to m
as the percentage of truth seekers. The initial opinions of these agents were generated randomly from a
uniform distribution on the interval [0, 1], while the truth value, τ , and, where appropriate, the opinion of
the conflicting source, ψ, are specified in the discussion. For simulations involving the conflicting source,
its weight or reputation, r, was varied. Since a weighting of r is equivalent to r stubborn agents with a
weighting of one and with an opinion ψ, and since n = 100, we will often refer to r as the percentage of
stubborn agents. Note, however, that these agents should be thought of as additional to the n agents,
which was fixed at 100.
To constrain the parameter space, we keep the weighting of truth the same for each agent so that
αi = α for all agents i. Similarly, we keep the bound of confidence for each agent the same, εi = ε.
However, we then vary both α and ε to explore how they affect the results. We also vary the number of
truth seekers, m, the value of truth, τ , and the percentage of stubborn agents, r.
For each simulation, the update rules were iterated until a steady state is reached, which was im-
plemented by requiring that
∑
i |xi(t+ 1)− xi(t)| < 10−4. We present results for the root mean square









where x∗i is the opinion of agent i at the end of the simulation. We repeated each simulation 200 times
and obtained average values for the RMSD. We have carried out simulations with different numbers of
repetitions to ensure that the results are converged. We have also obtained results for different numbers
of agents, n, and found that this does not change the results significantly.
3 Results
3.1 Incorporating truth: a comparison of Models I and II
Model I was investigated previously in HK06, so our goal in this section is to compare this model with
Model II and pave the way for the comparison between Models III and IV in section 3.2. All our findings
for Model I are consistent with those in HK06, while Model II is similar for some regions of the parameter
space while differing in some important respects in other regions.
As pointed out in HK06, according to Model I, the whole society can end up with a consensus on
the truth even if there is only a tiny minority of truth seekers (even just one), provided the values for
other parameters are chosen appropriately. Our results show that this is the case for Model II as well,
although the region of parameter space where a consensus on the truth obtains is reduced.
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3.1.1 Comparison of Models I and II with few truth seekers and different truth values
Figure 1 shows the RMSD from the truth of the final opinions of all normal and truth seeking agents for
Models I and II in various scenarios where the percentage of truth seekers is small, m = 5%. Results are
presented for three different truth values: τ = 0.5 corresponding to truth being found at the centre of
the opinion space, τ = 1 so that truth is at one extreme, and an intermediate value, τ = 0.75. For each
value of τ , the confidence of the agents, ε, is varied between 0 and 0.7 while the weighting given to the
truth, α, is varied between 0 and 1. The left hand side of the figure provides results for Model I while
the right hand side provides results for Model II.
For both models, all agents form a consensus on the truth provided the confidence is large enough.
Indeed as pointed out in HK06, “for almost all values of [τ , m, and α] there seems to be a critical value
ε∗ such that a consensus on the truth is possible [for Model I] only if ε > ε∗” (HK06, p. 19). This is
also borne out in our results for Model II, as illustrated in figure 1 for m = 5%. As also pointed out in
HK06, “if the truth is in the centre of the opinion space the critical confidence level is lower than for
more extreme truths” (HK06, p. 19) and the results in figure 1 also illustrate this for Model II.
However, HK06 makes the further claim that “the critical confidence level that has to be exceeded
increases as the strength α of truth attraction increases” (HK06, p. 19). Our results in figure 1 bear
this out for Model I (see also figure 2), although it should be noted that even for Model I, once α reaches
a certain level (around 0.3-0.4) there is very little, if any, further increase in the critical confidence level
when τ is non-extreme (0.5 and 0.75 in figures 1(a) and (c) respectively). However, this finding does
not apply to Model II. For the non-extreme truth values in figures 1(b) and (d) the results are almost
independent of α, so that increasing α has no bearing on the critical confidence level. Furthermore, when
τ = 1, the HK06 result applies for values of α above about 0.45, but below this increasing α actually
decreases the critical confidence level.
A related claim of HK06 is that “for almost all [τ , m, and ε] there seems to be a critical value α∗ for
the strength of the attraction of truth such that for a consensus on the truth it is necessary that α < α∗”
(HK06, p. 20). Of course, as discussed earlier, there is a consensus on the truth if ε is sufficiently high,
but for a range of lower values of ε each of the results for Model I in figures (a), (c) and (d) demonstrate
that there is indeed a critical value α∗, which decreases with decreasing ε (see also figure 2 for higher
values of m).
However, in general there is no such critical value for α in Model II. As noted above, for the non-
extreme truth values the results are almost independent of α. When τ = 1 (figure 1(f)), there is a range
of confidence values (ε around 0.3 to 0.5) where there are two critical values of α. For a given confidence
in this range, there is an upper critical value αU such that for a consensus on the truth it is necessary
that α is less than αU as in Model I and in line with HK06. There is also a lower critical value αL such
that for a consensus on the truth it is necessary that α is greater than αL and hence exactly the opposite
to the dependence proposed in HK06.
What are the mechanisms that result in these critical value of α? First of all, consider Model I. In
Model I, as described in equation (1), all truth seekers must get to the truth and a low α can be beneficial
because the truth seekers converge to the truth slowly and are able to bring non-truth seekers along with
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(a) Model I: τ = 0.5 (b) Model II: τ = 0.5
(c) Model I : τ = 0.75 (d) Model II: τ = 0.75
(e) Model I: τ = 1 (f) Model II: τ = 1
Figure 1: RMSD from the truth, τ , for Models I and II at varying values of τ and m=5%
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them (take-along-effect in HK06). However, if α is too high, then for a range of values of confidence
truth seekers can converge to the truth too quickly leaving normal agents behind (leaving-behind-effect
in HK06). The critical value α∗ marks the transition from the leaving-behind-effect (for α > α∗) to
the take-along-effect (for α < α∗). A key difference between Models I and II can then be expressed in
terms of this transition from the leaving-behind-effect to the take-along-effect being much less common
in Model II than it is in Model I. For example, no such transition is found for low α in any of the results
for Model II in figure 1 (see also figure 2). Returning to the case where τ = 1 (figure 1(f)), however, we
see that such a transition does occur in Model II at higher values of α for a range of values of confidence;
this is the upper critical value of αU mentioned earlier. For α > αU truth seekers within the confidence
of truth all converge to the truth, but fail to bring their neighbours with them, while for slightly lower
values of α, they are able to bring about a consensus to the truth.
There are two reasons for these differences between Models I and II. First, consider the case of
low confidence. Recall that only truth seekers close to the truth are influenced by it in Model II.
Consequently, while those close to the truth can converge to the truth and bring some of their non-truth
seeking neighbours with them, the low value of confidence means they have little or no influence on
agents who are further away from the truth. Second, when confidence is higher and τ = 1 (figure 1(f)),
a low α can actually be disadvantageous in Model II because the weight of truth may not be sufficiently
strong to withstand the influence of agents who are not influenced by the truth. This means that even
truth seekers whose opinions are within the confidence of truth can be pulled away from it, which is
what occurs at τ = 1; the pull of the crowd is greater than the influence of truth, so that a consensus is
formed close to 0.5 and thus far from the truth. Hence, a major difference between Models I and II is
not merely that truth seekers are guaranteed to converge to the truth in Model I (if α > 0) while this is
not the case in Model II, but that even truth seekers within the confidence of truth may fail to converge
to the truth in Model II.
Despite the differences noted between Models I and II in figure 1, it is worth returning to some
similarities. It is not surprising that for high values of confidence both models give the same results since
in the limit of confidence going to one the models are equivalent. In fact, for all values of τ in figure
1, both models yield consensus to the truth for confidence greater than about 0.5 (and for much lower
values of confidence when τ = 0.5 and τ = 0.75). More surprisingly, there is also a lot of agreement
between the models even for lower confidence for all values of τ , provided α is greater than about 0.4. In
both models for non-extreme truth values, full truth convergence is achieved at a confidence value close
to 0.3 and the results are mostly independent of α as it increases above about 0.4.
3.1.2 Comparison of Models I and II with varying proportions of truth seekers
So far we have kept the percentage of truth seekers fixed at m = 5%, but in figure 2 we increase m
from 5% to 10%, 30%, 50% and 90% in both Models I and II while keeping the value of truth fixed at
τ = 0.75 for all the simulations. In Model I, as the proportion of truth seekers is increased, greater truth
convergence is achieved for confidence less than 0.2. This, however, can be explained by the fact that in
Model I all truth seekers are guaranteed to converge to the truth and so for m = 90% then the majority
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of agents will converge to the truth even for extremely low confidence. For higher values of confidence,
but still less than 0.2, all the truth seekers will converge to the truth together with normal agents they
have managed to bring along with them. It is therefore not surprising that the proportion of agents
converging to the truth increases with the percentage of truth seekers.
The results for Model II in figure 2 are completely different in this respect, however, since truth
convergence is hardly affected at all by an increase in the proportion of truth seekers from 5% to 90%.
It may seem very surprising that increasing the percentage of truth seekers in the society so significantly
has very little effect on the proportion of agents who end up at the truth. Recall, however, that for a
low confidence level, very few truth seekers are within the confidence of truth. Even so, considering the
number within the confidence of truth will increase in proportion to the percentage of truth seekers, this
might have been expected to have more influence on the society as a whole. However, the problem remains
in Model II that agents who start out with opinions far from the the truth can neither be influenced
by the truth themselves nor influence others towards the truth if confidence is not high enough. For
example, when ε = 0.2, typically agents converge into two groups, one at the truth and the other some
distance from it, with both containing a mixture of truth seekers and non-truth seekers.
According to HK06, in a wide range of scenarios “it seems that for a given position of the truth the
critical value ε∗ slightly decreases if [m decreases]” (HK06, p. 19). This is borne out for results for Model
I in the case of τ = 0.75 presented in figure 2 since, for example, at α = 1 the critical value of confidence
is at about 0.38 when m = 90% whereas when m = 10% it is at about 0.3. The reason for this is that
when the percentage of truth seekers is larger, this can result in faster convergence to the truth while
others are left behind. So it seems that large numbers of truth seekers, not just high α values, can lead
to the leaving-behind-effect. In the case of Model II, there is a drop in the critical value ε∗ between
m = 90% and 50%, but it changes very little as m decreases to lower values. In general, the results
presented in figure 2 for Model II show very little dependence on the percentage of truth seekers or on
the value of α.
3.1.3 Convergence rates
However, it should be remembered that our focus is on RMSD results. In terms of time taken for the
results to converge (i.e. average number of time steps), the results for Model II (and Model I) depend a
lot on α and m. For both models, convergence times generally decrease for higher values of both α and
m. This is not surprising since, assuming that at least some truth seeking agents converge to the truth,
this will occur more quickly if α is high or if m is high since truth seekers will also have an influence
on each other. To illustrate this type of dependence, results are presented in figure 3 for both models
when the truth is set to τ = 0.75 and ε = 0.2. These results are based on the average convergence time
obtained over 1,000 simulations. It should be noted that the results can differ quite a lot in different
cases. For example, for high confidence values the difference between the models becomes negligible. In
other cases the convergence times can be much greater such as when both α and m are low. Nevertheless,
this case provides a good illustration of the dependence on α and m.
In figure 3(a), α is varied while m is set to 50%. For low α, we see that in this case Model I takes
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(a) Model l: m = 10% (b) Model II: m = 10%
(c) Model l: m = 30% (d) Model II: m = 30%
(e) Model l: m = 50% (f) Model II: m = 50%
(g) Model l: m = 90% (h) Model II: m = 90%
Figure 2: RMSD from the truth for Models I and II at varying proportions of truth seekers, m, and
τ = 0.75
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(a) m = 50% (b) α = 0.5
Figure 3: Convergence rates by α and proportion of truth seekers, m, for Models I and II
longer to converge than Model II. In Model I all truth seekers will eventually converge to the truth, but
for low α this can take a long time. In figure 3(b), m is varied while α is set to 0.5. For low m, we
see that in this case it is Model II that takes longer to converge. While a significant number of agents
converge to the truth in both models in this case, the number of truth seekers within the neighbourhood
of the truth is low in Model II and so they have less influence on the normal agents around them than
the truth seekers in Model I, hence it takes longer to converge.
We have compared exponential and power law models and found that a power law fits the data better.
For example, when varying α in Model I, corresponding to figure 3(a), we obtain the following model for
the convergence time, C(α),
C(α) = 14.37α−1.127, (8)
giving R2 = 0.9924. Similarly, when varying m in Model I, corresponding to figure 3(c), we obtain the
following model for the convergence time, C(m),
C(m) = 17.98m−0.733, (9)
giving R2 = 0.9991.
3.2 Incorporating truth and a conflicting source
In Models III and IV, we examine truth convergence in the presence of a conflicting source, where the
truth is set to 0.75 and the fixed belief of the conflicting source to 0.25. Confidence is varied between 0
and 0.7 and α between 0 and 1. In Model III, we extend Model I to explore how the conflicting source
affects truth convergence when truth is accessible to all truth seekers. In Model IV, we extend Model II
to look at how truth convergence is affected by the presence of a conflicting source when only those in
the neighbourhood of truth are attracted to it.
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(a) m = 10%, r = 10% (b) m = 10%, r = 50% (c) m = 10%, r = 90%
(d) m = 50%, r = 10% (e) m = 50%, r = 50% (f) m = 50%, r = 90%
(g) m = 90%, r = 10% (h) m = 90%, r = 50% (i) m = 90%, r = 90%
Figure 4: Impact on truth of varying proportion of truth seekers relative to stubborn group in Model III
3.2.1 Comparison of Models III and IV with varying numbers of truth seekers and stub-
born agents
Figures 4 and 5 show the RMSD of the final opinions of the normal and truth seeking agents from the
truth for Model III and IV respectively. Recall from section 2 that the conflicting source can be thought
of as a group of stubborn agents whose opinion is fixed throughout the simulation. We can therefore
represent the influence of this source in terms of the number of stubborn agents, which we represent as
a percentage, r, of the number of non-stubborn agents (truth seekers and normal agents), n. Hence,
we present results for the following values of both m (percentage of truth seekers) and r (percentage of
stubborn agents): 10%, 50% and 90%. This gives nine sub-figures in each of figures 4 and 5, each of
which presents the mean RMSD result as ε is varied between 0 and 0.7 and α between 0 and 1.
First, compared with the earlier results, it is clear across figures 4 and 5 that truth convergence is
greatly reduced in the presence of a conflicting source. With Models I and II, as long as truth was not
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extreme, full truth convergence was guaranteed when the confidence exceeded around 0.3, and even for an
extreme truth value of truth provided confidence exceeded 0.5. With Models III and IV, full convergence
is considerably more difficult to achieve. In general, we see that there is no such complete convergence
to the truth for high confidence in either figure 4 or 5. Second, as will be explained later, the results
are the same for Models III and IV for the different combinations of m and r when the confidence is
high, certainly for confidence above 0.5 and in many cases above about 0.4. Third, there is very little
difference between the results for the two models when m = 10% (figures 4(a) - (c) compared to 5(a) -
(c)).
Fourth, the results for Model IV vary very little when the confidence is less than about 0.25 for the
different combinations of m and r. This is similar to the behaviour of Model II (i.e. in the absence of a
conflicting source) as discussed in the context of figure 2. In that case we observed that when ε = 0.2,
typically agents converge into two groups, one at the truth and the other some distance from it, with
both containing a mixture of truth seekers and non-truth seekers. This is also the case for Model IV
except that now the second group converges to the opinion of the conflicting source. Fifth, for Model
III truth seekers will converge to the truth for low confidence, but only if α is not too low, otherwise the
pull of the crowd and the influence of the conflicting source can prevent some of the truth seekers from
getting to the truth. As we shall see below, no truth seekers can converge to the truth if confidence is
too high. These findings are in sharp contrast to Model I where truth seekers are guaranteed to converge
to the truth.
Sixth, a consensus on the truth can occur in both models, but it is only observed in cases where m
is greater than r, particularly when r = 10% and m = 50% or 90%. It occurs for a limited range of α
and ε values, which is greater for Model III than Model IV. As discussed in the context of Models I and
II, consensus to the truth depends on the take-along-effect: truth seekers must converge to the truth
and bring others along with them. Hence it is not surprising that m needs to be large enough relative
to r to ensure truth seekers have enough influence compared to the conflicting source. Also, as already
noted, not even all truth seekers will converge to the truth if confidence is too high or α too low. This
also occurs for low confidence in Model IV, while for low confidence in Model III if α is too high, the
leaving-behind-effect can occur (in figures 4(d), (g) and (h)): truth seekers converge to the truth too
rapidly to bring others along with them.
3.2.2 Partitioning of society into truth seekers and non-truth seekers
In the standard HK model a consensus is formed when confidence is high and we have seen from the
results for Models I and II that a consensus on the truth is formed for high confidence. However, it
turns out that no such consensus forms in Models III or IV, either to the truth or elsewhere for ε > 0.5,
provided m > 0 and r > 0. Clearly, such a consensus could not converge to any opinion greater than
τ = 0.75 or less than that of the conflicting source, ψ = 0.25, since in the former case truth seeking
agents would be influenced by the truth and in the latter case all agents would be influenced by the
conflicting source. Similarly, no consensus could form at either 0.75 or 0.25 since ε > 0.5 would ensure in
the former case that all agents were influenced by the conflicting source and in the latter case that truth
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(a) m = 10%, r = 10% (b) m = 10%, r = 50% (c) m = 10%, r = 90%
(d) m = 50%, r = 10% (e) m = 50%, r = 50% (f) m = 50%, r = 90%
(g) m = 90%, r = 10% (h) m = 90%, r = 50% (i) m = 90%, r = 90%
Figure 5: Impact on truth of varying proportion of truth seekers relative to stubborn group for Model
IV
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seekers would be influenced by the truth. Could a consensus form in between 0.25 and 0.75? No, while
truth seekers would be influenced by both truth and the conflicting source, non-truth seekers would only
be influenced by the conflicting source, drawing them away from the supposed consensus. So a consensus
for ε > 0.5 is impossible.
Since all agents would be expected to converge to an opinion between 0.25 and 0.75, all truth seekers
must converge to a single opinion, x∗ say, since they will be subject to the same influences and all non-
truth seekers must similarly converge to a single opinion, y∗ say, since they too will be subject to the
same influences. Hence, there will be a partition of truth seekers and non-truth seekers into two separate
groups. In such a scenario Models III and IV will be equivalent in terms of their long term behaviour
since all truth seekers will converge to an opinion within the confidence of truth and from equation (4)
we can see that x∗ and y∗ will be related as follows
x∗ = ατ + (1− α)xMHK∗ (10)
and
y∗ =




xMHK∗ = y∗ (12)
where n is the total number of agents (truth seekers and normal agents), m is the number of truth seekers,
r represents the reputation or weight of the conflicting source, which can be thought of as a number of
stubborn agents, and ψ represents the fixed value of the conflicting source. It is straightforward to show
that the solution to these equations is given by
x∗ =








Note that this result means that Models III and IV have exactly the same long term behaviour for
ε > 0.5, forming a partition between truth seekers and non-truth seekers. Also, it shows that even in
Model III, truth seekers cannot converge to the truth unless α = 1 or else r = 0.
From equations (13) and (14), it is easy to see that as either r → 0 or α→ 1, then x∗ → τ , while y∗
tends to τ in the former case or a weighting of τ and ψ in the latter. Similarly, when either α → 0 or
m→ 0, then y∗ → ψ, while x∗ tends to ψ in the former case or a weighting of τ and ψ in the latter. These
findings are clearly reflected in figures 4 and 5 at high confidence levels where the average distance from
truth decreases with increasing α, increasing m and decreasing r, but is independent of the confidence,
ε. Note in particular that in figures 4(g) and 5(g), where m = 90% and r = 10%, the average distance
from the truth is very low when α is close to 1. This is because both x∗ and y∗ will be close to τ in this
case.
In many cases, the same partition of truth seekers and non-truth seekers can occur at lower confidence
values as well, although this depends on the various parameters and can differ between Models III and IV.
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(a) Model III (b) Model IV
Figure 6: Examples of individual simulations for Models III and IV when ε = 0.3, α = 0.2 and m = r =
50%. Results are presented for truth seekers ( ) and non-truth seekers ( ). The value of truth ( )
and the conflicting source ( ) are also shown.
For example, the partition still applies in Model III, as shown in figure 6(a) when ε = 0.3, m = r = 50%
and α = 0.2 giving x∗ = 5/12 and y∗ = 1/3, whereas this is not the case with Model IV. An example
of the behaviour that can occur in Model IV with these parameter values is shown in figure 6(b) where
there is a partition in which about half the agents (truth and non-truth seekers) converge to the truth
and the rest converge to the opinion of the conflicting source.
Furthermore, while the argument for a partition into truth seekers and non-truth seekers and the
related analytical results were based on τ = 0.75 and ψ = 0.25, corresponding results can be derived in
many other cases. For example, the same result can be derived for any case where |τ−ψ| = 0.5. Similarly,
if τ and ψ are closer to the central value of 0.5, a partition will occur for lower values of confidence. For
example, if τ = 0.7 and ψ = 0.3, then the same result will hold if ε > 0.4. Alternatively, if τ and ψ are
further from 0.5, a partition will be guaranteed for higher values of confidence. For example, if τ = 0.8
and ψ = 0.2, then the same result will hold if ε > 0.6. Hence, there are a wide range of cases where the
society will partition into truth seekers and non-truth seekers as expressed in equations (13) and (14).
Indeed there are other scenarios where a partition into the two groups can occur in a different way.
The derivation of equations (13) and (14) required that x∗ was within the confidence of the truth, y∗
and the conflicting source, while y∗ was within the confidence of x∗ and the conflicting source. In some
cases, a partition can occur in a different way for range of lower confidence values where x∗ is not within
the confidence of the conflicting source, though y∗ still is. In such a case, equation (11) remains the same





which gives the following solutions
x∗ =
αn(m+ r)τ + (1− α)(n−m)rψ
n(m+ r)− (1− α)m(n+ r)
(16)
and y∗ is given by equation (14) as before.
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(a) ε = 0.38 (b) ε = 0.39
Figure 7: Examples of individual simulations for Models III where α = 0.5, m = 50% and r = 10%.
Results are presented for truth seekers ( ) and non-truth seekers ( ). The value of truth ( ) and
the conflicting source ( ) are also shown.
For example, consider the case in Model III where m = 50%, r = 10% and α = 0.5 in figure 4(d). For
values of confidence from about 0.43 and higher, the earlier partition into truth seekers and non-truth
seekers at the values given by equations (13) and (14) occurs. For values of confidence between 0.39 and
0.42, the alternative mechanism for creating a partition occurs and so the truth seekers converge to an
x∗ value given by equation (16). In this case, x∗ = 0.7115 and y∗ = 0.6346, which means that when
ε = 0.39, y∗ is just within the confidence of the conflicting source. For lower values of confidence, down
to about 0.28, the influence of the truth seekers is sufficient to overcome that of the conflicting source
on the non-truth seekers and a consensus is formed at the truth. Figure 7 illustrates these differences in
behaviour. In figure 7(a), when ε = 0.38, all truth seekers and non-truth seekers converge to the truth,
but in figure 7(b), when ε = 0.39, there is a partition into truth seekers and non-truth seekers. For values
lower than about 0.28, a partition into two groups becomes more dominant, with one group containing
all the truth seekers and some non-truth seekers converging to the truth, while the other group converges
to the conflicting source at 0.25.
4 Conclusions
We have investigated social learning in both the presence and absence of a conflicting source and with
two different ways of modelling the influence of the truth. To do this, we have used four variations of the
HK bounded confidence model of opinion dynamics. In Model I, truth is accessible to all truth seekers,
while in Model II, truth only has an influence on truth seekers whose opinions are close to the truth.
Models III and IV extend each of these models by including the influence of a conflicting source on the
opinion dynamics.
In the absence of a conflicting source, there are some similarities between the results obtained for
Models I and II. In particular, a consensus on the truth occurs in both models provided the confidence is
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sufficiently high and fails to occur in both models if the confidence is low and the influence of the truth
is high. There are also some significant differences between the models. In Model I, all truth seekers are
guaranteed to converge to the truth, whereas in Model II even truth seekers who are close to the truth
can fail to reach the truth as they are pulled away by the influence of the crowd. Furthermore, increasing
the proportion of truth seekers results in the society as a whole moving closer to the truth in Model I,
but has little effect in Model II.
In the presence of a conflicting source, both approaches to modelling the influence of truth (Models
III and IV) yield the same results when the confidence is high, giving the same partition of the society
into truth seekers and non-truth seekers. However, the presence of a conflicting source, no matter how
weak, ensures that even the truth seekers do not converge to the truth in either model if the confidence
is high. Nevertheless, both models can lead to a consensus on the truth in some scenarios. In particular,
for both models such a consensus requires the proportion of truth seekers to be sufficiently high relative
to the influence of the conflicting source and also requires the confidence and influence of the truth to
lie within certain ranges. The biggest difference between the two models is that in Model III the society
as a whole ends up closer to the truth when confidence is low than it does in Model IV.
The paper has several implications for various real world contexts. It is clear from comparing Models
I and II that the scope for social learning is enhanced by making the truth more accessible to all rather
than a privilege of the few. For example, in a public health campaign, it highlights the importance of
clear and simple communication of a potentially complex message. Related to this, social learning can
be enhanced if there are more truth seekers within the society and so, for example, a health campaign
could benefit from stimulating interest and emphasising the relevance of the message to those who might
otherwise ignore it. The results also highlight the importance of being aware of how people might be
influenced by other views within society. This is particularly relevant in instances where social learning
in a society may be hampered by the presence of a conflicting source which stands opposed to the
truth as in Models III and IV. This could apply even in cases where the truth has a firm evidence
base, for example in medical or scientific research or in well-established government policy. The results
demonstrate the importance of taking account of a conflicting source where it exists to minimise the
adoption of false beliefs and lead to effective social learning. Given the ability of even a relatively weak
conflicting source to prevent social learning in some cases, the results suggest that ignoring such sources
and just concentrating on making a positive case may often be inadequate. Instead, false beliefs will often
need to be rebutted directly. Further discussion of optimal strategies for maximising social influence in
the context of competing opinions is provided in [22], but there the focus was not on truth and hence did
not take into account the role of truth seekers. However, stimulating interest in seeking the truth could
have an important role to play in many cases, especially given the tendency for society to partition into
truth seeking and non-truth seeking groups as the results in section 3.2.2 show. There is a lot of scope
for exploring these implications further in the context of scientific, ethical and social issues in a world
where social media and fake news have a lot of influence. Towards this end, it would be interesting to
explore the possibilities for applying the models considered here to real data available from social media.
This is a challenge for research in opinion dynamics more generally as noted in [17], but one possibility
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might be to draw on work that infers opinions from users’ actions [25, 26].
There are also a number of other possible directions for further research. For example, it would be
interesting to compare the results here with corresponding models based on the Deffuant-Weisbuch (DW)
model of opinion dynamics [16]. Like the HK model, the standard version of the DW model reaches a
consensus for sufficiently high confidence levels (ε > 1/2 in the case of DW) and so it might be expected
to reach a consensus to the truth in a wide range of cases corresponding to Models I and II. The more
interesting case concerns the inclusion of a conflicting source where it would be interesting to see whether
the DW model also results in similar partitions of the agents into truth seekers and non-truth seekers.
It would also be worthwhile exploring alternative modelling assumptions. For example, the influence of
allowing heterogeneous confidence values [19, 27–30] or dropping the assumptions that confidence with
respect to the conflicting source in Models III and IV should be the same as the confidence in general and
similarly for the confidence of truth seekers with respect to the truth in Models II and IV [21] could be
explored. In terms of the respective influences of truth and the conflicting source, we have considered the
case where the truth is at τ = 0.75 and the conflicting source at ψ = 0.25, so it would be interesting to
explore what happens when the conflicting source is closer or further away from the truth. Nevertheless,
the simulations and analytical results presented here give a good sense of the kinds of behaviour that
could be expected in a range of scenarios.
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