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ABSTRACT
In this paper, we consider online continuous DR-submodular maxi-
mization with linear stochastic long-term constraints. Compared to
the prior work on online submodular maximization [8], our setting
introduces the extra complication of stochastic linear constraint
functions that are i.i.d. generated at each round. To be precise, at
step t ∈ {1, . . . ,T }, a DR-submodular utility function ft (·) and a
constraint vector pt , i.i.d. generated from an unknown distribution
with mean p, are revealed after committing to an action xt and we
aim to maximize the overall utility while the expected cumulative
resource consumption
∑T
t=1⟨p,xt ⟩ is below a fixed budget BT . Sto-
chastic long-term constraints arise naturally in applications where
there is a limited budget or resource available and resource con-
sumption at each step is governed by stochastically time-varying
environments. We propose the Online Lagrangian Frank-Wolfe
(OLFW) algorithm to solve this class of online problems.We analyze
the performance of the OLFW algorithm and we obtain sub-linear
regret bounds as well as sub-linear cumulative constraint violation
bounds, both in expectation and with high probability.
CCS CONCEPTS
•Computingmethodologies→Online learning settings; Ma-
chine learning; Learning settings;
KEYWORDS
online optimization, submodular maximization, regret analysis,
non-convex optimization
1 INTRODUCTION
The Online Convex Optimization (OCO) problem has been exten-
sively studied in the literature [11, 21, 24, 28]. In this problem, a
sequence of arbitrary convex cost functions { ft (·)}Tt=1 are revealed
one by one by “nature" and at each round t ∈ [T ], the decision
maker chooses an action xt ∈ X, where X is the fixed domain set,
before the corresponding function ft (·) is revealed. The goal is to
minimize the regret defined as [28]
T∑
t=1
ft (xt ) − min
x ∈X
T∑
t=1
ft (x).
In other words, regret characterizes the difference between the
overall cost incurred by the decision maker and that of a fixed
benchmark action which has access to all the cost functions { ft }Tt=1.
∗Equal contribution.
In many applications, however, in addition to maximizing the
total reward (minimizing the overall cost), there are restrictions
on the sequence of decisions made by the learner that need to be
satisfied on average [1–3, 22]. Therefore, it may be beneficial to sac-
rifice some of the reward to meet other desired goals or restrictions
over the time horizon. Such long-term constraints arise naturally
in applications with limited budget (resource) availability [4, 5, 9].
As an illustrative example, consider the online ad allocation prob-
lem for an advertiser. At each round t ∈ [T ], the advertiser should
choose her investment on ads to be placed on n different websites.
Beyond the immediate goal of maximizing the overall impressions
of the ads, the advertiser needs to balance her total investment
against an allotted budget on a daily, monthly or yearly basis [4].
However, the cost of ad placement in each round depends on the
number of clicks the ads receive, so they are not known ahead of
time. Therefore, the advertiser needs to strike the right balance
between the total reward and budget used. See Section 3.2 for a
number of other motivating applications that can be naturally cast
in our framework.
In this paper, we propose and study a new class of online allocation
problems with long-term resource constraints where the utility
functions are DR-submodular (and not necessarily concave) and
the constraint functions are linear with coefficient vectors drawn
i.i.d. from some unknown underlying distribution. The problem
has been extensively studied in the convex setting [16, 19, 26, 27];
furthermore, Sadeghi and Fazel [23] considered a similar frame-
work under the assumption that the linear constraint functions
are chosen adversarially. However, [23] does not provide any high
probability bounds for the regret and constraint violation with ran-
dom i.i.d. linear constraints, and their expected constraint violation
bound is worse than ours as well (see Section 3.3 and Section 4.4
for an overview of related work and comparison of our results with
the existing bounds respectively). In this paper, we provide the first
sub-linear bounds for the regret and total budget violation that hold
in expectation as well as with high probability. Specifically, our
contributions are as follows:
• In Section 4.1, We propose the Online Lagrangian Frank-
Wolfe (OLFW) algorithm for this class of online continuous
DR-submodular maximization problems with stochastic cu-
mulative constraints. The OLFW algorithm is inspired by
the quadratic penalty method in constrained optimization
literature [20] and it generalizes a Frank-Wolfe variant pro-
posed by [8] for solving online continuous DR-submodular
maximization problems to take into account the additional
stochastically time-varying linear constraints. Note that this
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extension is not straightforward and the choice of the penalty
function and the update rule for the dual variable are crucial
in obtaining bounds for the total budget violation as well as
the regret (see Section 4.1 for more details).
• We analyze the performance of the OLFW algorithm with
high probability and in expectation in Section 4.2 and Section
4.3 respectively and we establish the first sub-linear expected
and high probability bounds on both the regret and total
budget violation of the algorithm.
Finally, in Section 5, we demonstrate the effectiveness of our pro-
posed algorithm on simulated and real-world problem instances,
and compare the performance of the OLFW algorithm with several
baseline algorithms.
1.1 Notation
[T ] is used to denote the set {1, 2, . . . ,T }. For u ∈ R, we define
[u]+ := max{u, 0}. For a vector x ∈ Rn , we use xi to denote the ith
entry of x . The inner product of two vectors x ,y ∈ Rn is denoted by
either ⟨x ,y⟩ or xTy. Also, for two vectors x ,y ∈ Rn , x ⪯ y implies
that xi ≤ yi ∀i ∈ [n]. A function f : Rn → R is called monotone if
for all x ,y such that x ⪯ y, f (x) ≤ f (y) holds. For a vector x ∈ Rn ,
we use ∥x ∥ to denote the Euclidean norm of x . The unit ball of the
Euclidean norm is denoted by B, i.e., B = {x ∈ Rn | ∥x ∥ ≤ 1}. For
a convex set X, we will use PX(y) = argminx ∈X ∥x −y∥ to denote
the projection of y onto set X. The Fenchel conjugate of a function
f : Rn → R is defined as f ∗(y) = supx (xTy − f (x)).
2 PRELIMINARIES
2.1 DR-submodular functions
Definition 2.1. A differentiable function f : X → R, X ⊂ Rn+, is
called DR-submodular if
x ⪰ y ⇒ ∇f (x) ⪯ ∇f (y).
In other words, ∇f is element-wise decreasing and satisfies the
DR (Diminishing Returns) property.
If f is twice differentiable, the DR property is equivalent to the
Hessian matrix being element-wise non-positive. Note that for
n = 1, the DR property is equivalent to concavity. However, for
n > 1, concavity corresponds to negative semidefiniteness of the
Hessian matrix (which is not equivalent to the Hessian matrix
being element-wise non-positive). DR-submodular functions are
also known as “smooth submodular” in the submodularity literature
(e.g., see [25]). Bian et al. [6] showed that a DR-submodular function
f is concave along any non-negative and any non-positive direction;
that is, if t ≥ 0 and v ∈ Rn satisfies v ⪰ 0 or v ⪯ 0, we have
f (x + tv) ≤ f (x) + t ⟨∇f (x),v⟩.
2.2 Examples of non-concave DR-submodular
functions
Multilinear extension of discrete submodular set functions.
A discrete function F : {0, 1}V → R is submodular if for all j ∈ V
and for all sets A ⊆ B ⊆ V \ {j}, the following holds:
F (A ∪ {j}) − F (A) ≥ F (B ∪ {j}) − F (B).
The multilinear extension f : [0, 1]V → R of F is defined as [7]
f (x) =
∑
S ⊂V
F (S)
∏
i ∈S
xi
∏
j<S
(1 − x j ) = ES∼x [F (S)].
Multilinear extensions are extensively used for maximizing their
corresponding discrete submodular set functions and are known to
be a special case of non-concaveDR-submodular functions. TheHes-
sian matrix of this class of functions has non-positive off-diagonal
entries and all its diagonal entries are zero. It has been shown that
multilinear extensions can be efficiently computed for a large class
of submodular set functions, for example, weighted matroid rank
function, set cover function, probabilistic coverage function and
graph cut function (see [13] for more examples and details).
Indefinite quadratic functions. Consider the quadratic func-
tion f (x) = 12xTHx + hT x + c . If the matrix H is element-wise
non-positive, f is a DR-submodular function.
More generally, if hi : R → R is concave for all i ∈ [n] and
θi j ≤ 0 ∀i , j, the following function f : Rn+ → R is DR-
submodular:
f (x) =
n∑
i=1
hi (xi ) +
∑
i, j :i,j
θi jxix j .
Log-determinant function. Let the function f : [0, 1]n → R
be defined as
f (x) = log det (diag(x)(L − I ) + I ),
where L ⪰ 0 is a positive semidefinite matrix and diag(x) denotes a
diagonal matrix with vector x on its diagonal. This function is used
as the objective function in Determinantal Point Processes (DPPs).
It was proved in [10] that f is a DR-submodular function.
3 PROBLEM STATEMENT
Consider the following overall offline optimization problem:
maximize
∑T
t=1 ft (xt )
subject to xt ∈ X, ∀t ∈ [T ]∑T
t=1⟨p,xt ⟩ ≤ BT .
(1)
The online setup is as follows: At each round t ∈ [T ], the algorithm
chooses an action xt ∈ X, where X ⊂ Rn+ is a fixed, known set.
Upon committing to this action, the utility function ft : X → R+
and a random i.i.d. sample pt ∼ D(p, Σ) are revealed and the al-
gorithm receives a reward of ft (xt ) while using ⟨p,xt ⟩ of its fixed
total allotted budget BT . The overall goal is to maximize the total
obtained reward while satisfying the budget constraint asymptoti-
cally (i.e.,
∑T
t=1⟨p,xt ⟩ − BT being sub-linear in T ). Mahdavi et al.
[17] considered a similar setup and performance metric for the
special case of linear utility functions.
Note that our proposed algorithm can handle multiple linear con-
straints as well, and similar regret and constraint violation bounds
can be derived. However, for ease of notation, we focus on the case
with only one linear constraint.
We make the following assumptions about our problem framework:
A1. The domain X ⊂ Rn+ is a closed, bounded, convex set contain-
ing the origin, i.e., 0 ∈ X. We denote the diameter of X with R; i.e.,
R := maxx,y∈X ∥y − x ∥.
A2. For all t ∈ [T ], the utility function ft (·) is normalized (i.e.,
2
ft (0) = 0), monotone, DR-submodular, βf -Lipschitz and L-smooth.
In other words, for all x ,y ∈ X and u ∈ Rn where u ⪰ 0 or u ⪯ 0,
the following holds:
ft (x + u) − ft (x) ≥ ⟨u,∇ft (x)⟩ − L2 ∥u∥
2
| ft (y) − ft (x)| ≤ βf ∥y − x ∥.
A3. For all t ∈ [T ], pt ∈ Rn+ is i.i.d. generated from the distribution
D with bounded support βpB ∩ Rn+, mean p ⪰ 0 and covariance
matrix Σ, i.e., pt ∼ D(p, Σ).
Let β = max{βf , βp }. Under the above assumptions, we have
F := max
t ∈[T ]
max
x,y∈X
| ft (x) − ft (y)| ≤ βR < ∞
G := max
p′∼D(p,Σ)
max
x ∈X
|⟨p′,x⟩ − BT
T
| ≤ βR − BT
T
< ∞.
Note that although our framework can be interpreted as the con-
tinuous generalization of an online discrete submodular problem
with cumulative knapsack constraints, we do not aim to solve the
related discrete problem; rather, our goal is to solve a class of online
problems with long-term linear constraints where the objective
function is originally continuous and DR-submodular.
3.1 Performance metric
We characterize the performance of our proposed algorithm through
bounding the notions of regret and cumulative constraint violation
which are defined below:
Definition 3.1. The (1 − 1e )-regret is defined as:
RT = (1 − 1
e
) max
x ∈X∗
T∑
t=1
ft (x) −
T∑
t=1
ft (xt ),
where:
X∗ = {x ∈ X :
T∑
t=1
⟨p,x⟩ ≤ BT } = {x ∈ X : ⟨p,x⟩ ≤ BT
T
}.
The regret metric RT quantifies the difference of the reward
obtained by the algorithm and the (1 − 1e )-approximation of the
reward of the best fixed benchmark action that has access to all the
utility functions ft ∀t ∈ [T ], the mean p of the linear constraint
functions, and satisfies the cumulative budget constraint. Note that
1 − 1e is the optimal approximation ratio for offline continuous
DR-submodular maximization; in other words, even if all the online
input were available beforehand, we could only obtain a (1 − 1e )
fraction of the maximum reward in polynomial time. The (1 − 1e )-
regret is commonly used in the online submodular maximization
literature (e.g., [8]).
Definition 3.2. The cumulative constraint violation is defined as
follows:
CT =
T∑
t=1
⟨p,xt ⟩ − BT .
Note that since pt ∀t ∈ [T ] is i.i.d. drawn from the distribution
D with mean p, our cumulative constraint violation metric CT is
defined with respect to the true underlying fixed linear constraint
p (as opposed to pt ).
3.2 Motivating applications
In the following, in order to illustrate the generality of our frame-
work, we have listed a number of interesting applications that could
be cast into our setting.
Online ad allocation. Consider the following online ad place-
ment problem: At round t ∈ [T ], an advertiser should choose an
investment vector xt ∈ Rn+ over n different websites where i-th
entry of xt denotes the amount that the advertiser is willing to pay
per each click on the ad on the i-th website (i.e., cost per click). In
other words, each website has different tiers of ads and choosing xt
corresponds to ordering a certain type of ad. The aggregate cost of
investment is determined when the number of clicks the ad receives
is revealed. Namely, the cost of such an investment is character-
ized by pt where the i-th entry of the vector pt is the number of
clicks the ad on the i-th website receives. The stochastic nature
of the number of visitors of these n websites validates our choice
of stochastic linear constraint functions. The advertiser needs to
balance her total investment against an allotted long-term budget
BT . At round t ∈ [T ], the advertiser’s utility function ft (xt ) is a
monotone DR-submodular function with respect to the vector of
investments and this function quantifies the overall impressions of
the ads. DR-submodularity of the utility function characterizes the
diminishing returns property of the impressions. In other words,
making an ad more visible will attract proportionally fewer extra
viewers because each website shares a portion of its visitors with
other websites.
Online task assignement in crowdsourcing markets. In this
problem, there exists a requester with a limited budget BT that
submit jobs and benefits from them being completed. There are n
types of jobs available to be assigned to workers arriving online. At
each step t ∈ [T ], a worker arrives and the requester has to assign
a bundle xt ∈ X = {x ∈ Rn+ : 0 ⪯ x ⪯ 1} of the jobs to the worker.
The worker has a private cost [pt ]i ∀i ∈ [n] for performing one unit
of the i-th job where [pt ]i denotes the i-th entry of vector pt . The
workers’ evaluation of the cost of performing each of these n jobs
is governed by the fluctuations of the wages in the job market and
is stochastic in nature. The rewards obtained by the requester from
this job assignment is a DR-submodular function ft (xt ). The DR
property of the utility function captures the diminishing returns of
assigning more jobs to the worker, i.e., as the number of assigned
jobs to the worker increases, she has less time to devote to each fixed
job i ∈ [n] and therefore, the reward (quality of the completed task)
obtained from the worker performing one unit of job i decreases.
In other words, if x ⪯ y, ∇i f (x) ≥ ∇i f (y) ∀i ∈ [n] holds. The goal
is to maximize the overall rewards obtained by the requester while
the budget constraint is not violated as well. Note that if the jobs
are indivisible, for all t ∈ [T ], the utility function ft corresponds to
the multilinear extension of the monotone submodular set function
Ft : 2n → R and using the lossless pipage rounding technique of
[7], we allocate an integral bundle of jobs to the workers at each
step.
Online welfare maximization with production cost [12]. In
this problem, there is a seller who has n types of products for sale
that may be produced on demand using a fixed limited budget BT .
At each step t ∈ [T ], an agent (customer) arrives online and the
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Paper Cost (utility) Constraint Window size Regret bound Constraint violation bound
[27] convex convex (fixed) T O(√T ) O(T 34 )
[26] convex convex (stochastic) T O(√T ) O(√T )
[19] convex convex (adversarial) 1 O(√T ) O(√T )
[16](a) convex convex (adversarial) W O(√T + WTV ) O(
√
VT )
[23] DR-submodular linear (adversarial) W O(√WT ) O(W 14T 34 )
Table 1: State of the art results for online problems with cumulative constraints in various settings. Note that in (a),V ∈ (W ,T )
is a tunable parameter.
seller has to assign a bundle xt ∈ X = {x ∈ Rn+ : 0 ⪯ x ⪯ 1}
of products to the agent. Producing each unit of product i ∈ [n]
costs an unknown amount [pt ]i and the production cost of the
item may change over time {1, . . . ,T } because of the stochastic
fluctuations of the prices of ingredients. The agent has an unknown
private DR-submodular valuation function ft over the items where
the DR property characterizes the diversity of the assigned bundle.
Therefore, the utility obtained by assigning the bundle xt equals
ft (xt ). The goal is to maximize the overall valuation of the agents
while satisfying the budget constraint of the seller. Note that if the
products are indivisible, for all t ∈ [T ], the utility function ft corre-
sponds to the multilinear extension of the monotone submodular
set function Ft : 2n → R and using the lossless pipage rounding
technique of [7], we allocate an integral bundle of products to the
agents at each step.
3.3 Related work
Consider the following general framework of online problems with
long-term constraints: At round t ∈ [T ], the player chooses xt ∈ X.
Then, cost (utility) function ft : X → R, X is a fixed convex set,
and constraint function дt : X → R are revealed and the player
incurs a loss (obtains a reward) of ft (xt ) and her budget is impacted
by the amount дt (xt ). This problem has been studied extensively
under various assumptions where the cost (utility) functions are
adversarially chosen and are assumed to be linear, convex or DR-
submodular and the constraint functions are linear or convex and
are either fixed (i.e., дt (·) = д(·) ∀t ∈ [T ]), stochastic and i.i.d
drawn from some unknown distribution, or adversarial. For the
setting with adversarial utility and constraint functions, Mannor et
al. [18] provided a simple counterexample to show that regardless
of the decisions of the algorithm, it is impossible to guarantee sub-
linear regret against the benchmark action while the overall budget
violation is sub-linear. Therefore, prior works in this setting have
further restricted the fixed comparator action to be chosen from
XW = {x ∈ X : ∑t+W −1τ=t дτ (x) ≤ 0, 1 ≤ t ≤ T −W + 1}. In
other words, in addition to merely satisfying the overall cumulative
constraint (which corresponds to theW = T case), the benchmark
action is required to satisfy the budget constraint proportionally
over any window of lengthW . On the other hand, for fixed or
stochastic constraint functions, sub-linear regret and constraint
violation bounds have been derived in the literature. A summary
of the state of the art results for online problems with long-term
constraints is provided in Table 1.
4 ONLINE LAGRANGIAN FRANK-WOLFE
(OLFW) ALGORITHM
In this section of the paper, we first introduce our proposed algo-
rithm, namely the Online Lagrangian Frank-Wolfe (OLFW) algo-
rithm, in Section 4.1 and subsequently, we analyze the performance
of the algorithm with high probability and in expectation in Section
4.2 and Section 4.3 respectively.
4.1 Algorithm
The Online Lagrangian Frank-Wolfe (OLFW) algorithm is presented
in Algorithm 1. First, note that for all t ∈ [T ], xt = 1K
∑K
k=1v
(k )
t
is the average of vectors in the convex domain X and hence, xt ∈
X. The intuition for using K online maximization subroutines to
update xt is the Frank-Wolfe variant proposed in [6] to obtain the
optimal approximation guarantee of 1− 1e for solving the offline DR-
submodular maximization problem without the additional linear
constraints. To be more precise, consider the first iteration t = 1 of
our online setting (ignoring the linear cumulative constraints) and
the corresponding DR-submodular utility function f1(·) arriving at
this step. Note that f1 is not revealed until the algorithm commits
to an action x1 ∈ X. If we were in the offline setting, we could use
the mentioned Frank-Wolfe variant of [6], run it for K iterations
and maximize f1 over X. Starting from x (1)1 = 0, for all k ∈ [K], we
would find a vector v(k )1 that maximizes ⟨x ,∇f1(x
(k )
1 )⟩ over x ∈ X,
perform the update x (k+1)1 = x
(k )
1 +
1
Kv
(k )
1 and derive x1 = x
(K+1)
1 as
the output. However, in the online setting, the utility function f1 is
not available before committing to the action x1. Therefore, for each
k ∈ [K], we instead use a separate instance of a no-regret online
linear maximization algorithm to obtain v(k )1 . We repeat the same
process for the subsequent utility functions ft ; t > 1. This intuition
was first provided in [8] and they managed to obtain an O(√T )
regret bound for the unconstrained online monotone submodular
maximization problem.
Our choice of Lagrangian function is inspired by the quadratic
penalty method in constrained optimization [20]. The penalized
formulation of the overall optimization problem (1) with quadratic
penalty function could be written as follows:
max
xt
T∑
t=1
ft (xt ) − 12δµ
( T∑
t=1
⟨p,xt ⟩ − BT
)2
subject to xt ∈ X ∀t ∈ [T ].
4
Algorithm 1 Online Lagrangian Frank-Wolfe (OLFW)
Input: X is the constraint set, T is the horizon, µ > 0, δ > 0,
{γt }Tt=1 and K .
Output: {xt : 1 ≤ t ≤ T }.
Initialize K instances Ek ∀k ∈ [K] of Online Gradient Ascent
with step size µ for online maximization of linear functions over
X.
for t = 1 to T do
x
(1)
t = 0.
for k = 1 to K do
Let v(k )t be the output of oracle Ek from round t − 1.
x
(k+1)
t = x
(k )
t +
1
Kv
(k )
t .
end for
Set xt = x (K+1)t .
Let p̂t := 1t−1
∑t−1
s=1 ps for t > 1.
Let
д˜t (·) =
{
⟨p̂t , ·⟩ − BTT expectation analysis (I)
⟨p̂t , ·⟩ − BTT − γt high probability analysis (II)
.
Set λt = [д˜t (xt )]+δ µ for t > 1 and 0 otherwise.
Play xt and observe the Lagrangian function Lt (xt , λt ) =
ft (xt ) − λt д˜t (xt ) + δ µ2 λ2t
for k = 1 to K do
Feedback ⟨v(k)t ,∇xLt (x (k )t , λt )⟩ as the payoff to be received
by Ek .
end for
end for
Considering that the Fenchel conjugate of the function h(·) =
1
2δ µ (·)2 is h∗(·) =
δ µ
2 (·)2, we can write the above problem in the
following equivalent form:
max
xt
min
λ
T∑
t=1
ft (xt ) − λ
( T∑
t=1
⟨p,xt ⟩ − BT
)
+
δµ
2 λ
2
subject to xt ∈ X ∀t ∈ [T ].
Therefore, the corresponding Lagrangian function at round t ∈
[T ] is Lt (x , λ) = ft (x) − λ(⟨p,x⟩ − BTT ) +
δ µ
2 λ
2. However, p is
unknown to the online algorithm. Therefore, we alternatively use
p̂t := 1t−1
∑t−1
s=1 ps instead of p in the Lagranian function. Note that
p̂t is the empirical estimation of p at round t .
We first provide a lemma which is central to obtaining the regret
and constraint violation bounds both in expectation and with high
probability.
Lemma 4.1. Let x ∈ X be a fixed vector. In the OLFW algorithm,
set δ = β2. We then have:
T∑
t=1
((1 − 1
e
)ft (x) − ft (xt )
) ≤ LR2T2K + R2µ + β2µT
+
T∑
t=1
λt д˜t (x). (2)
Proof. See Appendix A for the proof. ■
4.2 Performance analysis with high probability
In order to analyze the performance of the OLFW algorithm with
high probability, the following lemmas detailing the concentration
inequalities for the stochastic linear constraints are provided below.
Lemma 4.2. [15] For all t ∈ [T ], the following holds:
P{∥pt − p∥2 ≥ ζ } ≤ 2e−
ζ 2
2σ 2 ∀ζ ∈ R.
Proof. From assumption A3, we have that ∥pt ∥ ≤ β . Thus,
Lemma 1 of [15] holds with norm sub-gaussian parameter σ = cβ
for some universal constant c . The result follows immediately. ■
Lemma 4.3. For t = 2, 3, . . . ,T , the following holds with probabil-
ity at least 1 − ϵT :
∥p̂t − p∥ ≤ c ′σ
√
log( 2nTϵ )
t − 1 .
Proof.Note that ∥p̂t −p∥ = 1t−1 ∥
∑t−1
s=1(ps −p)∥ and since vector
ps − p satisfies the result of Lemma 4.2, we can apply Corollary 7
of [15] to the random vectors {ps − p}t−1s=1 and obtain:
∥
t−1∑
s=1
(ps − p)∥ ≤ c ′
√√t−1∑
s=1
σ 2 log(2nT
ϵ
)
=
√
t − 1c ′σ
√
log(2nT
ϵ
).
Combining the above equations, we get the desired result. ■
Corollary 4.4. The following holds with probability at least 1−ϵ :
T∑
t=2
∥p̂t − p∥ ≤ Cσ
√
T log
( 2nT
ϵ
)
.
Proof.Consider the eventsEt := {∥p̂t−p∥ ≤ c ′σ
√
log( 2nTϵ )/(t − 1)}
for t ∈ [T ]/{1} and E := {∑Tt=2 ∥p̂t − p∥ ≤ Cσ√T log(2nT /ϵ)}.
Then, apply union bound to
⋃T
t=2 Ect with the observation that⋂T
t=2 Et ⊂ E. Explicitly,
P(
T⋃
t=2
Et ) ≤
T∑
t=2
P(Ect )
1 − P(
T⋂
t=2
Et ) ≤
T∑
t=2
(1 − P(Et ))
1 −
T∑
t=2
(1 − P(Et )) ≤ P(
T⋂
t=2
Et ) ≤ P(E).
Using the result of Lemma 4.3, we obtain the result. ■
Lemma 4.5. Let x ∈ X be fixed. Define д̂t (x) := ⟨p̂t ,x⟩ − BTT and
д(x) := ⟨p,x⟩− BTT . For t = 2, 3, . . . ,T and {γt :=
√
2G2 log( 2Tϵ )
t }Tt=2,
the following holds with probability at least 1 − ϵT :
|д̂t (x) − д(x)| ≤ γt . (3)
Proof. First, note that E[д̂t (x)] = E[⟨p̂t ,x⟩ − BTT ] = ⟨p,x⟩ −
BT
T = д(x). If yt = дt (x) is a random variable, then by assumption,
5
yt ∈ [−G,G] holds for each t , i.e., yt is a bounded random variable.
Therefore we can apply Hoeffding’s inequality and get P{|д̂t (x) −
д(x)| > γt } ≤ 2 exp(− tγ
2
t
2G2 ). Substituting the value of γt in the right
hand side, we get that P{|д̂t (x) − д(x)| > γt } ≤ ϵT . The result
follows immediately. ■
Now, we have all the machinery to obtain the high probability
perfomance bounds of the OLFW algorithm.
Theorem 4.6. (High probability regret bound) Let ϵ ∈ (0, 1)
be given. Set µ = R
β
√
T
, K =
√
T , δ = β2 and {γt }Tt=2 be chosen
according to Lemma 4.5. Then, the OLFW algorithm with update (II)
for д˜t (·) obtains the following regret bound with probability at least
1 − ϵ .
RT ≤
(LR2
2 + 2Rβ
)√
T . (4)
Proof. We begin from Lemma 4.1. Subsitute the benchmark
x = x∗ as the fixed vector in (2) and the constants as given in the
hypothesis. We get: RT ≤ ( LR22 + 2Rβ)
√
T +
∑T
t=1 λt д˜t (x∗). Now
let us bound
∑T
t=1 λt д˜t (x∗). From Lemma 4.5, we have that with
probability at least ≥ 1− ϵT , д̂t (x∗) −γt ≤ д(x∗) holds, i.e., д˜t (x∗) ≤
д(x∗). But д(x∗) ≤ 0 according to the definition of benchmark.
Therefore, we have: д˜t (x∗) ≤ 0. As λt ≥ 0, λt д˜t (x∗) ≤ 0 holds. Now
taking union bound over all t , we have with probability at least
1 − ϵ that ∑Tt=1 λt д˜t (x∗) ≤ 0. The result follows immediately. ■
We will use the following lemma to get performance bounds for
the constraint violation.
Lemma 4.7. Let {γt }Tt=2 be as defined in Lemma 4.5, then the
following holds.
CT ≤
T∑
t=1
[д˜t (xt )]+ + R
T∑
t=1
∥p̂t − p∥ +
T∑
t=2
γt ,
where д˜t (·) is derived using update (II).
Proof. Bounding
∑T
t=1[д˜t (xt )]+ from below, we obtain:
T∑
t=1
[д˜t (xt )]+ ≥
T∑
t=1
д˜t (xt )
=
T∑
t=1
д(xt ) +
T∑
t=1
(д̂t (xt ) − д(xt )) −
T∑
t=1
γt
≥
T∑
t=1
д(xt ) −
T∑
t=1
|д̂t (xt ) − д(xt )| −
T∑
t=1
γt
= CT −
T∑
t=1
|⟨p̂t − p,xt ⟩| −
T∑
t=1
γt
≥ CT −
T∑
t=1
∥p̂t − p∥∥xt ∥ −
T∑
t=1
γt
≥ CT − R
T∑
t=1
∥p̂t − p∥ −
T∑
t=1
γt .
Rearranging the above inequality, we obtain the desired result. ■
Theorem 4.8. (High probability constraint violation bound)
Let ϵ ∈ (0, 1) be given. Set µ = R
β
√
T
, K =
√
T , δ = β2 and {γt }Tt=2
be chosen according to Lemma 4.5. Then the following holds with
probability at least 1 − ϵ for the OLFW algorithm with update rule
(II).
CT ≤
√
2G2T log(2T
ϵ
) +CRσ
√
T log(2nT
ϵ
)
+
T
BT
β2F
√
T +
T β2
BT
(LR
2
2 + 2Rβ) + Rβ .
So, we obtain O˜(√T ) constraint violation bound with high probability.
Proof.We again begin with Lemma 4.1 but now substitute x = 0
as the fixed vector in (2).
−
T∑
t=1
ft (xt )︸        ︷︷        ︸
−FT ≤
+
BT
T
T∑
t=1
λt +
T∑
t=1
λtγt ≤ LR
2T
2K +
R2
µ
+ β2µT .
Rearranging and substituting the values of input parameters as
given in the hypothesis, we get:
T∑
t=1
[д˜t (xt )]+ + T
BT
T∑
t=1
λtγt ≤ T
BT
β2F
√
T
+
T β2
BT
(LR
2
2 + 2Rβ). (5)
Both terms in the left hand side of the above equation are positive.
Thus, we can drop the second term. We have:
T∑
t=1
[д˜t (xt )]+ ≤ T
BT
β2F
√
T +
T β2
BT
(LR
2
2 + 2Rβ).
Combining Lemma 4.7 and the equation above, we obtain:
CT ≤ T
BT
β2F
√
T +
T β2
BT
(LR
2
2 + 2Rβ)
+ R
T∑
t=1
∥p̂t − p∥ +
T∑
t=2
γt .
Therefore, we can conclude:
CT ≤ T
BT
β2F
√
T +
T β2
BT
(LR
2
2 + 2Rβ)
+
√
2G2T log(2T
ϵ
) + R
T∑
t=1
∥p̂t − p∥︸           ︷︷           ︸
(A)
, (6)
where the last inequality follows from summing γt ’s. Now, Corol-
lary 4.4 tells us that (A) ≤ Rβ +CRσ
√
T log( 2nTϵ ) holds with prob-
ability at least 1 − ϵ . Thus, we get the result. ■
Theorem 4.6 and Theorem 4.8 are indeed the first high probability
bounds obtained for the online DR-submodular maximization prob-
lem with stochastic cumulative constraints. Note that the O(√T )
regret bound obtained in Theorem 4.6 is known to be optimal.
6
4.3 Performance analysis in expectation
We first provide a simple lemma that will be used throughout for
the analysis in expectation.
Lemma 4.9. For t > 1, we have:
E∥p̂t − p∥2 = Tr (Σ)
t − 1 ,
where Tr (Σ) denotes the trace of the covariance matrix Σ.
Proof. See Appendix B for the proof. ■
Now, we present the main performance bounds in expectation,
namely the expected regret bound and the expected cumulative
constraint violation bound.
Theorem 4.10. (Expected Regret Bound) The regret bound of
the OLFW algorithm with update rule (I) is the following:
E[RT ] ≤ O˜(T
3
4 ).
Proof. We first observe from (5) that
∑T
t=1 λt ≤ O(T ). Now,
substitute x = x∗, the benchmark, and take expectation on both
sides to obtain:
E[RT ] ≤ LR
2T
2K +
R2
µ
+ β2µT
+ E[
T∑
t=1
λt (д̂t (x∗) − д(x∗))] +
T∑
t=1
λtд(x∗)
≤ LR
2T
2K +
R2
µ
+ β2µT + E [
T∑
t=1
λt (д̂t (x∗) − д(x∗))]︸                        ︷︷                        ︸
(B)
.
Now we bound (B) as follows:
(B) =
T∑
t=1
λt (д̂t (x∗) − д(x∗))
≤
√√ T∑
t=1
λ2t
√√ T∑
t=1
(д̂t (x∗) − д(x∗))2
=
√
∥λ∥2
√√ T∑
t=1
(⟨p̂t − p,x∗⟩)2
≤ ∥λ∥
√√ T∑
t=1
∥p̂t − p∥2R2
= R∥λ∥
√√ T∑
t=1
∥p̂t − p∥2.
Both the inequalities above are obtained using Cauchy-Schwarz
inequality, where λ := [λ1, λ2, . . . , λT ]T .
Using the Cauchy-Schwarz inequality again, we have ∥λ∥ ≤√∥λ∥1∥λ∥∞. Thus, we obtain ∥λ∥ ≤ √(∑Tt=1 λt )( Gδ µ ) ≤ O(T 3/4).
Therefore, the following holds:
∥λ∥ ≤ O(T 3/4). (7)
Using Jensen’s inequality, we have
E
√√ T∑
t=1
∥p̂t − p∥2 ≤
√√ T∑
t=1
E∥p̂t − p∥2.
We can use Lemma 4.9 and write:
E
√√ T∑
t=1
∥p̂t − p∥2 ≤
√
Tr (Σ) log(T ). (8)
Thus, combining (7) and (8) we get:
E[B] ≤ O(Tr (Σ)T 3/4 log(T )).
The result thus follows. ■
Remark. The main challenge in bounding RT in expectation is
the fact that in our algorithm, the choice of λt is dependent on p̂t
and thus, we canâĂŹt use
E[λt д̂t (x∗)] = E[λt ]E[д̂t (x∗)] = E[λt ]д(x∗) ≤ 0
and this term is indeed the dominating term in the regret bound.
However, as we saw earlier, we do not encounter this problem in the
high probability setting due to subtractingγt from all the constraint
functions and using the concentration inequalities, and thus we
were able to obtain O(√T ) high probability regret bound.
Theorem 4.11. (Expected cumulative constraint violation
bound) For the OLFW algorithm with update rule (I), we have:
E[CT ] ≤ T
BT
β2F
√
T + R
√
Tr (Σ)
√
T
+
T β2
BT
(LR
2
2 + 2Rβ) + Rβ . (9)
Therefore, E[CT ] ≤ O˜(
√
T ) holds.
Proof. Similar to the proof of Theorem 4.8, we begin by setting
x = 0 to be the fixed vector in (2). We obtain
T∑
t=1
[д˜t (xt )]+ ≤ T
BT
β2F
√
T +
T β2
BT
(LR
2
2 + 2Rβ).
Now, we lower bound the left-hand side following the idea of proof
for Lemma 4.7. Thus, we obtain
CT ≤ T
BT
β2F
√
T +
T β2
BT
(LR
2
2 + 2Rβ) + R
T∑
t=1
∥p̂t − p∥︸           ︷︷           ︸
(C)
.
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In order to bound (C), we take expectation on both sides to obtain:
E[(C)] = RE[
T∑
t=2
∥p̂t − p∥]
= R
T∑
t=2
E∥p̂t − p∥
= R
T∑
t=2
E
√
∥p̂t − p∥2
≤ R
T∑
t=2
√
E∥p̂t − p∥2,
where the last inequality is due to Jensen’s inequality.
Therefore, we have:
E[(C)] ≤ R
T∑
t=2
√
Tr (Σ)√
t − 1
≤ R
√
Tr (Σ)
√
T .
Combining the inequalities, we obtain the result. ■
Theorem 4.10 and Theorem 4.11 provide the first sub-linear expec-
tation bounds on the regret and cumulative constraint violation of
the online DR-submodular maximization problem with stochastic
cumulative constraints.
4.4 Relation with previous results
• Yuan and Lamperski [27] studied a similar problem in the
convex setting where all the constraint functions are deter-
ministic and given offline and they obtained O(√T ) regret
bound and O(T 34 ) constraint violation bound. On the other
hand, applying our OLFW algorithm with update rule (I) to
the online DR-submodular maximization problem subject
to deterministic linear constraints, we obtain O(√T ) regret
and constraint violation bounds simultaneously. Note that in
this setting, Σ = 0 and thus, the dominating O(T 34 ) term in
the expected regret bound of the OLFW algorithm vanishes.
• Jenatton et al. [14] considered a related problem with con-
cave utility functions and linear constraint functions where
at each round, the reward functions arrive before commit-
ting to an action (i.e., the 1-lookahead setting) and long-term
constraints are penalized through a penalty function in the
objective. They obtained sub-linear bounds for the dynamic
regret in their setting. On the contrary, in our framework,
we deal with the extra complication that the utility function
at each step is DR-submodular (and generally non-concave)
and it is revealed after committing to an action.
• Mahdavi et al. [17] considered the exact same framework
as ours in the special case where the utility functions are
linear and they obtained O(√T ) regret bound and O(T 34 )
constraint violation bound in both expectation and high
probability settings. Note that our OLFW algorithm obtains
improved O(√T ) constraint violation bounds in expectation
and with high probability for the more general setting of
DR-submodular utility functions.
• Sadeghi and Fazel [23] considered the online DR-submodular
maximization problem subject to linear constraints in the
adversarial setting where the constraint functions are chosen
arbitrarily. Their proposed OSPHG algorithm in the setting
with window length W = 1 could be adapted to obtain
O(√T ) regret and O(T 34 ) constraint violation bounds in ex-
pectation. However, the OSPHG algorithm fails to provide
any bounds for the high probability setting. On the other
hand, our algorithm uses the current estimate of the cost
vector to exploit the stochastic nature of the constraints. Fur-
thermore, through using the update rule (II) in the OLFW
algorithm, we are able to guarantee sub-linear bounds in the
high probability setting as well.
5 NUMERICAL RESULTS
We conduct numerical experiments, over simulated and real-world
datasets for some of the DR-submodular functions mentioned in
Section 2.
JokeRecommendationWe look at the problem of DR-submodular
function maximization over the Jester dataset1. We consider a
fraction of the dataset where 100 jokes and user ratings from
10000 users are available for these jokes. The ratings take values
in [−10, 10], we re-scale them to be in [0, 10]. Let Ru, j be the rat-
ing of user u for joke j. As some of the user ratings are missing
in the dataset, we set such ratings to be 5. In the online setting,
a user arrives and we have to recommend at most M = 15 jokes
to her. The utility function for each round t ∈ [T ] is of the form
ft (x) = ∑100i=1 Rtut ,ixi +∑i, j :i,j θi jxix j , where ut is the user being
served in the current round. {θi j }i,j are chosen such that the func-
tion is monotone. These DR-submodular utility functions capture
the overall impression of the displayed jokes on the user. There is a
limited total time (denoted by BT = 1.5T ) available to recommend
the jokes to the users. For all i ∈ [n],pi denotes the average time it
takes to read joke i . As some jokes are relatively longer, we don’t
want the user to spend more time on jokes which do not lead to
larger utility. The linear budget functions are chosen randomly
with entries uniformly drawn from [0.03, 0.35]. We compare the
performance of our algorithm against the following strategies:
• Uniform: At every round, we assign 15 randomly chosen
jokes to the user.
• Greedy:We deploy an exploration-exploitation strategywhere
with probability 0.1, we randomly assign 15 jokes and with
probability 0.9, we present the top 15 jokes based on the
ratings observed so far.
• Meta-FW [8]: This corresponds to solving the unconstrained
DR-submodular maximization problem (i.e., ignoring the
budget constraints).
• Budget-Cautious: At each round, we assign 15 jokes which
have the lowest average budget consumption observed so
far.
The results are presented in Figure 1. As it can be seen in the plots,
our OLFW algorithm obtains a reasonable utility while approxi-
mately satisfying the budget constraint as well.
1http://eigentaste.berkeley.edu/dataset/
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Figure 1: Comparison of the overall utility
∑T
t=1 ft (xt ) and
cumulative budget violation
∑T
t=1⟨p,xt ⟩ − BT for the Jester
dataset.
Indefinite quadratic functions.We chooseX = {x ∈ R2 : 0 ⪯
x ⪯ 1} and for each t ∈ [T ], we generate quadratic functions of the
form ft (x) = 12xTHtx + hTt x where Ht ∈ R2×2 is a random matrix
whose entries are chosen uniformly from [−1, 0]. We letht = −HTt 1
to ensure the monotonocity of the objective. We let T = 1000. At
each round, we randomly generate linear budget functions whose
entries are chosen uniformly from [0.5, 2.5] and the mean vector
is p = [1, 2]T . Also, we set the total budget to be BT = 2T . We
run the OLFW algorithm 10 times and take the respective averages
for the cumulative utility and total remaining budget. We vary δ ,
the parameter of the penalty function in the range [0.1, 1000] and
plot the trade-off curve
(
i.e.,
∑1000
t=1 ft (xt ) versus BT −
∑1000
t=1 ⟨p,xt ⟩
)
for 100 chosen values of δ in Figure 2. In this example, our choice
of δ in the OLFW algorithm, highlighted in the plot, achieves the
highest possible cumulative utility while satisfying the total budget
constraint.
Log-determinant functions. We choose X = {x ∈ R10 : 0 ⪯
x ⪯ 1} and for each t ∈ [T ], we generate log-determinant functions
of the form ft (x) = log det
(
diag(x)(Lt − I ) + I
)
, where each Lt is
a random positive definite matrix with eigenvalues falling in the
range [2, 3]. The choice of eigenvalues ensures the monotonocity
of the function. Let T = 4900. At each round, we generate linear
budget functions whose entries are chosen uniformly from the
range [0.3, 5.7]. We run the OLFW algorithm for different choices
of the step size µ and plot the cumulative utility and the total
budget violation in Figure 3. Larger µ corresponds to larger utility
and higher budget violation. Our OLFW algorithm chooses µ such
that the overall utility and cumulative budget consumption are
balanced.
6 CONCLUSION AND FUTUREWORK
In this work, we studied online continuous DR-submodular max-
imization with stochastic linear cumulative constraints. We pro-
posed the Online Lagrangian Frank-Wolfe (OLFW) algorithm to
solve this problem and we obtained the first sub-linear bounds,
both in expectation and with high probability, for the regret and
constraint violation of this algorithm. The current work could be
Figure 2: Trade-off between the overall utility
∑T
t=1 ft (xt )
and the total remaining budget BT −∑Tt=1⟨p,xt ⟩ of quadratic
functions for different choices of parameter δ . δ = 10.2 is our
choice of the penalty parameter.
Figure 3: Running average of cumulative utility
1
t
∑t
τ=1 fτ (xτ ) and running average of budget violation
1
t
∑t
τ=1(⟨p,xτ ⟩ − BTT ) for different choices of the step size
µ, where µ0 := Rβ√T is our choice of step size in the OLFW
algorithm.
further extended in a number of interesting directions. First, it is
yet to be seen whether the online DR-submodular maximization
setting could handle general, stochastic or adversarial, convex long-
term constraints. Furthermore, it is interesting to see whether it is
possible to improve the expected regret bound to match the O(√T )
high probability bound. Finally, studying this problem under bandit
feedback (as opposed to the full information setting considered in
this paper) is left to future work.
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APPENDIX
A PROOF OF LEMMA 4.1
Fix k ∈ [K]. Using L-smoothness of the function Lt , we have:
Lt (x (k+1)t , λt ) ≥
Lt (x (k )t , λt ) +
1
K
⟨∇xLt (x (k )t , λt ),v(k )t ⟩ −
L
2K2
∥v(k )t ∥22
(a)≥ Lt (x (k )t , λt ) +
1
K
⟨∇xLt (x (k )t , λt ),v(k )t ⟩ −
LR2
2K2
= Lt (x (k )t , λt ) +
1
K
⟨∇xLt (x (k)t , λt ),v(k )t − x⟩
+
1
K
⟨∇xLt (x (k)t , λt ),x⟩ −
LR2
2K2
= Lt (x (k )t , λt ) +
1
K
⟨∇xLt (x (k)t , λt ),v(k )t − x⟩
+
1
K
⟨∇ft (x (k )t ),x⟩ −
1
K
λt ⟨∇д̂t (x (k)t ),x⟩ −
LR2
2K2
(b)
= Lt (x (k )t , λt ) +
1
K
⟨∇xLt (x (k )t , λt ),v(k )t − x⟩
+
1
K
⟨∇ft (x (k )t ),x⟩ −
1
K
λt д̂t (x) − 1
K
λt
BT
T
− LR
2
2K2
,
where (a) is due to the assumption that diam(X) ≤ R. Note that in
order to obtain (b), we have used linearity of the budget functions
for all t ∈ [T ] to write ⟨∇д̂t (x (k)t ),x⟩ = ⟨p̂t ,x⟩ = д̂t (x) + BTT . More
general assumptions such as convexity would not be enough for
the proof to go through.
Considering that ft (x) is monotone DR-submodular for all t ∈ [T ],
we can write:
ft (x) − ft (x (k)t )
(c)≤ ft (x ∨ x (k )t ) − ft (x (k )t )
(d)≤ ⟨∇ft (x (k)t ), (x ∨ x (k )t ) − x (k )t ⟩
= ⟨∇ft (x (k )t ), (x − x (k )t ) ∨ 0⟩
(e)≤ ⟨∇ft (x (k)t ),x⟩,
where for a,b ∈ Rn , a ∨ b denotes the entry-wise maximum of
vectors a and b, (c) and (e) are due to monotonocity of ft and (d)
uses concavity of ft along non-negative directions.
Therefore, we conclude:
Lt (x (k+1)t , λt ) ≥ Lt (x (k)t , λt )
+
1
K
⟨∇xLt (x (k )t , λt ),v(k )t − x⟩
+
1
K
(
ft (x) − ft (x (k )t )
) − 1
K
λt д̂t (x)
− 1
K
λt
BT
T
− LR
2
2K2
.
Equivalently, we can write:
ft (x) − ft (x (k+1)t ) ≤ (1 −
1
K
)( ft (x) − ft (x (k )t ))
− λt
(
д̂t (x (k+1)t ) − д̂t (x (k)t )
)
+
1
K
λt д̂t (x) + 1
K
λt
BT
T
+
LR2
2K2
+
1
K
⟨∇Lt (x (k )t , λt ),x −v(k )t ⟩
= (1 − 1
K
)( ft (x) − ft (x (k )t )) + 1K [λt BTT − λt ⟨p̂t ,v(k )t ⟩
+ λt д̂t (x) + LR
2
2K + ⟨∇Lt (x
(k )
t , λt ),x −v(k )t ⟩
]
. (10)
Taking the sum over t ∈ {1, . . . ,T }, we obtain:
T∑
t=1
(
ft (x) − ft (x (k+1)t )
) ≤
(1 − 1
K
)
T∑
t=1
(
ft (x) − ft (x (k )t )
)
+
1
K
T∑
t=1
[ − λt ⟨p̂t ,v(k)t ⟩ + λt д̂t (x)
+ λt
BT
T
+
LR2
2K + ⟨∇Lt (x
(k)
t , λt ),x −v(k )t ⟩
]
. (11)
Applying inequality (11) recursively for all k ∈ {1, . . . ,K}, we
obtain:
T∑
t=1
(
ft (x) − ft (x (K+1)t︸ ︷︷ ︸
=xt
)) ≤
ΠK−1k=0 (1 −
1
K
)
T∑
t=1
(
ft (x) − ft (x (0)t )
)
+
K−1∑
k=0
1
K
ΠK−1j=k+1(1 −
1
K
)
T∑
t=1
[ − λt ⟨p̂t ,v(k )t ⟩
+ λt д̂t (x) + λt BT
T
+
LR2
2K
+ ⟨∇Lt (x (k)t , λt ),x −v(k )t ⟩
]
. (12)
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Using the regret bound of Online Gradient Ascent instance Ek ∀k ∈
[K], the following holds:
T∑
t=1
⟨∇xLt (x (k )t , λt ),x −v(k )t ⟩ =
T∑
t=1
⟨∇xLt (x (k )t , λt ),x⟩ −
T∑
t=1
⟨∇xLt (x (k )t , λt ),v(k )t ⟩
≤ R
2
µ
+
µ
2
T∑
t=1
∥∇xLt (x (k )t , λt )∥2
=
R2
µ
+
µ
2
T∑
t=1
∥∇x ft (x (k)t ) − λt p̂t ∥2
(a)≤ R
2
µ
+
µ
2
T∑
t=1
(
2∥∇x ft (x (k )t )∥2 + 2λ2t ∥p̂t ∥2
)
(b)≤ R
2
µ
+ β2µT + β2µ
T∑
t=1
λ2t ,
where (a) uses the inequality ∥a + b∥2 ≤ 2∥a∥2 + 2∥b∥2 ∀a,b ∈ Rn
and (b) is due to β-Lipschitzness of functions ft ,дt for all t ∈ [T ].
Using the inequality (1 − 1K )K ≤ 1e in (12), we have:
T∑
t=1
(
ft (x) − ft (xt )
) ≤
1
e
T∑
t=1
(
ft (x) − ft (x (0)t )
)
+
T∑
t=1
K−1∑
k=0
1
K
[ − λt ⟨p̂t ,v(k )t ⟩ + λt д̂t (x)
+ λt
BT
T
+
LR2
2K + ⟨∇Lt (x
(k)
t , λt ),x −v(k )t ⟩
]
=
1
e
T∑
t=1
(
ft (x∗t ) − ft (0)︸︷︷︸
=0
)
+
T∑
t=1
[ − λt д̂t (xt ) − λt BT
T
+ λt д̂t (x)
+ λt
BT
T
+
LR2
2K +
K−1∑
k=0
1
K
⟨∇Lt (x (k )t , λt ),x −v(k )t ⟩
]
. (13)
Rearranging the terms in (13), we obtain:
T∑
t=1
((1 − 1
e
)ft (x) − ft (xt )
)
+
T∑
t=1
λt д̂t (xt )
≤ LR
2T
2K +
T∑
t=1
λt д̂t (x)
+
K−1∑
k=0
1
K
T∑
t=1
⟨∇Lt (x (k )t , λt ),x −v(k)t ⟩
≤ LR
2T
2K +
T∑
t=1
λt д̂t (x) + R
2
µ
+ β2µT + β2µ
T∑
t=1
λ2t . (14)
Now, subtract
∑T
t=1 λtγt from each side of the inequality (14). Thus,
obtain that:
T∑
t=1
((1 − 1
e
)ft (x) − ft (xt )
) ≤ LR2T2K + R2µ + β2µT
+
T∑
t=1
λt д˜t (x) +
[
β2µ
T∑
t=1
λ2t −
T∑
t=1
λt д˜t (xt )
]
. (15)
Setting δ = β2 and using the update rule of the algorithm for
λt ∀t ∈ [T ], we have:
β2µ
T∑
t=1
λ2t −
T∑
t=1
λt д˜t (xt )
=
β2µ
δ2µ2
T∑
t=1
[д˜t (xt )]2+ −
1
δµ
T∑
t=1
[д˜t (xt )]+д˜t (xt )
(e)≤ 1
δµ
T∑
t=1
(
д˜2t (xt ) − д˜t (xt )д˜t (xt ))
≤ 0, (16)
where we have used [д˜t (xt )]+ ≥ д˜t (xt ) and |[д˜t (xt )]+ | ≤ д˜t (xt ) to
obtain (a).
B PROOF OF LEMMA 4.9
We can write:
E∥p̂t − p∥2 = E(p̂t − p)T (p̂t − p)
= E[Tr ((p̂t − p)T (p̂t − p))]
= E[Tr ((p̂t − p)(p̂t − p)T )]
= Tr
(
E[(p̂t − p)(p̂t − p)T ]
)
= Tr (Cov(p̂t ))
= Tr
( Σ
t − 1
)
=
Tr (Σ)
t − 1 .
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