Hazelnuts with damaged or cracked shells are more prone to infection with aflatoxin producing molds (Aspergillus flavus). These molds can cause cancer. In this study, we introduce a new approach that separates damaged/cracked hazelnut kernels from good ones by using time-frequency features obtained from impact acoustic signals. The proposed technique requires no prior knowledge of the relevant time and frequency locations. In an offline step, the algorithm adaptively segments impact signals from a training data set in time using local cosine packet analysis and a Kullback-Leibler criterion to assess the discrimination power of different segmentations. In each resulting time segment, the signal is further decomposed into subbands using an undecimated wavelet transform. The most discriminative subbands are selected according to the Euclidean distance between the cumulative probability distributions of the corresponding subband coefficients. The most discriminative subbands are fed into a linear discriminant analysis classifier. In the online classification step, the algorithm simply computes the learned features from the observed signal and feeds them to the linear discriminant analysis (LDA) classifier. The algorithm achieved a throughput rate of 45 nuts/s and a classification accuracy of 96% with the 30 most discriminative features, a higher rate than those provided with prior methods.
INTRODUCTION
Tree nuts are extensively used in the food industry. Environmental conditions and processing procedures may decrease nut quality by causing cracks or damage to the shell. Damage to the shell of the nut kernel increases the likelihood that fungi will infect the kernels. Fungal infestation can cause aflatoxin formation, which is a type of mycotoxin that is linked to various health problems including liver cancer [1] . Therefore, nuts with shell damage should be separated from nuts with regular shells. This same problem affects many different types of tree nuts such as almonds, pecans, hazelnuts, pistachio nuts, and so on. Initial attempts at separation of fungal damaged food items from undamaged ones go back to the studies of Pearson [2] . For pistachio nuts, Pearson showed that nearly all the aflatoxin contaminated pistachios are either caused by bird damage or insects before harvesting or due to early split. Pearson [3] used a machine vision system to classify pistachio nuts into 3 categories such as stained (caused by early splitting), unstained, or moderately stained, with an average classification error of 11%. After removing stained pistachio nuts from unstained ones, the aflatoxin contamination level of pistachio nut is reduced from 4.8-8.6 range to 0.04-2.5 ppb [4] .
In another application of tree nut sorting, a high speed sorter based on impact acoustics was developed to separate the pistachio nuts with closed shells from the ones with cracked shells by using the features that were extracted from impact sound signals [5] . This system was improved by using the eigenvalues of mel-cepstrum coefficients and sound amplitudes [6] resulting in a classification accuracy of 97.8%. While this system was primarily designed for separating open and closed shell pistachio nuts, it was shown to provide a feasible method for detecting hazelnuts with cracked shells [7] as well.
Hazelnut quality in the market is mainly measured by the ratio of inner kernel weight to the shell weight. Hence farmers separate the empty hazelnuts from fully developed ones before selling the nuts. A mechanical device working with an air fan is used for this purpose. The air fan deflects 2 EURASIP Journal on Advances in Signal Processing the hazelnuts with lower weight and the rest of the hazelnuts are accepted as fully developed. This system is unable to determine the nuts with cracked shells because hazelnuts with cracked shell have weights that are very similar to hazelnuts with regular shell. The acoustic sorter system described above is used to separate empty hazelnuts from fully developed nuts in [7] and 97.5% of these hazelnuts are correctly classified by using 70 features. These features are extracted from the short time variances of signal segments, maximum signal amplitude, spectral peak locations, and the parameters of a Weibull distribution approximation of the envelope of the impact signal parameters. The same features were used for cracked and regular shell hazelnut separation and 94.47% classification accuracy was obtained. However, this type of algorithm is computationally complex and therefore hard to implement in real time. The results obtained in [7] show the importance of time and frequency features in impact acoustics classification. In order to reduce computational complexity and achieve error rates similar to [7] , we recently used an undecimated wavelet transform to classify hazelnuts with regular shell and cracked shell [8] . The most discriminative subbands are manually selected and their energies are used for classification in [8] . A 91.8% classification rate is achieved with nearly 20 features. Although the computational complexity is reduced with this approach, the classification accuracy is poor compared to [7] .
In this study, we propose an adaptive time-frequency (tf ) analysis approach based on a local discriminant basis algorithm similar to that used in [9] [10] [11] to select the most relevant time segments and subbands to maximize classification performance. For this purpose, we combine local cosine packets and wavelet transform which are subsequently used for time and frequency plane feature selection. A schematic diagram summarizing our approach is given in Figure 1 . In particular, the local cosine packet analysis is used along the time axis with a pyramidal tree to segment the signals such that the spectral distances in the selected time windows are maximized between classes. A Kullback-Leibler distance was used to estimate the distance between the spectrum of cracked and undamaged hazelnut acoustics. In the next step in each selected time segment, an undecimated wavelet transform is implemented to select the most discriminant subbands. Unlike the algorithm proposed in [10, 11] that uses fixed frequency bands, we enhance the frequency axis segmentation by using an undecimated wavelet transform in each adapted time segment. Accordingly, the proposed technique requires no prior knowledge of the relevant time and frequency locations. All these segmentation procedures are executed automatically in an offline manner. As a final step the t-f features are sorted according to a cost function and fed to a linear discriminant. In order to asses the efficiency of different feature selection approaches, we compare two different methods. In particular, the resulting t-f features are sorted by using Fisher discrimination on the pruned tree or processed by the correlation-based feature selection algorithm of [12] implemented on the full tree. The features selected by both algorithms are then fed into the linear discriminant analysis classifier.
The paper is organized as follows. In the next section, the data acquisition system and sample selection procedure are given. The procedures for constructing the time-frequency plane segmentations and the advantages of using undecimated wavelet transform are described in Section 3. Experimental results and conclusions are given in Sections 4 and 5, respectively.
MATERIALS

System description
The impact acoustic recording system (Figure 2 ) consists of a pipe, an impact plate, and a microphone. Hazelnut kernels are dropped on an impact plate through the pipe. The impact acoustic signal generated by the system is captured by a microphone and processed by a PC. A stainless steel plate with dimensions 7.5 × 15 × 2 cm is used as the impact plate. The impact plate is fixed to the ground at a 120
• angle. This angle prevents the nuts from making multiple impacts. The microphone is sensitive to frequencies up to 20 kHz and is placed 5 cm from the impact plate. The impact acoustic signal is sampled at 44.1 kHz.
Collection of samples
"Levant"-type hazelnuts collected from an orchard in Duzce, Turkey, in August 2006, are used in this experimental study. Developed hazelnuts are first selected by a standard air fan system and resorted using their measured weights. Hazelnuts less than 0.9 g are accepted as empty and removed from the fully developed class. The shells of fully developed hazelnuts are visually inspected and are further classified as nuts with regular shell and nuts with cracked shell. Each selected hazelnut is dropped on the metal plate and the resulting acoustic signals (Figure 3 
METHODS
Before explaining the details of the proposed signal processing and classification system, let us summarize the overall algorithm. The proposed method implements an offline learning step to extract the most discriminative time-frequency features. This is achieved by first segmenting the training signals along the time axis with a pyramidal tree. In particular, the segmentation is calculated by pruning the pyramidal tree from bottom to top to maximize the KullbackLeibler distance between the expansion coefficients of good and cracked hazelnuts in each segment. The expansion coefficients in each segment are obtained from local cosine packets that provide local spectral representations. Then, each adapted time segment is decomposed into subbands by an undecimated wavelet transform. The subbands are represented in a binary tree format and are pruned to find the most discriminative subbands along the frequency axis. Finally a time-frequency map is computed by extracting the most relevant features. An LDA classifier is trained with these features and tested using data that was not used for training. The main contribution of the proposed approach is the systematic and automatic extraction of the relevant features during the training step so as to improve classification accuracy. In the remainder of this section we describe that step in detail.
Local discriminant bases
In previous studies, impact acoustic classification is performed by combining the features obtained from the time and frequency domains as indicated in [7] . Here, we explore a different approach that is based on extracting features from the time-frequency plane. The local discriminant bases (LDBs) method was developed to extract such local information [9] for classification. The LDB algorithm basically expands the signal by using wavelet packets or local trigonometric bases over a pyramidal-binary tree as shown in Figure 1 . This tree is then pruned from bottom to top to maximize a predefined cost function which measures the discrimination power of each node. The pruning operation adapts the tree for classification task. The original algorithm implements adaptation either in time or frequency. It has been shown that adaptation along both axes is crucial [10, 13] . Once the segmentation is accomplished the timefrequency features are sorted according to a cost measure and fed to a classifier for final decision. Since the time-frequency plane is a high-dimensional space, a postprocessing step is implemented by several authors to boost the classification performance [10, 14] . Depending on the problem, this step can be principal component analysis or a Mel-Scale-based approach to get band features.
Here, we utilize the local cosine packets and wavelet transform sequentially. As a first step to adapt to the temporal variability between the cracked and undamaged hazelnut acoustics, we use local cosine packets which provide time axis segmentation with smooth windows. Local cosine packets are widely used in signal processing to segment signals with time varying characteristic [15] . Once we obtain the time axis segmentation, we use wavelet transform to select the most relevant subbands for the final feature extraction. Since our purpose is to discriminate between signals coming from different classes, we use a dissimilarity criterion to obtain the segmentations along both the time and frequency axis. Now let us describe the distance measure and algorithms used for time and frequency segmentation in detail.
Dissimilarity measure
Various types of dissimilarity measures were tested and the following ones were selected and used. Let p and q be the spectral energy distributions of signals belonging to class1 and class2, respectively. The distance measure can be:
(i) the symmetric Kullback-Leibler distance, which is also called J-divergence:
or (ii) Euclidean distance:
We have used the J criterion for time segmentation and D for subband selection in each adapted segment. As shown in Figure 4 (a), the averaged spectrum of cracked and regular hazelnut shells has most of its energy in midbands. However, when the distance between these two spectra is calculated, we noticed that the J criterion emphasizes higher bands more than the D criterion. During our experimental studies, we observed that the most discriminant locations are located in higher frequency bands. Therefore, using J for time segmentation provided better results. 
Time segmentation with local cosine packets
The impact acoustic signals have different characteristics in the impact, postimpact, and late impact phases. Therefore, impact signals should be analyzed locally. In general, local information of the signal is extracted by a short time Fourier transform (STFT). Some researchers used local cosine packets (LCPs) because of its advantages over the STFT [9, 11] . Local cosine packets (LCPs) is preferred in this study and used to partition the time axis in a pyramidal tree structure of Figure 1 .
Local cosine packets partition the time axis by using smooth bells [15] that are constructed using cut-off functions r(t) that satisfy
An example of such a function r(t) is
First, all signals are represented with local cosine packets within smooth windows (as in (4) in the tree structure. The resulting expansion coefficients are squared and then averaged over the signals in the given class. This provides an averaged energy spectrum of each class in a given time segment within the pyramidal tree. Let p i and q i be the mean energy spectra of cracked and regular classes, in a given time segment, respectively. The distance between the average spectra is calculated with the criterion J where "n" in (1) corresponds to the total number of time samples in a given node. This way, the distance is accumulated along the spectrum within Habil Kalkan et al. all subspaces to get a single value representing each node of the tree. The resulting binary tree is then pruned from bottom to top according to the rule in Algorithm 1 to find the nodes with maximum discrimination power:
Here J mother and J child are the discrimination power of the mother and children nodes and are computed by the Kullback-Leibler distance criteria and ϕ is an empirically selected constant. It is experimentally found that ϕ = 0.95 preserves discriminative information while leading to robust segmentation. The algorithm keeps the mother if it captures 95% of the discriminative power of the children, otherwise it keeps the children.
Frequency segmentation
We have observed time jitter in the recorded signals which is due to variances in the travel time to the steel plate. Therefore, a shift invariant decomposition is highly desirable for processing the signal. The importance of shift invariance for classification is also emphasized in [9] [10] [11] . The undecimated wavelet transform (UDWT) has the shift-invariance property. It was first used for texture classification in [16] . In this study, a similar approach is taken to analyze the impact signals for classification. A filter f(n) with a z-transform F(z) that satisfies the quadrature mirror filter condition
is used to construct the pyramidal filter bank ( Figure 5 ). The high-pass filter g(n) is obtained by shifting and modulating f(n). Specifically, the z transform of g(n) is chosen as
The subsequent filters in the filter bank are then generated by increasing the width of f(n) and g(n) at every step, for example,
In the signal domain, the filter generation can be expressed as
where the notation [] ↑m denotes the up-sampling operation by a factor of m. The resulting filter bank of which the second level frequency response is demonstrated at Figure 6 is used to extract the subband signals at the nodes. It is observed that the signal has different energy distribution in each subband.
The Euclidean distance between cumulative probability distributions (cdf) of subband energies in (2) is chosen as the discriminative measure. We selected to use cdf over pdf because it is easier to calculate. One can also use pdf instead. The resulting pyramidal subband tree is pruned from bottom to top by the rule, shown in Algorithm 2. Where d child1 and d child2 are the Euclidian distances of subbands nodes of mother node where as d mother is the distance of the mother node.
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RESULTS
One thousand cracked and one thousand uncracked hazelnut kernels are used in this study. Each hazelnut is dropped on the metal plate and the resulting acoustic signal consisting of 768 time samples is recorded. We analyzed the signal up to a tree depth of 4 resulting in a smallest segment size of 48 time samples in the time domain. We empirically found that this level provides a healthy balance between focus on to transient waveforms and the required spectral resolution to distinguish between subbands with different behavior. The signals were first represented by using LCP over the pyramidal tree structure. The pyramidal tree was pruned by using the algorithm of Section 3.3 and the adaptive time segmentation for classification purpose was obtained for different sets of signals as indicated in Figure 7 . It was observed that different sets of signals may cause different segmentation in time. We used the segmentation of Figure 7 (a) in our simulations. In this case, the time axis is divided into 7 segments.
In each time segment, the signal was decomposed into subbands up to the 4th wavelet decomposition level and the most relevant subbands were detected by using the procedures of Section 3.4.
A discriminative time-frequency map was generated in Figure 8 by combining the adaptively pruned trees both in time and frequency to visualize the most crucial t-f patterns. In our application, the algorithm usually generates a t-f map with around 70 subbands for various training data sets. For every signal in each training set, the energy value for each subband was computed resulting in two sets of feature vectors corresponding to cracked and healthy shell classes.
The 70 features obtained were sorted in descending order according to their discrimination power and then used for classification. Fisher's discrimination measure is used for feature selection. We observed with all training data sets that the most discriminative feature locations were concentrated in the high frequency bands corresponding to the early and post impact regions as indicated in Figure 8 . Among the 70 subbands, the 25 most discriminative ones are indicated by different shades of gray, with darker shades corresponding to higher discrimination levels.
Classification
In order to assess the efficiency of the proposed algorithm, a comparison is made with the features of [7] and those features of our previous work [8] which used nonadaptive subbands and different order statistical features. Recall that in [7] , 70 features were extracted from the short time variances of signal; maximum signal amplitude, spectral peak locations, and Weibull distribution fit to the envelope of the impact signal and all are used for classification. In the subbandbased algorithm [8] , features were extracted from subband signals and the 20 most relevant features and the subbands including these features were manually selected. The time segmentation of Figure 7 (a) is employed to obtain a total of 28 statistical features including mean absolute energy, variance, skewness, and kurtosis on each of the seven time segments.
The one thousand acoustic signals for each class are randomly divided into 5 nonoverlapping sets, each consisting of 200 records. Five pairs of uncracked and cracked sets are then randomly formed. Each pair is used to construct the adaptive t-f segmentation and select features. The features identified are then used with the remaining 1600 acoustic signals to determine the performance of the classifier. This procedure is repeated five times with the five different pairs of uncracked and cracked sets. The optimal number of features for classification was investigated by adding features one by one according to Fisher's discrimination criterion. This step is repeated for all four methods. Related classification error curves are presented in Figure 9 .
We noticed that the lowest classification error is achieved with our proposed approach. The minimal classification error rates achieved by each method are given in Table 1 . It is observed that the lowest error is achieved by the first 64 features with an error level of 3.5% by our proposed approach. For the method of [7] , 43 out of 70 time and frequency domain features provided the minimum er- Non-adaptive sub-band Features of [7] LDB features Statistical features Figure 9 : The classification error rates with various numbers of features.
ror level. Similarly, 20 nonadaptive subband features are used for the method of [8] . The statistical features gave poor classification error rates compared to other methods. The lowest error rate occurred when the first 7 features are used. Our proposed approach reaches an error rate around 4% after the first 30 features. Increasing the number of features provided marginal improvement of the error rate. The ROC curves for the three methods are presented in Figure 10 . It is observed that 64-and 30-dimensional LDB features provide higher detection of cracked hazelnuts for a given false alarm rate. Table 1 : Classification rate comparison of proposed LDB-based method against the previously developed algorithms.
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Method
Accuracy(%) 43 features of method of [7] 94.47 7 statistical features 85.00 20 nonadaptive subband features 91.80 64 LDB-based feature 96.51 
Filter selection
Various types of wavelet filters (Daubechies, Coiflet, and Sym) are used for decomposition of the frequency axis, and their effects on classification accuracy are observed. In Figures 11(a) and 11(b) , the classification accuracy of Daubechies and Coiflet wavelets is depicted in contour graphics format. The x-axis indicates the total number of features retained after sorting. The y-axis indicates the filter type used in subband decomposition. The higher filter types correspond to higher-order filters. The darker regions in the contour graph give lower classification accuracy. It is observed that better classification error rates (< 4%) are obtained when approximately 40 or more features are retained after decomposition with high-order wavelet filters (Db12-Db15 and Coif3-Coif5). We selected one of the high-order wavelet filters, Coiflet 4, for further analysis. The discriminant band distribution of Figure 8 may slightly change depending on the wavelet filter.
Effect of noise on classification
In order to asses the robustness of our methods against disturbing effects, a zero mean Gaussian noise at various SNR levels is added to the signal, and classification performances are compared as shown in Figure 12 . It is observed that the algorithm performs well for reasonable noise levels. The algorithm usually selects low level subbands nodes when the signals are disturbed by high-level noise. This can be justified by fact that the energy of the impact acoustics is concentrated in the mid and lower bands of the spectrum as indicated in Figure 4 . In order to keep the efficiency in classification, the algorithm selects features from lower bands with increasing noise level. This also results a decrease in classification accuracy.
Effect of shift-invariance to classification
As indicated in the previous sections the main motivation for using UDWT against DWT is the shift invariance property of the UDWT In order to justify our selection we compared the UDWT results with those obtained from the DWT and spincycle procedure of [17] . The spin-cycle procedure is introduced by [17] to overcome the lack of shift invariance of the DWT and LCP. In particular, a signal is shifted to the left and right for a selected number of spins. For each shift, the signal is expanded into its DWT coefficients. These coefficients are either averaged or processed individually. It has been shown that the spin-cycle procedure provides many improvements over the direct use of the DWT or LCP [13, 17] . In Figure 13 , we show the classification curves obtained from the DWT, the DWT with spin-cycle, and the UDWT methods. As expected, the results obtained from DWT were poor. Interestingly the DWT with spin-cycle provided results as good as the UDWT. We note that the minimum error of spincycle method was slightly lower than UDWT but used more features. However, one should note that the computational complexity of spin-cycle method is 3 times higher than that of UDWT. In real-time applications, it is difficult to obtain fast processing by this method.
Feature selection
A total of 210 features corresponding to 210 time-frequency band are obtained before frequency axis pruning operation. Recall that when Fisher criterion is used for feature sorting, the frequency tree is pruned as a prior step to obtain an uncorrelated subband feature set. Here, we investigate the efficiency of the proposed approach by comparing it to the correlation-based feature selection (CSF) procedure of [12] . The CSF uses the feature-to-class and feature-to-feature correlations to select a subset of features from a redundant set. Since it can account for the feature-to-feature correlations, we presented the unpruned full feature dictionary to CSF method. The subset returned by the CSF method was used for classification. In Figure 14 , we show the classification curve of CSF and compare it with the curve of our algorithm based on Fisher's criterion on the pruned set. The CSF method achieved to minimal error of 4% with around 70 features. Although a redundant feature dictionary was presented to the algorithm, it successfully selected a subset without any pruning step. It is observed that the classification error increased after 70 features. Interestingly within the first 10 features, the CSF provides a lower error rate than Fisher's criterion. However, with increasing number of features the Fisher-based sorting procedure over the pruned subband tree provided lower error rates. The pruning algorithm in our method automatically eliminated two third of these features. The error curve (Pruned tree, Fisher) in Figure 14 indicates that the pruning and Fisher criteria combination is successful at detecting relevant features in acoustic signals. 
Computational complexity
Determining the best time-frequency segmentation of the signals and the bands to be retained for classification is relatively computationally demanding but this step has to be carried out only once, offline. For online processing, the throughput of the algorithm in terms of nuts processed per second depends on the number of features used in classification. When the first 64 features providing the best classification rate is employed, all 768 samples need to be processed. In this case 17.4 milliseconds are required for signal acquisition of a single nut at a sampling rate of 44.1 kHz. The computations for feature extraction and classification require 13.1 milliseconds on a dedicated P4 3 GHz processor. In this case, up to 32 nuts can be processed in a second with classification error of 3.5%. In case an extra 0.5% classification error is tolerable, up to 45 nuts can be processed in a second with 30 features. We observed that only the first half of the signal is required to compute the first 19 features. The classification error achievable at this case is 5.3% and the throughput can be as high as 119 nuts/s provided that the mechanical sorter system is able to keep up with signal processing.
CONCLUSION
In this study, an adaptive time frequency plane feature selection algorithm is introduced to separate cracked hazelnuts from regular hazelnuts. The adaptation in time and frequency is achieved by combining local cosine packets and an undecimated wavelet transform. The impact signal is adaptively segmented in the time domain with LCP. Similarly the signals in each resulting time segment are decomposed into subbands by an undecimated wavelet transform. The subband tree is pruned from bottom to top according to the discrimination power of its nodes. The resulting t-f map is used to extract the best features for classification. Interestingly, higher bands are selected by the algorithm. Finally, the hazelnuts are classified by LDA. The proposed approach is robust, adaptive to signal type and provides superior classification results. The algorithm can work in a real time automatic sorter with a processing speed of 45 nuts/s.
