Restless bandits, partial conservation laws and indexability by José Niño-Mora






￿Dept. of Economics and Business, Universitat Pompeu Fabra, E-08005 Barcelona, Spain. E-mail: jose.nino-
mora@econ.upf.es. This work was supported in part by Spanish National R & D Program Grant CICYT TAP98-0229.
A preliminary version of this paper was presented at the 10th INFORMS Applied Probability Conference, in Ulm, Ger-
many, July 26–28, 1999.
1Abstract
We show that if performance measures in a stochastic scheduling problem satisfy a set of
so-called partial conservation laws (PCL), which extend previously studied generalized con-
servation laws (GCL), then the problem is solved optimally by a priority-index policy for an
appropriate range of linear performance objectives, where the optimal indices are computed by
a one-pass adaptive-greedy algorithm, based on Klimov's. We further apply this framework to
investigate the indexability property of restless bandits introduced by Whittle, obtaining the fol-
lowing results: (1) we identify a class of restless bandits (PCL-indexable) which are indexable;
membership in this class is tested through a single run of the adaptive-greedy algorithm, which
also computes the Whittle indices when the test is positive; this provides a tractable sufﬁcient
condition for indexability; (2) we further identify the class of GCL-indexable bandits, which
includes classical bandits, having the property that they are indexable under any linear reward
objective. The analysis is based on the so-called achievable region method, as the results follow
from new linear programming formulations for the problems investigated.
Key words: Stochastic scheduling, Markov decision chains, bandit problems, achievable region.
Journal of Economic Literature Classiﬁcation: C60, C61.
21 Introduction
The exact solution of stochastic scheduling problems, which involves designing a dynamic resource
allocation policy in order to optimize a performance objective, appears to be, in most relevant mod-
els, an unreachable goal. Yet the identiﬁcation and study of restricted problem classes whose special
structure yields a tractable solution remains of prime research interest: not only such well-solved
problems are often of intrinsic interest, but their optimal solutions may provide building blocks for
constructing well-grounded heuristic solutions to more complex models. The latter situation is epito-
mized by Whittle's [14] pioneering approach to what is arguably the most promising extension to the
classical multiarmed bandit model: the restless bandit problem.
Both bandit models, classical and restless, are concerned with designing an optimal sequential
resource allocation policy for a collection of stochastic projects, each of which is modeled as a ﬁnite
Markov decision chain (MDC) having two actions at each state, with associated rewards: an active
action, which corresponds to engaging the project, and a passive action, which corresponds to letting
it go. These models are therefore paradigms of the fundamental conﬂict between taking actions that
yield high current reward, or taking instead actions that sacriﬁce current gains with the prospect of
reaping better returns in the future. In the classical model, a single resource is to be allocated, so that
at each time only one project is engaged, and passive projects do not change state. In the restless
model, a ﬁxed number of resources (which may be larger than one) is to be allocated, so that at each
time a ﬁxed number of projects is active, and passive projects can change state, in general through
a different transition rule. The performance objective to be maximized in both models may be the
time-discounted total expected reward, or the time-average reward rate.
While the classical model iswell-known tobe solved optimally byGittins [6] priority-index policy
(an index is computed for each project state; then a project with larger current index is engaged at
each time), its restless extension has been proven in [9] to be PSPACE-hard, which most likely rules
out the possibility of describing explicitly an optimal policy.
Yet the rich modeling power of restless bandits makes the development and analysis of a sound
heuristic policy a problem of signiﬁcant research importance: Whittle [14] proposed applications in
the areas of clinical trials, aircraft surveillance and worker scheduling. Other applications studied in
the literature include control of a make-to-stock queue [11], and behavior coordination in robotics
3[5].
In his seminal paper on the subject, Whittle [14] presented a simple heuristic policy, together with
a related bound on the optimum problem value, both of which can be efﬁciently computed. Whittle's
policy, like Gittins', is a priority-index rule: an index is computed for each project state; one then
engages at each time the required number of projects, say K out of the M available, with larger
indices. The heuristic is grounded on the tractable optimal solution to a relaxed problem version,
whose optimum value gives the aforementioned bound: instead of requiring that K projects be active
at each time, it is required instead that K projects be active on average.
Whittle showed that such problem relaxation is solved optimally by a policy characterized by a set
of indices attached to project states, provided each project in isolation satisﬁes a certain indexability
property. For a given restless project (i.e., a ﬁnite-state two-action MDC), such property refers to
a parametric family of single-project subproblems, where all passive rewards (obtained when the
passive action is chosen) are subsidized by a constant amount g: the property states that, as the passive
subsidy g grows, the set of states where it is optimal to take the passive action increases monotonically
from the empty set to the full state space. The priority indices in Whittle's heuristic for the states of
a project are precisely the corresponding breakpoints. The appealing properties of such rule include
(1) the fact that it extends the Gittins optimal policy for classical bandits; (2) the fact that Whittle's
indices, like Gittins', can be computed separately for each project; and (3) its asymptotic optimality,
under regularity conditions, when K and M tend to inﬁnity in a constant ratio, as established by Weber
and Weiss in [12], [13].
Given a restless project, testing whether it is or is not indexable, and computing the Whittle in-
dices in the afﬁrmative case, are tasks which can be efﬁciently accomplished through straightforward
application of the deﬁnition of indexability, combined with the well-known linear programming (LP)
formulations for MDC (see, e.g., [10]): they involve n Simplex pivot steps, carried out on an LP
problem having 2n variables and n constraints, n being the number of states. Such purely numerical
procedure, however, does not provide any qualitative insight as to which projects are indexable. It
does not appear therefore suitable for attaining our main research goal, namely, to identify and an-
alyze relevant classes of indexable bandits, deﬁned by conditions on their parameters. Whittle [14]
stated that
4... one would very much like to have simple sufﬁcient conditions for indexability; at the
moment, none are known.
To the best of our knowledge, no further progress on the matter has been achieved prior to the
results we present in this paper.
Our approach to the study of the indexability property for restless bandits is based on the achiev-
able region method (cf. [4]): we shall show that the indexability property can be (partially) explained
through a corresponding structural property on the underlying polyhedral achievable performance
region of a restless bandit (spanned by performance measures under all admissible policies).
Speciﬁcally, our contribution in this paper is twofold. First, we present a general polyhedral
framework for investigating stochastic scheduling problems having the following partial indexability
property: priority-index policies are optimal for an appropriately restricted range of linear perfor-
mance objectives. This framework extends that given in [1] for investigating scheduling problems
for which priority-index policies are optimal under any linear performance objective (general in-
dexability). The framework in [1] was based on obtaining a full polyhedral characterization of the
system's achievable performance region from the satisfaction by performance measures of so-called
generalized conservation laws (GCL). The extension we present here is based instead on exploiting a
partial polyhedral characterization of the achievable performance region, from the satisfaction of an
appropriate subset of the previous laws, which we call partial conservation laws (PCL). We show, in
particular, that if the performance measures of interest satisfy PCL, then (1) the problem is partially
indexable for an appropriate range of linear performance objectives, which is deﬁned algorithmi-
cally; and (2) the optimal priority indices are computed by a one-pass adaptive-greedy algorithm,
which extends that utilized in the GCL framework.
Second, we apply the PCL framework to investigate the indexability property in restless ban-
dits. In particular, we identify a class of restless bandits (PCL-indexable), deﬁned through checkable
conditions on their parameters, which are indexable for a range of reward coefﬁcients. This range is
characterized algorithmically through a single run of the adaptive-greedy algorithm mentioned above.
We further characterize the subclass of PCL-indexable bandits that satisfy GCL (GCL-indexable):
these bandits are indexable under any set of reward coefﬁcients. The conditions deﬁning this class,
of which classical bandits are the main example, provide qualitative insight on their nature.
5The rest of the paper is structured as follows: in Section 2 we describe the restless bandit prob-
lem, and review Whittle's relaxation and index heuristic. In Section 3 we present the general PCL
framework. The framework is applied to the analysis of the indexability property in discounted rest-
less bandits in Section 4. The corresponding analysis under the time-average criterion is developed in
Section 5. Section 6 presents some examples where the previous results are applied. Finally, Section
7 ends the paper with some concluding remarks.
2 Whittle's relaxation and index heuristic
We review in this section the problem relaxation and heuristic index policy proposed by Whittle [14]
for the restless bandit problem. Consider the problem faced by a decision maker seeking to maximize
the average reward earned from a collection of M stochastic projects, of which 1
￿ K
< M must be
engaged at each discrete time epoch t
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2 Nm. We shall assume, for convenience of notation, that the state spaces for the M
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g on a project in state i has two effects: ﬁrst, it yields an instant reward Ra
i ; then, it causes the














2N ,f o ra
= 0
;1. Both the time-discounted and the time-average
versions of the problem will be considered.
Under the discounted criterion, rewards are time-discounted by factor 0
<b
<1, and the problem
consists in ﬁnding a scheduling policy uOPT, belonging in the space U of stationary policies (which
base decisions on current project states), that maximizes the expected net present value of rewards




































In formulation (1), ZOPT
(b




) denote the state and
action corresponding to project m at time t,a n dEu
[
￿
] represents the expectation operator under policy













1 if a project is in state i at time t
= 0
0 otherwise.
Under the time-average criterion, we are concerned with ﬁnding a stationary scheduling policy









































Note that in formulation (2) we denote the optimal problem value by ZOPT
(1
), thus identifying, for
notational convenience, the time-average criterion with the value b
= 1. Using this convention will
allow us to discuss below the time-discounted and time-average cases in parallel.
Whittle's relaxation is based on consideration of a modiﬁed problem version: the requirement
that K projects be active at each time is relaxed by requiring instead that K projects be active on av-
erage. The optimum value of the relaxed problem is hence an upper bound for the original problem's
optimum value. Furthermore, this bound can be efﬁciently computed by solving a polynomial-size
linear program (cf. [2]). To see this, let us associate a performance measure with each stationary
scheduling policy u
2U, project state i




































































)) represents the total expected discounted number of
times (resp. the long-run fraction of time) that action a is taken at a project in state i under policy
u. Now, it follows directly from the standard LP formulations for discounted and time-average MDC




































































































< 1, is the polytope deﬁned by the standard LP constraints for the discounted MDC model-















































is the corresponding polytope for the time-average case. In linear program (5), the variables xa
j




), and constraint (6) formulates the relaxed requirement
8that K projects be active on average. Note that this linear program has polynomial size on the prob-
lem's deﬁning data, and is therefore known to be solvable in polynomial time by LP interior point
algorithms.
Whittle applied instead a Lagrangian approach to elucidate the structure of the relaxed problem's
optimal solution. By dualizing linking constraint (6) in linear program (5), denoting by g the corre-


























































We thus see that, as observed by Whittle, multiplier g plays the economic role of a constant subsidy
























































Note that subproblem (10) corresponds to a single MDC over project m, where passive rewards
(earned under the passive action) are subsidized by a constant amount g. Note further that, for each






). Furthermore, by the strong duality property of linear
programs, there exists a multiplier g








). In the regular case where g
￿
6
= 0, LP complementary slackness ensures
that any optimal solution to Lagrangian relaxation (9) (with g
= g
￿) must satisfy linking constraint
(6), and will therefore be optimal for the LP formulation of Whittle's relaxation in (5).
Whittle identiﬁed a key structural property that makes the solution to the parametric family of
single-project MDC subproblems formulated in (10) particularly simple.
Deﬁnition 1 (Whittle [14]) A project is said to be indexable for a given discount factor 0
< b
￿ 1 if
the set of states where the passive action is optimal in the corresponding single-project subproblem




It follows from Deﬁnition 1 that, for an indexable project, there exist break-even values gi for each
state i, such that an optimal policy for the corresponding subproblem (10) can be given as follows:
take the active action in states i with gi
< g, and the passive action otherwise. Note that for g
= gi
both the active and the passive actions are optimal. If each project is indexable, and g
￿
6
= 0, it follows
from the above that an optimal policy for Whittle's relaxation is obtained by applying independently
to each project the single-project policy just described, letting g
= g
￿.
Whittle used the above indices to deﬁne a priority-index heuristic for the original problem: acti-
vate at each time K projects with larger indices. Note that it follows from the deﬁnition of Whittle's
indices that they reduce to Gittins' when applied to classical multiarmed bandits, and therefore the
heuristic is optimal in that special case.
3 Partial conservation laws
In this section we develop a general framework for investigating the partial indexability property in
stochastic scheduling problems, outlined in Section 1. The framework extends that introduced in [1]
for studying the general indexability property in stochastic scheduling.









of job classes. Service resources (e.g., servers) are to be allocated over time to jobs vying for their
attention, on the basis of a scheduling policy u, which belongs in a space U of admissible policies.
The performance of a policy u
2 U over a job class i













performance vector. We further assume the system admits a consistent notion of service priority








) of the classes is associated a corresponding p-
priority policy, which assigns higher priority to class pi over class pj if i
< j, so that class p1 has top
priority. We refer to all such policies as priority policies. We further say that a policy gives priority
to classes in a subset S
￿ N (S-jobs) if it gives priority to any job class i
























which involves ﬁnding a scheduling policy uOPT
(R
) maximizing the linear performance objective in
(11), and computing the corresponding optimum value ZOPT
(R
).
A wide variety of scheduling models ﬁtting formulation (11), such as classical multiarmed ban-
dits, possess the following structural property, which we call general indexability:f o rany reward
vector R
2 Ân, problem (11) is solved optimally by a priority-index policy, i.e., a priority policy
where the optimal priorities are determined by a set of class-ranking indices (with higher priorities
corresponding to larger indices). A general framework providing a sufﬁcient condition for prob-
lem (11) to be generally indexable was presented in [1]: satisfaction by performance vector x
(u
) of
so-called generalized conservation laws (GCL) implies general indexability; furthermore, in such
case the optimal priority indices can be efﬁciently computed by means of an n-step adaptive-greedy
algorithm due to Klimov [7].
In the context of certain models, however, general indexability appears as too strong a require-
ment: the relevant concern may be instead to establish the optimality of a restricted family of priority
policies under a limited range of linear performance objectives. We call such property partial index-
ability. That is the case, e.g., in much studied models involving the control of arrivals into a single
queue, where researchers typically aim to prove the optimality of threshold policies (shut off arrivals
only when the queue length exceeds a given threshold value) under strong structural assumptions on
linear reward/cost coefﬁcients. See [8]. More generally, as we shall demonstrate in Sections 4 and 5,
11the problem of determining whether a given restless bandit is indexable may be formulated in terms
of checking the partial indexability of a problem of the form ( 11).
We present next an extension of the GCL presented in [1], with the goal of providing a framework




Deﬁnition 2 (Partial conservation laws (PCL)) Performance vector x
(u
) satisﬁes partial conserva-
tion laws with respect to class set family S if there exist quantities AS
i
> 0,f o ri
2 S and S






























; for any policy u














; for any policy u
2U
: (13)
Note that the GCL in [1] correspond to the special case where S
= 2N . In words, a performance
vector x
(u
) satisﬁes PCL with respect to S
￿ 2N if, for each subset S
2 S of job classes, there exist
weights AS
i
> 0, for i
2 S, such that the corresponding weighted performance objective is minimized
by any policy that gives priority to Sc-jobs, and is invariant under all admissible policies when S
=N .
Thelaws thus state that the family ofpriority policies that give priority to Sc-jobs, for S
2S, optimizes
a certain ﬁnite set of linear performance objectives. We shall show in this section that the laws
further imply the optimality of such policies for a larger family of linear objectives, where the optimal
priorities are determined by efﬁciently computed class-ranking indices.



































For any reward vector R
2 Ân, (14) represents an LP relaxation of scheduling problem (11),





). We next identify a family of






). We thus deﬁne a subset R
(S
)
￿ Ân of reward vectors as the domain of the
adaptive-greedy algorithm AG
(S
) described in Figure 1. Namely, as the set of reward vectors R for
which the algorithm returns an output having FAIL















Deﬁnition 3 (PCL/GCL-indexability) Scheduling problem (11) is said to be PCL-indexable with
respect to S
￿ 2N if






In the case where (i) holds with S
= 2N we say the problem is GCL-indexable.
The next result shows that PCL-indexable problems are indeed indexable. Let the output of
adaptive-greedy algorithm AG
(S

























Theorem 1 (Partial indexability under PCL) Assume problem (11) is PCL-indexable. Then, the
problem is solved optimally by any priority policy that gives higher priority to class i over class j if
gi




Since LP problem (14) is feasible and bounded, we know its dual problem has the same optimum




























Now, it is easily checked that the vector ¯ y produced by adaptive-greedy algorithm AG
(S
) is a














￿ be a performance vector achieved by a priority policy that gives higher priorities to classes
with larger indices gi. Then, by the deﬁnition of PCL, it follows that x
￿ is a primal feasible solution




















Therefore, it follows by LP complementary slackness that x
￿ and ¯ y are an optimal primal-dual pair
for linear programs (14) and (15). Since we assumed x
￿ to be achievable by a priority policy, this










), i.e., such priority
policy must be optimal.
2
Note that in the special case where S
= 2N , algorithm AG
(2N
) reduces to the standard adaptive-
greedy algorithm due to Klimov [7], and Theorem 1 yields the optimality of priority-index policies
under all reward vectors, as established in [1].
Index decomposition
It was shown in [1] that, in the GCL framework (which corresponds to the special case where S
=2N
in the PCL above), a stronger index decomposition property holds under certain conditions. This
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= Gk then FAIL :
= 1 else FAIL :
= 0.
Figure 1: Adaptive-greedy algorithm AG
(S
).
depend only on its deﬁning parameters, and not on those of other projects. Assume the complete set of






2S. Job classes in Nm are typically interpreted





















and assume that, ifS













2 Sm, depend only on characteristics of job classes in Nm (i.e., on project m's deﬁning






































Theorem 2 (Index decomposition) Under condition (16), the priority indices corresponding to job
















4 PCL for restless bandits: the discounted case
In this section we apply the PCL framework developed in Section 3 to investigate Whittle's indexa-
bility property for restless bandits. We focus here on the discounted case, deferring discussion of the
undiscounted case to the next section.
Wethus consider a single restless bandit, as described in Section 2: itis modeled as adiscrete-time





















2N , corresponding to the active (a
= 1) and passive (a
= 0) actions, respectively.
Rewards are discounted in time by factor 0
< b





2N ,w h e r eai is the 0/1 indicator of the initial project state being i. Our concern is to identify
sufﬁcient conditions on model parameters under which the bandit is indexable. From the deﬁnition of
indexability, we thus need to investigate the parametric family of single-project subproblems whose





































for each value of the passive subsidy g
2 Â. In (17), Ia
i
(t





g at time t,a n dU denotes the space of stationary policies. We note that the



















































g,a n da are taken to be row vectors, and 1 denotes an n-vector of



















































In light of (19), we shall focus our subsequent analysis on the case R0
=0, without loss of generality.
In order to apply the PCL framework to analyze problem (17), we shall reformulate it as an
equivalent scheduling problem over a service system with multiple job classes. The latter problem
involves the scheduling of two projects on a single server: to the original project we add an auxiliary
single-state calibrating project, which returns a reward of g when active, and no reward otherwise.





[N (where the label of the cal-
ibrating project's single state is denoted by 0). We consider, as before, that the space U of admissible
scheduling policies consists of all stationary policies, which base decisions on the current project
state. To each policy u









as deﬁned in (3). Note that x1
0
(u
) represents the total expected discounted time the original project is
passive, or, equivalently, that the calibrating single-state project is active.





is currently in state 1: that is, there is one job of class 0 and another of class 1.











2N , and subsets S
;T















We next deﬁne certain project parameters, derived from model primitives, which will be required
in our analysis. We start by considering, for each class/state subset S
￿N , a corresponding S-active
policy: this takes the active action on the original project when its state lies in S, and the passive
action otherwise. Let us further deﬁneVS
i ,f o ri
2N ,a st h etotal expected discounted time the project
state lies in S under the S-active policy, provided the initial state is i.F o rag i v e nS
￿N ,t h eVS
i 'sare




























































We next use the VS
i 's as building blocks to deﬁne quantities AS






















































































We complete the deﬁnitions by letting b
(T
),f o rT

























Our next result will play a central role in our analysis of the indexability property of restless
bandits via PCL. It formulates a family of decomposition laws, where a linear combination of ac-
tive performance measures is shown to decompose, under any admissible policy, as the sum of a
policy-invariant term plus a linear combination of passive performance measures. We note that such
identities are analogous to the work decomposition laws satisﬁed by certain single-server multiclass
queueing systems (cf. Theorem 5 in [3]): in the latter, a linear combination of mean queue lengths
corresponding toaclass subset isdecomposed as the sum of apolicy-invariant term plus termsrelating
to the mean workload when other classes are in service, or when the server is idle.



















































;1, and consider the xa'sto
be row vectors. We ﬁrst note that the standard linear programming formulation for discounted MDC,












































































































































































































Now, postmultiplying both sides of the above equation by VSc
Sc, and simplifying the resulting expres-














































































which is precisely (25). The case S
=N is immediate.
2
Corollary 1 The following identities hold, for any S
￿N :
(a) for any admissible policy u that gives priority to job classes in Sc over class 0 (i.e., that takes the



















(b) for any admissible policy u that gives priority to job class 0 over classes in S (i.e., that takes the




















2Sc. This fact, together with Lemma
3, proves the result.







21Let us now consider the family S
































Note that, as required in the PCL framework, we have N0
2S
￿






we shall consider that / 0
2 S
￿.






2N0 satisﬁes PCL with
respect to S
￿
0. Namely, for any class subset S
2S

























































































2 ˆ S, and ˆ i
2 ˆ Sc with A
ˆ Sc
ˆ i
<0, then, for any initial
state vector a
> 0 (componentwise), inequality (30) does not hold.
22Proof
First, it is easy to see that, due to the special structure of the two-project model at hand, the PCL in
Deﬁnition 2 can beequivalently formulated as (30)–(34). Notenext that the requirement that all the AS
i
coefﬁcients arising in the partial conservation laws be positive is guaranteed to hold by our deﬁnition
of S
￿. The structure of S
￿, together with the decomposition laws in Lemma 3, further yields directly
the inequalities (30)–(31). The required identities (32)–(34) were established in Corollary 1.
The last statement follows from decomposition identity (25) in Lemma 3 as it applies to subset ˆ S:




































We next present an adaptation of Deﬁnition 3 to the speciﬁc restless bandit model under consid-
eration. Its equivalence with Deﬁnition 3 is apparent from Theorem 4. For each S




￿ Ân as the set of active reward vectors R1 such that, when algorithm AG
(S










), it returns an output having FAIL
= 0.
Deﬁnition 4 (PCL/GCL-indexable restless bandits) A restless bandit (normalized so that R0
= 0)
is said to be PCL-indexable with respect to S


















= 2N , we say the bandit is GCL-indexable.
Note that Theorem 4 implies that S
￿ is the largest class set family with respect to which a bandit can
be PCL-indexable.





















Corollary 2 (Indexability conditions) The following indexability conditions hold:
(a) A bandit that is PCL-indexable with respect to S




), with indices gi,f o ri
2N ;
(b) A GCL-indexable bandit is indexable for any reward vector.
23Proof
The fact that, for R1
2R
(S
), the subproblem discussed above is solved optimally by a priority-index
policy, where the optimal indices are computed by adaptive-greedy algorithm AG
(S
), is a straight-
forward consequence of combining Theorem 1 and Theorem 4. The result now follows by observing
that the index decomposition condition (16) holds, when applied to the natural decomposition of class
set N0 into
f0
g and N , and therefore Theorem 2 applies. This yields that the priority index for aux-
iliary class/state 0 is simply g, while the priority indices for the classes/states in N are computed as
described above.
2
Note that Corollary 2 provides an efﬁcient algorithmic test for indexability of a restless bandit: the
test is based on checking whether R1
2 R
(S
), which involves a single run of adaptive-greedy algo-
rithm AG
(S
). We remark, however, that this test represents a sufﬁcient, but not necessary, condition
for a bandit to be indexable.
We presented in (18) the standard LP formulation of problem (17), known from MDC theory. The
PCL framework provides a new, equivalent LP reformulation for PCL-indexable bandits, as shown
next.
Corollary 3 Suppose a bandit (normalized so that R0

































































Figure 3: Classiﬁcation of restless bandits.
Corollary 4 Classical bandits are GCL-indexable.
Proof




















The inequalities in Deﬁnition 4(i) follow immediately.
2
The next result is concerned with the role of the discount factor on indexability. It is a direct
consequence of the deﬁnition of GCL-indexability combined with Corollary 2.
Corollary 5 (GCL-indexability for small discounts) Any restless bandit is GCL-indexable as the
discount factor b gets small enough.
Figure 3 illustrates the classiﬁcation of restless bandits resulting from the introduction of the
classes of PCL and GCL-indexable bandits.
25Interpretation of GCL-indexability
We next consider the intuitive interpretation of GCL-indexability, we note that, for any S


























Let us focus on a given S
￿ N . Recall the interpretation of VS
i as the total expected discounted
time the project is active (active time, for short) under the S-active policy (which takes the active
action on states in S, and the passive action otherwise), when starting in state i
2 N . The condition
ASc
i
> 0, for i
2 Sc, states therefore that, by changing the initial action (in state i) from passive to
active, and following the S-active policy onwards, the project expected active time becomes larger.
Furthermore, the condition ASc
i
￿0, for i
2S, states that, by changing the initial action (in state i) from
active to passive, and following the S-active policy onwards, the project expected active time does not
become larger. Note further from the above discussion that the coefﬁcients ASc
i represent active time
differentials corresponding to changing the initial action in state i under the S-active policy.
5 PCL for restless bandits: the time-average case
In this section we outline how the results in Section 4 for the time-discounted case can be extended
to analyze restless bandits under the time-average criterion.
We shall thus consider a general restless bandit, as described in Section 4, on which we shall
impose the additional requirement stated next.
Assumption 1 (Ergodicity) For any subset S




















), deﬁned by (35), is the transition probability matrix for the S-active policy con-
sidered in our study of the discounted case. Furthermore, as in the previous section, we need only
consider the case where passive reward vector is R0
= 0, since the general case can be equivalently
reduced to it.
Our approach to the time-average case is based on studying the asymptotic behavior, as the dis-
count factor b
% 1, of the quantities and results appearing in our analysis of the discounted case.
Hence, to avoid confusion, in what follows we shall make explicit the dependence on discount factor











To relate the discounted and the time-average cases we shall apply the result that, under Assump-
tion 1, for any bandit state i
2 N and state subset S



















In identity (36), VS represents the long-run time-average fraction of time the bandit is active under
the S-active policy, whereas vS
i represents the corresponding total expected active time differential
due to starting in state i. Substituting for the VS
i
(b
)'s in equations (20)–(21) using (36), and letting
b




















j,f o r i
2 Sc
: (38)
Note that equations (37)–(38) determine vS
i ,f o ri
2 N,i nt e r m so fVS. Furthermore, VS can be
computed as the sum of the equilibrium probabilities for states in S corresponding to the ergodic




We next apply (36)–(38) to study the asymptotics of the coefﬁcients AS
i
(b
) appearing in the PCL
obtained in the discounted case. Substituting for the VS
i
(b
)'s in equations (22) using (36), and letting
b
% 1, yields the result that each AS
i
(b
) converges to a limit AS




















) the time-average fraction of time that the project is in state i and action a is taken









2N . It is well known that in the ergodic case under














In order to investigate the indexability property under the time-average criterion we consider the
equivalent two-project restless bandits model discussed in Section 4, where an auxiliary calibrating
project having a single state 0 is introduced, yielding a reward of g when active (or, equivalently,
when the original project is passive).





























































With these deﬁnitions, all the results of the previous section carry over, in a verbatim fashion, to
the time-average case under discussion by taking appropriate limits as b
% 1.
6 Examples
In this section we analyze several special cases of restless bandits using the results developed above.
286.1 Two-state restless bandits
Weﬁrst consider the case of restless bandits having twostates. Thecorresponding two-project restless
bandit problem discussed in Section 4 is precisely that represented in Figure 2. In the discounted case,
the relevant AS


















































































;2. Therefore, it follows that
discounted two-state restless projects are GCL-indexable, hence indexable under any reward vector.
By taking the limit as b
% 1 the corresponding result is obtained for the time-average case, provided




2 (we assume as before that passive rewards are 0), the Whittle indices





























































As will be seen in the next example, three-state restless bandits need not be GCL-indexable.
296.2 An indexable three-state restless bandit which is not GCL-indexable



































































































> 0, for any 0
< b
; e
< 1. Note, however, that A
f3
g
























=9, which we can substitute in the
decomposition identity (25) corresponding to S
=
f3



















































under stationary policies u is not GCL-indexable. Numerical investigation reveals that, however, the
bandit is indexable.
306.3 Threshold optimality through PCL
We illustrate here through a small example how PCL provide an appropriate framework for investi-
gating the optimality of threshold policies in queueing systems. This issue is studied in general in [8].
Consider a discrete-time single-server queue which can hold at most 2 customers. The set of system






At each time the system manager can choose to activate the arrival stream, if there are less than 2
customers in system, or to shut off arrivals. Corresponding state-dependent rewards are earned when
the arrival stream is active, which are discounted in time with factor 0
< b
< 1. The objective is to
design an input control policy that maximizes the total expected discounted reward earned over an
inﬁnite horizon. We model this problem as a three-state restless bandit, where the active and passive









































=1. The state-dependent active rewards are R0, R1 and R2, respectively. To
avoid confusion, note that in this model 0 denotes a system state (empty queue), and not the auxiliary
state representing the idle action, as in our general analysis of restless bandits through PCL.
The optimality of threshold policies (i.e., shut off arrivals when the number in system exceeds a
given threshold value) will be deduced, under appropriate conditions on reward coefﬁcients, from the

















See Deﬁnition 4. For S
=
f2



















































































Therefore, the bandit satisﬁes PCL with respect to S. Let us now characterize the corresponding
reward subset R
(S
), as the domain of adaptive-greedy algorithm AG
(S
). The conditions deﬁning
R
(S






















Therefore, under conditions (42) on reward coefﬁcients, the bandit is PCL-indexable with respect





























We identiﬁed a class of restless bandits, called PCL-indexable, which are guaranteed to be indexable.
Membership of a given restless bandit in this class can be efﬁciently tested through a single run of an
adaptive-greedy algorithm, which also computes the Whittle indices when the test is positive. Given
the rich modeling power of restless bandits, we believe the notion of PCL-indexability introduced in
this paper opens the way to analyze a variety of stochastic control models in, e.g., queueing systems,
within a unifying, polyhedral framework.
Our analysis further reveals the power of the achievable region method (cf. [4]) to analyze
stochastic optimization problems, as our analyses are based on new linear programming formula-
32tions of the problems investigated. A previous study (see [2]) also utilized the achievable region
approach to obtain a priority-index heuristic, different from Whittle's, and improved LP relaxations,
for general (possibly nonindexable) restless bandits.
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