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Zusammenfassung
Wenn ein Atom oder ein Moleku¨l einem starken Laserpuls ausgesetzt wird, fu¨hrt ein
Rekollisions-Rekombinationsmechanismus zur Emission Hoher-Harmonischer-Strahlung,
die Vielfache der eingestrahlten Laserfrequenz entha¨lt. Diese Strahlung ist heutzutage die
Grundlage fu¨r das hochaktuelle Forschungsgebiet der Attosekundenphysik. Das Laser-
magnetfeld ist verantwortlich fu¨r eine Driftbewegung in Laserpropagationrichtung von
ionisierten Wellenpaketen. Im Zusammenhang mit einem ersten Projekt dieser Arbeit
hat sich herausgestellt, dass sich die harmonische Strahlung, die aufgrund dieser Driftbe-
wegung entsteht, leicht mit Hilfe eines zusa¨tzlichen, relativ schwachen statischen Magnet-
feldes beeinflussen la¨sst.
In einem zweiten Projekt wird ein neuartiger Mechanismus vorgeschlagen, der in der
Kombination der Driftbewegung in Laserpropagationsrichtung mit Eigenschaften anti-
symmetrischer Orbitale besteht. In einem Bereich hoher Laserintensita¨ten wird gezeigt,
dass eine effiziente Hohe-Harmonische-Erzeugung ohne die ga¨ngigen Einschra¨nkungen auf-
grund der Driftbewegung in Laserpropagationsrichtung mo¨glich ist. Aus einem anderen
Blickwinkel heraus kann man sagen, dass zum ersten Mal gezeigt wurde, dass diese Drift-
bewegung zu einem Anstieg der Intensita¨t der Harmonischen fu¨hren kann. Die wichtigsten
Ergebnisse sind durch numerische Integration der zeitabha¨ngigen Schro¨dinger-Gleichung
erhalten worden.
Abstract
When an atom or a molecule is subject to a strong laser pulse a recollision-recombination
mechanism gives rise to the emission of high-order harmonic radiation containing fre-
quency multiples of the irradiating laser field. This radiation is nowadays the basis for
the highly active research field of attosecond physics. The laser magnetic field is respon-
sible for the drift of ejected electron wave packets in the laser propagation direction. In
the context of the first project of this thesis, it has been found that the harmonic radi-
ation which is induced by this drift motion can be sensitively influenced by means of an
additional relatively weak static magnetic field.
In the second project, a novel mechanism is proposed which combines the drift in the laser
propagation direction with the properties of antisymmetric orbitals. In a regime of high
laser intensities, efficient high-order harmonic generation is proven to be possible without
the common limitations due to the drift in the laser propagation direction. From a dif-
ferent viewpoint, it has been shown for the first time that this drift leads to an increase
in harmonic intensity. The main results have been obtained by numerical integration of
the time-dependent Schro¨dinger equation.
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Chapter 1
Introduction
In recent years laser technology has made tremendous progress. Novel laser systems
permit the generation of short laser pulses with intensities in the range of 1014W/cm2-
1019W/cm2 as a standard [1]. Two technical advances with respect to the generation of
high-intensity pulses were the development of the chirped pulse amplification [2] and the
self-mode-locked Ti:sapphire laser [3]. In the near future, novel free-electron-laser tech-
nology is expected to provide intense laser pulses in the high-frequency (keV) regime [4].
In addition to higher intensities, there have also been accomplishments with respect to
the tailoring of short pulses (only few cycles) [5]. Recently, the generation and char-
acterization of attosecond light pulses has made tremendous progress [6]. Conceivable
applications of attosecond pulses consist of the time-resolved monitoring of atomic and
molecular processes [7].
The enormous development in laser technology has given impetus to many fields.
For example, it has pushed the field of laser-plasma interactions [8]. The investigation of
very intense laser pulses with clusters [9] and solids [10] has been possible. Much progress
has been made in understanding the fundamental interactions of intense laser fields with
atoms [11] and molecules [12]. As a result, prominent nonlinear phenomena, which are
still of current interest, like above-threshold-ionization (ATI) [13] and high-order harmonic
generation (HHG) [14] could be experimentally investigated. Also electron-electron cor-
relation effects which are due to the interaction of several electrons, like nonsequential
double ionization, could be studied [15].
From a theoretical point of view, a variety of methods has been developed to describe
laser-matter interactions. These methods include time-dependent Hartree-Fock compu-
tations [16], density functional theory [17], classical approaches [18] and Floquet meth-
ods [19].
The focus of this theoretical thesis is on high-order harmonic generation. HHG has turned
out to provide a coherent light source, in which multiples of the irradiating laser frequency
are gained - even attaining the sub-A˚ngstro¨m regime [20]. This possibility to generate
radiation of extremely short wavelengths has potential to investigate biological, chemical,
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molecular and atomic reactions with unprecedented resolution [21]. At present, high-
harmonic radiation is employed as a tool to generate attosecond pulses [6]. This renders
new fundamental pump-probe experiments possible.
HHG occurs upon the ionization of an atom or a molecule in the laser field. Ionized
electrons may be driven back towards the mother ion by the laser field. The electron
may then recollide with its mother ion. During this recollision the electron can recombine
into the initial bound state under emission of radiation which contains multiples of the
irradiating laser frequency. In the context of the theoretical investigation of HHG, there
are mainly two established approaches. One is the Lewenstein model which is based on
the strong-field approximation (SFA) [22]. The other consists in the direct numerical in-
tegration of the time-dependent Schro¨dinger equation (TDSE). This method is applied in
this thesis. Pioneering work for the direct numerical solution of the TDSE can be found
in [23]. Besides these two methods, there is a simple intuitive semi-classical picture of the
three-step process behind HHG [24].
However, despite the success of the direct numerical integration of the TDSE this ap-
proach is still not viable if all three space dimensions are to be taken into account for
low-frequency high-intensity laser pulses for which large grids are required. In spite of the
enormous developments of computer technology, a full 3D solution for all regimes of laser
parameters even for one particle (electron) is still not feasible. Nonetheless, work towards
a full three-dimensional integration (but still for high-frequency pulses) has been recently
carried out in [25]. As an alternative to full 3D simulations, reducing the dimensions of
the corresponding physical model has turned out to be efficient. One-dimensional models
have been successfully applied in order to describe ionization of hydrogen-like atoms for
lower laser intensities [26].
For increasing laser intensities, however, ionized electrons do not move only in the laser
polarization direction of the applied laser pulse but also exhibit a drift in the laser prop-
agation direction. This means that a one-dimensional model is not sufficient anymore for
the numerical integration.
Therefore, 2D models that span the laser polarization and propagation direction have
been successfully used for intensities up to 1018W/cm [27]. Higher laser intensities re-
quire a full relativistic treatment, which implies the solution of the Dirac equation [28] or
an expansion of it [29].
The electron motion in the laser propagation direction is induced by the laser magnetic
field. This motion plays a key role in the research of this thesis. Hence, the TDSE is solved
numerically on a two-dimensional grid in order to study high-order harmonic generation.
This electron motion gives rise to the emission of harmonic radiation polarized in the laser
propagation direction. Relatively little work has been dedicated to this radiation, with
most attention being paid to the ordinary harmonic radiation which is polarized in the
laser polarization direction.
In the first project, the impact of a static magnetic field on the harmonic radiation po-
larized in the laser propagation direction is investigated. It is found that an increase or
a decrease in the harmonic signal is obtained, depending on the harmonic orders con-
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sidered. These changes in the harmonic spectra are significant for relatively weak static
magnetic fields of the order of 30T. Other attempts to influence the harmonic radiation
polarized in the laser polarization direction require significantly stronger static magnetic
fields (on the order of thousands of Tesla). The results of this project suggest that HHG
in the laser propagation direction would be a useful tool to measure static magnetic fields.
A further consequence of the electron drift in the laser propagation direction is that the
recollision on which HHG is based is hampered by the displacement of the returning elec-
tron in the laser propagation direction. As a result, harmonic emission is reduced. In
view of the fact that not only HHG but also above-threshold ionization and nonsequential
double ionization are recollision-related effects, a solution to this problem is desirable.
Several solutions have been proposed which consist in employing pre-accelerated parti-
cles [30], tailoring the applied laser pulse [31], using crossed laser fields [32] or choosing
particular systems such as positronium [33].
In the second project of this thesis a new solution is attempted. The properties of antisym-
metric wave functions exposed to a strong laser pulse are employed in order to counteract
the electron drift in the laser propagation direction. As a result, the combination of a
drift due to antisymmetry and the drift induced by the laser magnetic field is shown to
result in an enhanced recollision dynamics and an increased harmonic signal up to several
orders of magnitude. This mechanism is studied for the first excited antisymmetric state
of H+2 and atomic ions. In the case of H
+
2 , the question of a maximum harmonic yield
with respect to an optimal combination of both drifts is addressed. Furthermore, it is
shown that for the first excited antisymmetric state of H+2 exposed to very high laser
intensities there is no alignment of the molecule prior to the interaction with the strong
laser pulse required, while for weaker intensities pre-alignment is necessary. But this is
not a problem because the simulations show that the mechanism for enhancing HHG by
means of the compensation of both drifts is efficient for a wide range of orientations of
the molecule. Thus, no strict pre-alignment is required. In the case of antisymmetric
orbitals of hydrogen-like ions the selection of the appropriate orbital can be accomplished
by means of a suitable pre-pulse.
This thesis is structured as follows: In chapter (2) the basics which are relevant for the
research presented in this thesis are discussed. Chapter (3) is dedicated to the discussion
of the model which is employed to describe the interaction of an atom or molecule with a
strong laser pulse. The numerical methods applied in this thesis are also elaborated upon
in this chapter. Chapter (4) presents the results of the first project in which the impact
of a static magnetic field on the harmonic radiation polarized in the laser propagation
direction is investigated. It starts with a survey of studies which focus on the influence
of static magnetic fields on high-order harmonic generation before the results obtained in
the context of this thesis are presented. The mechanism for enhancing recollisions and
HHG via a combination of the properties of antisymmetric orbitals and the electron drift
in the laser propagation direction is proposed and investigated in chapter (5). Results
for antisymmetric orbitals of H+2 and hydrogen-like ions are presented. Novel effects in
11
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two-center interference structures in H+2 -spectra are illustrated as an outlook for future
work.
Note that, unless indicated otherwise, atomic units (a.u.) are used throughout this thesis.
12
Chapter 2
Fundamental processes in
laser-matter interaction
2.1 Free electrons in the laser field
With the advent of high-power lasers it is nowadays possible to investigate interactions
of extremely intense laser pulses with matter. These very high laser intensities permit
to study the quantum dynamics of electrons ejected in a relativistic regime (see first ref.
in [11]). After ionization of atoms or molecules the ejected electrons move in a quasi-
free manner in the laser field. Whether the electron moves relativistically depends on
the electron velocity in comparison with the speed of light. This depends again on the
intensity of the applied laser field which is responsible for the acceleration of the electron.
The electron drift in the laser propagation direction which is induced by the laser magnetic
field is in the focus of this thesis. As we see in the following, this drift arises from the
impact of the Lorentz force and it can be considered as a relativistic effect of first order in
v/c, where v denotes the velocity of the electron and c the speed of light. The investigation
of higher-order relativistic effects or full relativistic dynamics is not intended. For work
on this topic, see first ref. in [11]. By appropriate choice of the laser parameters (intensity
and frequency) we ensure that the regime is entered in which this first-order drift effect
becomes crucial but higher relativistic effects are negligible.
In order to introduce this drift in the laser propagation direction and to illustrate the
main features of a free electron in the laser field in general, it seems reasonable to discuss
the electron dynamics of a classical free electron in the laser field prior to the treatment
of the ionization process of atomic and molecular orbitals (see next section (2.2)).
The relativistic dynamics of a classical electron in the laser field is described by the
Newton-Lorentz equation (in atomic units!):
d
dt
v(t)√
1−
(
v(t)
c
)2 = −
(
E(r, t) +
v(t)
c
×B(r, t)
)
, (2.1)
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where v(t) = d
dt
r =

x˙(t)y˙(t)
z˙(t)

 is the velocity of the electron in dependence of the time t;
Eq. (2.1) is valid in the lab system. The speed of light c takes a value of 137 a.u. Note
that due to the choice of atomic units, the sign on the right-hand side in Eq. (2.1) reflects
the electron charge. The entire term on the right-hand side of Eq. (2.1) represents the
Lorentz force. The term E(r, t) and B(r, t) denotes the laser electric field or the laser
magnetic field, respectively. Therefore, we have chosen linear polarization for the purpose
of illustration:
E(r, t) = exE0f(η) sin η
and
B(r, t) = −ezE0f(η) sin η
with η = ω(t− y/c). The term E0 denotes the electric field amplitude of the laser field, ω
its angular frequency. The phase of the laser field is represented by η. The propagation of
the laser field takes place in the positive y-direction. The vectors ex and ez are unit vectors
along the corresponding axis. An analytic treatment of the Newton-Lorentz equation (2.1)
yields the following important facts [34]:
• The electron oscillates along the laser polarization direction with a quiver amplitude
α:
α =
E0
ω2
.
In addition to this oscillation there is also a linear drift motion in this direction
possible, depending on the initial conditions.
• The electron travels in the laser propagation direction a distance ∆y per laser cycle:
∆y =
π
2
E20
ω3c
As a result, the interaction of a classical electron with an intense linearly polarized laser
field leads mainly to a two-dimensional motion consisting of oscillation and linear drift
in the laser polarization direction and the drift in the laser propagation direction (if the
trivial linear drift perpendicular to this plane due to the initial conditions is neglected).
This two-dimensional motion results from the Lorentz force, as we show now. Neglecting
the term
(
v
c
)2
in the square root of Eq. (2.1) yields:
d
dt
v(t) = −
(
E(r, t) +
v(t)
c
×B(r, t)
)
. (2.2)
Fig. (2.1) shows the numerical solution of this equation in the x-y–plane (the x-direction
corresponds to the laser polarization direction and the y-direction to the laser propagation
direction). The initial velocity in z-direction has been chosen as zero so that there is no
trivial drift in this direction. In this figure ω =0.18 a.u. and E0 =2 a.u.
1 Fig. (2.1)
1This corresponds to a laser intensity I = 3.51 · 1016 Wcm2 ·
(
E0[a.u.]
)2
= 1.4 · 1017 Wcm2 .
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Figure 2.1: (a): Typical zig-zag motion of a classical electron subject to a cosine laser
field. The electron has been initially at rest. The drift in the laser propagation direction
which is induced by the magnetic component of the laser field becomes more important
for stronger fields. If a sine laser field had been applied instead of a cosine one there
would have been in addition to the oscillation in the laser polarization direction a linear
drift motion in this direction. (b): Motion in the laser propagation direction versus the
number of laser cycles. This part of the figure belongs to part (a). The points where the
slope of the curve vanishes correspond to the turning points in (a). At these points the
electron velocity is zero resulting in a vanishing drift in the propagation direction at these
times according to the Lorentz force.
demonstrates also the occurrence of the oscillation in the laser polarization direction
and the drift in the laser propagation direction owing to the magnetic component of the
Lorentz force. (A numerical integration of the full relativistic equation (2.1) yields the
same result in this parameter regime of Fig. (2.1)).
The drift in the laser propagation direction which is also present for ejected wave packets
after laser-induced ionization of atoms or molecules plays an important role in this the-
sis [35]. The displacement of wave packets in the laser propagation direction has a direct
impact on the recollision of wave packets with the mother ion and with this on high-order
harmonic generation.
Neglecting the magnetic component of the Lorentz force in Eq. (2.2) leads merely to an
oscillation in the laser polarization direction, plus a linear drift in this direction, depending
on the initial conditions. This approximation can only be performed in a regime of laser
15
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parameters in which the terms of the order of v/c are negligible.
In the simulations presented in this thesis, the magnetic component of the Lorentz force is
nevertheless neglected in order to compare with a calculation for which this approximation
has not been performed. This helps to assess the influence of the electron drift in the
laser propagation direction on the results, e.g., on high harmonic spectra.
Concluding this section, we briefly explain how in a quantum-mechanical calculation,
which consists of the solution of the corresponding time-dependent Schro¨dinger equation,
the drift in the laser propagation direction can be neglected. This is a rather technical
issue. Instead of neglecting the term v/c in Eq. (2.2), one obtains the same result by
neglecting the laser magnetic field B(r, t). In the quantum-mechanical treatment the
latter strategy is pursued, i.e., one applies the so-called dipole approximation for the
laser field. The Hamiltonian which belongs to Eq. (2.2) possesses the following form:
H =
1
2
(
p+
1
c
A(r, t)
)2
, (2.3)
where p is the canonical momentum and A(r, t) the vector potential from which the laser
electric and magnetic field can be inferred, respectively.
The dipole approximation consists in the neglect of the spatial dependence of the vector
potential, i.e., A(r, t) ≈ A(0, t) = A(t). Thus, due to B = ∇×A, the laser magnetic field
is neglected. (One should keep in mind that the dipole approximation for the laser field
is only justified if the electron velocity is negligible to the speed of light corresponding to
the neglect of v/c in Eq. (2.2). As a preparation of the following section, two customary
gauges in the case of the dipole approximation are presented. In dipole approximation,
the Hamiltonian (2.3) reads in velocity gauge:
H =
1
2
p2 +
1
c
A(t) · p+ 1
2c2
A2(t). (2.4)
Applying a gauge transformation2 to the electro-magnetic potentials A(r, t) and φ(r, t)
(φ ≡ 0 in Eq. (2.4)) and to the wave function |ψ(t)〉 of the electron yields:
H =
1
2
p2 + E(t) · r. (2.5)
This is the Hamiltonian in length gauge. The gauge function χ(r, t) is −A(t) · r.
2This transformation to the new quantities A′, φ′ and |ψ′(t)〉 is performed via:
A
′ = A+∇χ(r, t), φ′ = φ− 1
c
∂χ
∂t
(r, t), |ψ′(t)〉 = ei 1cχ(r,t)|ψ(t)〉.
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2.2 The ionization process
After having discussed the dynamics of a free classical electron in a laser field, the attention
is directed to the ionization process which an atom or a molecule undergoes when it is
subject to a strong laser pulse. Depending on the frequency and the intensity of the applied
laser pulse, one distinguishes three different types of ionization processes: Multiphoton
ionization, tunnelling ionization and over-the-barrier ionization (OTBI).
In the multiphoton regime, the ionization is characterized by the absorption of certain
multiples of laser photons to create a continuum wave packet. As for the pathway of
the initial bound electron to escape the atomic potential, intermediate bound states may
be occupied prior to final ionization (see Fig. 2.2)(a). Thus, resonances among different
bound states may play an important role in this regime. Furthermore, it is typical of
the multiphoton regime that the center-of-mass trajectory of the entire wave function
is found adjacent to the nucleus during the interaction with the laser pulse; the center-
of-mass trajectory does not resemble the trajectory of a free classical electron in the
laser field as this is often the case in the two other regimes. A further characteristics
of the multiphoton regime is that the ionization rate of an n-photon absorption process
is proportional to In, where I denotes the intensity of the applied laser field. It is also
possible that an atom/molecule can absorb more laser photons than actually needed for
escaping the core potential. In this case, the energy which is not required for the escape
is transformed into kinetic energy of the continuum electrons formed. This process is
called above-threshold ionization (ATI). In ATI-spectra, the kinetic energy of the various
photo-electrons emitted during the ionization process are shown.
Increasing the laser intensity leads to the regime of tunnel ionization. In this regime, the
following intuitive picture illustrated in Fig. 2.2(b) holds: In length gauge (see Eq. (2.5)),
the electron senses the effective potential Veff(x, t) = V (x) + E(t) · x (for simplicity, a 1d
model corresponding to Fig. 2.2 is chosen) which is the sum of the original undisturbed
core potential V (x) and the time-dependent potential E(t) ·x describing the interaction of
the laser electric field E(t) with the electron. The latter term tilts the original potential
barrier V (x) which the bound electron senses. As a result, the electron sees a tilted
potential barrier through which it can tunnel into the continuum. This is shown in
Fig. 2.2(b). This figure represents a snapshot of the effective potential Veff(x, t). It shows
the situation in which the laser electric field possesses a notable value in order to be
able to suppress the core potential V (x). The situation which is shown in Fig. 2.2(b)
and which illustrates a tunnelling event occurs for different times during the interaction
with the laser field. In other words, there is continuous tunnelling through the current
potential barrier, giving rise to the “birth” of continuum wave packets. The population
of these continuum wave packets is ruled by the width and the height of the potential
barrier through which the electron wave packet tunnels. The fact that there are continuum
electron wave packets at different times during the ionization process leads to important
ramifications for the recollision process that the tunnelled wave packet may undergo.
After ejection, the tunnelled wave packets follow different trajectories in the laser field.
They may be viewed as free particles in the laser field. Thus, the time of “birth” of
a continuum wave packet determines which trajectory is followed. This is explained in
17
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Figure 2.2: Schematic diagram of three different types of ionization mechanisms. Shown
is the snapshot of the effective potential Veff(x):
(a): Multiphoton ionization occurs by means of the absorption of laser photons via the
occupation of intermediate states.
(b): Tunneling regime: For a stronger laser field the laser electric field tilts the core poten-
tial forming a potential barrier through which the electro can tunnel into the continuum.
(c): Over-the-barrier regime: For even higher intensity the barrier of the effective poten-
tial is suppressed beneath the eigenenergy of the bound state. Thus, the major part of
the population is transferred into the continuum instantaneously as soon as this situation
is given.
detail in the section (2.3.2). In order to have a criterion at hand which helps to decide
whether the electron dynamics takes place in the multiphoton regime or in the tunnelling
regime, the so-called Keldysh parameter γ is useful:
γ =
√
Ip
2Up
,
where Ip is the ionization potential and Up denotes the ponderomotive energy. The pon-
deromotive energy corresponds to the average kinetic energy of a free, non-relativistic
electron in the laser field. It can be expressed by means of the angular frequency ω and
the electric field amplitude E0 of the laser field as:
Up =
1
4
(
E0
ω
)2
.
If γ > 1, the ionization takes place in the multiphoton regime, and if γ < 1, the tunnelling
regime is reached.
The ionization rate in the tunnelling regime is dominated by the expression exp
(− const
E
)
,
where E is the electric field amplitude of the laser field. The exact expression for the
often used ADK-ionization rate is given in [36]. The idea to deduce this expression is to
consider the laser electric field as quasi-static over a fraction of an optical cycle.
If the laser intensity increases further the laser electric field tilts the potential barrier
in a manner that this potential barrier is pressed beneath the binding energy. This is
illustrated in Fig. 2.2(c). The corresponding ionization process is called over-the-barrier
ionization (OTBI). As a result of this barrier suppression, most of the population is
found in the continuum, since no tunnelling is required anymore in order to escape the
18
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core potential. If this over-the-barrier situation as depicted in Fig. 2.2(c) occurs early in
the first laser cycle of the pulse, no wave packets with “birth”-times after this over-the-
barrier ionization event are ejected. This means that not all trajectories which could be
realized in the tunnelling regime are followed. This again has a significant impact on the
recollision process and with this on high-order harmonic generation.
2.3 The recollision process and high-order harmonic
generation (HHG)
When an atom or molecule is ionized by an intense laser pulse an ejected electron wave
packet travels in a quasi-free manner in the laser field. As the laser field changes its sign
the electron wave packet is accelerated back towards the parent ion. At the recollision of
the returning electron with the core several phenomena might occur, which give rise to
prominent effects in the field of laser-atom and laser-molecule interactions, respectively.
One possibility which becomes important for multi-electron systems is that the recolliding
electron interacts with a bound electron and, as a result of this recollision, transfers it
into the continuum. This process is known as nonsequential double ionization.
Another process which also shows up in one-electron systems and which might occur upon
recollision consists in the possibility that the returning electron is elastically scattered from
the nucleus (nuclei). Thereby, the kinetic energy of the photoelectrons may be increased
by means of the laser-assisted recollision. This effect is called high-order above threshold
ionization (ATI). The alternative process for the elastic re-scattering is the generation of
high-order harmonic radiation as a result of the recombination of the recollding electron
wave packet into the initial state at the position of the nucleus (nuclei). Since high-order
harmonic generation (HHG) is in the focus of this thesis some aspects of it are elucidated
in detail in the following sections of this chapter.
2.3.1 Basic properties of HHG-spectra
During the recollision-recombination process for HHG electron wave packets are accel-
erated at the position of the nucleus (nuclei). As it is already known from classical
electro-dynamics, moving charged particles give rise to electro-magnetic radiation [37].
The corresponding quantum-mechanical description is non-trivial. It is elaborated in [38].
The coherent part of the radiation which is emitted during the recollision process is given
by the dipole acceleration a(t). For not too high electron velocities in comparison with
the speed of light the emitted electric field is proportional to a(t) (see section (3.3)).
The dipole acceleration a(t) is calculated via Ehrenfest’s theorem as a time-dependent
expectation value:
a(t) = 〈ψ(t)|∇V + E(t)|ψ(t)〉 , (2.6)
where |ψ(t)〉 denotes the electronic wave function, V the core potential and E(t) the laser
electric field.
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Figure 2.3: Schematic diagram of a typical harmonic spectrum.
The harmonic spectrum is obtained by means of Fourier transformation of the dipole
acceleration:
Seˆ(ω) ∼ |eˆ · a(ω)|2
=
∣∣∣∣
∫
〈ψ(t)|eˆ · [∇V + E(t)]|ψ(t)〉eiωtdt
∣∣∣∣
2 (2.7)
This is the spectrum of harmonic radiation polarized along the direction of the unit vector
eˆ. In this thesis eˆ is taken along the laser polarization direction and the laser propagation
direction, respectively 3.
In the following we briefly discuss the basic properties of harmonic spectra which calcu-
lated and experimental spectra have in common. Fig. (2.3) illustrates a typical spectrum
4. The spectral intensity peaks at the first harmonic order (the harmonic order is de-
fined as the frequency of radiation divided by the laser frequency) and then considerably
drops off until a plateau is reached in which the harmonic intensity remains constant over a
wide range of harmonic orders. The plateau breaks off at a certain cut-off harmonic order.
3Although a full quantum-mechanical treatment reveals that calculating the harmonic spectrum emit-
ted by a single atom/molecule from the dipole expectation value is actually incorrect, it is nevertheless
reasonable when a comparison of the calculated spectra with those obtained in an experiment with dilute
gases is intended For a large sample of atoms/molecules the resulting dipole acceleration is given to a
good approximation by the number of atoms/molecules in the sample times the dipole expectation value
of a single atom/molecule [38]
4Of course, in the case of experimental harmonic spectra effects which arise from the superposition of
radiation emitted from each single atom/molecule in the sample may emerge in addition to the character-
istics discussed here. It is vital for the experimental detection of the radiation that the emitted radiation
from each atom/molecule is constructively superposed (phase-matching) so that the signal of the entire
sample becomes sufficiently large. For this reason, the detection of the harmonic signal in a gas target is
required in the laser propagation direction [39].
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The harmonic peaks are only found at integer multiples of the laser frequency. This is
not a quantum effect but the result of periodic harmonic emission over many laser cycles.
There are selection rules which determine the harmonic order emitted. For these rules
the symmetry of the combined system target plus laser field plays an essential role [40].
For example, for a spherical symmetric system as an atomic ground state subject to a
linearly polarized laser pulse of long duration the generation of even harmonics polarized
along the laser polarization is suppressed.
In general (regardless the fact that there are exceptions under special conditions), the
cut-off frequency is given by:
ωmax = IP + 3.17UP , (2.8)
where IP denotes the ionization potential and UP the ponderomotive energy of the laser
field. This formula can be explained with the help of the recollision model of high-order
harmonic generation. This model consists of three steps. In the first one, electron wave
packets tunnel into the continuum due to the interaction of an atomic or molecular orbital
with an intense laser field. To be precise, different wave packets tunnel out at different
times. Calling the formation of a tunnelled continuum wave packet dramatically a “birth”
of an electron (wave packet), these different times of birth give rise to different trajectories
of these wave packets in the laser field, because in the second step the freed electron wave
packets move in a quasi-free manner in the laser field. However, the time of birth of a wave
packet is decisive for the actual trajectory the wave packet follows during this quasi-free
motion. In the third final step, a wave packet which re-collides with the population of
the initial state at the position of the nucleus (nuclei) recombines into this initial state
under harmonic emission. Which harmonics are emitted depends on the kinetic energy
that the re-colliding wave packet possesses at the recollision event. This kinetic energy
again depends on the time of birth. The maximum kinetic energy is given by 3.17 Up. To
be precise, this is the maximum kinetic energy of the wave packets which re-collides at
all; there are also wave packets that never revisit the mother ion. It is again the time of
birth which decides whether or not a recollision takes place. These facts are illustrated
by the semi-classical model of HHG depicted in the following section.
The recombination of the re-colliding continuum wave packet into the initial state is
incorporated in the dipole acceleration (2.6). Assuming that the wave function |ψ(t)〉 at
the time of recollision t can be described as a superposition of the initial state |ψinit(t)〉 =
α(t)|ψinit〉 and the re-colliding continuum wave packet
|ψ(t)〉 = α(t)|ψinit〉+ β(t)|ψc〉, (2.9)
where the coefficients α(t) and β(t) determine the occupation of these states, the decisive
matrix element for the emission of the plateau harmonics is given by:
α∗(t)β(t)〈ψinit|∇V |ψc〉. (2.10)
This expression which is also incorporated in the expectation value of the dipole accel-
eration describes the transition from continuum states which form the continuum wave
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packet to the initial state at the position of the nucleus (nuclei). This matrix element
clearly shows that at the recollision event the overlap of the re-colliding wave packet with
the initial wave function is vital for the strength of the harmonic signal. Furthermore,
this overlap must be given at the vicinity of the nucleus (nuclei). This is the only position
where the force ∇V renders a substantial contribution. The term in (2.6) containing the
laser field contributes only to the low harmonic orders in the vicinity of the first harmonic
order (= laser frequency). The overlap of the re-colliding wave packet and the initial
state and with this the harmonic signal is reduced if the re-colliding wave packet spreads
considerably during the quasi-free motion in the laser field. Wave packets with a larger
travel time (= time between recollision and birth) undergo a larger spreading. The travel
time depends on the time of birth.
Another impediment for HHG represents, in general, the electron drift induced by the
laser magnetic field (see section 2.1). This drift leads to a displacement of the re-colliding
wave packets in the laser propagation direction, which reduces the overlap and with this
harmonic emission. It is shown in the context of this thesis for the first time that in con-
trast to this, the magnetic-field drift may also enhance the overlap and harmonic emission
if antisymmetric initial states are applied (see chapter (5)).
The occurrence of the coefficient α∗(t) in (2.10) indicates that the initial state has to be
occupied at the recollision event. Thus, if the intensity of the applied laser pulse is too
high, the initial state may be depleted prior to the recollision event of certain harmonics.
As a result, these harmonics cannot be emitted. A too rapid depletion of the initial state
leads to the fact that there is no formation of a tunnelled wave packet after depletion. This
may result in the circumstance that there are no wave packets ejected which contribute
to the cut-off harmonics. The features of the trajectories of the ejected wave packets are
discussed within the semi-classical model of HHG in the following section.
2.3.2 The semi-classical three-step model or Corkum model
As mentioned in the previous section, the time when an electron wave packet is ejected dur-
ing the ionization process is crucial for the kinetic energy at the recollision-recombination
event. Thus, this time of birth determines the harmonic order of the radiation emitted.
The reason for this fact is that, depending on the time of birth, the electron wave packets
follow different specific trajectories after ionization during the quasi-free motion in the
laser field. Thereby, the electron wave packets may gain different kinetic energies through
the interaction with the laser field. This mechanism can be described within a simple semi-
classical model which was first proposed by Corkum [24]. In this model, one assumes that
an electron wave packet is ejected via laser-induced ionization at the time of birth t0.
After ionization, the electron wave packet is considered as a classical particle for which
the classical equation of motion for the quasi-free motion in the laser field is solved. The
classical electron is assumed to start at the origin (i.e. at the position of the nucleus)
with zero initial velocity. These initial conditions yield a specific trajectory. This classical
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trajectory is believed to describe the essential behavior of the quasi-free electron wave
packet in the laser field. This procedure is justified by the assumption that after ionization
the electron motion is dominated by the influence of the strong laser field and that the
impact of the core potential becomes negligible for larger distances away from the core.
This assumption represents the content of the so-called strong-field approximation (SFA),
which has turned out to be a reliable approximation for the description of strong-field
processes like high-order harmonic generation and high-order ATI [41]. Of course, the
classical trajectories do not describe the spreading of the re-colliding wave packet which
reduces the harmonic signal, but it both accounts for the existence of the 3.17-cut-off
rule (2.8) and provides a simple picture of high-order harmonic generation which can
be re-discovered in a full quantum-mechanical approach [42]. The actual recombination
process which is clearly a quantum effect (see matrix element (2.6)) is treated in the semi-
classical model in the way that the kinetic energy Ekin(t1) at the time of recollision t1 is
calculated and the emission of a harmonic photon with frequency Ip+Ekin(t1) is assumed,
where Ip denotes the ionization potential of the atomic/molecular species considered.
As a consequence, from a methodical point of view, the semi-classical model consists
essentially of the computation of classical trajectories. This is exemplified in the following
for a sinusoidal laser field of linear polarization which interacts with a classical electron.
The essential physics thus occurs in the laser polarization direction, within the dipole
approximation for the laser field. The corresponding Newtonian equation of motion reads:
x¨(t) = −E0 sin(ωt), (2.11)
where x(t) describes the position of the electron in laser polarization direction in de-
pendence of the time t. The laser parameters E0 and ω denote the laser electric peak
amplitude and the laser angular frequency, respectively. The initial conditions at the time
of birth t0 are:
x(t0) = 0,
x˙(t0) = 0.
The resulting solution of (2.11) is given by:
x(t) =
E0
ω2
[sin(ωt)− sin(ωt0)− ω(t− t0) cos(ωt0)]. (2.12)
One recognizes that there is, owing to the initial conditions, a linear drift motion in
addition to the oscillation.
The recollision time t1 is calculated by imposing x(t1) = 0. Only the first recollision
is taken into consideration, for in the quantum case the spreading of the wave packet
re-colliding for the second time would be larger than it was at the first recollision, which
justifies the expectation that a second recollision would only give a negligible contribution
to HHG. Of course, the condition x(t1) = 0 cannot be fulfilled for each t0. This means
that there are trajectories which never return to the core. Only the trajectories which
return to the core are of interest for HHG. The recollision time t1 is a function of the time
of birth t0, i.e., t1 = t1(t0) and, as a result, the kinetic energy at the recollision event is
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Figure 2.4: Kinetic energy in units of the ponderomotive potential Up of recolliding elec-
trons versus the time of birth t0. To obtain this figure the trajectory (2.12) has been
solved for zeros for various t0 and the kinetic energy at the time of recollision has been
evaluated. Note that only trajectories which exhibit recollisions have been taken into
account. The maximum kinetic energy for recolliding electrons is 3.17 Up. For this figure
the parameters E0=2 a.u. and ω= 0.18 a.u. have been employed.
a function of t0, i.e., Ekin = Ekin
(
t1(t0)
)
as well. Solving Eq. (2.12) numerically for zeros
for various t0 shows that the maximum kinetic energy is given by 3.17 Up, which confirms
the cut-off rule (2.8), see also Fig. (2.4). This is a general result. It is valid for the more
general laser field given by E0 sin(ωt+ φ0) with arbitrary φ0.
In conclusion, we point out that an atom/molecule which is subjected to a laser field that
leads to a depletion of the initial state before the trajectory yielding the 3.17 Up is started
does not obey the common 3.17-rule (2.8).
2.3.3 Quantum-mechanical description of HHG
In this section, a full quantum-mechanical approach based on the SFA, which can be
viewed as the quantum-mechanical counterpart of the semi-classical three-step model
discussed in the previous section, is briefly delineated [42]. In the context of HHG, this
analytical method represents an alternative to the direct numerical integration of the
time-dependent Schro¨dinger equation, which is used in this thesis and which is therefore
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discussed in detail in chapter (3).
This theory is outlined for the case of an atom in its ground state |0〉, which is subject to an
intense laser field. This illustration leans on [42]. There are extensions of this theory to the
treatment of molecules in laser fields within the Born-Oppenheimer approximation [43].
The following criteria have to be met by choice of the laser parameters and the atomic
species:
(a) During the evolution of the system the occupation of bound states different from
the initial state can be neglected.
(b) The depletion of the initial state is negligible.
(c) The electron remains unaffected by the core potential in the continuum (SFA).
This approach (extended to the molecular version) cannot be followed in the framework
of this thesis, since the first two conditions (a), (b) are not always fulfilled as the results
of the direct numerical solution of the time-dependent Schro¨dinger equation shows (see
chapter (5)). Given the above conditions (a)-(c), the solution of the time-dependent
Schro¨dinger equation |ψ(t)〉 can be expressed by the following ansatz:
|ψ(t)〉 = eiIpt
(
|0〉+
∫
d3v b(v, t)|v〉
)
, (2.13)
where Ip denotes the ionization potential. The expression b(v, t) represents the amplitude
of the corresponding continuum state |v〉. The ansatz (2.13) is inserted into the time-
dependent Schro¨dinger equation, which leads to a differential equation for b(v, t). This
differential equation can be solved exactly resulting in a closed expression for b(v, t). Fur-
ther, a closed expression for the time-dependent dipole moment can be inferred from this.
The modulus square of the Fourier transform of the dipole moment gives the harmonic
spectrum. In conclusion, we would like to mention an advantage of this Lewenstein ap-
proach over the direct numerical integration of the time-dependent Schro¨dinger equation:
This approach takes the full dimensionality of the system into account, i.e., one does not
have to restrict oneself to two dimensions or one dimension as it is often the case for the
direct numerical integration. Furthermore, the Lewenstein model has the potential to be
extended to more complex systems like molecules for which a numerical integration is not
feasible. In addition, non-dipole terms which arise from the spatial dependence of the
vector potential (i.e., the laser magnetic field is taken into account) have been included
in the Lewenstein formalism [44].
2.3.4 High-harmonic generation in molecules
Harmonic spectra of atoms and molecules have in principle the same characteristics in
common. However, in the case of molecules, the additional degrees of freedom like the
presence and the motion of several nuclei and the anisotropy of molecular orbitals are
reflected in the harmonic spectra of molecules. In this section we would like to point
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out the most important facts about the additional two-center interference structures in
harmonic spectra of diatomic molecules, because they are also discussed in the context of
harmonic spectra of H+2 in chapter (5). The following presentation is based on [45].
In harmonic spectra of diatomic molecules, characteristic minima and maxima due to the
presence of two nuclei can be found. The occurrence of these structures is attributed to
the interference of the re-colliding electron wave packet with the initial molecular orbital
at the positions of the two nuclei. The positions of the extrema in the spectrum depend
both on the orientation of the molecule to the polarization direction of the applied laser
field and on the separation of the nuclei; however, note that within this context the nuclei
are assumed to be clamped at certain positions during the interaction with the laser pulse.
One can infer simple formulas which predict the positions of the extrema in dependence on
the nuclear separation R and the orientation angle θ between the molecular axis and the
polarization direction of the laser pulse: The condition which holds for the interference
minima is given by:
R cos θ = (2m+ 1)λ/2, m = 0, 1, 2, . . . (2.14)
and for the maxima the condition
R cos θ = mλ, m = 0, 1, 2, . . . (2.15)
has to be fulfilled. The de-Broglie wavelength of the re-colliding electron is denoted by λ.
These conditions are valid for symmetric initial states, whereas the conditions have to be
interchanged for antisymmetric initial states.
We remark that within this simple picture the positions of the extrema do only depend on
the inter-nuclear separation and the orientation of the molecule. The deduction of these
formulas precludes details of the ionization process, e.g. the shape of the tunnelled elec-
tron wave packet. This leads to the circumstance that the formulas above are completely
independent of the laser intensity.
In the case that the molecular axis is perpendicular to the laser polarization direction
(θ = 90◦), no two-center-interference structure occurs, since there is no phase difference
between the re-colliding incident wave and the initial orbital sited at the two nuclei.
In conclusion, we would like to mention that the impact of the nuclear motion on the
harmonic spectra has recently been investigated [43]. In particular, nuclear motion has
been taken into account within an adapted Lewenstein model. The dissociation of the
nuclei suggests an overall decrease in harmonic intensity. In the numerical approach of
this thesis, which consists in the direct integration of the time-dependent Schro¨dinger
equation in two dimensions, the nuclear motion is not taken into consideration, since
the nuclear motion would require an extra dimension. This would result in unacceptable
computational requirements if one was not willing to perform the dipole approximation.
Moreover, the spatial dependence of the vector potential, if the dipole approximation was
not carried out, would lead to complications with respect to the introduction of relative
coordinates and center-of-mass coordinates, which would help to reduce the computational
efforts.
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Figure 2.5: Phase-matching of HHG from a thin solid crystal layer. “Transverse” phase-
matching between ions 1 and 2 and “longitudinal” phase-matching between ions 3 and 4
lead to the conditions (2.17) and (2.18), respectively.
2.3.5 High-harmonic generation from crystals
In this thesis, harmonic spectra of a single atom or molecule are computed. In terms of
a realization of a HHG-experiment, however, a strong harmonic signal is desirable. This
can be achieved by means of a gas target for which the harmonic radiation of the single
species adds up coherently if the harmonic radiation is detected in the laser propagation
direction [39]. However, if one focusses on the harmonic radiation which is polarized
in the laser propagation direction, the detection in this direction is precluded, since the
single-atom/molecule harmonic radiation of this polarization is not emitted in the laser
propagation direction. The harmonic radiation polarized in the laser propagation direc-
tion is of interest in chapter (4).
Therefore, we briefly present another method to obtain a phase-matched harmonic sig-
nal which allows for a detection direction different from the propagation direction. This
method is based on the usage of crystals. We follow the representation given in [46], only
depicting the essential idea.
The system of interest is a thin solid crystal layer subject to a strong laser beam. The
dimensions of the layer are to be substantially smaller than the radius of the laser beam.
In order to achieve constructive interference of the harmonic waves of all ions, conditions
similar to the Bragg condition in solid state physics have to be imposed. The difference to
the Bragg condition is that the harmonic waves are generated within the crystal via the
mechanism for the harmonic radiation of a single atom/molecule. For harmonic radiation
from two ions in the crystal with displacement vector ℓ, the following condition ensuring
constructive interference of the emitted harmonic waves must hold:
|ωt− k · ℓ| = 2πs, s = 1, 2, . . . , (2.16)
where ω and k are the frequency and the wave-vector of the harmonic radiation, respec-
tively, with k = |k| = nω/c, n being the refraction index of the harmonic radiation, and
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t = kL · ℓ/ωL is the time the laser pulse takes to propagate the distance ℓ = |ℓ| between
the ions, where kL denotes the laser wave-vector and ωL the laser frequency. Fig.(2.5) il-
lustrates the situation for a periodic crystal structure subject to the laser field EL which is
polarized in x-direction and which propagates in z-direction. The terms ax and az denote
the lattice period in the corresponding directions, θ is the angle between the propagation
direction of the laser pulse and the harmonic wave-vector k. Phase-matching between
ions 1 and 2 requires according to Eq. (2.16): ωt − kℓ = 2πs1 with t1 = 0, ℓ = ax sin θ
and integer s1. This results in the condition:
kax sin θ = 2πs1. (2.17)
Phase-matching between ions 3 and 4 imposes: ωt − kℓ∗ with ℓ∗ = az cos θ, time delay
t = aznL/c and integer s2. This leads to the condition:
azω(nL − n cos θ)/c = 2πs2. (2.18)
We refer to these conditions in chapter (4).
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Model system and numerical
approach
3.1 Theoretical model of the laser-atom/molecule in-
teraction
The electron dynamics after laser-induced ionization of atomic and molecular systems and
with this high-order harmonic generation are in the focus of this thesis. In particular,
we study these processes for one-electron systems of hydrogen-like ions and H+2 . Since
the quantum nature of these systems exposed to a linearly polarized short and strong
laser pulse plays an important role for these processes a quantum-mechanical treatment
is required. We focus on a regime of laser intensities and atomic/molecular systems with
moderate binding energies for which the Schro¨dinger equation renders an adequate de-
scription. However, the choice of the laser parameters employed requires to take the laser
magnetic field into account. Spin effects and higher-order relativistic effects are negligi-
ble in the regime of interest in this thesis. This implies that the solution of the Dirac
equation [28] or the Schro¨dinger equation taking higher relativistic orders via a Foldy-
Wouthuysen expansion of the Hamiltonian into account is not necessary [29]. As we have
already shown for a classical electron in a laser field in section (2.1), the laser magnetic
field gives rise to a drift motion of the electron in the laser propagation direction. Tak-
ing the laser magnetic field into consideration also for a quantum-mechanical description
means that there is a drift of the electron wave packets in the laser propagation direction.
Our approach, which is discussed in this section, describes the quantum dynamics of
a one-electron system subject to a strong laser pulse by means of the time-dependent
Schro¨dinger equation within a two-dimensional model system. Hereby, we restrict our-
selves to the plane spanned by the laser polarization direction and the laser propagation
direction. The crucial physics occurs in this plane since the electron dynamics is mainly
characterized by the laser electric field in the laser polarization direction and the drift
in the laser propagation direction induced by the laser magnetic field. The reduction of
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the model system to two dimensions has become an established method in the field of
laser-matter interactions [11, 29]. This reduction to two dimensions permits a numeri-
cal treatment on a grid. For the parameter regime under consideration in this thesis a
three-dimensional grid calculation would be too time-consuming and one would face a
serious problem with the use of computer memory. Hence, it is reasonable to restrict
oneself to the two crucial dimensions in order to perform the simulation under acceptable
conditions1.
Evidently, wave packet spreading in the direction perpendicular to the plane spanned by
the laser polarization direction and the laser propagation direction is not described by
our model. But this wave packet spreading leads merely to a less efficient recollision dy-
namics and with this to an overall decrease in the harmonic signal. The effects discussed
in this thesis (see chapter (4) and (5)) are in principle not affected by this circumstance.
A further consequence of this 2D description is the fact that it is more appropriate to
model the interaction of the electron with the nucleus (nuclei) with the help of a soft-core
potential instead of a Coulomb potential. The numerical solution of the time-dependent
Schro¨dinger for this 2D system is depicted in section (3.2) and section (3.4) is dedicated
to computation of the corresponding eigenfunctions.
The Schro¨dinger equation for the wave function Ψ(r, t) of the electron under the influence
of both a potential of an ionic core (two protons for H+2 ) and an electro-magnetic field
reads:
i
∂
∂t
Ψ(r, t) = HΨ(r, t) (3.1)
The Hamilton operator is given by:
H =
1
2
(p+
1
c
A(r, t))2 − Φ(r, t) + Vion(r) (3.2)
Here c denotes the speed of light which is in atomic units 137 a.u. The position of the
electron is described by r = (x, y) in a coordinate-system whose origin is at rest. In the
case of an atomic ion this origin is identical with the nucleus while for H+2 this origin
is centered in the middle of an inter-nuclear line connecting the two nuclei. Due to the
large mass of the nucleus (nuclei) its slow motion is neglected in comparison with the fast
electron motion. The laser field is included into the Hamiltonian via the electro-magnetic
potential A. Owing to the high intensity of the applied laser fields there is a high photon
density which permits to treat the electro-magnetic field classically [47]. From the vector
potential A the real fields can be inferred by:
E(r, t) = −1
c
∂A(r, t)
∂t
(3.3)
and
B(r, t) = ∇×A(r, t) , (3.4)
1Very recently, the possibility to solve the time-dependent Schro¨dinger equation in three dimensions
taking the laser magnetic field into account has been pointed out. This approach is based on the expansion
of the solution into a specific set of basis functions [25].
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where E(r, t) is the electric field andB(r, t) is the magnetic one. Working the Hamiltonian
(3.2) out and applying Coulomb gauge the Hamiltonian has the following form:
H =
1
2
p2 +
1
c
A(r, t) • p+ 1
2c2
A2(r, t)− Φ(r, t) + Vion(r) (3.5)
3.1.1 The laser pulse
In the following, the laser pulse applied in the simulations of this thesis (see chapter
(4) and (5)) is presented. This laser pulse is linearly polarized in the x-direction and
propagates in the positive y-direction. In the latter direction the laser pulse is spatially
and temporally confined. The pulse possesses a trapezoidal shape. This means that the
amplitude of both the laser electric field and magnetic field increases linearly with the
phase η = ω(t − y/c) over a few laser cycles. After this turn-on phase the amplitude of
the laser field remains constant over a few laser cycles prior to a final linear decrease of
the pulse to zero over a few laser cycles. Thus, the laser electric field owns the following
form:
E(r, t) = exE0f(η) sin η (3.6)
and the laser magnetic field looks like:
B(r, t) = −ezE0f(η) sin η (3.7)
The vectors ex and ez are unity vectors in the x-direction and the z-direction, respectively.
Note that the laser magnetic field points out the x-y-plane. The electric peak amplitude
is denoted by E0. The term f(η) characterizes the trapezoidal pulse shape:
f(η) =


0 : η < 0
η
2piNon
: 0 ≤ η ≤ 2πNon
1 : 2πNon < η ≤ 2π(NDUR −Noff )
2piNDUR−η
2piNoff
: 2π(NDUR −Noff ) < η ≤ 2πNDUR
Here, Non and Noff denote the number of laser cycles assigned to the turn-on phase and
the turn-off phase of the laser pulse, respectively. The whole duration of the laser pulse is
given by NDUR. In order to obtain the fields (3.6) and (3.7) the vector potential A(r, t)
fulfilling the Coulomb gauge is constructed as follows:
A(r, t) = ex


0 : η < 0
E0c
2piNonω
(η cos η − sin η) : 0 ≤ η ≤ 2πNon
E0c
ω
(cos η − (sin 2πNon)/2πNon) : 2πNon < η ≤ 2π(NDUR −Noff )
E0c
2piNoffω
((2πNDUR − η) cos η + sin η) : 2π(NDUR −Noff ) < η ≤ 2πNDUR
(3.8)
This vector potential is differentiable and its derivatives are continuous. Moreover, it
depends exclusively on the spatial coordinate y and not on x. This circumstance is to play
an important role for the numerical solution of the time-dependent Schro¨dinger equation
by means of the split-operator method (see section (3.2)). The spatial dependence of
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A = (Ax(y, t), 0, 0) on y is responsible for the existence of the laser magnetic field (3.7).
Performing the dipole approximation means the neglect of this spatial dependence, i.e.
y is set to zero. Taking into account that only the x-component Ax(y, t) in the vector
potential is non-vanishing results in the Hamiltonian employed for the simulations:
H(x, y, t) =
1
2
p2 +
1
c
Ax(y, t)px +
1
2c2
Ax(y, t)
2 + Vion(x, y) (3.9)
3.1.2 The soft-core potential
The interaction of the electron with the nucleus (or nuclei) is naturally given by a Coulomb
potential. However, in simulations in which the dimensions of the model system are re-
duced to one or two dimensions, the usage of a so-called soft-core potential is recom-
mended [48]. The soft-core potential Vion(x, y) in the Hamiltonian (3.9) in the case of
atomic ions possesses the following form:
Vion(x, y) = − k√
s+ x2 + y2
(3.10)
For large distances from the origin (x, y) = (0, 0) this potential possesses the same asymp-
totic behavior as the corresponding 2D Coulomb potential (s = 0). In contrast to the
Coulomb potential the singularity at the origin is removed in the soft-core potential. The
application of a soft-core potential for 1D or 2D simulations is justified by the circumstance
that a corresponding 1D or 2D Coulomb potential would over-emphasize the influence of
the nucleus on the electron in a 1D or 2D model system, respectively. The attraction of
the nucleus would be too pronounced.
The parameters k and s in (3.10) are employed to match some eigenvalues of the field-free
Hamiltonian (see (3.9) with Ax(y, t) set to zero) with some eigenvalues of the correspond-
ing real 3D system. This is accomplished by the methods outlined in section (3.4).
In the case of H+2 with clamped nuclei the soft-core potential Vion(x, y) is a superposition
of two soft-core potentials (3.10):
Vion(x, y) = −
∑
k=1,2
1√
(x− xk)2 + (y − yk)2 + ǫ
, (3.11)
where (x1, y1) and (x2, y2) are the positions of the nuclei. The positions are given by x1,2 =
±R/2 cosΘ and y1,2 = ±R/2 sinΘ. The simulations are carried out for different fixed
angles Θ between the molecular axis and the laser electric field. The nuclear separation
R is set at 2 a.u.
3.2 The split-operator method
In this section we introduce the split-operator technique which has been employed in
this work to solve the time-dependent Schro¨dinger equation with Hamiltonian (3.9) for
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a one-electron system, i.e. a hydrogen-like atomic ion 2 and H+2
3, respectively. The
corresponding system is defined by the choice of the soft-core potential Eq. (3.10) and
Eq. (3.11), respectively. In the framework of the theoretical investigation of laser-matter
interactions the split-operator method has been successfully applied and can be viewed as
a standard technique [49]. In the following description we refer to the 2D model system
delineated in the previous section (3.1). Although the quantities of positions x, y in
coordinate space or positions px, py in momentum space are denoted as in the previous
section (3.1) one should be aware of the fact that for the implementation of the split-
operator technique these quantities are discrete samples. The same is true for the electron
wave function. At the very beginning of a computer run the grids in coordinate and
momentum space of desired size are initialized. Then the initial wave function Ψ(x, y, t =
0) is read in and propagated on the grids at discrete time steps. Before this, the initial
wave function which is chosen as an eigenfunction of the field-free Hamiltonian has been
obtained by the methods discussed in section (3.4).
The time evolution of the initial state Ψ(x, y, t = 0) is governed by the time-dependent
Schro¨dinger equation. Its formal solution can be expressed with the help of the short-time
propagator:
U(x, y, t) = e−iH(x,y,t)∆t , (3.12)
since the wave function Ψ(x, y, t+∆t) propagated by the small time increment ∆t results
from the application of (3.12) to Ψ(x, y, t):
Ψ(x, y, t+∆t) ≈ U(x, y, t)Ψ(x, y, t) (3.13)
This implies that starting from Ψ(x, y, t = 0) successive application of short-time propa-
gators (3.12) allows of the computation of the solution of the time-dependent Schro¨dinger
equation Ψ(x, y, T ) after a propagation period T . This circumstance is the starting point
of the split-operator algorithm.
For further discussion the Hamiltonian H(x, y, t) (3.9), as it is used in the simulations, is
inserted into Eq. (3.12) and the advantageous splitting of this short-time propagator is
demonstrated in this case:
U(x, y, t) = e−ip
2∆t/4 e−iAx(y,t)px∆t/c e−i(Ax(y,t)
2/2c2+V (x,y))∆t e−ip
2∆t/4 (3.14)
One can show that this manner of splitting the exponential operators of the kinetic energy
results in an error of the order of (∆t)3. This arises from the non-commutativity of the
split terms and can be explained by the Baker-Hausdorff-formula; for details see [50].
Thus, the whole propagation over the period T , which is divided into N small short-time
intervals ∆t = T/N , is accomplished by the following iterative scheme:
Ψ(x, y, T ) ≈ exp(+ip2∆t/4)U(x, y, tN)U(x, y, tN−1) . . . U(x, y, t1) exp(−ip2∆t/4)Ψ(x, y, 0)
(3.15)
with
U(x, y, ti) = exp(−ip2∆t/2)× exp(−iAx(y, ti)px∆t)
× exp(−i[Ax(y, ti)2/2c2 + V (x, y)]∆t) (3.16)
2For results see chapter (4) for the ground state and chapter (5) for the first excited antisymmetric
state.
3For results see chapter (5).
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( with i = 1 . . . N ). Thus, the whole propagation consists essentially of the application
of the operators U(x, y, ti) at times ti. Note that in the derivation of (3.16) the term
exp(−ip2∆t/2) arises from the successive application of short-time propagators (3.14) at
different times ti−1 and ti. In order to accomplish the scheme (3.15) with U(x, y, ti) (3.16)
we remark that the application of the term exp(−i[Ax(y, ti)2/2c2 + V (x, y)]∆t), which is
solely dependent on the spatial coordinates and the time, results in a simple multiplication
of a complex number with the wave function given in coordinate space. The exponential
term exp(−iAx(y, ti)px∆t) mingles the spatial coordinate y with the momentum operator
px which becomes the differential operator −i ∂∂x in coordinate representation. Thus,
applying the exponential operator exp(−iAx(y, ti)px∆t) numerically to an intermediate
wave function in coordinate representation is problematic. This obstacle is overcome by
means of the Fast Fourier Transform (FFT) of the coordinate-space wave function, i. e.
a one-dimensional FFT with respect to x is performed on the intermediate wave function
Ψ(x, y, t):
ψ(x, y, t)
1d-FFT−−−−→ ψ˜(px, y, t) (3.17)
The wave function ψ˜(px, y, t) being in mixed representation is ready for the application of
exp(−iAx(y, ti)px∆t); it merely represents the multiplication of complex numbers again.
As for this step, it is vital for the success of this method that the vector potential Ax(y, t)
solely depends on the spatial coordinate y. If it also depended on x the performance
of the 1d-FFT with respect to x would again lead to numerical differentiation with re-
spect to x, thwarting the plan to circumvent numerical differentiation (in exponential
operators !) with the help of Fourier transformation. In the next step a one-dimensional
FFT with regard to y is performed on ψ˜(px, py, t) which renders the wave function com-
pletely in momentum representation ψ˜(px, py, t). This permits the convenient application
of exp(−ip2∆t/2) avoiding explicit numerical differentiations 4 In order to switch back to
coordinate-space representation a two-dimensional inverse FFT is applied to Ψ˜(px, py, t).
In practice, the FFT has been performed by the Fast Fourier transformation routines
FFTW (www.fftw.org). The FFTW-routines also allow for a threaded FFT.
Finally, a few aspects which concern the choice of laser parameters and the properties of
the grid and which are relevant in order to obtain converged results are mentioned:
• It is crucial for an adequate description of the electron dynamics in the laser field
to choose sufficiently large grids in coordinate-space. The grid is large enough if a
further increase of the grid size does not lead to changes in the computed results,
i.e., in the computed observable quantities of interest, like, e.g., the center-of-mass
trajectory or the harmonic spectrum. Of course, the grid size needed depends on
4We remark that there is also the possibility to make use of the Crank-Nicolson method [36] which is
based on a finite difference scheme. However, the FFT method used in this work allows for more accurate
results with respect to the application of the differentiation operators because all grid points, i.e. all
available information, are taken into account in the case of FFT, while finite differences only employ the
information provided by neighboring grid points. On the other hand, the FFT method is in general more
time-consuming than a finite difference scheme which consists of the solution of linear equations in the
end.
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the applied laser intensity and laser frequency and on the binding energies of the
considered atomic or molecular orbitals. To obtain a preliminary crude assessment
of the necessary length Lx of the coordinate-space grid in laser polarization direction,
the dynamics of a classical free electron in the laser field may be helpful:
Lx >
E0
ω2
, (3.18)
where E0 is the electric peak amplitude of the laser field and ω its angular frequency.
The quantity E0/ω
2 is the classical quiver amplitude of a free electron in the laser
field, see section (2.1).
In analogy to the estimate above, one can assess the necessary grid length in laser
propagation direction Ly with the help of the distance travelled in the laser propa-
gation direction by a classical free electron per optical cycle (see section (2.1)):
Ly > NDUR
π
2
E20
ω3c
(3.19)
(NDUR denotes the whole number of laser cycles.)
However, even very large grids cannot fully prevent the electron wave packets ejected
by the impact of a strong laser pulse from reaching the grid boundaries. In the wake
of reflections of these wave packets at the grid boundaries, outgoing wave packets
could interfere with reflected ones. This could result in unphysical effects in the
quantities of interest. In order to avoid the reflection of the wave packets at the
grid boundaries, the propagated wave function is multiplied at each time step with
a cos1/8-mask function [51]:
D(x) =
{
1 if x ≤ r0
cos1/8
(
pi
2
x−ro
Ld
)
if r0 < x < r0 + Ld,
(3.20)
where r0 denotes the length of the un-damped part of the grid and Ld describes the
length of the part of the grid in which the propagated wave function is damped.
This function represents the mask function for damping in the laser polarization
direction. In the laser propagation direction an analogous function is used.
The application of absorbing boundaries leads to the fact that the norm of the wave
function cannot remain unity during the propagation. A severe loss of the norm
indicates too small grids.
• As for the grid in momentum-space, all momentum components of the wave func-
tion have to be presentable. This means that the maximum momentum which the
momentum wave function possesses has to be smaller than the maximum momen-
tum pmax being presentable on the momentum grid according to Nyquist’s sampling
theorem [52]. This has to hold both in the laser polarization direction and in the
laser propagation direction. For example, in laser polarization direction:
pmax =
π
∆x
, (3.21)
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where ∆x is the grid spacing, i.e., the distance of two neighbored grid points. Thus,
sufficiently small grid spacing ∆x in the laser polarization direction ensures that
the above mentioned criterion is met. For the laser propagation direction, there are
analogous considerations. A rough estimate of the maximum momentum can be
accomplished by the quiver momentum amplitude of a classical free electron in the
laser field given by E0/ω.
• The choice of the temporal spacing ∆t is crucial for the convergence of the split-
operator algorithm. To ensure convergence, several computer runs with different ∆t
are helpful. If there are no differences observable in the results for decreasing ∆t,
the temporal spacing ∆t is sufficiently small. Moreover, for the computation of the
harmonic spectrum as the modulus square of the Fourier transform of the dipole
acceleration one should choose a sufficiently small ∆t, so that a densely sampled
dipole acceleration array is provided. This is again required by the sampling theorem
which predicts a maximum presentable harmonic energy of
Emax =
π
∆t
. (3.22)
This Emax should be large enough in order to be able to represent the cut-off energy
Ip + 3.17 Up of the harmonic spectrum.
Finally, it should be mentioned that the need for large grids and small grid spac-
ings results in both large memory requirements and long computation durations.
Of course, small ∆t also renders long computer runs. As a result, in practice one
has to figure out appropriate parameters for each physical system under consider-
ation ensuring the accuracy of the computations on the one hand and limiting the
durations of computer runs on the other hand.
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3.3 Computation of observable quantities
During the propagation by the split-operator algorithm which yields the wave function
ψ(x, y, t) for each discrete time t it is possible to infer observable quantities which char-
acterize the electron dynamics in the presence of an atomic or molecular core potential
under the influence of a laser pulse. Effects in the electron dynamics are closely related
to specific effects occurring in these observable quantities.
The fact that the wave function ψ(x, y, t) is computed at each time step permits imme-
diately the computation of the probability density ρ(x, y, t) = |ψ(x, y, t)|2 of the electron.
This renders the direct illustration of the wave packet dynamics possible and with this
helps to gain insight into the ionization behavior of the investigated system.
It becomes apparent that there is plenty of ionization for weakly bound systems which are
exposed to a strong laser pulse, i.e., a significant population of the continuum takes place
(see H+2 in the laser field in Fig. 5.13). In this case the wave packet dynamics resembles
the dynamics of a free wave packet in the laser field. Thus, a direct illustration of the
density ρ(x, y, t) is possible. In contrast to this, if an atomic system with high binding
energy is used (see atomic ions in the laser field in Fig. 5.22) only a minor fraction of the
population is transferred into the continuum, whereas the major part of the population
remains at the position of the nucleus. In order to illustrate the small tunnelled wave
packets, it is recommendable to depict the quantity log ρ(x, y, t) in this case.
By means of two-dimensional spatial integration of the density ρ(x, y, t) the norm of the
wave function can be determined at every time. In terms of absorbing boundaries, one
is enabled to assess crudely the ionization behavior of the system during the propagation
by keeping track of the norm.
During the propagation of the wave function ψ(x, y, t) it is possible to study the occupa-
tion of bound eigenstates ψbound(x, y), which have been computed in advance, with the
spectral method for example. This can be accomplished by projecting the propagated
wave function ψ(x, y, t) onto the bound states ψbound(x, y):
∣∣〈ψbound(x, y)|ψ(x, y, t)〉∣∣2 =
∫ ymax
ymin
∫ xmax
xmin
ψ∗bound(x, y)ψ(x, y, t) dx dy.
Of course, integration means here numerical integration, i.e., using sums. The boundaries
of the integrals are identical with the boundaries of the grid.
For the purpose of comparison with classical dynamics, the computation of center-of-mass
trajectories of the electronic wave function ψ(x, y, t) is obvious. The position expectation
values 〈x〉(t) and 〈y〉(t) in laser polarization direction and laser propagation direction are
given as follows:
〈x〉 =
∫ ymax
ymin
∫ xmax
xmin
x | ψ(x, y, t) |2 dxdy (3.23)
and
〈y〉 =
∫ ymax
ymin
∫ xmax
xmin
y | ψ(x, y, t) |2 dxdy , (3.24)
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respectively. Strong ionization can also be read off the behavior of the center-of-mass
trajectories 〈x〉(t) and 〈y〉(t), respectively, if the grids have been chosen too small in a
computer test run. In this case, outgoing wave packets are absorbed after a certain time,
which results in an unphysical displacement of the center-of-mass. Thus, the center-of-
mass trajectories may help to find appropriate grid sizes.
Moreover, the radiation that is emitted during the interaction of an atomic or molecular
orbital with a strong laser pulse can be computed. The quantity which is directly amenable
to the simulation and which characterizes the emission of radiation is either the electric
dipole moment or the dipole acceleration. The electric dipole moment is—apart from a
factor which represents the charge—identical with the center-of-mass trajectories 〈x〉(t)
or 〈y〉(t), respectively.
It has been shown that the computation of harmonic spectra using the dipole acceleration
is more advantageous5. This is due to the circumstance that harmonic spectra computed
by means of the dipole moment may be disturbed by a stronger background noise [53].
The dipole acceleration in the laser polarization direction ax(t) and the one in the laser
propagation direction ay(t) are proportional to the corresponding emitted electric fields
if the velocity of the electron is small in comparison with the speed of light. The general
expressions for the fields in the classical case are found in [36], Eq. (10.7) therein. The
proportionality of dipole acceleration and electric field mentioned above is valid if the
electron velocity v fulfils (v/c) ≪ 1. (To be precise, in this approximation, the electric
field is proportional to n × n × a, where n is a unit vector in the observation direction
and a is the dipole acceleration vector.)
On the other hand, the dipole accelerations ax(t) and ay(t) can be obtained by the direct
numerical differentiation of the center-of-mass trajectories 〈x〉(t) and 〈y〉(t), respectively:
ax(t) =
d2
dt2
〈x〉(t)
and
ay(t) =
d2
dt2
〈y〉(t).
Depending on the specific system and the laser parameters, numerical differentiation
might be problematic, i.e. it might lead to increased noise in the harmonic spectrum.
On the other hand, the application of Ehrenfest’s theorem yields formulas which can be
evaluated during the computer run:
ax(t) =
∫ ymax
ymin
∫ xmax
xmin
ψ∗(x, y, t)
(
− ∂
∂x
Vion(x, y)
)
ψ(x, y, t) dx dy (3.25)
5Under the condition that the center-of-mass trajectory 〈x〉(t = 0) = 0 at the beginning of the
propagation (this is always the case) and provided that at the end of the propagation 〈x〉(t = T ) = 0
(this requirement is questionable and depends on the specific case) two-fold partial integration yields
the following relation of spectra based on the dipole acceleration and the ones computed via the dipole
moment: ∣∣∣∣
∫ T
0
d2
dt2
〈x〉(t)eiωtdt
∣∣∣∣
2
∼ ω4
∣∣∣∣
∫ T
0
〈x〉(t)eiωtdt
∣∣∣∣
2
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and
ay(t) =
∫ ymax
ymin
∫ xmax
xmin
ψ∗(x, y, t)
(
− ∂
∂y
Vion(x, y)
)
ψ(x, y, t) dx dy. (3.26)
Hereby, the expectation value of the laser electric field is neglected, since it only con-
tributes to the fundamental and low harmonic orders.
The advantage of employing the spatial derivative of the core potential consists in the
fact that only the wave packet dynamics in the vicinity of the core potential plays a role,
for remote from the nucleus −∂Vion
∂x
and −∂Vion
∂y
are negligible and thus do not contribute
substantially to the integrals (3.25) and (3.26), respectively.
Employing the center-of-mass trajectory, parts of the wave function may become impor-
tant which are adjacent to the grid boundaries and are thus damped. This might give rise
to spurious effects in the dipole acceleration and the harmonic spectrum. Which method
for the computation of the dipole acceleration is applied is indicated in each chapter pre-
senting the results (see chapter (4) and chapter (5)). The harmonic spectrum is computed
as the modulus square of the windowed Fourier transform of the dipole acceleration∣∣∣∣
∫
ax(t)w(t)e
iωtdt
∣∣∣∣
2
and ∣∣∣∣
∫
ay(t)w(t)e
iωtdt
∣∣∣∣
2
.
Since the dipole acceleration is only available on a finite time interval, it is good practice to
multiply the dipole acceleration with the window function w(t) (Hanning window (3.34))
prior to the Fourier transformation. By this measure, unphysical features in the spectrum
which are due to the finiteness of the dipole acceleration array are suppressed.
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3.4 Computation of eigenstates
In this section we introduce the two numerical methods which have been employed to
compute the initial states for the propagation procedure presented in the previous sec-
tion. These initial states are eigenfunctions of the corresponding field-free Hamiltonian.
The two methods permit the determination of eigenvalues and eigenfunctions of the time-
independent Schro¨dinger equation.
In practice, we have taken the following proceeding: By a first preliminary choice of the
soft-core parameter a certain soft-core potential has been taken into consideration. The
initial testing wave function has been propagated (laser field switched off) and the auto-
correlation function of this initial wave function with the propagated wave function has
been computed. One obtains the energy eigenvalue spectrum of this specific potential by
means of the windowed Fourier transform of the autocorrelation function. By varying
the soft-core parameter and subsequent propagation one can opt for a desired position
of the ground state energy or the position of an energy eigenvalue belonging to an ex-
cited state of the potential. Thus, the energy eigenvalues of the desired initial states are
adapted to the corresponding eigenvalues of the real system. After having decided for
certain soft-core parameters, the corresponding eigenfunctions can be computed. For this
purpose, propagation in imaginary time and the spectral method are especially suitable
in the context of an existing code for wave packet propagation. Both methods can be
implemented in addition to the code of the propagation method without difficulty.
3.4.1 The spectral method
The following presentation of the spectral method is based on [54]. We look for eigenvalues
En and eigenfunctions unj(x, y) of the time-independent Schro¨dinger equation:
−1
2
(
∂2
∂x2
+
∂2
∂y2
)
unj + V unj = Enunj, (3.27)
where V (x, y) represents a specific potential. In our case it is either a soft-core potential
(3.10), or a double-well soft-core potential (3.11).
The index j is used to distinguish states within a degenerate set. The spectral method
consists of two steps. In the first one, an initial testing wave function ψ(x, y, 0) is propa-
gated according to the time-dependent Schro¨dinger equation
i
∂ψ
∂t
= −1
2
(
∂2
∂x2
+
∂2
∂y2
)
ψ + V (x, y)ψ. (3.28)
This is accomplished by the method described in section (3.2) with the laser field switched
off.
For each time step during the propagation, the autocorrelation P (t) is computed corre-
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sponding to
P (t) = 〈ψ(x, y, 0)|ψ(x, y, t)〉 (3.29)
=
∫∫
ψ∗(x, y, 0)ψ(x, y, t) dx dy. (3.30)
If the initial wave function ψ(x, y, 0) represents the following superposition of eigenfunc-
tions unj with coefficients Anj : ψ(x, y, 0) =
∑
n,j Anjunj(x, y), the wave function ψ(x, y, t),
propagated according to Eq.(3.28) possesses the following form:
ψ(x, y, t) =
∑
n,j
Anjunj exp(−iEnt). (3.31)
Using this expression in Eq.(3.30), the autocorrelation P (t) results in
P (t) =
∑
n,j
|Anj|2 exp(−iEnt). (3.32)
The Fourier transform of Eq.(3.32) reveals the eigenenergy spectrum belonging to the
potential V (x, y):
P (E) =
∑
n,j
|Anj|2δ(E − En). (3.33)
However, the δ-peak structure of this spectrum is due to an infinite record of the autocor-
relation P (t). In practice, the autocorrelation is only available over a limited propagation
period T . This implies that the clear ideal δ-peak structure is not given in practice but
the appearance of additional side lobes to the peaks at the energy eigenvalues is given by
the finite propagation period T .
In order to suppress the disturbing side lobes in the energy spectrum it is advisable to
multiply the right-hand side of Eq. (3.32) by the normalized window function w(t)/T ,
where
w(t) =
{
1− cos(2πt/T ), if 0 ≤ t ≤ T,
0, if t > T
. (3.34)
This results in
P (E) =
∑
n
WnL(E −En) . (3.35)
The weights Wn =
∑
j |Anj |2 are determined by the choice of the initial testing wave
function Ψ(x, y, 0). The lineshape function L(E − En) for each individual resonance at
En is given by
L(E −En) = 1
T
∫ T
0
exp[i(E −En)t]w(t) dt
=
exp[i(E − En)T ]− 1
i(E −En)T −
1
2
[
exp{i[(E − En)T + 2π]} − 1
i[(E − En)T + 2π]
+
exp{i[(E − En)T − 2π]} − 1
i[(E − En)T − 2π]
] (3.36)
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Figure 3.1: Energy spectrum of H+2 modelled by the soft-core potential (3.11) with
ǫ =0.58. The arrow indicates the eigenenergy of -0.67 a.u. of the first (purely elec-
tronically) excited antisymmetric state.
The application of the window function w(t) before Fourier transforming the autocorrela-
tion function P (t) helps to reduce the amplitudes of the side lobes and with this permits
an accurate determination of the positions of the energy eigenvalues En in the spectrum
(3.35). Note that the choice of the initial testing wave function ψ(x, y, 0) is relevant for
the occurrence of the energy eigenvalues En in the spectrum since the coefficients Anj in
ψ(x, y, 0) also appear in Eq. (3.35). If some of them vanish, so does the eigenvalue within
the spectrum. Thus, it is recommendable to perform a computer run with a quite arbi-
trary initial testing wave function which contains as many eigenfunctions unj as possible
in order to be able to observe all energy eigenvalues En belonging to the potential V (x, y).
If one chose, e.g., an antisymmetric Ψ(x, y, 0) only energy eigenvalues En belonging to
antisymmetric eigenfunctions unj would be visible in the energy spectrum.
Figure (3.1) shows, for example, the energy spectrum of the double-well soft-core potential
applied in chapter (5). The parameters of this soft-core potential have been determined
so that the first excited state possesses an eigenenergy of -0.67 a.u. (indicated by the
arrow in the figure).
In the second step of the spectral method one focuses on the computation of eigenfunctions
for which one has obtained the energy eigenvalues En in the first step. Multiplying both
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sides of Eq. (3.31) by T−1w(t) exp(iEt) and subsequent integration from 0 to T yields:
ψ(x, y, E) =
1
T
∫ T
0
ψ(x, y, t)w(t) exp(iEt) dt
=
∑
n,j
Anjunj(x, y)L(E − En)
(3.37)
For a specific eigenvalue En′ one obtains:
ψ(x, y, En′) =
∑
j
An′jun′j(x, y)L(0) +
∑
n,j
′
Anjunj(x, y)L(En′ − En) . (3.38)
For negligible overlap between resonant terms in Eq.(3.37), the second sum in Eq.(3.38)
can be neglected, which yields:
ψ(x, y, En) =
∑
j
Anjunj(x, y)L(0) (3.39)
For large propagation periods T the lineshape function L(E−En) becomes pointed. This
justifies Eq.(3.39) in the limit of sufficiently large T and accounts for the need of long
propagation in order to obtain accurate eigenfunctions. Thus, the numerical computation
of a particular eigenfunction un is reduced to one numerical integration (performed in the
second computer run with known En):
un(x, y) = const×
∫ T
0
ψ(x, y, t)w(t) exp(iEnt) dt = const× ψ(x, y, En) (3.40)
At the end of the integration procedure, normalization gives the desired eigenfunction.
With respect to the computation of eigenfunctions the choice of the initial testing wave
function can be decisive as Eq.(3.39) implies. At most one member of the degenerate set
of states should be contained in ψ(x, y, 0) in order to achieve the desired unj and not a
superposition of degenerate states. Furthermore, if a certain type of symmetry for the
desired eigenfunction is given one should take this symmetry also into consideration for
ψ(x, y, 0). In practice, an advantage of the spectral method consists in the fact that the
stability of the computed eigenfunctions can be amended in successive computer runs.
As a test of stability of the numerical eigenfunction, the autocorrelation is required to be
unity for a large propagation period if this numerical eigenfunction serves as an initial
wave function.
3.4.2 Propagation in imaginary time
Propagation in imaginary time represents in first place a method to obtain numerically
the ground state energy and wave function of the time-independent Schro¨dinger equation.
As terminology suggests, the basic step of this method consists in the substitution of the
variable time t by imaginary time τ : t → −iτ . Therefore, it makes the circumstance
plausible that this method can be implemented along with the implementation of the
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split-operator propagation technique, since only minor changes to the latter are required.
Similar to the spectral method, this technique also yields energy eigenvalues and eigen-
functions after propagation of an initial testing wave function. Further reading on the
propagation in imaginary time is given in [55]. Let us assume that the time-independent
Schro¨dinger equation possesses eigenvalues En and eigenfunctions ψn:
Hψn = Enψn, n = 0, 1, 2, . . . (3.41)
The substitution t → −iτ in the time-dependent Schro¨dinger equation i ∂
∂t
ψ = Hψ with
the time-independent Hamiltonian H results in:
∂
∂τ
ψ˜ = −Hψ˜ (3.42)
with ψ˜(x, y, τ) := ψ(x, y,−it). Assuming that the initial testing wave function ψ(x, y, t =
0) possesses the following expansion into eigenfunctions ψn
ψ(x, y, t = 0) =
∑
n
anψn(x, y) (3.43)
yields for the propagated solution of the time-dependent Schro¨dinger equation
ψ(x, y, t) = exp(−iHt)ψ(x, y, t = 0) =
∑
n
an exp(−iEnt)ψn(x, y). (3.44)
The substitution t→ −iτ in the equation above leads to
ψ˜(x, y, τ) = exp(−Hτ)ψ(x, y, t = 0) =
∑
n
an exp(−Enτ)ψn(x, y). (3.45)
Inserting this ψ˜ into Eq.(3.44) confirms that ψ˜(x, y, τ) is a solution of Eq.(3.42). Further-
more, we have
ψ˜(x, y, τ = 0) = ψ(x, y, 0). (3.46)
In the following it is shown how the wave function ψ˜(x, y, τ) propagated in imaginary
time serves to compute the ground state energy E0 and the ground state wave function
ψ0. With Eq.(3.45) one obtains:
〈ψ˜|H|ψ˜〉 =
∑
n
∑
n′
anan′ exp[−(En + En′)τ ]En〈ψn′|ψn〉, (3.47)
〈ψ˜|ψ˜〉 =
∑
n
∑
n′
anan′ exp[−(En + En′)τ ]〈ψn′ |ψn〉. (3.48)
Taking only the dominant (n = 0, n′ = 0)-terms for large τ into account yields the ground
state energy:
E0 = lim
τ→∞
〈ψ˜|H|ψ˜〉
〈ψ˜|ψ˜〉 . (3.49)
Knowing the ground state energy, we consider (a0 6= 0):
exp(E0τ)ψ˜(x, y, τ) = a0ψ0(x, y) +
∑
n>0
an exp[−(En − E0)τ ]ψn(x, y). (3.50)
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This gives the ground state wave function:
ψ0(x, y) ∝ lim
τ→∞
exp(E0τ)ψ˜(x, y, τ). (3.51)
Hence, considering Eq.(3.45) and Eq.(3.46), the implementation of the procedure becomes
evident: An initial testing wave function is read in like for the propagation in real time.
However, this wave function is propagated by means of the operator exp(−Hτ), i.e., in
contrast to the short-time propagator in real time the complex exponential terms are
replaced by real ones. This allows of a convenient implementation of the method if the
code for the standard wave packet propagation already exists. Similar to the spectral
method attention should be paid to the choice of the initial testing wave function in
which the ground state must be contained, i.e. a0 6= 0.
After propagation, Eq.(3.47) yields the ground state energy. If this has been determined,
Eq.(3.51) gives the ground state wave function. After having computed the ground state
wave function, it is thinkable to procure the first excited state. For this purpose the ground
state wave function should be projected onto the initial testing wave function, this gives
a0, and subsequently a0ψ0(x, y) should be subtracted from the initial wave function. This
prepared wave function would then yield the eigenvalue and the eigenfunction of the first
excited state (if a1 6= 0). This specific procedure has not been performed in this thesis.
3.4.3 The methods in practice
In this work, propagation in imaginary time and subsequently the spectral method have
been employed to generate the ground state of an atomic system, see chapter (4). For
the computation of excited atomic and molecular orbitals, the spectral method has been
applied exclusively, see chapter (5). On the other hand, the spectral method has the
advantage of providing more stable eigenstates by successive application. (It has to be
ensured that the numerical eigenstates remain stable over the period of laser interaction.)
On the other hand, the spectral method permits the direct computation of excited eigen-
functions, i.e., there is no need for the computation of energetically lower eigenfunctions
in advance.
Propagation in imaginary time has turned out to be suitable for a relatively quick compu-
tation of a crude version of the ground state wave function. The spectral method is more
time-consuming since particularly long propagation is needed in order to achieve accurate
results.
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3.5 Monte Carlo simulations
In this section the classical Monte Carlo method which is based on the solution of the
classical equations of motion and stochastics is presented. This method is by far less
demanding in view of implementation and computer hardware requirements than the di-
rect numerical integration of the time-dependent Schro¨dinger equation. However, since
this approach is based on classical mechanics, it only serves to mimic the spreading of
(quasi-)free quantum mechanical wave packets driven by a laser field. The modelling of
interference effects which are essential for high-order harmonic generation (interference
of re-colliding wave packets with the initial state) is beyond the skills of this method.
Therefore, almost all results in this thesis have been obtained by the numerical integra-
tion of the Schro¨dinger equation. Monte Carlo simulations have only been employed to
mimic the wave packet spreading of a wave packet with a nodal line in order to demon-
strate the displacement of these wave packets in the laser propagation direction due to the
influence of the laser magnetic field (see section (5)). Thus, the Monte Carlo method is ex-
plained in the manner it is used in this thesis. For a detailed study of this method see [56].
The Monte Carlo method is based on the uncertainty with respect to position and mo-
mentum of a quantum mechanical wave packet. In our case, this initial wave packet
ψ(x, y, t = 0) is an eigenfunction of the field-free Hamiltonian. With the help of Fourier
transformations (FFTW), its counterpart in momentum space ψ˜(px, py, t = 0) is obtained.
These wave functions yield the position and momentum distribution according to the den-
sities ρ(x, y) = |ψ(x, y, t = 0)|2 and ρ˜(px, py) = |ψ˜(px, py, t = 0)|2, respectively. According
to these distributions, the initial conditions for numerous classical trajectories are deter-
mined. Then, for each initial condition the corresponding classical equations of motion
are solved. Making a snapshot after time t, the variety of classical trajectories
(
x(t), y(t)
)
gives a distribution of points in the x-y–plane. This distribution is expected to reflect the
corresponding distribution belonging to the propagated wave function ψ(x, y, t). Thus,
the objective of the Monte Carlo method is to mimic wave packet spreading.
The initial conditions for x(t = 0), px(t = 0), y(t = 0), and py(t = 0) are drawn in
accordance with the distributions ρ(x, y) and ρ˜(px, py). This is performed by means of the
rejection method [52]. In this procedure, the maximum of each distribution is determined.
Then, equally distributed random variables between zero and each maximum are drawn
(srand-function in C). Subsequently, a value ρ0 or ρ˜0 of the ρ(x, y)-array or the ρ˜(px, py)-
array is picket out according to the equal distributions, respectively. This corresponds to
randomly drawing triples
(
x, y, ρ(x, y)
)
on the position grid or
(
px, py, ρ˜(px, py)
)
on the
momentum grid, respectively. If ρ0 ≤ ρ(x, y) or ρ˜0 ≤ ρ˜(px, py), the corresponding triples
are accepted. This means that the first two coordinates of the triple have been drawn as
initial values according to the distribution ρ(x, y) or ρ˜(px, py), respectively.
For smaller values of the probability densities ρ(x, y) or ρ˜(px, py), the rejection of the cor-
responding triple is more likely, which explains the functioning of the rejection method.
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After having drawn a large number of initial conditions, the solution of the classical
equations of motion for each initial condition is accomplished. For this purpose, the
canonical equations with the Hamilton function H are solved by the classical Runge-
Kutta method of fourth order [57],
x˙(t) =
∂H
∂px
= px(t) +
1
c
Ax
(
y(t), t
)
, (3.52)
y˙(t) =
∂H
∂py
= py(t), (3.53)
p˙x(t) = −∂H
∂x
= −∂Vion
∂x
(
x(t), y(t)
)
, (3.54)
p˙y(t) = −∂H
∂y
= −1
c
∂Ax
∂y
(
y(t), t
)(
px +
1
c
Ax
(
y(t), t
))− ∂Vion
∂y
(
x(t), y(t)
)
. (3.55)
The Hamilton function H results from interpreting the Hamilton operator (3.9) as a
classical Hamilton function. The vector potential is given by (3.8). The numerical solution
of this system of ordinary coupled differential equations gives a large number of trajectories(
x(t), y(t)
)
reflecting the wave packet spreading of the propagated wave function (see
chapter 5).
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Chapter 4
Results I: HHG in the presence of a
static magnetic field
4.1 Overview and motivation
As we have learnt in chapter (2), a HHG-spectrum possesses the following typical form:
After a considerable decrease in intensity there is a frequency region of multiples of the
irradiated laser frequency forming an intensity plateau which breaks off at a certain cut-off
frequency. Meanwhile there have been numerous investigations which pursue the aim to
find a way to enhance the signal of the harmonic peaks or to shift the cut-off frequency to-
wards higher frequencies: As for the increase of the cut-off frequency a laser-driven atomic
system within a parabolic potential has been investigated by [58]. The authors showed
that the cut-off frequency can be enhanced by this configuration. Furthermore, various
schemes which can be used to modify the HHG-process have been studied theoretically
in [59]. These schemes consist of both subjecting a molecular system to a combination
of two laser fields, whereas the frequency of the second field is a multiple of the first one,
and the addition of electric and magnetic fields to the driving laser field.
Adding a static magnetic field to the laser field can be quite beneficial. Thus, we intend to
give a survey of theoretical investigations done so far focusing on a system which consists
of an electron, atom or molecule that is subjected to a combination of laser and static
magnetic field: Connerade and Keitel showed in 1996 that the laser-induced relativis-
tic dynamics of an electron in an atomic potential can be modified by adding a static
magnetic field directed parallel to the laser propagation direction so that even harmonics
occur in the HHG-spectrum. This investigation is based on classical Monte Carlo simula-
tions [60]. Salamin and Faisal investigated a classical free electron brought to relativistic
dynamics by an elliptically polarized laser field [61]. An additional static magnetic field
which is parallel to the laser propagation direction induces supplementary wiggles in the
helix motion of the electron. Depending on the observation direction either one further
harmonic peak besides the Thomson peak shows up or infinitely many peaks of indistinct
structure come up due to the presence of the static magnetic field.
Whereas in the two previously mentioned papers an intense laser field caused relativistic
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dynamics, work of Wagner et al. [62] pointed out that moderately intense laser fields are
able to induce a relativistic electron motion by means of an additional static magnetic
field. The authors discovered relativistic resonance effects possessing salient character-
istics as the formation of ring-like charge distributions of relatively large extension. As
a further signature of these relativistic resonances the enhancement of the harmonic sig-
nal was reported. In a non-relativistic context Zuo et al. [59] have found by numerical
integration of the time-dependent Schro¨dinger equation that the signal strength in the
HHG-spectrum can be increased if a static magnetic field directed parallel to the laser
polarization direction is added to a two-color laser field interacting with the H+2 molec-
ular ion. However, the applied magnetic field has a tremendous value of 0.47 · 109G.
The authors attribute this effect to the suppression of wave packet spreading. This leads
to more efficient recollisions. The same mechanism has been seen at work by Milosˇevic´
et al. [63]: Also non-relativistically, the same configuration of laser and static magnetic
field is responsible for the enhancement of the HHG signal emitted by a H− ion and an
argon atom that are subjected to these fields. By applying the strong field approximation
the authors discovered that the increase in harmonic strength is particularly efficient if
the following conditions are fulfilled: the static magnetic field should induce an electron
motion so that a multiple of the classical cyclotron period is equal to the return time
of the ionized electron. Thus, adding a static magnetic field of appropriate strength can
result in an enhancement of the harmonic intensity by orders of magnitudes. In this
work the authors also point out that the cut-off frequency can be slightly shifted towards
higher frequencies. Another work [64] also concerning the generation of HHG-radiation
in a non-relativistic regime considers the H-atom subjected to a linearly polarized laser
field and an additional static magnetic field which is directed perpendicular to both the
laser electric field component and the laser propagation direction. This investigation in-
volves the solution of the time-dependent Schro¨dinger equation in three dimensions. The
authors discovered that a super strong static magnetic field in the order of 10 kT induces
very efficiently an additional wiggly electron motion. This gives rise to the formation of
a second plateau in the HHG-spectrum with a considerably increased cut-off frequency.
The papers surveyed above which study high harmonic generation for an atomic or molec-
ular system have in common that the physical system (atom/molecule plus laser and static
magnetic field) has to meet resonance criteria in order to be able to observe a distinct
effect in the spectrum [59], [62], [63], [64]. These resonance criteria require that the cy-
clotron frequency must be of the order of the applied laser frequency. This implies that
super strong static magnetic fields have to be used in order to meet these criteria and
to perceive significant effects in the spectrum. In contrast to these papers, we follow a
different approach in this chapter: We do not seek to reach resonances in our system.
Instead, we found that relatively weak magnetic fields (30 T) cause observable effects in
the spectrum that arises from the electron drift in the laser propagation direction. For
these effects no resonance conditions as mentioned above have to be fulfilled 1. To the best
of our knowledge the impact of a static magnetic field on this radiation spectrum has not
1If we attempted to reach a cyclotron frequency ωc = Bstat/c in the order of the applied laser frequency
ωL =0.058 a.u. (which corresponds to a laser wavelength of 780 nm) a static magnetic field Bstat of 14
kT would be required.
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been studied before within a full quantum mechanical treatment beyond the dipole ap-
proximation. Employing the dipole approximation Tong and Chu [64] found that a super
strong static magnetic field of the order of 10 kT causes the emission of harmonics polar-
ized in laser propagation direction, but in this case the generation of these harmonics is
due to this strong static magnetic field (resonance effect). In their study they could safely
neglect the laser magnetic field. Without static magnetic field, high harmonic radiation
polarized in laser propagation direction was discussed in [65]. Since we found that this ra-
diation is more sensitive to the influence of a static magnetic field than the ordinary HHG
radiation which is polarized along the laser polarization direction we are able to observe
distinct effects in this radiation spectrum by employing weak static magnetic fields [66].
No resonance criteria have to be met. Thus, on one the hand our approach is interesting
with regard to HHG experiments in combined laser and static magnetic fields since the
effects in the spectrum are distinct and occur at experimentally accessible magnetic field
strengths. Consequently, we attempted to employ parameters in our simulation that are
in the scope of experimental realization. On the other hand our approach may also spark
some interest from a theoretical point of view as the impact of the static magnetic field
on the radiation which is polarized in laser propagation direction can only be studied if
the laser magnetic field component is taken into account in our simulation. In contrast to
this, the dipole approximation can be carried out if the impact of a static magnetic field
on the ordinary HHG spectrum is studied and the velocity of the ionized electron is small
in comparison with the speed of light [59], [63].
We solve the time-dependent Schro¨dinger equation numerically for a He+ model ion
which is subjected to a linearly polarized laser pulse and a static magnetic field. The
model ion should in first place represent an atomic one-electron system; the method
and results presented in this work can in principle be applied to other atomic species.
However, the radiation which is in the focus of this chapter cannot be detected in gas
targets in forward direction since the single atom radiation does not propagate in this
direction; other directions are problematic because of missing phase-matching. As a
way out, we propose to detect this radiation in certain angles θ to the laser propagation
direction in crystals or crystal-like structures in order to realize the concept of this chapter
experimentally. According to section (2.3.5) and [46], the harmonic waves which satisfy
a Bragg condition add up constructively and are therefore observable in a certain angle θ
to the laser propagation direction; the considerations leading to this result in [46] remain
valid for the kind of harmonic radiation we focus on (second scheme in [46]; in our case
forward detection θ = 0◦ is precluded). The harmonic radiation of frequency ω (ω = NωL,
with the harmonic order N and the laser frequency ωL) which fulfills the Bragg condition
and is observable under the angle θ satisfies the following equations according to [46] (see
also section (2.3.5)):
nω ax sin θ/c = 2πs1 (4.1)
az ω (nL − n cos θ)/c = 2πs2 , (4.2)
where s1 and s2 are integers, λL = 780 nm is the laser wavelength, ax and az is the
lattice period in laser polarization and propagation direction, respectively; n is the re-
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fractive index of the harmonic wave and nL the one of the laser wave. If nL << n, i.e. if
nL = n cos θ is possible in a crystal, the harmonic order N is observable under the angle
θ = arctan(s1λL/(axnLN)). In the case that n ≈ nL ≈ 1 (for simplicity a = ax = az)
the equations (4.1) and (4.2) yield (for s1 = s2 = 1) that the harmonic order N can be
detected for θ = 90◦ if N = λL/a. This means that a periodic structure with nanometer
spacing a is required. It is possible to implant various species of atoms into solids (doping)
in a controlled way to build a crystal-like structure with nanometer spacings a [67]. As
a result, the single atom signal can be efficiently enhanced by the number of lattice centers.
In our simulations presented in the next section the laser peak intensity reaches a value
of 5 · 1014 W
cm2
. This can still be accomplished by relative compact laser systems. The
static magnetic field does not exceed 30 T in our considerations. (Quasi)static magnetic
fields of such magnitude are realizable in a laboratory without exorbitant circumstances.
Generally, both static magnetic fields and pulsed magnetic fields whose duration ranges
from µs to a few seconds should be taken into account. Pulsed fields of such long du-
ration can be considered as static with regard to the fs durations of the laser-matter
interaction. Superconducting magnets are able to produce static magnetic fields up to 15
T without problems. Those magnets should be able to be integrated into a setup used for
HHG-experiments. Using Bitter plates static magnetic fields up to 33 T can be produced
nowadays. The record field strength of 45 T for a static magnetic field has been generated
by a combination of Bitter technology and superconducting coils. If Bitter technology is
suitable for integration into HHG-experiments is not clear to us. However, pulsed mag-
netic fields reaching a value of 50 T can be produced in a laboratory without problems and
might be compatible with common laser systems. For a survey of the magnet technology
see [68] and references therein.
In the next section, the atomic quantum dynamics of a one-particle system in a weakly
relativistic regime is studied. This concerns a parameter regime, in which the electron
drift in the propagation direction becomes discernible. An interplay between this drift
and the attraction of the nucleus results in a wiggly motion of the electron in the laser
propagation direction. This motion gives rise to the radiation of high harmonics emitted
into directions perpendicular to the laser propagation direction. In our simulations we
can show that the signal strength of the harmonics can be substantially affected with the
help of a static magnetic field which reaches a value of 30 T and is directed perpendic-
ular to the plane spanned by the laser polarization and the laser propagation direction.
Our considerations suggest a method that might be used to measure static magnetic fields.
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4.2 Results: Impact of a static magnetic field on
HHG-spectra
We solve the time-dependent Schro¨dinger equation numerically on a two-dimensional grid
beyond the dipole approximation for aHe+ model ion subjected to a strong laser pulse and
a static magnetic field. For a two-dimensional model atom in a laser field inducing weakly
relativistic dynamics see [27,29]. The model system employed has been presented in detail
in chapter (3). The laser pulse is linearly polarized along the x-axis and propagates in
y-direction. The electron is initially bound to the ground state and localized at the origin
(nucleus) of the x-y-plane. The Hamiltonian which rules the electron dynamics has been
given by Eq. (3.9):
H(x, y, t) =
1
2
p2 +
1
c
Ax(y, t)px +
1
2c2
Ax(y, t)
2 + Vion(x, y) (4.3)
Here t denotes the time and c the speed of light. The operator p = (px, py, 0) represents the
canonical momentum. However, in contrast to the Hamiltonian (3.9), the non-vanishing
component Ax(y, t) of the vector potential A = (Ax(y, t), 0, 0) describes both the laser
pulse of trapezoidal shape and the static magnetic field directed perpendicular to the
x-y-plane. The part of Ax(y, t) which models the static magnetic field has the simple
form: −Bstat · y, whereas Bstat denotes the static magnetic field component. The part
of the vector potential which describes the laser pulse is given by Eq. (3.8). Thus,
taking the curl of the entire vector potential A results in the sum the laser magnetic
field (3.7) and the static magnetic field Bstat = Bstatez. Note, since we do not carry
out the dipole approximation even the part of the vector potential that describes the
laser pulse depends on the spatial coordinate y. Consequently, the laser magnetic field
component does not vanish and causes a drift motion of the electron in the propagation
direction [29]. Due to the arrangement of the fields the laser magnetic field and the static
magnetic field compete with each other as both fields are directed perpendicular to the
x-y-plane. We would like to emphasize that our simulations study a regime in which
the drift motion becomes discernible but higher order relativistic effects can be safely
neglected. Vion(x, y) describes the attraction of the nucleus and is modeled by a soft-core
potential (see subsection (3.1.2):
Vion(x, y) = − 3.28√
1 + x2 + y2
(4.4)
The soft-core parameters in Eq.(4.4) have been chosen so that the electronic ground state
wave function possesses an eigenenergy of -2 a.u. which corresponds to the real value. The
ground state wave function has been obtained by propagation in imaginary time (3.4.2)
and the spectral method (3.4.1). We employ the split-operator algorithm to solve the
time-dependent Schro¨dinger equation with Hamiltonian (4.3), please see section (3.2).
Once the wave function is obtained the expectation value of position and the dipole
acceleration can be computed. The center of mass motion of the electronic wave packet
allows for association with classical dynamics. The dipole acceleration d
2
dt2
〈y〉(t) can be
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Figure 4.1: (a): Drift motion of a classical free electron subjected to a six-cycle cosine
laser pulse (black curve). The electron was initially at rest. The red and the green curve
show the trajectory of the classical electron if a static magnetic field of 30 T directed out
of the x-y-plane and into it, respectively, is added to the laser pulse. (b): Wiggly electron
motion along the laser propagation direction as a result of the interplay between the drift
and the attraction of the nucleus. The electron is initially in the ground state of He+
and is subjected to a 1-4-1-cycle trapezoidal laser pulse of 780 nm. The peak intensity of
the pulse is 5.48 · 1014 W
cm2
. The expectation value of the electronic wave function is shown
versus the time of interaction. (c): Harmonic spectrum arising from the electron motion
in (b).
determined in different ways: On the one hand we have obtained it by building the second
derivative of 〈y〉(t) by means of a five-point formula. On the other hand, for comparison,
we have computed the dipole acceleration via Ehrenfest’s theorem (3.26). Hereby, we have
only taken the force of the nucleus −〈∂Vion
∂y
(x, y)〉 into consideration. Note, that there is no
electric field component of the laser field in y-direction. To obtain the HHG-spectrum the
dipole acceleration is multiplied by the Hanning window function and the modulus square
of the Fourier transform of the windowed data is taken (see section (3.3)). A comparison
of the spectra obtained by these different methods reveals that for the parameter regime
presented here the spectra coincide quite well, apart from harmonic peaks of very low
54
4.2. Results: Impact of a static magnetic field on HHG-spectra
order(< 10ωL). This means that if one focuses on the higher harmonics, as usual, the
magnetic field terms occurring as operators in Ehrenfest’s theorem can be neglected 2.
Those terms only contribute to the lower harmonics. Note, that in spite of this, the
magnetic fields are included in the Hamiltonian (4.3). Therefore they affect the wave
function Ψ(t) which results in an impact on the spectra even by employing Ehrenfest’s
theorem (simple version Eq. (3.26). Using numerical differentiation yields more noise
in the spectra beyond the cut-off frequency than Ehrenfest’s method does. However, for
the parameter regime presented here, the noise beyond the cut-off remains two orders of
magnitude beneath the signal strengths of the harmonics in the cut-off region. Therefore,
we have decided to present here those spectra which are based on numerical differentiation.
It is well known that a classical free electron which is subjected to a linearly polarized
laser field whose magnetic field component becomes important in a weakly or full rela-
tivistic regime follows a typical zig-zag trajectory (see section (2.1)). This is attributed
to the fact that the electron oscillates along the polarization direction while it performs
a drift in the propagation direction. For illustration, Fig. 4.1(a) (black line) shows this
drift motion versus the interaction time for a classical free electron which is subjected, for
simplicity, to a six-cycle cosine laser pulse. Initially, the electron was at rest. This drift
in the propagation direction is a monotonous function of time if the electron is initially
at rest.
Fig. 4.1(b) now depicts a result of our quantum simulations: the drift motion of the
center of mass of the electronic wave packet that has been initially bound to the ground
state is shown. The electron interacts with a 1-4-1-cycle trapezoidal laser pulse of 15.6 fs
duration. The wavelength of the irradiated laser beam is 780 nm and its peak intensity
has a value of 5.48 · 1014 W
cm2
. We have chosen this intensity with the idea in mind
that on the one hand the laser field should be strong enough to obtain a discernible
electron motion in propagation direction but on the other hand it should not be too
strong so that a static magnetic field of 30 T is still able to compete with the laser
peak magnetic field component having 214 T for this laser intensity. In contrast to a
free electron subjected to a laser pulse, there is, in addition to the drift motion, the
attraction of the nucleus. In Fig. 4.1(b) one can still recognize the drift motion which is
characterized by a an oscillatory motion of large period. However, rapid oscillations that
can be attributed to the presence of the nucleus are superimposed to the drift motion.
The interplay between the drift and the attraction of the nucleus results in a wiggly
motion in propagation direction. Due to the presence of highly nonlinear acceleration,
this gives rise to HHG-radiation. Note, that this sort of radiation is emitted in directions
2In order to perform the computation of d
2
dt2
〈y〉(t) completely one would apply a generalized Ehrenfest’s
theorem, in which the magnetic fields (laser and static magnetic field) would appear explicitly as operators:
d2
dt2
〈y〉(t) = −〈∂Vion
∂y
〉 − 1
2c
〈(v ×B−B× v)y〉 (4.5)
v denotes the kinematic velocity operator and B the magnetic field consisting of laser and static magnetic
field. Formula (4.5) is based on the notes in [71].
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Figure 4.2: (a): Impact of a static magnetic field on the HHG-spectrum shown in Fig.
4.1(c). The black line represents the HHG- spectrum in the case of vanishing static
magnetic field, whereas the red and the green line display the spectrum which occurs in
the presence of a 30 T magnetic field pointing out of the x-y-plane and into it, respectively.
The orientation of the static magnetic field turns out to be crucial.
(b): depicts a cut-out of (a) focusing on the range of frequencies around 25.7ωL, whereas
ωL denotes the laser angular frequency.
(c): takes a closer look at the cut-off region of the HHG spectrum in (a).
perpendicular to the propagation direction. In a non-relativistic approach this radiation
is polarized in propagation direction, see (10.7) in [36]. We confine ourselves to take the
Fourier transform of the dipole acceleration in propagation direction belonging to the
wiggly motion in this direction. We mention that already according to a semi-classical
concept [69] the influence of the nucleus becomes relevant: A recolliding electron senses
the attraction of the nucleus exactly at that moment, in which it passes the nucleus. This
influence of the nucleus affects the motion in propagation direction and gives rise to HHG-
radiation. An HHG-spectrum based on the electron motion in propagation direction has
been presented in simulations in a quantum mechanical approach, too [65].
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Fig. 4.1(c) displays the HHG-spectrum belonging to the wiggly electron motion in Fig.
4.1(b). The spectrum consists of a variety of peaks which are not always placed at integer
numbers of harmonic order. This might be attributed to the relatively short pulse duration
of six laser cycles [70]. In contrast to the normally considered HHG-spectrum that arises
due to the electron motion in polarization direction this spectrum possesses an intensity
in harmonic strength which is about six orders of magnitude lower.
By adding a static magnetic field which is directed perpendicular to the x-y-plane it is
possible to affect the spectrum shown in Fig. 4.1(c). This is illustrated in Fig. 4.2(a).
Here, we see the influence of a 30 T magnetic field whose orientation plays a significant
role: The black line represents the spectrum in the case that the static magnetic field
vanishes. The red line illustrates a spectrum which is generated in the presence of a 30
T magnetic field pointing out of the x-y-plane. The case of a static magnetic field of
30 T directed in the opposite direction is depicted by the green line. Note, that for all
pictures shown below an analogous assignment of the colors is valid. Depending on the
orientation of the static magnetic field the harmonic peaks experience an increase and
a decrease, respectively. The harmonic peaks in the front and the middle part of the
spectrum, beginning with a frequency of 10ωL, are mainly reinforced by a 30 T magnetic
field pointing out of the x-y-plane; ωL denotes the laser angular frequency. The opposite
orientation of the magnetic field mainly leads to a decrease of the harmonic signals in
this frequency range. For the frequency range just below the cut-off the situation is vice
versa. Here, a magnetic field pointing into the x-y-plane is more advantageous for the
generation of harmonics. A shifting of the cut-off frequency is not observed. There are no
major changes induced by the static magnetic field concerning the shape and the position
of the harmonic peaks.
We now study the changes in harmonic intensity in more detail and have a closer look at
two salient peaks: Fig. 4.2(b) shows a cut-out of Fig. 4.2(a) around the peak situated at
a frequency of 25.7ωL. The peak placed at this frequency experiences an enhancement by
a factor of 2.1 and a decrease by a factor of 0.3, respectively, depending on the parallel
and anti-parallel alignment of the static magnetic field, respectively (red and green line,
respectively).
The increase of the harmonic signal by a factor of 1.3 at the peak placed at a frequency
of 99.3ωL is illustrated in Fig. 4.2(c). Here, the static magnetic field points into the
x-y-plane. The decrease by a factor of 0.7 at the same peak is achieved by the opposite
alignment of the magnetic field. Here, however, the changes in the signal strengths are
not so distinct any more than at the peak situated at 25.7ωL (Fig. 4.2(b)).
In order to make the impact of the static magnetic field on the spectrum (Figs. 4.2
(a),(b),(c)) plausible we consider the changes the static magnetic field causes with regard
to the center of mass trajectory of the electronic wave packet (Fig. 4.3) and the dipole
acceleration (Figs. 4 (a),(b),(c)). In Fig. 4.3 we find both an increase and a decrease of
the amplitude of the motion in propagation direction. Apart from the very beginning,
the temporal pattern of oscillations in this direction is hardly affected. Classically, the
Lorentz drift in propagation direction is changed in the presence of a static magnetic field
as illustrated in Fig. 4.1(a) (red and green lines). From this classical consideration we
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Figure 4.3: Center of mass motion of the electronic wave packet in the presence of an ad-
ditional static magnetic field. The black line represents the electron motion for vanishing
static magnetic field, as already depicted in Fig. 1 (b). The red and green curve show
the cases, in which a static magnetic field of 30 T is added pointing out of the x-y-plane
and into it, respectively.
see that the classical free electron experiences an additional spatial shift of the order of
magnitude of a few atomic units since the static magnetic field induces a supplementary
Lorentz force acting on the electron most effectively in laser propagation direction.
The same is true an electron wave packet ejected into the continuum during the ionization
process. This means that ejected wave packets sense a Lorentz drift which is modified by
the static magnetic field. Depending on the velocity of the wave packets and the orienta-
tion of the static magnetic field the wave packets are spatially shifted in laser propagation
direction due to the Lorentz drift induced by the static magnetic field. Additionally,
brought to a different position the wave packets also sense a slightly different phase of
the laser field leading to an altered wave packet dynamics. The modified wave packet
dynamics is responsible for the increased or decreased amplitudes in the center-of-mass
motion 〈y〉(t) of the electronic wave packet. The large amplitudes of the center of mass
trajectory of the electronic wave packet occurring at the end of the laser interaction in
the case of a static magnetic field (see Fig. 3, last laser cycle beginning at 538 a.u.) can
be attributed to the fact that the static magnetic field becomes more influential compared
to the laser magnetic field as the laser field is turned off during the last optical cycle.
The additional spatial shifting of ionized wave packets in laser propagation direction
which is induced by the static magnetic field also changes the overlap between returning
wave packets and the ground state wave function. This is illustrated in Fig. (4.4).
Depending on whether this overlap is increased or decreased the recombination process of
HHG is made more effective or less effective resulting in an enhanced or diminished HHG
photon emission (see Fig.4.4), i.e: Different ionized and recolliding wave packets belong
to different frequencies in the harmonic spectrum (for example the frequencies 25.7 ωL
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E
k
Figure 4.4: Schematic diagram of the recollision process affected by the static magnetic
field. Shown is the overlap between the recolliding wave packet (red) and the initial
state (black) at the position of the nucleus (indicated by +). The overlap is increased
or decreased by the displacement of the recolliding wave packet in the laser propagation
direction (k-direction), E indicates the laser polarization direction. The displacement
induced by the laser magnetic field is changed by the static magnetic field. As a conse-
quence, the static magnetic field alters the intensity of the harmonic radiation polarized
in the laser propagation direction.
and 99.3 ωL) according to the recollision model of high harmonic generation. These wave
packets follow different trajectories in the combined laser and static magnetic field until
the recollision of the wave packet at the site of the nucleus and subsequent recombination
into the ground state takes place by emitting a photon of appropriate frequency. Owing to
different trajectories the wave packets experience a different shift in the laser propagation
direction. This shift results from the Lorentz force which is additionally induced by the
static magnetic field. Thus, this shift depends on the specific trajectory (depending again
on the harmonic frequency) and on the strength and the orientation of the static magnetic
field. This implies that at the recollision event the overlap of the recolliding wave packet
with the ground state depends both on the specific trajectory of the recolliding wave
packet and on the strength and the orientation of the static magnetic field. Therefore, it
becomes clear that for the same orientation of the static magnetic field certain harmonics
are enhanced while others may be diminished in intensity. If the orientation of the static
magnetic field is changed the overlap of the recolliding wave packet with the atomic ground
state is increased or decreased so that one finds a contrary situation: The harmonics which
have been enhanced are weakened if the orientation of the static magnetic field is tilted.
The harmonics which have been weakened are increased in intensity if the orientation
of the static magnetic field is inverted. These effects are also reflected in the dipole
acceleration. At the time of recollision, an oscillation in the dipole acceleration occurs
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with a frequency at which a harmonic peak in the spectrum is situated. The amplitude
of the oscillation depends on the overlap of the recolliding wave packet with the ground
state. Therefore, we now consider the dipole acceleration and the impact on it induced by
the static magnetic field due to the modified recollision process in the laser propagation
direction. The corresponding parts of the dipole acceleration which are responsible for
the frequencies 25.7 ωL and 99.3 ωL can be found by means of a Morlet wavelet analysis
of the dipole acceleration [64]:
A Morlet wavelet analysis provides a time-frequency analysis of a temporal signal, i.e.,
it gives an answer to the question at which time in the course of the signal a specific
frequency occurs. The question which frequencies are contained in a temporal signal at all
is answered by Fourier transformation. A Morlet wavelet transform provides information
about when a certain frequency occurs in the signal.
In our situation the time-dependent dipole acceleration in the laser propagation direction
ay(t) represents the temporal signal of interest. The harmonic spectrum pertaining to
this dipole acceleration depicts the spectral range which this temporal signal contains at
all. The question when a certain harmonic is emitted can thus be answered by the Morlet
wavelet transform of the dipole acceleration:
S(t, ω) =
√
ω√
τ
∫
dt′eiω(t
′
−t)e−
ω2(t′−t)2
2τ2 ay(t
′). (4.6)
The quantity |S(t, ω)|2 indicates for which time t the frequency ω is contained in the
signal ay(t). Formula (4.6) means that for a given time t a Gaussian window is applied
to the signal ay(t
′). For this windowed signal the spectral information is determined via
subsequent Fourier transformation. The parameter τ helps to decide whether the Morlet
transform is sensitive to time or to frequency. A narrow Gausssian results in a better
resolution with respect to time but in a worse with regard to frequency. For our purpose,
τ=10 has turned out to be appropriate. For a fixed frequency ω the quantity |S(t, ω)|2
represents the time-profile of the signal ay(t) for the harmonic with frequency ω. The
peaks in the time-profile indicate the times when the harmonic frequency ω is emitted.
Fig. 4.5(a) illustrates the dipole acceleration versus time during the interaction of the
electron with the laser pulse in all three cases of magnetic field orientation (black, red and
green lines). One recognizes that the amplitude of the dipole acceleration is increased or
decreased by the static magnetic field. Furthermore, the temporal pattern of the dipole
acceleration remains essentially unaltered. Mainly at the beginning, when the influence of
the laser field is still weak a relative shifting of the dipole accelerations takes place. The
observations made above are corroborated by a Morlet wavelet analysis [64]. Moreover,
this wavelet analysis made the following considerations possible: The blue and the pink
line show the scaled time profiles of the harmonic peaks at frequencies of 25.7ωL and
99.3ωL, respectively. For clarity, only the time profiles for these frequencies in the case of
a vanishing static magnetic field are depicted. The blue line marks the time intervals that
the radiation with frequencies around 25.7ωL is emitted in. At these times the configu-
ration, in which the static magnetic field points out of the x-y-plane, yields the largest
amplitudes of the dipole acceleration. The pink line indicates the time interval that the
fastest oscillations happen in. Essentially there, the harmonics around the peak placed
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Figure 4.5: (a): Dipole acceleration and time profiles. The black, red and green line
represent the dipole acceleration during the interaction with the laser pulse: black: no
static magnetic field, red: static magnetic field of 30 T pointing out of the x-y-plane, green:
static magnetic field of 30 T directed into the x-y-plane. These dipole accelerations belong
to the wiggly center of mass motion of the electronic wave packet depicted in Fig. 4.3.
The blue and the pink curve represent the scaled time profiles of the frequency ranges
centered at 25.7ωL and 99.3ωL, respectively. For clarity, only the time profiles in the case
of vanishing static magnetic field are depicted. The peaks of the time profiles indicate the
times when radiation of the corresponding frequency range is emitted.
(b): Cut-out of (a) focusing on the dipole acceleration in the time interval at 195 a.u..
(c): Cut-out of (a) for the dipole accelerations in the time interval at 160 a.u..
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at 99.3ωL in the cut-off region are generated. As to this time interval the amplitudes of
the dipole acceleration have the largest values if the static magnetic field points into the
x-y-plane (green line).
In order to illustrate the relations explained above we have a closer look at two time
intervals: those at time 160 a.u. and 195 a.u..
Fig. 4.5(b) depicts a time interval around 195 a.u., which frequency components around a
frequency of 25.7ωL are emitted in. It is evident that a static magnetic field pointing out
of the x-y-plane enhances the amplitude of the oscillation of the dipole acceleration while
the opposite orientation of the magnetic field results in a decrease of the amplitudes. The
same is true for the other frequency intervals which this frequency range is emitted in.
Thus, it is clear that the HHG-peaks placed around a frequency of 25.7ωL are increased
by a static magnetic field which is directed out of the x-y-plane. Correspondingly, these
peaks are diminished in strength by the opposite magnetic field orientation.
Fig. 4.5(c) shows the time interval in which the main contribution to the radiation of
frequencies around the 99.3ωL peak in the cut-off region is generated. Here, we have the
contrary situation. As one can recognize the amplitude of acceleration is enhanced by
a static magnetic field which points into the x-y-plane. Correspondingly, we recognize a
decrease of the amplitude for the opposite alignment of the static magnetic field. Hence, it
becomes apparent that the peaks in this region of the HHG-spectrum are correspondingly
reinforced or weakened by the static magnetic field.
By means of a Morlet wavelet analysis the behavior of the dipole acceleration with regard
to the static magnetic field orientation, as depicted above, can be confirmed by computing
the integral over each time-profile that belongs to the corresponding harmonic frequency
(25.7ωL or 99.3ωL).
Now we focus on the question how the signal of a certain harmonic varies with the strength
of the static magnetic field, i.e. to employ our scheme as a device to measure strong static
magnetic fields. Therefore, we have performed simulations in which the value of the
static magnetic field is modified gradually from -30 T up to 30 T. A negative sign is to
signify that the magnetic field points into the x-y-plane, whereas a positive one indicates
that the magnetic field is directed out of this plane. We have observed no change of the
temporal pattern of trajectories 〈y〉(t), the dipole accelerations and the HHG-spectra on
principle. Merely, the amplitudes and signal strengths modify gradually if the magnetic
field is changed. For illustration, Figs. 4.6(a),(b) show the dependence of harmonic peaks
placed at 25.7ωL and 99.3ωL on the magnetic field strength. As expected, the signal
strengths seem to lie on a smooth curve, for the static magnetic field changes smoothly
the amplitudes of 〈y〉(t) and thereby the curvature as well. In certain regions of weaker
magnetic fields (from -5 T up to 5 T) there seems to exist a linear dependence. This might
be employed in order to measure the strengths of magnetic fields. Having this purpose in
mind the signal of a certain harmonic should be measured. By means of the dependence
depicted above the actually present magnetic field can be determined.
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Figure 4.6: Dependence of the harmonic signal on the strength of the applied static
magnetic field:
(a) for the harmonic signal at a frequency of 25.7ωL.
(b) for the harmonic signal at a frequency of 99.3ωL.
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Chapter 5
Results II: Antisymmetry and
magnetic-field effects
In the field of high-intensity laser-matter interactions the recollision dynamics of electrons
ejected by a strong laser pulse is the basis of various strong-field phenomena like high-
order harmonic generation (HHG) [74], nonsequential double ionization [75] and above-
threshold [76] ionization. For instance, high-order harmonic generation in molecules is
of particular interest in both theoretical and experimental studies at present. In recent
investigations it has been shown that high-order harmonic radiation serves as a means
to reconstruct molecular orbitals from HHG-spectra [77]. Whereas for both atoms and
molecules a three-step mechanism is responsible for HHG (see section 2.3), additional sig-
natures in HHG-spectra of molecules are found which permit to draw conclusions about
the separation of the nuclei (see section 2.3.4) and even about their vibrational motion.
Additionally, the anisotropy of molecular orbitals is reflected in the dependence of the
corresponding HHG-spectra on the orientation of the orbital to the laser polarization di-
rection [45, 78]. As discussed in detail in section (2.3), the underlying three-step process
consists first in the ejection of an electron as an atom or a molecule is subject to a strong
laser pulse. This is accomplished by electron tunneling through the potential barrier tilted
by the laser field. In the second step the tunneled electron performs a quasi free oscil-
latory motion in the laser field. When the laser field changes its sign the electron wave
packet is driven back to the nucleus. In the third step which represents the recollision
event the wave packet recombines at the positions of the nuclei into the initial state under
emission of high-harmonic radiation. Considering this last step, it becomes plausible that
the additional molecular degrees of freedom as vibration of the nuclei and the anisotropy
of molecular orbitals may sensitively affect this recombination process. Therefore, signa-
tures of molecular structure can be found in HHG-spectra. We would like to emphasize
that the investigation of orientation-dependent characteristics in HHG-spectra and their
relation to molecular symmetry opens up an interesting field of research [79]. This is
particularly interesting in terms of the alignment techniques [80] which allow to bring a
molecule in the desired orientation with regard to the polarization direction of a strong
laser field. In this chapter we will propose a novel mechanism by showing that the pecu-
liarities of the momentum distribution of antisymmetric molecular and atomic orbitals,
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which give rise to a lateral drift of electrons ejected by the laser field, can be employed to
efficiently compensate for the electron drift induced by the laser magnetic field of a very
intense laser field [72, 73]. As a result, there is an enhancement of recollisions. From a
different point of view on this mechanism, it is shown that the electron drift induced by
the laser magnetic field which has been considered as rather detrimental to the recollision
dynamics as yet (see section (2.3.1)) gives rise to enhanced recollisions and with this leads
to an increased harmonic emission.
However, if one focuses on the generation of extreme short-wavelength harmonic radiation
and if one therefore subjects molecules to very intense fields, one faces the problem that
molecules whose outermost electrons are weakly bound are substantially ionized already
during the turn-on phase of the laser pulse, i.e., the laser interaction with the molecules
takes place in the over-the-barrier ionization (OTBI) regime. As a result, the common
3.17-cut-off rule is not obeyed for weakly bound molecular systems as the results for H+2
in section (5.2) demonstrate. Facing this problem of rapid ionization it is advantageous
to use antisymmetric atomic ions that withstand very intense laser fields. This permits
an efficient recollision dynamics and with this the generation of extreme short-wavelength
high-order harmonic radiation, i. e. these antisymmetric atomic systems comply with the
3.17-cut-off rule and allow of higher harmonic signals in comparison with H+2 .
Thus, this chapter is structured as follows: In section 5.1 we explain in detail the un-
derlying physical mechanism and the basic concept, i.e. the electron drift induced by
the laser magnetic field, the properties of wave functions with mirror antisymmetry with
respect to a nodal line and the combination of both in order to enhance recollisions and
the harmonic signal. The results for H+2 are presented in section (5.2). Section (5.3)
is dedicated to the results for hydrogen-like atomic ions. Concluding this chapter with
section (5.4) novel effects with respect to two-center interference structures are presented
as an outlook for future work in this field.
5.1 Basic concept
In this section we apply the concept of harnessing the properties of antisymmetric wave
functions in order to compensate for the electron drift induced by the laser magnetic field.
This concept is applied to H+2 and to atomic ions. As for the latter, we consider excited
eigenstates of hydrogen-like ions with antisymmetry with regard to a nodal line. These
states have a similar shape as the antisymmetric wave function of the first electronically
excited state of H+2 and they therefore possess the same properties of the momentum wave
functions. We make use of them to compensate for the electron drift induced by the laser
magnetic field. We obtain our results by numerical integration of the time-dependent
Schro¨dinger equation on a 2D grid with and without employing the dipole approximation
for very intense laser fields, respectively (see chapter (3)). Our model states in the atomic
case are equivalent to real 2p-atomic wave functions. The results for H+2 show the success
of our method by the enhancement of high-order harmonic generation as an important
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Figure 5.1: (a): Typical zig-zag motion of a classical electron subject to the trapezoidal
laser pulse of an intensity I = 1.4 · 1017W/cm2 employed in the following quantum
calculations. The electron has been initially at rest. The drift in the laser propagation
direction which is induced by the magnetic component of the laser field becomes more
important for stronger fields.
(b): The drift in the laser propagation direction is reduced by choosing appropriate initial
conditions. In this figure the initial momentum in the laser propagation direction takes
a value of -0.05 a.u. causing the electron to launch in the negative laser propagation
direction. According to the momentum distribution due to antisymmetry in Fig.5.3 there
is a small but appreciable likelihood for this initial momentum.
(c): The drift in the laser propagation direction is over-compensated by the choice of
an initial momentum of -0.53 a.u., for which there is the largest likelihood according to
Fig.5.3.
recollision-related process. But in the wake of the interplay of antisymmetry and the
drift induced by the laser magnetic field new effects concerning two-center interference
structures in HHG-spectra are found (see section (5.4)).
For illustration, Fig. 5.1(a) shows the drift motion in the laser propagation direction of a
free electron subject to an intense laser pulse whose magnetic field component is responsi-
ble for this drift (see section (2.1)). The electron is initially at rest at the origin. If one is
interested in the reduction of this drift in the laser propagation direction one can choose
appropriate initial conditions, i.e. with an initial velocity directed in the negative laser
propagation direction. In Fig. 5.1(b) the initial velocity in the laser propagation direc-
tion is -0.05 a.u. As a result, the drift in laser propagation direction can be reduced. Fig.
5.1(c) shows an over-compensation for the laser-induced drift due to an initial velocity of
-0.53 a.u. which is the most probable initial velocity (momentum) in the laser propagation
direction for the lowest antisymmetric state of H+2 according to Fig. 5.3. This classical
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Figure 5.2: Density of the first excited antisymmetric state of a 2D H+2 molecule. The
nuclei are at positions (0, 1) and (0,−1) modelled by soft-core potentials (Eq.(3.11)). The
salient feature is the nodal line parallel to the y = 0-axis. Note that also the density
of the first excited antisymmetric eigenstate of a hydrogen-like ion modelled by a single
soft-core potential Eq.(3.10) has a similar shape.
picture suggests a method to compensate for the drift induced by the laser magnetic field.
In the following quantum-mechanical considerations, however, the drift counteracting the
laser-induced one is provided by antisymmetry. It is known for some time that this drift,
which is induced by the laser magnetic field, is also relevant for electron wave packets
ejected from an atom in a strong laser field. This process gives rise to a shift of the
electron wave packet in the laser propagation direction. As discussed in the context of
the three-step model of HHG, this implies for the generation of high-order harmonics that
the overlap of recolliding wave packets with the initial wave function is reduced, which
results in a decrease in the harmonic signal as a consequence of the laser magnetic field.
Obviously, this detrimental influence of the laser magnetic field is not only relevant for
HHG but also for other recollison-related effects like nonsequential double ionization and
high-order above threshold ionization. We point out in this section that the magnetic-field
drift can be compensated by another drift which originates from the essence of antisym-
metric wave functions. From a different viewpoint on the same mechanism, it becomes
evident that the magnetically induced drift is able to increase recollisions and therefore
can significantly support harmonic generation.
The properties of the momentum distribution of antisymmetric wave functions are in the
focus of the following considerations. They are employed to affect the magnetically in-
duced electron drift. Fig. 5.2 shows the density of the first excited state of a 2D H+2
molecule. The density of the corresponding momentum wave function is shown in Fig.
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Figure 5.3: Density of the momentum wave function belonging to the wave function in
position space depicted in Fig. 5.2. It is obtained as the modulus square of the Fourier
transform of the wave function in Fig. 5.2. The anisotropy of this momentum distribu-
tion is responsible for the drift exhibited by electrons after field-assisted ejection: The
figure illustrates clearly that the initial momentum of the electron is preferably directed
in y-direction. The nodal line in this momentum distribution is responsible for the cir-
cumstance that there is no likelihood of momentum vectors directed strictly parallel to
the x-axis. This means that no electrons are ejected strictly parallel to the x-axis during
the interaction with the laser field.
5.3. This density illustrates the momentum distribution of the momenta px and py with
regard to the x-axis and the y-axis, respectively. It is the modulus square of the Fourier
transform of the wave function in coordinate representation shown in Fig. 5.2. The ori-
entation of the nodal line (px = 0) is retained in the momentum distribution. Crucially,
it is discernible that the probability for momentum vectors (px, py) which are oriented
strictly parallel to the px-axis, i.e., with no py-component, vanishes. This means that, if
one considers such a wave function subject to a strong laser field as a reservoir of elec-
trons, the ejected electrons have an initial drift perpendicular to the nodal line. This
lateral drift which is due to the antisymmetry of the wave function affects sensitively all
recollision-related effects, i.e., in particular HHG. If one considers a scenario in which
an antisymmetric wave function as shown in Fig. 5.2 is subject to an intense linearly
polarized laser field with polarization direction being the x-axis and the propagation di-
rection being the y-axis, the recollision of ejected electrons and correspondingly HHG is
suppressed. The tunneled electron is driven along the x-axis by the laser field. How-
ever, the electron has an initial drift in y-direction owing to the momentum distribution.
Due to this drift the electron has been shifted in the positive or the negative y-direction,
respectively, when the electron is accelerated back towards the nucleus again. From a
classical point of view a recollision is precluded. However, also in a quantum picture, in
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Figure 5.4: The drift due to antisymmetry impedes an efficient harmonic generation.
These simulations have been obtained in the dipole approximation, i.e. there is no elec-
tron drift in the laser propagation direction owing to the laser magnetic field. The initial
wave function is the first excited antisymmetric state of 2D H+2 . The angle Θ denotes
the angle between the laser polarization direction and the molecular axis (which is per-
pendicular to the nodal line). The laser pulse consists of one cycle linear turn-on phase,
four cycles of constant intensity and one cycle linear turn-off. The laser peak intensity
is 1.4 · 1017W/cm2. The laser wavelength is 248 nm. For Θ = 0◦ (black line) the drift
due to antisymmetry is directed along the laser polarization direction and therefore it
does not hamper HHG. Increasing Θ results in a stronger impediment of HHG because
the drift induced by antisymmetry becomes important. Therefore, the harmonic signal
for Θ = 50◦ (red line) is lowered in comparison with the Θ = 0◦-spectrum. The lowest
harmonic signal is obtained for Θ = 90◦ (green line), since in this constellation the drift
due to antisymmetry takes most effect on the recollision dynamics.
which the wave packet spreading in y-direction has to be taken into account, an efficient
recollision process is prevented. Keeping the x-axis as the laser polarization direction and
the y-axis as the laser propagation direction and rotating the antisymmetric initial wave
function by 90◦, so that the nodal line is finally parallel to the y-axis, results in an initial
drift of ejected electrons along the laser polarization direction. However, the laser electric
field prevails in this direction. As a result, the drift induced by the antisymmetry of the
wave function plays a minor role and HHG remains unaffected. The explanations above
suggest that HHG is hampered the more parallel the nodal line is oriented to the laser
polarization direction. These considerations are only valid in the dipole approximation.
Simulations performed in the dipole approximation confirm the detrimental impact of the
drift induced by antisymmetry on high-order harmonic generation, as Fig. 5.4 illustrates.
The more the nodal line of the first excited antisymmetric state is aligned along the laser
polarization direction the more the drift due to antisymmetry can reduce the harmonic
signal.
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Figure 5.5: Schematic diagram of an antisymmetric wave function subject to a linearly
polarized laser field with polarization vector E and propagation direction k. The dashed
line symbolizes the nodal line. Ejected electrons travel preferably along the laser prop-
agation direction. The magnetically induced electron drift helps to transfer the electron
towards the core(s), as indicated by the small arrows in the lower part of the figure.
After having discussed the two basic effects, each in itself is detrimental to HHG, we intro-
duce the concept of combining these two effects in order to increase recollisions and HHG.
Fig. 5.5 shows an antisymmetric wave function subject to a strong laser field. The nodal
line is parallel to the laser polarization direction. Thus, the ejected electrons exhibit an
initial lateral drift orthogonal to the nodal line, i.e., along the laser propagation direction.
We harness this drift in order to compensate for the magnetically induced drift, which is
indicated by the small arrows in the figure. Hence, this leads to increased recollisions and
an enhanced harmonic emission. Note that in the lower part of the figure the electron is
transferred towards the nucleus (nuclei) as a result of the magnetically induced drift, while
this drift supports the drift induced by antisymmetry away from the nucleus (nuclei) in
the upper part of the figure. However, our results demonstrate that, as a net effect, this
constellation gives rise to increased recollisions and enhanced harmonic signals. If one
rotates the initial wave function so that the nodal line is oriented in a certain angle to
the laser polarization direction the drift induced by antisymmetry can less successfully
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counteract the magnetically induced drift. In the case that the nodal line is orthogonal to
the laser polarization direction the drift caused by antisymmetry is parallel to the laser
electric field. Thus, the magnetically induced drift hampers, as usual, the recollision pro-
cess and HHG.
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5.2 Results for H+2
In order to furnish evidence of the functioning of the concept outlined in the previous sec-
tion we solve the time-dependent Schro¨dinger equation for the first excited antisymmetric
state of 2D H+2 subject to an intense short laser pulse of linear polarization, respectively
(for details of this model system see chapter (3)). The Hamiltonian which rules the elec-
tron dynamics is given by Eq. (3.9) for H+2 . The simulations are carried out for different
fixed angles Θ between the molecular axis and the laser electric field. The nuclear sepa-
ration R is set at 2 a.u. The soft-core parameter ǫ (see Eq. (3.11)) has been determined
to 0.58 in order to reproduce the electronic eigenenergy of -0.67 a.u. of the first excited
electronic state of H+2 (see section (3.4)). All simulations have been accomplished with
a grid spacing of 0.15 a.u. in each direction. The grid size is 3072 a.u. in the laser
polarization direction and 614 a.u. in the laser propagation direction, respectively. Each
propagation is performed with 2048 time steps per optical cycle.
5.2.1 Enhanced harmonic yields for H+2
In order to demonstrate that the drift induced by the laser magnetic field can be employed
to alter the recollision process and the harmonic radiation we have performed various
simulations for different angles Θ, with and without the use of the dipole approximation.
Figures 5.6(a) and (b) show the harmonic spectrum obtained for a laser peak intensity of
1.4 ·1017W/cm2 for Θ = 90◦ and Θ = 0◦, respectively. For this laser intensity the electron
velocity estimated by the classical quiver velocity is in the order of 10% of the speed of
light. In this regime magnetic-field effects are important but higher-order relativistic
effects can be neglected [29]. In Fig. 5.6(a) it becomes evident that the harmonic signal is
enhanced by several orders of magnitude by the impact of the laser magnetic field. Hence,
the electron drift in the laser propagation direction which is induced by the laser magnetic
field improves the recollision process and increases the overlap of the re-colliding electron
with the initial bound wave function and other bound states repopulated during the pulse.
This gives rise to an enhanced recombination process resulting in an increased harmonic
emission, in accordance with the ideas depicted in the previous section. Our simulations
show that the enhancement of the harmonic signal decreases for smaller angles Θ. But
for angles Θ ranging from 70◦ to 90◦ the simulations render a considerable enhancement
of the harmonic intensity for the non-dipole case compared to the dipole case. For Θ =
70◦ the enhancement is up to two orders of magnitude, as Fig. 5.7 shows. Fig. 5.8
illustrates that for an increased angle Θ = 80◦ the enhancement is up to three orders
of magnitude. For Θ = 90◦ the largest enhancement up to six orders of magnitude is
given as illustrated in Fig. 5.6(a). These results imply that although the enhancement
for Θ = 90◦ is at maximum, there is a wide range of orientations possible for which
a substantial enhancement of the harmonic signal is given. This means for practical
purposes that a strict Θ = 90◦-alignment of the molecules is not required in order to be
able to observe a considerably enhanced harmonic signal (non-dipole spectra) which is
unexpectedly a few orders of magnitude higher than the theoretically predicted by the
corresponding dipole spectra.
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Figure 5.6: Harmonic spectrum for Θ = 90◦ (a) and for Θ = 0◦ (b) at a laser intensity
of 1.4 · 1017W/cm2 and a laser wavelength of 248 nm. The laser pulse comprises one
cycle linear turn-on phase, four cycles of constant laser intensity and one cycle linear
turn-off. The black line depicts the spectrum of a computation accomplished in dipole
approximation, while the red one shows the harmonic signal for a simulation performed
without the dipole approximation. The arrows in (b) indicate a minimum and a maximum
of a two-center interference structure.
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Figure 5.7: Harmonic spectra for Θ = 70◦. The laser parameters are the same as in Fig.
5.6. The black line illustrates the spectrum within the dipole approximation, while the
red one represents the spectrum obtained beyond the dipole approximation. The laser
magnetic field drift allows of an enhancement of the harmonic signal up to two orders of
magnitude.
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Figure 5.8: Harmonic spectra for Θ = 80◦. The laser parameters are the same as in Fig.
5.6. The black line illustrates the spectrum within the dipole approximation, while the
red one represents the spectrum obtained beyond the dipole approximation. The laser
magnetic field drift permits an enhancement of the harmonic signal up to three orders of
magnitude.
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Figure 5.9: Modulus square of the autocorrelation function pertaining to the spectra
presented in Fig. 5.6(a). The angle Θ is 90◦.The black line illustrates the dipole result,
whereas the red one depicts the result beyond the dipole approximation. The laser pulse
possesses a peak intensity of 1.4 ·1017W/cm2. The laser wavelength is 248 nm. The pulse
comprises one cycle linear turn-on phase, four cycles of constant intensity and one cycle
linear turn-off. For better visibility the figure is split into two parts. Part (a) illustrates
the depletion of the initial first excited antisymmetric state of H+2 in the region of 0.3 laser
cycles. Part (b) shows a stronger re-population of the initial state for larger times in the
non-dipole case. This can be ascribed to the transfer of continuum population towards
the nuclei due to the drift induced by the laser magnetic field.
For angles in the vicinity of Θ = 0◦ the harmonic signal is weakened by the magnetically
induced drift, as expected and described in the previous section. Figure 5.6 (b) illustrates
this for Θ = 0◦. There, the electron drift due to the antisymmetry of the molecular orbital
is irrelevant, but signatures of two-center interference occur, as indicated by arrows. We
remark that the spectra shown in Figs. 5.6(a),(b), Fig. 5.7 and Fig. 5.8 do not obey
the common 3.17-cut-off rule Eq. (2.8) which would predict a cut-off harmonic order of
515. This can be attributed to the rapid depopulation of the weakly bound initial state
already during the rising edge of the pulse. Note that we are in the over-the-barrier, i.e.
not in the tunneling regime.
This results in the alternate depletion and re-population of the initial state, as the mod-
ulus square of the autocorrelation function illustrates in Fig. 5.9. This figure belongs to
the simulations depicted in Fig. 5.6(a). The black line represents a simulation performed
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within the dipole approximation, while the red one shows the situation beyond the dipole
approximation. The angle Θ is 90◦. For better visibility the figure is split into part (a)
and (b). Part (a) illustrates the rapid depletion of the initial state within the first 0.3 laser
cycles in the turn-on phase of the pulse. Calculating classical trajectories (with vanishing
initial velocities starting at the origin and birth times in the region of 0.3 laser cycles) for
this laser pulse, in the spirit of the Corkum model (2.3.2), yields cut-off harmonic orders
in the range of 250, which corresponds to the situations in the spectra of Fig. 5.6, Fig.
5.7 and Fig. 5.8. Part (b) of Fig. 5.9 shows the further course of the autocorrelation.
Comparing the red line with the black indicates an enhanced re-population of the initial
state in the course of the interaction with the laser pulse. This can be attributed to the
fact that the laser magnetic field transfers, as a net effect, continuum population towards
the nuclei leading to an enhanced re-population of the initial state.
Projecting the propagated wave function onto other bound states reveals also the deple-
tion and re-population of these states during the pulse. Fig. 5.10 shows the population
of the symmetric ground state over the duration of the laser pulse. These data belong
to the spectra depicted in Fig. 5.6(a). The black line which represents the result within
the dipole approximation lies on the population=0-axis. This means that in the case of
the dipole approximation no population of the symmetric ground state takes place, which
can be attributed to the conservation of antisymmetry of the propagated wave function.
The red line shows the population the ground state beyond the dipole approximation. In
this case the antisymmetry of the propagated wave function is not conserved, since the
magnetically induced drift transfers, as a net effect, continuum population towards the
nuclei, i.e. in the direction perpendicular to the nodal line. (This corresponds to the
situation outlined in the lower part of the schematic diagram Fig. 5.5).
Fig. 5.11 shows the population of the second excited state during the interaction with
the laser pulse. This figure belongs also to the harmonic spectra depicted in Fig. 5.6(a).
As in the previous figure, the second excited state is not populated within the dipole
approximation (black line). The red line shows alternate population and depletion of this
state over the duration of the laser pulse in the non-dipole case.
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Figure 5.10: Population of the symmetric ground state during the interaction of a laser
pulse with a peak intensity of 1.4 · 1017W/cm2 with the first excited antisymmetric state
of H+2 for Θ = 90
◦. The same pulse as in Fig. 5.6(a) is applied. These results belong to
the spectra shown in Fig. 5.6(a). Within the dipole approximation, the ground state is
not populated, as the black line which is identical to zero over the entire pulse duration
shows. Beyond the dipole approximation the ground state is populated as the red line
illustrates. The reason for this is the enhanced recollision dynamics according to our
concept.
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Figure 5.11: Population of the second excited state during the interaction with the same
laser pulse as in Fig. 5.6(a) for Θ = 90◦. These results belong to the harmonic spectra
shown in Fig. 5.6(a). Within the dipole approximation there is no population of the
second excited state (black line), while beyond this approximation the enhanced recollision
dynamics due to the laser magnetic field leads to the population of this state (red line).
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Figure 5.12: Harmonic spectrum for Θ = 90◦ at a laser intensity of 3.51·1016W/cm2 and a
laser wavelength of 248 nm. The black and the red line represents the harmonic spectrum
obtained with and without the application of the dipole approximation, respectively. The
laser pulse comprises one cycle linear turn-on phase, four cycles of constant intensity and
one cycle linear turn-off.
Even for a lower laser intensity of 3.51 · 1016W/cm2 we find that for the antisymmetric
molecular orbital investigated in this section the laser magnetic field can still notably con-
tribute to an enhancement of the harmonic signal if the angle Θ is 90◦. This is illustrated
in Fig. 5.12. A distinct enhancement of the harmonic signal is discernible. This implies
that, depending on the orientation of the molecular axis, recollision effects in antisym-
metric molecular orbitals are very sensitive to magnetic-field effects.
We now focus on the illustration of the enhancement mechanism of the recollision process.
We show in Figs. 5.13(a) and (b) a snapshot of the density of the electronic wave function
after 3.75 optical cycles. The simulation has been carried out in the dipole approximation
for Fig. 5.13(a), while Fig. 5.13(b) has been obtained without employing the dipole
approximation. Due to the rapid depopulation of the initial state the initial wave function
is not visible in the figures. Considering the symmetry of the density with regard to the
nodal line (y = 0) one recognizes in Fig. 5.13(a) that the antisymmetry of the wave
function is conserved. The lateral spreading of the wave packet along the molecular axis
increases considerably during the interaction with the laser field; in Fig. 5.13(a) it extends
roughly up to 150 a.u. along the y-axis. In contrast, in the non-dipole case in Fig. 5.13(b)
the antisymmetry of the wave function is broken.
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Figure 5.13: Contour plot of the density of the electronic wave function for Θ = 90◦ and a
laser intensity of 1.4 · 1017W/cm2 (molecular axis along the y-axis) after 3.75 laser cycles:
(a) in dipole approximation and (b) beyond the dipole approximation.
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A distinct drift of the wave packet towards the laser propagation direction is clearly
discernible in comparison with the dipole-case in Fig. 5.13(a). Supplementary classical
Monte Carlo simulations, where the initial conditions have been determined according to
the initial densities of the antisymmetric wave function and its counterpart in momentum
space, do confirm the wave packet spreading depicted in Figs. 5.13(a), (b) (see the follow-
ing section (5.2.2)). In addition, Fig. 5.13(b) illustrates a concentration of density in the
vicinity of the former nodal line (y = 0), suggesting that bound states are re-populated
during the action of the pulse. The combination of both effects leads, in comparison with
the results obtained in dipole approximation, to a highly more efficient recollision of the
wave packet with the population in the core region.
In conclusion, we have seen that, depending on the orientation of the molecular axis,
the electron drift induced by the laser magnetic field can be harnessed to increase the
recollision probability of electrons for antisymmetric molecular orbitals. In particular,
the harmonic signal can be considerably enhanced by means of the magnetically induced
electron drift.
5.2.2 Monte Carlo simulations
We have performed complementary Monte Carlo simulations in order to mimic the spread-
ing of the quantum wave packet in the OTBI regime. Hereby, the initial positions and
momenta have been drawn according to the distribution given by the electronic density
of the initial state and the Fourier transform of the initial wave function, respectively (see
section (3.5)). After having drawn the initial conditions, the classical canonical equations
have been solved for the same laser pulse as in the quantum simulations (Fig. 5.13) with
and without employing the dipole approximation. The initial quantum state is, as in Fig.
5.6(a) and Fig. 5.13, the first excited state of H+2 with the nodal line being parallel to the
laser polarization direction. We have performed the Monte Carlo simulations with 5 000
classical trajectories. The results are shown in Fig. 5.14 and Fig. 5.15: Fig. 5.14 has been
obtained within the dipole approximation, whereas Fig. 5.15 represents results without
having carried out the dipole approximation. Note that in the latter case the symmetry of
the ensemble with regard to the y =0-line is disturbed. The still recognizable (disturbed)
nodal line has moved in the laser propagation direction.
The ratio of the width in laser propagation direction to the one in laser polarization
direction of the Monte Carlo ”wave packet” is similar to the corresponding ratio of the
quantum wave packet depicted in Figs. 5.13 (a), (b). As expected, wave packet spread-
ing can be reliably mimicked in the OTBI regime by means of the Monte Carlo method.
However, the population of bound states as suggested by Fig. 5.13(b) cannot be modelled
via this Monte Carlo approach which is based on classical mechanics.
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Figure 5.14: Classical Monte Carlo ensemble with 5000 classical trajectories after 3.75
cycles for the scenario and the parameters of Fig. 5.13(a). The dipole approximation is
carried out. The quantum wave packet spreading can be reliably mimicked by means of
the Monte Carlo method. The conservation of the nodal line can also be modelled via the
Monte Carlo technique.
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Figure 5.15: Classical Monte Carlo ensemble with 5000 classical trajectories after 3.75
cycles for the scenario and the parameters of Fig. 5.13(b). In this case the laser magnetic
field is taken into account. The Monte Carlo wave packet is displaced in the laser propa-
gation direction corresponding to the situation in Fig. 5.13(b). However, the population
of bound states, as also suggested by Fig. 5.13(b), cannot be mimicked by this Monte
Carlo approach based on classical mechanics.
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5.2.3 Alignment and optimization
Fig. 5.16(a),(b) show the spectra of an H+2 model ion subject to a laser pulse of a
peak intensity of 4.3 · 1017W/cm2. The trapezoidal envelope of the pulse comprises one
cycle linear turn-on, two cycles of constant intensity and one cycle linear turn-off. The
wavelength of the laser pulse is 248 nm, corresponding to a KrF-laser system. The solid
line depicts the spectrum obtained in the dipole approximation, whereas the dashed line
represents a spectrum calculated without having employed the dipole approximation. Fig.
5.16(a) demonstrates for Θ = 90◦ a considerable enhancement of the harmonic signal up
to six orders of magnitude as a result of the circumstance that in this constellation the
drift due to antisymmetry counteracts the laser induced drift - in accordance with the
concept presented. This is attributed to the compensation of both drifts. Evidently, the
maximum enhancement of the harmonic signal is found for the Θ = 90◦-orientation.
Figs. 5.16(b), (c) address an issue that becomes relevant for the experimental realization.
The question is for which orientation of the orbital the harmonic radiation is dominant
in a sample of randomly oriented molecules. If the harmonic radiation for the Θ = 0◦-
orientation prevailed over other directions a pre-alignment of the molecules selecting angles
in the range of Θ = 90◦ would be required in order to be able to observe a harmonic signal
which would be higher than simulations in the dipole approximation would predict. Fig.
5.16(b) shows the non-dipole spectra for a laser peak intensity of 4.3 · 1017W/cm2 for
Θ = 0◦ and Θ = 90◦, respectively. For this high laser intensity the enhancement of the
harmonic signal due to the magnetically induced drift is so high that the harmonic signal
for Θ = 90◦ exceeds the one for Θ = 0◦ in a wide range of harmonic orders. In this case
a pre-alignment of the orbitals is not necessary.
Decreasing the laser intensity to 1.4 · 1017W/cm2 leads to a weaker enhancement of the
harmonic signal for Θ = 90◦. The simulation shows that in this case the harmonic
radiation for Θ = 0◦ prevails in the cut-off regime, as depicted in Fig. 5.16(c).
We now address a question that arises from the classical trajectory depicted in Fig. 5.1(c).
This figure suggests that the drift due to the antisymmetry of the orbital over-compensates
the drift induced by the laser magnetic field, also in the quantum case. The question
comes up whether for a given antisymmetric orbital the increase of the laser magnetic
field would result in a even better recollision dynamics. For this purpose, we have varied
the intensity of the applied laser pulse, which changes the strength of the laser magnetic
field. For an orientation of Θ = 90◦, Fig. 5.17 illustrates the harmonic spectra for laser
intensities ranging from 1.4 · 1017W/cm2 to 5.6 · 1017W/cm2. These results are obtained
beyond the dipole approximation; except the black line depicts a dipole spectrum for an
intensity of 1.4 · 1017W/cm2 in order to assess the magnitude of all dipole spectra. The
question of an optimal laser intensity, i.e. of a laser intensity for which the harmonic
signal reaches a maximum, cannot be simply answered because the maximum depends
on the harmonic order considered. For a harmonic order around 100 a laser intensity of
2.2 · 1017W/cm2 yields the highest signal. In the region of the 150th harmonic order an
intensity of 3.2 ·1017W/cm2 is recommendable. Furthermore, there is a range of harmonic
orders around 400 for which an intensity of 4.3 · 1017W/cm2 is favorable. Increasing the
laser intensity further results in an over-all decline in harmonic intensity. This informa-
tion given might be relevant for an experimental detection of the harmonic radiation.
83
Chapter 5: Results II: Antisymmetry and magnetic-field effects
1×10 
2
1×10 
5
1×10 
1×10 
5
1×10 
2
1×10 
5
1×10 
1×10 
5
0 50 100 150 200 250 300 350 400 450 500 550 600 650
Harmonic order
1×10 
2
1×10 
5
1×10 
1×10 
5
(a)
(b)
(c)
H
ar
m
on
ic
 si
gn
al
 (a
rb.
 un
its
)
dipole
no

d
i
po
l
e
Θ=90ο
Θ=0ο
Θ=0ο
Θ=90ο
Figure 5.16: Harmonic spectra for the first excited antisymmetric state of H+2 exposed to
a trapezoidal laser pulse which comprises a one-cycle linear turn-on phase, two cycles of
constant intensity and one-cycle linear turn-off.
(a): Harmonic spectra for Θ = 90◦ obtained within the dipole approximation (solid line)
and without this approximation (dashed line), respectively, are shown. The laser peak
intensity is 4.3 ·1017W/cm2. The comparison of both spectra illustrates the enhancement
of the harmonic signal up to six orders of magnitude owing to the enhanced recollision
dynamics caused by the magnetically induced drift in the laser propagation direction.
(b): Comparison of the harmonic spectra for Θ = 0◦ (solid line) and Θ = 90◦ (dashed
line) for a laser peak intensity of 4.3 · 1017W/cm2. Both spectra are obtained without
employing the dipole approximation. The enhancement of the harmonic signal owing to
the magnetically induced drift is such that the Θ = 90◦-radiation is dominant.
(c): For a decreased laser intensity of 1.4 · 1017W/cm2 the harmonic radiation for Θ = 0◦
(solid line) prevails in the cut-off region over the one for Θ = 90◦ (dashed line). Both
spectra are computed beyond the dipole approximation.
But one may ask the rather academic question whether the strength of the laser magnetic
field which is naturally present for a given specific laser intensity is optimal for the recol-
lision dynamics. As the following considerations show, this question must be answered in
the negative, in general.
In a numerical experiment we change artificially the strength of the laser magnetic field
for a given laser electric field. The mere increase in intensity of a laser field would lead
to an enhancement of the laser magnetic field but the corresponding harmonic spectra
would also change due to an altered ionization-recombination dynamics with a strongly
enhanced ionization rate. Thus, these harmonic spectra should not be compared with each
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Figure 5.17: Harmonic spectrum of the first excited antisymmetric state of H+2 subject
to a linearly polarized laser pulse of trapezoidal shape which comprises one cycle linear
turn-on phase, two cycles of constant intensity and one cycle linear turn-off. The orbital
is oriented in an angle of Θ = 90◦. The laser wavelength is 248 nm. The laser intensity is
varied from 1.4 · 1017W/cm2 to 5.6 · 1017W/cm2. All spectra shown are obtained without
employing the dipole approximation, except the one indicated by ”dipole”. This dipole
spectrum for an intensity of 1.4 · 1017W/cm2 serves to show the orders of magnitude of
the dipole spectra. The labels (a)-(e) help to identify the spectra pertaining to various
laser intensities I: (a): I = 1.4 · 1017W/cm2 (black), (b): I = 2.2 · 1017W/cm2 (red), (c):
I = 3.2 · 1017W/cm2 (green), (d): I = 4.3 · 1017W/cm2 (blue), (e): I = 5.6 · 1017W/cm2
(pink).
For different harmonic orders there is an optimal intensity yielding the highest harmonic
signal (see text).
other from a purely theoretical point of view. Therefore, we intend to change artificially
the laser magnetic-field drift by changing the laser magnetic field itself, however, without
changing the ionization process. A laser field in dipole approximation is applied by means
of a spatially independent vector potential Alaserx (t). In order to tune the laser magnetic
field artificially the term Aartx (y, t)−Aartx (t) which yields an artificial laser magnetic field
1 whose strength can be tuned independently of the actual laser field (given by Alaserx (t))
is added. The vector potential Aartx (y, t) and its counterpart in the dipole approximation
Aartx (t) describe additional laser fields whose electric peak amplitude ea can be employed
to define the artificial magnetic field.
1The term Aartx (y, t) − Aartx (t) also yields an electric field. But this is negligible for not too large
y. The ionization-recollision dynamics and the velocity of recolliding wave packets in laser polarization
direction is determined by the dominant laser electric field belonging to Alaserx (t).
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Figure 5.18: Cut-out of harmonic spectra. For a given laser electric field with a peak
amplitude of 2 a.u. the laser magnetic field is changed artificially. The strength of this
magnetic field is tuned by the peak amplitude ea of a combination of artificial auxiliary
laser fields (see text). Note that ea =2 a.u. yields a laser magnetic field which is identical
to the naturally induced one. If the artificial laser magnetic field is not too strong it leads
to a higher harmonic signal than the naturally given magnetic field can provide.
Fig. 5.18 shows a cut-out 2 of harmonic spectra with different ea, i.e. with differently
strong drifts in the laser propagation direction. For these simulations the laser electric
peak amplitude implemented in Alaserx (t) is 2 a.u. For ea =2 a.u. (see legend in the figure)
the strength of the laser magnetic field corresponds to the naturally given one for this
laser field. A different simulation without the dipole approximation (without artificial
fields) yields the same spectrum. Thus, the spectrum in Fig. 5.18 with ea =2 a.u. is to be
considered as a reference spectrum to which spectra with artificial laser magnetic fields
are compared. If the laser magnetic field strength is artificially doubled (ea =4 a.u in
Fig. 5.18) the harmonic signal strength can still be enhanced by one order of magnitude.
This means that the natural laser magnetic field does not provide an optimal recollision
dynamics. Increasing the artificial magnetic field further to ea =5 a.u results in a reduced
harmonic signal. In this case the laser magnetic field drift over-compensates the drift
induced by antisymmetry.
These considerations make antisymmetric orbitals particularly attractive for even stronger
laser fields entering a regime where higher-order relativistic effects become important and
an efficient recollision process is desired.
2For better visibility we have picked out a cut-out of the spectra but the observations discussed in the
context of Fig. 5.18 remain in principle valid for the entire spectra.
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5.3 Results for excited states of hydrogen-like ions
In this section we demonstrate how the concept depicted in section (5.1) can be success-
fully transferred to atomic ions. A too rapid depletion of the initial state is suppressed by
the high binding energies of the ions. Therefore, in comparison with molecules, atomic ions
exhibit a higher harmonic signal strength and an easier realization of the 3.17-formula. We
investigate atomic orbitals that are antisymmetric with respect to a nodal plane. In order
to study the influence of the laser magnetic field we perform our simulations with and
without employing the dipole approximation for the laser field. Our simulations consist
in the direct numerical integration of the time-dependent Schro¨dinger equation in two di-
mensions. The antisymmetric atomic orbitals under consideration are the 2D-equivalents
of real the 2p-orbitals of hydrogen-like ions.
We make use of the crucial property of antisymmetric wave functions: The density of the
corresponding momentum wave function which belongs to the antisymmetric initial wave
function in coordinate space possesses also a nodal line. The atomic antisymmetric 2D-
eigenfunctions possess in coordinate space a quite similar shape as the 2D-eigenfunctions
of H+2 . Therefore, the atomic ones also exhibit the discussed properties of the momentum
wave function. This means that the concept which is delineated in section (5.1) and which
is applied to H+2 in the previous section should also work for antisymmetric orbitals of
atomic ions.
Before we confirm the concept by simulations, we would like to note that the preparation
of the real 3D 2p-orbitals can be accomplished by a modestly intense preparation pulse
of appropriate frequency and polarization according to the common dipole selection rules
(∆l = ±1, ∆m = 0,±1), neglecting the fine structure. Starting from the ground state of a
hydrogen-like system with quantum numbers (n = 1, l = 0, m = 0) one can, for instance,
excite the (n = 2, l = 1, m = 0)-state by means of light which is polarized along the
chosen z-axis. The nodal plane of this state is perpendicular to this axis. By choosing the
polarization direction of this preceding pulse it is possible to obtain the desired orientation
of the wave function with regard to the polarization direction of the following strong laser
pulse. In order to establish the 3D scenario of our concept one would have to irradiate
the strong laser pulse perpendicular to the nodal plane of the (n = 2, l = 1, m = 0)-state.
For the purpose of the comparison with atomic ions, Figs. 5.19 (a), (b) show the spectra of
an H+2 model ion subject to a laser pulse of a peak intensity of 1.0·1017W/cm2. The black
lines depict spectra obtained in the dipole approximation, whereas the red lines represent
spectra calculated without having employed the dipole approximation. Fig. 5.19 (a)
shows the corresponding dipole and nondipole results for an orientation of the molecular
axis of Θ = 0◦ to the laser polarization direction, respectively. In the nondipole case
the drift due to antisymmetry and the magnetically induced drift take effect in different
directions. The magnetically induced drift which is detrimental to harmonic generation
cannot be compensated by the drift due to antisymmetry since this drift is directed in
laser polarization direction. As a result, the decrease in efficiency of the recollision process
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Figure 5.19: Harmonic spectra of the first excited antisymmetric state of H+2 subject to
a linearly polarized laser pulse of 1.0 · 1017W/cm2. The trapezoidal shape of the pulse
comprises one cycle linear turn-on phase, two cycles of constant intensity and one cycle
linear turn-off. The laser wavelength is 248 nm. The numerical grid comprises 3072 a.u.
in the laser polarization direction and 614 a.u. in the laser propagation direction. The
black lines describe spectra obtained in the dipole approximation, whereas the red ones
represent calculations beyond this approximation. Note that the cut-off (Nmax =373)
predicted by Eq. (2.8) is not attained owing to the rapid depletion of the initial wave
function already in the turn-on phase of the pulse. (a): Θ = 0◦: The magnetically
induced drift results in a slight decrease in harmonic intensity, (b): Θ = 90◦: Dramatic
enhancement in harmonic intensity due to the compensation of both drifts.
leads to a decrease in harmonic intensity (see Fig. 5.19 (a)). In contrast to this, Fig. 5.19
(b) demonstrates for Θ = 90◦ a notable enhancement of the harmonic signal as a result
of the circumstance that in this constellation the drift due to antisymmetry counteracts
the laser induced drift - in accordance with the concept presented. However, as Fig. 5.19
points out, the application of very intense laser pulses to weakly bound molecular systems
like H+2 leads to the problem that the harmonic spectra do not obey the cut-off rule (2.8)
due to the rapid depletion of the initial state in the turn-on phase of the pulse. The
spectra drop prior to the cut-off harmonic order Nmax=373 predicted by Eq. (2.8). This
means that wave packets which give rise to the emission of the highest cut-off harmonics
are not ejected.
This problem can be avoided by employing strongly bound systems like hydrogen-like
atomic ions.
Fig. 5.20 illustrates the realization of the cut-off rule for the first excited antisymmetric
88
5.3. Results for excited states of hydrogen-like ions
10
 
2
10
 
15
10
 
1
10
 
5
10
 
2
10
 
15
10
 
1
10
 
5
0 100 200 300 400 500
Harmonic order
10
 
2
10
 
1
5
10
 
1
10
 
5
(a)
(b)
(c)
Figure 5.20: Harmonic spectra of the first excited antisymmetric state of N6+ subject
to a linearly polarized sine laser pulse of 1.0 · 1017W/cm2. The trapezoidal shape of the
pulse comprises one cycle linear turn-on, two cycles of constant intensity and one cycle
linear turn-off. The laser wavelength is 248 nm. The grid consists of 3072 a.u. in the
laser polarization direction and 614 a.u. in the laser propagation direction. The black
lines describe results computed in the dipole approximation, beyond-dipole results are
represented by red lines. The cut-off predicted by Eq. (2.8) is achieved for this highly
charged ion. (For the definition of Θ see text.)
(a): Θ = 0◦: Slightly reduced harmonic signal due to magnetically induced drift,
(b): Θ = 45◦: Partially enhanced harmonic signal. The two drifts start to counteract.
(c): Θ = 90◦: Considerable enhancement in harmonic intensity due to the most efficient
compensation of both drifts for this alignment.
state of N6+ subject to the same laser intensity of 1.0 · 1017W/cm2 as in Fig. 5.19.
Different orientations of this atomic wave function with regard to the laser polarization
direction are taken into consideration. The core potential is symmetric around the origin
for this atomic system and therefore the only distinguished direction is represented by
the nodal line of the wave function. The angle Θ describes the orientation of the wave
function. It is the angle between the line perpendicular to the nodal line and the laser
polarization direction (x-axis). The core potential is modelled by a soft-core potential
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Figure 5.21: Comparison of harmonic spectra of N6+ with H+2 . Both substances are found
in the first excited antisymmetric state prior to the interaction with the same laser pulse
as in Fig. 5.19 and Fig. 5.20. The red lines depict N6+-spectra, while the black ones
represent H+2 -spectra. In part (a) the nodal line of the corresponding wave function is
perpendicular to the laser polarization direction (Θ = 0◦); in part (b) it is parallel to it
(Θ = 90◦). All spectra have been obtained without employing the dipole approximation.
The figure demonstrates the enhanced harmonic emission in the case of the atomic ion
N6+ owing to the higher binding energy (see text).
(see Eq. (3.10):
Vion(x, y) = − 10.96√
1 + x2 + y2
. (5.1)
This choice of the soft-core parameters in (5.1) ensures that the eigenenergy of -6.1 a.u.
of the corresponding first excited initial state coincides with the value of the real (3D)
first excited state of the hydrogen-like system N6+.
Figs. 5.20 (a), (b) demonstrate that the cut-off harmonic orderNmax=403 is now achieved,
where Ip=6.1 a.u., UP=21.4 and ωL=0.18 a.u., as the simulations for Θ = 0
◦ and Θ = 45◦
yield. As expected, there is a decrease in the harmonic signal for Θ = 0◦ owing to the
magnetically induced drift, while in the case of Θ = 45◦ both drifts start to mutually
counteract already leading to a partial enhancement of the harmonic signal. For Θ = 90◦
a maximum enhancement of the harmonic signal by two orders of magnitude is found (see
Fig. 5.20 (c)). In this constellation the drift due to the antisymmetry of the wave function
appears to prevail which gives rise to the fact that no efficient harmonic generation in the
cut-off regime is possible.
Another advantage of applying atomic ions consists in the over-all increase in the harmonic
signal in comparison with H+2 . Fig. 5.21 compares harmonic spectra of N
6+ and H+2 ; both
subject to the same laser pulse as in Fig. 5.20. The results have been achieved without the
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dipole approximation. As in Fig. 5.20, the first excited antisymmetric state with Ip = 6.1
a.u. is taken into consideration for N6+, while in the case of H+2 the first electronically
excited state with Ip = 0.67 a.u. is investigated. In part (a) of the figure the nodal lines
of both the H+2 state and the N
6+ state are orthogonal to the laser polarization direction,
whereas in part (b) the corresponding nodal lines are parallel to the laser polarization
direction. The red lines represent the N6+-spectra and the black ones illustrate the H+2 -
spectra.
Note that the N6+ and the H+2 -results have been obtained with the same code, merely
in the case of H+2 we have a double-well soft-core potential instead. In contrast to the
H+2 -spectra, the N
6+-spectra exhibit a considerably enhanced harmonic signal by many
orders of magnitude. This makes the investigation of antisymmetric states of atomic ions
particularly interesting in view of experiments. The enormous difference in the signal
strengths can be attributed to the higher binding energies of atomic ions, since they do
not suffer from rapid depletion despite the very high laser intensity. This gives rise to the
circumstance that the matrix element 〈ψinit(t)|− ∂Vion∂x |ψrec(t)〉 (|ψinit(t)〉 denotes the initial
wave function and |ψrec(t)〉 represents the recolliding wave packet), which is decisive for
the recombination process, turns out to be considerably larger, since the occupation of
|ψinit(t)〉 at the time t of recollision is substantially higher for highly charged atomic ions.
This is responsible for the enhanced harmonic emission observed.
For the illustration of the electron dynamics in N6+ in the case of an orientation with the
nodal line parallel to the laser polarization direction , Fig. 5.22 shows snapshots of the
logarithm of the electronic density during the interaction with the laser pulse. The snap-
shots are taken after one cycle ((a),(c)) and after 1.4 cycles ((b),(d)), respectively. Parts
(a),(b) are obtained in the dipole approximation, while parts (c),(d) represent non-dipole
results. In all four snapshots it is clearly visible that the major part of the population
remains at the position of the nucleus with the nodal line parallel to the laser polarization
direction (x-axis). This shows that the ion is able to withstand the strong laser pulse, i.e.
only a minor part of the population is transferred into the continuum. Therefore, it be-
comes directly obvious that rapid initial ionization is suppressed in the case of atomic ions.
This clearly represents an advantage of antisymmetric atomic ions over fragile molecules.
(Density plots in the molecular case are given in Fig. 5.13, where substantial ionization
occurs already in the turn-on phase of the laser pulse. Note that in Fig. 5.13 the logarithm
of the electron density is not required to be taken, whereas in Fig. 5.22 this measure is
necessary in order to be able to observe the dynamics of the tunneled wave packets.)
Fig. 5.22(a) illustrates the ejection of wave packets in the laser polarization direction.
It demonstrates clearly by its sickle-shaped density distribution (indicated by ”sickle”)
the drift along the laser propagation direction (y-axis) owing to antisymmetry. Moreover,
the symmetry of the density distribution with regard to the nodal line (y-axis) expresses
the conservation of antisymmetry of the wave function (Fig. 5.22(a),(b)) in the dipole
case. In contrast to this, the antisymmetry is broken beyond the dipole approximation;
the density is displaced in the laser propagation direction (towards the positive y-axis),
see Fig. 5.22(c),(d). Figs. 5.22(b)(d) show on the one hand new ejection of wave packets,
going out left (indicated by ”sickle”), as the laser field has changed its sign. On the other
hand, even more interestingly, one can directly see the interplay of the drift due to anti-
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Figure 5.22: Snapshots of the logarithm of the electronic density during the laser pulse
interaction after one cycle ((a),(c)) and 1.4 cycles ((b),(d)). Plots with 60 contour lines are
shown, only values of the density above 10−12 are taken into account. Parts (a),(b) depict
dipole results, whereas parts (c), (d) illustrate the non-dipole case. The sickle-shaped
density distribution of outgoing wave packets (indicated by ”sickle”) towards the right
side in parts (a), (c) and towards the left in part (b), (d) show directly the lateral drift
due to antisymmetry. In parts (b), (d) the broad wave packet (indicated by ”recolliding”)
recollides with the wave packets in the vicinity of the nucleus. Comparing (b) with (d)
shows that the enhanced recollision dynamics owing to the interplay of the drift due to
antisymmetry and the magnetically induced drift in the laser propagation direction (y-
axis) is clearly visible; note the distance between the widespread recolliding wave packet
and the y = 0-line.
symmetry and the drift induced by the laser magnetic field: The widespread wave packets
in parts (b),(d) (indicated by ”recolliding”) represent wave packets which are accelerated
back towards the core and which have been ejected in the laser cycle before. Comparing
part (b) with (d) shows that the distance of the widespread wave packet to the y = 0-line
in the lower part of Fig. 5.22(d) is smaller than the corresponding one in 5.22(b). This
illustrates clearly the enhanced recollision dynamics of the returning wave packet with the
initial state if one compares the density of Fig. 5.22(b) with the one of Fig. 5.22(d) in the
vicinity of the origin. The fringes in the density distribution in Fig. 5.22(b),(d) suggest
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interference of wave packets ejected towards the left with the widespread recolliding wave
packets.
The enhanced recollision dynamics for antisymmetric atomic wave functions gives rise to
an increased emission of high-order harmonic radiation, where the realization of the cut-
off formula (2.8) and a substantially larger harmonic signal in comparison to molecular
orbitals is possible in spite of the very high laser intensities.
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5.4 Two-center-interference effects beyond the dipole
approximation
To conclude this chapter, we present novel aspects found in two-center interference struc-
tures (see also section (2.3.4)). This section is to be regarded as an outlook for future
research, since not all questions raised in this section can be answered.
Fig. 5.23 sheds new light on two center-interference effects in HHG-spectra which can be
attributed to the presence of two nuclei. Two-center interference effects lead to typical
minima and maxima in harmonic spectra. The location of these extrema is strongly de-
pendent on the orientation of a diatomic molecule to the polarization direction of a strong
laser pulse. The occurrence of these structures is due to the interference of the recolliding
wave packets with the initial state at the positions of the nuclei. This interference is
strongly dependent on the orientation of the nuclei. Thus, different orientations of the
molecule result in different positions of these extrema in the spectra. One obtains simple
formulas predicting the positions of the extrema (see section (2.3.4)). These formulas
have been confirmed for the symmetric ground state wave function of H+2 in a situation
where the dipole approximation has been justified [45]. If we transfer these formulas to
our situation of first excited antisymmetric state of H+2 the minima Nmin would be sited
at harmonic orders (with λ = 2π/v, where v is the electron velocity, and v2/2 = Nmin ω):
Nmin =
2π2m2
R2 cos2ΘωL
m = 0, 1, 2..., (5.2)
where ωL=0.18 a.u. denotes the laser frequency. Fig. 5.23 shows the positions of conspicu-
ous interference minima for Θ = 0◦ and Θ = 50◦ for laser intensities of I = 1.0·1017W/cm2
and I = 1.4 ·1017W/cm2, respectively. The black lines represent spectra in the dipole ap-
proximation, while the red ones illustrate non-dipole spectra. For m = 2 Eq. (5.2) yields
Nmin = 107 for the Θ = 0
◦-alignment. This is in accordance with the spectra shown in
Fig. 5.23(a),(c) for both the dipole and the non-dipole case, as indicated by the arrows.
However, for angles Θ different from 0◦ the positions of the minima in the spectra do not
comply with Eq.(5.2) (For Θ = 50◦: Nmin = 65 for m = 1 or Nmin = 260 for m = 2).
Instead, for Θ = 50◦ Fig. 5.23(b) yields a minimum at the 131st harmonic order in the
dipole approximation or at the 151st harmonic order in the non-dipole case for a laser
intensity of I = 1.0 · 1017W/cm2, as indicated by arrows. For a higher laser intensity of
I = 1.4 · 1017W/cm2 (Fig. 5.23(d)) the minimum is found at the 153rd harmonic order
in the dipole case and at the 181st harmonic order in the non-dipole case.
Thus, we remark two new characteristics for these two-center interference minima: First,
we find clear signatures of magnetic-field effects in two-center interference structures. For
Θ 6= 0◦ we see a displacement of the minima towards higher harmonic orders in the
non-dipole case. This might be attributed to the circumstance that the recolliding wave
packets which are responsible for the interference minima gain additional kinetic energy by
momentum transfer of the laser photons. For Θ = 0◦ the displacement in the laser prop-
agation direction of the recolliding wave packet does not seem to affect the interference
but merely reduces the harmonic signal.
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Figure 5.23: High-harmonic spectra for the antisymmetric first excited state of H+2 . The
black lines show spectra obtained in the dipole approximation, while the red ones illustrate
non-dipole results. The arrows indicate the positions of two-center interference minima.
For Θ = 0◦ these minima lie in the vicinity of the 107th harmonic order which is predicted
by Eq. (5.2), see parts (a),(c). Part (b) shows that for Θ = 50◦ and an laser intensity
of I = 1.0 · 1017W/cm2 the conspicuous minimum is located at the 135th harmonic
order (dipole case) or at the 151st harmonic order (non-dipole case), respectively. For
a higher laser intensity of I = 1.4 · 1017W/cm2 , see part (d), the minimum is found at
the 153rd harmonic order (dipole case) or at the 181st harmonic order (non-dipole case).
This shows the dependence of two-center interference structures on the laser intensity for
antisymmetric molecular orbitals. Furthermore, the drift induced by the laser magnetic
field turns out to be responsible for a displacement of these interference structures towards
higher harmonic orders in this high-intensity regime.
Second, for the first excited antisymmetric state of H+2 the positions of the minima do
not correspond to the positions predicted by Eq.(5.2) for Θ 6= 0◦ (even in the dipole
approximation). One reason for this might be that for antisymmetric initial states the
ionization dynamics depends strongly on the orientation, i.e. the shape and the structure
of the continuum wave packet depends strongly on how the electron is promoted into the
continuum. In the succeeding recollision-recombination process the details of the recol-
liding wave packets might play a decisive role for the interference with the initial state.
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This is backed by our observation that the positions of these minima depend also on the
intensity of the laser pulse (Fig. 5.23(b),(d)).
Further research should be dedicated to these two-center interference effects for antisym-
metric states. However, the dependence of the interference minima on the laser intensity
suggests that an analytical description would be challenging.
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Conclusion and outlook
In this thesis, the interaction of strong laser pulses with atomic and molecular orbitals
has been investigated. In particular, we have focused on high-order harmonic generation
(HHG). New mechanisms for the enhancement of this radiation, which provides a source
of highly coherent short-wavelength light and which represents the basis for the generation
of attosecond pulses, have been presented. Numerical integration of the time-dependent
Schro¨dinger equation has been used to achieve these findings.
The theoretical basis for the understanding of HHG in a single atom or molecule has
been reviewed in chapter (2) of this thesis. We have surveyed the three-step recollision
model of HHG which has been employed to account for the novel mechanisms studied
in the framework of this thesis. Furthermore, the electron drift in the laser propagation
direction which electrons exhibit after laser-induced ionization of atoms or molecules has
been discussed. This drift is attributed to the Lorentz force which is due to the laser
magnetic field. For the situations investigated in this thesis, the laser magnetic field has
not been negligible. The electron drift in the laser propagation direction has been in the
focus of this thesis. This drift leads, via the interplay with the attraction of the nucleus,
to an oscillatory motion which gives rise to high-order harmonic generation.
In the first project, the impact of a static magnetic field on this kind of harmonic radi-
ation 1 has been investigated. Thereby, it has been found that a relatively weak static
magnetic field (on the order of 10T) may cause an increase or a decrease in the harmonic
signal, depending on the harmonic order considered. The advantage of this method over
other existing approaches is that weak static magnetic fields (around 10T) are sufficient to
observe a significant effect in the spectrum, while other methods require static magnetic
fields on the order of thousands of Tesla. The results show also the potential for our
method to measure static magnetic fields.
In the second project, the electron drift in the laser propagation direction has been studied
in the context of the properties of antisymmetric wave functions subject to intense laser
pulses. Exposed to a strong laser pulse, wave functions with mirror antisymmetry with
1Usually HHG from the electron motion in the laser polarization direction is considered.
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respect to a nodal line give rise to a drift of ejected wave packets perpendicular to the
nodal line. In this thesis a novel concept of enhancing the recollision dynamics via the
combination of the drift in the laser propagation direction and the electron motion due
to antisymmetry has been proposed. Corresponding numerical simulations have revealed
that an increase in the harmonic signal up to several orders of magnitude is possible.
This mechanism has been proven for antisymmetric states of both H+2 and hydrogen-like
atomic ions. Furthermore, it has been pointed out that the drift due to antisymmetry
can be employed to compensate for the drift induced by the laser magnetic field in order
to allow of enhanced recollisions and HHG. This is possible in a regime of laser param-
eters where the magnetically induced drift alone would result in a significant decrease
in recollisions. The mechanism investigated has clear potential to permit recollisions for
even higher laser intensities than the ones applied in this thesis. In other words, there is
evidence that our method yields recollisions for highly relativistic laser-ion interactions
despite the severe impact of the drift induced by the laser magnetic field. Atomic ions
would be most appropriate for this scenario. As we have shown, our method works still
for antisymmetric states of atomic ions. Although our method depends on the orientation
of the antisymmetric wave function, we have shown that it can be used for a wide range
of orientations. This means that a strict alignment of antisymmetric molecular orbitals
with regard to the laser polarization direction is not compulsory, which would facilitate
an experimental realization. For H+2 we have found that for very high laser intensities an
alignment of the molecules in a sample is not necessary, since the signal from molecules
oriented perpendicular to the laser polarization direction (i.e. the molecular axis is or-
thogonal to the laser polarization direction) prevails over signals from other directions.
For weaker laser pulses alignment (but not strict alignment) is required as our simulations
have shown.
Moreover, we have indicated optimal laser intensities with respect to the maximum har-
monic signal. The alignment of antisymmetric atomic orbitals can be even more easily
accomplished by irradiating a sample of atoms in the ground state with a weak pre-pulse
with appropriate frequency and polarization.
The main results in this thesis have been obtained by the direct numerical integration of
the time-dependent Schro¨dinger equation for a 2D model atom/molecule. A detailed dis-
cussion of this 2D model and the numerical split-operator technique is given in chapter (3).
Concluding this thesis we would like to point out future research possibilities.
A lot of theoretical work (see the survey given in section (4.1)) has been dedicated to the
investigation of atoms or molecules subject to a combination of laser and static magnetic
field. Our approach has revealed that distinct effects in the harmonic spectra due to a
static magnetic field of the order of 10T are observable, while other studies require much
stronger magnetic fields. Therefore, we hope that our work will prod an experimental
realization of our scheme.
In the context of antisymmetric molecular orbitals exposed to intense laser pulses, the
nuclear motion has not been included in the model of H+2 which has been employed in
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this thesis. If one took the full nuclear motion into account one would have to solve
the time-dependent Schro¨dinger equation in three dimensions: one dimension would be
claimed by the nuclear degree of freedom and two dimensions would be needed for the
electron motion in the laser polarization direction and the laser propagation direction. As
yet, this is not feasible numerically for the parameter regime in the focus of this thesis, i.e.
long laser wavelengths and high intensities which require large numerical grids. Further
progress in this direction would be desirable in order to assess the influence of the nuclear
motion. Although our concept of enhancing the recollision dynamics via a combination
of the drift induced by the laser magnetic field and the drift due to antisymmetry works
regardless the nuclear motion, the nuclear motion is expected to result in an overall de-
crease in the harmonic signal for both the spectra within the dipole approximation and
beyond [81]. A better assessment of the impact of the nuclear motion would be desirable.
As an alternative approach to the numerical method, it is conceivable that an extension of
the Lewenstein model would help to evaluate the effect of the nuclear motion. Attempts
to include the nuclear motion within the Lewenstein formalism have already been made
(see the first two references in [81]). However, this has been carried out in the dipole
approximation for the laser field. On the other hand, the Lewenstein model has already
been formulated beyond the dipole approximation, i.e. magnetic-field effects have been
included [44]. The future task would be to bring both achievements together in a new
Lewenstein formalism taking both the laser magnetic field and the nuclear motion into
account.
Moreover, new effects with regard to two-center interference in H+2 have been found in
this thesis. Antisymmetric states exhibit interference minima in the harmonic spectrum.
These are located at positions that cannot be predicted by the theory (see section (2.3.4))
which has been only tested for the symmetric ground state so far [45]. These effects have
been present already within the dipole approximation. Our simulations have revealed
that the positions of the minima depend on the laser intensity. This suggests that the
shape of the recolliding continuum wave packets may be vital for antisymmetric initial
orbitals. Therefore, a derivation of an analytic formula describing the positions of the
minima would be complex. Alternatively, a numerical experiment could be performed
by modelling a wave packet which recollides with the initial antisymmetric orbital. This
approach has been attempted in preliminary simulations for section (5.4) but the problem
of modelling an appropriate shape of the recolliding wave packet, which is believed to be
essential, is still open. Progress in this direction would be desirable.
Finally, we have found in this thesis that the laser magnetic field gives rise to a displace-
ment of the interference minima. A new approach beyond the dipole approximation which
fully accounts for this effect would be interesting.
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