In this paper we discuss existence and uniqueness results for BSDEs of the form
Introduction
The theory of nonlinear backward stochastic differential equations (BSDEs) was initiated in the seminal paper by Pardoux and Peng (1990) and is a vibrant field of research since then. When the driving process of the BSDE is a Brownian motion, there is by now a wealth of existence and uniqueness results under various assumptions on the coefficients. Besides the standard case of a Lipschitz continuous generator, for which we refer to the original paper by Pardoux and Peng (1990) and the excellent survey paper by El , we mention BSDEs with quadratic growth in the control part (usually denoted by Z) of the solution, which are of particular importance for applications in mathematical finance and optimal control. These so-called quadratic BSDEs were first studied by Kobylanski (2000) . More generally, BSDEs with superquadratic growth were recently investigated by Delbaen et al. (2010) and Richou (2012) .
In this paper we are concerned with BSDEs driven by a class of centered Gaussian processes which includes fractional Brownian motion for the full range of Hurst parameters H ∈ (0, 1). Concerning the driving centered Gaussian process X we assume that it has a strictly increasing continuous variance function V (t) := Var(X t ) and additionally impose some assumptions on the Cameron-Martin space, which can be verified e.g. in the fractional Brownian motion case. The Gaussian BSDE is then of the form
for deterministic coefficient functions f and g. In this equation the diamond indicates that integration with respect to X is defined in terms of the Wick product. We recall that there are several approaches to the Wick-Itô integral for Gaussian processes with a particular emphasis on the fractional Brownian motion case. Duncan et al. (2000) construct this integral as L 2 -limit of Riemann sums which are based on the Wick product instead of the ordinary product. In a white noise setting, Hu and Øksendal (2003) and Elliott and van der Hoek (2003) define the Wick-Itô integral as a Pettistype integral involving the derivative of fractional Brownian motion as a Hida distribution valued function. Alternatively, this integral can be interpreted as a Skorokhod integral as studied e.g. in Alòs et al. (2001) . Bender (2003b) argues that the white-noise based definition of the Wick-Itô integral for fractional Brownian motion can be equivalently characterized by its expectations under some changes of measure, if the integral exists as an L 2 -valued random variable. This S-transform approach to the Wick-Itô integral avoids most of the technicalities from white noise analysis and Malliavin calculus. In Section 2 of the present paper we extend the S-transform approach for Wick-Itô integration from fractional Brownian motion to more general Gaussian processes and explain the connection to the Wick-Riemann sum approach.
In Section 3 we introduce a transfer technique, which allows to reduce the BSDE (1) driven by the Gaussian process X to an auxiliary BSDE driven by a Brownian motion. Basically, the transfer theorems in Section 3 state that an equation of the form g(X t ) = holds for a Brownian motionW , which may live on a different probability space. Here, V −1 is the inverse function of V and the stochastic integral is a classical Itô integral. We note that, in view of the classical Itô formula for a Brownian motion this transfer theorem immediately implies the Itô formula in the Wick-Itô sense for X, which was previously derived by various authors and by many different techniques, see Remark 3.4 below. In Section 4 we apply the transfer technique to BSDEs of the form (1). We first derive generic existence and uniqueness results in terms of existence and uniqueness for an auxiliary BSDE driven by a Brownian motion. These results are then applied to the case of a Lipschitz continuous generator f . In this situation we also exemplify how to transfer continuous dependence results on the coefficients and comparison theorems from the Brownian motion case. In order to demonstrate that this technique is not restricted to the Lipschitz case, we briefly discuss Gaussian BSDEs with superquadratic growth based on the recent results by Richou (2012) in an Brownian motion environment. We finally compare our results in detail with the existing literature on nonlinear BSDEs driven by a fractional Brownian motion at the end of Section 4.
Let us stress that the main difference to the existing literature on fractional BSDEs is, that we directly apply existence and uniqueness results for the Brownian motion case, while previous papers mostly tried to mimic the proofs of the Brownian motion case and focus on the quite significant additional problems which arise from the non-semimartingale setting. Linear fractional BSDEs with Hurst parameter bigger than a half were first treated by Biagini et al. (2004) using a fractional Clark-Ocone theorem (which is to some extent a substitute for the martingale representation theorem) and a Girsanov type change of measure. Bender (2005a) solves a class of linear fractional BSDEs explicitly via the relation to parabolic PDEs very much in the spirit of the four step scheme by Ma et al. (1994) for classical BSDEs. A uniqueness result for linear fractional BSDEs was obtained in Bender (2005b) . To the best of our knowledge the latter two papers are the only ones in the literature which also cover BSDEs driven by a fractional Brownian motion with Hurst parameter lesser than a half. The interest in fractional BSDEs was recently revived by the pioneering paper of Hu and Peng (2009) . For Hurst parameters bigger than a half, they were able to derive a-priori estimates for a class of fractional BSDEs with Lipschitz generator which are strong enough to make the classical Picard iteration approach work. Some improvements of their arguments and an extension to fractional backward variational inequalities are presented by Maticiuc and Nie (2012) , while Fei et al. (2013) generalize the results of Hu and Peng (2009) to the case of BSDEs driven by a Brownian motion and an independent fractional Brownian motion with Hurst parameter bigger than a half. We finally mention the recent paper by Hu et al. (2012) where fractional BSDEs with Lipschitz generator are discussed via their relation to PDEs and a fractional comparison theorem is derived for the first time.
Wick-Itô integration for Gaussian processes
In this section we define an integral for a class of Gaussian processes based on tools from white noise analysis such as the S-transform and the Wick product.
We first fix some assumptions on the driving Gaussian process (X t , 0 ≤ t ≤ T ) living on a complete probability space (Ω, F, P ).
(H1) X is a centered Gaussian process and V (t) := Var(X t ), 0 ≤ t ≤ T , is a strictly increasing continuous function with V (0) = 0.
Then, the inverse of V ,
We denote by (F X t ) 0≤t≤T the filtration generated by X and set (L 2 X ) = L 2 (Ω, F X T , P ). The first chaos associated to X is
where the closure is taken in (L 2 X ). Its members are centered Gaussian variables. The map R from H X into R [0,T ] defined by
for h ∈ H X , is injective. Its image R(H X ) is called the Cameron-Martin space of X and is equipped with the inner product
We introduce the subset A = A(X) consisting of those h ∈ R(H X ) which are absolutely continuous with respect to dV with square integrable density, i.e.
Assumptions (H1) and (H2) are in force throughout the whole paper. For some results, in particular for the uniqueness results for Gaussian BSDEs, we need the following additional assumption.
We sometimes writeȦ(X) to emphasize the dependence on the Gaussian process X.
We first provide the following sufficient condition for (H2) in terms of the covariance structure of X, which is easy to check in many examples.
is absolutely continuous (with respect to the Lebesgue measure) with density
This implies that R(X s ) ∈ A for every s ∈ [0, T ] and, thus, that A is dense in R(H X ) by the very definition of the Cameron-Martin space and the first chaos.
One of the best-studied family of Gaussian processes is fractional Brownian motion. Fractional Brownian motion with Hurst parameter H ∈ (0, 1) is a centered Gaussian process X with covariance structure
It is not a semimartingale, except in the case H = 1/2, where it is a classical Brownian motion. For H > 1/2 fractional Brownian motion exhibits long range dependence, while for H < 1/2 it has short memory. It is straightforward to check that fractional Brownian motion satisfies (H2) for H > 1/4 by applying the previous proposition. One can show that (H2) and (U ) (and trivially (H1)) are actually satisfied for the full range of Hurst parameters H ∈ (0, 1). This assertion and further results concerning conditions (H1), (H2) and (U ) are collected in the following theorem, whose proof is postponed to the appendix. (ii) If Z is a fractional Brownian motion with H > 1/2 and σ is a deterministic function on [0, T ] satisfying ≤ σ ≤ −1 for some > 0, then the fractional Wiener integral X t = t 0 σ(s)dZ s satisfies (H1), (H2) and (U ). (iii) For every Gaussian martingale (H1) implies (H2) and (U ).
t , where X (i) are independent centered Gaussian processes which satisfy (H1) and (H2) and γ = 0 is a constant. Then X satisfies (H1) and (H2). If, moreover, X (1) and X (2) satisfy (U ), then so does X.
For the second item we recall that the map 1 [0,t] Pipiras and Taqqu (2001) .
We now proceed with the construction of the Wick-Itô integral with respect to a Gaussian process X which satisfies (H1) and (H2). By assumption (H2) and Corollary 3.40 in Janson (1997) , the random variables of the form
called Wick exponentials, form a total subset of (L 2 X ). Therefore every random variable ξ ∈ (L 2 X ) is uniquely determined by its S-transform
i.e. if two random variables ξ, η ∈ (L 2 X ) satisfy (Sξ)(h) = (Sη)(h) for every h ∈ A, then ξ = η P -almost surely.
Notice that for h ∈ A
is a function of bounded variation in t and can, thus, be applied as an integrator in a Lebesgue-Stieltjes integral.
is measurable. We say that Z has a Wick-Itô integral with respect to X, if
for every h ∈ A. In this case η is denoted by T 0 Z(s)d X s and called the Wick-Itô integral of Z with respect to X. We often write
for every h ∈ A. We briefly explain that under appropriate assumptions the Wick-Itô integral is a limit of Riemann sums based on the Wick product.
is continuous and fix a sequence of partitions π n of [0, T ] whose mesh size converges to zero. If
exists and converges in (L 2 X ) to a random variable η, then
This explains the 'Wick' in Wick-Itô integral. Indeed, for h ∈ A,
where the Riemann-Stieltjes integral exists, because t → (SZ t )(h) is continuous.
(ii) Suppose X = W is a Brownian motion. Then, V (t) = t and the Cameron-Martin space is 
because the first term vanishes by the Girsanov theorem. More generally, the Wick-Itô integral with respect to a Brownian motion coincides with the Skorokhod integral in the case of anticipative square integrable integrands, as shown in Theorems 16.48 and 16.50 in Janson (1997) .
The transfer theorem
As a useful tool for the remainder of this paper we will now derive a sufficient condition for an integral of the form
with a deterministic function a to exist. The following result also is a key to transfer some type of equations, which are valid for Brownian motion, to the more general Gaussian process X.
To formulate the result we first introduce an auxiliary Brownian motion
is the augmentation of the filtration generated byW . 
exists, and
holds in (L 2 X ). For the proof we need some additional notation. The Cameron-Martin space associated withW is
Given h ∈ A, we consider
As,
we observe that h • U belongs to the Cameron-Martin space R(HW ) with respect to the Brownian motionW and
The following simple lemma plays the key role in the proof of Theorem 3.1.
Proof. Consider first the centered Gaussian vector (X s , R −1 (h)) under P . By a classical change of measure result we obtain for G :
The same argument applied to the centered Gaussian vector
underP yields, in view of (5) and (4),
The assertion now follows from (6), becauseW V (s) has the same law under P as X s has under P .
Proof of Theorem 3.1. We combine Lemma 3.2 with a change of variables and (2), and obtain for h ∈ A S g(
Noting, that
we can apply the same reasoning as in Remark 2.4 (ii), to conclude that
Consequently, making use of Lemma 3.2 again,
In view of the definition of the Wick-Itô integral, the proof is complete.
An immediate consequence of Theorem 3.1 and the classical Itô formula is the following Itô formula for X.
where G x , G xx and G t denote the partial derivatives of G. Then, for every
exists and
Proof. We apply the classical Itô formula for (U (t), W (t)) to G on the interval [0, V (t)] and obtain
Now, Theorem 3.1 applies. Biagini et al. (2004) first treat the case where G is an exponential and then apply an approximation procedure. It is worth to point out, that all these approaches can also be applied to prove the classical Itô formula for Brownian motion. Contrarily, the methodology proposed in this paper relies on the validity of a given formula for Brownian motion (here: the Itô formula) and then directly transfers it to a more general class of Gaussian processes.
For the uniqueness result for Gaussian BSDEs in Section 4 we also need a converse of Theorem 3.1, which relies on assumption (U ).
Theorem 3.5. Suppose (U) and the integrability conditions in Theorem 3.1 are in force, and that
Proof. Analogous manipulations as in the proof of Theorem 3.1 now show thatS
for every h ∈ A. Condition (U ) can be rephrased as:
form a total subset of L 2 (Ω,F,P ). Now, thanks to (5), we obtain that (7) implies (2).
Gaussian BSDEs
In this section we apply Theorems 3.1 and 3.5 in order to transfer existence and uniqueness results for BSDEs driven by a Brownian motion to BSDEs driven by the Gaussian process X. We first present some general transfer results for existence and uniqueness of Gaussian BSDEs and then treat two cases which are of particular interest. First we consider the standard situation, where the generator f is Lipschitz in (y, z). Then we discuss the situation of a generator with (super-)quadratic growth in z. We finally compare our results with the existing literature.
Transfer results for Gaussian BSDEs
We define X as the space of pairs of (F X t )-adapted processes (Y, Z) such that
and such that there are deterministic functions y, z : [0, T ]×R → R satisfying Y t = y(t, X t ) P -almost surely for every t ∈ [0, T ] and Z t = z(t, X t ) dP ⊗ dValmost surely.
Definition 4.1. Given a pair of measurable functions
holds P -almost surely. We say that uniqueness holds for the BSDE (8) in X, if for every two
We next introduce the corresponding spaceX, which we apply for solutions of BSDEs driven by the auxiliary Brownian motionW . It consists of pairs (Ỹ ,Z) of (FW t ) 0≤t≤V (T ) -adapted processes such that
and such that there are deterministic functionsỹ,z : [0, V (T )] × R → R satisfyingỸ t =ỹ(t,W t ) P -almost surely for every t ∈ [0, V (T )] andZ t = z(t,W t ) P ⊗ dt-almost surely. Given a pair of measurable functions
as above, the notions of a solution and of uniqueness for the BSDE
in the spaceX can be defined analogously to the situation in Definition 4.1. The following two theorems reduce existence and uniqueness for the BSDE (8) driven by X to corresponding existence and uniqueness results for the auxiliary BSDE (9) driven by the Brownian motionW . (9), driven by the Brownian motionW , has a solution (Ỹ ,Z) ∈X, then BSDE (8), driven by the Gaussian process X, has a solution (Y, Z) ∈ X. More precisely, if
Proof. Define
Then,Ỹ t = y(U (t),W t ),Z t = z(U (t),W t ). As (Ỹ ,Z) solves (9), we obtain for t ∈ [0, T ]
One can easily check that the integrability conditions in Theorem 3.1 are satisfied. Hence, applying this theorem, (10) yields for t ∈ [0, T ]
Note that
for Lebesgue-almost every x, because g(
Thus, we get y(T, X T ) = g(T, X(T )).
Hence, the pair Y t = y(t, X t ), Z t = z(t, X t ) solves (8). It belongs to X, because
Theorem 4.3. Suppose condition (U ) and that
If uniqueness holds for BSDE (9), driven by the Brownian motionW , inX, then uniqueness holds for BSDE (8), driven by the Gaussian process X, in X.
Proof. Suppose (Y i , Z i ), i = 1, 2 are two solutions for (8) in X, which are respresented as
Applying Theorem 3.5 and the same reasoning as in the proof of Theorem 4.2, we can conclude that (Ỹ i ,Z i ), defined bỹ
are solutions of (9) inX. As uniqueness for (9) inX is assumed, we obtain
This completes the proof.
Remark 4.4. Suppose that S is a measurable map from [0, T ] to the Borel sets of R 3 . It is sometimes convenient to consider solutions of the BSDE (8) only in the class X S of such (Y, Z) ∈ X, which satisfy
The corresponding classX S of processes for the auxiliary BSDE (9) consists of those (Ỹ ,Z) ∈X, which fulfill
Then, the assertions of Theorems 4.2 and 4.3 are still valid, if X andX are replaced by X S andX S . Indeed, if e.g. (Ỹ ,Z) ∈X with representatioñ
This shows that (Ỹ ,Z) ∈X S , if and only if (Y, Z) ∈ X S .
The Lipschitz case
We say, that a pair (f, g) are standard coefficients, if additionally, to the assumptions in Definition 4.1,
and f satisfies the following Lipschitz condition: There is a constant L such that
for every t ∈ [0, T ], x ∈ R, and (y, z), (y , z ) ∈ R 2 .
Theorem 4.5. Suppose that X satisfies (U ) and the standing assumptions (H1) and (H2). Then, (i) Existence and uniqueness: If (f, g) are standard coefficients, then the BSDE (8) has a unique solution in X.
(ii) Continuous dependence: If (f i , g i ), i = 1, 2 are standard coeffcients and (Y (i) , Z (i) ) ∈ X denote the unique solutions, then there is a constant C, which depends on T and the Lipschitz constant of f 1 , such that
t , Z
(iii) Strict comparison principle: Suppose (f i , g i ), i = 1, 2 are standard coeffcients and (Y (i) , Z (i) ) ∈ X denote the unique solutions. If
t ), dP ⊗ dV −a.s.,
t , dP −a.s.
If additionally, Y
(
0 , then
t ), dP ⊗ dV −a.s.
and, consequently, Y
Proof. 
for a constant C, which depends on T (via V (T )) and the Lipschitz constant of f 1 . Now the estimate in (ii) is an immediate consequence of the connection between (Y (i) , Z (i) ) and (Ỹ (i) ,Z (i) ), i = 1, 2, which was shown in Theorem 4.2 above.
(iii) Again, this can be easily reduced to the strict comparison theorem for BSDEs driven by the Brownian motionW . We still denote by (Ỹ (i) ,Z (i) ) ∈ X the unique solutions of the auxiliary BSDE (9) associated to (f i , g i ), i = 1, 2, and recall that they are represented by functions (ỹ i (t, x),z i (t, x). Now, the assumptions imply that
The first inequality is a consequence of
due to the Gaussian law of X T andW V (T ) . The second inequality can be shown by the same argument as in Remark 4.4. Now, the classical strict comparison theorem for BSDEs driven by a Brownian motion applies e.g. in the form of Theorem 2.2 in El and implies that
for every t ∈ [0, V (T )], and hence, with the same argument as above for g 1 and g 2 ,ỹ
for every t ∈ (0, T ]. By Theorem 4.2 we conclude that
0 . The strict comparison theorem for BSDEs driven by a Brownian motion then implies
which yields the second assertion by reversing the reasoning at the beginning of the proof.
When dV is equivalent to the Lebesgue measure, we can also derive the following result.
Theorem 4.6. Suppose dV (t) = w(t)dt for some strictly positive function w such that T 0 w(t) −1 dt < ∞. If X satisfies (H1), (H2) and (U ), and (f, g) are standard coefficients, then there is a unique solution (Y, Z) ∈ X to the BSDE
Proof. Note that this BSDE can be rewritten as
So the auxiliary BSDE (9) with respect toW for the coefficients (f , g) satisfies the Lipschitz condition onf (U (t), x, y, z) with the time-dependent Lipschitz constant L/w(U (t)), where L is the Lipschitz constant of f . By the Theorem in Chen (1998) this BSDE has a unique solution (Ỹ ,Z) of adapted processes such that
By the technique of proof in Chen (1998) via the contraction mapping theorem and, by now, standard arguments for Markovian BSDEs, for which we refer to Theorem 4.1 in El , it is clear that
for deterministic functionsỹ,z. Hence, (Ỹ ,Z) belongs toX, and the assertion follows from Theorems 4.2 and 4.3. We note that existence and uniqueness for the auxiliary BSDE can also be derived from the more general results in El Karoui and Huang (1997) for BSDEs with a Lipschitz constant depending on t and ω.
The superquadratic case
We now consider Gaussian BSDEs which allow quadratic or even superquadratic growth in z. The price to pay are more restrictive conditions on f in the x-variable and on g. We adopt the following set of conditions from Richou (2012) .
and g : R → R are continuous functions, and there are constants l ≥ 1, 0 ≤ r ≤ 1/l, and C ≥ 0 such that for every t ∈ [0, T ] and x, x , y, y , z, z ∈ R
Theorem 4.7. Suppose that X satisfies the standing assumptions (H1) and (H2), and the coeffcients (f, g) fulfill (SQ). Then, there is a solution (Y, Z) ∈ X to the BSDE (8) which satisfies
for some constant c ≥ 0. Moreover, it is the unique solution in X, which satisfies the growth condition (13), if additionally (U ) holds.
Proof. By Propositions 2.2 and 5.1 in Richou (2012) it is easy to check that the auxiliary BSDE (9) has a unique solution (Ỹ ,Z) in the subclass ofX such that
for some constant c ≥ 0. The assertion now follows by Theorems 4.2 and 4.3 combined with Remark 4.4.
Remark 4.8. Theorem 4.7 is, of course, just an example on how to apply the transfer technique. Many existence results for BSDEs driven by a Brownian motion with non-Lipschitz generator are obtained by approximation with a sequence of BSDEs with Lipschitz generators. For Lipschitz BSDEs (with deterministic coefficient functions) driven by a Brownian motion, Theorem 4.1 in El ensures that the solution belongs toX. Now, if the sequence of solutions of the approximating Lipschitz BSDEs converges in measure (precisely, for every t in dP -measure for theỸ -part, and in dP ⊗ dtmeasure for theZ-part of the solution) to the solution of the non-Lipschitz BSDE, then the solution of the latter BSDE can also be respresented via functions of time and the driving Brownian motion. In such situation, the solution of the auxiliary BSDE (9) with non-Lipschitz generator belongs tõ X, if and only if it satisfies the corresponding square integrability condition. If so, Theorem 4.2 implies that the BSDE (8) driven by X also has a solution in X.
Comparison with the existing literature
We close this paper by a comparison with the literature on nonlinear BSDEs driven by Gaussian non-semimartingales, which we are aware of. The pioneering paper by Hu and Peng (2009) treats the case of standard coefficients (f, g) (in the sense of the above definition), but with some additional regularity conditions in the x-variable, and considers a Wiener integral X t = t 0 σ(s)dZ s with respect to a fractional Brownian motion Z with Hurst parameter H > 1/2 as the driving Gaussian process. The Gaussian BSDE in their paper can be written in the form
which we consider in Theorem 4.6. The general technique of proof in Hu and Peng (2009) is analogous to the classical Brownian motion case (cp. e.g. El Karoui et al., 1997) via a-priori estimates and a contraction mapping argument. However, in the derivation of the a-priori estimates Hu and Peng (2009) make heavily use of tools from stochastic analysis for fractional Brownian motion such as fractional Malliavin derivatives and quasi-conditional expectation, for which we refer e.g. to Hu and Øksendal (2003) and Biagini et al. (2004) . Taking the rather complicated form of the fractional Itô isometry (compared to the classical Brownian motion case) into account, the derivation of these a-priori estimates is a very remarkable result. In order to make the contraction argument work at t = 0, Hu and Peng (2009) impose an unfortunate condition -(4.11) in their paper -on the integrand σ, which can never be satisfied for a function σ ∈ L 2 ([0, T ], dt). 1 Nonetheless, condition (4.11) in Hu and Peng (2009) is only required at t = 0 and so their estimates and techniques work on time intervals of the form [ , T ] for > 0. By applying a-priori-estimates in a weighted norm (actually the weight corresponds to the L 2 -norm with respect to the variance V (t) of X t ), Maticiuc and Nie (2012) are able to remove condition (4.11) in Hu and Peng (2009) completely and treat the correponding BSDE driven by a fractional Wiener integral on the whole time interval. They also carefully work out some of the technical details in Hu and Peng (2009) . Comparing their existence and uniqueness results (Theorems 23 and 26) with our Theorem 4.6 (specialized to the case of a fractional Wiener integral with H > 1/2 as driving process), we notice that our uniqueness result holds in a larger space and we were able to remove some regularity conditions on f, g and σ (in view of Theorem 2.2, (ii)). We notice that Maticiuc and Nie (2012) also discuss existence for fractional backward variational inequalities via an approximation with a sequence of fractional BSDEs of the form (15). Their existence result in Theorem 28 can alternatively be derived by tranfering the correponding existence result in the Brownian motion case by Pardoux and Rascanu (1998) using Theorem 3.1 above.
The recent paper by Hu et al. (2012) discusses BSDEs driven by a Wiener integral X t = t 0 σ(s)dZ s with respect to a fractional Brownian motion Z with Hurst parameter H > 1/2 via the relation to partial differential equations (PDEs). They also treat a multivariate case where each of the components is an independent fractional Wiener integral, with each of the Hurst parameters being bigger than a half. While their existence and uniqueness result (Theorem 3.4) requires additional differentiability assumptions, because it relies on the existence of a classical solution of a PDE, it is worth noting that they also derive a (non-strict) comparison theorem. Although the derivation is via the solution of a PDE and requires additional smooth-1 Condition (4.11) in Hu and Peng (2009) 
implies after multiplication by σ(t)
2 and integration from 0 to u that
for every u ∈ [0, T ], where the constant c0 is from (4.11) in Hu and Peng (2009) . This is in contradiction to the estimate
for some constant C ≥ 0, which follows from the continuity of the fractional Wiener integral as a mapping from
(Ω, P ) and an application of Hölder's inequality.
ness assumptions (compared to our Theorem 4.5, (iii)), they also notice in this smooth case the functional relation between the solution of a fractional BSDE and an auxiliary BSDE driven by a Brownian motion, which is at the core of our transfer principle.
We finally mention the paper by Fei et al. (2013) , which treats the case of a BSDE driven by the sum of independent Wiener integrals, one with respect to a Brownian motion and the other one with respect to a fractional Brownian motion with Hurst parameter bigger than a half. Thanks to Theorem 2.2, this situation is also covered in the present paper. Under analogous assumptions as in Hu and Peng (2009) and applying similar techniques, they discuss existence and uniqueness.
By and large, we can conclude that the results derived in the present paper cover the previous results on nonlinear BSDEs driven by fractional Brownian motion (and mixed Brownian fractional Brownian motion). We believe that our technique of proof by direct transfer from existence and uniqueness results for BSDEs driven by a Brownian motion is simpler and more generic than ad-hoc derivation of a-priori estimates for Gaussian nonsemimartingales. Moreover, compared to the existing literature, we are able to remove regularity conditions on the coefficients and can treat Gaussian BSDEs with non-Lipschitz generators. Finally, our assumptions (H1), (H2), and (U ) on the driving Gaussian process are satisfied by many processes including fractional Brownian motion with Hurst parameter H < 1/2, a case which was not yet covered in the literature on nonlinear BSDEs.
A Appendix: Proof of Theorem 2.2
In this appendix we will prove the assertions of Theorem 2.2.
Proof of Theorem 2.2, (i). We treat the case H < 1/2 only, because H > 1/2 follows by item (ii) with σ = 1, and the Brownian motion case H = 1/2 is covered by item (iii). Hence, we let H < 1/2. As V (t) = t 2H , it is clear that (H1) is satisfied. We now show that (U ) is fulfilled. To this end we recall that the left-sided fractional Riemann-Liouville integral of order α > 0 is defined as
Here Γ denotes the Gamma function. By Remark 3.1 in Decreusefond andÜstünel (1999) , h belongs to the Cameron-Martin space of a fractional Brownian motion, if and only if
We apply this result to show that the linear span of
Then, by (2.44) in Samko et al. (1993) ,
Hence, for (U ) it is sufficient to show that
for every v ∈ (0, T ], which implies thatḣ = 0 Lebesgue-almost everywhere on [0, T ]. We finally verify that (H2) holds true. By the characterization of the Cameron-Martin space of a fractional Brownian motion with H < 1/2 in Theorems 3.3 and 2.1 in Decreusefond andÜstünel (1999) , it is sufficient to prove that I
However, by repeated application of Theorem 3.2 in Samko et al. (1993) ,
is even continuously differentiable on [0, T ] with support contained in [ , T ] (and not just a member of A), for every function ϕ, which is λ-Hölder continuous on [0, T ] for λ > 1/2 − H and vanishes on [0, ] for some > 0.
Proof of Theorem 2.2, (ii). It is well known that
see e.g. Pipiras and Taqqu (2001) . Noting the strict positivity of σ, we immediately see that (H1) is fulfilled. (H2) can be verified directly by applying Proposition 2.1. We prefer to give a different proof of (H2), and at the same time, of (U ) by characterizing the first chaos of X and the Cameron-Martin space of X.
Step 1: There is a Brownian motion W on [0, T ] such that H X = H W and
for some constant c H , where the right-sided fractional Riemann-Liouville integral of order α > 0 of a function ϕ ∈ L 1 ([0, t], dx) is given by 
for some constant c H . The operator
by Remarks 4.1 and 4.2 in Pipiras and Taqqu (2001) , which yields representation (16). As a direct consequence we have H X ⊂ H W . For the converse inclusion, it is now sufficient to show that Z t ∈ H X for every t ∈ (0, T ]. We fix t ∈ (0, T ], n ∈ N and denoteσ
As Σ n,t ∈ H X , it suffices to verify that Σ n,t converges to Z t in L 2 (Ω, P ). To this end, we first note that
As the fractional Wiener integral is continuous from
where, for u ∈ (ti/n, t(i + 1)/n),π n (u) = t(i + 1)/n and π n (u) = ti/n. By Lebesgue's differentiation theorem n t πn(u)
as n tends to infinity for Lebesgue-almost every u ∈ [0, t], and hence, by dominated convergence,
Step 2: The Cameron-Martin space of X is given by
By
Step 1, every h ∈ H X can be uniquely represented as a Wiener integral with respect to W of a functionḣ ∈ L 2 ([0, T ], dt). Taking the representation of X in terms of W into account, the isometry for Wiener integrals with respect to a Brownian motion yields (ϕ)(s), which completes the proof of the second step.
Step 3: A(X) = R(H X ). In particular, (H2) holds. Notice first, that the variance V is absolutely continuous with respect to the Lebesgue measure with densitẏ V (t) = 2H(2H − 1)σ(t) (ϕ)(s)| 2 ds, and the right hand side is finite by (3.17) in Samko et al. (1993) .
Step 4: X satisfies (U ). By Steps 2 and 3 we know thaṫ As σ is strictly positive, we conclude thatḣ(s) = 0 Lebesgue-almost everywhere, which implies thatȦ(X) is dense in L 2 ([0, T ], dV ).
Proof of Theorem 2.2, (iii).
For the Brownian motion case, (H1), (H2) and (U ) are certainly fulfilled, because the Cameron-Martin space of a Brownian motion is the space of absolutely continuous functions with respect to the Lebesgue measure with square integrable density. If X is a general Gaussian martingale satisfying (H1), then W t = X U (t) is a Brownian motion. This implies that the Cameron-Martin space of X = W V is
which immediately yields (H2) and (U ).
Proof of Theorem 2.2, (iv). We first note that multiplication of a centered Gaussian process with a constant γ = 0 does neither change its CameronMartin space, nor the spaces A andȦ. So we can assume without loss of generality that γ = 1. Denote V i (t) = Var(X (i) t ). As V (t) = V 1 (t) + V 2 (t), (H1) is obvious. To simplify the notation for the rest of the proof, we write A(X) for the set of random variables h ∈ H(X) such that t → E[X t h] belongs to A(X). Note, that (H2) is equivalent to the statement that A(X) is dense in H(X).
Step 1: If h i ∈ A(X (i) ), then h := E[h 1 + h 2 |F X T ] ∈ A(X). By Gaussianity, E[h 1 + h 2 |F X T ] is the orthogonal projection on H(X), hence h ∈ H(X). By the tower property of conditional expectation and independence, we obtain E[X t h] = E[(X 
In order to conclude that h ∈ A(X) it is now sufficient to observe that 
