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PREFACE 
AR 11c.w tc'c.l~niciut:s for t l~t .  use of watt*r c.volvt: and as human necds 
incrc,asc. thc~ nlanagc:~nt:r~t of walcr rc*sourc,cs is becorning a task of' growing 
in~por tanc .~ .  l 'hc primary purpose of' surfac.n-watc:r rescrvoirs is to provide 
a n~c'ails of' regulating t l ~ r  distributiot~. with re:spc(:t to time, of'surfac:e-water 
flows and volutncs. Sto(.hasti(. rc's(:r~oir throry is c:oncerned with the design 
and opc:ration of' storage, rcb.scr\oirs St~d I)y river I'lows which arc considrrc.d 
as stocl~aslic proc~c~ssc,x. 
1:rorll 1974 t o  1976. stoc:hastic rcscrvoir theory was one of the major 
rc:sc.arcl~ I'irlds of tl~c. llASA Watt-r I'rojcct (now t h r  Water Group of' the 
Resources and Er~vironmcr~t  Arcn). A numbcr of' rcsearch papers were pub- 
lished on (liff'crcrtt aspcvts of this prot)lrrn. T h e  present paper by one o f  the  
leading authorities on  stochastic rcbservoir theory deals with problems related 
to th r  scasonal variability of reservoir inflows. 

SUMMARY 
III b r ~ i l d i ~ ~ g  a r ~ . a l i s t i c  ~ r ~ a t l l c , r r ~ a l i c a l  r ~ o t l ( , l  ol' a rc.sc.~-\oir. I)II(, ol' 1111, 
n l o s l  i m p o r t a n t  c o ~ r ~ p o r ~ c ~ r ~ t s  i s  L l la l  w * . h i ~ , l ~  t 1.hcri1~c.s Ill(. L ~ I I I I ~ - I ~ I ' ~ J ~ I I I ~ I ~ I I ( ~ I ~  ol' 
~ h r  i n l ' l o w i n g  w a l r r .  '1'lli.s rnus t  c x h i l , i ~  t l r ~ ,  s( .dsu~lal  i a r i a t i o ~ l s .  as wt.11 as 
t h y  c h a r l c r  I ' luc: l r ra l ior~s a1111 ~IIC " p r r s i h l ( ' ~ ~ c ( " '  SI~III.III~('. l l l a l  arcb t ) l ) > ~ . r v c ~ l  
ill r l a l u r a l  gc.ophysical p h c : ~ ~ o m ~ - l r a .  111 t11(. p r t . s c . ~ ~ l  rc.>c.;~r~.l~ wc. \+orb ill 
t(:rrlls ol' ~lisc,r(, l(* ti111(> 1111ils ol' a r l ~ i l r i ~ r !  l ) r t ~ \ i l y .  ~ IJ I I \ ( . I I I~~ I I : I~~ !  1.all1.11 
" s r a s o ~ ~ s " ,  ar l t l  d i a c r ~ , t c  ~ r ~ ~ i t s  o l '  wa11.r c iuar l t i l !  ; ;~ r rd  WI. i ~ p l ) r o \ i ~ ~ ~ i ~ l ~ '  
sc,awnal ly v a r y i n g  s tuc l rus t i c  all11 a c c t o c ~ o r r c l a l i o ~ ~  I)c.lra\i l)ur ol' t l ~ r  i ~ ~ l ' l o h  
I l y  r r p r e s r n t i n g  il as a srasurral  l a g - o ~ l ( .  R ia rho \  c.l~ailr. i.1,. onc i l l  w l ~ i c , l ~  1111. 
p r o l ) a l ) i l i l y  ~ l i s l r i l ) u t i o r l  \1.1-1or ! lll~l. III 1111. r ~ t l ~  >l.asoll ol' !I.;I~ III ( r l O . 1  ..... h. 
say) i s  r ( d a l ~ * [ l  l o  1111, c o r r c s p o r ~ ( I i ~ ~ g  \ ( , ~ . l v r  ill III~. 11r(,c(~(l i11g s1.aho11 1)) 
Iht: t l i f f ( : r t - t lcc~ c~qr ra l i c~r rs  
w h c r r  QO.Q ,.....Qh arc  t111. h+1 s c a s o ~ ~ - l o - s c ~ a s t ) ~ ~  I r ; i r ~ s i l i o r ~  ~ > r o l ) a l ) i l i l )  
n ~ a t r i c c s .  
, . 111c p r o p c ~ r t i c . ~  ol' suc.h c.11ai11r art, tl(,+~.ril)c,tl. a1111 v\i11111)lc+ :I~I. p r o -  
v i ( I r (1 ol' ( x p l i ( i t 1 j  ~orr11111at(~( l  111atri\ 111o(11,ls \III~I.II I.II~IIIII, 1111. (),. 1 0  
c x p r r s s c ~ d  dirc.c,tly ill I{.~IIIS of { ' low t l i s l r i l )u t io i r  a1111 a u t o c . o r r ~ , l i t ~  i o ~ l s .  (11 
s l ~ o u l ~ l  s l r ~ ~ s s ( * ( l  I l a t  t11t. 111ct11ods 1,11ipIo! IYI (10 r rof  i11\o1\1> 1111, I~OII~~I~I)~ 
o f  a ~ ~ t o r r g r v s s i o ~ ~ . )  TIII. r11ajor p a r t  ol' Ill(, pa111,r i.q II(.\II~I,(I l o  1111. prol11(~111 
o f  o h t a i r r i ~ ~ g  1111. p ro I>a l ) i l i t )  ~ l i s t r i I ) ~ ~ l i o r ~ s  01' ~(,,II~~I,III,I, I~III<>> ill111 l'irst 
passag(* li1nt.s ill c l ~ o i ~ ~ r  ol' Il1i.q Lil111. 13) :I ~(Y. I I~~( , I I IY,  ti1111, is IIII,~III~ ll(, 
w a i t i n g  !i111(, II(.~~(Y%II ~,or r>< , ( ,u t i \~ ,  o ~ ~ ~ ~ t r r r ( ~ r l c ~ ~ s  01' $\I>II t.loi\ \.IIIIIY; ~IIIII )! 
a I'irsl passag? linlcs. t h ( *  w a i l i n g  l i ~ r ~ ( .  III.~\\IVYI Ill(, O(Y.II~I.I.II(.I. ol' ;I $\(.II 
Ilow valuc: j and thc next following occurrence of another flow value i. We 
also considvr rc.rurrenrcs of sets of flow values. and first passage times from 
a givcn such set to  another. Results are obtained both explicitly and in 
tcrms ol' prol~ability generating functions; thereby genrralizing t o  a scasonal 
situation a problrm whose solution is already known in the non-seasonal 
('as('. 
'l'h(9 mc.thods r~scd arc grr~cralizations of t l ~ c  lassical renewal theory. 
on 1111. orlcb Itand, antl. on thc ott1t.r. of a technique known in random walk 
Ll~cwry as thc. a1)xorbing stat(-  neth hod. 
'I'll(. 1)apc.r closes with a brief rwume of stochastic reservoir theory 
which indicates tlic relcvancc t o  this of thr  earlicr part of the paper. In 
particular it is shown that. when thc inflow process { Xt 1 is a seasonal 
Markov chain of thr  kind described. thcn. subject to  reasonable rrstrictions 
on t h ~  managenlent policy, the sequence of pairs { Zt,Xt 1 , wlwre Zt 
dcnotrs  thc reservoir contents at time t .  forms a seasonal lag-one vector 
Markov chain l o  which thc main results of the paper may bc applied to  
obtain recurrcnrr times and first passage times for the reservoir contents. 
1 .  INTRODUCTION 
A r e a l  r e s e r v o i r  is  a  f i n i t e  c o n t a i n e r  f e d  by i n f l o w s  which 
i n  g e n e r a l  form a  n o n - s t a t i o n a r y  c o n t i n u o u s - v a l u e d  m u l t i v a r i a t e  
s t o c h a s t i c  p r o c e s s  i n  c o n t i n u o u s  t i m e ,  s u b j e c t  t o  w i t h d r a w a l s  
which  depend  o n  c u r r e n t  a n d  p a s t  c o n t e n t s  and i n f l o w s  a s  w e l l  a s  
o n  s e a s o n a l l y  f l u c t u a t i n g  demands o f  a  p a r t l y  d e t e r m i n a t e  and  
p a r t l y  s t o c h a s t i c  n a t u r e ,  t h e s e  h a v i n g  i n  g e n e r a l  some c o r r e l a -  
t i o n  w i t h  c u r r e n t  and  p a s t  i n f l o w s .  The r e s e r v o i r  a l s o  l o s e s  
w a t e r  by e v a p o r a t i o n  and s e e p a g e ,  and may b e  s u b j e c t  t o  s i l t i n g  
wh ich  p r o g r e s s i v e l y  r e d u c e s  i t s  c a p a c i t y .  
I n  i t s  p r e s e n t  fo rm,  " s t o c h a s t i c  r e s e r v o i r  t h e o r y " ,  a s  
i n i t i a t e d  by Moran and e x t e n d e d  by L l o y d ,  n e g l e c t s  e v a p o r a t i o n ,  
s e e p a g e  and s i l t i n g ,  and  mode l s  t h e  i n f l o w - o u t f l o w - s t o r a g e  re- 
l a t i o n s h i p  by a  d i s c r e t e - v o l u m e  p r o c e s s  o p e r a t i o n  i n  d i s c r e t e  
t i m e .  S u c c e s s i v e  v a l u e s  o f  t h e  s t o r a g e  v a r i a b l e  a r e  r e l a t e d  t o  
e a c h  o t h e r  by a  d i f f e r e n c e  e q u a t i o n  e x p r e s s i n g  t h e  c o n s e r v a t i o n  
o f  volume,  and  t h e  c o r r e s p o n d i n g  d i s t r i b u t i o n  v e c t o r s  a r e  de-  
t e r m i n e d  i n  t e r m s  o f  t h e  c h a r a c t e r i s t i c s  o f  t h e  i n f l o w  p r o c e s s  
and  t h e  w i t h d r a w a l  p o l i c y ,  t h e  a u t o -  a n d  c r o s s - c o r r e l a t i o n  
s t r u c t u r e  o f  t h e  ( m u l t i v a r i a t e )  i n f l o w  p r o c e s s  b e i n g  r e p r e s e n t e d  
by  a  ( p o s s i b l y  non-homogeneous) m u l t i v a r i a t e  m u l t i l a g  Markov 
c h a i n ,  w i t h  t h e  o b j e c t  o f  d e v e l o p i n g  a  model w i t h  o p t i m a l  "power- 
t o - w e i g h t  r a t i o " ,  t h a t  i s ,  one  w i t h  t h e  b e s t  d e g r e e  o f  r e a l i s m  
t h a t  is  c o n s i s t e n t  w i t h  a  n o t  u n d u l y  c o m p l i c a t e d  t h e o r y .  I t  
a p p e a r s  t h a t  a  r e a s o n a b l e  d e g r e e  o f  rea1 , i sm c a n  i n  f a c t  b e  
a c h i e v e d .  
The p r e s e n t  p a p e r  i s  d e v o t e d  m a i n l y  t o  t h e  t h e o r y  and  p ro -  
p e r t i e s  o f  f i n i t e  u n i v a r i a t e  l ag -1  s e a s o n a l  Markov c h a i n s ,  w i t h  
s p e c i a l  r e f e r e n c e  t o  t h e  d i s t r i b u t i o n  o f  t h e  w a i t i n g  t i m e ,  f rom 
a  g i v e n  c o n f i g u r a t i o n ,  t o  t h e  n e x t  o c c u r r e n c e  o f  a  s p e c i f i e d  
c o n f i g u r a t i o n .  Thus t h e  emphas i s  i s  m a i n l y  on t h e  p r o p e r t i e s  
o f  t h e  i n f l o w  p r o c e s s ;  b u t  we i n d i c a t e  i n  g e n e r a l  terms how 
t h i s  t h e o r y  e x t e n d s  t o  t h e  s t o r a g e  a n d  o u t f l o w  p r o c e s s e s ,  a  de-  
t a i l e d  d i s c u s s i o n  o f  which  w i l l  b e  g i v e n  i n  a  l a t e r  p u b l i c a t i o n .  
2. SEASONAL MARKOV CHAINS 
2 .  1 N o t a t i o n  f o r  M a t r i c e s  a n d  V e c t o r s  
The m a t r i c e s  t h a t  o c c u r  i n  t h e  f o l l o w i n g  a c c o u n t  w i l l  a l l  
b e  s q u a r e ,  a n d  w i l l  b e  d e n o t e d  by c a p i t a l  l e t t e r s  s u c h  a s  A,B,Q, 
R. I t  i s  c o n v e n i e n t  t o  l a b e l  t h e  rows and columns w i t h  t h e  
i n d i c e s  0 , 1 , 2 ,  ..., k  r a t h e r  t h a n  w i t h  t h e  i n d e x  set  1 , 2 ,  ..., k+l  
t h a t  i s  u s u a l l y  employed i n  m a t r i x  a l g e b r a .  T y p i c a l l y  we d e n o t e  
t h e  ( i , j )  e l e m e n t  o f  a  m a t r i x  A  by a .  and  w r i t e  
11 
I t  i s  somet imes  more c o n v e n i e n t  t o  w r i t e  a ( i , j )  i n s t e a d  o f  a i i .  
W e  a l s o  u s e  t h e  c o n v e n t i o n  t h a t ,  f o r  any  m a t r i x  A ,  t h e  
symbol (A) . d e n o t e s  t h e  (i ,  j )  e l e m e n t  o f  A. Thus (AB) i j  d e n o t e s  
1 j 
t h e  ( i , j )  e l e m e n t  o f  t h e  m a t r i x  p r o d u c t  AB. The f u l l y  d i s p l a y e d  
v e r s i o n  o f  a  m a t r i x  A  = ( a . . )  w i t h  k+l rows and k+l  columns ( t h a t  
1 I 
i s  a  " ( k + l )  x ( k + l ) "  m a t r i x )  i s  
A " v e c t o r "  i n  o u r  c o n v e n t i o n  means a  column v e c t o r .  T h i s  
w i l l  t y p i c a l l y  b e  d e n o t e d  by a  s m a l l  l e t t e r ,  f o r  example  
where  t h e  e l e m e n t s  xr may f o r  t y p o g r a p h i c  c o n v e n i e n c e  b e  a l t e r -  
n a t i v e l y  d e n o t e d  by x ( r ) .  T r a n s p o s i t i o n  i s  i n d i c a t e d  by a  p r i m e ,  
so that the row vector obtained by transposing the vector x 
described above is 
equivalently, 
Thus the first column of the matrix A displayed above would be 
written in the form 
(aO0,al0, ... , akO) ' . 
To avoid the awkwardness of having to describe the row vector 
as the (i+l)-th row, we refer to it simply as the i-row; and 
similarly for columns. 
A particular vector which we use frequently is 
Note that 
etc. 
2.2 Nonhomogeneous Markov Chains 
Let each of the random variables Y0,Y1,Y2, ... of the se- 
quence {yt) be capable of assuming the values O,l, ...,p. When 
YT = r we say that the system is in state Er at epoch T. 
Suppose that 
T h i s  makes t h e  s e q u e n c e  {Ytl a  l a g - o n e  ( " l a g - 1 " )  Markov c h a i n .  
D e f i n e  t h e  m a t r i c e s  
o f  o r d e r  ( p + l ) x ( p + l ) .  The t ime-dependence  o f  t h e s e  t r a n s i t i o n  
m a t r i c e s  makes t h e  c h a i n  non-homogeneous. ( I f  t h e  Qt  were  a l l  
e q u a l ,  w i t h  common v a l u e  Q ,  s a y ,  t h e  c h a i n  would b e  c a l l e d  homo- 
g e n e o u s .  ) 
L i t t l e  o f  i n t e r e s t  c a n  b e  s a i d  a b o u t  a  c o m p l e t e l y  g e n e r a l  
nonhomogeneous c h a i n ,  i . e .  o n e  i n  wh ich  t h e  m a t r i c e s  Qt a r e  
u n r e l a t e d  t o  o n e  a n o t h e r .  I n  g e o p h y s i c a l  a p p l i c a t i o n  we en-  
c o u n t e r  a  s p e c i a l  k i n d  o f  nonhomogenei ty  c a l l e d  s e a s o n a l i t y  
wh ich  w e  i n v e s t i g a t e  i n  t h e  s e q u e l .  
I t  w i l l  b e  c o n v e n i e n t  t o  p r e c e d e  t h a t  d i s c u s s i o n  by a  b r i e f  
resume o f  some p r o p e r t i e s  o f  f i n i t e  homogeneous Markov c h a i n s .  
2 . 3  F i r s t  P a s s a g e s  and  R e c u r r e n c e  Theory  
f o r  Homogeneous I!arkov C h a i n s  
L e t  t h e  s e q u e n c e  o f  random v a r i a b l e s  { Y t ) ,  d e f i n e d  o n  
( O , l ,  . . . , p  ) ,  b e  a  homogeneous l ag -1  Markov c h a i n  w i t h  t r a n s i t i o n  
m a t r i x  Q  = ( q i j )  where  
L e t  f ( r )  (i, j )  , r = 1 , 2 , .  . . d e n o t e  t h e  p r o b a b i l i t y  t h a t  a  f i r s t  
p a s s a g e  t o  ti from 6. r e q u i r e s  r jumps, t h a t  i s  
J 
This situation will have come about if 
either the first arrival at ti requires r jumps 
(the probability of which is f (i, j) ) 
or the first arrival at 6. requires s jumps 
-
(for s=l or 2 or ... or r-l), and the 
system then returns to Ei (not necessarily 
for the first time) after a further (r-s) 
jumps (the probability of which is 
(i,j) q (r-s) (1, 1)). 
We thus derive the renewal equation: 
or, more compactly, 
where we define 
and 
The latter quantity is the probability that the system will 
be in state Ei, not necessarily for the first time, after making 
r jumps, starting from 
1 - 
If we take r=1,2, ... the successive versions of (2.1) provide 
a recursive solution for f (r) in terms of f (r-1) £(r-2) , (1 
1 ,... , L  
and the q(S), so that one nay obtain successively 
f i l )  in terms of q (1 
f(2) in terms of and q (2 
(3) 
... 
More e l e g a n t l y  we may d e r i v e  from ( 2 . 1 )  a  r e l a t i o n  between 
t h e  g e n e r a t i n g  f u n c t i o n s  
and 
m m 
K ( i , j ; O )  = 1 q r i r  = 1 + 1 q ( r ) ( i , j ) O r  . 
r = O  r= 1 
W e  have 
whence 
( E q u a t i o n  ( 2 . 1 )  may b e  compared w i t h  t h e  c o r r e s p o n d i n g  e q u a t i o n  f o r  a  
s i m p l e  renewal  p r o c e s s  i n  which e v e n t s  o f  o n l y  one  k i n d  o c c u r ;  
t h e  e q u a t i o n  i n  t h a t  c a s e  is  
i n  an o b v i o u s  n o t a t i o n ,  and e q u a t i o n  (2 .2 )  may b e  compared w i t h  
t h e  c o r r e s p o n d i n g  g e n e r a t i n g  f u n c t i o n  e q u a t i o n  
T h i s  v e r y  n i c e  r e l a t i o n s h i p  i s  n o t  a s  immedia te ly  a v a i l a b l e  
f o r  a p p l i c a t i o n s  a s  it migh t  a p p e a r .  C o n s i d e r  f o r  example t h e  
q u e s t i o n  w h e t h e r  t h e  f i r s t  p a s s a g e  d i s t r i b u t i o n  t o  fi f rom 6. is  
I 
a non-defective probability distribution, i.e. whether 
(whether ~ ( i ,  j;l) = 1). Simply setting 0=1 in (2.2) will not 
do; it must be remembered that the events 
(which correspond to arrivals at not necessarily for the first 
time) are not mutually exclusive, so that the probabilities 
do not form a probability distribution, and so 
whence the value of K(i,j;l) is not obvious. 
To investigate this further, note that 
so that 
- 1 
=l+[QB(I-QO) l i j  , 
provided 101 is sufficiently small. When i=j, this simplifies to 
00 
r r i , ;  = [ 1 Q B l i i  (since QO = I) 
r=O 
Thus ( 2 . 2 )  becomes 
To a t t e m p t  a  d i r e c t  e v a l u a t i o n  o f  F ( i , j ; l )  f rom t h i s  i s  c a t a s t r o -  
p h i c ,  s i n c e ,  when Q  i s  a  s t o c h a s t i c  m a t r i x ,  I -Q i s  s i n g u l a r ,  and 
s o  ( I -Q)- '  d o e s  n o t  e x i s t .  
W e  c a n  su rmoun t  t h i s  d i f f i c u l t y  however  w i t h  t h e  a i d  o f  
t h e  f o l l o w i n g  lemma. 
Lemma Suppose  Q i s  t h e  t r a n s i t i o n  m a t r i x  o f  a  f i n i t e  
Markov c h a i n ,  w i t h  s t a t i o n a r y  d i s t r i b u t i o n  
v e c t o r  x  = ( x O , x l ,  ..., 
X ~ )  
I ,  x  > 0. Then 
P r o o f :  Q h a s  a t  l e a s t  o n e  l a t e n t  r o o t  ( e i g e n v a l u e )  e q u a l  
t o  u n i t y ,  a n d  a l l  o t h e r  r o o t s  a r e  < 1. W i t h o u t  
- 
a n y  r e a l  l o s s  o f  g e n e r a l i t y ,  we assume t h a t  
t h e  r o o t s  a r e  d i s t i n c t .  Denote  them by 
X o  = 1 ,  X 1 , X 2 , " . ,  P (Xi#l when i # O )  . 
L e t  t h e  a s s o c i a t e d  n o r m a l i z e d  l a t e n t  v e c t o r s  ( e i g e n v e c t o r s )  
b e  (u r ,v ; ) ,  r = O , l ,  . . . , p ,  s o  t h a t  
Qur = Xrur, v ~ Q  = X v '  w i t h  v ' u  =6 
r r '  r s rs 
Then 
P  
Q  = 1 Xrurvi 
r = O  
a n d  
P  
whence 
s i n c e  uo = x  and vb = 1 ' .  Thus f i n a l l y ,  
P 
(1-8) ( I - Q ~ I - '  = X I #  + 
whence t h e  r e s u l t  f o l l o w s .  
C o r o l l a r y  ( a )  Under t h e  same c o n d i t i o n s ,  
P n  
( ~ - B ) ~ ( I - Q B ) - ~  = x l '  + urv; , n = l , 2 ,  ... 
and ( b )  f o r  s = +_1,+_2, ..., 
( s i n c e  Qx = x  and Qur = A U ) - 
r r  
I f  we now w r i t e  ( 2 . 3 )  i n  t h e  form 
we may employ t h e  lemma t o  o b t a i n  
"" F ( i , j ; 8 )  = ( Q X ~ ' ) ~ , / ( X ~ ' ) ~ ~  
0+1 
= ( ~ l ~ ) ~ , / ( ~ l ' ) ~ ~  s i n c e  QX = x  
- 
- xi/xi 
= I  , i,] = 0 , 1 , . . - , p  - 
I t  f o l l o w s  t h a t  f  ( r )  ( i ,  j )  , ( r = I ,  2 , .  . . )  is  a  n o n - d e f e c t i v e  
p r o b a b i l i t y  d i s t r i b u t i o n :  t h e  t r a n s i t i o n  e. ----, < i s ,  u l t i m a t e -  
7 
l y  bound t o  o c c u r ,  i . e . ,  i s  a  r e c u r r e n t  e v e n t .  
I t  i s  a l s o  f a i r l y  s i m p l e  t o  o b t a i n  t h e  e x p e c t e d  v a l u e  o f  
F ( i , j , )  when i = j :  t h i s  i s  t h e  mean r e c u r r e n c e  time ~ t F ( i , i ) ]  
o f  t h e  s t a t e  6=. W e  h a v e  
whence,  d i f f e r e n t i a t i n g  w i t h  r e s p e c t  t o  8 ,  
Now 
and  s o  
whence 
by t h e  lemma. Thus 
where  x .  i s  t h e  i - e l e m e n t  o f  t h e  s t a t i o n a r y  d i s t r i b u t i o n  v e c t o r :  
t h e  e x p e c t e d  i n t e r v a l  be tween s u c c e s s i v e  o c c u r r e n c e s  o f  ti e q u a l s  
t h e  r e c i p r o c a l  o f  t h e  p r o b a b i l i t y  o f  b e i n g  i n  s t a t e  ci (compare  
t h e  P o i s s o n  p r o c e s s ) .  
The v a r i a n c e  and h i g h e r  moments o f  F ( i , i )  a r e  less s i m p l e .  
F o r  example  
P 
I n  p a r t i c u l a r  c a s e s  o f  c o u r s e  it m i g h t  b e  p o s s i b l e  t o  e v a l u a t e  
t h i s  e x p l i c i t l y  w i t h o u t  t o o  much d i f f i c u l t y .  
Example Suppose  
where  0 < p < 1 ,  and  where  x  i s  a  p o s i t i v e  
d i s t r i b u t i o n  v e c t o r .  I t  i s  e a s i l y  v e r i f i e d  
t h a t  x is  i n  f a c t  t h e  s t a t i o n a r y  d i s t r i b u t i o n  
v e c t o r  o f  t h e  c h a i n ,  s i n c e  Q:c = x ,  and  it 
w i l l  b e  shown l a t e r  t h a t  p is  t h e  l a g - 1  c o r -  
r e l a t i o n  c o e f f i c i e n t  o f  t h e  c h a i n .  
Then 
and  
s o  t h a t  
whence 
F ( i , j ; l )  = 1 
a s  r e q u i r e d .  
The mean r e c u r r e n c e  t i m e  o f  t h e  s t a t e  6. i s  1 
and t h e  mean p a s s a g e  t i m e s  t o  Fi from & ( i f  j )  i s  j 
a  r e s u l t  which,  f o r  t h i s  c h a i n ,  depends on i b u t  n o t  
on  j .  The v a l u e  o f  F" ( i , i ; l )  i s  
s o  t h a t  
1  l+p 1  
v a r  { F ( i  , I  ' ) I  = - -  -- . 
1-p xi X .  
I n  t h e  c a s e  o f  t h i s  p a r t i c u l a r  example it i s  e a s y  t o  o b t a i n  
t h e  p a s s a g e  t i m e s  d i s t r i b u t i o n s  e x p l i c i t l y .  The g e n e r a t i n g  
f u n c t i ' o n  f o r  F ( i ,  j )  i s  
whence 
a  g e o m e t r i c  d i s t r i b u t i o n .  
S i m i l a r l y  f o r  t h e  r e c u r r e n c e  t i m e  d i s t r i b u t i o n  o f  gi, we have  
a  g e o m e t r i c  d i s t r i b u t i o n  w i t h  m o d i f i e d  f i r s t  t e r m :  
P { F ( i , i ) = l }  = p + ( l - p ) x .  
2  
P { F ( i , i ) = r }  = (1-p)  x .  ( 1 - x . )  { l - ( l - p ) ~ . } ~ - ~  , r = 2 , 3 , . . .  
2 .4  S e a s o n a l  Markov C h a i n s  
A s e a s o n a l  Markov c h a i n ,  w i t h  k+ l  s e a s o n s ,  is a  nonhomogen- 
e o u s  c h a i n  i n  which  t h e  s u c c e s s i v e  t r a n s i t i o n  m a t r i c e s  form a  
p e r i o d i c  s e q u e n c e  o f  p e r i o d  k + l .  
W e  c a l l  t h e  s e a s o n s  t h e  0 - s e a s o n ,  t h e  1 - s e a s o n ,  e t c . ,  and 
d e n o t e  t h e  c o r r e s p o n d i n g  random v a r i a b l e s  i n  t h e  m-th y e a r  by 
r e s p e c t i v e l y .  L e t  ymlr  d e n o t e  t h e  d i s t r i b u t i o n  v e c t o r  o f  Y m , r ,  
r = O l  k .  Assuming t h e  s e a s o n - t o - s e a s o n  dependence  i s  l a g - 1  
Markovian ,  t h e  s e a s o n a l  S t r u c t u r e  i m p l i e s  t h a t  
- 
ym+2, 0  - QoYm+l,k 
e tc .  J 
Such a chain is called a seasonal Markov chain, more specifically 
in our case a (k+l )-seasonal lag-1 Markov chain. 
(The temptation to use the alternative designation "periodic" 
for such a chain must be resisted, since the work "periodic" has 
already passed into the technical language of Markov chains, 
with a completely different meaning. Periodic chains may be 
seasonal but are not necessarily so. A state f. is aperiodic 
I 
if the transition from $. to 6. in one jump has positive pro- 
1 1 
bability, in other words, if 
If on the other hand, the 6.-to-6. transition may only be 
3 3 
made in 2 (and therefore also in 4 , 6 , .  . . )  jumps, the state @. 
I 
is periodic, with period 2. For such a state 
and 
periodicity is perhaps theoretically interesting, but in 
applications it is a nuisance. In our matrices all states will 
be aperiodic. 
Note that, for each j (=0,1,2, ..., k), the imbedded sequence 
'0, jf Yl, ,,, y 2 , j t - - -  of the "season j" variables is a homogeneous 
Markov chain, with transition matrix 
so that 
If P .  is ergodic (i.e., aperiodic and ireducible: a return to 
I 
each state is possible in one transition, and each state can be 
reached from each other state in a finite number of transitions) 
then the vector ymtj converges to a fixed limiting "stationary" 
distribution vector (I) = ly (I) (01, y (J) (I) ,...,y(~) (p)}', de- 
fined by the homogeneous linear algebraic equations represented 
by 
(I) = pj y(j) (j = 0, I,. . . ,pi 
together with the normalization condition 
1 8  = 1 
We then have 
and 
2.5 Correlation in a Seasonal Lag-1 Markov Chain 
In a 2-season year the system (2.5) reduces to the two 
vector equations 
We speak of the two seasons as the 0-season and the I-season 
The (homogeneous) chain of 0-season variables satisfies the 
difference equation 
with stationary distribution vector y (O) = QOQly (O) ; and 
correspondingly for the I-season variables we have 
w i t h  s t a t i o n a r y  d i s t r i b u t i o n  v e c t o r  ( I  ) = Q I Q O y  ( I )  ; and 
w e  have 
W e  r e q u i r e  two lag-I  i n t e r s e a s o n  c o r r e l a t i o n  c o e f f i c i e n t s ,  
name1 y  
c o r r  ( Y m , O I Y m ,  = P o l  
and 
c o r r  (Y,, Ym+ , 0 )  = P 
where 
d e n o t e s  t h e  c o r r e l a t i o n  between a  0-season and t h e  f o l l o w i n g  
1  - season  ( u n d e r  s t a t i o n a r y  c o n d i t i o n s )  and 
t h e  c o r r e l a t i o n  between a  1-season and t h e  f o l l o w i n g  0-season,  
t h e  a ' s  d e n o t i n g  a p p r o p r i a t e  s e a s o n a l  s t a n d a r d  d e v i a t i o n s :  
We may c o n v e n i e n t l y  e x p r e s s  t h e s e  i n  t e r m s  o f  t h e  v e c t o r  
we have 
and 
(Here y ( r )  i s  t h e  d i a g o n a l  m a t r i x  whose i - t h  d i a g o n a l  e l e m e n t  
i s  t h e  i - t h  e l e m e n t  o f  y ( r ) ,  i = O , l ,  ... , p ,  s o  t h a t  
Thus 
and 
F o r  t h e  imbedded homogeneous c h a i n  ..., Y m , 0 , Y m + l , 0 , Y m + 2 , 0 , - . .  
o f  0-season v a r i a b l e s  we have  
where  Po = Q O Q 1 ,  and ,  under  s t a t i o n a r y  c o n d i t i o n s ,  t h e  c o r r e l a t i o n  
c o e f f i c i e n t  po between c o n s e c u t i v e  0 - seasons  i s  
- ,,I (Po-Y ( 0 )  ) ( 0 )  6,,/,,. (I-y ( 0 )  1  l ) y  ( 0 )  6,, . 
s i m i l a r l y  ( 2 . 9 )  
2 . 6  A T r a c t a b l e  F a m i l y  o f  S e a s o n a l  T r a n s i t i o n  M a t r i e  
C o n s i d e r  t h e  m a t r i c e s  
w h e r e  0  c a  < 1  , a n d  u .  i s  a  d i s t r i b u t i o n  v e c t o r ;  j  I 
t h a t  i s ,  u .  > 0  , a n d  l ' u  = 1  . Then t h e  Q .  s a t i s f y  a l l  
I j I 
t h e  r e q u i r e m e n t s  o f  t r a n s i t i o n  m a t r i c e s ,  name ly  
1 ' Q  = 1  , Q j  > 0  ( j  = O , l ,  ..., k )  . 
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T h e s e  m a t r i c e s  h a v e  t h e  f o l l o w i n g  c o n v e n i e n t  p r o p e r t i e s :  
r r r ( i )  Q .  = a . 1  + ( 1 - a . ) u . l '  , r = f l ,  f 2  ,... , ( 2 . 1 1 )  
3 3  3 3 
(ii) = 6 .  I + (1-6  ) V .  1 '  Q j Q k  j k  j k  3k  
w h e r e  0 .  = a  a  , a n d  
3k j k  
(1-0 ) v . k  = ( 1 - a . ) u .  + a. ( 1 - a  ) U  j k  I 3 k k f  ( 2 . 1 2 )  3  I 
(iii) QjQkQa  - B j k f i I  + ( l -B jkR)  j k ~ l '  
w h e r e 0 .  = a . a a  3 k  P k  R ' and 
e t c .  
I f  we t a k e  t h e  Q .  d e f i n e d  i n  ( 2 . 1 0 )  t o  b e  t h e  i n t e r - s e a s o n  
I 
t r a n s i t i o n  m a t r i c e s  i n  ( 2 . 5 )  w e  f i n d  t h a t  t h e  t r a n s i t i o n  m a t r i x  
P .  o f  t h e  imbedded homogeneous " a n n u a l "  c h a i n s  Y 
I  o r j t  Y l r j ,  Y 2 , j 1 . . .  
( j  = O 1 l l . . . l k )  become 
where  
i s  t h e  c o r r e l a t i o n  between s e a s o n  j i n  o n e  y e a r  a n d  s e a s o n  j  i n  
t h e  p r e c e d i n g  y e a r .  We n o t e  t h a t  p .  i s  i n d e p e n d e n t  o f  j ;  a n d  
I  
' 1 )  = ( I - o . ) u + a  ( I - a .  ) u j - l + . . . + a . a .  ... a l  (1-a I U  
I  I  I 1-1 I  1-1 0  0  
+ a . a .  - 1  . . . a  O ( l - a k ) u k +  "' 
+ " j a j - l  "'" O a k a k - l - * *  - - * a j + 2 ( 1 - a j + l  ) U j + l  * 
For  a  2 - season  y e a r  it f o l l o w s  t h a t  
a n d  
where  
~ l - a ~ a ~ ) y ( O )  = ( 1 - a O ) u O  + a O ( l - a l ) u l  
a n d  
( 1 - a 0 a 1 ) y ( ' )  = ( l - a l i u l  + a1  ( 1 - a o ) u o  
so that 
and 
It follows that Po - (l) 1 ' = aOal (I-~") 1 I ) ,  whence, by 
(2.91, the correlation coefficient between consecutive 0-seasons 
is 
and similarly that between consecutive 1-seasons is 
We may therefore write Po and PI in the form 
where (O) and y (l) are the stationary distribution vectors of 
the 0-season and the 1-season, respectively, and p is the cor- 
relation coefficient between corresponding dates in consecutive 
years. (Thus p is the lag-1 "annual" correlation coefficient. 
It is easily shown that the lag-h annual correlation coefficient 
h is P , h = 1,2 ,... . )  
Similarly we may write QO and Q1 in the forms 
Thus, in computing the inter-season correlation coefficients 
(2 .8 )  we have 
~ ~ - ~ ( ~ ) l l  = al (I-y(O) 10) 
so that 
and similarly 
p10 = aOul/uO 
so that 
Finally, then, we may write the season-to-season transition 
matrices directly in terms of the stationary distribution vectors 
y (O) and y (l), the standard deviations uo and ul corresponding to 
these distributions, and the correlation coefficients pol and 
p1 0; thus 
The extension of these results to a k-season year is 
straightforward. 
3. PASSAGE TIMES IN A SEASONAL MARKOV CHAIN 
3.1 The Method of Renewals 
To illustrate the method without introducing excessive 
notational complexities we work with a 2-season year, each year 
containing a "0-season" and a "1-season". The successive var- 
iables in the chain are then 
We shall describe the event "YrtO = j' as the occurrence of the 
state I$. in a 0-season, j=O,l, ...,p ; and similarly for a 1-season. 
I 
We have 
We shall be interested in the first passage times F(i,j;s) 
to gi f rom an occurrence of 6 in an s-season (s=O, 1 ) , for j 
i,=O,l,.,p. This includes as a special case (i=j) the 
recurrence time F(i,i; s) of state ti, starting from an initial 
occurrence of ti in an s-season. 
Thus for example the statement "F(i,j;O)=3" means that, 
starting from (?. in a 0-season, the first passage to Ei required 
I 
3 transitions (or "took 3 units of timev = 3 seasons, at the rate 
of one jump per unit of time), the arrival at 6. occurring, 
naturally, in a 1-season. This is illustrated in the following 
table. 
(Illustrating "F(i, j;O) = 3"). 
Year 
Season 
I Initially 
m+ 2 
0 
m m+ 1 
State 
0 0 
not 
'i 
After 1 jump 
' After 2 jumps 
After 3 jumps 
1 
not 
'i 
1 
6. 
C o n s i d e r  t h e  f i r s t  p a s s a g e  t i m e  F ( i ,  j ; O )  , assuming  t h a t  t h e  
" i n i t i a l "  o c c u r r e n c e  o f  E.  b e l o n g e d  t o  y e a r  m ( t h e  a c t u a l  v a l u e  I 
o f  m d o e s  n o t  m a t t e r ) .  Then 
s a y ,  and 
The p rob lem i s  t o  e v a l u a t e  t h e s e    rob abilities i n  t e r m s  o f  
t h e  s e a s o n a l  m a t r i c e s  Q o  and Q , .  D e f i n e  t h e  random v a r i a b l e s  
T ( i , j ; s )  a s  f o l l o w s :  
T  (i ,  j ;  s )  = n  i f  t h e  c h a i n  i s  i n  s t a t e  ti ( n o t  n e c e s s a r i l y  
f o r  t h e  f i r s t  t i m e )  a f t e r  n  t r a n s i t i o n s  f rom 
an  " i n i t i a l "  o c c u r r e n c e  o f  e. i n  a n  s - s e a s o n ;  I 
s = 0 , l ;  n  = 1 , 2 ,  ... , ( i , j  = 0 , l  , . . . , p ) .  
H e r e  a g a i n  t h e  s e a s o n  c o n t a i n i n g  t h e  t e r m i n a l  s t a t e  gi i s  n o t  
p r e s c r i b e d ;  and t h e  s t a t e m e n t  " ~ ( 1 , j ; s )  = n" i s  c o n s i s t e n t  w i t h  
t h e  s y s t e m ' s  b e i n g  b r o u g h t  t o  6. a t  t h e  n - t h  t r a n s i t i o n ,  r e g a r d -  
less o f  t h e  number o f  p r e v i o u s  :isits t o  ti s i n c e  l e a v i n g  t h e  
i n i t i a l  s t a t e  6 . .  L e t  
I 
We have 
L ikewise  
( 2 n + l )  n  ( i , j ; O )  = [Q, ( Q o Q , )  1 . .  n  = 0 , l  , 2 , .  . . . ( 3 . 5 )  
1 3  ' 
S i m i l a r l y  one f i n d s  
and 
The r e q u i r e d  r e l a t i o n  between t h e  f ' s  and t h e  q ' s  i s  t h e  
renewal  e q u a t i o n .  For  homogeneous Markov c h a i n s  t h i s  e q u a t i o n  
i s  w e l l  known ( s e e  S e c t i o n  2 . 2 ) .  I n  t h e  s e a s o n a l  v e r s i o n ,  
f o r  o u r  2-season y e a r ,  t h e  a p p r o p r i a t e  g e n e r a l i z a t i o n  o f  t h i s  is :  
q r  i 0 )  = i f ( ' )  ( i ,  j ; O ) q  (r-s) ( i , i ; v S )  , ( 3 . 8 )  
s= 1 
where 
( 0  when s i s  even  
'S = [ 1 when s i s  odd 
and ( )  i ,  j ;  = 1  f o r  e a c h  r. 
S i m i l a r l y ,  i f  t h e  i n i t i a l  s t a t e  6. i s  t a k e n  a s  o c c u r r i n g  i n  a  
3 
1  - s e a s o n  we f i n d  
r 
q C r )  (i, j ; I )  = 1 f")  ( i t  j ; ~ ) q ( r - s )  ( i , i ; v  s + l )  . ( 3 . 9 )  
s= 1  
E q u a t i o n  ( 3 . 8 )  s t a t e s  t h a t ,  s t a r t i n g  f rom (6q i n  a  0 - season ,  
-3 
a n  o c c u p a t i o n  o f  f. a f t e r  r t r a n s i t i o n s  must  e i t h e r  b e  t h e  f i r s t  
o c c u p a t i o n  o f  Ei (s=r i n  ( 3 . 8 ) ) ,  o r  else t h e  f i r s t  o c c u p a t i o n  o f  
ei o c c u r r e d  a f t e r  s jumps (and  t h e r e f o r e  i n  a  n s - s e a s o n ) ,  w i t h  
s = l  o r  2  o r  - - .  o r  r-1, and t h a t ,  a f t e r  a  f u r t h e r  r-s t r a n s i t i o n s  
t h e  s y s t e m  must  have  r e t u r n e d  t o  gi, n o t  n e c e s s a r i l y  f o r  t h e  
f i r s t  t i m e ,  h a v i n g  s t a r t e d  t h i s  l o o p  i n  a  r s - season .  E q u a t i o n  
( 3 . 9 )  h a s  a  s i m i l a r  j u s t i f i c a t i o n .  
Deve lop ing  ( 3 . 8 )  we have  
q(2)  (i, j ; ~ )  = ( i , j ; O )  q ' l )  ( i , i ; l )  + f ( 2 )  (it j ; ~ )  
etc .  ( 3 . 1 0 )  
T h i s  t r i a n g u l a r  s y s t e m  i s  a  ready-made a l g o r i t h m  f o r  t h e  
n u v e r i c a l  e v a l u a t i o n  o f  t h e  f  (i, j ; 0 ) ,  n = 1 , 2 , .  . . i n  terms o f  
t h e  known (see ( 3 . 4 ) ,  ( 3 . 5 ) ,  ( 3 . 6 ) ,  and  ( 3 . 7 )  1 v a l u e s  o f  t h e  
q r  i j ;  s : t h e  f i r s t  e q u a t i o n  g i v e s  f ( l ) ,  t h e  second  g i v e s  
f  ( 2 )  i n  terms o f  f  ( l  ) , t h e  t h i r d  g i v e s  f  ( 3 )  i n  t e r m s  o f  f  ( l  ) and 
f ( 2 ) ,  a n d  s o  on .  A c o r r e s p o n d i n g  s y s t e m  e x i s t s  f o r  t h e  f  (i,  j; 1 ) .  
To o b t a i n  a n  a n a l y t i c a l  s o l u t i o n  o f  t h e  e q u a t i o n  ( 3 . 1 0 )  we 
work i n  t e r m s  o f  g e n e r a t i n g  f u n c t i o n s  ( a s  u s u a l  i n  t h e  c a s e  o f  
a n  i n f i n i t e  s y s t e m  o f  e q u a t i o n s ) .  
F o r  s = 0 , 1 ,  l e t  
w i t h  
T h i s  i s  t h e  g e n e r a t i n g  f u n c t i o n  o f  t h e  q ( n )  ( i ,  j ; s ) ,  n = 1 , 2 , .  . . 
I t  i s  c o n v e n i e n t  t o  s p l i t  it i n t o  two p a r t s ,  o n e  c o n t a i n i n g  o n l y  
o d d  powers  o f  0  a n d  t h e  o t h e r  c o n t a i n i n g  o n l y  e v e n  powers  o f  0 .  
We t h e r e f o r e  d e f i n e  t h e  " p a r t i a l  g e n e r a t i n g  f u n c t i o n s "  
m 
2n i , j ; s ; )  = 1 q ( 2 n )  ( i , j ; s ) o  , ( even  powers)  , 
n=O 
m ( 2 n + l )  2n+l K l ( i , j ; s ; O )  = 1 q ( i , j ; s ) 0  , (odd p o w e r s ) .  
n=O 
Then 
L i k e w i s e ,  f o r  s = 0 , 1 ,  d e f i n e  t h e  g e n e r a t i n g  f u n c t i o n  o f  t h e  
f i r s t  p a s s a g e  p r o b a b i l i t i e s  a s  
= Fo (i ,  j ; s ; 0 )  + F l  (i ,  j ; s ; 0 )  
where  Fo c o n t a i n s  t h e  e v e n  powers  and F1 t h e  odd powers .  
Now multiply the equations (3.10) by 8, €i2, e3,. . . ,respectively. 
Adding the first, the third, the fifth, ..., we find 
K~ (i, j;O;e) = ef (i, ,;o)Ko(i,i;l;e) 
+ e2f '2' (i, j;O)Kl (i,i;O;e) I I 
+ e3f(" (i, j ; ~ ) ~ ~ ( i , i ; l  1 
= ~ ~ ( i i ; ; )  f ( i , ;  + f 3  i , ;  + . . . I  
so that 
Similarly 
Ko(i,j;O;e)-1 = K 0 (i,i;0;8)FO(irj;O;O) + K l  (i,i;1;8)Fl (i,j;0;8) . 
Thus the required partial generating functions are given by the 
following: 
Analogous results hold for F (i,j;1;8) and Fl (i,j;l;B). This 0 
formal solution can be made a little more explicit by expressing 
the K,(i,j;r;€i) in terms of the season-to-season transition 
matrices QO and Q1. We have 
When i=j this simplifies to 
Likewise 
The corresponding expressions for Ko(i,j;l;O) and 
Kl (irj;l;O) are 
(Subsequent computations may on occasion be simplified by 
noting that 
[We may v e r i f y  t h a t  t h e  o r d i n a r y  non-seasonal  
(homogeneous Markov c h a i n )  renewal  e q u a t i o n  i s  a  
s p e c i a l  c a s e  o f  t h e  above,  w i t h  Qo = Q1 (=Q) , and 
F s ( i ,  j ;O;0)  = F s ( i ,  j ;  l ; 0 )  ( = F s ( i ,  j ; e )  s a y )  f o r  
s = 0 , l .  I n  t h e  l a t t e r  c a s e  (3 .12)  r e d u c e s  t o  
whence, add ing ,  w e  o b t a i n  t h e  g e n e r a t i n g  f u n c t i o n  
F ( i , j ; 0 )  o f  t h e  f i r s t  p a s s a g e  t i m e  d i s t r i b u t i o n  
t o  ei from I$. i n  t h e  homogeneous c h a i n  a s  
I  
- [ ( I - Q ~ ) - ' ]  . - I  
r ( c f  . S e c t i o n  2.2) . 
3.2 F i r s t  Passage  Times F ( i ,  j ;s) , w i t h  i # j  : 
t h e  Method of  Absorbing S t a t e s  
W h i l s t  t h e  method d e s c r i b e d  i n  S e c t i o n  3.1 a p p l i e s  whether  
o r  n o t  i = j ,  t h e r e  i s  an  a l t e r n a t i v e  method t h a t  i s  sometimes 
s i m p l e r  f o r  t h e  c a s e s  i # j .  T h i s  makes u s e  o f  t h e  " a b s o r b i n g  
s t a t e "  t e c h n i q u e  t h a t  is w e l l  known i n  t h e  t h e o r y  o f  random walks .  
By r e l a b e l l i n g  t h e  s t a t e s ,  i f  n e c e s s a r y ,  w e  can  e n s u r e  t h a t  
t h e  s t a t e  t o  which t h e  f i r s t  p a s s a g e  t i m e  i s  r e q u i r e d  i s  t h e  
s t a t e  $. W e  c o n s i d e r ,  t h e n  F  ( 0 ,  j ; 0)  , t h a t  i s  t h e  f i r s t  p a s s a g e  
t i m e  t o  for s t a r t i n g  from e. i n  a  0-season (j#O) . W e  p r o v i d e  
I - 
o u r  s e a s o n a l  c h a i n  {Y . )  w i t h  a  companion c h a i n  iym . I r  which 
m t  I 11 
- - 
has seasonal transition matrices Qo and Q1 where the original 
- - 
chain has Qo and Q1. Qo and Q1 differ from Qo and Q, in one 
- - 
column only, in each case: Qo and Q1 each has as its first 
column the vector eo = (1,0,O L...,O)'; in all other respects 
- 
Q is identical with Qo, and Q1 with Q1. 0 - 
This means that, in the Y-chain, Eo is an absorbing state: 
- 
once the Y-chain has moved into this state it stays there. For 
our purposes it is more appropriate to rephrase this as follows: 
if after a certain number of transitions the Y-chain is in state 
%, then all further transitions are from go to to. Thus, if 
- 
the Y-chain is observed to be in state after n transitions 
from the initial 0-season occurrence of 4 ,  it follows that the 
- 
first arrival of Y at go must have occurred after n or fewer 
transitions, so that 
- - 
where F and T denote, respectively, the relevant first passage 
- 
time and the not-necessarily-first arrival time in the Y-chain. 
However, since all transition probabilities other than those 
- 
out of go have the same value for the Y-chain and the Y-chain, 
-- - 
it follows that F(0,j;O) and F(0, j;)O have the same distribution. 
Let 
Then 
and 
as in (3.4) and (3.5). 
We have t h u s  o b t a i n e d  t h e  cumula t ive  d i s t r i b u t i o n  o f  t h e  
f i r s t  p a s s a g e  t i m e  i n  t h e  o r i g i n a l  c h a i n  a s  
where t h e  q ( r )  a r e  d e f i n e d  i n  ( 3 . 1 3 a )  ; and t h e  c o r r e s p o n d i n g  
p o i n t  d i s t r i b u t i o n  is  
Thus 
and s i m i l a r l y  
From (3.15)  and (3 .16)  w e  may o b t a i n  t h e  g e n e r a t i n g  f u n c t i o n  
E q u a t i o n s  (3 .15)  and (3 .16)  a r e  c o n v e n i e n t  fo rmulae  f o r  
c o m p u t a t i o n a l  p u r p o s e s .  They can  however b e  w r i t t e n  i n  terms of  
c o m p u t a t i o n a l l y  more a t t r a c t i v e  powers o f  m a t r i c e s  o f  lower  o r d e r  
- 
t h a n  t h e  Qs. P a r t i t i o n  t h e  Qs a s  f o l l o w s :  
where (1,~:) denotes the first row of Q,. Then 
say, where 
and 
where bi is a row vector whose explicit form is irrelevant. In 
terms of these submatrices it will be found that (3.15) and (3.16) 
reduce as follows: 
n- 1 f'2n) (0, j ;0) = (j-1) -element of the row vector abBIB I 
and 
f(2n+1) (0,j;O) = (j-1)-element of the row vector a;B n 
n 
= aiB ej-l , j = 112,...,p . 
These  f o r m u l a e  i n v o l v e  p r o d u c t s  a n d  powers  o f  m a t r i c e s  o f  o r d e r  
(pxp)  , w h e r e a s  t h e  m a t r i c e s  i n  (3 .15)  a n d  ( 3 . 1 6 )  a r e  o f  o r d e r  
( p + l )  x ( p + l )  . 
The above v e r s i o n  o f  t h e  f i r s t  p a s s a g e  t i m e  d i s t r i b u t i o n  
a l s o  l e n d s  i t s e l f  t o  t h e  e v a l u a t i o n  o f  moments: f o r  example  
t h e  e x p e c t e d  v a l u e  o f  F ( 0 , j ; O )  is 
I n  a s i m i l a r  way we may o b t a i n  h i g h e r  moments. 
The g e n e r a t i n g  f u n c t i o n  o f  F ( 0 , j ; O )  i s  
W e  have  d e a l t  w i t h  f i r s t  p a s s a g e s  f rom a n  o c c u r r e n c e  o f  $ j 
i n  a 0 - season .  Analogous  r e s u l t s  h o l d  when t h e  i n i t i a l  o c c u r r e n c e  
i s  i n  a 1-season.  
3.3 F i r s t  E n t r y  Time i n t o  a S e t  o f  S t a t e s ,  S t a r t i n g  f rom a 
S p e c i f i e d  S t a t e  i n  a S p e c i f i e d  S e a s o n  
L e t  F (c, j; s) , d e n o t e  t h e  f i r s t  e n t r y  t i m e  t o  t h e  s e t  o f  
s t a t e s ,  s t a r t i n g  from a n  o c c u r r e n c e  o f  $ i n  a n  s - s e a s o n ,  where  j 
t h e  set & d o e s  n o t  c o n t a i n  t h e  s t a r t i n g  s t a t e  e. and  l e t  3 ' 
Then, i f  t h e  se t  6 c o n s i s t s  o f  t h e  s t a t e s  k ? i ( l ) ,  E i ( ~ )  , . .- ,  
d , we h a v e  
w h e r e  t h e  t e r m s  u n d e r  t h e  summation s i g n  a r e  t h e  f i r s t  p a s s a g e s  
p r o b a b i l i t i e s  d i s c u s s e d  i n  S e c t i o n  3 . 2 .  
Some r e d u c t i o n  i n  t h e  o r d e r  o f  t h e  m a t r i c e s  i n v o l v e d  may 
b e  o b t a i n e d  by a n  e x t e n s i o n  o f  t h e  p a r t i t i o n i n g  method u s e d  i n  
t h e  p r e v i o u s  s e c t i o n .  Suppose ,  f o r  example  t h a t  6 c o n s i s t s  o f  
t h e  s t a t e s  to a n d  dl ( a f t e r  a  r e l a b e l l i n g  o f  s t a t e s  i f  n e c e s s a r y ) ,  
i n  a  s e a s o n a l  c h a i n  wh ich  h a s  two s e a s o n s  i n  t h e  " y e a r " .  W e  
s h a l l  t a k e  t h e  s t a r t i n g  s e a s o n  t o  h a v e  b e e n  a  0 - season .  W e  now 
- 
p r o v i d e  o u r  c h a i n  Y w i t h  a  companion c h a i n  Y m t j  h a v i n g  
- m ~ j  
s e a s o n a l  m a t r i c e s  QO,Q1 i n  e a c h  o f  wh ich  t h e  f i r s t  two columns 
c o i n c i d e  w i t h  t h e  f i r s t  two columns o f  t h e  u n i t  m a t r i x  ( t h e r e b y  
making e0 a n d  a b s o r b i n g  s t a t e s  i n  t h e  Y - c h a i n ) .  I n  a l l  o t h e r  
- - 
r e s p e c t s  Qo c o i n c i d e s  w i t h  Qo ,  a n d  Q1 w i t h  Q 1 .  
By a n  o b v i o u s  e x t e n s i o n  o f  t h e  methods  u s e d  i n  d e r i v i n g  
( 3 . 1 5 )  a n d  ( 3 . 1 6 )  we f i n d  
w h e r e  t h e  q ( r )  f u n c t i o n s  a r e  d e f i n e d  i n  t e r m s  o f  t h e  m a t r i c e s  
Go a n d  Q1 i n  e x a c t l y  t h e  same way a s  t h e  q ( r )  a r e  d e f i n e d  i n  
t e r m s  o f  QO and  Q1 ,  i n  ( 3 . 1 3 ) .  
I f  f o l l o w s  t h a t  
f ( 2 n )  ( 6 , j ; O )  = t h e  sum o f  t h e  ( 0 , j )  a n d  t h e  ( 1 , j )  
- - - - -  
e l e m e n t s  o f  ( Q ~ Q ~ ) ~  - Q1 (QOQl)  n- l  ( 3 . 2 2 )  
a s  i n  ( 3 . 1 5 ) ,  w i t h  r e s u l t s  f o r  f  (2n+ ' )  (t, j ; 0 )  s i m i l a r l y  r e l a t e d  
t o  ( 3 . 1 6 ) .  
The o r d e r - r e d u c t i o n  p r o c e s s  i s  now p u t  i n t o  e f f e c t .  
Partition Qo and Q1 as 
where A is a 2-rowed matrix. Then (3.22) reduces to 
S 
f 2  ; 0  = 1 'AoB1~n-1ej-2 
and 
where 
and 
e. = (0,O ,..., 0,1,0 ,... 0)' . 
1-2 
j - 3 
(The first of these expressions, for example, is the sum of the 
n- 1 
elements in the ( j-2) -column of the matrix AOBIB . ) 
The results in (3.23) are expressed in terms of powers and 
products of matrices of order (p-l)x(p-1). Similar techniques 
applied to first entry times into a set of h states would be 
expressed in terms of matrices of order (P+1-h) x (p+l-h) . 
First-entry times into a set of states are important in 
reservoir applications. 
3.4 First-Entry Times into a ~ e t d  of States, Starting 
from a Set 9 of States, Where a'n* = 0. 
In a simple (non-seasonal, lag-1) Markov chain Ixt) defined 
on (0, 1 , . . . , h) , with 
t h e  g e n e r a l i z a t i o n  o f  (3 .21 ) t o  P (Xt+lc_pgl Xt  = S )  , where &' i s  a  
s p e c i f i e d  s e t  o f  s t a t e s  n o t  c o n t a i n i n g  &s' is  s i m p l y  
a  s i m p l i f i e d  v e r s i o n  o f  t h e  c o r r e s p o n d i n g  c o n c e p t  f o r  a  s e a s o n a l  
c h a i n ,  a s  used  i n  S e c t i o n  3.3. 
The c o r r e s p o n d i n g  g e n e r a l i z a t i o n  a t  " t h e  o t h e r  e n d " ,  namely 
t o  P ( X t + l = r / ~ t € ~ ~ ) ,  where 95' is a  g i v e n  set  o f  s t a t e s ,  is o f  
q u i t e  a d i f f e r e n t  n a t u r e .  I f ,  f o r  example ,  53 c o n s i s t s  o f  to 
and  $, we have  
where 
I n  g e n e r a l ,  t h e n  
where 
bt = 1 x t ( s )  . 
sw 
T h i s  p r o b a b i l i t y  i s  t h e r e f o r e  t ime-dependen t ;  b u t ,  p r o v i d e d  t h e  
p r o c e s s  i s  e r g o d i c ,  c o n v e r g e s  t o  a  c o n s t a n t  w i t h  i n c r e a s i n g  t ,  
s i n c e  t h e n  t h e  x t ( s )  converge  t o  t h e i r  s t a t i o n a r y  v a l u e s .  
3 . 5  "Recur rence"  Times of a  S e t  o f  S t a t e s  
I n  S e c t i o n  3.4 w e  d e a l t  w i t h  t h e  f i r s t  e n t r y  t i m e s  t o  a  set  
d o £  s t a t e s  f rom a  set  9 o f  s t a t e s ,  t h e  s e t s d  a n d B  h a v i n g  no 
s t a t e s  i n  common. The f i r s t  e n t r y  t i m e  t o  t h e  s e t &  f rom t h e  
same s e t  a ' - - i .e . ,  the  f i r s t  a r r i v a l  time a t  an unspecified one 
-
of t h e  s t a t e s  o f d ,  s t a r t i n g  from an unspecified one of the  
s t a t e s  of &'--may be ca l l ed  the  recurrence time of t h e  s e t  . 
These recurrence times a r e  r a the r  messy t o  evaluate .  For 
example, l e t  t h e  s e t  .d cons i s t  of the  3 s t a t e s  %, <, E2. The 
p robab i l i ty  of f i r s t  passage t o  d, from an occurrence of 6 i n  
the  season s,  a t  the  n-th t r a n s i t i o n  i s  
The f i r s t  of these  th ree  terms is  a  t r u e  recurrence time probabil-  
i t y ,  t o  be evaluated by the  methods of Section 3.1; the  o the r  
terms a r e  t r u e  f i r s t  passage times in  the  sense of Section 3.2. 
This gives the f i r s t  en t ry  time i n t o  4 from a  spec i f i ed  
s t a t e  c0 of d. Similar ly  f o r  a l  and n 2 .  
For what we have c a l l e d  the  recurrence time p robab i l i ty  of  
the s e t  a', we must take the  weighted average of a o ,  a l ,  and a 2 ,  
the  weights being the  r a t i o  of the  absolute  p r o b a b i l i t i e s  of 
to, El, and E2, respect ively ,  t o  the  sum of these  p r o b a b i l i t i e s ,  
a s  i n  Section 3.4. The r e s u l t i n g  t r a n s i t i o n  p robab i l i ty  i s  i n  
general  time-dependent, but a s  i n  Section 3.4, w i l l  converge t o  
f ixed  value as  t + w.  
4 .  STOCHASTIC RESERVOIR THEORY 
4 . 1  The General Background 
We work with d i s c r e t e  time, and take  t h e  g r i d  spacing A t  of 
t h e  d i s c r e t e  time s c a l e  a s  our u n i t  of time; and with d i s c r e t e  
volumes, taking the quantum Av of the  d i s c r e t e  volume s c a l e  as  
our un i t  of volume. In  these  u n i t s ,  we consider a  f i n i t e  r e se r -  
v o i r  of capaci ty  c.  In the  following diagram 
& %. time 
t ~-~-~t+l 
Zt and Zt+l represent the volume of water in the reservoir at 
times t, t+l, respectively, Xt the inflow available during 
(t,t+l), and Wt the desired withdrawal during that interval, 
where Xt may be a vector, if the inflow process is multivariate, 
and where Wt is a specified function of Zt, Zt-l,..., Zt-k' and 
Xtt Xt-l,..., Xt-m (for given values of k and m), and of various 
environmental factors. (This function is the so-called "release 
policy".) Subject to suitable assumptions concerning the se- 
quencing of X and Wt we have the following "continuity equation" t 
expressing the conservation of water quantity: 
Zt+l = min (Z +X -W ,c) - min(Zt+Xt-Wt,O) , t t t  
- at+,(Z X W ) ,  say, t = 0,1, ... . 
t' t' t (11.1) 
The reservoir might be unable to accommodate the whole of the 
available inflow Xt, in which case the unacceptable part, or 
spillage, in (t,t+l) is 
St = max (Z +X -W -c,O) . t t t  (4.2) 
Likewise the reservoir might not contain enough water to satisfy 
the whole of the withdrawal demand Wt, in which case the actual 
amount supplied in (t,t+l) is the yield 
Lt = min (Z +X W ) . t t' t (4.3) 
Once the structure of the inflow process and of the release 
policy are given, (4.1) becomes a difference equation for {Zt), 
from which one may derive equations for the distribution of Zt, 
generally in terms of multivariate distribution vectors involving 
the joint distribution of Zt, Xt and a set of earlier values of 
Z and of X. 
4.2 R e s e r v o i r s  w i t h  V n i v a r i a t e  Seasona l  Lag-1 Markovian 
I n f l o w s  and Simple Seasona l  Re lease  P o l i c i e s  
The p r i n c i p a l  r e s u l t  o f  t h i s  s e c t i o n  i s  t o  show t h a t  i n  
r e s e r v o i r s  o f  t h i s  k i n d  t h e  sequence  o f  p a i r s  ( Z t , X t )  o f  
s t o r a g e  and i n f l o w  can be r e p r e s e n t e d  i n  t e r m s  o f  a  u n i v a r i a t e  
l ag-1  s e a s o n a l  Markov c h a i n ,  s o  t h a t  t h e  r e s u l t s  of  S e c t i o n  3 
a p p l y  t o  t h e  passage  t i m e s  o f  t h i s  r e s e r v o i r .  
Suppose t h e  y e a r  d i v i d e d  i n t o  ( k + l )  working i n t e r v a l s  (o f  
s i z e  A t  = 1 i n  o u r  u n i t s )  c a l l e d  " s e a s o n s " .  The in f low p r o c e s s  
{Xt} i s  assumed t o  b e  a  s e a s o n a l  lag-1 Markov c h a i n  w i t h  a  f i n i t e  
set o f  s t a t e s  c o r r e s p o n d i n g  t o  Xt = j ,  j  = 0 , 1 ,  -..., n.  As i n  
S e c t i o n  2 it i s  c o n v e n i e n t  t o  p r o v i d e  an a l t e r n a t i v e  n o t a t i o n ,  
i n  which 
W e  t h e n  r e g a r d  m a s  t h e  i n d i c a t o r  o f  t h e  y e a r  and j  t h a t  o f  t h e  
s e a s o n  cor responding  t o  t h e  epoch t. I n  t h i s  n o t a t i o n ,  l e t  
D o ,  D l , . . . ,  Dk d e n o t e  t h e  t r a n s i t i o n  m a t r i c e s  o f  t h e  s e a s o n a l  
i n f l o w s ,  s o  t h a t  f o r  each  v a l u e  o f  m,  
w i t h  
where x  is  t h e  d i s t r i b u t i o n  v e c t o r  o f  t h e  random v a r i a b l e  
m, j  
'm, j 1  ( c f .  ( 2 . 5 ) ) .  
The ( r , ~ )  e lement  o f  a  t r a n s i t i o n  m a t r i x  D w i l l  b e  denoted  j  
by d j  ( r , s ) .  
The withdrawal policy Wt is assumed to be a simple one in 
the sense that Wt depends only Zt and Xt only, the dependence 
being possibly one that varies from season to season. We express 
this in the form 
the subscript j representing the season corresponding to the 
epoch t. The continuity equation (4.3) then reduces to the form 
It follows that the sequence of pairs ... (Zt,Xt), (Zt+llXt+l) , ... 
form a bivariate seasonal Markov chain, in the sense that 
P C  ( Z ~ + ~ = U , X ~ + ~ = V )  I (Z =r,X =s) , (Zt-l=r' ,Xt-l=sI ) I ( ~ ~ - ~ = r "  , X ~ - ~ = S "  t t  I . . . )  
To see this, insert (4.5) in the former of these expressions. 
It becomes 
since Xt+l, being by hypothesis a lag-1 Markov chain, is affected 
by Xt but not by any of the other conditioning variables. This 
expression reduces to 
where the &-function takes the value zero when a. (r,s) # u, and 
I 
unity otherwise. 
F o r  fo rmal  purposes  however it i s  more c o n v e n i e n t  t o  re- 
p l a c e  t h e  p a i r  of  v a r i a b l e s  X t ,  Z t  by a  s i n g l e  v a r i a b l e  Y t  which 
" c a r r i e s "  t h e  two v a r i a b l e s  Xt and Z t .  W e  d e f i n e  
where n  i s  t h e  l a r g e s t  p e r m i s s i b l e  v a l u e  o f  Xt. Cons ider  t h e  
e q u a t i o n  
Not o n l y  i s  y  un ique ly  de te rmined  by y Z  and yX,  b u t  t h e  c o n v e r s e  
i s  a l s o  t r u e .  F o r  any g i v e n  i n t e g e r  y ,  0 ( y  _< ( n + l )  ( c + l ) - 1 ,  yZ  
i s  t h e  i n t e g r a l  p a r t  [ y / ( n + l ) ]  o f  y / ( n + l ) ,  t h a t  i s  y Z  i s  t h e  
un ique  i n t e g e r  such  t h a t  
and 
yX = Y - ( n + l )  yz  . 
I t  f o l l o w s  t h a t  
Y t  = y  i f  and o n l y  i f  Z t  = yZ and Xt = yX , 
where y ,  y Z ,  and yX a r e  r e l a t e d  a s  i n  ( 4 . 1 0 ) .  I t  t h e n  f o l l o w s  
from (4 .7 )  t h a t  Yt i s  a  s e a s o n a l  lag-one u n i v a r i a t e  Markov 
c h a i n ,  w i t h  t r a n s i t i o n  p r o b a b i l i t i e s  
(where u ,  uZ ,  uX and a l s o  v ,  v Z ,  vX a r e  r e l a t e d  a s  i n  ( 4 . 1 0 ) )  
H e r e  " j "  i s  t h e  s e a s o n  l a b e l  of epoch t ,  t h a t  i s  j = t - [ t /  ( k + l )  1 .  
T h i s  e s t a b l i s h e s  t h e  r e s u l t  announced i n  t h e  open ing  para -  
g r a p h  o f  t h i s  s e c t i o n .  
W e  c o n c l u d e  w i t h  a  s i m p l e  example o f  t h e  m a t r i x  ( 4 . 1 1 ) .  
Example 4.11 
Suppose w e  have a  2-season y e a r ,  t h e n  t h e  sequence  Yt 
becomes 
t h e  c o r e s p o n d i n g  d i s t r i b u t i o n  v e c t o r s  ym b e i n g  r e l a t e d  t o  e a c h  
, j 
o t h e r  t h u s :  
Suppose t h e  i n f l o w s  a r e  3-valued:  Xt = 0 , 1 , 2 ;  w i t h  t r a n s i t i o n  
m a t r i c e s  Do,  D l ,  s o  t h a t  t h e  i n f l o w  d i s t r i b u t i o n  v e c t o r  xt  o f  
X t  i s  r e l a t e d  t o  x ~ + ~  t h u s :  
where 
I t  i s  c o n v e n i e n t  t o  p a r t i t i o n  D ,  i n t o  i t s  columns: 
' d  : d )  D j  = ( j d o  : j 1 j 2 
a n d  t o  d e f i n e  a u x i l i a r y  m a t r i c e s  
Suppose ,  f o r  example ,  t h e  w i t h d r a w a l  p o l i c y  i s  
Then,  i n  p a r t i t i o n e d  fo rm,  t h e  t r a n s i t i o n  m a t r i c e s  Qo and  Q1 o f  
t h e  {Y 1 p r o c e s s  a r e  g i v e n  by t 
The ordering of the Z and X states and the detailed layout 
is exemplified in the following display of Q .  in the case c = 2, 
I 
Here we have written drs instead of jdrsl for clarity; blanks 
represent zero entries. 
Equation (4.12) is a 2-season version of (2.5). The notation 
and concepts are then those of the univariate seasonal lag-one 
Markov chain of Section 2, and the passage time analysis of 
Section 3 applies directly. 
In particular, the first passage time to storage level Z=r 
from a storage level Z=s (sfr) is the first entry time to the 
entry set (Z=r,X=O), (Z=r, X=1) ,..., (Z=r, X=n) from the set 
(Z=s, X=O) , . . . , (Z=s, X=n) as explained in Section 3.4. 
4 . 3  R e s e r v o i r s  w i t h  More G e n e r a l  I n f l o w  and R e l e a s e  P o l i c i e s  
I n f l o w  p r o c e s s e s  o f  t h e  t y p e  we have  d i s c u s s e d  c a n  b e  gen- 
e r a l i z e d  i n  two ways: t h e y  c a n  b e  m u l t i l a g ,  i n s t e a d  o f  l a g - 1 ;  
a n d  t h e y  c a n  b e  m u l t i v a r i a t e ,  i n s t e a d  o f  u n i v a r i a t e .  
L i k e w i s e  t h e  r e l e a s e  p o l i c i e s  can  b e  g e n e r a l i z e d ,  by a l l o w -  
i n g  W t  t o  depend n o t  o n l y  o n  Z t  a n d  Xt  b u t  a l s o  o n  Z t - l ,  Z t - 2 , . . . ,  
Z t - k '  and  o n  X t - l ,  X t - 2 r . . . r X t - p r  f o r  a r b i t r a r y  v a l u e s  o f  t h e  
i n t e g e r s  k  and p. 
A l l  t h e s e  k i n d s  o f  g e n e r a l i z a t i o n s  f i t  i n  w i t h  t h e  methods  
p r e s e n t e d  i n  e a r l i e r  s e c t i o n s ,  a l l  b e i n g  f o r m a l l y  e q u i v a l e n t  t o  
a  s u i t a b l y  d e f i n e d  u n i v a r i a t e  l a g - 1  Markov c h a i n  {Y ). t 
As a n  example ,  c o n s i d e r  t h e  f o l l o w i n g :  t h e  i n f l o w  i s  a  
u n i v a r i a t e  s e a s o n a l  l ag -1  Markov c h a i n  ( a s  i n  s e c t i o n  4 . 2 )  and  
t h e  w i t h d r a w a l  p o l i c y  Wt depends  on Z t ,  Zt - l ,  Xt and X t - l :  
where  t h e  s u f f i x  j r e p r e s e n t s  t h e  s e a s o n  c o r r e s p o n d i n g  t o  t. The 
c o n t i n u i t y  e q u a t i o n  c o r e s p o n d i n g  t o  ( 4 . 5 )  i s  now 
It i s  e a s y  t o  see t h a t  t h e  s e q u e n c e  o f  q u a d r u p l e s  { (Z t ,Z t - l ,X  X ) I  t ' t - 1  
fo rms  a  q u a d r i v a r i a t e  s e a s o n a l  l a g - 1  Markov c h a i n ,  which c a n  b e  
r e p r e s e n t e d  a s  a  u n i v a r i a t e  c h a i n  {y t}  by t h e  o b v i o u s  e x t e n s i o n  
o f  ( 4 . 9 )  , namely 
When t h e  i n f l o w  i s  a  b i v a r i a t e  l a g - 1  Markov c h a i n ,  it c a n  b e  
r e p r e s e n t e d  a s  a  ( s u i t a b l y  l a b e l l e d )  u n i v a r i a t e  l a g - 1  c h a i n  by 
t h e  methods  u s e d  f o r  t h e  p a i r  ( Z  x ) i n  ( 4 . 9 )  and  t h i s  c a n  t h e n  
t' t 
b e  p r o c e e d e d  w i t h  by t h e  methods  e x p l a i n e d .  
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