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Abstract—During the last decade, there has been increasing
interest in new control frameworks to move robots from their
industrial cages to unstructured environments where they may
coexist with humans. Despite significant improvement in some
specific applications (e.g. medical robotics), there is still the
need of a general control framework to improve the robots’
dynamics interaction performance without limiting system safety.
The passive control framework has shown promising results in
this direction; however, it relies on virtual energy tanks that can
guarantee passivity as long as they do not run out of energy.
In this paper, a fractal attractor is proposed to implement a
variable impedance controller that is able to retain passivity
without relying on the energy tank framework. The results prove
that the proposed method can accurately track trajectories and
apply forces at the end-effector. Furthermore, it can automatically
deal with the extra energy introduced by changes in interaction
conditions, null-space controller and environment. Therefore,
These properties make the controller ideal for applications where
the dynamic interaction at the end-effector is difficult to be
characterized in advance, such as human-robot interaction and
unknown dynamics.
Index Terms—Variable impedance control, passivity control
and human-robot interaction
I. INTRODUCTION
Robots have widespread use in manufacturing where they
operate in highly structured environments with minimal and
heavily controlled human-robot interaction. They have also
been introduced to other industries (e.g. health care), which
require complex interactive behaviour that cannot be fully
characterized a priori. Thus, they are particularly challenging
for conventional controllers. The impedance controller [1],
[2] is a widespread technique enabling robots to interact
with uncertain environments. This control technique relies
on inverse dynamics modelling to drive the robot to act
with a desired mechanical impedance such as a linear Mass-
Spring-Damper system. Nevertheless, the stability of such
systems highly depends on pre-tuned controller gains, which
are difficult to obtain for more dynamical intensive tasks (e.g.
polishing, locomotion, etc.). This is more evident in unstruc-
tured environments that require adaptive trajectories and/or
variable impedance gains [3], or with tasks with uncertain end-
effector contact against other agents or the environment (e.g.
polishing, physical human robot collaboration, etc.) [3], [4],
[5]. These tasks pose various challenges to robots’ controllers
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Figure 1: Experimental Robotic Platforms
that currently require an accurate model of contact conditions
for ensuring system stability, which is extremely difficult to
track. This contrasts with the human mastery to deal with these
scenarios without any significant effort.
To address these issues variable impedance controllers have
been widely explored. Ensuring stability with time-variant
gains is non-trivial [3], [4], [6], [7]. This is due to the fact
that the stability of the system depends not only on the
gain profile selected, but also on the manner they are to be
updated. This entire process is further complicated by the
intrinsic unpredictability of unstructured environments. Park
et al proposes an impedance control with variable stiffness
in [8]; however they do so without addressing the stability to
unknown external perturbations. Iterative and adaptive control
methods have also been proposed to compensate the external
perturbations by guaranteeing interaction stability [5], [9].
These methods rely on learning task specific stiffness profiles
during execution and do not allow the user any tuning authority
on these profiles. Another option to obtain human-like motion
on robots relies on force/torque feedback from the end-effector,
requiring a force/torque sensor that is not always viable and
is extremely susceptible to vibrations [10]–[15].
Lately, approaches based on virtual energy tanks have
been proposed [16]–[18]. Their passivity framework has been
introduced as an attempt to solve the stability problem by
guaranteeing that the robot behaves as a passive system. This
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2implies that the energy produced by the controller should be
equal to or less than the injected energy due to an external
perturbation or a change in the desired behaviour/impedance
of the end-effector. However, the passivity of the system
may still be jeopardized by the on-line adaptation of the
instantaneous controller impedance [19]. This highlights an
interest to find control methodologies to vary instantaneous
impedance gains whilst maintaining the system’s passivity.
Energy tank controllers guarantee stability accumulating the
energy introduced in the system by the non-conservative ele-
ments (i.e. damping) in a virtual spring. This allows to observe
the energy introduced in the robot and, subsequently, to deploy
it for guaranteeing the system’s passivity by imposing that the
energy released is equal to or lesser than the injected energy
[19]–[21]. Energy tank based controllers have been deployed
to define energy/power-based safety metrics that allow tuning
of the robot impedance, as reported for 1-DoF and multi-DoF
platforms [22], [23]. The main limitation of these approaches
are that they highly depend on the energy level limit of the
virtual tanks and the stability is not guaranteed if the energy
is fully consumed.
This paper proposes impedance controller where its
anisotropic behaviour generates a fractal attractor around the
desired configuration which ensures the following properties:
i) The energy that can be introduced by the controller
is upper-bounded, which is calibrated according to the
physical limits of the system.
ii) The proposed method does not rely on energy tanks.
iii) The fractal topology of the attractor guarantees that
system asymptotically converges to the desired pose, even
if the branches of the piecewise Lyapunov’s function (V)
are only Lyapunov’s stable (i.e., ÛV ≤ 0 [24]–[26]).
iv) The influence of state estimation error on controller
performance can be mitigated by introducing viscosity
(i.e., passive damping) in the controller.
Experimental results, simulated and real, will show the
ability of the proposed controller in tracking trajectories and
interacting with unknown systems, alongside a the verification
of the controller’s stability based on a piecewise Lyapunov’s
function.
This paper is organized as follows: At first, section II
discusses the design of the proposed method. Secondly, section
III presents simulation and experimental validation using the
setups presented in Fig. 1. Then the results of experiments will
be provided in IV. Finally the discussion and conclusion are
presented in sections V and VI.
II. METHODOLOGY
We will propose the formulation of the controller here
followed by a stability analysis.
A. State-dependent Variable Impedance
A Cartesian Impedance controller drives the end-effector of
a robot as a virtual object with predefined dynamic properties
[2]. The controller has the following generalized formulation:
Wctrl = L−1{Z Û˜X(s)} +WID
= Λd
Ü˜X + Dd Û˜X + Kd X˜ +WID
= −Wext +WID
(1)
Where Wctrl is the wrench generated by the controller at
the end-effector, L−1 is the inverse Laplace transform, Z
is the desired mechanical impedance, Wext is the external
wrench applied to its end-effector, and WID is the inverse
dynamics compensation [1]. Λd , Dd and Kd are the desired
Cartesian inertia, damping and stiffness matrices, respectively.
X˜ is the Cartesian pose (position and orientation) error with
the relevant derivatives defined as Û˜X , and Ü˜X . Therefore,
X˜ = [x˜ y˜ z˜ φ˜x φ˜y φ˜z]T , where X˜ = Xd − X is the error
between the desired pose (Xd) and the current pose (X).
In order to have a robot capable of adapting to different tasks
we require the controller to vary the impedance profile online.
However, it is not always possible to have full control of such
characteristics due to constraints and physical limitations of the
mechanical system. For instance shaping the perceived inertia
(Λd) requires the use of a force/torque sensor mounted at the
point of contact interaction [27], which is not always practical
or feasible. As such, our proposed controller implements
variable Cartesian stiffness with constant damping, and sets the
desired inertia equal to the task space projection of the robot’s
inertia matrix. Thus, our method only requires measurement of
joints’ positions and velocities. The diagonal stiffness profile
is a positive semi-definite variable component, and is defined
as follows:
Kd(X˜) = Kconst + Kvar(X˜) (2)
where the variable component, Kvar(X˜), is a nonlinear function
of end-effector pose error. In this work, we will use variable
stiffness to set virtual boundaries to end-effector pose. We
define Kvar(X˜) as a diagonal matrix having the following non-
zero elements:
Kvar(i,i)(X˜) = e(βi X˜i )2, ∀i ∈ [1, 6] ⊂ N (3)
where βi is the tuning parameter that controls the locations of
the virtual constraints. It shall also be noted that the stiffness
profile in Eq. (3) is just one of the possible stiffness profiles
that can be implemented in this framework; which does not
impose any specific formulation. By implementing the stiffness
profile proposed by Eq. 3 we can observe in Fig. 2a and 2b that
stiffness and potential energy (Epot(i) =
∫
Kd(i,i) X˜(i) dX˜(i)) due
to stiffness may increase exponentially without taking physical
limitations of the system into account. To resolve such issue, an
upper-bound for the stiffness profile based on the experimental
evaluation of the maximum wrench extendable by the robot
(Wmax) has to be introduced, which inherently bounds the en-
ergy level of the system with respect to reachability limitations
of the robot in its task space, as shown in Fig. 2c and 2d.
To identify the maximum allowable stiffness for a given sys-
tem an equation based on the experimentally evaluated maxi-
mum exertable wrench (Wmax ∈ R6x1) and a desired boundary
(XB ∈ R6x1) is proposed. Where Wmax(1:3) = Fmax(N) ∈ R3×1
(maximum allowed force) and Wmax(4:6) = τmax(N m) ∈ R3×1
(maximum allowed torque):
3Kmax(i,i) =
Wmax(i)
XB(i)
(4)
The parameter βi in Eq. (3) is calculated based on the
following equation that uses the maximum permitted stiffness,
Kmax ∈ R6×6, for a desired boundary (i.e. maximum desired
displacement), XB.
βi =
√
ln(Kmax(i,i))(
XB(i)
)2 , ∀i ∈ [1, 6] ⊂ N (5)
The maximum stiffness is used to saturate the controller’s
variable stiffness profile introduced in Eq. (2) and (3) to
account for the physical capabilities of the real system. Fol-
lowing is the condition which sets an upper-bound limit for
the stiffness profile w.r.t Wmax:
Kd (i,i)(X˜) = Kconst(i,i) + Kvar(i,i)(X˜) where
Kvar(i,i)(X˜) =

Wmax(i)
|(X˜i)|
− Kconst(i,i), if Kd (i,i) > Kmax(i,i)
e(βi X˜i )
2
, otherwise
∀i ∈ [1, 6] ⊂ N
(6)
B. Fractal Attractor
The Fractal Impedance Controller redistributes the potential
energy (Epot) accumulated in the system at given pose (X)
to return to the desired end-effector pose (Xd). Nevertheless,
the proposed controller is still fully characterized by Eq. (2)
when diverging from the desired pose. This implies that in
order to guarantee passivity, Epot will be the maximum energy
that can be released while returning to the desired state. The
variable stiffness profile, defined in Eq. (2), may be highly
non-linear and a high control wrench exerted on the end-
effector once released is likely to increase velocities beyond the
torque/velocity limits of the system and compromise system
stability. Therefore, potential energy is redistributed when
entering the convergence phase to avoid exceeding these limits.
The redistribution is executed by activating an additional
impedance (ZKc ) placed in series to the desired impedance
(ZKd ), as exemplified in Fig. 3a. The additional impedance
changes the system mechanical impedance to Ztotal = ZKc +
ZKd , which can limit the maximum kinetic energy generated
if ZKc is properly chosen. In short the proposed controller
produces anisotropic dynamics in the robot, which absorbs and
releases energy with two different impedance profiles without
compromising the passivity; thus, keeping the robot stable
during interaction with unknown system and highly variable
dynamics.
The impedance profile selection is executed by introducing
a hard variable switch (S = 0, 1) that is a commonly used tech-
nique for switching controllers [28]. This switch is activated
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Figure 2: (a) and (b) are the ideal case when there is no upper-
bound in the amount of energy that can be accumulated by
the system. (c) and (d) are the real impedance profile and the
associated energy to the maximum exertable wrench, desired
virtual boundary and reachability limitations of the robot in
its task space.
(a) Energy Flow in Proposed Controller
(b) Block Diagram of Proposed Controller
Figure 3: (a) The environment will introduce the energy as Ein
(red arrows) and the standard impedance control will put in
action by the use of ZKd . As the cause of the perturbation is
removed from the system, it will lose the added extra energy
by the use of ZKc marked by green arrows. (b) The activation
of Cdiv (impedance control in divergence phase) and Cconv
(passivity control in convergence phase) that are selected via
S, as described in Eq. (7).
4in accordance with the following condition for every degree
of freedom:

S(i) = 1 ÛX = 0 ∨ sgn(X˜i) = sgn( ÛXi)
, ∀i ∈ [1, 6] ⊂ N
S(i) = 0 otherwise
(7)
The control diagram is shown in Fig. 3b. When S(i) = 1
the end-effector is diverging from the desired pose, and the
stiffness of the impedance controller Cdiv is equal to Kd(X˜).
On the other hand, when S = 0, the end-effector is converging
to the desired pose. The impedance controller Cconv is activated
with a stiffness value derived by imposing equivalent potential
energies in springs Ktotal and Kd at the beginning of the con-
vergence phase. Thus, the additional impedance redistributes
the accumulated energy, using half for acceleration, and the
second half for decelerating once X˜mid has been passed (X˜mid
is the midpoint between the desired pose and the maximum
end-effector displacement from the desired pose, X˜max, when
S switches from 1 to 0). This produces balanced acceleration
and deceleration phases and reduces the peak control torques.
Thus, the impedance controller Cconv can be derived from the
conservation of energy as follows:
EOut(i) = 2
K
′
total(i,i) X˜
2
mid(i)
2
=
∫
Kd(i,i) X˜ dX˜ = EIn(i)
K
′
total(i,i) =
(
1
X˜2mid(i)
)
EIn(i) =
(
4
X˜2max(i)
)
EIn(i)
(8)
where X˜max(i) and X˜mid(i) are the maximum displacements
reached along the ith direction from the desired position (Xd)
and the X˜mid, respectively. However, K
′
total(i,i) in Eq. (8) would
require to move the spring equilibrium point to X˜mid during
convergence, which can be avoided introducing the following
non-linear stiffness:
Ktotal(i,i)(X˜(i)) = K ′total(i,i)
(
0.5X˜max(i)−X˜(i)
X˜(i)
)
(9)
which satisfies the condition:
Ktotal(i,i)(X˜(i))X˜(i) = K ′total(i,i) X˜mid(i) , ∀ X˜(i) ∈ (0, X˜max(i))
In conclusion the fractal impedance is added together with
the dynamic compensation (inertia matrix, Λ(q), and Coriolis’s
matrix, C(q, Ûq)) and a null space controller term to obtain the
robot control torques, as described in Algorithm 1.
C. Stability Analysis
Fig. 4 describes the phase space for a 1-DoF attractor. The
divergence phases (quadrants i and iii) are characterized by
impedance Zc , while convergence phases (quadrants ii and iv)
are characterized by impedance Ztotal. It is worth noting that
the analysis has been kept mono-dimensional for simplicity
of the discussion, but it can be extended to n-dimensional
case of x˜ and Ûx. Fig. 4 shows a perturbation occurring in
quadrant i. Once the state reaches maximum displacement,
with respect to the injected energy, the system will start to
converge back to the equilibrium point. At this point, along
Algorithm 1: Fractal Impedance Control
1 for ∀i ∈ [1, 6] ⊂ N do
2 if diverging from Xd (i) (S(i) = 1) then
3 K(i,i) = Kd (i,i) ⇒ Eq. (6)
4 else
5 K(i,i) = Ktotal(i,i) ⇒ Eq. (9)
6 end
7 end
8 Λ(q) = (JM−1JT )−1; J¯ = M−1JT (JM−1JT )−1
9 Wctrl = KX˜ + D Û˜X + Λ(q)( ÜX + JM−1C(q, Ûq) Ûq − ÛJ Ûq)
10 τctrl = JTWctrl + (I − JT J¯T )τnull;
Figure 4: Phase Portrait Quadrants: (i) End-effector being
perturbed, (ii) End-effector released and passivity controller
activated (green line), extra energy added (dashed black line),
(iii) Standard impedance control, (iv) Passivity controller
activated by compensating for the residual energy
with the inversion of the velocity, ZKc will be activated and
the stiffness profile will be updated according to Eq. (9). This
stiffness profile implicitly determines an upper-bound for the
convergence velocity, as shown in quadrants ii and iv in Fig.
4. In the case that extra energy is either added into or retained
by the system, as shown by the dashed black line in quadrant
ii, the proposed controller will drive the end-effector into a
stable orbit of the desired pose during a new divergence phase,
as shown in quadrant iii. After the new divergence phase the
system will enter a new convergence phase (quadrant iv). This
behaviour produces a fractal structure that repeats itself until
all the excess energy has been dissipated. This process can
be enhanced by the introduction of a viscous dissipation (i.e.,
a damper with zero desired speed) during the convergence
phases. This viscous component will help to compensate for
model estimation errors, noise, and extra energy introduced by
the environment during the convergence.
Proof of Lyapunov’s Stability: The fractal attractor imple-
mented in the proposed impedance controller is characterised
by a time-variant non-smooth piece-wise dynamics; thus, the
Lyapunov’s candidate (V) has to satisfy the following addi-
tional conditions [29] to prove asymptotic stability:
• The Lyapunov’s candidate has to be continuous with
upper-bounded derivative in the entire attractor domain
(i.e., a Lipschitz Function).
• V is radially unbounded as per La Salle’s Theorem.
5These conditions represent a stronger requirement compared
to smooth time-variant Lyapunov’s functions, where the Bar-
balat’s Lemma requires the Lyapunov’s candidate to be only
uniformly continuous [30].
A valid candidate for the proposed controller should con-
sider the hard switching behaviour, which results in the fol-
lowing piecewise equation:
Vdiv =
(− ÛxT )Λ(q)(− Ûx)
2
+
(− ÛxT )DI (q, Ûq)(− Ûx)
2
+
+
∫
Kd x˜ d x˜
Vconv =
(− ÛxT )Λ(q)(− Ûx)
2
+
(− ÛxT )DI (q, Ûq)(− Ûx)
2
+
+
x˜TKtotal x˜
2
+ 0.5
∫ x˜max
0
Kd x˜ d x˜
(10)
where Λ(q) is the task-space inertia matrix, DI (q, Ûq) is the
intrinsic damping of the system in the task-space. The intrinsic
damping has a stabilization effect on the system, via the
dissipation of some of the energy. The intrinsic damping can be
assumed to be DI = 0 without loss of generality. To verify the
continuity condition for the Lyapunov function, it is required
to check if the limits of the two functions at the switching
conditions, occurring for Ûx = 0, tend to the same value. In the
case the switching occurs for x˜ , 0, this is guaranteed by Eq.
(9). On the other hand, such equality need to be verified for
x˜ = 0:
lim
x˜→0Ûx→0
Vdiv =
∫
Kd x˜ d x˜ = 0
lim
x˜→0Ûx→0
Vconv =
x˜TKtotal x˜
2
+ 0.5
∫ x˜max
0
Kd x˜ d x˜ =
= −0.5
∫ x˜max
0
Kd x˜ d x˜ + 0.5
∫ x˜max
0
Kd x˜ d x˜ = 0
(11)
where the energy formulation of the non-linear stiffness is
reported in the Appendix A.
To prove Lyapunov’s stability for non-smooth system, it is
first required to verify that the candidate is a Lipschitz func-
tion, which is verified in this case where the ÛV ≤ |Ktotal x˜max |
as a direct consequence of Eq. (6), (8) and (9). Subsequently,
La Salle’s theorem imposes that V is radially unbounded (i.e.,
V →∞ if |x | → ∞).
lim
| x˜max |→∞
Vdiv(x) =
∫ ∞
0
Kd x˜ d x˜ = ∞
Therefore, the controller also respects the stability conditions
required for time-variant and non-smooth systems [29]–[31].

In conclusion the stability analysis shows that the Lya-
punov’s candidate function demonstrates that the proposed
controller is passive, and also acts as a global holonomic map
for the system state. Therefore, it also allows to handle all
the energy introduced by estimation errors and degeneration
of null-space projectors in the task space, which guarantees
the passivity of the system without requiring the observability
of the null-space. This last property is particularly impor-
tant in differentiating the fractal controller from conventional
impedance approach, which requires to observe the energy in
the null-space to guarantee passivity [21]. Furthermore, being
x˜max limited by the reach of the robot, the controller has a
upper-bounded energetic manifold. This guarantees that global
stability is obtained regardless of the energy inserted from
the environment once the upper-bound has been calibrated
based on the performance of the mechanical hardware, which
determines the maximum conversion rate from potential to
kinetic energy.
III. SIMULATION AND EXPERIMENTAL VALIDATION
The validation has been designed to evaluate if the proposed
controller retains the desirable characteristics and performance
of a conventional impedance controller (i.e., controlling the
interaction dynamics), whilst improving the shortcomings,
such as the difficulty of adapting the behaviour online [31].
Specifically, we evaluate the trajectory tracking perfor-
mances and interaction behaviour in both simulated and phys-
ical 7-DoF robot manipulators (Fig. 1). The process has three
stages: First we evaluate tracking performance of the controller
in both simulation and real platforms. Next we introduce a
controller calibration to mitigate model inaccuracies in the real
robot. Finally, we verify trajectory and force tracking perfor-
mances using the calibrated controller on the Franka Panda
manipulator. Note that in our evaluations we set controller
damping to zero in all cases. During contact experiments,
we use a Polytetrafluoroethylene (PTFE) sheet attached to
the end-effector to reduce sliding friction. We also use an
ATI Gamma SI-130-10 force/torque (F/T) sensor, mounted at
the end-effector of the Panda, to record ground truth forces.
However, this sensor is not used in the controller.
A. End-Effector Pose Tracking Before Controller Calibration
A Gazebo based simulation of a KUKA LWR 4+ ma-
nipulator is used to verify the stability, compatibility and
performance of the proposed controller when interfaced with
null-space and low level controllers in ideal conditions (i.e.,
absence of model error). Subsequently, a similar experiment
is replicated with the Franka Panda manipulator to evaluate an
environment with imperfect information.
The following values are selected for controller gains (6-
DoF task-space):
• Constant Stiffness:
Kconst =
[
K[3×3] 0[3x3]
0[3×3] Kφ [3×3]
]
• Variable Stiffness:
Diag (Kvar) ∈ R6×6,Kvar(i,i) = e(βi X˜i )2, ∀i ∈ [1, 6] ⊂ N
where K(i,i) = 150 (N/m) and Kφ (i,i) = 5 (N/m), ∀i ∈ [1, 3] ⊂
N. β(1,2,3) = 41 and β(4,5,6) = 10.
1) Static Target Mode: In simulation, the end-effector is
perturbed by external forces via the Gazebo graphic interface,
and the recovery behavior is recorded. This experiment is
repeated using both the proposed method and a conventional
impedance controller [1] (with same desired impedance gains).
In the real system, the robot is randomly perturbed by a human
6operator at the end-effector. The evolution of the tracking
error over 15 perturbations and its RMSE are analysed to
evaluate performance. The initial configuration of the robot
is set to Xd = [0.4 0 0.85 0 0 0]T in simulation and to
Xd = [0.5 0 0.5 − pi 0 0]T in the Franka Panda. The initial
virtual constraints for both simulation and real system are
as follows: XB(1:3) = 0.05 (m) and XB(4:6) = 0.1746 (rad),
unless differently stated. The mean ¯˜X , standard deviation
σ and the RMSE (Root Mean Square Error) of the end-
effector tracking error are calculated together with the mean
and standard deviation of the convergence time in order to
evaluate the performance of the controller in recovering from
a perturbation.
2) Trajectory Tracking: Evaluates robustness of the pro-
posed method to track a desired trajectory when the end-
effector is perturbed. The evolution of the end-effector RMSE
after each perturbation is considered. The desired periodic
trajectory, on y-axis, has amplitude ±0.25 (m) and period
T = 40 (s). Perturbations during simulation, applied via
Gazebo’s graphic interface, are impulses of ±250 (N) along
random directions aligned with one of the three linear axes
of the task space. Perturbations applied to the Franka Panda
manipulator are generated by a human operator interacting
with robot’s end-effector, and are not controlled in magnitude.
To analyse the evolution of the tracking error over 15 con-
secutive perturbations, the mean and the standard deviation
of RMSE between the actual and the desired end-effector
pose are computed to evaluate the controller capability of
recovering from a perturbation during trajectory tracking. The
RMSEs before and after the perturbation are evaluated, which
are set when the tracking error value crosses the 10% of
the maximum displacement reached during the perturbation.
The random impulses mentioned in III-A are applied to the
robot’s end-effector and the recovery interval has been set to
10 (s) to allow the controller sufficient time to fully recover
from the perturbation. The mean and standard deviation of the
convergence time is also measured in this mode to evaluate the
performance of the controller after each perturbation.
B. Controller Calibration & End-Effector Pose Tracking and
Forward Force Control after Controller Calibration
Controller calibration refers to the process of identifying the
maximum gains that can be applied to the controller. Damping
gains are set to zero and we evaluate the maximum force that
can be exerted for every chosen boundary in this condition
without losing stability. It is worth noticing that the value of
force would not exactly correspond to the amount of force
exerted on end-effector due to the presence of model errors. An
alternative calibration method is given in Appendix B designed
to maximise the interaction forces via the introduction of a
passive viscous element. Lastly, the authors would like to
remark that these calibrations are both system and impedance
profile specific.
The following is the calibration process used to identify the
maximum force that can be applied for a given boundary when
the damping is set to zero:
i) Setting Kconst(i,i) = 0 (∀i ∈ [1, 6] ⊂ N)
ii) Setting the initial maximum allowed wrench at the virtual
boundaries by taking the maximum payload of the robot
into account: Wmax(1:3) = 30 (N) and Wmax(4:6) = 20 (Nm)
iii) Perturbing the end-effector of the robot and reducing the
size of the virtual constraints (XB(i)), until the robot starts
to oscillate
iv) Reducing Wmax(i) and keeping the value for XB(1:6) before
the oscillation
v) Repeating steps iii and iv until: XB(1:3) → 0.001 (m) and
XB(4:6) → 0.0174 (rad)
The controller has been tested again after calibration. The
trajectory tracking performance has been evaluated with the
same method used for trajectory tracking using the same
experiment. Furthermore, the stability and the accuracy of
the force interaction has been evaluated using the force/torque
sensor mounted at the end-effector. For the scope of this paper,
the force interaction has been limited to the z-axis and to the
interaction with flat objects. The following experiments have
been carried out during this phase:
1) Static Mode & Trajectory Tracking: The same protocol of
the experiments performed before the calibration has been
used.
2) Online Virtual Boundary Adjustment: The robot faces ran-
dom perturbations by the human operator in static mode
as its virtual constraint size of XB(1:3) varies on-line and
decreases. XB(1:3) reduces from 0.20 (m) by 0.0025 (m)
every second until it reaches 0.001 (m). During the in-
teraction, the manipulator stiffness automatically increases
from initial value of Kd(2,2) = Kd(y˜) = 150 (N/m) at the
beginning of the experiment where XB(1:3) = 0.20 (m) to
Kd(2,2) = Kd(y˜) = 1250 (N/m) at the end due to the change
in the virtual constraints.
3) Circular Trajectory Tracking: The controller performance
on tracking trajectories on XY-, XZ- and YZ-plane. The
purpose is to evaluate the tracking accuracy of the con-
troller across multiple directions. The starting pose is value
for Xd = [0.4 0 0.85 0 0 0]T and the trajectory execution
period (T) as mentioned in III-A, and its radius = 0.1 (m).
The tracking performance has been evaluated initially for
Kconst = 0[6×6](N/m), then setting K = 150 (N/m) and
Kφ = 5 (N/m).
4) Interaction With Objects: The robot makes contact with
Box #1 shown in Fig. 10a and gradually pushes down to
exert the maximum allowed force in the direction of -Z axis.
The evolution over time of the force is recorded with the
force/torque sensor and compared with the data from the
forward model. The virtual constraint of XB(1:3) = 0.1 (m)
and XB(4:6) = 0.1746 (rad).
IV. RESULTS
A. End-Effector Pose Tracking Before Controller Calibration
1) Simulation: In static mode, the simulation data show that
the manipulator has a passive behaviour, as shown for a sample
perturbation in Fig. 5. This behaviour remains consistent also
across the sequence of 15 consecutive perturbations, where the
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Figure 5: (a) External force applied and virtual boundaries
defined (dashed light blue square), (b) Passivity verification
as the energy is 0.96 (J) an instant before and after release
difference between the absorbed Ein and energy released on
the environment Erel are computed as follows:
Ein =
6∑
i=1
∫
Kd(i,i) X˜(i) dX˜(i), Divergence
Erel = max{12
ÛXTΛ(q) ÛX}, Convergence
(12)
The result for this experiment is:
Erel − Ein = −0.0021 ± 0.0006 (J)
The system converges to its equilibrium point without oscilla-
tions in 1.38±0.045 (s), and the residual pose error is reported
in Table I. On the other hand, the results obtained using a
conventional undamped impedance controller, shown in Fig.
6, show that despite the controller retains stability, it is not
passive reaching a peak energy of 1.07 (J) subsequently to
its release. Which implies that additional energy is introduced
in the robot by the controller after the external perturbation;
therefore, the robot does not behave as a passive system.
In trajectory tracking mode, the simulation data also confirm
that the proposed controller retains an equivalent behaviour
also while tracking a desired trajectory (Fig. 7 and the RMSE
of the pose error is reported in Table I. The time of conver-
gence is 1.41 ± 0.046 (s). The controller tracking errors are
reported in Table I, and do not violate passivity:
Erel − Ein = −0.002 ± 0.001 (J)
2) Experiment: In static mode, the collected data show that
the position error is small and stable across the series of
perturbations. The collected data from 15 consecutive random
perturbations with Franka Panda manipulator are presented in
Table III, which represent the consistency of converging to
its equilibrium point after each perturbation. The convergence
time is 1.43±0.047 (s) and the difference between the absorbed
and released energy in static mode is as follows:
Erel − Ein = −0.011 ± 0.003 (J)
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Figure 6: (a) Static mode with no damping and no passivity
control (XY-plane), (b) Passivity not verified as before release
(t = 2.16 (s) ) the energy level is 0.72 (J) and the peak in
energy can be observed after release with the value of first
one to be 1.07 (J) marked by red square at t = 2.22 (s)
In regard of the trajectory tracking mode, the tracking error
results are reported in Table III, the convergence time to the
desired pose is 1.45 ± 0.047 (s), and the energy exchanged is:
Erel − Ein = −0.019 ± 0.006 (J)
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Figure 7: Proposed Method in XY-plane, and the z-axis is
not shown for better visualization- Desired trajectory (red
line), current end-effector position (black line), initial virtual
constraint with XB(1:3) = 0.05 (m) (dashed light blue square
at X = [0.4 0 0.84 0 0 0]T ) and adaptive virtual constraint
(dashed blue square at X = [0.4 0.03 0.84 0 0 0]T )
B. Controller Calibration
Table II represents the results of the controller calibration
and it shows how the value of Wmax changes as XB varies.
8Table I: KUKA LWR 4+
Static Mode Trajectory Execution Mode
¯˜X + σ ¯˜XRMSE + σ (WP) RMSE (NP)
(10−4) (10−2) (10−2)
x˜(m) 2.58 ± 0.83 0.73 ± 0.23 0.32
y˜(m) −2.42 ± 0.78 0.86 ± 0.27 0.28
z˜(m) 2.34 ± 0.75 0.77 ± 0.24 0.22
φ˜x (rad) 1.14 ± 0.36 1.43 ± 0.46 1.66
φ˜y (rad) 1.023 ± 0.39 1.52 ± 0.49 1.58
φ˜z (rad) 0.53 ± 0.01 1.33 ± 0.42 1.42
(WP: With Perturbation, NP: No Perturbation)
A preliminary analysis of the stiffness profile obtained with
the Franka Panda has been performed to verify that the proper
impedance profile has been implemented in the robot. The
results are shown in Fig. 8a and 8b, which are equivalent to
the theoretical profiles shown in Fig. 2c.
Table II: Controller Calibration w.r.t Wmax(1:6) and XB(1:6)
Wmax(1:3)(N) and XB(1:3)(m)
Wmax(x) XB(x) Wmax(y) XB(y) Wmax(z) XB(z)
(10−2) (10−2) (10−2)
30 ≥ 3 30 ≥ 9 30 ≥ 8
15 [ 1, 3 ) 25 [ 5, 8 ) 28 [ 5, 8 )
12.5 [ 0, 1 ) 22.5 [ 4, 5 ) 26 [ 4, 5 )
// // 20 [ 3, 4 ) 24 [ 3, 4 )
// // 18 [ 2, 3 ) 20 [ 2, 3 )
// // 12.5 [ 0.7, 2 ) 12.5 [ 0.7, 2 )
// // 10 [ 0.6, 0.7 ) 10 [ 0.6, 0.7 )
// // 6 [ 0.4, 0.6 ) 6 [ 0.4, 0.6 )
// // 5 [ 0.3, 0.4 ) 5 [ 0.3, 0.4 )
// // 4 [ 0.2, 0.3 ) 4 [ 0.2, 0.3 )
// // 3 [ 0.1, 0.2 ) 3 [ 0.1, 0.2 )
// // 2 [ 0, 0.1 ) 2 [ 0, 0.1 )
Wmax(4:6)(Nm) and XB(4:6)(rad)
Wmax(φx ) XB(φx ) Wmax(φy ) XB(φy ) Wmax(φz ) XB(φz )
(10−1) (10−1) (10−1)
20 [ 1.04, 10pi ] 20 [ 1.04, 10pi ] 20 [ 2.61, 10pi ]
15 [ 0.87, 1.04 ) 15 [ 0.87, 1.04 ) 15 [ 0.69, 2.61 )
5 [ 0.17, 0.87 ) 5 [ 0.17, 0.87 ) 5 [ 0.17, 0.69 )
C. End-Effector Pose Tracking and Forward Force Control
after Controller Calibration
1) Static Mode & Trajectory Tracking: In static mode, the
data reported in Table III shows the robot consistency in
converging to the desired pose. Furthermore, the results also
indicate that the controller calibration helps to reduce the
residual pose error after a perturbation. Lastly the convergence
time to the robot’s desired pose is 1.38 ± 0.044 (s) and the
difference of absorbed and release energy is as follows:
Erel − Ein = −0.033 ± 0.010 (J)
In trajectory tracking mode, as can be observed in Table
III the pose error is mitigated via the controller calibration
methods described in section III-B, which allowed to identify
the controller parameter reported in Table II. The convergence
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Figure 8: Stiffness Profile w.r.t XB(1:3) = 0.05 (m) and XB(4:6) =
0.1746 (rad) - (a) Variable stiffness w.r.t position error (X˜(1:3)),
(b) Variable stiffness w.r.t orientation error (X˜(4:6))
time to robot’s equilibrium point is 1.42 ± 0.045 (s) and the
difference between the absorbed and released energy is as
follows:
Erel − Ein = −0.048 ± 0.013 (J)
2) Online Virtual Boundary Adjustment: The data have also
verified the stability of the proposed method in the case of
on-line change in the size of the virtual constraints while a
user introduces random perturbations to the robot. The system
remains passive over the trial with a energy exchange during
perturbations which remains negative, as reported below:
Erel − Ein = −0.136 ± 0.005 (J)
3) Circular Trajectory Tracking: The data about the up-
dated tracking performances show that RMSE of end-effector
pose on XY-, XZ- and YZ-plane in both situations of Kconst , 0
and Kconst = 0[6×6](N/m) is within the virtual boundaries, and
it is lesser when Kconst , 0. The best tracking performance is
obtained with a boundary of 0.01(m) boundary when Kconst ,
0[6×6](N/m), where the worst RMSE is less than 0.007(m). The
worst of the tracking performance is on the x-axis, where a
maximum tracking error of 0.084(m) is reached with a 0.10(m)
boundary when Kconst = 0[6×6](N/m). Fig. 9 depicts a sample
trajectory for the robot tracking performances in YZ-plane,
using the gains reported in Table II. For completeness all the
data are reported in Table IV.
4) Interaction With Objects: In forward force control mode,
the results for the experimental design for evaluation of the
forward force control accuracy report an average force of
27.01 (N) after 12 consecutive times of getting In/Off contact
with Box #1 in static mode, while the desired force set in the
forward controller is 28 (N) (Fig. 10b).
V. DISCUSSION
The simulations and experiments verify that the proposed
fractal impedance controller retains passivity in a redundant
manipulator without requiring the observation of the entire
robot state. The experimental data show that the robot can
initiate rigid contact with unknown bodies and dynamic sys-
tems without any assumption on the interaction. In the attached
video, the reader can also appreciate how the robot remains
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Figure 9: Circular trajectory tracking on YZ-plane with
XB(2:3) = 0.05 (m), where black line: Xd(2:3), magenta line:
X˜(2:3) as Kconst , 0 and blue line: X˜(2:3) as Kconst = 0[6×6](N/m)
Table III: Franka Panda Manipulator
Static Mode (BC) Static Mode (AC)
¯˜X + σ ¯˜X + σ
(10−2) (10−2)
x˜(m) 3.52 ± 0.11 0.43 ± 0.01
y˜(m) 3.48 ± 0.11 0.32 ± 0.01
z˜(m) 3.83 ± 0.12 0.35 ± 0.01
φ˜x (rad) 3.23 ± 0.10 1.14 ± 0.03
φ˜y (rad) 2.72 ± 0.08 1.24 ± 0.04
φ˜z (rad) 3.17 ± 0.10 −1.38 ± 0.04
Trajectory Mode (BC) Trajectory Mode (AC)
¯˜XRMSE + σ RMSE ¯˜XRMSE + σ RMSE
(WP) (NP) (WP) (NP)
(10−2) (10−2) (10−2) (10−2)
x˜(m) 3.32 ± 1.06 3.28 1.24 ± 0.40 1.14
y˜(m) 3.54 ± 1.14 3.46 1.20 ± 0.38 1.08
z˜(m) 3.73 ± 1.20 3.67 1.26 ± 0.41 1.17
φ˜x (rad) 4.13 ± 1.33 4.11 3.38 ± 1.09 1.29
φ˜y (rad) 4.48 ± 1.44 4.36 3.22 ± 1.03 1.18
φ˜z (rad) 4.74 ± 1.52 4.69 5.44 ± 1.10 1.38
(WP: With Perturbation, NP: No Perturbation, BC: Before
Calibration, AC: After Calibration)
stable even in the case of a sudden lost of contact when apply-
ing the maximum achievable interaction force. This robustness
is further showcased in Fig. 10 where the robot initiates and
brakes contact with 3 different rigid bodies without any need
to account for their presence in the controller. Furthermore,
Fig. 11 reports the Franka Panda energetic evolution over four
Table IV: Franka Panda Circular Trajectory Tracking on XY-,
XZ- and YZ-plane
XB(1:3) = 0.01 (m)
Kd = Kconst + Kvar (N/m)
¯˜XRMSE
plane x˜ y˜ z˜
(10−3 m) (10−3 m) (10−3 m)
XY 5.32 2.24 3.13
XZ 5.24 2.13 3.26
YZ 5.28 2.36 3.17
Kd = Kvar (N/m)
¯˜XRMSE
plane x˜ y˜ z˜
(10−3 m) (10−3 m) (10−3 m)
XY 8.51 8.32 7.33
XZ 8.73 8.23 8.11
YZ 9.14 8.17 7.48
XB(1:3) = 0.10 (m)
Kd = Kconst + Kvar (N/m)
¯˜XRMSE
plane x˜ y˜ z˜
(10−2 m) (10−3 m) (10−3 m)
XY 2.36 7.13 5.32
XZ 2.48 4.27 5.64
YZ 1.84 4.53 5.12
Kd = Kvar (N/m)
¯˜XRMSE
plane x˜ y˜ z˜
(10−2 m) (10−2 m) (10−2 m)
XY 8.23 6.78 6.71
XZ 7.72 6.83 7.17
YZ 8.44 7.28 7.38
case studies: using the proposed calibration (11a), introducing
damping only in the convergence phase (11b), perturbation
beyond the boundaries without damping (11c) and rapid shak-
ing without damping (11d). The time of the convergence in
these conditions are 1.15 (s), 1.24 (s), 1.33 (s) and 1.35 (s),
respectively. Therefore, it can be said that the controller is
intrinsically stable independently from environmental interac-
tions, which is also theoretically confirmed by the stability
analysis presented in Section II.
The results mentioned above are possible because the
stability of the proposed controller does not rely on the
projection matrices used by conventional controllers to account
for null-space and contact during stabilization [27], [31], [32].
Particularly, Moura et al. have recently studied and reported
the effect of numerical instability related to projection matrices
on the performance of both contact and null-space controllers,
which is considered a main limitation of stable interaction with
highly variable and unknown dynamics [32].
The removal of the controller dependency from the null-
space projections together with the removal of active damping
are the main difference between the proposed method and tank-
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Figure 10: Static Mode: (a) The robot starts from its initial configuration, makes contact with Box #1, exerts state-dependent
force in the direction of -Z axis and releases contact in the end of the experiment. Time of the experiment is normalized between
0 and 1 as the robot initiates contact, (b) Mean of expected contact force by the controller: Wctrl(3) = Fz(controller) and mean of
measured applied force in the direction of -Z axis: Fz(measured) as X˜(3) = z˜ → 0.10 (m) in static mode, shaded area: V¯i±2σ(Vi),
where Vi = {Fz(controller), Fz(measured), Xd(3) and X(3)}, which represents the 90% prediction bounds of the robot executing
the arbitrary task. Trajectory Tracking Mode: (c) with orientation control as robot starts from its initial configuration and makes
contact with Box #2 whilst executing the desired trajectory along the y-axis. (e) without orientation control as robot starts
from its initial configuration and makes contact with the Curved-surface object whilst executing the desired trajectory along
the y-axis. (d) and (f) represent the measured applied force in the direction of -Z axis: Fz as X˜(3) = z˜ → 0.10 (m) in trajectory
execution mode and initiating contact with: Box #2 with average maximum force of 28.45 (N) and Curved-surface object with
an average maximum force of 28.85 (N).
based passive controllers. They also enable the introduction of
a global mapping of system energy which is upper-bounded by
the maximum displacement from the desired pose, removing
the need of introducing energy tanks. Therefore, the proposed
method does not incur the risk of running out of stored energy
as may happen for tank-based controllers.
The data also show that the trajectory tracking errors RMSE
(Tables III and IV) are always contained within the task
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Figure 11: Passivity verification as robot is perturbed in static mode when: (a) Dconst = 0[6×6](Ns/m) where Erel − Ein =
−0.001 (J), (b) Diag(Dconst) ∈ R6×6 with the value of 15 (Ns/m) for controlling linear velocities and 1 (Ns/m) for controlling
angular velocities, where Erel − Ein = −0.004 (J), (c) Robot faces deviation beyond the maximum constraint from its desired
pose with zero controller damping where Erel−Ein = −0.005 (J) and (d) Robot’s end-effector gets shaken rapidly by the human
operator as the controller damping is set to zero where Erel − Ein = −0.003 (J)
boundaries set in the controller calibration; thus, validating
that tracking performance is not affected by removal of active
damping due to the high on-line adjustable impedance gains
that may be achieved with the proposed controller. Further-
more, the simulation data (Table I) show that these tracking
errors can be further reduced by a more accurate robot model.
VI. CONCLUSION
This manuscript introduces a novel framework for
impedance controllers which relies on fractal task-space at-
tractor to guarantee safety and stability of interaction with
unknown environments. The results show that the system can
achieve a good level of accuracy in trajectory tracking, and
it can exert significant forces on the environment without
compromising stability. Future works will focus on identifying
different impedance profiles and attractor characteristics that
will enable the application of this framework to fields such
as medical, and industrial robots. In regards to industrial
robots the proposed approach can be particularly useful when
interacting with complex dynamics that makes the deployment
of conventional controllers difficult, for example polishing and
locomotion.
Appendix A
Non-Linear Spring Energy
The energy associated with every direction of the non-linear
spring in Eq. 2 can be expressed as follows:
E =

x2B
(
wmax
xB
−Kconst
)( x˜xB )2−x2B
2 log
(
wmax−KconstxB
xB
) +
+
Kconst x˜
2 log
(
wmax−KconstxB
xB
)
2 log
(
wmax−KconstxB
xB
) , if | x˜ | ≤ xB
xB
(
wmax−xB−KconstxB
(
1+log
(
wmax−KconstxB
xB
)))
2 log
(
wmax−KconstxB
xB
) −
−wmax (xB − | x˜ |) , Otherwise
(13)
Appendix B
Controller Calibration Process with Damping
The steps and the data of controller calibration process using
damping are as follows:
i) Setting Kconst(i,i) = 0 and Dconst(i,i) = 0 (∀i ∈ [1, 6] ⊂ N)
ii) Setting the initial maximum allowed force at the virtual
boundaries by taking the maximum payload of the robot
into account: Wmax(1:3) = 30 (N)
iii) Perturbing the end-effector of the robot and reducing the
size of the virtual constraints (XB(1:3)), until the robot
starts to oscillate
iv) Increasing Dconst(i,i) until the oscillation stops
v) Repeating steps iii and iv until: XB(1:3) → 0.01 (m)
vi) Reducing Wmax(1:3) if step iv is not capable of stopping
the oscillation and repeating step v
Table V: Controller Calibration by using Damping w.r.t
Wmax(1:3) and XB(1:3)
Wmax(1:3) Dconstx Dconsty Dconstz XB(1:3)
(N) (Ns/m) (Ns/m) (Ns/m) (10−2 m)
30 0 0 0 ≥ 9
// // 3 3 [ 8, 9 )
// // 10 10 [ 5, 8 )
// // 30 30 [ 4, 5 )
// // 50 100 [ 3, 4 )
25 // 75 100 [ 2, 3 )
20 // 100 100 [ 1, 2 )
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