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ABSTRACT
This dissertation uses a service operations lens to investigate flood disasters’ recovery
phase, the least-studied area of Humanitarian Operations and Crisis Management (HOCM).
Comprising three essays, my dissertation deepens our knowledge of disaster recovery by using
two different units of analysis, including province (state) and household levels.
In Essay 1, entitled “The Influence of Industrialization and Internet Usage on Per-Capita
Income: A Longitudinal Analysis of Flood Events in Thai Provinces,” we introduce a novel
approach to research HOCM by using econometric analyses. We use panel data as a tool to guide
decision makers in understanding the notion of flood recovery, broadly measured by a province’s
per-capita income at any given time. Using panel data from 2006-2012 across 75 Thai provinces,
we empirically address the question of how industrialization level and Internet usage affect percapita income changes during and after a flood incident. Using these results, we then identify
groups of provinces that recovered “best” and “worst” in order to further evaluate other
identifying factors that contribute to “best-worst” recovery performance.
Essay 2, entitled “Antecedents of Financial Recovery Effectiveness from Floods: A
Structural Econometric Analysis of Flooding in Thailand,” uses a sample survey of
approximately 34,000 households in Thailand with data pre-, during-, and post-flood disaster in
2011. Using a service operations lens, our study aims to identify where and how in the flood
cycle various stakeholders—individuals, communities and governments—can act to increase the
likelihood of a successful service recovery. More specifically, this research asks what type of
strategic actions policy makers can take to better allocate precious resources in all three flood
phases to improve the overall recovery effectiveness.
Essay 3, entitled “The Influence of Water, Sanitation and Hygiene Factors on the
Utilization of Healthcare Services During Floods,” proposes a research framework that examines
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flood-response healthcare service delivery in developing countries. Because resources are scarce,
service operations’ strategies with regards to household water, sanitation, and hygiene (WASH)
are critical for improving the post-disaster flood recovery phase. Using field and archival data, we
empirically investigate the influence of WASH strategies on households’ decisions and access to
healthcare services during floods.
Collectively, these essays argue for the importance of a service operations strategy
perspective for disasters, providing a research blueprint to improve recovery effectiveness.
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CHAPTER 1
INTRODUCTION
This dissertation examines humanitarian operations and crisis management with an aim
to influence policy. This is accomplished chiefly by identifying what strategic factors (e.g.,
resources, investments, policy, etc.) should be prioritized prior to and during a flood event in
order to enhance overall recovery effectiveness. Drawing upon the service strategy literature, we
consider the role of various stakeholders—individuals, communities, and governments—in the
co-production of disaster relief services and activities. Through this lens, disaster operations are
seen as a process involving multiple co-producing stakeholders, each of whom plays a key role in
affecting the outcome of a disaster. This perspective provides a roadmap for better understanding
how economic notions of various resources, investments, victims, and community-based
operational processes, practices, and actions can come together and improve the effectiveness of
disaster recovery. In other words, the strategic view of disaster operations and crisis management
has a huge service design and delivery component. Developing synergistic service operations
strategies—inherently multidisciplinary in nature—can produce a better understanding of how
actions in the pre- and during-disaster phases could directly and indirectly improve recovery.
Operations scholars and practitioners in recent years have placed increasing emphasis on
humanitarian logistics (Gralla, Goentzel & Fine, 2016; Eftekhar & Van Wassenhove, 2016; Çelik
et al., 2012), and this dissertation extends the existing literature. Here, we suggest that research
explicitly incorporating the service strategy-derived value of co-production in crisis-triggered
humanitarian operations can produce a richer understanding of how to handle emergency events
to improve overall recovery performance. Specifically, this dissertation seeks to complement this
growing stream of research by investigating salient underlying actions of individuals and
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communities as well as government agency interventions, whereby each is focusing its influence
on minimizing economic loss and enhancing disaster recovery effectiveness. It applies rigorous
empirical analyses and uses province-, household-, and individual-level datasets to explore the
complex phenomena of the humanitarian operations disaster cycle. Furthermore, using both
small- and large-scale datasets at different levels of analysis parses important intrinsic factors
associated with the disaster recovery problem.
The body of this dissertation examines the antecedent factors at each unit of analysis that
appear relevant when dealing with natural disasters at different stages. This research also seeks to
identify the optimal relative resource (investment) allocations associated with each salient factor,
and whether these allocations should be addressed in the pre-, during-, and/or post-disaster phases
to improve recovery effectiveness.
Investigations of the recovery stage of natural disasters represent the least amount of
documented studies (Gupta et al., 2016) in contrast to the mitigation, preparedness, and response
stages. Nonetheless, recovery is the longer-term activity, wherein the primary objective is to heal
and reconcile any damage/loss the disaster caused (Celik et al., 2012). Despite its importance,
scant empirical research exists on how to strategically manage and improve the recovery stage,
wherein affected individuals and communities usually still need extra help with restoring their
lives. Take, for example, flooding from Superstorm Sandy in New York and New Jersey (2012):
The path to recovery was extensive, rife with residents’ lingering health and economic problems
(Burling & Urgo, 2015).
In reality, we observe that people, communities, and governments tend to devote much
effort to preparing for and responding to natural disasters, even in the face of the longer-term
economic and health effects along the path to recovery. This dissertation seeks to enhance the
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overall effectiveness of natural disaster recovery—specifically, maximizing people’s and business
communities’ post-flood resilience and hastening the return to a “new normal.”
Echoing the call enunciated by a recent review paper in disaster management research
(Gupta et al., 2016), my current research streams are aimed at filling the gaps in what future
research needs to be done in disaster operations management. While all forms of natural disasters
can be devastating, I have focused specifically on floods; the most common of the last decade and
those with the highest potential for assessing the “life after the disaster” stage.
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CHAPTER 2
DISASTER OPERATIONS MANAGEMENT RECOVERY:
INSIGHTS FROM FLOODING IN THAILAND
2.1 Introduction
This chapter introduces a novel humanitarian operations and crisis management (HOCM)
approach to investigate flood recovery. From a macro-economic and service operations
management perspective, we explore how industrialization and Internet usage in Thailand from
2006-2012 influenced its provinces’ post-flood financial recovery. Further, we demonstrate that
specific Thai provinces (hereafter used interchangeably with regions) statistically determined to
have the “best” and “worst” post-flood financial recovery can reveal systematic mitigating
factors. Thus, our approach focuses on the linkage of strategic operations and economic policy
aspects in the HOCM recovery process, the least-studied stage in the humanitarian logistics
stream cycle (Galindo & Batta, 2013; Cozzolino, 2012; Altay & Green, 2006). This research
specifically seeks to answer the question: “How does industrialization level and Internet usage
affect per-capita income changes during and after a flood?”
The answer offers strategic guidance as to which regions might benefit more from
limited resources in order to mitigate the impact of future flooding events. Past trends and future
projections only heighten the urgency of HOCM research on flooding: Sohdi and Tang (2014),
having noted the paucity of operations management and supply chain research, reported the
number of floods per year has risen exponentially since 1900. The intergovernmental
Organisation for Economic Co-operation and Development (OECD) estimates global flood losses
will rise to an average of $52 billion by 2050 (OECD, 2015). Other research, meanwhile, has
shown how natural disasters, such as floods, devastate humans’ physical well-being; their impact
extending to gender roles and mortality rates (MacDonald, 2005; Oxfam, 2005). While economic
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researchers Frankenberg, Gillespie, Preston, Sikoki, and Thomas (2011) have empirically
investigated how socioeconomics, age, sex, and household composition affect the rate of survival
following natural disasters, our research takes a different approach. Here, we seek to illustrate
how publically available data may be used as a diagnostic tool to generate policy insights on postflood disaster recovery. For this purpose, we first subject to rigorous empirical scrutiny two broad
macro factors—industrialization level and Internet usage—in which governments can play a
stakeholder role in influencing a region’s financial recovery. Industrialization is a structural,
economic indicator that can capture the variable effects of flood disasters on populations and
explain, in part, financial losses. Internet usage pertains to enabling citizens in a region to access
sufficient integrating technologies for gathering critical information to use in HOCM coproduction roles (e.g., adherence to flood warnings, preparation, evacuation, etc.). It also
represents a regional population’s ability to receive and share necessary information before,
during, and after flood events. Strategically, it enables potential victims to proactively participate
in HOCM processes.
Our approach allows us to observe the effect of flooding from a macro-economic and
service operations perspective. Specifically, we empirically investigate the per-capita income
dynamics associated with floods in the context of Thailand’s regions. We provide an
“econometric” solution that calls for regional humanitarian operations’ improvement efforts.
Even though our proposed solution methodology is not intrinsically novel, how we apply it to
post-flood recovery is. As a strategic planning tool for government and other stakeholders, our
approach offers the opportunity to hone in on salient systematic factors that can be used in
community planning to reduce floods’ adverse economic effects. It provides insights for public
dialogue on the need to refine government rules and regulations and modify organizations’
emergency plans. We also contribute to the operations literature, which contains a few studies on
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flood recovery process. The paper is organized as follows. In §2.2, we develop the motivation of
our study and review relevant literature. In §2.3, we develop our hypotheses, which propose a
new research perspective for disaster service operations management. In §2.4, we describe the
data and empirical strategy. In §2.5, we present the results of different Generalized Method of
Moments (GMM) estimates showing the effect of flooding on per-capita income at different
industrialization and Internet usage levels. In §2.6, we provide a detailed discussion and our
study’s implications. We conclude in §2.7.
2.2 Motivation
Our research is driven by the prominence of floods as a natural disaster and the criticality
of better understanding how to improve the understudied HOCM recovery phase. We also have a
willingness to improve the HOCM field by applying a service operations strategy lens to policy.
Three factors have intensified the need for increased HOCM research: the growing economic and
social impact of natural disasters, the United Nations’ declaration of the 1990s as the
International Decade of Natural Disaster Reduction, and the globalization of the terror threat.
Nonetheless, rigorous HOCM research has not reached critical mass compared to more mature
operations and supply chain management topics (e.g., healthcare operations management,
production innovation, and technology management). Kovács and Spens (2011) noted the
following research gaps in humanitarian logistics and supply chain management: product and
service development for humanitarian purposes (e.g., the role of humanitarian organizations as
service providers), the role of management in the humanitarian supply chain (e.g., its relationship
with suppliers, logistics services, and donors), and inter-agency collaboration within the supply
chain (e.g., the sharing of resources and capacities such as transportation and warehousing). Other
topics of interest include: financial flow in humanitarian supply chains (matching needs and
donations), aid sustainability (e.g., bridging the gap between disaster relief and long-term
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development, community-based supply chain design), and responding to new challenges (e.g.,
urbanization, climate change adaption, security). Gatignon, Van Wassenhove, and Charles (2010)
suggested humanitarian logistics would benefit from longitudinal studies, while Pettit and
Beresford (2010) have encouraged more comparative studies.
According to the International Disaster Database for the Centre for Research on the
Epidemiology of Disaster (CRED), 4,791 natural disasters occurred between 2004 and 2015.
Those include the tsunami in Southeast Asia (2004), Hurricane Katrina (2005), the Sichuan
earthquake (2008), the earthquakes in Haiti and Chile (2010), the floods in Pakistan (2010), the
earthquakes and subsequent tsunami and nuclear emergency in Japan (2011), the flooding in
Thailand (2011), Hurricane Sandy in the mid-Atlantic Coast (2012), Typhoon Haiyan in the
Philippines (2013), China’s Ludian earthquake (2014), and the Nepal earthquake (2015). These
natural disasters caused deaths, injuries, emotional damage, and economic shrinkage. Looking
ahead, the United Nations Development Program (2014) predicted the economic impact of
disasters could reach $431 billion annually by 2030. In order to minimize the human and
economic devastation these environmental calamities wreak, it is critical for individuals,
communities, and nations to develop the ability to better handle and recover from natural
disasters. Before we discuss our model and analyses in the next subsections, we provide an
overview of the dominant conceptual typologies that classify natural disasters.
2.2.1 Classification of Natural Disasters
Past research has classified disasters into several categories, the primary two being
“natural” and “human-made.” Natural disasters are divided into five main categories (World
Health Organization/Education For All, 1998; Robinson, 2003; Kovács & Spens, 2009; Federal
Emergency Management Agency, 2013; Emergencies and Animal Welfare, 2010; Blaikie,
Cannon, Davis & Wisner, 2014): 1) Geophysical or geomorphologic events, originating from the
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core of the earth (i.e., earthquakes). 2) Hydrological-originated disasters, caused by variation in
the normal water cycle of the ocean. These disasters encompass events initiated from wind
buildup, causing bodies of water to overflow and cause floods and flash floods. 3) Meteorological
events, caused by short-lived, small to meso-scale atmospheric processes that include storms,
snowstorms, and tornadoes. These types of disasters can last from minutes to days. 4)
Climatological events, caused by long-lived, meso- to macro-scale processes, namely droughts,
wildfires, and El Niño. These types of events can last entire seasons or decades. 5) Biological
disasters, or events caused by humans’ or other living organisms’ exposure to germs, toxic
substances, plagues of different pests, or epidemics. Appendix 2A provides a complete list of
events in each category.
Because natural disasters can have mixed origins, categorizing them into one division is
challenging. As Facchetti (2003) explained, a tsunami can be considered both a geological and
hydrological event due to its origination from the land and consequences for the water cycle. In
addition, the cause of desertification can be both climatic and man-made as in deforestation,
which originates from human actions but impacts and leads to biological disasters. Some fires
may have human causes, while others can be natural phenomena or have mixed origins.
Figure 2.1 depicts the most frequently occurring natural disasters from 1995-2015 and
shows their relative annual number of events by type. While the number of natural disasters has
fluctuated within the past two decades, the number of floods remained the highest throughout the
time range. CRED (2013) reported that flood disasters claimed more than 96 million victims and
caused an estimated $118.6 billion in damages in 2013. Sodhi and Tang (2014) reported that
flooding, which accounted for half of all natural disasters between 2000 and 2010, also impacts
the largest number of people, disproportionately in Asia. Even though floods do not appear to
have the catastrophic power of earthquakes or other natural hazards, their overall impact on the
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economy and society is enormous (Papagiannaki, Lagouvardos, Kotroni & Bezes, 2015).
Cumming and Chuck (2015), for example, reported on CNN that severe flooding in Charleston,
S.C., during the first week of October 2015 was a “once-in-200-years rainfall event.” Although
the weather pattern only recorded rainfall over one day, flooding effects can last from hours to
months. Following the flood in South Carolina in 2015, a CNN reporter added: “Here’s the good
news for South Carolina: The rain will soon stop. Unfortunately, the flooding will linger.”
Figure 2.1 Number of Disasters per Disaster Type, 1995-2015

The statistics given in Figure 2.1, along with their potential impacts, support the need for
focused research on flood disasters, which can have enormous consequences. They take
thousands of lives and wreak havoc on economic and land structures, driving a subsequent
decrease in economic growth. People can lose their careers, loved ones, and daily routines after a
disaster. Returning to their former lives is often difficult, not only because of the tangible
physical losses, but also because of the emotional damage. Victims, indeed, may remain griefstricken long after the flood subsides. Kirsch, Wadhwani, Sauer, Doocy and Catlett (2012) found
that flooding is the main cause of death among natural disasters, with approximately 6.8 million
lives claimed to flooding in the 20th century. Observations and predictions indicate that climate
change will cause flooding intensity and frequency to rise, bringing an increasing urgency to
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research in the field. Next, we discuss the classification of disaster phases and highlight the
specific need for garnering a better understanding of factors associated with post-flood recovery.
2.2.2 Disaster Phases
While Tufekci and Wallace (1998) have suggested categorizing emergency response into
pre-event and post-event response phases, the emergency management literature argues for a
more granular typology. The most dominant classification scheme describes the following four
phases in the disaster management cycle: 1) mitigation, 2) preparedness, 3) response, and 4)
recovery (Celik, Ergun, Johnson, Keskinocak, Lorca, Pekgun, & Swann, 2012; Kovács & Spens,
2007; Kovács & Spens, 2009; Pettit & Beresford, 2005; Van Wassenhove, 2006; Lee & Zbinden;
2003; Thomas, 2003; Cottrill, 2002; Nisha de Silva, 2001). Figure 2.2 illustrates these phases and
their relationships.
Accordingly, mitigation includes activities aimed at preventing the disaster from
happening and functions to reduce its future effects. Preparedness incorporates any appropriate
strategic activity in place and ready prior to the disaster. Response is considered a countering
phase to an ongoing disaster with an aim to maximize resource efficiency and minimize the
negative impacts. Finally, recovery encompasses the mid-range to long-term activities after the
disaster, with an objective to heal and reconcile any associated damage or loss.
Figure 2.2 Operational Stages in Disasters Present in the Humanitarian Logistics Stream
Cycle (adapted from Cozzolino 2012) and Proportion (%) of Research Covering Each Phase
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Galindo and Batta (2013) provided percentages of operations research (OR) and
management science (MS) literature according to disaster stage. As seen in Figure 2.2, the
authors report that 23.9 percent of the disaster-related literature pertains to mitigation; 28.4
percent to preparedness; 33.5 percent to response; and only 3.2 percent to recovery, a gap they,
too, emphasize. So while the sheer number of natural disasters is increasing, the extant literature
base remains quite limited (Pettit & Beresford, 2010; Rubin, 1991), with existing OR/MS
recovery-focused literature largely analytical. Examples include a stylized flooding model (Sodhi
& Tang, 2014), a numerical simulation of internal and external crisis sources (Xiao & Yu, 2006),
the concept of market crisis (Midanek, 2003), and mathematical modeling for successful disaster
recovery plan development (Bryson, Millar, Joseph, & Mobolurin, 2002). Other studies include
stochastic modeling and optimization for the random breakdown of complex adaptive systems,
scheduling for pre- and post-hurricane processes to reduce regional response time, and an
analytical study of post-stock market crash debt (Elimam, Girgis, & Kotob, 1997; Kim &
Dshalalow, 2002; Lambert & Patterson, 2002). Tufekci and Wallace (1998) indicated that an
effective emergency response plan must integrate the pre- and post-response stages within its
objective, emphasizing the need for a post-disaster recovery phase related to HOCM.
Along with a paucity of research on the recovery aspects of disaster operations
management, there exists a huge void in empirical research, most likely due to the inherent
difficulties of gathering such data in a timely fashion. In this study, we take a step forward by
empirically focusing on the post-disaster recovery phase and integrating macroeconomic and
service operations strategy perspectives at a regional level. As this phase is inherently difficult to
directly observe, we use the lens of preparedness and response. Here, we examine flood impacts
on per-capita income at different industrialization levels as well as the effect of Internet usage
during an emergency situation. These findings will help pinpoint strategic issues within the
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purview of stakeholder service providers and suggest how to improve these two broad areas
during the preparedness and response processes. This study ultimately can help improve the
recovery process by enhancing policy discussions for reducing the duration and severity of
flooding effects.
Other literatures studying risk management, development plans, physical and mental
health, psychology, and economics also recognize the importance of the recovery phase. Joakim
and Wismer (2015) investigated the Yogyakarta earthquake in 2006, noting that an effective longterm post-disaster recovery system is necessary to reduce vulnerability. They suggested
promoting a holistic, integrating strategy, including entrepreneurial activities, early government
intervention, and developed networks. Papas, Clay, Gill, and Abramson (2015) examined the
food insecurity problem five years after Katrina, suggesting that developing secure and
sustainable food systems are necessary for a long-term healthy community. Corbin (2015) found
that engaging marginalized community members in the recovery process of a large-scale event
(e.g., Katrina) enhances social, economic, political, and environmental status while decreasing
populations’ social vulnerability. Fardhosseini, Esmaeili, and Wood (2015), meanwhile,
identified waste and damage clean-up as one of the first activities in the post-disaster phase, citing
construction safety as critical for workers. Their safety risk management plan for workers
incorporates risk identification and risk assessment.
Nastasi, Jayasena, Summerville, and Borja (2011) stated that psychological functioning
in long-term recovery efforts is important in disaster response and recovery. In observing how a
school-based intervention project influenced a long-term psychosocial recovery of Sri Lankan
children following the 2004 tsunami, they suggested including long-term psychosocial recovery
in crisis intervention and crisis response models. De Mel, McKenzie, and Woodruff (2011) used
longitudinal data with a randomized experiment to investigate the impact of the 2004 tsunami on
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Sri Lankan microenterprises, concluding that businesses take a longer time to recover from
natural disasters than expected. This study highlights the central role of access to capital to the
retail sector, the difficulty of doing so in the wake of a natural disaster, and its importance in
accelerating the recovery process.
2.3 Hypothesis Development
Reducing financial losses plays an important role in recovery. As discussed in this
section, our two broad macro-factors—industrialization level and Internet access—are
hypothesized to influence a region’s post-flood, per-capita income.
2.3.1 The Dynamics of Industrialization Levels and Flooding
The first macro-factor we observe is the industrialization level within a defined region
(e.g., city, state, country, province, continent, etc.). Statistical evidence shows floods strongly
influence a nation’s production levels during and after they occur. During the 2011 Thai flood,
the office of the National Economic and Social Advisory Council of Thailand (NESAC) reported
that the production of manufacturing products decreased by 21.8 percent in the fourth quarter of
2011, compared to an increase of 3.1 percent in the third quarter. For the year, the industrial
sector tightened 4.3 percent after increasing by 13.9 percent in 2010. NESAC attributed the
shrinkage in the industrial sector specifically to the devastating flooding in industrial estates,
logistic systems, and industries within the supply chain. The Thai Industries Sentiment Index fell
to 90.1 in the fourth quarter of 2011 from 99.5 in the prior quarter. Even though the severe
flooding harmed the broader Thai economy, the impact was especially devastating to the
industrial sector. Many factories stopped producing, disrupting other supply-chain entities.
This sluggish industrial sector performance requires further investigation, and an
economic indicator can show changes over time that help understand a natural disaster’s effect on
society. Because Thailand is a prime example of a country that has succeeded in moving from an
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agricultural to industrial society (Oversea Development Institute, 2011), the growing number of
factories in each provincial region can determine the rate of industrial expansion. Prior research
has considered the level of industrialization as a setting for scrutiny, but only rarely as a variable
(Gauthier & Hoatzins, 1997; Elkamel, Wahap, & Alper, 2001). In some cases, industrialization
level of industrialization—defined as the per-capita gross national product—is an indicator that
can be used to examine the causal effect of an outcome variable of interest (Stack, 1978). Though
this indicator can be measured in several different ways, we employ the number of factories
registered in a region as a more direct measure. This is discussed further in the methods section.
Besides its structural effects (physical capital and infrastructure for manufacturers and
their supply chains), industrialization level in a region has been associated with relative income
levels. Greater industrialization tends to correspond with wealthier regions, whereas lower levels
are associated with poorer ones, meaning industrialized regions should have more capital for
recovery. Masozera, Bailey, and Kerchner (2007) identified the need to understand how natural
disasters impact different income groups. Highly developed areas tend to be less affected by
disasters at the time they occur, yet media reports suggest their citizens suffer from high losses
for several years after the event. Lower-income areas are impacted more during and immediately
after natural disasters, as poverty plays a role in vulnerability (Kelly & Adger, 2000; Anderson,
1990; Watts & Bohle, 1993). Fothergill and Peek (2004) have suggested that people in lower
socioeconomic classes are more likely to die, become injured, and endure more loss during the
response and recovery phases. They also experience more psychological trauma and obstacles in
all three phases. Bolin and Stanford (1991) have argued that the victims in the lowest income
bracket encounter the greatest proportionate housing losses. Take, as an example, Hurricane
Hugo, which struck South Carolina in September 1989. The Federal Emergency Management
Agency (Team, 1992) reported that approximately 60,000 low-income and minority South
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Carolinians were left homeless. Being more likely to reside in hazardous areas, low-income
houses and communities are less likely to have effective prevention strategies such as financial
reserves, property insurance, and living alternatives. These factors render them more vulnerable
to natural disasters than high-income households (Masozera, Bailey, & Kerchner, 2007).
A great deal of research has focused on how natural disasters affect people at the country
level. Low industrialization levels common in less-developed countries typically coincide with
more poverty. More industrialized areas, meanwhile, have higher incomes and—when natural
disasters occur—better preparation, rescue processes, and life-saving operations and responses.
According to Cannon (1994), people facing a hurricane in the U.S. are less vulnerable than those
in Caribbean countries. Developing countries, in general, report a much higher number of victims
from natural disasters. Kellenberg and Mobarak (2008) supported this conclusion, finding that
metropolitan areas mitigate disaster risk better than rural locations by leveraging their larger
population with access to sufficient economic and social institutions with better-designed
infrastructures. The World Bank (2001) reported that approximately 97 percent of all natural
disaster-related deaths annually occur in developing countries. The International Strategy for
Disaster Reduction (2004), moreover, contended that developing countries suffer a greater
percentage of Gross Domestic Product (GDP) loss than industrialized countries. This is likely
because of the increased loss associated with natural wealth such as land, forest, and minerals
(Munasinghe, 1994). Disasters, Munasinghe (1994) suggested, destroy the informal sector of the
poor in large cities of the developing world.
The United Nations Economics and Social Commission for Asia and the Pacific
(UNESCAP) supported such a conclusion on the disproportional effect of natural disasters by
income, finding those in low-income groups are 30 times more likely than the rich to be affected
by a flood disaster (UNESCAP, 2011). For example, natural disasters killed one in 1 million
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high-income people in Asia-Pacific countries annually from 2001-2010, compared with 52 in 1
million low-income people (UNESCAP, 2011). The poor are more likely to live in more
hazardous areas and have less access to the education, knowledge, and tools to survive in an
emergency situation. This is combined with the loss of natural resources upon which they thrive,
making them less capable to cope with natural disasters. This study hypothesizes that the
economic situation of people living in less-industrialized areas is more likely to worsen after a
natural flood disaster:
HYPOTHESIS 1A: The higher the level of industrialization in a region, the better off
people are in terms of per-capita income following a flood disaster.
The above rationale is not clear-cut. A review of post-flood media would suggest that
rural areas have fewer capital investments and infrastructure rebuild needs, thus less money
would be lost in a disaster. Highly industrialized areas could suffer relatively more financial
losses from natural disasters than other areas. The Federation of Thai industries reported that the
September-November 2011 floods reduced the industrial GDP by 1.9 percent against growth
projections of up to 3 percent. Total GDP shrank 0.1 percent post-flood, with industrial estates
reporting the highest losses. Other media reports show high losses and recovery struggles in
developed areas. Hurricane Sandy hit New York and New Jersey in 2012 and destroyed $65
billion in property (Eltman, Frank, & Mulvihill, October 26, 2014), with the population in these
areas still struggling to repair their homes and businesses (Dunn, 2014; Stone & Gallucci, 2014).
This suggests the opposite of conclusions found in theoretical arguments and research, namely
that the relative dollar value of losses is generally greater in industrialized areas. To explore this
conundrum, we propose an alternative hypothesis that more industrialized areas are more likely to
suffer worse financial damage from a natural disaster:
HYPOTHESIS 1B: The higher the level of industrialization in an area, the worse off
people are in terms of per-capita income following a flood disaster.
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2.3.2 The Influence of Internet Access During Floods
In this subsection, we examine from a service operations lens the influence of Internet
access. Little-studied in the services literature, disaster operations research has a long history in
other operations and supply chain areas, including OR, especially in the fields of inventory,
vehicle routing, and humanitarian logistics (Ransikarbum & Mason, 2016; Martinez, Stapleton, &
Van Wassenhove, 2011; Balcik, Beamon, & Smilowitz, 2008; Kovács & Spens, 2007; Beamon &
Kotleba, 2006; Van Wassenhove, 2006). Following the broad overview of disaster stages and
natural disaster classifications in the previous section, we can explain natural disasters through
several lenses. Recognizing that national disaster research is a complex, interdisciplinary issue
with no fixed solutions, we look at the flood recovery problem from a service management
perspective. Service operations management, in contrast to classical disaster management
operations approaches, tends to focus on different problem types. These often are “fuzzy and
unstructured, are multidimensional and complex, and are less conducive to normative, analytical
modeling” (Roth & Menor, 2003). We illustrate how some elements of service operations
strategy (Roth & Menor, 2003) can provide critical insights and contribute to solving HOCM
problems. We next discuss core concepts that disaster service management and business service
management share, then examine the integrating role of Internet access in a flood-damaged
region’s financial recovery.
2.3.2.1 Humanitarian Operations and Crisis Management as Disaster Service Operations
Management
Business service industries have become a source of economic leadership, growing to
account for more than 70 percent of U.S. income in 2006 (Fitzsimmons & Fitzsimmons, 2006).
The service industry accounts for around 80 percent of economic activity in developed nations
(Johnston & Clark, 2008), with government and HOCM stakeholders (e.g., non-governmental
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organizations [NGOs]) among providers. Drawing on a broad macro-economic overview and
seeking to understand disasters from a service management perspective can benefit both academia
and practitioners. It creates a new research avenue in academia and can lead to better naturaldisaster coping strategies.
Business service has been variously defined but is commonly explained as an activity, or
series of activities, more or less intangible in nature that takes place in interactions between the
customer and service employees and/or the service provider’s physical resources/goods/systems,
which are provided as solutions to customer problems (Grönroos, 1990). Fitzsimmons and
Fitzsimmons (2006) characterized business service management as considering the differences
between inputs (customers) and resources (facilitating goods, employee labor, capital). Zeithaml,
Bitner and Gremler (2010) stated: “Services are deeds, processes and performances.” A service is
not a product but a process, a combination of ideas and concepts.
An important component of the service sector is customer co-production, which has not
been clearly contextualized in disaster service management. Here, a potential victim’s willingness
to accept a degree of co-production in the delivery of disaster services is similar to the main idea
of service delivery value co-creation. Moreover, strategic service design choices—structural (e.g.,
physical facilities, locations, capacity, etc.), infrastructural (e.g., practices, processes, policies,
performance measurement, etc.), and integration (coordinating mechanisms, integrating
technologies, learning and adaptive mechanisms, etc.)—must not only help customers accept their
service value co-producer role in the process but also enable them to fulfill it (Roth & Menor,
2003). Huete and Roth’s (1988) work has suggested customers must have the requisite
motivation, knowledge, and abilities to successfully participate in the service process and affect
the service system’s overall performance.
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The main players in the business service management concept include service providers
(e.g., firms) and service receivers (customers). Applying the same concept to disaster service
operations management—a mix of different stakeholders, including governments, the military,
aid agencies, donors and NGOs—we consider stakeholders as service providers and victims as
service receivers. Citizens, as potential victims, can provide stakeholders with the necessary
information with regard to their needs and living conditions. This allows stakeholders to increase
productivity and the degree of customization to the appropriate NGOs, friends, and others. For
example, if flash-flood victims are able to report the flood’s severity and specify their needs,
disaster service providers will be able to assist them more effectively. Additionally, self-help and
community cooperation within affected areas can support response and recovery processes’
overall effectiveness. Figure 2.3 shows the interaction and co-production between service
providers and service receivers of business and disaster service management. Note that in natural
disasters, victims’ willingness to accept the service and help themselves and other victims can
potentially co-create a more effective service recovery process.
Figure 2.3 The Interaction of Service Provider and Receiver in Business Service Management
(left) and Disaster Service Management (right)

The traditional service delivery system is the combination of services, intangible by
nature, and the customer as participant; thus, delivery varies from one customer to another. In
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services, work activity is oriented normally toward people as opposed to objects (Fitzsimmons &
Fitzsimmons, 2013), with the degree of customization and labor intensity dependent upon the
service business (Roth & Menor, 2003; Verma & Boyer, 2000; Schmenner, 1986; Huete & Roth,
1988). For example, service shops (e.g., hospitals, repair services) and professional services (e.g.,
physicians, lawyers, architects) may require a higher degree of customization than a service
factory (e.g., airlines, hotels, resorts) or mass services (e.g., retailing, wholesaling, schools). The
degree of customization varies depending on service provider preparations and customer
knowledge and needs.
Although no clear-cut levels of customization in labor intensity and customer contact
exist in disaster service management, its delivery process highly revolves around these two
concepts. The degree of customization can be understood in two levels: aggregate and individual.
At the aggregate level (all victims of a specific disaster), customization can be low because
disaster service is standardized, not customized, and little interaction is needed between service
receivers (victims) and service providers. For instance, disaster service providers distribute
emergency packages regardless of an individual’s request. However, emergency packages
normally include all standard necessities (e.g., canned food, water, flashlight, emergency kit,
basic medication, sanitary napkins, rubber shoes). At an individual level (specific victim of a
specific type of disaster), each disaster could require different kits in an emergency package (e.g.,
water pumps and mosquito repellent for flood victims, tarps and shelter for hurricane victims),
creating a need for customization. Victims, moreover, could seek help in different ways
depending on their individual circumstances (e.g., vulnerable citizens, including the injured,
children, the elderly). The degree of labor intensity is defined as the ratio of labor to capital cost
(Fitzsimmons & Fitzsimmons, 2013), and it also varies by disaster type and severity. The higher
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the level of disaster severity, the greater the costs, as affected people will need to invest in both
capital and labor to rebuild and recover.
Due to the above-described similarities in the nature of business service operations and
disaster service operations management, this study’s discussion and implications will offer
insights regarding service operations. As we describe in the next section, our second macroeconomic, strategic factor—per-capita Internet use—is a proxy that represents a citizen’s
opportunity for co-producing value (e.g., adhering to warnings, information sharing, locating and
assisting others) during floods.
2.3.2.2 Internet Usage as Co-Production Value in Floods
There is support for the notion that the Internet is an “enabling technology” for both
service providers and citizens as co-producers in disasters. Interestingly, the Internet is shown to
convey critical information from service providers (stakeholders) to/from citizens (victims) and
also among citizens. Zincir-Heywood & Heywood (2000) explained that when voice
communications were unavailable after Turkey’s 1999 earthquake, the Internet became a second
choice for communication. Putnam (2002) found that the Internet became a tool for emergency
communication after the September 11, 2001, attack on the World Trade Center, as people used
e-mail and forums to express their sympathy and grief (Rainie & Kalsnes, 2001). As Wang and
Du (2003) explained, the usage of Internet-based flood warning systems may enable the
prediction of future flood zones, evaluation of current flood zones, and illustration of watersheds.
Ramos and Piper (2005) explored how the Internet played a role during the 2004 Indian Ocean
tsunami, finding that people impacted by the disaster shared their feelings and updates on blogs.
Hurricane survivors, Macias, Hilyard & Freimuth (2009), have used forums to show emotional
support. As the Internet is a source of information flow, it also is critical for people not directly
affected by disaster. Putnam (2002) has suggested including the Internet in a disaster plan, while
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Palen, Anderson, Mark, Martin, Sicker, Palmer, and Grunwald (2010) have encouraged more
research exploring how people use the Internet during a disaster.
Wang and Li (2015) noted that recent research has become more interested in
information and communication technologies (ICTs), particularly the use of mobile phones and
Internet services (Coyle & Meier, 2009; Gruntfest & Weber, 1998; Sutton, Palen, & Shklovski,
2008; Wang, 2014). Furthermore, Marincioni (2007) noted that technology supports the
interchange of disaster information and promotes knowledge circulation during an emergency
period. A computer network application, for example, can be a good support system for
emergency management (Dash, 1997; Kaiser, Spiegel, Henderson, and Gerber, 2003). Wybo and
Lonka (2002) found that ICTs harbor the potential to improve organizations’ resilience during an
emergency by quickly providing information relevant for decision making. Putnam (2002)
suggested communication during and after an emergency has a great impact on resilience.
In Thailand, the Electronic Transaction Development Agency (2014) reported Internet
usage is strong and growing. In 2001, its citizens spent 18 hours per week, on average, using the
Internet; a statistic that surpassed 32 hours by 2012—with nearly 10 percent of users online for
more than 100 hours. By 2014, the average Thai citizen was spending more than 50 hours online
per week, or more than seven hours per day. Their top three online activities: contacting others,
updating news, and searching for specific information.
The Thai population’s increasing Internet usage rate could influence the impact of
flooding in both preparation and response, ultimately shortening the recovery process. Thai
people can communicate through text messaging, online applications, e-mail, and social media.
For example, Facebook has implemented a check-in feature called “mark as safe” that allows
users to notify friends that they are out of harm’s way in a disaster. We, therefore, hypothesize
regarding the impact of Internet usage on natural disaster recovery:
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HYPOTHESIS 2: The greater the number of Internet users in an area, the better the
recovery from a flood disaster.
2.4 Data and Empirical Strategy
In this section, we describe the databases, measures and model.
2.4.1 Data and Measurement
To investigate these hypotheses, this study uses panel data (2006-2012) from one country
(Thailand) and one type of disaster (flood event). Thailand is a reasonable country to study, as it
has a history of flooding and a high degree of variability in annual flood events and their severity
among its provinces (regions). It also has a mix of industrialized and rural regions and
heterogeneity in regional Internet usage patterns. As Sodhi and Tang (2014) suggested, floods are
a predictable natural disaster in that their timing and location are more easily forecasted than
other disasters. Thailand faces flooding every year, especially during the rainy season from the
middle of May to October. During this period, it may not rain simultaneously over the entire
country; therefore, different geographical regions may see comparably more storms and heavy
rain that cause flooding. When floods strike the capital and other major cities, their impact
increases. Thai residents who live in flood-prone areas may be more prepared, yet some floods
overwhelm even these populations.
The unit of analysis in this study is the province level by year, and datasets are merged
from two sources (See Table 2.1). The first, Department of Disaster Prevention and Mitigation
(DDPM), captures flood disaster events in Thailand. The second, Thailand’s National Statistical
Office (NSO), captures per-capita income (in Thai baht [THB]) by province from 2006-2012, the
level of industrialization and Internet usage. The outcome variable of interest is per-capita income
of province i in year t. We selected per-capita income as the dependent variable because it is a
well-recognized measure of financial success in the economics literature. The econometric
analysis is based on estimates of flooding, the level of industrialization, the level of Internet
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usage, and their interaction using 75 provinces in Thailand. The northeastern Nong Bua Lam Poo
province is excluded due to data limitations.
The following variables are used in our analysis (See also Table 2.1). INCOME: The
aggregate income of domestic residents derived from an economy’s production of goods and
services during a period of time. It is calculated from the provincial income divided by province
population. In this study, we use per-capita income to measure the economic impact from natural
disasters, with 2012 the base year to adjust for changing price levels. FLOOD: The flood variable,
a main predictor, is a dummy variable, with 1 indicating a flood in province i at year t and a 0
indicating no flooding. INDUSTRIALIZATION: We use the total number of factories registered at
the Ministry of Industry for each year in each province. The per-capita industrialization variable
is measured as the number of factories registered at the Ministry of Industry in province i at time t
divided by the population of province i at time t. INTERNET: We use a fraction of people in
province i at time t using the Internet. Connection type varies and includes narrowband (analogue
modem, ISDN) and broadband (fixed broadband), but we do not consider these. The per-capita
Internet variable is measured as the number of Internet users in province i at time t divided by the
population of province i at time t.
To understand how the effect of a flood can vary with industrialization, we construct an
interaction term of the flood dummy variable and industrialization level. This permits us to
examine how a flood impacts highly industrialized areas differently than less-industrialized areas.
We also created an interaction term of Internet usage and the flood variable in order to observe
how the level of Internet usage affects per-capita income in the event of a flood.
The notation is explained below in Table 2.1. Summary statistics for the variables are
presented in Table 2.2.
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Table 2.1 Summary of Variable Names and Descriptions Used for Empirical Analysis
Variables Name

Variable description

lnINCOMEi,t

is the natural logarithm of the per-capita income of province i at time t (THB)

FLOODi,t-1

is a lagged dummy variable for flood of province i at time t-1

INDUSTRIALIZATIONi,t-1

is a lagged per-capita level of industrialization of province i at time t-1 (factories per 1,000
persons)

INTERNETi,t-1

is a lagged per-capita level of Internet usage in province i at time t-1

FLOODi,t

is a dummy variable for flood of province i at time t

INDUSTRIALIZATIONi,t

is the per-capita industrialization level of province i at time t (factories per 1,000 persons)

INTERNETi,t

is the per-capita level of Internet usage in province i at time t

Sources: NSO and DDPM
Table 2.2 Summary Statistics for Observed Variables
Variable

Mean

Standard deviation

Min.

Max.

Real INCOMEi,t (2012base,Thai Baht)
FLOODi,t-1

129845.5
0.84889

132841.2
0.35856

31331.94
0

970024.2
1

INDUSTRIALIZATIONi,t-1

1.79129

1.34081

0.45728

10.78746

FLOODi,t

0.78667

0.41005

0

1

INDUSTRIALIZATIONi,t

1.81041

1.35648

0.45728

10.90187

INTERNETi,t-1

0.17715

0.06319

0.04883

0.49459

INTERNETi,t

0.18831

0.06796

0.048833

0.54326

Table 2.2 shows per-capita income has a minimum value of 31,331.94 THB, found in
Thailand’s Yasothon province in 2006. The maximum value is 970,024.2 THB, found in Rayong
in 2012. This high variation is expected due to differences in provinces’ local economies and
residents’ occupations and education level. The natural logarithm of per-capita income is the
dependent variable. The coefficients on the explanatory variables measure how a one-unit change
in an independent variable affects the dependent variable in percentage terms, ceteris paribus.
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The flood dummy variable has an average value of 0.78667, thus nearly 80 percent of all
province-year observations experienced flooding. Per-capita industrialization has a maximum
value of 10.90 factories per 1,000 persons and a minimum value of 0.46. The number of factories
per capita has a mean value of 1.81, or approximately two factories per 1,000 people. On average,
nearly 19 percent of the Thai population over age 5 was connected to the Internet. During the
study period, the Internet has become an important resource in Thailand.
2.4.2 Empirical Strategy
Our methodological approach can be classified as a natural experiment in that we have a
series of observations for control and treatment groups. Dunning (2007) explained that natural
experiments happen in a place that only impacts some subjects, but not others, and this condition
appears as-if. Sekhon and Titiunik (2012) have suggested that the as-if can be referred to as
exogeneity in the sense that the treatment and control groups created by the natural experiment
are analogous. In our study, a natural disaster event (flood) has happened in a natural setting and
only affects certain groups (provinces) in the population at various times. A province affected by
a flood in a particular year is categorized in a treatment group, while those that do not experience
flooding belong to a control group.
Estimating the effect of a flood on per-capita income is challenging in a dynamic setting
because the very nature of the model likely suffers from several econometric problems. First, we
cannot disregard the possibility that causality may run in both directions, from flood to per-capita
income and vice-versa. Second, the customary presence of lagged dependent variables in a
dynamic panel data equation can create autocorrelation issues. Third, time-invariant province
characteristics could be correlated with the explanatory variables.
Although fixed effects instrumental variables estimation can accommodate some of these
issues, serious problems arise with fixed effects models in a panel dataset such as ours, with a
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“small T, large N” context and a lagged dependent variable (Mileva, 2007). We, therefore, used
the dynamic panel estimations (difference GMM) of Holtz-Eakin, Newey and Rosen (1988),
Arellano and Bond (1991), and Blundell and Bond (1998) to capture the impact of flooding on
per-capita income at different industrialization and Internet usage levels. Instead of using only the
exogenous instruments, we also added lagged levels of the endogenous regressors. After first
differencing the equation, we removed the error and its associated omitted variable bias.
GMM models present unique advantages over fixed effects models and are particularly
well suited to tackle the challenges listed above, which are common in panel datasets such as
ours. For instance, the Arellano and Bover (1995)/Blundell-Bond (1998) estimation can handle a
situation where the response variable partly depends on its own past realizations, situations where
the explanatory variables are not strictly exogenous (i.e., they could be correlated with past or
current realizations of the error), and situations where heteroscedasticity or autocorrelation within
individuals—but not across them—is questionable. We used the routine XTABOND2 in STATA
version 12 to estimate our model (Eq. 1) below, following an estimation procedure similar to that
described by Roodman (2007) and Mileva (2007).
!"#$%&'!!,! = !! + !! !"##!!,! + !! !"#$%&'!()!*(&!+!!,! +!! !"#$%"$!!,! +

(1)

  !! (!"##!!,! ∗   !"#$%&'!()!*(&!+!!,! ) + !!   (!"##!!,! ∗ !"#$%"$!!,! ) +
  !! !"##!!,!!! + !! !"#$%&'!()!*(&!+!!,!!! + !! !"#$%"$!!,!!! +    !!    !"##!!,!!! ∗
  !"#$%&'!()!*(&!+!!,!!!

+  !!"    !!""!!,!!! ∗ !"#$%"$!!,!!!   + !!! !"#$%&'!!,!!! +

!!" !"#$%&' + !!" !"#$%&'()*+ + ℰ!,!

2.5 Results
In this section, we first examine the econometric results testing the specified hypotheses,
then conduct exploratory analyses using the sets of Thai provinces that have consistently
increased their per-capita income in years following a flood (best), versus those that have
underperformed (worst). The idea of this approach is to determine if there are factors within the
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best regions that enhance their resilience to flood events and, for the least-resilient regions, what
actors pose the greatest challenges to recovery.
2.5.1 Arellano-Bond Difference GMM Estimates
Table 2.3 presents results from Equation 1 regressions using the Arellano-Bond
difference GMM estimation. We observe an acceptable good model fit, F (11, 364) =49.56 (p<.001).
The Arellano-Bond test (AR (1)) shows that we reject the null hypothesis of autocorrelation in the
first differences as expected due to their structure. Also as expected, we failed to reject AR (2) in
first differences, which detect autocorrelation in levels. We find that a one-unit increase in the
previous year’s per-capita income (ln) significantly increases the following year’s per-capita
income (ln) by 22% (β11=0.222,	
  	
  p<0.05), all else being equal over the study period. We observe
that the main effects of the flood in the current (β1=-.20, p<.001) and lagged period (β6=-.08,
p<.05) both adversely influence per-capita income (ln) in the current year.
2.5.2.1 Influence of Industrialization
In Table 2.3, as expected, we find weak support for the association of industrialization
with higher per-capita income (ln) levels, on average, for Thai provinces. However, neither H1A
nor H1B is supported regarding its contemporaneous interaction with flooding on the current
period’s per-capita income (p>.83). In contrast, scrutiny of the lagged flood and lagged
industrialization interaction term (β9= -.021, p<.05) lends credence for H1B, while no evidence
supports alternative hypothesis H1A. The level of industrialization in the prior year t-1, which
also experiences a flood event, acts to reduce per-capita income in subsequent year t. Thus, the
diminution of the physical structures and supply chains in a flood year affects both jobs and
business. Coupled with the need to invest significantly in restoration and recovery, financial
recovery is weakened. These results suggest that more industrialized Thai provinces are apt suffer
financial damage from flooding, but likely in the following year.
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Table 2.3 Results of GMM Dynamic Panel Data Estimations: DV lnINCOME i,t
Model

Difference GMM

Variable
FLOODi,t

(β1)

Coefficient
-0.199***

Std. Err.
(0.054)

INDUSTRIALIZATION i,t

(β2)

0.092~

(0.061)

INTERNET i,t

(β3)

-0.292

(0.353)

FLOOD i,t * INDUSTRIALIZATION i,t

(β4)

-0.002

(0.009)

FLOOD i,t * INTERNET i,t

(β5)

0.898***

(0.239)

FLOOD i,t-1

(β6)

-0.081*

(0.039)

INDUSTRIALIZATION i,t-1

(β7)

-0.099

(0.132)

INTERNET i,t-1

(β8)

0.744*

(0.378)

FLOOD i,t-1 * INDUSTRIALIZATION i,t-1

(β9)

-0.021*

(0.010)

FLOOD i,t-1 * INTERNET i,t-1

(β10)

0.654**

(0.213)

INCOME i,t-1

(β11)

0.222*
Yes

(0.108)

Year dummies
Instruments

	
  
GMM difference instruments

AR(1) test (P-value)

-4.25***

AR(2) test (P-value)

-0.98

	
  

Number of observations

375

	
  

Number of groups

75

	
  

Number of Instruments

32

	
  

F-statistic(11,364)
~	
  p<.15;	
  *	
  p<.05;	
  **	
  p<.01;	
  ***p<.001	
  

49.56***

	
  
	
  

	
   in per-capita	
   income (ln) at t with
Figure 2.4 demonstrates the partial effects of change

respect to flood events by industrialization levels, while holding the lagged Internet constant at its
mean value (Table 2.2) for both time t and t-1. At time t, the concurrent partial effects of flooding
on changes in per-capita income (ln) exhibit only very modest declines with increasing levels of
industrialization. Whereas with flooding events at time t-1, this graph highlights how increasing
levels lagged of industrialization and lagged Internet (fixed) correspond to steep declines in the
next period’s per-capita income (ln) changes. Here, the slopes of both lines (time t and time t-1)
are downward sloping with increases in lagged industrialization levels. Decreases in the partial
effects of percent changes in per-capita income at t, however, are negligible in comparison to
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when the flood occurs in the prior year. Interestingly, with increasing lagged industrialization
levels less than 2, the next period change in per-capita income (ln) while declining remains
positive (versus the reverse when the level is greater than 2). This implies less-industrialized
regions are, on average, more resilient post-recovery relative to those with higher industrialization
levels. However, as posited by H1B, the influence of lagged industrialization on the next period’s
per capita income after level 4 is increasingly negative, most likely due to infrastructure
deterioration and massive restoration costs.
The partial effects macro-level analyses, given an average level of Internet usage and all
else being equal, suggest that the pervasive influence of industrialization is more nuanced than
previously posited. Nevertheless, consistent with H1B, moving from moderate to high levels of
industrialization one year after the flooding event, it appears that financial recovery will be
increasingly more difficult. More research is needed to determine the underlying reasons. We will
take a step forward in exploring this issue in part in the qualitative analyses in Section 2.5.2.
Figure 2.4 Partial Effect of Per-Capita Income (ln) at t with Respect to Current and Lagged Time
Periods for Flood Occurrence, Industrialization Level, and Internet Usage (Fixed at Mean Level)
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2.5.1.2 Influence of Internet Usage
Table 2.3 shows a statistically significant interaction effect (β5=.90, p<.001) on the
change in per-capita income (ln) at time t for contemporaneous flooding and Internet usage in the
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same year, as well as for its one-year lagged effects (t-1) (β10= .65), p<.01). Wooldridge (2009)
indicated it may be useful to re-parameterize a model for interpretability. Because the maximum
unit value of Internet usage in either year is less than 1.0, we offer a more realistic value in
interpreting this interaction’s effect on per-capita income by using standard deviations instead of
a one-unit point change. Consequently, given a flood occurrence (FLOOD=1), a one-unit
standard deviation in INTERNET (e.g., .068) at time t leads to a 6.1 percent increase in current
per-capita income (ln). A similar increase in INTERNET in the prior year corresponds to a 4.1
percent increase in current per-capita income absent a flood. These empirical results support H2:
The more Internet users in an area, the better the flood recovery. Clearly, empirical support of H2
shows the potential of communications, coordination, and knowledge-sharing between and
among stakeholders and citizens in the co-production of disaster management services in the case
of floods. This mitigates against losses, which diffuses to the next period’s change in per-capita
income, on average.
2.5.2 Qualitative Analyses of Factors Impacting Performance Recovery
In the previous section, we used Arellano-Bond difference GMM estimators to assess the
two broad macro-factors. In this section, we apply qualitative analyses to further enhance our
understanding of factors that influence a region’s resilience to flood events. We offer a novel
approach that complements our rigorous econometric analyses to derive deeper insights into
effective recovery processes. Our approach is simple: We classify each of the Thai provinces into
groups that performed the best and the worst in terms of per-capita income when facing flood
events. Our goal is to start a process that would enable us to hone in on the distinctive
characteristics or features of the best- and worst-performing regions that were systematically
associated with the respective province group. We further analyze the dataset, creating three timesegment sets of provinces, each containing two years. The three segments are years (1) 2007 and
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2009, (2) 2010 and 2012 and (3) 2006 and 2012. We examine the difference in per-capita income
for both years (i.e., in 2007 and 2009 for Segment 1, 2010 and 2012 for Segment 2, 2006 and
2012 for Segment 3). For example, we estimate the difference of per-capita income of Segment 1
by subtracting the region’s per-capita income in 2007 from 2009. We simplified this as such so
the first two segments would each span a three-year time frame, while the last covers the same
range of years as our Arellano-Bond difference GMM model.
We then examine the provinces that flood every year within their respective segment’s
time frame. The maximum numbers of observed floods over each of the three segments are three,
three, and seven, respectively. The number of provinces that correspond to the maximum number
of floods in each segment are 45, 39, and 24, respectively. If per-capita income value is higher in
the end year (e.g., per-capita income of province i in 2009 is greater than 2007 for group 1), we
obtain a positive numerical difference, and vice-versa. Hence, if the value of this difference for
province i is positive across all three time groups, we categorize them as positive. Otherwise, they
are considered negative. Please note that there is no zero in per-capita income difference for each
group in our dataset; therefore, the province with a maximum number of floods can only belong
to either the positive or negative group. We applied this criterion to all three groups (2006-2012).
We initially start with Segment 3 because it provides a broad perspective of the dataset
and covers the same range of years as our main model. Figure 2.5 depicts the difference in percapita income from 2006 to 2012. Over this period, 24 provinces had a flood each year, and the
difference in per-capita income remains positive. Another six provinces did not flood every year
and had a negative difference in per-capita income in three time segments (see also Table 2.5).
These provinces—Bangkok, Samut Sakhon, Pathum Thani, Chon Buri, Nonthaburi, and
Ranong—make up our “worst” region group.
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Different on PCI between 2006 and 2012 (Thai Baht)!

Figure 2.5 The Difference in Per-Capita Income Between 2006 and 2012 (THB)
by Number of Floods: Segment 3
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We further examine Segments 1 (2007-2009) and 2 (2010-2012) to better understand
differences in per-capita income. Out of 45 provinces, 34 provinces (76 percent) in Segment 1
have a positive difference in per-capita income. In Segment 2, 28 of 39 (22 percent) provinces
showed a similarly a positive difference in per-capita income. Considering all three segments
together, we found a total of 15 provinces that have the maximum number of floods, with a
consistently positive difference in per-capita income. We determined that these provinces—
AngThong, Chai Nat, Chaiyaphum, Chiang Rai, Khon Kaen, Lampang, Nakhon Sawan, Phayao,
Phetchabun, Phichit, Phitsanulok, Sukhothai, Suphan Buri, Uthai Thani, and Uttaradit—were the
“best” in terms of financial recovery.
To facilitate a flood-incident operations strategy, we explore in the next subsection the
extreme “best” and “worst” cases. The best case refers to provinces that remain positive over each
of three segment calculations of per-capita income differences, while the worst case refers to
provinces that remain negative on the per-capita income difference in time (Segment 3).
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Figure 2.6 shows that the level of industrialization plays the main role, compared to
Internet usage, among the two cases. We computed the median per-capita industrialization and
Internet values of the two cases. Consistent with the difference GMM econometric analyses,
Figure 2.6 shows that the worst-case group has a higher per-capita industrialization level, more
than double that of the best case. No discernable different in Internet usage existed between the
two groups.
Figure 2.6 The Difference in Median Value of Per-Capita Industrialization
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In addition to industrialization and Internet usage level, it is important to investigate other
factors that influence flood recovery performance. Recent literature in disaster risk reduction
(e.g., Saunders & Becker, 2015) has found land-use planning an important measure for
community resilience. Pre-event recovery planning, meanwhile, supports sustainability. Paton
(2013) explained that land-use and emergency planning is the key to creating a resilient society.
Becker (2008) has developed a methodology for land use pre-event recovery planning in the case
of the Canterbury earthquake in New Zealand. We adopt a similar idea from the disaster risk
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reduction literatures and begin to investigate a country land partition by its usage as a potential
factor impacting the recovery process’ overall effectiveness.
We show the value of taking a deeper dive into the best and worst provinces regarding
their relative financial recovery, and we examine Thai land usage between them. These analyses
are not intended to be exhaustive, but merely illustrate how the best-worst approach might help
improve structural and other factors associated with the recovery process. To be more specific,
we observe the role of agricultural and forest land area in both cases. Our qualitative analysis of
contrasting land areas between the best-worst groups offers a more holistic view of structural
factors that may mitigate or worsen the impact of floods within a similar province. All data
analyzed in this section come from Thailand Ministry of Agriculture and Cooperatives. The
country’s land area consists of agricultural, forest, and other non-agricultural areas. To illustrate
this approach, we focus on the first two types as they encompass approximately 80 percent of the
total land area, offering strong potential for insights and implications. Figure 2.7 illustrates that
agricultural and forest land areas, in the best case, are higher than the worst case. Agricultural
land in the best case is higher than the worst case by almost 20 percent, while forest land in the
best case is higher than the worst case by 86 percent.
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Figure 2.7 The Difference in Median Value of Agricultural and Forest Land Area (proportional to
all land area in Rai) Between Best and Worst Cases
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Agricultural land areas are made of paddy fields, lower/vegetable/ornamental plants,
orchards/trees, field crops and others. We assess the first four groups. Figure 2.8 displays a
greater detail of agricultural role. Paddy fields and field crops in the best case have a much higher
median value than the worst case. Paddy field value in the best case is approximately 86 percent
higher than the worst case. However, the worst case shows a zero median value of field crops
because five of six provinces (Bangkok, Samut Sakhon, Nonthaburi, Pathum Thani and Ranong)
in the worst case do not have any field crop land area. On the other hand,
flower/vegetable/ornamental plant land and orchard/tree showed the opposite direction. The best
case shows a lower level than the worst case in these two categories: 84% lower in
flower/vegetable/ornamental plant land and more than 80% lower in orchard/tree area.
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Figure 2.8 The Difference in Median Value of Paddy Fields, Field Crops, Orchards/Trees,
Flower/Vegetable/Ornamental Plant Land Area (proportional to all agricultural land area in Rai)
Between Best and Worst Difference in Per-Capita Income Cases
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2.6 Discussion and Implications
While mitigating the damage from natural disasters through self-protection is preferred,
we are not always able to do so, and sufficient and consistent data are nonexistent (Starr & Van
Wassenhove, 2014). Finding solutions and strategies to cope with natural disasters such as flood
events, therefore, are relevant policy issues; and we applied a different lens and approach to
circumvent these shortcomings. With more research needed in HOCM, we decided to start
exploring the field by looking at how industrialization levels and Internet usage affect people in
terms of per-capita income after flood events. Starr and Van Wassenhove (2014) have indicated
that the application of HOCM generally relies on policy makers, and this HOCM-related research
should have important policy implications for practitioners in both private industries and public
administrations.
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Government, military, and rescue teams are more likely to visit more severely flooded
areas, as judged by flood height and duration. Our results suggest an alternative way for the
government to consider when determining which areas need to be prioritized: using
industrialization level and Internet usage. Our study shows that a highly industrialized area takes
a longer time to recover from flooding than an area with a low industrialization level. These
provinces, ranging from empty land up to approximately two factories per 1,000 people, are apt to
recover financially from a flood within a year or less. As the number of factories increases, the
time required to fully recover increases significantly due to the larger losses of infrastructure,
equipment, and economy.
Much of the previous research supports helping the poor along with less industrialized
and developed areas. This may be true for medical care during a flood (Tungtisanont, Roth, &
Quiroga, 2017), yet this macro-economic result brings a new and complementary perspective. As
highly industrialized areas suffer worse from floods than lower industrialized areas, policy
makers should shift their approach toward sustainable city design in reconstruction to innovate
sewer systems, ways of holding storm water, etc. For example, Singapore’s “carefully planned
and implemented investments in the so-called ‘green infrastructure” are paying off. It also helps
mitigate the risk of flooding” (Kryspin-Watson, 2016). Our results strongly support hypothesis
H1B: The higher the level of industrialization in an area, the worse off people are in terms of percapita income following a flood. The results in this study should encourage practitioners and
policy makers to allocate appropriate investments to more industrialized areas to mitigate the
impact of flooding, but also prepare individuals for a more effective response that shortens
response time and recovery.
The analysis of a flood’s effect in the previous year on per-capita income also explains
the effectiveness of a recovery process at different industrialization levels. As a result, residents
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in rural areas appear to be more resilient in the face of natural disasters, as they appear to recover
from flooding within a year or less. We note that rural areas may have lesser infrastructure to be
recovered than industrialized areas. In areas with low industrialization levels, crops and other
foliage can be replanted and the infrastructure reconstructed in a short period of time once the
flood recedes. As industrialization increases, it takes longer to rebuild, replant, and replace losses
from natural disasters. In highly industrialized areas, the accompanying complex infrastructure,
city planning, and high-performance machinery are more difficult and costly to restore. Factories,
schools, government offices, and other institutions may need to temporarily close or shut down
during natural disaster events. Media reports show Manila, Philippines, has had to close schools,
government offices, and financial markets due to heavy rain (Birsel, 2014), while the 2011 Japan
tsunami shut down automotive suppliers and factories (Seemuth, 2014). In the U.S., Hurricane
Sandy sparked widespread flight cancellations (Thompson, 2012). In Thailand, heavy flooding in
2011 destroyed equipment and supplies in Hachiban, a famous chain restaurant, causing it to
close for months (Siam Intelligence, 2011). The country’s Fiscal Policy Office (2012) reported
that floods toward the end of 2011 damaged 20,431 factories; more than 15 percent of all
factories registered with the Ministry of Industry and permitted to operate at the end of 2011. In
these more industrialized areas, which have comparably more career opportunities, flooding
increases the likelihood people will lose their jobs if a factory temporarily or permanently closes.
According to the Ministry of Finance, the Ministry of Social Development, and the
annual report of the Human Society of Thailand (Royal Thai Government, 2010), people affected
by a flood will receive a fixed subsidy from the Thai government depending on the magnitude of
the loss. The Ministry of Interior suggested 30,000 THB if the natural disaster destroys the entire
house, 20,000 THB to subsidize houses with a partial loss, and 10,000 THB for equipment losses.
The same source also reports that, in the event of a severe natural disaster, the Government
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Housing Bank and commercial banks will reduce interest rates, a policy commonly known to help
flood victims. However, because of the variation in the losses due to natural disasters, fixed
subsidies do not provide the same benefits for everyone. In highly industrialized areas that suffer
greater losses, the amount may be sufficient for some to recover, but not others. This one basic
result—that the higher levels of industrialization correspond with higher negative impact in percapita income from floods—indicates the government must consider more criteria when
establishing regulations for disaster funding, such as location and estimated actual loss, both
intangible and tangible.
The government, a key stakeholder in disaster operations management (Apte, 2010),
should be more involved during a natural disaster event as it has the authority to establish rules
and regulations for firms and organizations and, crucially, determine the nature of urban
infrastructure reinvestment. Companies also play a role in recovery and can handle slow-onset
disasters effectively by carefully planning its strategies and operations, especially prior to
monsoon season. A well-defined strategy for protecting a company from natural disasters will
reduce not only the tangible losses (e.g., financial, infrastructure), but also unexpected intangible
losses (e.g., emotional damage, physical health, mental and psychological trauma). Further, a
company with such a strategy is more likely to have a better response to a natural disaster,
mitigating damage, and reducing recovery time. This is critical as damage to tangible assets from
a natural disaster can limit economic growth and create a lag between the disaster and a return to
economic growth. As losses and damages increase, so does their impact on the victims’ emotional
state, motivation, and efficiency; all of which also can influence economic growth in the country.
Our results imply that company owners and team managers should make proactive
investments to protect their property from natural disasters. We noted many business owners’ top
priority is to maximize profit; thus, they always seek to protect themselves against any business
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disruption. In this sense, our suggestion can be straightforward. However, setting up emergency
teams, preplanning recovery strategies, and investing time and money prior to disasters can take
considerable effort. It is possible business owners can neglect to actively address the potential
consequences of a natural disaster and believe damages fall into the realm of government
responsibilities. In order to protect a province (or country) against any unnecessary losses that can
be handled prior to the natural disaster, the government might encourage businesses and
companies to set up emergency plans to minimize losses and damage. More importantly, the
government should require detailed emergency plans, processes, and strategies from companies
located in a highly industrialized area.
Observing Internet usage during a natural disaster showed that an increase in per-capita
Internet usage has a positive impact on per-capita income. Our empirical findings from the
difference GMM model support hypothesis H2: The higher the levels of Internet usage in an area,
the better off people are following a natural disaster. Citizens’ service co-production value as
potential disaster victims is arguably as, or more, important in managing disaster events. Internet
is relevant for communication, as is information sharing. Having a higher bandwidth and broader
digital reach during a natural disaster can help alleviate some of the negative effects a natural
disaster causes. People will be able to connect and collaborate with one another better during an
emergency situation; this co-production role is the essence of the service (Tungtisanont, Roth,
Quiroga, and Tangcharoensathien, 2017). Natural disaster victims’ willingness to help themselves
and other victims by sharing information via Internet access creates “virtual” ties that may foster
more effective recovery processes. Our study reinforces the need to develop a policy with more
Internet availability and access throughout Thailand. The government also needs to maintain
strong Internet access during emergency situations. Its absence limits people’s ability to
communicate, collaborate, and co-produce during a natural disaster.
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With an increasing number of Thais using the Internet each year, the government should
urge people to increase communication during an emergency situation. The government can
support information sharing through popular instant messages/chat applications, including
Whatsapp, Line, Kakao, Tango, Entourage, and Viber, so that as many people as possible are
informed prior to disaster events. Advance flood warnings, moreover, can save more lives and
belongings. Governments also can work with instant messaging providers to create a set of free
moving stickers—animation used to express an individual’s emotions—to warn peers about
natural disasters. Such features would allow individuals to communicate faster than trying to type
or text in a difficult or stressful situation. Also, creating a nationwide free application that
provides guidance on how to deal with disasters will help direct people where to go or how to
react in an emergency situation. The government should consider working with mobile, tablet,
and personal digital assistant providers to install emergency applications on all devices. By doing
so, everyone can be connected to the application automatically right after they purchase the
device.
Given the complexity and expansiveness of these recommendations, we realize these
goals may be difficult to achieve; thus, we also suggest governments include basic information in
education programs. Employing a value of co-production from service operations’ viewpoint can
enhance explicit services floods cause. Self-service, self-preparedness, and self-response during
emergency situations are necessary individual skills for survival in disaster situations, and the
educational system should address these. Self-service and self-help means the practice of serving
yourself (WordNet). Adopting the idea of self-service in a disaster management system is the
concept of how you can best save your own life during a natural disaster, improving the rescue
process for yourself and family, friends, and community members. The concept of self-service is
crucial, even necessary, during a natural disaster. Educating younger generations will instill
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survival skills that can last a lifetime—and due to global warming, populations around the world
will be increasingly more exposed to natural disasters.
Furthermore, we explored how a country’s land use inherently impacts flood performance
recovery by developing statistical groups of the best- and worst-case regions by the number of
floods and the difference of yearly per-capita income. We identified the factors that matter to percapita income during flood incidents, finding provinces with a greater agricultural and forest land
area show a higher possibility of surviving a flood incident, though the latter has a much stronger
positive impact on recovery performance. With an anticipated increase in floods, we suggest the
government and stakeholders thoroughly review the cost of replacing forest land area with
agricultural area. Paddy field and field crops take a higher median value in the best case, implying
these are characteristics of better flood-survivor areas. All of these features should be considered
in restoration to improve resilience to future flood events. On the other hand, flower, vegetable
and ornamental plants, orchards, and trees have a larger median value in the worst case,
suggesting they are negative features for the province when flooding. Higher value or greater land
area in these instances are not sufficient to mitigate the effect of flooding on per-capita income.
Paddy fields and field crops are mostly harvested or planted once a year, the growth stage
being the key factor in flood survivability, Butzen explains. As long as farmers have the right
weather forecast, they can avoid cultivation and harvest during monsoon season. Rice and crops
can be stored for long periods of time to be sold gradually on the market throughout the year.
Flooding is even beneficial to rice during the growing stage as a paddy field is a flooded parcel
for semiaquatic rice (Blom & Voesenek, 1996). The type of crop also determines flooding
tolerance level to flooding: Small grains in completely saturated soils can survive one to two days
of floods (Peel, 2000), while corn and soybeans can withstand two to four days of flooding
without requiring replanting (Berglund, 2005; Iowa State Extension, 1998; Stanley, 1980).

43

Orchards and trees take a long time to grow; thus, take longer to turn around than paddy
fields and field crops—following flood destruction, up to a few years. Furthermore, products
from orchards and trees cannot be stored for long periods; rather, they must be sold within a short
time frame before rotting. Flowers, vegetables, and ornamental plants have shallow roots and
cannot withstand floods at all, posing the risk of total loss to farmers. We note, however, that
other factors such as market value, flood severity, rainfall, temperature, and type of plant (Kotera
& Nawata, 2007; Chau, Cassells, & Holland, 2015) can influence our primary results in this
qualitative analysis. For instance, market value determines farmers’ real annual profit, which may
shift the result of his or her per-capita income.
2.7 Conclusion
This research is exploratory, seeking to provide a high-level methodology incorporating
structural (industrialization) and integration (Internet usage) components of a service operations
strategy (Roth & Menor, 2003). Our results offer insights into how to best allocate resources
during flood events, improve government services, and better manage the recovery stage. We also
provide guidance for future research. We began exploring a question about the importance and
impact of natural disasters, investigating existing literature, providing natural disaster phases and
types, and designing an empirical study. Our analysis revealed eight underlying factors (two
broad macro-factors and six area-use components). Through a service operations management
lens, we assessed HOCM and analyzed the two-macro factors—the effect of industrialization and
Internet usage—on per-capita income using a GMM difference model. We identified other factors
that influence per-capita income due to flood events—crop or forest-land type—and compared
these across income-based best and worst cases, yielding important insights.
Our results have policy and operational service strategy implications for governments and
organizations that span the disaster preparation, rescue, and recovery phases. Using empirical
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data with econometric analyses, we identify where resources should be allocated during and after
a natural disaster event, finding highly industrialized areas should have higher priority. In
addition, we show that governments need stricter policies for highly industrialized areas and
should advise organizations on best allocating capital to plan for emergencies. Sharing
information through the Internet during the flood alleviated some of its negative consequences,
allowing people to better connect and collaborate.
We further recommend stakeholders work to instill self-responsibility and selfpreparedness in the general public, as cooperation is the key to an effective recovery process. The
government should promote a holistic view of co-production value and emphasize how each
individual can work together to diminish the devastation from natural disasters. It is crucial to
acknowledge that everyone can contribute, and that this is a part of the recovery process. Indeed,
a well-prepared response plan leads to a more efficient disaster recovery process, ultimately
alleviating the negative impact on a country’s economic growth. Most importantly, it can protect
businesses and save lives. Our results also provide specific guidance on how well forest land and
agricultural area determine an area’s recovery prospects. A province with more forest land,
agricultural, paddy field, and field crop areas is more likely to recover more effectively, while one
with more flower/vegetable/ornamental plant land area will not.
Because this is an empirical study, its primary limitation is its dataset. We were,
nonetheless, able to include seven years of data; enough for our study’s purposes. Also, our
study’s unit of analysis is at the province level. While it captures most of what is relevant to
Thailand, a more refined data set at the Tum bon (sub-province) or Khet (district) unit of analysis
would further support our study’s validity. Future research could include other relevant variables
that would rule out a flood’s economic impact, such as rainfall, flood severity, market value, and
crop type.
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CHAPTER 3
ANTECEDENTS OF HOUSEHOLD RECOVERY EFFECTIVENESS
FROM FLOODS: A STRUCTURAL ECONOMETRIC ANALYSIS
OF FLOODING IN THAILAND
3.1 Introduction
“The rain will soon stop. Unfortunately, the flooding will linger.”
CNN report on the on the flooding disaster in Columbia, S.C. (Pearson, Yan, & Sutton, 2015)
The humanitarian operations literature and news reports on natural disasters offer one
unquestionably clear lesson: There is a critical need for advancing research in the recovery phase.
This research attempts to address this need, in part, by proposing a new humanitarian disaster
relief framework that specifically considers the various roles household members may undertake
during a major flood disaster cycle. We empirically determine how households, as potential flood
victims, are most likely to reduce their need for non-medical recovery assistance immediately
afterwards (hereafter in this research deemed effective recovery). Much of the extant supply chain
and operations management and logistics literature take a broader stakeholder view to examine
how related efforts, along with investment and resource allocation, in the pre- and during-flood
phases improve overall recovery effectiveness for beneficiaries (i.e., victims). Through a
theoretical lens, we draw upon classical service operations strategy (e.g., Chase, 1978; Roth &
Jackson III, 1995), incorporating the principle of service co-production. Here, household
members (like consumers) can play a key role along with traditional stakeholders—governments,
non-governmental organizations (NGOs), aid agencies, etc. – in the context of flood recovery.
Arguably, the nature and duration of floods would suggest Ashby’s (1956) law of requisite
variety may hold in natural disaster situations, as demonstrated in other service contexts (e.g.,
Menor, Roth, & Mason, 2001). Following this logic, the greater the number of competencies all
stakeholders hold before and during a flood, the greater the potential benefit to potential victims
in a wide variety of flood conditions. By extension, households with greater “resilience”
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competencies are posited, as co-producers, to recover more substantially from floods than those
with fewer. In this research, we address the following question: How do actions households take
in the pre- and during-flood phases influence their post-flood recovery?
Why is flood recovery so important? According to the World Economic Forum (2015),
floods often produce the largest social, economic, and humanitarian losses among natural
disasters. The organization found floods affect, on average, 250 million people globally each
year, with the economic cost topping $90 billion and projected to exceed $500 billion by 2030.
The International Federation of the Red Cross (2016), moreover, found flooding to be the most
common disaster globally from 2005-2014. In 2011 alone, flood damage in the U.S. hit $8.41
billion and claimed 113 lives (Redd, 2014). We also focus on floods as a growing body of
scientific data indicates climate change and other factors are affecting weather patterns globally,
leading not only to more natural disasters, but more serious ones (Van Aalst, 2006). In 2015,
weather-related disasters including floods and heat waves made up 7 out of the 10 most deadly
natural disasters (United Nations Office for Disaster Risk Reduction, 2016). An increase in
turbulent weather patterns producing floods is of particular concern to societies globally. PedrazaMartinez and Van Wassenhove (2016) have found fatality trends from floods are increasing, a
consequence of climate change. Although the number of flood incidents per year has been
accelerating since 1900, operations research on humanitarian supply chains dealing with floods is
very limited (Sodhi & Tang, 2014). Gupta, Starr, Farahani, and Matinrad (2016) recently
examined the dearth of such research in the management sciences/operations management
(MS/OM), operations research, supply chain management, and transportation and logistics fields,
finding only 7 of 154 reviewed disaster management studies focused on floods. More
importantly, they found no existing research with field and archival data on floods in the
restoration/recovery phase (Gupta, Starr, Farahani, and Matinrad, 2016; Starr & Van
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Wassenhove, 2014). Our study is the first seeking to fill this research gap empirically. We also
extend the humanitarian operations literature, largely focused on logistics and politics (PedrazaMartinez & Van Wassenhove, 2016), by setting up a new research blueprint in the field using
service operations strategy perspectives. We believe that changing the paradigm to include
potential victims proactively in the process is a powerful way to improve their recovery.
This research builds on our previous studies of post-flood recovery processes in Thailand
and specifically focuses on province-level changes in per-capita income in the flood’s aftermath
(Tungtisanont, Roth, Ferrand, & Mroz, 2017—working paper). In contrast, this paper dives
deeper into prioritizing operations strategy and household-level decision-making processes over a
single emergency flood cycle. We look closely at the devastating 2011 Thai flood, which severely
affected 66 of 77 provinces and spanned 1,800 km2 and 5.5 percent of the country’s land mass
(World Bank, 2012). About 3 million households comprising 13 million people were affected,
with total losses and damage amounting to $45.5 billion. Many lost jobs, careers and hope,
making it extremely difficult to return to normal after the flood.
Here, we apply rigorous structural econometric modeling to investigate how various
households can improve their resilience in order to more readily return to normal after a flood.
We form a system of equations that allows us to explore the relationship of before- and duringflood condition effects to those after by using an interview-survey dataset. Specifically, we
observe how household-level factors in the pre-flood stage (i.e., warning, experience,
vulnerability, community/neighborhood ties) determine the degree of preparedness. We also
investigate how before-flood preparedness and during-flood factors (i.e., flood severity,
evacuation, community/neighborhood ties, vulnerability, injury, and number of house floors)
together impact total flood losses. Furthermore, we analyze how loss in the during-flood stage
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and post-flood factors influence recovery. Many of our findings from Thailand likely can be
applied more broadly to other developed and developing countries.
3.2 Research Motivations
A review of the literature and discussions with disaster relief managers finds most
practitioner-based efforts focus on resilience preparedness before a flood and logistics during
flood periods. Very little, however, is known about the systematic factors affecting the
effectiveness of after-disaster recovery processes. A similar, glaring gap exists in the academic
literature pertaining to humanitarian disaster recovery processes (relative to pre- and duringdisaster phases). Galindo and Batta (2013) estimated only 3.2 percent of existing empirical
literature addresses the recovery stage. Within the mainstream articles published in Management
Science and Operations Research journals, only 11 percent revolve around the recovery phase
(Galindo & Batta, 2013). A recent Production and Operations Management publication (Gupta,
Starr, Farahani, & Matinrad, 2016) reported that out of 258 articles, only 18 dealt with recovery
and restoration, and only 7 with field data. This end phase of the disaster cycle, the authors noted,
has been under-studied, with only 18 MS/OM-related research papers within the last five decades
(1957-2014)—and these focus on oil spills. The recovery phase is a long-term process after a
disaster event, wherein the primary objective is to heal and reconcile any damage and loss the
disaster caused. Communities and governments tend to devote significant effort to preparing for
and responding to natural disasters, but many unanticipated longer-term economic and health
effects exist along the path to recovery. Consider the flooding due to Superstorm Sandy in New
York and New Jersey (2012): The path to recovery was extensive, and health and economic
problems lingered long after (Burling & Urgo, 2015; Emerson et al., 2015). It is, therefore,
critical to better understand how to strategically manage and improve the recovery stage, wherein
affected individuals and communities often need residual help with restoring their lives. As
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exploring the impact of flooding can be quite complicated, we develop our research study and
hypotheses by using the principle of the law of requisite variety and a service operations coproduction value strategy. Applying these two principles provides a new perspective, which
unwinds the flood’s complexity and guides us to meaningful hypotheses.
3.2.1 The Law of Requisite Variety
Ashby (1956) suggested that, for an organism to prosper in any given condition, its
internal variety must be requisite to the variety in the environment. This law of requisite variety
explains that a system’s capacity to encounter an external variety/complexity with an internal
process determines its viability; the organization’s internal and external variety must be matched
to survive (Poulis & Poulis, 2016). Human organizations must use a variety of equipment and
appliances to meet Ashby’s law (Beer, 1981). When individuals face a simple and structured task,
such as playing chess, they need complexity to be satisfied (Simon 1990) and must use heuristics
to attenuate or invigorate the variety (Armstrong, 1984). Because of an increase in external
environment complexity and a steady individual capacity, ways of attenuating and amplifying
variety are required for an individual to cope with the complex surrounding environment
(Watson, Pitt, Berthon, & Zinkhan, 2002). Menor, Roth and Mason (2001) applied the law of
requisite variety in their study of the retail banking industry, suggesting operational agility acts to
provide the operational service capabilities an increasingly volatile and dynamic environment
requires. A flood event, likewise, is often chaotic, with different external dimensions such as
magnitude, duration, geographical location, and root cause. A variety of internal, or “in-house,”
processes can cope with floods. These are the mix of actions taken at household, community, and
government levels amid a disaster event and include those taken for preparedness, warning
system quality, and prior experience.
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Ashby’s law provides an underlying theory that suggests a fitting solution for several
aspects of humanitarian strategy. Its challenge, however, is in presenting a balance between
efficiency and effectiveness. Efficiency is an internal stability, while effectiveness is an external
adaptability (Thompson, 1967). The variety of the system must adjust to the variety it encounters
(Poulis & Poulis, 2015). As such, disaster victims must be able to adapt to the immediate
circumstances when facing external emergency situations. Like organizations, people in disaster
situations must effectively balance external and internal processes in order to survive.
As Weick (1979, p.188) noted: “The law of requisite variety ‘states that the variety within
a system must be at least as great as the environmental variety against which it is attempting to
regulate itself. Put more succinctly, only variety can regulate variety. It’s because of requisite
variety that organizations have to be preoccupied with keeping sufficient diversity inside the
organization to sense accurately the variety present in ecological changes outside it.” From
humanitarian strategy perspectives, diversity of the right resources at the right time translates into
having multiple and appropriate tools to handle a complex emergency.
3.2.2 Humanitarian Services Strategy – Service Concept and Co-Production Value Strategy
A service concept can be explained as a complex product bundle (or “offering”) to
customers. In order to develop an architectural blueprint for humanitarian service operations, we
must consider and evaluate all of the disaster-related service delivery system elements, both of
service providers (e.g., government, NGOs, police, etc.) and of victims (termed beneficiaries or
recipients in the literature). Because the OM literature has clearly established service operations,
this section seeks to discuss and distinguish between business service strategy and humanitarian
(disaster) service strategy. In their seminal research, Sasser, Olsen, and Wyckoff (1978, p.14)
defined the “service concept” as a bundle of total goods and services “sold to the customer and
the relative importance of each component to the customer.” Roth and Menor’s (2003) extended
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explanation of the total service package and clarified that the service concept is operationally
defined as a combination of five core elements and peripheral service elements. Service
businesses have extensively conceptualized and empirically tested this notion (Fitzsimmons,
Fitzsimmons, & Bordoloi, 2006; Goldstein, Johnston, Duffy, & Rao, 2002; Roth and van der
Velde, 1991; Collier, 1987; Heskett, 1986). We now link these five elements to a core
humanitarian service package for potential victims as depicted in Figure 3.1: (1) explicit services
(i.e., experiential and sensual benefit of disaster victims and survivors), (2) implicit services (i.e.,
psychological benefits and indirect aspects of service that disaster victims and survivors may
sense), (3) supporting facilities (i.e., structural resources and equipment utilized to deliver
services during disaster events), (4) facilitating goods (i.e., necessities, supplies, and materials
used or consumed in the humanitarian service process), and (5) facilitating information (i.e.,
knowledge that enhances and reinforces the performance of explicit services). Peripheral services
are add-on elements to the core service that offer disaster survivors additional physical, mental,
and emotional benefits that enhance the effectiveness of the humanitarian service system. Thus, a
service operations lens offers a new perspective on the service bundle that potential victims in
humanitarian services receive.
Figure 3.1 Total Humanitarian Service Concept: Element and Examples
Elements
Core Services
I. Explicit services (experiential/sensual)
II.
III.

Implicit services (psychological benefits)
Supporting facilities

IV.

Facilitating goods (physical items)

V.

Facilitating information

Peripheral Services

Examples
Survivor, availability, training disaster services personnel, transportation,
hygiene
Moral support, trauma sensitivity support, sense of well-being, security
Emergency public transportation (truck, bus, military tank, boat, car),
temporarily on-site services, speaker, microphone, walkie-talkie
Disaster relief package (food, water, instant noodles), first aid kits, basic
medicine, cleaning equipment, cloth, mobile toilet
Warning system, accuracy (weather) reports, affected areas address, diagnostics,
data
Shelter, portable bubble house, bunker, transportation services, temporary
housing, extra necessity, essential goods, water pump, rehabilitation,
compensation, installment, loans

Adapted from Sasser, Olsen, and Wyckoff (1978); Fitzsimmons, Fitzsimmons, and Bordoloi (2006); Lovelock and
Wright (1999); and Roth and Menor (2003)
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While operations scholars and practitioners have defined and placed increasing emphasis
on humanitarian logistics (e.g., Gralla, Goentzel, & Fine, 2016; Eftekhar & Van Wassenhove,
2016; Çelik, Ergun, Johnson, Keskinocak, Lorca, Pekgün, & Swann, 2012), our research
explicitly adds as a “missing link” the value proposition of co-production in service strategy to
humanitarian operations. This helps cultivate a richer understanding of how potential victims can
better handle emergency events for improving their overall non-medical recovery. The concept of
co-production—the intrinsic process of interaction between any service organization and the
service user at the point of delivery of a service—is long-established in classic business services.
Norman and Stoker (1991) called it “the moment of truth” in service provision. The user’s
expectations, along with his or her interaction in and prior experience of the service delivery
process, define a services process’ performance and quality (Osborne, Radnor, & Strokosch,
2016). Additionally, Sampson (2000) explained that co-production has been understood as the
fundamental characteristic of all service businesses, while Lovelock and Gummesson (2004,
p.29) defined co-production as a shift of work from the provider to the customer, wherein
customers essentially become employees. Co-production, indeed, is when customers engage in
self-service, using systems and facilities the service provider offers (Lovelock & Gummesson,
2004, p.29). Grove, Fisk and John (2003) have suggested customers in a service industry play a
critical role in experience delivery, while Vargo and Lusch (2008, p.8), by contrast, have
observed that the customer’s “involvement in co-production is optional and can vary from none at
all to extensive co-production activities” (p.8). Czepiel, Solomon, and Surprenant (1985),
however, have found that greater customer involvement in co-production increases the likelihood
of service experience success. In our context, Tungtisanont, Roth, Ferrand, and Mroz (2017) find
natural disaster victims’ willingness to help themselves and other victims can improve the service
recovery process.
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Classic service operations maintains the success of the service encounter (Czepiel,
Solomon, & Surprenant, 1985) is determined by both the provider’s expertise in “pure
service” and a process-embedded knowledge system, wherein the customer has a large
co-producing role (Roth & Menor, 2003). The stakeholders of classic business services
are service providers and customers. In contrast with classic business services, Figure 3.2
shows that humanitarian service operations are typically more complex, encompassing
many more stakeholders, including governments, militaries, aid agencies, donors, NGOs,
private sector companies, and logistics service providers (Cozzolino, 2012; Kovács &
Spens, 2007; Kaatrud, Samii, & Van Wassenhove, 2003). These stakeholders hold a high
degree of heterogeneity in many aspects, including culture, interest, capacity, mandates,
and logistics expertise (Balcik, Beamon, Krejci, Muramatsu, & Ramirez, 2010). Figure
3.2 displays how stakeholders interact among themselves and with customers as service
beneficiaries in humanitarian relief services.
Figure 3.2 The Stakeholder Relationship in Humanitarian Operations
(Adapted from Apte, 2010)

Beneficiaries

Applying the concept of co-production in service strategy to a humanitarian setting and
mapping this to the three flood phases, we propose the concept of the customer’s role in
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humanitarian relief services (Figure 3.3). As a disaster transitions from the pre-, during-, and
post- stages, customer roles in humanitarian relief services transition. Before a disaster occurs,
customers are merely general citizens. During a disaster, they become victims. After a disaster,
the victim becomes the restorer, helping rebuild the community. Mapping our research question
into Figure 3.3, we aim to investigate whether the customer’s role as citizen in the before-disaster
(i.e., flood) phase matters when this role changes to victim and restorer. In other words, we
explore what actions customers in humanitarian relief services can take to improve the overall
effectiveness of the recovery process.
Figure 3.3 Customer’s Roles in Humanitarian Relief Services
“Customerʼs Roles” in Humanitarian Relief Services
Before Flood

Roles:

Citizen

During Flood

Victims

After Flood

Restorer

3.2.3 Conceptual Framework and Hypotheses Development
We build theory-based hypotheses drawn from service operations co-production and its
key customer roles and stakeholders before, during, and after the flood. Figure 3.4 illustrates a
theory-based conceptual framework of a flood’s effect on households, resulting in hypotheses for
which we will empirically test in the next section. We analyze the data incorporating the three
phases, noting that the framework includes two levels: horizontal and vertical. The horizontal
level explains the timeline of our theory-based framework, while the vertical level shows our
exogenous, endogenous, and dependent variables. As our research question applies directly to the
horizontal level, the vertical levels can be treated as its sub-levels. In other words, we propose a
systemically multi-level model, wherein the vertical levels will provide more detailed information
that feeds into the horizontal levels.
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Figure 3.4 Proposed Conceptual Framework with Theory-Based Hypotheses on the Impact of
Flood on Household Livelihood
Before Flood

During Flood

After Flood

Preparedness

Total Loss (THB)

Degree of Recovery

Warning
Experience
Ties Before
Vulnerability

F
L
O
O
D

Total Loss (THB)

Preparedness

Flood

Flood
!Evacuation

"Evacuation

Ties During

Injury

Ties During x !Evacuation

Ties After
!Evacuation
"Evacuation

Vulnerability x Injury
Vulnerability x HouseLevels
Controls

	
  

Bold: endogenous variable and dependent variable; Underline: endogenous variable

•
•
•
•
•

House Levels
Education
Age
Income
HHmember

3.2.3.1 Warning, Evacuation, Experience
Warning is one of the significant factors shown to influence household preparedness. An
effective warning system can help individuals know what to expect in terms of a disaster’s
severity and duration. Holguín-Veras, Jaller, Van Wassenhove, Perez, and Wachtendorf (2012)
noted that the sensitivity, consistency, and speed of a warning system are critical to preparedness
and response activities. Their research considers the importance of both location and average time
affected by a disaster and provides examples of warning systems in slow-onset disasters. In
noting that the Pakistan flood in 2010 had a longer warning time, they found this enabled
households to prepare by saving their belongings and storing up necessities. Early warning is not
only critical for slow-onset floods, but also an important factor for a sudden-onset disaster (e.g.,
earthquake) (Gupta, Starr, Farahani, & Matinrad, 2016) and for reducing disaster-caused
casualties (Uchida, 2012). Others have similarly pointed to good warning systems (Current &
O’Kelly, 1992; Nagarajan, Shaw, & Albores, 2012; Kunz, Reiner, & Gold, 2014). We also found
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that “regularly inform or notify information about flood” ranks in second place in the top five
services households think the government should provide (see Appendix 3A). We adopt the
perceived quality of a warning system as a proxy predictor for degree of preparedness in a preflood equation.
Warning messages play a key role in evacuation decisions (Perry, 1979; Hayden, Drobot,
Radil, Benight, Gruntfest, & Barnes, 2007; Li Ozbay & Bartin, 2015; Bish, Aga, & Glick, 2014),
which mollify the effect of a disaster’s severity on human lives (Gupta et al, 2016). Disaster
warning messages are mainly delivered via the news after the government issues alerts, but
individuals make evacuation decisions. Our analysis examines households’ flood-evacuation
decisions and how long they take (see Table 3.1).
The existing literature has expansively studied the effect of disaster experience on
preparedness, but results are not coherent and need further research. The Federal Emergency
Management Agency (2014) has suggested personal experience with disasters has a positive
effect on preparedness behaviors, and several studies support this with regard to earthquakes,
floods, or storms (see Heller, Alexander, Gatz, Knight, & Rose, 2005; Jackson, 1981; Russell,
Goltz, & Bourque, 1995; Turner, Nigg, & Paz, 1986; Faupel & Styles, 1993; Lindell & Hwang,
2008; Miceli, Sotgiu, & Settanni, 2008; Preston, Taylor, & Hedge, 1983). Others, however,
contradict this correlation (see Botzen, Aertz, & van den Bergh, 2013; Mileti & O’Brien, 1992;
Mileti & Darlington, 1997; Koerth, Vafeidis, Hinkel, & Sterr, 2013). Still, Laska (1990) found a
significant correlation between flood experience and flood mitigation, while Faupel and Styles
(1993) showed a significant correlation between hurricane exposure and hurricane preparedness.
Lindell and Prater’s (2000) data suggest hazard experience has direct and indirect impact on
hazard preparedness. Amid these competing viewpoints, we argue households with previous
disaster experience are more likely to be prepared for the next disaster than those without.
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3.2.3.2 Preparedness
Several disaster characteristics determine emergency preparedness and response activities
(Kreps, 1995; Pearce, 2009; Tierney, Lindell, & Perry, 2001), including the speed of an
emergency event, the warning system, and disaster severity, as well as the event’s overall impact
and duration. In this study, we assess the degree of households’ preparedness in the before-flood
phase. Preparedness is a state of readiness to respond to environmental menaces (Perry & Lindell,
2003) and can be achieved through a process of planning, training, and exercising, along with
apparatuses to reinforce the emergency action (Gillespie, Colignon, Banerjee, Murty, & Rogge,
1993; Kartez & Lindell, 1987; Lindell & Perry, 1992; Peterson & Perry, 1999; Tewdwr-Jones,
2005). While relief organizations tend to neglect preparedness due to donors allocating
contributions only for victims (Duran, Gutierrez, & Keskinocak, 2011; Kovács & Spens, 2007;
Maon, Lindgreen, & Vanhamme, 2009; Sandwell, 2011; Schulz & Blecken, 2010; Whiting &
Ayala-Öström, 2009), we believe that understanding the importance of the preparedness phase is
critical to alleviating the impact of floods on individuals, households, and communities. As
defined by Van Wassenhove (2006), the preventive phases of disaster operations are the activities
individuals, the government, and relief organizations can perform before a disaster occurs, with
the goal of reducing potential devastation. Even though we use households’ degree of
preparedness in our study, we provide implications for other stakeholders in the prevention phase
as well. Furthermore, preparedness implementation also speeds up disaster relief assistance and
reinforces its effectiveness, reducing worldwide impact (Duran et al., 2011; Gatignon et al., 2010;
Jahre et al., 2009; Kovács et al., 2010; Perry, 2007; Van Wassenhove, 2006). The existing
literature emphasizes the need to understand preparedness. Accordingly, we investigate the
degree of preparedness in the before-flood phase and assess its effect in the during-flood phase.
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Upon deciding the potential indicators for household preparedness level, we observe
related existing literature and logically strategize the most critical factors. Kunz and Reiner
(2012) identified two categories for preparedness activities: physical and intangible. The former
refers to investment in tangible resources for proactive activities (i.e., stocking, building
infrastructure), and the latter refers to human resources, knowledge management, process
management, resources, and community (Van Wassenhove, 2006). We extend the existing
literature by developing the preparedness construct using a multidimensional scale for
preparedness.
3.2.3.3 Community Ties as Social Capital
Because flooding disasters tend to have widespread impact, we must look at these
disasters not as individual or single-entity issues but as community problems. Maskrey (1989)
suggested treating disaster management not as an individual issue but as one involved and
integrated into local people’s socioeconomic activities. A well-known, underlying theory that
associates community networks and bonds is the social capital theory. Robert Putnam, a political
scientist, stated that “social capital enhances the benefits of investment in physical and human
capital” (Putnam 1993, p.36). Social capital, according to Coleman (1988), “is defined by its
function. It is not a single entity but a variety of different entities, with two elements in common:
they all consist of some aspects of social structures, and they facilitate certain actions of actors—
whether persons or corporate actors—within the structure.”
Although the principle of social capital has been applied for analysis in various fields,
the definition remains controversial among some scholars. Economists deny the idea of trust
measures and cannot accept using “capital” like other ordinary capital (Arrow, 2000), while
sociologists insist on a certain measure of social capital in the data collection process (Levi, 1996;
Fox, 1996; Tarrow, 1996). As a more detailed body of analysis has grown, the concepts of social
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capital have converged. Woolcock (2002) outlined three classifications: bonding, bridging, and
linking social capital. “Bonding social capital” refers to ties between immediate family members,
neighbors, close friends, and business associates sharing similar demographics. “Bridging social
capital” is ties among people from different ethnic, geographical, and occupational backgrounds
who share similar economic status and political influence. “Linking social capital” refers to ties
between communities and those in positions of influence in formal organizations (e.g., banks,
agricultural extension offices, schools, housing authorities, or the police). Uphoff (2000)
suggested social capital can be categorized as structural or cognitive. Structural social capital
spans “roles, rules, precedents and procedures as well as a wide variety of networks that
contribute to cooperation, and specifically to mutually beneficial collective action.” Cognitive
social capital refers to “mental processes and resulting ideas, reinforced by culture and ideology,
specifically norms, values, attitudes, and beliefs that contribute to cooperative behavior and
mutually beneficial collective action.” Woolcock (1998) sought to classify social capital into
seven areas: social theory and economic development; families and youth behavior; schooling
and education; community life; work and organization; democracy/governance; and more general
collective action problems. Nakagawa and Shaw (2004) explained that social capital covers the
concepts of trust, social norms, and networks that influence social and economic activities.
Applying their description of social capital, they observed its effects on post-earthquake disaster
recovery in Kobe and Gujarat. Community-based research has grown more popular in a disaster
mitigation perspective (Blaikie, Cannon, Davis, & Wisner, 1994; Twigg & Bhatt, 1998;
Quarantelli, 1988; Mileti, 1999; Shaw & Okazaki, 2003), yet the post-disaster phase harbors
much research potential for improving operations, decisions and processes. Nakagawa and Shaw
(2004) explained that the recovery process offers an opportunity to observe what is safe and
sustainable for communities.
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In the above-described literature on social capital, choosing the right definition is not
straightforward. In our analysis, we define social capital as the degree of neighborhood and
community support/ties before, during, and after floods. Building upon Nakagawa and Shaw’s
(2004) work, we use real data to test our hypotheses instead of case studies and focus on floods
instead of earthquake events. Although physical damage from disaster events produces costly
social impacts, these can be mitigated by community recovery resources and extra-community
assistance (Lindell & Prater, 2003). Moreover, these impacts promote harmonization of
community (both within and between community), which ranks sixth on the list of services
households believe the government should promote for rehabilitation (see Appendix 3A). The
literature guides us to believe that community ties have economic payoffs for households—in
other words, the higher the degree of flood preparedness, the lower the financial loss during the
flood and the higher the degree of recovery.
Each of the dependent variables in the respective flood phases (i.e., where b stands for
before, d for during, and a for after) is connected to one another as well as exogenous variables
within a stage. We now hypothesize the following:
Hb1: As warning system quality increases, the degree of preparedness increases.
Hb2: As flood experience increases, the degree of preparedness increases.
Hb3: As community/neighborhood ties increase, the degree of preparedness increases.
Hb4: The presence of vulnerable household member(s) results in higher degrees of preparedness.
Hd5: A higher level of preparedness before a flood reduces losses in the during-flood phase.
Hd6: As flood severity increases, the total loss increases.
Hd7: With evacuation, as communities/neighborhoods ties increase, the total loss decreases.
Hd8: With the presence of a vulnerable household member, injury increases the total loss.
Hd9: With the presence of a vulnerable household member, total loss increases as number of
floors increases.
Ha10: As total loss increases, the degree of recovery decreases.
Ha11: As flood severity increases, the degree of recovery decreases
Ha12: As community/neighborhood ties increase, the degree of recovery increases.
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Our purpose is to be able to identify the combination of factors at the time of the most
critical need so that the impact of floods is reduced and the recovery process accelerates. As such,
we capture the relationship of constructs within and across the flood stages. The degree of
preparedness is dependent upon warning, experience, before-flood neighborhood/community ties,
and the presence of vulnerability. Household losses are dependent upon preparedness, flood
severity, during-flood neighborhood/community ties, evacuation, injury, and household
vulnerability presence. Finally, the degree of recovery is dependent on households’ total loss,
flood severity, after-flood neighborhood/community ties, and evacuation. The controls
represented in Figure 3.4 are covariates for all the models. These factors are ideal for addressing
our research questions.
3.3 Data
Because our data come from the “Impact of Flood on Household Livelihood (JulyDecember 2011)” interview survey, we will in the following section briefly discuss the nature of
the 2011 Thailand flood and characteristics of the dataset.
3.3.1 Research Setting--Overview of 2011 Thailand Flood
Thailand’s 2011 flood was both a natural and man-made disaster (Komori et al., 2012).
The tropical geographic location, topography, and influence of seasonal monsoon rainfalls make
Thailand naturally prone to floods (Gale & Saunders, 2013) under ordinary circumstances.
Contributing to this, the land use partition in Thailand heightens the risk of flooding problems as
its structure is ineffective for flood prevention (Engkagul, 1993). In addition, the capital city of
Bangkok is composed mostly of urban structures and located in a flood-prone area (Ziegler et al.,
2012). Nonetheless, developers overlook this and do not consider flood control measures in
building and development plans, only exacerbating flood damage during significant rainfall
events. Water management is also a critical issue contributing to flooding in Thailand. It’s
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Ministry of Economy, Trade, and Industry (2012) cites poor governance and miscommunication
between local and national governments as complicating factors that ultimately prolong floods’
duration. Add in the presence of La Niña and its 143 percent increase in rainfall during the 2011
monsoon season in 2011 and Thailand was poised for disaster. The year’s heavy rainfall exceeded
reservoir capacity and overtaxed the maximum capacity of the Bhumipol and Sirikit dams by 5
billion m3. The Chao Phraya River system downstream could not handle the upstream overflow
from the north, its water gates eventually breaking. It is important to note that the 2011 flood was
neither exclusively slow-onset nor sudden-onset, rather a combination of both.
Our data comes from the “Impact of flood on household livelihood (July-December
2011)” interview survey. This survey was implemented by an incorporation of the National
Statistical Office (NSO), Thailand International Health Policy Program (Ministry of Public
Health), Health Systems Research Institute, World Health Organization (Thailand office), United
Nations Children’s Fund, and National Institute of Emergency. The survey was conducted
between February 10 and March 21, 2012, only in the flood areas, which covered 61 of 77 Thai
provinces. Approximately 3.9 million households and 12.9 million individuals were affected by
this flood, accounting for 19 percent of Thailand. NSO used stratified two-stage sampling for its
sampling method: systematic sampling first, then simple random sampling.
The NSO interviewer visited sampling households in the flood areas to interview the
heads of each household. When not available, the interviewer spoke to a family member 18 or
older. The survey was composed of five sections: (1) general information about the household;
(2) characteristics of the residence; (3) preparedness, impacts on sanitation, environment; (4)
flooding situation; and (5) assistance and rehabilitation. NSO used the statistical formula to
calculate the household sample in each stratum.
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After several rounds of conversation (both long-distance phone calls and in-person visits)
with NSO research scholars, we acquired the following relevant information from this survey: 73
percent of households in the flooded area were affected, of which 46 percent had flooding inside
their house and 28 percent had flooding around their house (i.e., courtyard, garden, alley, and
road). Households in Bangkok were flooded more than other regions in Thailand, accounting for
84.3 percent of the country’s total affected households. The flood severity ranged from 25-27
days in duration and 87-88 centimeters in depth. Of the households, 30 percent were flooded for
more than 30 days and 19 percent faced floods greater than 120 centimeters. More than half, or
56 percent, of households residing in flooded areas had experienced flooding before, six or seven
times on average. Almost 20 percent of households in flooded areas evacuated.
3.3.2 Measures and Controls
Table 3.1 illustrates our dataset’s operational definition and descriptive statistics. The
dependent variable for the before-flood stage is the degree of preparedness, measured by the
activities households performed in order to prepare.
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Table 3.1 Variable Definitions
Variable
Preparedness Index

BEvacuation
DEvacuation

Definition
A multidimensional scale continuous variable of households relative preparation prior to floods, with values defined between 0 and
1 (PROXY)
Total of households’ monetary loss value caused by the flood in Thai baht (THB)
A multidimensional scale continuous variable of after the flood household degree of assistance needed, with values defined
between 0 (needs much assistance) and 1.0 (fully recovered) (PROXY)
A multidimensional scale variable--flood intensity measured by height (centimeters) and duration (days) both inside and outside the
house (PROXY)
A multi-item scale variable reflecting the perceived quality of information received on the flood and evacuation announcements
(PROXY): Ordinal scale 0-4
Number of times household has encountered prior flood events before 2011 flood (Continuous variable)
Perceived level of neighborhoods/community ties and support before the flood (Ordinal scale: 0=no ties, 1=low ties, 2=moderate
ties and 3=high ties)
Perceived level of neighborhoods/community ties and support during the flood (Rank data: 0=no ties, 1=low ties, 2=moderate ties
and 3=high ties)
Perceived level of neighborhoods/community ties and support after flood (Rank data: 0=no ties, 1=some ties, 2=low ties and
3=high ties)
Physical vulnerability of one or more household members. Dummy variable = 1 if household member(s) has (1) difficulty
walking/moving (not disabled) or (2) is a disabled or (3) is pregnant or (4) is undergoing treatment or (5) mix of the two of the
above; = 0 otherwise
Injury of one or more household members due to the flood event. Dummy variable=1 if household member(s) injured during the
flood; 0 otherwise
Evacuation status of household during the flood event, where household evacuated during the flood=1; 0 otherwise
Days of household evacuation out of the flood areas (continuous variable)

Age
Education
Income
HHmember
HouseLevels

Age of the head of the household
Dummy variable indicating head of the household highest education level. Equals 1 if higher than high school; 0 otherwise
Household income including in cash, in-kind and agricultural income
Number of people in the household in natural log
Number of stories in households' floor plan

Total Loss
Recovery Index
Flood
Warning
Experience
TiesBefore
TiesDuring
TiesAfter
Vulnerability
Injury

The dependent variable for the during-flood stage is the sum of all the damage/loss caused by the
flood in Thai baht (THB). The damage includes residence or building; private car, van, pickup, or
motorcycle; and appliance, equipment, and tools used for making a living. The dependent
variable for the after-flood stage is the degree of recovery, measured by the degree of assistance
needed after the flood. We note the possibility that some households may not have come back to
the flooded area to participate in the survey. We created a scale of flooding following the
guidance from Ninno and Dorosh (2001). The scale is measured from the duration (days) and the
height (centimeters) of the flood. Community ties refers to the degree of support from the
neighborhood/community at each stage of the flood. The degree ranges from no support to low,
moderate, or high. The descriptive statistics of our sample are given in Table 3.2 and correlation
matrix are given in Table 3.3. Details of the measurement are in Appendix 3B.
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Table 3.2 Summary Statistics of Variables
Variable
Preparedness
TotalLoss
Recovery
Flood
Warning
Experience
TiesBefore
TiesDuring
TiesAfter
Vulnerability
Injury
BEvacuation
DEvacuation
Age
Education
Income
HHmember
HouseLevels

Mean
0.2291291
6374.91
0.6132
0.2475
2.248
4.2559
1.8787
2.0517
1.9777
0.9201
0.0069
0.1382
5.3647
54.778
0.0658
13566.07
1.0789
1.9111

Std. Dev.
0.2499
19795.57
0.4307
0.2457
1.7174
9.6059
0.9531
0.8969
0.9093
0.2712
0.0827
0.3451
16.1145
13.8419
0.2479
24967.42
0.5297
0.8085

Table 3.3 Correlation Matrix
1.
1.Preparedness

1.000

2. TotalLoss
3. Recovery
4. Flood
5. Warning
6. Experience
7. TiesBefore
8. TiesDuring
9. TiesAfter
10. Vulnerability
11. Injury
12. BEvacuation

0.024***
0.026***
-0.004
0.303***
0.091***
0.110***
0.142***
0.116***
0.022***
0.042***
0.167***

2.

3.

4.

5.

6.

7.

8.

1.000
-0.322***
0.116***
-0.019***
-0.045***
-0.018***
-0.014***
-0.014***
0.003
0.008
0.048***

1.000
-0.351***
0.037***
0.082***
0.043***
0.041***
0.039***
0.010**
0.013**
0.003

1.000
-0.053***
-0.008
-0.051***
-0.044***
-0.051***
-0.018***
-0.006
0.026***

1.000
0.046***
0.263***
0.295***
0.283***
0.023***
0.009
0.056

1.000
0.073***
0.062***
0.065***
0.018***
-0.007
-0.026***

1.000
0.824***
0.866***
0.004
-0.014***
0.001

1.000
0.894***
0.009
-0.010**
0.004

9.

1.000
0.004
-0.013**
-0.001

10.

11.

12.

1.000
0.039***
0.028***

1.000
0.038***

1.000

**p<0.05, ***p<0.01

We observe that correlations among predictors are relatively low (0.02-0.29), suggesting the
predictors should not cause multicollinearity problems. Note that ties (before-, during- and afterflood phases) are highly correlated, though in different equations.
3.4 Estimation Strategy and Results
Below is our theoretically specified model that includes three equations: (1) explains the
relationship for the before-flood phase, while (2) and (3) explain the relationship for the duringand after-flood phases, respectively. The following section explains our model and equations.
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3.4.1 System of Equations
In the specification of the system, the first equation of the model (related to the
determinants of the preparedness level) is only a function of exogenous variables. Because the
first equation of the system is only a function of exogenous variables, it can be estimated
consistently using Ordinary Least Squares (OLS). The other equations of the system are functions
of both endogenous and exogenous variables; therefore, they require estimation with an
instrumental variables approach.
Before Flood:
!"#$%"#&'#(!! = !! + !! !"#$%$!! + !! !"#$%&$'(!! + !! !"#$%#&'(!! + !! !"#$%&'()#)*+ +
!

+

!"#

!!!

!!

!"#$%"

!"#$%!!,! + !!

!
!!!

(1)
!!! !!,!

                                            

During Flood:
!"#$%&"'!! =
!! + !! !"#$%"#&'#(!! + !! !"!!!"#$#%&'(! + !! !"#$%&'"()! + !! !!"#$  ! + !! !"#$%&"'(")*+!! +
!! !"#$%&'()#)*!!
+!! !"#$%!! + !! !"#$%&'"()! ×!!"#$  ! + !! !"#$%!! ×!"#$%&'()#)*!! + !!" !"#$%&%'%(!! ×!"#$%&'()#)*!!
+

!

!!!

!!! !!,! +

!

!"#

!!!

!!

(2)

!"#$%&

!"#$%!!,! + !!

After Flood:
!"#$%"&'! = !! + !! !"#$%&"''! + !! !"##!! + !!     !"#$%&'#(!   + !! !!"#$  ! + !! !"#$%&"'(")*+!!
+

!

!!!

!!! !!,!

+

!

!!!

!"#
!! !"#$%!!,!

+

(3)

!"#$%
!!

Where: Bold: endogenous regressor that is also a dependent variable

!!,! include agei, educi, Incomei, HHmemberi and HouseLevelsi. to adjust for the households’ characteristics

In order to estimate the system of equations consistently, we followed a Two-Stages
Least Squares (2SLS) approach (Angrist & Krueger, 1994) for the following reasons. First, the
2SLS estimator provides consistent estimates (i.e., convergent in probability to the true values
when using a large sample) of the coefficients. It is also quite robust in the presence of other
estimation issues such as specification error and multicollinearity. For instance, in the case of
omitted variable bias, 3SLS would propagate said bias from one equation to the other equations.
For these reasons, the 2SLS instrumental variable approach is widely used as a safe way to deal
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with endogeneity issues (Kennedy, 2008). A valid instrumental variable must meet the
requirements of exogeneity (orthogonality with error term associated with the dependent variable)
and relevance (non-orthogonality with the endogenous variable being instrumented) (Wooldridge,
2015).
In our context, the three equations – before, during, and after flood – are being assessed
as a system. Hence, the choice of instruments is natural: The instrumental variables in one
equation are exogenous variables from the other equations in the system. As noted before,
Eequation (1) is already expressed as a reduced form, so while we are estimating the system as
2SLS, this equation is estimated by OLS. One set of endogenous variables, namely TiesDuringi
and TiesAfteri, has been treated as endogenous and assigned to a fourth equation in our model to
help us analyze the dynamics of community ties in Section 3.4.3.
While our specified model suggests using OLS for equations (2) and (3) would yield
inconsistent estimators, we nevertheless tested for sufficiency of OLS as opposed to 2SLS in both
cases using both Durbin and Wu-Hausman tests. The Durbin χ2 statistic was 95.070 (p=0.000)
and 166.267 (p=0.000) for equations (2) and (3), respectively. The Wu-Hausman’s F statistic was
31.752 (p=0.000) for equation (2), and 83.472 (p=0.000) for equation (3). These results provide
further evidence for treating as endogenous variables those associated with preparedness,
community/neighborhood ties during the flood, and an interaction of community/neighborhood
ties and evacuation for equation (2); for equation (3), variables for total loss and post-flood
community/neighborhood ties.
In equation (2), we found potential evidence of under-identification and weak instruments
if using only instruments internal to the system (LM statistics for Anderson’s test). For this
reason,

we

included

additional

instruments

to

this

equation:

HHcareeri,

garbagei,

drinkingwaterpi, usewaterpi, internetpi, emrcari and emrhelii. See Appendix 3C.1 for full details.
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We then tested our model’s equations for under-identification of instruments via
Anderson’s test of canonical correlations (Anderson, 1984). The corresponding LM statistics for
Anderson’s (1984) test were 21.292 (p=0.006) and 71.761 (p=0.000) for equations (2) and (3),
respectively. We, therefore, rejected the null hypothesis that the first-stage estimated equations
were under-identified.
Next, we performed Sargan’s and Basmann’s tests for over-identifying restrictions to
ensure our instruments satisfy the exclusion restriction (Kennedy, 2008). Sargan’s χ2 statistic
was 12.732 (p=0.0789) and 7.311 (p=0.1985) for equations (2) and (3), respectively. Basmann’s
χ2statistic was 12.727 (p=0.0791) for equation (2) and 7.309 (p=0.1987) for equation (3). The
result for both equations and both tests concluded that we fail to reject the null hypothesis that the
structural models’ error terms are uncorrelated with the instrumental variables. See Table 3C.2 in
Appendix 3.C.
3.4.2 Estimation and Results
Table 3.4 shows results for all equations. Equation (1) shows results for the before-flood
equation. Households that received a higher-quality warning system for flood events and
households with more flood experience were more likely to prepare for floods. Households with
stronger neighborhood/community ties show a higher level of flood preparedness. Households
with vulnerable members also have a higher pre-flood preparedness level.
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Table 3.4 System of Equation Results for Before, During, and After Flood Period
Equation

(1)

Dependent Variable

Preparedness

Preparedness

(2)

(3)

Total Loss (THB)

Recovery

-6547.434*** (2721.966)

Total Loss

-.000*** (6.01e-06)

Warning

.044*** (.001)

Experience

.002*** (.000)

TiesBefore

.014*** (.001)

Vulnerability

.008* (.004)

1150.384 (2305.203)

Flood
Injury

9579.393*** (1067.595)

-.545*** (.053)

BEvacuation

294627.6*** (70131.01)

.038 (.027)

DEvacuation

-203.376*** (62.533)

.001 (.001)+

TiesDuring

16534.92*** (4005.039)

-2057.004 (3231.081)

TiesAfter

.022*** (.006)

TiesDuring x BEvacuation

-137445.6 *** (32745.13)

Injury x Vulnerability

-36.486 (7256.992)

HouseLevels x Vulnerability

-838.3841 (1089.873)

Controls

Yes

Yes

Constant

.218*** (.011)

-23788.54** (9693.598)

Yes
1.174*** (.035)

Region

Yes

Yes

Yes

Observations

36780

36774

36775

+! ≤ !. !";  ∗ ! ≤ !. !";  ∗∗ ! ≤ !. !";  ∗∗∗ ! ≤ !. !". Standard errors are in parentheses.

Equation (2) in Table 3.4 shows results for household total loss (in THB) from the
during-flood equation. As expected, we found that better preparedness significantly lowered the
household’s loss in the during-flood period, and more severe floods increased a household’s total
loss. Households that evacuated and had higher levels of community/neighborhood ties reduced
total loss during the flood. The results even suggest the number of days households evacuated
from flooded areas decreased expected total loss, controlling for flood severity and other factors.
Although our result from Table 3.4 shows statistically insignificant results in terms of the
interaction of injury and vulnerability on total loss, we further investigated the relationship of this
interaction on total loss across groups through a plot (see Figure 3.5). Households with vulnerable
members injured during the flood showed significantly higher total loss than households without
vulnerable members. Figure 3.5 illustrates the influence of vulnerability and flood-related injury
on predicted total household loss in greater detail. Households without vulnerable members or
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flood-related injuries did not make a difference on the household’s total loss (points a and c).
Households with vulnerable and injured members caused the total loss to jump to 13,673 THB
(points b and d), more than double the 6,468 TBH for households with no injured members.
Figure 3.5 Influence of Vulnerability and Flood-Related Injury on Predicted Household
Total Loss (THB)

!

The Table 3.4 equation (3) illustrates the 2SLS results for the after-flood equation. As
expected, the results suggest households with higher flooding losses decelerate the rate of
recovery, while those with more severe flooding were negatively associated with the degree of
recovery. Households with greater neighborhood/community ties were associated with higher
degrees of recovery, as were those that evacuated from flooded areas. The number of evacuation
days has no impact on the degree of a household’s recovery.
3.4.3 Analysis of the Dynamics of Community/Neighborhood Ties
A key factor behind our phenomena under study throughout all the phases of our model
is community/neighborhood ties. The survey questionnaire included the question: “How was the
support from your neighborhoods/community in before, during and after flood?” Households
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could respond by describing the support as “none,” “fair,” “moderate,” or “good.” As mentioned
earlier, we treated the variables measuring the degree of community ties during and after the
flood as endogenous variables in the estimation of our preceding system. Because the role of
community/neighborhood ties changes in all the phases, we believe their evolution is critical
throughout. We therefore discuss the dynamics of community/neighborhood ties in greater depth
in this section. We also treated these variables as endogenous in the preceding section.
Equation (4) represents community/neighborhood ties as a function of lagged
community/neighborhood ties and household income. Equation (5) shows the dynamics of
community/neighborhood ties. We define !"#!!,! ≡   !"#$%&'!"! ; !"#!!,! ≡ !"#$%&'"(!! ;
!"#!!,! ≡ !"#$%#!"#!! ; also, ! ∈ 1, 2, 3 as a time trend where 1 = before the flood, 2 = during
the flood and 3 = after the flood. We also define  !! as all the elements of the model that do not
move over time (a measure of unobserved heterogeneity).
!"#$
!"#!!,! = !! + !! ! + !! !"#!!,!!! + !! !"#$%!!,! + !! + !!,!
      , ∀! = 2,3

(4)

!"#$
∆!"#!!,! = !! + !! ∆!"#!!,!!! + !! ∆!"#$%!!,! +    Δ!!,!

(5)

While we can observe that endogeneity still affects equation (5) by construction
!"#$
= ϵ!"#$
(corr (ΔTies!,!!! = Ties!,!!! − Ties!,!!! , Δϵ!"#$
!,!
!,! − ϵ!,!!! ) ≠ 0 , the quest for valid

instrumental variables is trivial: The natural instruments for Δ!"#!!,!!! are !"#!!,!!! and
!"#$%!!,!!! , which makes this equation suitable to be estimated consistently via 2SLS, Anderson
and Hsiao’s (1982) estimation procedure. Arellano and Bond (1992) proposed to extend
Anderson and Hsiao’s (1982) proposal using further lags and predetermined differences as
instruments, as well as using a Generalized Method of Moments (GMM) framework, both aimed
at gaining efficiency over 2SLS. However, given the short, three-period length of our panel, both
methods here yield the same estimates. Our results (as reported in Table 3.5) correspond
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identically to Arellano and Bond’s GMM procedure and to Anderson and Hsiao’s 2SLS
procedure.
Table 3.5 Dynamic Panel IV Anderson-Hsiao/Arellano-Bond Estimates for the Dynamics of Ties
Equation

(5)
!"#$t

Dependent Variable
!"#$t-1

-.2267*** (0.0089)

!"#$%&t

1.72e-08 (8.33e-08)

Time trend

-.0348***(0.00245)

∗∗∗ ! ≤ !. !". Standard errors are in parentheses.

Table (3.5) shows that the ties in a given period of time drop linearly with the trend
(p=0.000). While there is a negative decreasing linear trend on ties, there is no impact of income
on ties. Additionally, we tested for potential endogeneity of income using Hausman’s test for
equation (5). We failed to reject the null hypothesis (p=0.818), meaning the model treating
income as exogenous is sufficient and more efficient than if treated as endogenous. This is a nontrivial assumption to make because an alternative argument could be made about whether income
changes could be causing changes in community ties; the Hausman test provides statistical
evidence this would not be the case. As mentioned before, we use community/neighborhood ties
in t = 1 and income levels in t = 2 as instruments for the difference of ties (∆!"#!!,!!! )    in
equation (5). We rejected Anderson’s canonical correlations test for under-identification of
instruments: The corresponding LM test statistic was 5550.914 (p=0.000). On the other hand,
Cragg-Donald’s Wald test F statistic was 3268.355 (p=0.000 as inferred from the tabulated values
by Stock and Yogo [2005]). Both tests reject their respective null hypotheses, allowing us to
conclude that our instruments for the dynamics of ties equation are not weak. Sargan’s χ2 test for
over-identifying restrictions was 0.401 (p=0.5263), providing statistical evidence that our
instruments satisfy the exclusion restriction.
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This analysis produces several conclusions. First, while there might be potential sources
of error1 in our measures for the evolution of community ties throughout the development of a
flood, our results appear robust to different specifications and tests. Note the coefficients to
equations (4) and (5) are, by construction, the same (terms and coefficients that drop out from
equation (4) to (5) are not econometrically identified). As such, we can interpret the coefficient
!! as both income levels having no influence on their contemporaneous community ties, as well
as the change in income due to the flood having no influence on the changes in the community
ties. Similarly, there is a significant reduction in the level of the community ties over time, both
as captured by the linear trend coefficient (-0.0348) and the coefficient on the lagged valued of
ties (-0.2267). This demonstrates a substantial decay in the perceived community ties over the
evolution of the natural disaster, implying they decrease over time. We noted that the survey was
administered approximately two to six months after the flood depending on households’ flood
duration.
Disaster scholars illustrate evidence on the role of social capital as well as networks
before, during and after disaster events. Researchers also use social capital in understanding the
trajectory of communities (Aldrich, 2012). Even though the fundamental definition of social
capital remains controversial among researchers in different fields (Arrow, 2000; Levi, 1996;
Fox, 1996; Tarrow, 1996; Woolcock, 2002), existing literature is in agreement on the positive
effect of social capital on households (Nakagawa & Shaw, 2004; Lindell & Prater, 2003). Our
analysis in this section extends existing literature and our main finding by observing the dynamics
of ties throughout the flood cycle. Equations (4) and (5) provide a holistic view of the ties
dynamic, explaining that households’ average community/neighborhood ties decrease over time.

1
The two potential sources of error consist in (1) potential measurement error in the community ties perceptual measures (after all, subjects were asked to
assess the strength of community ties for each of the three periods) and (2) potential unobserved variables that change over time (note the problem is only
related to dynamic variables, as any static variables have been accounted for in the estimated model. Although their impacts are econometrically
impossible to identify by construction, they are already taken into consideration via the term ηi). 	
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Households as an individual unit loosen their ties with their community/neighborhood as they are
further along in the disaster phase. To be more specific, we investigate the qualitative analysis of
ties in the following paragraphs.
Figure 3.6 illustrates the influence of community/neighborhoods ties on household
preparedness before a flood. It illustrates that the higher the level of ties, the greater the degree of
preparedness. Households with strong community/neighborhood ties are most prepared for a
flood (approximately 26%), while those with no such ties have the lowest level of preparedness.
The

pairwise

comparison

results

show

significant

differences

in

the

level

of

community/neighborhood ties on preparedness at all levels. The only exception is households
with low and moderate ties, which have no significant difference in preparedness level.

Figure 3.6 Influence of Community/Neighborhood Ties on Household Preparedness
1
0.3

Preparedness

0.25
0.2
0.15
0.1

Pairwise Comparison:
0,1 **; 0,2**; 0,3 **; 1,3**; 2,3**
**p<.05

0.05
0
No Ties (0)

Low Ties (1)

Moderate Ties (2)

High Ties (3)

Figure 3.7 illustrates the influence of evacuation and community/neighborhood ties on
predicted household total loss (in THB). No significant differences exist between the levels of
community/neighborhood ties on total household loss for those that did not evacuate. On average,
households incur 6,000 THB in total losses from a flood. However, if households evacuate during
a flood, those with high community/neighborhood ties show significant differences in expected
total loss (pairwise comparison significant at 95 percent confidence interval), which is 4,370 TBH
lower than those with low ties. Results from the pairwise comparison also show that households
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with low and high community/neighborhood ties and households with moderate and high ties are
significantly different on total loss at an 85 percent confidence interval. Households with low ties
show the highest monetary loss during floods, while those with no, moderate, or high ties suggest
lower losses.
Figure 3.7 Influence of Evacuation and Community/Neighborhood Ties on Predicted Household
Total Loss (THB)
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Figure 3.8 illustrates the influence of community/neighborhood ties on households
relative to post-flood recovery. Here, higher levels of ties increase the relative recovery from no
ties to moderate levels, then decrease at high ties. Households with moderate ties after floods
show the highest relative recovery (approximately 63 percent), while those with no
community/neighborhood ties have the lowest recovery level. The pairwise comparison results
show significant differences in the levels of ties on relative recovery at all levels. The exception is
households with moderate and high ties, which show an insignificant difference in their level of
relative recovery.
Figure 3.8 Influence of Community/Neighborhood Ties on Household Relative Recovery
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High Ties (3)

3.5 Discussion and Contributions
We have proposed a theory-based conceptual framework for an investigation of the
impacts of 2011 flooding on households in Thailand, where we tested our hypotheses using
empirical data from a national representative household survey. Our results show what types of
preparedness efforts should be made prior to the event and how to improve overall effectiveness
at the recovery phase. For the results from our hypotheses, see Table 3.6, which shows 10 of our
12 hypotheses were supported by empirical evidence. This suggests many interesting insights that
allow us to draw implications from both affected households’ and humanitarian service providers’
perspectives, as discussed below.
Table 3.6 Summary of the Hypotheses and Results
Hb1: As warning system quality increases, the degree of preparedness increases.
Hb2: As flood experience increases, the degree of preparedness increases.
Hb3: As community/neighborhood ties increases, the degree of preparedness increases.
Hb4: The presence of a vulnerable household member(s) results in higher degrees of
preparedness.
Hd5: A higher level of preparedness before a flood reduces losses in the during-flood phase.
Hd6: As flood severity increases, the total loss increases.
Hd7: With evacuation, as communities/neighborhoods ties increase, the total loss decreases.
Hd8: With the presence of a vulnerable household member, injury increases the total loss.
Hd9: With the presence of a vulnerable household member, total loss increases as number of
floors increases.
Ha10: As total loss increases, the degree of recovery decreases.
Ha11: As flood severity increases, the degree of recovery decreases.
Ha12: As community/neighborhood ties increase, the degree of recovery increases.

Supported
Supported
Supported
Supported
Supported
Supported
Supported
Not Significant
Not Significant
Supported
Supported
Supported

where b stands for before flood stage; d for during flood stage; and a for after flood stage

3.5.1 Implication for Customers in Humanitarian Relief Services
Having customers take action and contribute to the value of co-production in the
humanitarian relief process can make a difference in the monetary loss from floods as well as
reduce citizens’ non-medical assistance needs. Specifically, our results imply citizens in the
before-flood phase can prepare themselves before the flood event by moving their belongings out
of harm’s way, storing food and other essential goods, and making cement walls to block
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floodwaters. In other words, the results emphasize that the role of service customers (the
household) in disaster operations matters. The diverse roles of service receivers—citizens,
victims, and restorers—are systemically critical to reducing financial loss and improving the
effectiveness of the recovery process.
One key factor our finds relevant for household preparedness is warning message quality,
which generates significantly higher degrees of preparedness, lowers household loss, and
increases recovery level. We suggest households pay careful attention to government-issued
warning messages, which are critical in both timing and accuracy. Moreover, our analysis
illustrates that monetary loss during a flood for households with a vulnerable member (i.e., one
with difficulty walking/moving, disabled, pregnant, undergoing treatment for chronic diseases)
nearly doubled if that member were injured in the flood, compared with households with no
vulnerable member. These households should exercise extreme caution and engage in much
preparation before a flood, yet even this is insufficient if vulnerable members become injured.
Deliberately acting to prevent their injury during the flood is crucial.
For

members

of

a

household

evacuated

from

flood

areas,

the

levels

of

community/neighborhood ties have shown a negative correlation with the impact on household
loss. Households with the strongest community/neighborhood ties generate the least monetary
loss from floods, in significant contrast to those with weak community/neighborhood ties. Lindell
and Prater (2003) suggested community coherence and self-help support is required. Our results
complement this literature and emphasize the importance of community coherence throughout
disaster events, with an important finding: A household’s community ties level does not appear
dependent on income. This implies any household can build a network and connect through social
networking, communicating, collaborating, and reaching out to the neighborhood and community.
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In addition, households that did not evacuate from the flood areas but had strong
community/neighborhood ties still maintained an increased likelihood of recovery. Our analysis
revealed that households with moderate and high community/neighborhood ties recovered best,
compared to those with no or low community/neighborhood ties. The dynamics of
community/neighborhood ties matter to household losses and degrees of recovery. Strong ties
lead to higher preparedness, lower total monetary loss during floods, and greater recovery.
Community ties are external factors that boost the resilience of the affected households.
3.5.2 Implications for Stakeholders
The government as a service provider must ensure communication systems generate a highquality and accurate warning message to households in a timely manner. Though our analysis
signifies the importance of warning quality, the precision and domain coverage of the warning
message should be taken into account. In addition, Lindell and Prater (2003) have argued that
emergency preparedness, like warning systems, is a hazard adjustment required to support
household managing and containing disaster-driven losses. Accurate and timely messages from
the government or humanitarian operation stakeholders are critical for households as they must
invest in preparedness—and can only be more so with highly accurate warnings and coping
messages. Overlooking potential flood areas and/or neglecting to send warning messages to these
households can cause extensive damage to the unprepared households both physically and
emotionally. As governments are one of the key stakeholders (i.e., service providers), we suggest
they invest in improving disaster warning and other effective communication systems for better
service outcomes.
We also suggest governments prioritize households with vulnerable members because the
impact of injury caused by floods is comparably much higher. Governments might execute
policies that request households identify themselves as having vulnerable members and
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communicate with disaster service providers. Some examples might include putting “red flags”
visible at the front of the house, reporting to the government in advance, etc. These actions will
help the government and humanitarian operation staffs allocate their resources more effectively
during floods.
3.6 Concluding Remarks
This is the first empirical study that uses field and archival data to study the
restoration/recovery process of flood disasters. In turn, it contributes to policy implications for
both disaster victims and stakeholders. Applying the law of requisite variety, we find that for
organizations to survive in the market, a balance between efficiency (internal stability) and
effectiveness (adaptability to external environment) is needed. Applying this law and the concept
of service strategy co-production to a humanitarian setting, we emphasize and demonstrate that
there are needs for different internal processes that households, communities, and governments
can execute to strengthen their resilience and coping capacities before a flood. This ultimately can
mitigate the total loss during the event and improve the effectiveness of the recovery process.
Our systemic analyses also reveal the accentuated role of the service customer in disaster
operations throughout the phases. Taking a potential victim’s perspective, we identify the salient
factors that should be examined in future research (e.g., behavioral factors such as community
ties, influencing customer’s participation in recovery). As suggested by Gupta et al (2016), we
use empirical, not hypothetical, data, which inspires more confidence among administrators.
As natural disasters increase annually, mostly due to climate change (Statista, 2017), this
study contributes to international audiences seeking best practices in disaster risk reduction, using
empirical evidence from the 2011 flood in Thailand. This includes increased household
preparedness and effective service provision by the government and all stakeholders during the
event and the recovery. The better prepared stakeholders and service receivers (e.g.,
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householders) are before the event, the more effective the operation will be during the event,
ensuring minimum harm to households and better recovery.
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CHAPTER 4
THE INFLUENCE OF WATER, SANITATION AND HYGIENE
FACTORS ON HEALTHCARE SERVICE UTILIZATION DURING FLOODS
4.1 Introduction
Among global efforts to enhance public health and save lives, promoting access to clean
drinking water and safe sanitation is one of the least expensive and most effective strategies
(Montgomery & Elimelech, 2007). The issues of water, sanitation and hygiene (WASH) take on
critical importance in emergency situations, particularly natural disasters (Connolly et al., 2004),
which today impact more than 200 million people globally (EM-DAT, 2014). The Sphere Project
humanitarian group in its Humanitarian Charter and Minimum Standards in Humanitarian
Response guidebook called water and sanitation “critical determinants for survival in the initial
stages of a disaster. People affected by disasters are generally much more susceptible to illness
and death from disease, which to a large extent are related to inadequate sanitation, inadequate
water supplies and inability to maintain good hygiene” (Sphere Project, 2011). Emergency
WASH interventions seek to enhance safe practices that decrease occurrence of waterborne and
communicable diseases (Sphere Project, 2011).
The number of people affected by emergency situations is rising (Smith et al., 2014;
United Nations High Commissioner for Refugees, 2015; EM-DAT, 2014) and only expected to
escalate with the effects of climate change (Walker, Glasser, & Kambli, 2012), prompting an
urgent need for more research on disaster events. And as natural disaster risks mount, evidencebased emergency WASH strategies are needed to support decision-making processes (Darcy et
al., 2012; Parkinson, 2009). In this study, we examine households’ utilization of healthcare
services in developing countries (e.g., Thailand) in response to flood disasters. Using field and
archival data, we empirically investigate the influence of WASH on households’ decisions and
access to healthcare services during floods. Because resources are scarce, service operations’
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strategies for household WASH implementation are critical for improving the post-disaster
recovery phase. An inadequate WASH implementation could risk over-utilizing scarce resources
in emergency settings.
4.2 Motivation
Investigating the number of natural disasters from the Centre for Research on the
Epidemiology of Disasters’ EM-DAT database, we found the number of floods each year (19952015) surpassed all disaster types (e.g., earthquake, storm, drought, epidemic). The number of
floods also has been increasing, especially on the continent of Asia (Sodhi & Tang, 2014), with
the effects of climate change driving more large-scale flooding (Pedraza-Martinez & Van
Wassenhove, 2016; Sohdi & Tang, 2014). Although floods do not appear to have the same
catastrophic power as other natural hazards (e.g., earthquakes) (Papagiannaki et al., 2015), they
are nonetheless responsible for the majority of deaths (Kirsch et al., 2012). Furthermore, the
number of people who live in vulnerable hundred-year flood areas is expected to double by 2050
(United Nations University, 2004). Beyond impacting people, floods cause massive loss and
damage, as seen by post-disaster tallies in Louisiana (2016: $390 million), South Carolina (2015:
$12 billion), the United Kingdom (2014: $1.7 billion), Colorado (2013: $1 billion), and Thailand
(2011: $45.6 billion). The Organisation for Economic Co-operation and Development (2015)
predicts global flood losses will exceed $50 billion by 2050. All of these statistics point to a need
to study flood disasters. In the following paragraphs, we further discuss our research motivations
from other perspectives and explain how this research fulfills existing gaps.
4.2.1 Limited Medical Resources in Disaster Setting
Population health can suffer greatly during shock and crisis situations (Case, 2004; Evans
& Miguel, 2007; Agadjamian and Prata, 2003; Akresh et al., 2007; Bundervoet et al., 2009), in a
disaster setting both physically and emotionally. At these times, having adequate healthcare
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facilities is critical for survival: The unexpected nature of disaster events makes people more
prone to injury and infection, and infections can grow in severity if not treated in a timely
manner. As medical needs mount during emergency events, insufficient healthcare capacity may
lead to insufficient services. These problems risk growing more pronounced in rural communities,
which already struggle with a lack of public health infrastructure (Hagedorn, 1994; Hsu et al.,
2006; Kirk & Deaton, 2007; Kleinpeter, 2007).
Disasters also affect the flow of regular medical services, leading to a medically underserved areas issue (Krol, Redlener, & Sahapiro, 2007; Mack, Brantley, & Bell, 2007; Mokdad et
al., 2005; Starker, 2007; Ford et al., 2006; Guglielmo, 2006; Ridenour et al., 2007). This affects
healthcare availability across diverse populations (National Healthcare Disparities Report, 2005)
and renders critical having sufficient supply and services in times of higher need. In short, scarce
resources must be effectively utilized to ensure the people who need care connect to healthcare
services, and vice-versa. Despite this urgency, Davis et al. (2010) have argued that limited
information exists on how disasters impact access to healthcare services, with Gupta et al. (2016)
specifically calling for research on hospitals’ surge capacity. We address this gap in this study by
using field and archival data to assess healthcare services delivery in response to floods. We
specifically focus on how WASH implementation influences a household’s decision to access a
healthcare center.
4.2.2 Humanitarian Relief Services on Beneficiaries’ (i.e., households) Perspective
One significant segment of the service sector is the humanitarian industry. Humanitarian
service operations are victim-oriented services that require continuous interaction with customers
(service receivers) that utilize facilities and equipment and consume a large volume of rescue and
survivor kits. As such, it becomes increasingly important to humanitarian stakeholders as well as
customers to understand what type of facility, equipment, and workforce decisions are critical to

84

achieving the goal of providing quality health services in response to a disaster. Tungtisanont et
al., (2017—working paper) discuss the co-production value between service providers (various
stakeholders) and service receivers (victims, affected people) in disaster service operations. The
authors also explain that customers in humanitarian relief services are essentially service
beneficiaries.
All industries have differences that contribute to their unique character, yet their best
practices can cross boundaries, particularly to the healthcare setting. Roth (1993) drew from
operations strategy research in manufacturing, banking, and healthcare industries to propose a
service delivery system for world-class hospital management. It remains important that research
scholars understand the operations strategies of various industries to advance their respective
fields and position them to cope with more complex problems in the future. Li et al. (2002) noted
that the healthcare industry uses management models developed in the manufacturing industry to
improve its performance, while Butler et al. (1996) have found that achieving remarkable
performance in this sector requires coherence of policies and persistence with limited resources.
At present, a majority of healthcare operations-oriented studies have focused on hospital
cost containment, technology management, capacity planning, resource management, or
personnel scheduling (Roth & Van Dierdonck, 1995; Roth & Johnson, 1996; Butler et al., 1996).
The existing bodies of operations research and management science literature on emergency
services, meanwhile, have focused on geographically strategic decisions for rapid healthcare
response, regional ambulance availability, and hospital staff scheduling decisions (Hulshof,
2012). With most of the studies in healthcare-related services focused, as above, on service
providers’ operations, there remains a gap in the research on how beneficiaries can lessen the
impact of natural disasters and speed up the recovery process. This study seeks to inform service
providers by explaining how beneficiaries’ behaviors affect the healthcare service utilization.

85

Specifically, Yates et al. (2017) have identified a need in behavioral change (e.g., community and
social aspect) research to evaluate how beneficiaries use WASH interventions and to assess the
strengths and weaknesses of these interventions.
Yates et al. (2017) emphasized that using field evidence for emergency WASH
interventions is critical in strengthening humanitarian strategies. WASH interventions are needed
to improve both the effectiveness of households’ disaster responses as well as the recovery
process. According to Cairncross et al. (2013), better understanding the efficacy and effectiveness
of WASH interventions in emergencies can lead to proper implementation and better assist target
communities. At present, the majority of research in this area focuses mostly on household water
treatment. Moreover, recent research on WASH interventions (Taylor et al., 2015; Ramesh et al.,
2015) concluded by finding a lack of evidence support emergency event implementing WASH
interventions in emergency events. While it is difficult to implement WASH in emergency
environments with a limited supply of safe water and hygiene options (Patel, Brooks, Bastable,
2011; Schultz et al., 2009), the Sanitation and Hygiene Applied Research for Equity consortium
has argued that rapid innovation is taking place for improvement in emergency WASH strategies.
Yet missing, however, is evidence of what works and what does not. With this study, we aim to
fill this research gap and complement the existing literature by investigating the beneficiary (i.e.,
household) impacts of WASH on healthcare service utilization.
4.3 Hypotheses Development
We build our hypotheses based on the theoretical lens of the service operations coproduction concept, specifically from the beneficiary’s perspective. Determining the factors that
impact household health during a flood can be complicated, so we incorporate WASH
intervention-related factors as well as households’ social behavior from different fields in order to
develop our research study and hypotheses.
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4.3.1 WASH
The United Nations Children’s Fund (UNICEF) originally coined the term WASH,
explaining that clean water, toilets, and good hygiene practices are the key for child development
– more broadly, necessary practices for daily human routines. These basic provisions are
important in preventing the spread of bacteria, viruses, and parasite-related diseases in general
and non-emergency settings. Chant (2008), Fung, and Caimcross (2009) have suggested a good
hygiene routine (e.g., hand-washing with soap) is critical for disease control, as poor sanitation
can transfer intestinal worms to human hosts and create ascariasis, an infection of the small
intestine. Poor quality and unsafe access to water, sanitation, and hygiene also can cause diarrheal
disease (Clasen et al., 2007; Fewtrell et al., 2005; Bartram & Caimcross, 2010), as well as largescale outbreaks of cholera (e.g., Haiti in 2010) and hepatitis E (e.g., South Sudan in 2011)
(Centers for Disease Control, 2013; O’ Connor et al., 2011; Tappero & Tauxe, 2011). For these
reasons, WASH interventions are clearly necessary, as they mitigate the transmission of bacteria,
viruses, and parasites to the human body (Clasen et al., 2007; Cronin et al., 2009; Esrey et al.,
1991; Fewtrell et al., 2005; Caimcross et al., 2010). These interventions include, but are not
limited to: consuming high-quality water, reducing sanitation issues (e.g., ensuring availability of
basic toilets, standardizing garbage management, keeping living areas clean), and promoting good
hygiene practices (e.g., hand-washing before and after cooking). Even though some studies have
assessed WASH interventions in these main areas, most of the existing research is interested in
water quality (Cassanova et al., 2010; Clasen & Boisson, 2006; Cassanova et al., 2012; Colindres
et al., 2007; Lantagne & Clasen., 2012; Reller et al., 2001; Steele, Clarke, & Watkins, 2008).
Emergency WASH interventions are different from other development interventions in
terms of the agility and approach of emergency response activities (Yates et al., 2017). People
affected by disasters require immediate assistance and necessities (e.g., access to water,
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sanitation) while learning new survival techniques (e.g., purifying water with chlorine for the first
time) and adapting to the situation (Yates et al., 2017). Yates, Vujcic, et al. (2015) have observed
the theoretical route from intervention activities to outputs, outcomes, and impacts. In this study,
we use an empirical dataset to explore the factors that affect households’ medical needs.
The Center for Disaster Philanthropy has argued that disaster preparedness efforts
such as WASH mollify the impact of the disaster on populations. Ramesh et al. (2015) described
the critical nature of WASH interventions in humanitarian crises, calling its disease-fighting
benefits a crucial component in the early recovery phase of a disaster occurring in a humanitarian
setting (Ramesh et al., 2015). Complex situations such as disaster events are quite different from
otherwise stable settings; and factors such as human dynamics, instant pressure, survival
capability, and environmental infrastructure make the deployment of WASH interventions
difficult. As such, it is critical to assess WASH intervention implementation in humanitarian
settings (Sphere Project, 2011). Bartram and Cairncross (2010) have suggested WASH provisions
bring significant health gains and other benefits, also preventing disease outbreaks and disasterrelated deaths. WASH infrastructure and services, Kouadio et al. (2009) found, have a direct
impact on infectious disease outbreaks following natural disasters by reducing and mollifying
exposure to pathogens in humanitarian crises. By contrast, Murray and Lopez (1996) have noted
that that low-quality water supply, sanitation, and hygiene, as well as exposure to hazards, can
increase the chance of mortality and reduce healthy routines. Given the impact of WASH
interventions, we hypothesize the following with regard to flood victims seeking healthcare
services without having an immediate need (hereafter referred to as over-utilization) or not
seeking healthcare services despite a need (hereafter referred to as under-utilization):
Hypothesis1: Water availability has a positive effect on over-utilization.
Hypothesis2: Water availability has a negative effect on under-utilization.
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Hypothesis3: Poor sanitation has a negative effect on over-utilization.
Hypothesis4: Poor sanitation has a positive effect on under-utilization.
Hypothesis5: Poor hygiene has a negative effect on over-utilization.
.
Hypothesis6: Poor hygiene has a positive effect on under-utilization.
4.3.2 Community Ties in Healthcare
According to Maskrey (1989), disaster management should not be evaluated as an
individual problem, rather a socioeconomic activity of local people. Political scientist Robert
Putnam introduced the social capital principle, referring to community and social networks and
bonds. The definition of social capital has remained controversial among different fields (such as
economics and sociology), making selection of the right definition hardly straightforward
(Tungtisanont et al., 2017—working paper). Economists refuse to accept the concept of trust
measures and deny using “capital” in its traditional sense (Arrow, 2000), while sociologists
firmly believe in a certain measure of social capital in the data collection process (Levi, 1996;
Fox, 1996; Tarrow, 1996). Social capital, moreover, has been assessed with different types of
measures.

Nakagawa and Shaw (2004) have used the concept of trust, social norms, and

networks to capture the concept, observing its impact on social and economic activities in postearthquake (Kobe and Gujarat) disaster recovery. We explain social capital in this analysis by
degree of neighborhood and community support/ties.
In healthcare literatures, a means of igniting social capital is through creating
communities of practice, where tacit knowledge is shared and new ideas are generated, all of
which increase organizational value (Lesser & Storch, 2001). Their effect on social capital is
particularly important to healthcare because of the multi-dimensional benefits afforded to the
individual and the group (Bourdieu, 1991). In some cases, regional communities of practice form
to provide forums for identifying resources and encouraging local-level action, then can scale up
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for a larger geographic reach (Russell et al., 2004). These community recovery resources and
extra community assistance, Lindell and Prater (2003) explained, mollify the physical effects of
disaster events. For these reasons, we propose the following hypotheses:
Hypothesis7: Households with strong community/neighborhood support have a positive effect on
over-utilization.
Hypothesis8: Households with strong community/neighborhood support have a positive effect on
under-utilization.
4.4 Data
This dataset is part of a larger research platform (Tungtisanont et al., 2017). Using
Thailand’s “Impact of Flood on Household Livelihood (July-December 2011)” interview survey,
we will in the following section briefly discuss the nature of the country’s 2011 flood and dataset
characteristics.
4.4.1 Research Setting--Overview of 2011 Thailand Flood
Thailand’s flood event in 2011 resulted in both natural and man-made disasters (Komori
et al., 2012). Thailand’s tropical geographic area, topography, and seasonal monsoon rainfalls
make it a flood-prone area (Gale & Saunders, 2013) during significant rainfall events, as does
land-use mismanagement, according to Engkagul (1993). The country’s Ministry	
   of	
   Economy,	
  
Trade	
  and	
  Industry	
   (2012) has cited mismanagement and poor coordination between local and
national governments as making flood response operations less effective, even extending the
actual flood duration. In 2011, heavy rainfall overflowed the capacity of the Bhumipol and Sirikit
dams as Thailand’s main river, Chao Phraya, was swelled by upstream waters from the north,
eventually overflowing and destroying the water gate. The La Niña weather system, meanwhile,
increased rainfalls by 143 percent during monsoon season, greatly exacerbating the flood’s
severity. All of these circumstances make the 2011 Thailand flood a combination of slow- and
sudden-onset disasters.
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Our dataset comes from the interview survey, which six organizations co-created and
implemented: the National Statistical Office (NSO), Thailand International Health Policy
Program (Ministry of Public Health), Health Systems Research Institute, World Health
Organization (Country office of Thailand), UNICEF, and the National Institute of Emergency.
The survey was distributed between February 10 and March 21, 2012, to households located in
flood areas, which encompassed 61 of Thailand’s 77 provinces. The flood stretched across 19
percent of the country, affecting 3.9 million households and 12.9 million people. The NSO
implemented stratified two-stage sampling for their sampling technique, which includes
systematic and simple random sampling.
The NSO sent trained interviewers to survey households in the flood areas, speaking to
heads of each household or—if unavailable—a family member 18 years or older. The survey was
composed of five sections: (1) general information about the household; (2) characteristics of the
residence; (3) preparedness, impacts on sanitation, environment; (4) flooding situation; and (5)
assistance and rehabilitation.
After several rounds of conversation (both long-distance phone calls and in-person visits)
during the data cleaning, analyzing, and modeling process with the NSO, we noted the following
important data point from this survey: 73 percent of households in the flooded area were
impacted. Of those, 28 percent had flooding outside their houses, including courtyards, gardens,
alleys, and roads. Nine percent had flooding inside their houses. The severity of flooding varied
from 25-27 days in duration and 87-88 centimeters in depth. Nineteen percent of households
faced flooding greater than 120 centimeters, and 30 percent of households were flooded more
than 30 days. More than half of households located in the flooded areas had experienced flooding
in the past. Approximately one-fifth of the households in flooded areas evacuated during the
flood event.
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4.4.2 Operational Measures
We base the selection of explanatory and dependent variables for this analysis on a few
criteria. One is the focus on the need to understand the impact of WASH provision on limited
resource utilization. Understanding this in an emergency setting can extend existing research,
which only focuses on non-emergency settings. More specifically, we chose our explanatory
variables based on UNICEF’s WASH principles. Another criterion is a consideration of dynamic
factors based on results of our previous study, which examined antecedent of floods on financial
loss (Tungtisanont et al., 2017—working paper). Particularly, we aim to identify whether the
interested factors show the same effect on financial vs. healthcare (non-financial) impact.
The last criteria are based on our understanding of the descriptive statistics on medical
needs and households’ decisions to visit a healthcare center. Specifically, our dependent variable
in this study is created from two variables (questionnaires). The first: Does your household need
assistance with medical services (e.g., mobile medical services, on-site hospital) during flood?
The second: Did anyone in your family go to a hospital/healthcare center? Investigating the
descriptive statistics of our variables of interest, we found that not every household needing
medical assistance went to the hospital/healthcare center during the flood. Interestingly, some
households stated they did not need medical assistance but did so anyway. With this in mind, we
categorized households into four groups.
Table 4.1 presents the household groups in a 2x2 table. The two cells in grey represent
the aligned group (e.g., households that needed medical assistance and went to the
hospital/healthcare center, households that did not need medical assistance and did not go to
hospital/healthcare center). Two groups, however, are misaligned: The over-utilized group and
the under-utilized group. Because the misaligned groups represent an operations problem, they
become our dependent variables in this analysis. Observing these two groups reveals the need for
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operations improvement, services strategy, and capacity planning during floods. Although the
over-utilized group has a comparably smaller number of observations, it is critical for the
problems it creates: By intending to use unneeded resources, they contribute to overuse in the
short run. In the long run, they make these resources unavailable for those who need them. The
under-utilized group also merits attention as we do not know the underlying reason for their
decision to not seek needed care. One possible reason is the severity of the flood, which could
make households unable to commute to the medical center.
Table 4.1 Household Groups Categorized by Need for Medical Assistance and Decision to
Access Healthcare Centers/Hospitals
Medical Assistance

Decision to Access
Healthcare
Center/Hospital

Go
Not Go

Need
Aligned

Not Need
Over-Utilized

n=2498

n=1140

Under-Utilized

Aligned

n=12917

n=10136

Explanatory variables include water, sanitation, hygiene, and community ties. To capture
the impact of water, we created the dummy variable Water, set to 1 if households stored drinking
water prior to the flood event, and to 0 otherwise. To measure the effect of sanitation, we created
a scale variable, Sanitation, which captured household waste management and human waste
disposal problems. To assess the impact of hygiene, we created a scale variable, Hygiene, which
captured a lack of household hygiene practices on hand-washing behaviors (e.g., hand-washing
before food preparation, hand-washing before eating, and hand-washing after dealing with feces).
Finally, the fourth explanatory variable, TiesDuring, captured the degree of neighborhood and
community support/ties during the flood: no, support, low, moderate, or high.
In addition to these main variables of interest, we consider the following control
variables. Variable FLOOD is a multidimensional scale variable measuring the duration (days)

93

and height (centimeters) of the flood. Variable Injury is a dummy variable equal to 1 if one or
more household members were injured due to the flood, 0 otherwise. Variable Vulnerability is a
dummy variable equal to 1 if one or more household members has a physical vulnerability, 0
otherwise. Variable Evacuation is a dummy variable equal to 1 if the household evacuated during
the flood, 0 otherwise. Variable Income is the real household total income in Thai baht (THB).
Variable farm is a dummy variable equal to 1 if the head of the household is a farmer, 0
otherwise. We also included exogenous instrumental variables in our analysis, including
typehouse, houselevel, typetoilet, age, gender, and educ. Table 4.2 presents a list of variable
definitions. These data allow us to test our hypotheses while controlling for factors that can affect
medical resource utilization during a flood disaster. Table 4.3 presents the summary statistics of
our main and control variables. Table 4.4 presents the correlation matrix of the variables.
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Table 4.2 Variable Definitions
Variable
Water Availability

Definition
Household stored drinking water before the flood. Dummy variable = 1 if stored; 0 otherwise.

Poor Sanitation

A scale ranging from 0 to 1 captures household waste management and human waste disposal
(i.e., urine, feces). 1 if there are human waste and waste management problems; 0 if no
problems.
A scale ranging from 0 to 1 captures household hygiene practices (i.e., hand-washing before
food preparation, hand-washing before eating and hand-washing after dealing with feces). 1 if
households have no hand washing routines; 0 if households do.
Perceived level of neighborhood/community ties and support during the flood (Rank data: 0 =
no ties, 1 = low ties, 2 = moderate ties and 3 = high ties).
A multidimensional scale variable: Flood intensity measured by height (centimeters) and
duration (days) both inside and outside the house (PROXY).
Injury of one or more household members due to the flood event. Dummy variable = 1 if
household member(s) injured during the flood; 0 otherwise.
Physical vulnerability of one or more household members. Dummy variable = 1 if household
member(s) has (1) difficulty walking/moving (not disabled) or (2) is disabled or (3) is pregnant
or (4) is undergoing treatment or (5) mix of two of the above; = 0 otherwise.
Evacuation status of household during the flood event, where household evacuated during the
flood = 1; 0 otherwise.
Household income, including cash, in-kind and agricultural.

Poor Hygiene
TiesDuring
FLOOD
Injury
Vulnerability
Evacuation
Income
experience
Farm
typehouse

Number of times household has encountered prior flood events before the 2011 flood
(continuous variable).
Dummy variable indicating head of the household’s occupation in farming. Equals 1 if head of
the household is a farmer (including both land owner and not land owner); 0 otherwise.

HouseLevels

Type of house/residence. Equals 1 if a single house; 2 if townhouse/twin home/apartment/semicommercial building; 3 if condominium/mansion; 4 if flat/room in office building/ boat/ raft/
public place and others.
Number of levels of households' residence.

Gender

Dummy variable indicating gender of the head of the household. Equals 1 if male; 0 otherwise.

Age

Age of the head of the household.

Educ

Dummy variable indicating head of the household’s highest education level. Equals 1 if higher
than high school; 0 otherwise.
Type of latrine household members normally use. Equals 1 if flush toilet or cesspool latrine; 0
otherwise.

TypeToilet
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Table 4.3 Descriptive Statistics
Variable

Obs

Mean

Std. Dev.

Min

Max

Water

36785

0.1889901

0.3915061

0

1

Sanitation

36785

0.2572924

0.369922

0

1

Hygiene

36785

0.0376059

0.1569962

0

1

TiesDuring

36785

2.051706

0.8968321

0

3

FLOOD

36785

0.2474854

0.2456569

0

1

Injury

36783

0.0990131

0.2986837

0

1

Vulnerability

36785

0.0799239

0.271179

0

1

Evacuation

36785

0.1382085

0.3451234

0

1

Income

36785

13567.26

24967.52

0

1268215

Experience

36785

4.255539

9.605136

0

98

Farm

36785

0.4104119

0.4919152

0

1

typehouse

36785

1.064918

0.2979275

0

3

floorplan

36780

1.911175

0.8084562

1

4

gender

36785

0.6814462

0.4659218

0

1

Age

36785

54.77681

13.84146

20

99

Educ

36720

1.204412

0.6250507

0

3

TypeToilet

36785

0.9440805

0.2297694

0

1

Table 4.4 Correlation Matrix
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4.5 Empirical Research
One key challenge in our empirical modeling attempt is that our data are related to the
presence of a dual-source selection process. If unaccounted for, this would yield a sample
selection bias problem. The first source of selection originates from the nature of the interview
survey: The interview skipped subsequent questions if the interviewee in the household stated he
or she had not been affected by a flood (in question 5.1; see Appendix 4A). To account for the
biases introduced by this sample selection process, the selection of households to encounter the
flood event can be modeled as a binary response (probit) selection equation (Heckman, 1979). In
this equation, we estimate the geographical determinants of a flood, introducing a correction
factor to account for the sample selection bias that would arise otherwise, as data only exist for
the selected observations (Heckman, 1979; Wooldridge, 2015). Following Heckman (1979), we
ran a probit regression of whether i was flooded against geographical characteristics to obtain a
predicted value. We then incorporated this into the inverse Mills ratio, !  (!!! !! )/Φ  (!!! !! ). Here,
!!! and !! are correspondingly vectors of explanatory variables and estimated coefficients from the
selection equation, and !, Φ   are, respectively, the density and the cumulative distribution
functions corresponding to the standard normal distribution (Greene, 2012).
The second selection process originates by the way we structure our output variables.
Because the first questionnaire asked whether households needed medical assistance during a
flood, this produces two sets of households: need vs. do not need medical assistance. Because we
have two selection bias issues, we acquired the inverse Mills ratio from the flood selection
process, as explained above. We included this as an explanatory variable in our second selection
equation in addition to other explanatory variables to explain one selection as part of the other.
Equations (1) and (2) correspond to the first and second selection equations, allowing for
consistent estimates with regards to sample selection.
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A second econometric issue with equations (3) and (4) in our attempt to model
empirically our data is related to endogeneity.
!"#$%&'(')!! =

(3)

!! + !! !"#$!"#$%&$'%&%()  ! + !! !""#$%&'(%('"!! + !! !""#$%&'()!! +
!

!!! !!,! + ! !   !!! + !!!

!! !"##!! + !! !"#$%&'"(!! + !! !"#$% + !! !"#$%&'"(!! !  !"#$%!! +
!!!

!"#$%!&'(')!! =

(4)

!! + !! !"#$!"#$%&$'%&%()! + !! !""#$%&'(%('"!! + !! !""#$%&'()!! + !! !"##!! +
!! !"#$%&'"(!! + !! !"#$%!! + !! !"#$%&'"(!! !  !"#$%!! +

!
!
!!! !! Η!,!

+ ! ! !!! + !!!

Bold: endogenous variables
As it is theoretically plausible that TiesDuring and Sanitation correlate with unobserved
characteristics in the model, we used instrumental variables (IV) for TiesDuring, Sanitation and
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the interaction of TiesDuring x Income in equation (3) and (4). We used a two-stage least squares
(2SLS) estimation method to obtain the IV estimates (using both external instruments, as well as
heteroscedasticity-based internal instruments, following Lewbel, 2012). We used as external
instruments variables based on variable availability and logical reasoning. We included
typehouse, houselevel, gender, age and educ for equation (3), and typehouse, typetoilet, educ,
age, and gender for equation (4), to instrument the variables TiesDuring, Sanitation, and
TiesDuring x Income. To ensure our instrumental variables meet the requirement of exogeneity
and relevance conditions (Wooldride, 2015), we tested our model’s equations for underidentification of instruments via Anderson’s test of canonical correlations (Anderson, 1984). The
corresponding LM statistics for Anderson’s (1984) test were 521.409 (p<.000) and 788.161
(p<.000) for equations (3) and (4), respectively. As a result, we reject the null hypothesis that the
first-stage estimated equations were under-identified. We also tested for our instrument’s
strength. Cragg-Donald Wald F statistics were 15.557 in equation (3) and 23.664 in equation (4).
Both F values for the joint significance of the first stage estimations are all over 10, the suggested
rule of thumb of weak instruments (Staiger & Stock, 1997; Stock and Yogo, 2005). This indicates
our instrumental variables combined are not weak and should satisfy the relevance condition. 2
Finally, we performed the test for instruments’ exogeneity (orthogonality condition with
error term). Our C statistics, the difference between two Sargan and Hansen J-statistics, were
2.409 (p=.7901) and 5.635 (p=.3433) in equations (3) and (4), respectively. A failure to reject the
C statistic tests means the instruments can be considered as exogenous.

2
Please note that the Sargan χ statistic, usually used to test that instruments satisfy the exclusion restriction (Kennedy 2003), in both
equations showed a high significance. However, since in our 2SLS procedure we used heteroscedasticity-based instruments following Lewbel (2012), by
construction correlated with the endogenous variables and orthogonal to the errors, it yields as a side effect that the Sargan statistic is biased upwards.
2
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Table 4.5 Transformed Two-Stage Least Square (2SLS) Estimation Results
Dependent Variable
Variables

Over-Utilize
Coef.

Under-Utilize
Std. Err.

Coef.

Std. Err.

Water Availability

(α1)

0.244***

0.011

(β1)

-0.211***

0.011

Poor Sanitation

(α2)

-0.217**

0.039

(β2)

-0.386***

0.036

Poor Hygiene

(α3)

0.129***

0.018

(β3)

-0.041

0.019

FLOOD

(α4)

0.076**

0.013

(β4)

0.002

0.014

TiesDuring

(α5)

0.146***

0.008

(β5)

-0.133***

0.007

Income

(α6)

2.11E-06**

3.33E-07

(β6)

-8.475E-07

3E-07

TiesDuring*Income

(α7)

5.43E-07τ

1.52E-07

(β7)

-6.5E-07 **

1E-07

Injury

0.091***

0.013

-0.143***

0.013

Vulnerability

0.088***

0.011

-0.038 τ

0.011

Evacuation

0.018

0.009

-0.035 τ

0.010

experience

0.002***

0.000

-0.005***

0.000

Farm

-0.038**

0.006

0.032**

0.006

constant

2.573***

0.131

0.169

0.131

-3.980***

0.214

3.532***

0.208

Control

Inverse Mills Ratio
Obs

11256

15380

Pseudo R2
*** p< 0.01; ** p< 0.05; τ p< 0.15

0.0859

0.8505

Bold: endogenous variables

4.6 Results
In this section, we discuss our results from Table 4.5, which presents our estimates from
2SLS. We note that we used this approach to estimate binary dependent variables models as, per
Cameron and Trivedi (2005; p. 485), this approach still yields consistent estimates. Cameron and
Trivedi (2005) suggested rescaling parameter by multiplying 2.5 to the marginal effect in order to
compare the 2SLS with the instrumental variable probit estimates (Cameron & Trivedi, 2005,
p.465). Table 4.5 shows the estimates after converting our original result from 2SLS.
Results from Table 4.5 suggests households that stored drinking water before the flood
incident are more likely to go to healthcare centers regardless of their actual need for medical
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assistance during the flood. The statistically significant (p< 0.000) positive sign on the coefficient
Water explains the positive effect of stored drinking water before flood on the over-utilization
model. A statistically significant (p< 0.000) negative sign on the under-utilization model,
however, indicates households will go to healthcare centers only when they absolutely need
medical assistance. Thus, our results support H1 and H2.
The coefficients for Sanitation capturing the waste management and human waste
disposal problem were negative and statistically different from zero (p< 0.05) in the over-utilized
model and statistically significant (p< 0.000) in the under-utilized model. While H3 is supported
by our result, H4 is not. This shows that households with a sanitation (waste management and/or
human waste disposal) problem do not over- or under-utilize health care resources. Their decision
to go to health-care centers/hospitals logically depends on their need for medical assistance.
The impact of Hygiene is statistically significant (p < 0.000) only in the over-utilized
model, with our analysis not supporting H5 or H6. The positive coefficient implies households
without good hygiene practice, particularly hand-washing behavior (i.e., before food preparation
and eating, after dealing with feces) are more likely to over-utilize healthcare resources.
The effects of the variable TiesDuring is statistically significant (p< 0.000) in both
models with the opposite direction. The positive sign in the over-utilization model shows that
households with a higher level of neighborhood/community ties and support will go to healthcare
centers/hospitals even when they do not need medical assistance. On the other hand, the underutilization model shows a negative coefficient, meaning households with a higher level of
neighborhood/community ties and support also will go to healthcare centers when they need
medical assistance. While our results support H7, they do not support H8. Furthermore, the partial
effect of TiesDuring on OverUtilize (holding all other variables constant) implies that a higher
level of TiesDuring increases the over-utilization of medical resources for higher-income
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households. On the other hand, the partial effect of TiesDuring on UnderUtilized (holding all
other variables fixed) implies that a higher level of TiesDuring decreases the under-utilization of
medical resources for higher-income households.
Although we only proposed eight hypotheses in this study, we believe it contains other
interesting factors and results. For example, the coefficient for income is significantly positive
and statistically different from zero (p< 0.05) in the over-utilization model. Richer households are
more likely to go to healthcare centers even when they do not need medical assistance during the
flood.
We also found farm coefficients statistically significant on both models with the opposite
signs of direction. A negative coefficient (p < 0.05) in the over-utilization model means that
farmed households tend to go to healthcare centers only when they need medical assistance.
However, the results are statistically significant (p< 0.05) with a positive sign in the underutilization model. Households with a farmer also are more likely to under-utilize medical
resources in a flood.
The coefficient for injury is statistically different from zero (p < 0.01) in both over-and
under-utilization models. Households with injured members tend to go to healthcare centers
regardless of need. Similarly, the effect of vulnerability is statistically significant with a positive
sign in the over-utilization model (p < 0.01), and with a negative sign in the under-utilization
model (p = 0.15). This shows that households with vulnerable members tend to go to healthcare
centers regardless of their need for medical assistance.
The coefficient for experience is positive and statistically different from zero (p< 0.01) in
the over-utilization model. However, it is negatively significant (p< 0.01) in the under-utilization
model. This means that households that have prior experience with floods are more likely to go to
healthcare centers regardless of need.
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The coefficient on FLOOD is statistically significant (p < 0.05) only in the over-utilized
model. This positive coefficient explains that a more severe flood influences households to overutilize medical resources even though they do not need medical assistance.
4.7 Discussion
In this section, we discuss implications of the factors that influence household groups’
over- and under-utilization of medical services. Specifically, we focus on “expecting the
unexpected:” Why do they access medical resources even when not needed? Why do they avoid
seeking help when they need medical attention?
We find households that store drinking water will seek healthcare regardless of their
needs during the flood, our results suggesting this routine influences over-utilization. It is
possible that individuals become anxious when hearing about disasters and ultimately overreact
when confronted with the situation. As the environment becomes more intense, people may feel
stress and seek help before realizing their actual needs. According to Lawyer et al. (2006), strong
emotions, physiological arousal, and feelings of detachment are common, short-term responses to
high-intensity traumatic events. Schuster et al. (2001) explained that more than half of their
respondents participated in group activities to cope with stress reactions after the September 11,
2001, terrorist attacks. Going to hospitals/health care centers may be one such coping mechanism.
Our results show that households with waste and human waste management problems are
logical in that their decision to go to healthcare centers is aligned with their medical needs.
Furthermore, households without proper hand-washing routines are more likely to over-utilize
medical resources. This implies people see a difference in their hygiene-related behavior,
connecting hand-washing routines to their health and well-being. They understand that improper
hand-washing habits may cause them to get sick and, when proper hand-washing habits are
missing from their routines, seek medical services when not needed. For governments, this points
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to a need to promote proper hand-washing routines during floods to households and consider
adding soaps and/or dishwashing liquid to disaster relief packages/kits.
One characteristic that distinguishes over- and under-utilization groups is income. Our
results show that higher-income households are more likely than lower-income households to
over-utilize healthcare centers. In contrast, households with farmers will not seek medical help if
unneeded or needed, contributing to under-utilization but pointing to their resilience to floods.
Government agencies should consider better informing higher-income households on self-check
and self-evaluation processes so resources are utilized only when necessary.
Households with an injured member will go to healthcare centers regardless of their need
for medical assistance, showing this factor’s strong influence on decisions to seek medical help.
Although injured members are more prone to infection and have more mobility issues, these
households should understand what conditions require medical assistance.
Households with vulnerable members show the same effect as households with injured
members. Logically, households with vulnerable members are more likely to seek medical help
regardless of need, but having vulnerable household members does not necessarily translate into a
need for medical help. Households must be able to determine which medical services are
necessary and sufficient for their condition.
Although people can grow overly stressed and anxious during emergencies, it is
important that they are able to evaluate the situation and the condition of themselves or family
members. This will reduce the risk of over-utilizing scarce resources during an emergency, which
can decrease healthcare service efficiency and deprive care from those who need it. With an
increasing number of disaster and limited medical resources, particularly in flood settings, this
issue is critical. We recommend governments create and distribute a standard self-check or selfevaluation checklist for medical need.
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Interestingly, households with a higher level of neighborhood/community ties and
support systems are more likely to go to healthcare centers regardless of their need for medical
assistance during floods. One possible explanation for this is that people are more engaged with
one another when ties are strong, thus they are more likely to care for each other’s needs and
well-being. Indeed, existing healthcare research has found that social support for physical activity
is a motivating factor for healthy young adults (Dowda et al., 2009; Maier & James, 2014; Suorsa
et al., 2016). Households with strong ties may go to a healthcare center to check on the situation
of their neighbor or community. As such, we suggest the government emphasize the use of
medical services resources so households understand the proper use of healthcare centers for
future emergency events.
4.8 Conclusion
Facing scarce resources, it is critical to allocate and use them effectively, especially
during times of crisis. This study observes and illustrates the important factors that influence
healthcare resource utilization during floods. Based on our dataset, we delineated four groups of
people according to their needs for medical assistance and decisions to go to healthcare centers
/hospitals, finding some groups over- or under-utilize medical resources. We assess the factors
that urge households’ needs for medical assistance during floods and, in turn, their decisions to
access medical services. As humanitarian operations planning and execution depends on a variety
of resources, we use an empirical data set to pinpoint relevant factors. Our study indicates that
WASH provision and community/neighborhood support influence households’ decisions to
access healthcare differently. Drawing on our empirical findings, we provide policy implications
for humanitarian stakeholders.
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CHAPTER 5
CONCLUSION AND FUTURE RESEARCH
5.1 Concluding Remarks
This dissertation contributes to a growing body of literature on humanitarian
operations and crisis management by adding a service operations strategy perspective. Through
this lens, which operations scholars can better understand how economic notions of various
resources, investments, victims, and community-based operational processes, practices, and
actions can come together in synergy. We propose that disaster operations is a process of coproduction by multiple stakeholders, each playing an important role in affecting the outcome. As
a result, we might be able to improve the overall effectiveness of the recovery process. In other
words, this dissertation offers the strategic view that disaster operations and crisis management
have an extensive service design and delivery component.
In Chapter 2, we explored how two broad macro-factors, industrialization level and
Internet usage, can influence economic recovery from flooding. Subsequently, using dynamic
panel-data estimations, we empirically derived “best-worst” flood scenarios useful for exploring
additional factors systematically associated with each scenario. The study is implemented using
secondary data on 75 Thai provinces (unit of analysis) from 2006-2012. Our results offer
guidance for policy makers within each province, as well as nationally.
The first factor, industrialization level, is an economic indicator expected to capture the
impact of natural disasters (e.g., flooding) on affected populations and partly explain associated
financial losses. Because online access and information sharing are necessary for expanding
communication reach, we include Internet usage as the second factor. We apply the ArellanoBond difference GMM estimate to test the relationships among the macro factors associated with
flooding incidents and changes in provinces’ per-capita income over time. Empirical results
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indicate residents in highly industrialized areas may need more attention because of flooding’s
high toll on businesses and infrastructure. This, in turn, affects the dominant sources influencing
individuals’ ability to work and earn an income. Reconstruction in industrialized areas is not only
time-consuming but also typically more costly when compared to less-industrialized regions. In
studying internet usage during a natural disaster, we find that an increase in per-capita Internet
usage has a net positive impact on per capita income. People online can better communicate and
collaborate during emergencies, while knowledge that a flood is coming can even save lives and
belongings. This has the potential to reduce financial losses and accelerate recovery.
In a subsequent analyses building upon the econometric results, we categorized the bestand the worst-case provinces by the number of flood incidents and the difference of yearly percapita income. The best-worst province recovery results also identified other factors that matter to
per-capita income during flood incidents. For example, provinces with more forest land, paddy
fields, and field crop areas are likely to recover more effectively. On the other hand, provinces
with more flower/vegetable/ornamental plant land are not. These best- and worst-case analyses
enable policy makers to better plan province-level resource allocations before and during a flood.
In Chapter 3, we drew upon classical service operations strategy (e.g., Chase, 1977; Roth
& Jackson, 1995) by incorporating the principle of service co-production of key stakeholders—
households, communities, and governments—in the context of flood recovery. This research
explores and explains how different stakeholder actions in the pre- and during-flood phases
influence post-flood household recovery. We also investigate how pre-flood preparedness and
during-flood factors (i.e., flood severity, evacuation, governmental assistance, community ties)
together influence flooding losses. We further analyze how loss in the during-flood stage and
post-flood factors influence the degree of recovery. Applying the law of requisite variety and the
service strategy concept of co-production into a humanitarian setting, we explain there are needs
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for different internal processes that help households and stakeholders strengthen their capability
in handling flood disasters. Here, we use a non-publicly available dataset of over 34,000
households in flooded areas in 2011 from a survey questionnaire jointly administered by several
governmental and humanitarian agencies. This dataset contains salient variables that span a
household’s entire flood disaster cycle, and results suggest that as households receive better
advance warning and have more prior experience with flooding, they will invest more time and
effort in preparation. Not surprisingly, better-prepared households are less likely to incur any
losses, and/or yield fewer losses from the flood incident. The results also suggest that community
ties play a substantial role in the preparedness before the flood, financial loss during the flood,
and post-flood recovery effectiveness. Households with the strongest ties are more likely to
prepare for floods, while those that evacuated but have the strongest community ties incurred the
least monetary loss. Households that remained in flood areas and had strong community ties
showed an increased likelihood of recovery. Household income, however, appears to have no
influence on the dynamics of community ties. Our results also emphasize that the government
needs to ensure communication systems provide households with a high-quality and accurate
warning message at the right time and prioritize those with vulnerable members,
disproportionately at risk of injury. Overall, this chapter is the first to explore this humanitarian
operations cycle on households, guided by service operations strategy theory and carefully
applying rigorous econometric techniques.
In Chapter 4, we extended our scope of the financial impacts from flood to healthcare
services issues. We examine the delivery of healthcare services in response to flood disasters.
Using the same household data set in Chapter 3, we explore the influence of WASH on
households’ decisions and access to medical/health care services during floods, particularly
factors that influence household over-utilization (going to healthcare centers with no need) and
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under-utilization (not going despite a need). Our results suggest households that store drinking
water and do not have proper hand-washing routines are more likely to over-utilize medical
services, indicating income has a huge effect on over-utilization. On the contrary, farmers are
more likely to under-utilize medical services, appearing more resilient to flood disasters. Our
findings imply households with waste and/or human waste management problems will only go to
health care centers/hospitals when they need medical assistance. Interestingly, households with
stronger community/neighborhood ties will go to healthcare centers regardless of need during
floods.
5.2 Future Research
Looking forward, I plan to continue working on studies addressing interdisciplinary
problems that lie at the intersection of service operations/supply chain management and
humanitarian strategy. In particular, I plan to contribute to the characterization of humanitarian
services operations strategy and set a solid path for scholarly academic leadership in this newly
emerging field to guide future research. To date, self-protection and mitigation have been a
preferred approach in dealing with natural disasters. My dissertation research suggests these
approaches alone are not a clear path to disaster recovery, nor are the connotations for the
individuals and stakeholders during emergencies and post emergency events. I plan to expand
upon the realized impacts and find solutions and operational strategies to better cope with natural
disasters, such as flood events. Based on the large dataset on the impact of flooding on household
livelihood, I will empirically examine both direct and indirect impacts of flooding and their
influence on overall recovery effectiveness. Take, for example, my next research paper, The
Infusion of Service Operations Strategy and Humanitarian Policy: A Research Agenda. This
research includes my proposed theoretical framework, which sets a new roadmap for future
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research in disaster management by applying service operations strategy perspectives, and offers
insights for humanitarian policy.
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Appendix 2A: Natural Disaster Classification
Table 2A Natural Disaster Classification with Description
and List of Events Covered by Each Category
Description

List of disaster
event

Biological
Events caused by
the exposure of
human or living
organisms to
germs, toxic
substances such
as plagues of
different pests.

Climatological
Events caused
by longlived/meso- to
macro-scale
processes. The
time interval of
the climate
varies from
seasonal to
many decades.

Geophysical
GeologicalGeomorphologic
Disasters:
Events
originating from
the core of the
earth.

Hydrological
Events caused by
variation in the
normal water
cycle. This
includes an event
initiated from
wind (buildup)
causing the
overflow of bodies
of water.

Meteorological
Events caused by
short-lived/
small to mesoscale
atmospheric
processes. The
time interval varies
from minutes to
days.

•Epidemic
•Infectious
Diseases
•Viral
•Bacteria
•Parasitic
•Fungal
•Prion
•Insect
Infestation
•Grasshoper/
Locust/Worms
•Animal
Stampede

•Extreme
Temperature
•Oceanic
•El Nino
•La Nina
•Heat Wave
•Cold Wave
•Frost
•Fog
•Extreme Winter
Conditions
•Snow Pressure
•Icing
•Freezing Rain
•Debris
Avalanche
•Drought
•Wildfire
•Forest Fire
•Land Fires
(grass, scrub,
bush)

•Earthquake
•Ground
Shaking
•Tsunami
•Volcano
•Volcanic
Eruption
•Mass
Movement (dry)
•Rockfall
•Avalanche
•Snow
Avalanche
•Debris
Avalanche
•Landslide
•Mudslide
•Debris Flow
•Subsidence
•Sudden
Subsidence

•Flood
•General River
Flood
•Flash Flood
•Storm
Surge/Coastal
Flood
•Mass Movement
(wet)
•Rockfall
•Landslide
•Debris Flow
•Debris Avalanche
•Avalanche
•Snow Avalanche
•Subsidence
•Sudden
Subsidence
•Long-lasting
Subsidence

•Storm
•Tropical Storm
•Extra Tropical
Cyclone (winter
storm)
•Local/
Convective Storm
•Thunderstorm/Lig
htning
•Snowstorm/
Blizzard
•Sandstorm/Dust
Storm
•Generic (severe)
Storm
•Tornado
•Orographic Storm
(strong winds)
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Appendix 3A Services Needed for Rehabilitation
The most important services that households think the government should provide for
rehabilitation.
Table 3A Households’ Opinion on the Services That the Government
Should Provide For Rehabilitation
Services

Frequency

Percent

Provide loan for business with low interest rate

9,265

25.3

Regularly inform or notify information about flood
Control prices of goods for investment in agricultural e.g., fertilizer, seeds and animal
foods

7,830

21.38

7,426

20.28

Control grocery goods prices

3,721

10.16

Promote marketing of agriculture products/SME's products

2,453

6.7

Promote harmonization of community (both inter- and between community)

2,231

6.09

Take care of violation problems in community

2,015

5.5

Compensation for house repairing

793

2.17

Fix cost of construction materials

534

1.46

Financial aid

352

0.96

Total (Household)

36,620
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Appendix 3B Measurement Items and Fit Indices
We developed these constructs based on theory specification and followed the two-stage
approach proposed by Menor and Roth (see Roth, et al. 2008; Froehle & Roth, 2004; Stratman &
Roth, 2002). We tested the measurement model of four constructs—recovery, flood severity,
preparedness and warning—using confirmatory factor analysis, resulting in an acceptable fit
(Bollen, 1989).
Table 3B Standardized Loadings from CFA and Fit Indices (result generated by mPlus)
Construct, factors and actual questionnaire (measurement items)
Recovery
Daily Living
5.10 still need assistant on--house repair
5.10 still need assistant on--garbage management
Ancillary recovery
5.10 still need assistant on--vehicle repair
5.10 still need assistant on--appliance repair
5.10 still need assistant on--house cleaning
Flood Severity
Duration (days)
5.1 For---days flooded around the house
5.1 For---days flooded inside the house
Height (CM)
5.1 For---centimeter flooded around the house
5.1 For---centimeter flooded inside the house
Preparedness
Basic preparedness
3.3 moving stuff to a higher floor
Moderate preparedness
3.3 making sandbag walls to block the water
3.3 store food and other essential goods
3.3 protecting your vehicle e.g. put your car in a high place, wrap with
plastic
Extra preparedness
3.3 making cement walls to block the water
3.3 preparing water pump
3.3 moving electric switched or plug to higher level
Warning
3.2 Warning on flooding situation
3.2 Announcement on evacuation

Recovery
Flood Severity
Preparedness
Warning

Factor
2
2
3
1

Items
5
4
7
2

RMSEA a
0.075
0
0.052
0.094

Standardized loadings

Min

Max

0.903
0.832

0
0

1
1

0.981
0.995
0.939

0
0
0

1
1
1

0.859
0.871

1
1

90
90

0.789
0.846

1
1

600
500

1.000

0

1

0.705
0.741

0
0

1
1

0

1

0.722
0.707
0.656

0
0
0

1
1
1

0.825
0.83

0

5

0

5

0.675

p(RMSEA<=0.05)
0.051
0.914
0.35
0.086

RMSEA 90%
Confidence
Interval b
(0.050, 0.102)
(0.000, 0.063)
(0.043, 0.061)
(0.039, 0.163)

CFIc
0.998
0.999
0.991
0.988

a Root mean square error of approximation value less than 0.05 indicates close approximate fit, values between 0.05 and 0.08 suggest reasonable error of approximation
(Browne & Cudeck, 1993)
b Lower bound of 90% RMSEA confidence interval is less than 0.05 indicates that model has close approximate fit in the population (zero is ideal for lower bound), upper
bound cutoff value are varies (Kline, 2012)
c Comparative fit index value greater than 0.90 indicates reasonably good fit of the model (Hu & Bentler, 1999)
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Appendix 3C Extra Instrumental Variables
Table 3C.1 describes the definition of additional instrumental variable.
Table 3C.1 Additional Instrumental Variable Definition
Variable
Career

garbage
Drinkingwaterp
usewaterp
internet
Emrcar
Emrheli

Definition
Twelve dummy variables indicating head of the household occupation
1) Civil society/Government officer/State enterprise employee
2) Private sector employee (daily wage)
3) Private sector employee (monthly wage)
4) Vendor/own business
5) Farmer (land owner)
6) Farmer (not land owner)
7) Skilled labor
8) Unskilled labor
9) Student
10) Housewife
11) Unemployed
12) Driver (motorcycle/lorry/taxi)
Household with
management problems. Dummy variable =1 if yes; 0 otherwise
13) waste
Other (specify)
Household with drinking water supply problem. Dummy variable=1 if yes; 0 otherwise
Household with usage water supply problem. Dummy variable=1 if yes; 0 otherwise
Household has problem asking for help (telephone, Internet). Dummy variable=1; 0 otherwise
Household has information on emergency vehicle (EMS mobile unit of District Administration Organization/Primary health care
center/Hospital). Dummy variable=1 if yes; 0 otherwise
Household has information on ambulance helicopter. Dummy variable=1 if yes; 0 otherwise

As discussed in section 4.1 in equation (2), we found potential evidence of underidentification and weak instrument if using only instruments internal to the system. The
corresponding LM statistics for Anderson’s (1984) test were 0.322 (p=0.571) for equation (2).
Therefore, the null hypothesis that the first stage estimated equations were under-identified failed
rejection.
For completeness, we report the Durbin χ2 and Wu-Hausman’s F statistics. The Durbin
χ2 statistic was 71.972 (p=0.000) and the Wu-Hausman’s F statistic was 24.023 (p=0.000) for
equation (2). These results provide support for treating as endogenous the variables associated
with

preparedness,

community/neighborhood

ties

during,

and

an

interaction

of

community/neighborhood ties and evacuation for equation (2).
The results from the LM statistic seem to indicate that equation 2 would be underidentified if we used only the system’s internal instruments. Although we have limited data
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availability, we were able to find outside instrumental variables (i.e., HHcareeri, garbagei,
drinkingwaterpi, usewaterpi, internetpi, emrcari and emrhelii) to attain identification in the During
Flood equation. Table 3C.2 shows our first-stage results after we included outside-system
instrumental variables to the during flood equation.
Table 3C.2 First-Stage Regression Results for During Flood Equation
Equation

3C-1

3C-2

3C-3

Endogenous Variable

Preparedness

TiesDuring

TiesDuringxBEvacuation

Warning

0.037*** (0.001)

0.04*** (0.002)

0.005*** (0.001)

Experience

0.01*** (0.000)

-0.000 (0.000)

-0.000 (0.000)

TiesBefore

0.013*** (0.001)

0.75*** (0.003)

0.09*** (0.002)

Vulnerability

0.006 (0.011)

-0.005 (0.026)

-0.005 (0.016)

Flood

-0.032*** (0.005)

0.028** (0.11)

0.016** (0.007)

Injury

0.033** (0.015)

0.027 (0.036)

-0.008 (0.022)

BEvacuation

0.033*** (0.006)

0.035** (0.014)

2.144*** (0.008)

DEvacuation

0.000*** (0.000)

-0.001*** (0.000)

-0.002*** (0.008)

Vulnerability x Injury

0.022 (0.034)

-0.154** (0.079)

-0.068 (0.048)

Vulnerability x HouseLevels

-0.002 (0.005)

0.006 (0.012)

-0.000 (0.007)

Career

0.001** (0.000)

0.001 (0.000)

0.000 (0.001)

Drinkwprob

-0.029*** (0.004)

-0.023*** (0.009)

0.002 (0.005)

Usewprob

-0.036*** (0.004)

-0.004 (0.008)

0.004 (0.005)

Inetprob

0.012** (0.005)

0.078*** (0.012)

-0.019** (0.008)

Garbage

-0.153*** (0.003)

-0.065*** (0.006)

-0.002 (0.004)

emrCar

0.024*** (0.002)

0.047*** (0.006)

0.007* (0.003)

emrHeli

-0.004 (0.004)

-0.027***(0.010)

-0.006 (0.006)

Control

Yes

Yes

Yes

Constant

0.540*** (0.012)

0.638*** (0.027)

-0.245 (0.017)

Region

Yes

Yes

Yes

Observations

36774

36774

36774

∗ ! ≤ !. !";  ∗∗ ! ≤ !. !";  ∗∗∗ ! ≤ !. !". Standard errors are in parentheses.
Variables in italic and bold are additional instrumental variables that were added in the During Flood equation.

Notes. Table 3C.2 shows the first stage regression result for During Flood equation. Equations 3C-1, 3C-2 and 3C-3 show the
estimates of the During Flood equation with extra instrumental variables.
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These results seem to indicate that these additional variables could be appropriate instruments to
be added. Naturally, proper tests need to be conducted to verify this assertion. We tested for
endogeneity by using both Durbin and Wu-Hausman scores. The Durbin χ2 statistic was 95.070
(p=0.000) and the Wu-Hausman’s F statistic was 31.752 (p=0.000). These results provide support
to our assertion that preparedness, community/neighborhood ties during and the interaction of
community/neighborhood ties and evacuation should be treated as endogenous variables. Next,
we performed the test of under-identification of instruments. The Anderson Canonical Correlation
LM Statistics was 21. 292 (p=0.006); we rejected the null hypothesis that our instruments were
under-identified. Finally, we tested for over-identifying restrictions to ensure our instruments
satisfy the exclusion restriction (Kennedy, 2003). Sargan’s χ2 statistic was 12.732 (p=0.0789)
and Basmann’s χ2statistic was 12.727 (p=0.0791). The results for both tests provide evidence that
error terms of structural models are uncorrelated with the instrumental variables in equation 2.
Table 3C.3 shows the average and standard deviation of those additional instruments included in
the During Flood equation.
Table 3C.3 Summary Statistics of Additional Instrumental Variables
Variable
Career

Mean
5.98603

Std. Dev.
3.17558

Garbage

1.72001

0.44897

Drinkingwaterp

1.81289

0.39001

Usewaterp

1.81294

0.38996

internet

0.04904

0.21596

Emrcar

0.55917

0.49649

Emrheli

0.07799

0.26817
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Appendix 4A Survey Questionnaire on Flood Conditions
Question 5.1 (During the flood) Was your house flooded? (you can choose more than 1 choice)
1) -areas around the –house was flooded (e.g. courtyard, garden, alley, and road)
For ............... days (if it was less than 1 day, put 0).
The highest flood water level was .................. centimeters.
2) The house was flooded inside
For ............... days (if it was less than 1 day, put 0).
The highest flood water level was .................. centimeters.
3. Not at all (skip to 5.11)
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