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Executive Summary
Binary Learning Infrastructure & Telemetrically Zoned Kinetic Reconstructions by
Intelligence Enhanced Game (B.L.I.T.Z.K.R.I.E.G.) is a both a continuation and redesign
of a previous senior design project (Robot Air Hockey). B.L.I.T.Z.K.R.I.E.G. functions as
a physical automated game platform that has software or human controlled actors
(remote controlled linear rail actuators) that play against each other in a new variation
of the classic arcade game Air Hockey. Unlike traditional air hockey, players are only
able to move with 1 axis of motion (side-to-side) and must use flippers instead of
traditional mallets. This provides a unique opportunity to use B.L.I.T.Z.K.R.I.E.G. to
develop strategies for this new game meta via image processing and Machine Learning.
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The Team
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Introduction
B.L.I.T.Z.K.R.I.E.G. is made up of a custom assembled Linear Rail System, a
NVIDIA Jetson TX2 base control system, a Logitech C930E webcam, and a Medal
Sports 89” Air Hockey Table. Each end of the table is outfitted with a linear actuator
that drives a motorized flipper back and forth. Please note this document is
supplemented by the Project Overview Document that describes in technical detail
each subsystem of the project with images, explanations, and links to code. This
document can be found at the following link:
https://docs.google.com/document/d/1fZAKGZOYknH8ZAxEuJPt4vbNrJkmLb8j4Vf0inI6m1c/
edit?usp=sharing

Marketing Requirements
In order for the project to be successful, the system must:
➔ Be able to play a game of Air Hockey
◆ Human vs Human
◆ Human vs Robot
◆ Robot vs Robot
➔ Track the puck and provide accurate predictions
➔ Use a motorized Hockey Stick instead of a Paddle
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➔ Be trainable via Machine Learning (Stretch/Honors)
These marketing requirements were obtained from the sponsor, Dr. Coe.

Engineering Requirements
In order for the system to meet the above marketing requirements:
➔ Stepper Motors must have
◆ High Hold Power to Withstand ~3.45 N of Force
(Given a puck of 42g and an acceleration of 270 ft/s)
◆ Acceptable input lag less than 200ms
(Market Research indicates greater than 200 ms is distracting
to users)
➔ Vision System must be able to
◆ Receive Puck Location within 33ms
◆ Receive minimum 30 fps input from camera
◆ Provide Puck Prediction to system in less than 50 ms to allow
time for algorithms to respond
➔ Control/Machine Learning Algorithms must
◆ Respond to Puck Prediction within 117 ms to effectively play
(200ms input lag - 50ms prediction time - 33ms camera time)
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◆ Machine Learning shall govern the task of when/how to hit the
puck
◆ Control Loop algorithm shall direct the system’s linear motion
to follow the puck

Requirements Update (Post Covid-19 Rescope)
In response to Covid-19, the requirements have been adjusted:
➔ Document the project completely with directions for future teams.
◆ Understand what was done and decisions that were made
◆ Convey steps needed to finish the project
➔ Create a simulated table for remote work
◆ Simulation shall model puck and linear actuator behavior
◆ System should be able to run with the same code to be deployed on
the actual robot

Background
This design is not available on the open market. Several universities and
hobbyists have developed their own personal projects that are similar, but these are
not available to the consumer or UAH. An existing air hockey bot, that will be available
on the market, is still in development; it is designed to be 3D printed by the consumer,
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relies upon a paddle design instead of a hockey stick flipper, and has an estimated
price of $134-$170. This design uses a forward-facing smartphone camera, a closed
source, pre-existing algorithm, and is only designed for human vs robot play. Our
design will be using a metal frame, a top-down image camera view, a Jetson TX2 with
easily modifiable algorithms, and will be designed for human vs human, human vs
robot, and robot vs robot play.

Trade-off Analysis of Design Alternatives
Two different designs were considered using different approaches to air hockey:
continuing with the flipper model developed by a past senior design team, or switching
to a more conventional pusher model. The flipper model relies upon two-dimensional
movement and a rotating paddle in order to propel the puck across the table in a
manner similar to a hockey stick or pinball flipper, while a pusher design would swap
out the entire setup for a round air hockey paddle and three-dimensional movement.
Risk Analysis was performed using a quantitative model with the following
standard quantitative risk analysis formula: Risk Exposure = Risk Impact * Probability.
Risk Exposure ratings were then summed to produce the final risk score. Using the
pusher model introduced additional chances for mechanical failure due to the added
stress and complexity of enabling three-dimensional movement over two-dimensional
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movement, while also increasing the risk of going over budget and requiring additional
delays.

Flipper Model

Pusher Model

Raw

Normalized

Raw

Normalized

Cost

0.4

$1,378

0.538

$1,602

0.462

Risk

0.2

6.1

0.604

9.3

0.396

Size

0.1

2

0.6

3

0.4

Availability

0.3

6

0.66

3

0.33

Score

0.594

0.403

The Flipper Model produces a higher normalized score in our weighted decision matrix
and the team has therefore elected to use it rather than the Pusher Model.

8

Test Plan
Unit Testing
➔ Motor Operation Testing
◆ Motors were successfully testing utilizing Arduino code
➔ Jetson I/O Testing
◆ Jetson GPIO pins were successfully tested; inputs and outputs were
successfully recorded
➔ Joystick Value Testing
◆ Unique Joystick values were read from multiple Xbox controllers plugged
into the Jetson and distinct values were able to be recorded in C++ code.
➔ Vision Tracking Testing
◆ Image tracking software was successfully implemented and tested
through an OpenCV Python live feed
➔ Puck Prediction Testing
◆ The Python Simulation in conjunction with the OpenCV live feed were
utilized to test the basic puck prediction algorithm successfully
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Integration Testing
➔ Motor Control Testing
◆ Testing to see if the motors move correctly based on the given C++
commands was unable to be done due to Covid-19
◆ Parts integrated: Motors, Motor Controllers, Control Software
➔ Human Player Controller Testing
◆ Testing to see if the motors move correctly based on the given joystick
inputs was unable to be done due to Covid-19
◆ Parts integrated: Motors, Motor Controllers, Control Software, Joystick
Software
➔ PID Loop Testing
◆ Testing to see if the robot can hit a puck back using a PID loop was
unable to be done due to Covid-19
◆ Parts integrated: Motors, Motor Controllers, Control Software, PID Loop
➔ Machine Learning Testing
◆ Testing to see if the robot can hit a puck back using Machine Learning
was unable to be done due to Covid-19
◆ Parts integrated: Motors, Motor Controllers, Control Software, Machine
Learning algorithm
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Acceptance Testing
Testing specified parameters based on our engineering requirements:
➔ Stepper Motor Hold Power Test
◆ In order to test the hold strength of the motor, a player will hit a hockey
puck as fast as possible at the paddle multiple times, while another
person watches the paddle and motor for damage/movement. Eye
protection will be required for this test.
◆ Hold Testing was done and found only to be unsuccessful when the puck
was thrown so hard that it flew off the table.
➔ Performance Testing
◆ Will be used for Vision Tracking, Puck Prediction, and Machine
Learning/PID Algorithm modules
◆ Will utilize the C++11 standard chrono library to measure the period of
each operation to see if it meets the specified engineering requirement.
◆ The performance testing was unable to be done due to Covid-19;
however, the Python simulation was used to verify that the Vision
Algorithm, Puck Prediction, and Basic motor movements could function
together. However, the simulation most likely has less latency than the
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physical table components integrated together, so the speed constraints
could not be verified to the full extent.

Functional Design Overview

For in-depth analysis of the entire design, including a walk-through guide of what has
been accomplished and what needs to be done, please refer to the supplemental Project
Overview Document located at the following link.
https://docs.google.com/document/d/1fZAKGZOYknH8ZAxEuJPt4vbNrJkmLb8j4Vf0in
I6m1c/edit?usp=sharing
Now we begin a more abstract and birds-eye view of the project. The main control
system loop, featured in the Control Scheme Overview figure, processes all inputs and uses
the appropriate commands to the motor control. The control system loop is toggleable from
algorithm players to manual human players that use Xbox controllers. The vision system of the
table tracks the position of the puck in a real-time feed using a Python version of OpenCV, and
then uses this data to compute a predicted position for the puck in the future. This predicted
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position is also drawn on to the real-time feed and passed to the main control system loop for
the basic puck prediction algorithm to use. This basic puck prediction algorithm can then
utilize both the puck’s current position and the predicted position to make decisions on where
to move and when to swing its paddle.
The main control system loop is also set up to allow for humans to manually control the
players with Xbox controller inputs. These Xbox controller inputs are passed to the main
control system loop, interpreted, and then passed to the motor control system in a readable
format. Theoretically, a Machine Learning algorithm can also easily be plugged into this system
by feeding hypothetical Xbox controller “inputs” to the main control system loop, which would
again interpret these messages and pass them onto the motor control system. This modularity
allows a Machine Learning algorithm to be plugged into the system easily without it having to
interact directly with the motors at all.

Deliverables
Hardware
➔ The Table
◆ The table resides in the Senior design lab at the engineering building on
campus with most of its components attached.
◆ Unfortunately, a small dent was put into the surface of the table when
reinforcing its design. Plans were in the process of being made to fix the
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hole when the Covid-19 pandemic interrupted the semester. Refer to the
project overview document for possible solutions to fixing this problem.

➔ Remote-Controlled Linear Rail Actuators (x2)
◆ These are the actual units that mount to each end of the hockey table and
act as players.
◆ They can be controlled using control loop, Machine Learning algorithm, or
by humans using controllers, which is managed by the control box
◆ Each includes two stepper motors, one to rotate the flipper and the other
to move it side-to-side, as well as two limit switches. These are all
mounted on a metal frame, which attaches to the table.
➔ Camera Unit
◆ Logitech C930e 1080p 90° webcam is attached to the horizontal frame
hanging above the center of the table. This can utilize Python and
OpenCV to track the position of the puck, do basic puck prediction, and
show a live feed of these two algorithms in real time.
➔ Control Box
◆ Due to Covid-19 this portion of the project was unable to be created
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● Houses the Jetson TX2, a central control hub, that powers the
image processing, Machine Learning, and control of the RemoteControlled Linear Rail Actuators.
● The Motor Control Board, which houses the ATMEGA328P
microcontroller, Pololu A4988 stepper motor controllers, and
interfaces with the motors, limit switches, and Jetson TX2
● The Camera, Mounted Players, and Xbox controllers all plug into
this box
● The box comes with a power supply.
➔ Xbox controllers (2)
◆ Used to control the Mounted Robot Players when used in Player mode
◆ These reside in the Senior Design Lab of the engineering building

Software
➔ Control
◆ Main software framework used to drive the Mounted Robot Players.
Includes the code for reading Xbox controller inputs. Can be found at the
following link:
https://github.com/SirNocturne/BLITZKRIEG

15

➔ Image Tracking
◆ Python OpenCV software exists on the Jetson, as specified in the Project
Overview document, that displays the puck tracking and puck prediction
in a real-time live feed.
➔ Simulation
◆ Modified SuperPong.py, which simulates the Air Hockey table playing
itself using basic puck tracking. Can be a potential platform for Machine
Learning. Can be found in the Project overview document or at the
following link:
https://github.com/SirNocturne/BLITZKRIEG

➔ Motor Control
◆ AVR C code for the ATMEGA328P, which accepts commands from the
Jetson and uses them to control and keep track of the motors.

Machine Learning
Purpose
One of the more complicated things that the B.L.I.T.Z.K.R.I.E.G. platform must
calculate is strategic flipper play with the puck. It is not enough for the platform to have its
robotic players simply block an incoming puck with the flipper; instead, it must make use of
the 360 degrees of potential flipper movement in order to return the puck with a trajectory that
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will land it in the opponent’s goal. The number of possible permutations of incoming speed,
angle, and interception points is astronomical, which makes a hard-coded solution impossible.
The dynamic nature of this task is a perfect fit for the solution space of Machine Learning
algorithms. Additionally, the Nvidia Jetson TX2 where these calculations would take place is
also a GPU based chip, which is an ideal environment for Machine Learning. A Machine
Learning algorithm also can automatically improve from data gathered from playing against
human players or itself over time, which satisfies the trainable project requirement.

Problem
After some research, we determined that TensorFlow would be the best Machine
Learning framework to use. For a complicated problem like ours we were going to need a
large-scale neural network with many layers, and TensorFlow has many available tools for that
purpose. Additionally, one of TensorFlow’s most common use cases is prediction and creation.
It also came preinstalled in the Jetson’s jetpack SDK, which made it very convenient to use.
However, as the project progressed, we realized that generating the necessary training
data for a TensorFlow algorithm proved problematic. For a Machine Learning algorithm to
return desirable outputs from given inputs (in our case, strategic flipper play based on puck
prediction output), the algorithm must first be trained. Algorithms made with TensorFlow
require multiple sets of desirable input-to-output mappings (training data) in order to be
trained effectively. With the time and human resources on hand, generating this data manually
proved infeasible for our project. Part of the reason for the Machine Learning solution was due
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to the inherent difficulty of generating even one correct course of action for flipper play in
response to puck prediction, considering how many different factors are involved. For
TensorFlow to be feasible, we would need a large set of good training data.

Theoretical Solution
After some investigation and team discussion, the Team Lead proposed a novel
solution: use one Machine Learning algorithm to generate the training data for another. The
idea was that a Genetic Algorithm could be used to generate the training data for a TensorFlow
algorithm, because of how the two algorithms work differently.
➔ TensorFlow: TensorFlow creates an algorithm that creates a generalized mapping
between sets of related inputs and outputs based on correct existing mappings
(training data). This generated algorithm can then be used to map never-beforeseen inputs to the desirable outputs. The accuracy of these algorithms is affected
by the amount and diversity of available training data. When new input-to-output
mappings are generated by the algorithm and are considered desirable, they can be
fed back as additional training data to better improve the accuracy of the algorithm
over time.
➔ Genetic Algorithm: A Genetic Algorithm is a method for solving optimization
problems based on the theory of natural selection. This is accomplished by
randomly generating a population of candidate solutions that are tested against an
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objective function. This population is then repeatedly modified via Selection,
Crossover, and Mutation:
◆ Selection: Selection is used to determine the most desirable candidate
solutions from the previous generation (parents) to use for contributing to
the next generation (children).
◆ Crossover: Crossover is used to combine two parent solutions from the
Selection process into a new child solution.
◆ Mutation: Mutation is used to apply random changes to individual parent
solutions from the Selection process to form new child solutions.
These population generation rules coerce successive generations to “evolve”
toward an optimal solution. The mutation rules help Genetic Algorithms generate
the optimal solution (global minima), and avoid getting stuck with non-optimal but
functional solutions (local minima).
Since Genetic Algorithms are ideal for generating an optimal solution given a desired
goal, we believed that would make a Genetic Algorithm ideal for generating the initial desirable
input-to-output mappings needed to train a TensorFlow algorithm.
To accomplish this task, a Genetic Algorithm would be created to calculate a singular
optimal flipper response to an incoming puck vector that will land it in the opposing goal. This
would generate a single point of training data for the TensorFlow algorithm. This process could
then be repeated with various diverse incoming puck vectors until a large enough training set is
generated. Once complete, the TensorFlow algorithm could be trained using this data, and new
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live incoming puck vectors at play time would be handled by the resulting generalized
mapping.
While the original goal was to implement such a method of Machine Learning to control
strategic flipper play, this would require a simulation that mimics the physical table. The first
part of this project prioritized completing the physical components of the B.L.I.T.Z.K.R.I.E.G.
platform; however, right as the process was on the verge of completion, the lab containing the
platform was locked down in accordance with the campus response to the Covid-19 Pandemic.
Despite a simulation of the table having already been underway before the lab closure, it was a
heavily simplified representation of the table that would be inadequate for our training
purposes. Any algorithms generated via this simulation would be highly unlikely to accurately
translate to the more complicated physical platform. Since a more accurate simulation would
require access to a completed B.L.I.T.Z.K.R.I.E.G. platform, this aspect of the project would
have to be completed by a future team once the lab reopens.

Project Management
Project Organization
In order to efficiently collaborate and keep project data organized and
accessible, we made use of the following tools:
➔ Trello for task tracking and assignment.
➔ Discord for out of lab communication.
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➔ Google Drive for documentation.
➔ GitHub for code base collaboration.
➔ Gantt Project for project timeline.
We experimented with incorporating an Agile style workflow.

Project Milestone Definitions
➔ Completion of the puck tracking: Puck tracking is considered complete when
our OpenCV algorithm can consistently and accurately track the current position
of the puck as it moves across the surface of the table (reached!)
➔ Completion of the puck prediction: Puck prediction is considered complete
when our simple interception algorithm is able to predict the interception point
of the puck and the range of the linear rail actuators, and send the motorized
flipper to the correct position (simulated!)
➔ Completion of the linear rail frame overhaul: Add more rail supports in
strategic reinforcement locations around the hockey table, shore up the
webcam frame to prevent wobbling during image processing, and add
modularity to the frame design (reached!)
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➔ Completion and integration of the Motor Control: Finish design and
construction of a custom PCB that will interface between the stepper motor
controls and the Jetson TX2 (reached!)
➔ Completion of Machine Learning algorithm: Finish the design and integration
of a Machine Learning algorithm to control flipper puck interactions

Project Timeline
Featured below is the original project timeline. Several hurdles were
encountered during the project lifespan that extended time spent on subsystems of
the project. For example, after much trial and error, it was discovered that the USB Bus
on the Jetson could not support two controllers at once. This was a major setback due
to it being one of our first assignments. Similarly, the vision system encountered
setbacks when we were unable to install the C++ version of OpenCV. This gated work
on the vision system portions of the project until we switched to the Python version of
OpenCV.
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Figure 1: Project GANTT Chart Zoomed In (i)

Figure 2: Project GANTT Chart Zoomed In (ii)
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Figure 3: Project GANTT Chart Zoomed In (iii)

24

Project Cost Evaluation

Figure 4: Overall Project Cost Estimation
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Project Timesheet

Figure 5: Clocked Project Hours

26

Global/Societal Impact of Project
Societal Impact
This project is expected to have little societal impact on society. While it was
designed to garner interest in Machine Learning and encourage future and prospective
students to pursue that field of study, it is not expected to change the perspective of
society as a whole. Due to the restructuring of this project when Covid-19 hit, the final
deliverables are an unfinished physical project, along with documentation on how to
complete the design successfully. Until those directions are followed and a finished
product is completed, there will be no impact at all on society. Once that is done, this
project will gather interest and provide a platform for researching Machine Learning.

Environmental Impact
This project is expected to have little impact on wildlife, forests, wetlands, air
quality, and water quality. Since it is designed for research and demonstration rather
than commercial purposes, it is unlikely to be mass-produced in large quantities. This
means it is unlikely to increase the production runs of the commercial off-the-shelf
components in a manner likely to have a significant impact on the environment.
Operating the device will require a power source, and the environmental impact of that
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power source ranges from minor (two or three devices running constantly), to virtually
non-existent (one device powered on occasionally). While operation will not directly
emit harmful chemicals, depending on the nature of the power source (portable
generator vs coal plant vs nuclear plant), it is possible that it might indirectly contribute
to carbon emissions. Furthermore, the metal braces needed to support the robot may
adversely affect the natural aesthetics of an air hockey table--a device which also
requires power to operate. The expected research life cycle of this product is 10 years,
after which controllers are expected to degrade and the Jetson TX2 may no longer be
sufficient to conduct AI research. However, even after this point it may continue to be
used as a demonstration platform by replacing malfunctioning components until there
is no longer any interest in this project. At this point, electronic components should be
disposed of at a waste recycling facility certified to handle electronics, while metal and
plastic components can simply be recycled. All raw materials are being acquired
through commercial off-the-shelf technology in quantities small enough that they are
unlikely to make a significant dent in the environment.

Security Issues/Vulnerabilities
The largest security risk to this project is the Jetson TX2. If someone were to
install malicious software onto the embedded processor, it might be possible for a bad
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actor to siphon data from the machines used to upload software to it by spreading
malware like a virus. To help mitigate this possibility, the team is carefully monitoring
the software uploaded to the TX2 and storing it in a locked container when it is not
currently in use.

Interoperability Issues
The largest risk of interoperability issues stems from the need to replace the
controllers when they wear out. If the project’s life cycle is long enough, then it is
possible that the replacement controllers would require new drivers in order to
function. However, this is likely to be easily fixed by either installing the new drivers
onto the TX2 or purchasing replacement legacy controllers.

Personal Privacy
The design does not store any personal information, so it keeps the user’s
privacy with complete confidentiality. The Machine Learning algorithm will only be
learning how to play the game, and there will be no need for personal information to
complete the stated design goals.
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Health and Safety
This product involves numerous moving parts and the potential to launch an air
hockey puck at high speeds. To mitigate the risk of injury, performance limiters will be
installed to prevent the machine from accidentally shattering the puck or launching it
at a dangerous velocity. During the development phase, eye protection will be worn
during all tests of the device until the successful elimination of this risk has been
validated.

Regulatory and Legal Issues
There are no significant regulatory or legal issues with building an air hockey
robot for research and demonstration purposes. If the design were to be
commercialized in the future, then it would be necessary to investigate and avoid
potential patent conflicts, since patent laws only apply to commercial endeavors, not
academic research.

Major Trade-Offs
The largest trade-off for this design is how much of the project to place on the
hardware compared to the software. This design has chosen to place the majority of
the burden on the software, as this will better enable Machine Learning research to use
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the platform in the future, while also making it easier to maintain the hardware. The
other major trade-off was between being environmentally friendly and economical, as
opposed to providing greater processing power. To satisfy this trade-off, the team
selected the Nvidia Jetson TX2 embedded processor, which is powerful enough to
provide an adaptive platform for testing Machine Learning, without producing too large
of a power drain to add significant operating costs or environmental impacts.

Manufacturability
B.L.I.T.Z.K.R.I.E.G. was designed as a modification to an existing commercial air
hockey table. It would not be easy or practical to mass-produce our design, but if
desired it would be possible to key machinery to produce our custom hardware chip
and cut the frame as needed. Assembly would prove more difficult, so it would be
easier to combine all the components into kit form to be assembled later.

Sustainability
B.L.I.T.Z.K.R.I.E.G. was primarily designed using commercially available
components and thus has little control over the sustainability of its own design. Any
improvements to the manufacturing of those commercial products would be reflected
in B.L.I.T.Z.K.R.I.E.G., although as a demonstration/learning platform it is unlikely to
see mass production. At best, it will allow a wave of Machine Learning research which
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could then be applied to solve environmental issues, while at its worst it simply
requires power to operate.

Robustness
After inheriting this project, our team decided to reinforce the structural frame
in order to prevent wobbling when the motors moved. We added additional struts and
hinges to develop a triangular frame which rests above the table, firmly securing both
the motors and the camera in place with minimal give. Electronic components such as
the Jetson TX2 are located a short distance away from the table in order to reduce the
likelihood of damage due to moving parts, while the camera is so far above the table
that it is unlikely to be hit, rendering it fairly secure in its cradle. The weakest link on
the project is the air hockey table itself, which can easily be damaged with only
moderate force to the surface. During our project, we accidentally punched a hole in
the surface of the table, but there were plans in place to repair the damage before the
project rescope due to Covid-19. These included options from fixing the damaged
piece back in place with epoxy to cutting out a larger hole around the damage and 3D
printing a replacement piece, but none of these were achieved before the lab shut
down. However, our initial testing proved that the table was still playable even while
damaged, so it was unlikely to affect the final success of the project.
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Conclusions
Lessons Learned
➔ Weigh pros and cons when evaluating possible solutions.
➔ Be willing to move on and try alternatives when resistance or time cost becomes
too great.
➔ Narrow down possibilities of error by isolating components and testing them
one at a time.
➔ If at first you don’t succeed, try try again.
➔ Get the right components; it makes life so much easier in the long run.
➔ The best way to tackle a large problem is to start.

Adaptation to Covid-19
No longer being able to access the physical portion of our project due to facility
closures in response to Covid-19 really took the wind out of our sails. Most of our
components were finished and we were just about to integrate them into the main
system when we were no longer able to access the lab. From a project scope point of
view, that moment marked a significant shift in our project. We coordinated our efforts
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to focus on writing up documentation on not only what we had been able to complete,
but also adding an additional road-map style document for those who may carry the
torch after us.
Since our team’s communications were handled through online tools, not much
changed from a management point of view once social isolation began. In the future,
having more than just communication set up to be able to be done remotely from the
beginning can be a preventive measure for future unforeseen disruptions.

Closing Thoughts
Despite B.L.I.T.Z.K.R.I.E.G. not being able to see the light of day due to
unprecedented circumstances, we still believe it’s a project worth finishing. An entire
senior project could be made just creating an effective Machine Learning algorithm for
this platform. All the pieces of a surprisingly unique, fascinating, and now what is
becoming a UAH senior design legacy is there in the lab, just waiting for the right team
to finish it.
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Appendix A: Project Overview
The Project Overview document exists for continued work and more technical
specifications of what was done and what needs to be done in order to complete the
project. This technical information provides everything necessary to continue this
project, both in understanding what was accomplished and how things work, and in
laying out a guideline for tasking to complete this project. This document can be
accessed at the following link:
https://docs.google.com/document/d/1fZAKGZOYknH8ZAxEuJPt4vbNrJkmLb8j4Vf0in
I6m1c/edit?usp=sharing
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Appendix B: Contemporary Topic Evaluation
Preface
Artificial intelligence, deep learning, neural networks, and Machine Learning are
massive buzzwords in this day and age, but concrete information on what these terms
actually mean and how to practically utilize these tools as an engineer can be hard to
find. In this contemporary topic evaluation, we as a team will attempt to answer a few
simple, but practical questions. How can I tell if my project would benefit from
Machine Learning? What Machine Learning algorithm should I use? How do I
implement my Machine Learning algorithm? Throughout the paper, we will attempt to
answer these abstract questions as concretely as possible while still keeping it generic
so as to keep it applicable to a wide range of projects.

How can I tell if my project would benefit from Machine
Learning?
If your problem has clearly defined steps or very simple, obvious indicators,
then typically Machine Learning is not necessary--you can simply automate any tasks
using those rules and guidelines. Machine learning is best suited for problems that
meet two simple criteria: if your problem is self-contained (insulated from outside
effects) and requires prediction rather than inference, odds are that Machine Learning
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will successfully help your task. When deciding whether or not to use Machine
Learning, the biggest thing to keep in mind is that Machine Learning is ultimately an
advanced form of statistical analysis. You will need all relevant data to feed into your
algorithm, and even then you need to be careful because a machine lacks intuition to
tell when things have gone wrong. As a result, good tasks look like predicting which
ads someone will click on using their browser history, or comparing essays to check for
plagiarism. Both of these tasks require prediction and comparison based on a large
dataset that would take a human an incredible amount of time to sift through, but a
machine can filter through to try and predict what will happen. Don’t select tasks
where the data set is too new, such as for completely novel projects. Those tasks will
need to wait until enough data has been accumulated so that the machines do not find
false positives. In general, however, if you have a self-contained problem with access
to complete datasets that require prediction, you have a problem that can be solved
with Machine Learning.

What Machine Learning algorithm should I use?
If you’ve determined that your project can make use of Machine Learning, then
the next step is to choose the most applicable type. These days there are many options
to choose from, and it can be difficult to determine the right Machine Learning for the
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job. Luckily, there are some simple practical steps that apply to most Machine
Learning problems that you can take to narrow down your pool of choices:
1. Categorize the problem either by input or output
2. Understand your data
3. Analyze the data
4. Process the data
5. Transform the data
6. Find the available algorithms that work with your data and categorization
7. Pick an algorithm that is applicable and practical to implement in a reasonable
time

How do I implement my Machine Learning algorithm?
Once you have decided that your project could benefit from Machine Learning
and have selected an algorithm to use, you can now move forward to implementing
Machine Learning in your project. The first step is to gather the data necessary in order
to train your Machine Learning algorithm. For a project that identifies the species of
flower by a picture, you may need to go take a bunch of pictures of different kinds of
flowers (or pull them from the internet). The quality and quantity of the given data will
determine how good your chosen model will perform. This is known as training data.
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Once you have your training data, the next step is to prepare the data for use in
Machine Learning training. You will need to standardize and pull all of your data into
one place, and then randomize the ordering of that data. The data needs to be
independent of the order. In our flower example, you would randomize the order of
species that is given to the Machine Learning algorithm. Make sure to separate your
data into two parts: the data used to train the model, and the data used to test the
algorithm’s effectiveness.
The next step is using your training data and your selected model to train your
Machine Learning algorithm. This is where your algorithm incrementally “learns” how
to find the solution to the given problem over time. At first, the algorithm will know
nothing, similar to a newborn baby. However, over time, through much experience,
adaptation, and correction, the algorithm will get better and better. This training
process repeats until a desired stopping point. Specific implementation instructions
will vary on what model and programming language that you have chosen, and you will
need to refer to guides specific to those models and languages.
After your training is complete, it is time to evaluate the model to measure its
success. This is where the second part of your data set comes in. By running this set
through our Machine Learning algorithm, you can gauge how the model will react to
data that it has not seen yet. This generates an idea of how the model might perform in
its intended role.

39

Machine learning algorithms can always be improved. Once you are finished
evaluating your algorithm's success, it is time to see if there are any possible
parameters that you can use to improve its success rate. These parameters are known
as hyperparameters, and will vary depending on which model you have chosen and the
problem that you are trying to solve. After this step is complete, your Machine Learning
algorithm is ready for its intended use.

Conclusion
Machine learning is a rapidly changing and growing field with too many success
stories to ignore. Identifying which aspects of your project can be automated through
Machine Learning is the most crucial step. Second, picking a Machine Learning
algorithm that fits the problem at hand can significantly affect the ease with which your
Machine Learning algorithm solves the problem. Lastly, knowing how to quickly
implement a Machine Learning algorithm allows you to experiment quickly and find
solutions.
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