This paper describes a method for limiting vibration in flexible systems by shaping the system inputs. Unlike most previous attempts at input shaping, this method does not require an extensive s stem model or lengthy numerical computation; only knowLge of the system natural frequency and damping ratio are required. The effectiveness of this method when there are errors in the system model is explored and quantified. An algorithm is presented which, given an upper bound on acceptable residual vibration amplitude, determines a sh ing strategy that is insensitive to errors in the estimated naturi?frequency .
Introduction
Vibration is a concem of virtually every engineering discipline. Mechanical engineers continually face the problem of vibration because mechanical s stems vibrate when performance is ushed to the limit. ' & s a l engineerin solutions to vilration are to design systems, ad8 damping to flexible systems, or develop a eood controller. Input shaping is another possibility for vibration control that can supplement the above methods. Sin er and Seerin [5] showed that residual vibration can be sign&ntly reducd for single mode systems by employing an input shaping method that uses a simple system model and r u k s very little computation. The system model consists 02y of the system's natural frequency and damping ratio. Constraints on the system inputs result in zero residual vibration if the system model is exact. When modelii? errors exist, the shaped input function keeps the system vibration at a low level that is acceptable for many wlications. Extending the method to multi-mode systems is strmghtfomard [41.
The shaping method involves convolution of a desired input with a sequence of im ulses to roduce an input function that reduces vibration. Seiction o! impulse amplitude and timing dictate how well the system performs. Figure 1 shows how impulse uences can be convolved with system inputs to generate s h 3 inputs. Three-impulse sequences have been shown to yield particularly effective system inputs both in terms of vibration suppression and response tune [4] . The sha ing method is effective in reducing vibration in both open anfclosed loop systems. The work in this paper concentrates on generating the impulse sequences to be used in the convolution that produces the vibration-reducin inputs. Most of the work centers on vector diagrams, wtich are graphical re resentations of impulse sequences. Vector diagrams are use$ to generate and evaluate the vibration-reducing impulse sequences. All the use of more impulses can be bene!cial in some a plications. By modifying the constraints used by Singer and gering, a variety of sequences can be qenerated that give sequences in this paper will consist of three i m ulses, although & = Ihc phase of the midual vibration.
better performance than those reported previously.
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Vector Diagrams
A vector diagram is a raphical representation of an impulse sequence. Vector Jiagrams are graphs in polar coordinates (r-8 space). A vector diagram is created by setting r equal to the amplitude, Ai of the ifh impulse in a sequence and by setting Oi = wATi, where o (rad/sec) is an arbitrary frequency and ATi is the time delay from an arbitrary time zero to the time when the it" impulse occurs. Figure 2 shows a typical impulse sequence and its corresponding vector diagram.
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Vector Diagram F.igure 2: An impulse sequence and the corresponding vector diagram.
Vector diagrams become useful tools for producing vibration-reducing impulse sequences when w is set equal to the natural frequency of a system (w = wv,) and the time of the first impulse is arbitrarily set to zero (AT, = Oh1 When a vector diagram is created in this manner, the resultant, R, from summing the vectors on the vector diagram has a special si nificance. R is proportional to the amplitude of residual vi%ration of a second order system of natural frequency 0 .r driven by a step convolved with the impulse sequence [q.
Because arbitraly inputs can be built as sums of steps, the amplitude of R is a measure of system response for arbitrary inputs. This result enables us to calculate residual vibration geometricall . The length of the resultant on the vector diagram is tle amplitude of the vibration and the angle of the resultant is the hase of the vibration relative to the system response from tle first impulse. 
Canceling Vibration
If we place N vectors on a vector diagram such that the resultant equals zero, a second-order system of natural frequency o given the corresponding time domain input will execute a movement that ends with no vibration. We can use this fact to create vibration-reducing input functions directly from a vector diagram. We can lace N arbitrary vectors on a vector diagram and then cancefthe resultant of the fit N vectors with an N+ISt vector. When the vectors are converted into an impulse sequence, and the sequence is convolved with a step input: the resulting sha d input will cause no residual vibration when applied to t c system. And, if the impulse amplitudes are normalized so they sum to one, the system will reach the desired point.
The canceling vector, A,+I, is given by the equations:
The above equations demonstrate an interesting fact; there are an infinite number of impulse sequences that yield a vibration-free response. We can place N arbitrary vectors on a vector dia ram and then use Eqs. I to find an N+lSt vector that w i l l cancef the N original vectors. When the N+l vectors from the vector diagram are converted to an impulse se uence and used in the convolution, a vibration-free input ?unction is produced. ~ *Or, for that matter, with any desired input function
The Effects of Damping
When damping is considered, the vector diagram must be modified in two ways. First, we must use the damped natural frequency of the system to plot the vector diagram. This corresponds to using: e = G & T (3) when plotting the vector diagram. Second, the amplitudes of the vectors must be scaled to account for damping. As time rogresses, the amplitude of the cancelin vector decreases. l o r example, if we give a r t e m an impJse with amplitude, A, at time zero, the imp se that will cancel the system's vibration is located A (1800) out of phase with the f i i impulse, but it has a smaller amplitude. Fi re 4 demonstrates this result in the time domain. The a m p k d e of the second impulse is [4] :
V e c k n D i q m The scaling effect of damping can be r resented on a vector diagram by superimposing the spiral, A Z e . Any vector whose tip lies on the spiral has the effective amplitude of a vector A at time zero. Sec P i e 5. When we cancel N vectors with an N+1* vector on a vector diagram we must assign each of the N vectors an effective amplitude before using Eqs. 1 to solve for the N+1" vector. When we include the effects of damping, the equations describing the N+1" canceling vector are:
where 0 = COAT, and Rx and Ry are given by:
R,=ZAi cose, R y = U i sine,
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Insensitivity to Errors in Natural Frequency
It is possible to create an infiity of vibration-ducing input functions. The "best" would seem to be the one that worked most effectively on a real system; the are all vibration-free when the system model is exact. b e n the system model is not exact, some residual vibration will occur when the system is moved. A lot of the vibration vs. error in estimated natural ~y For a three-im ulse sequence developed by Singer [ ] is shown in Figure zalong with the corresponding vector diagram.
W s impulse sequence produces a stem response that is fairly insensitive to errors or changes in %e system parameters. That is, there is relatively little vibration in the system even when the resonant frequency estimate is off by 20% as shown. 
Effects of Modeling Errors on the Vector Diagram
Fi re 6 can be obtained directly from a vector diagram if we an&e how a modeling error chan es the dia ram. When the natural frequency of a system dders from k e assumed natural frequency, the error can be represented on a vector diagram by shiftmg the vectors through an angle 9 [4] . If wsyJ is the actual natural frequency of the system and w is the modeling frequency, then the error in frequency is w -oql. The angle through which the vectors are shifted, 9, is related to the frequency error by the equation:
The error in modeling causes a resultant to be formed on the vector diagram; the vectors no longer satisfy Eqs. 6. The resultant that IS formed represents the vibration that is caused by the error in frequency.
Given that modeling errors cause a resultant, Re,, on a vector diagram, we can compare the insensitivity of different input functions by plotting the amplitude of R,, vs. the error in frequency. For now, the errors in the damping ratio are ignored because the errors in natural frequency have been shown to be far more important [4] .
If we plot an "insensitivity curve" like the one shown in Figure 6 , we can determine how much vibration will result from a given error in estimated frequency. To make an insensitivity curve, we must develop an expression for the resultant as a function of the error in frequency (w -wq,).
If we subtract the angle due to the error, 9 from the original angle, 8, then the it" vector on the vector diagram has a total angle of:
Given this, the amplitude of the resultant is: where:
and:
Eq. 10 is the expression that we were seeking. It gives the amplitude of the resultant as a function of the error in frequency.
Defining Insensitivity
To compare impulse sequences and determine which is the "best" for decreasmg vibration in the presence of modeling errors, we need a formal criterion. Therefore, the insensitivity of a sequence will be defied as the width of the insensitivity curve at a given level of residual vibration. If the acceptable level of vibration is 5% of the vibration resulting from a step input, then we draw a horizontal line across the insensitivity curve at 0.05. The distance between the points of intersection is the insensitivity. For example, the insensitivity of the impulse se uence shown in Fi ure 6 is 0.286, because it causes less than 9% of the step-infuced vibration from (w/wvs)b= 0.857 to (c@~,) ,,~= 1.143. Now that we have a precise definition for insensitivity, we can compare various impulse sequences quantitatively. 
Increasing Insensitivity by Moving Vectors
The three vectors shown in Fi re 6 are in the ratio 1:2: 1 and are located on the vector E g r a m at 0, A, and 2rc respectively. We can arbitrarily place two vectors on the vector diagram and cancel them with a third, so we can vary the amplitudes and angles of the first two vectors and then cancel the vibration they cause with a third vector. By the definition of a vector diagram, the angle of the first vector is always zero and its amplitude is one. Any change from the value of one will simply scale the second and third vectors accordingly.
If we modify the vectors in Figure 6 by placin the second vector at an angle less than R (keeping the ampkude fined at 2), the insensitivi curve changes in an interesting way. It gets wider and s h g s to the right. Figure 7 shows the insensitivity curve when the second vector is at 154O. The insensitivity for this input function is 0.408 (0.93 to 1.338), a 43% im rovement over the impulse sequence of Figure 6 . A drawbact is that the insensitivity curve IS skewed to the right, i.e., it is more insensitive to errors that are higher in frequency than the modeling frequency. This may be a desired property of an input function if the system increases its natural frequency during some art of its o ration [9] . However, for most applications it is &sirable to E v e equal insensitivity on either side of of the modeling frequency ((w/wqs) = 1).
To shift the insensitivity curve of Figure 7 back to the left we choose a new modeling fre uency that is in the center of the skewed insensitivity curve. %he modeling frequency is not shifted to et it closer to the actual natural frequency of the system, ratter it is shifted to obtain an insensitivity curve that has equal insensitivity on either side of the modeling frequenc . When the modeling frequency is shifted to the center o?the skewed curve for the above example (8, = 154"), the new modeling frequency is: w, , = l.134w0,. Adjusting so that the new modeling fre uency is at one causes the insensitivity curve to shift to theleft and shr".
The shrinka e occurs because the new modeling fre uency is larger than Be original, so when (o/o,,) is calculate8 using the larger 0, the difference between (dwql),o and (~/ w~~) , ,~ decreases. In the above example, the "true" insensitivity at 5% vibration is 0.36; smaller than the "skewed insensitivity of 0.408, but still 26% larger than the insensitivity of the 1:2:1 impulse sequence shown in Figure 6 . 
Increasing Insensitivity by Relaxing the Zero Vibration Constraint
In the cases discussed previously, it was assumed that the residual vibration should be zero when the system model was exact. As we shall see, the relaxation of this constraint can improve insensitivity. We introduce vibration at the modeling frequency if we do not exactly cancel the first and second vectors with the third vector, i.e., do not use the exact solution p" by Eqs. 6. For most systems, it would seem desirable to ave an insensitivity curve which is symmetric about the modeling fr uen9. So, to generate an error at the modeling frequenc 3 mamtain etrical insensitivity, we should change x e amplitudes o f z e c t o r s , but always place them at 0, A, and 27c.
The largest insensitivity that has been discovered for a three-im ulse sequence occurs when the residual vibration at the mo8eling frequency exactly matches the vibration limit, V,,,,? and the insensitivity curve falls off to zero on both sides of the modeling frequency. See Figure 8 . This "hump" in the insensitivity curve widens the curve and, therefore, mcreases insensitivity.
Using the above conditions, we can derive the threeimpulse sequence that yields the maximum known insensitivity for a given vibration l d t . The insensitivity curve should be symmetrical about the modeling frequency, this means the angle of the third vector, e, , is always twice the angle of the second vector, 0,. In equation form: e, = 20,.
(13)
When the resultant at the modeling frequency is set equal to the vibration limit,V,, we have:
The value of IA,I is subtracted from the left side of EQ. 14 because the vector A, points in the opposite direction of A, and A, on the vector diagram. We have arbitrarily set IA,I equal to one, so Eq. 14 reduces to: ,VI;,,, for the above examples was 5 % that is, the allowable residual is 5% of the residual which would have resulted had the system been given a step input Convertin the above vectors into the time domain we find that the. &e-impulse squence that yields the largest known insensitlvity for a given vibration limit is:
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Normallzed Modeling Error (w/wBF) Fi Jure 9: Insensitivity curves for vibration limits of 5% and lob.
Discussion
It has been shown that a variety of impulse sequences can be convolved with a desired s stem input to create a shaped in ut that moves a system wisout causin residual vibration wlen the system model is exact. B pfotting the residual vibration of the system vs. the error in tie modelmg frequency, we can determine how insensitive the impulse sequence is to shifts or errors in the natural frequency of the system. Some of the im ulse sequences cause a skewed insensitivity, so the in ut Rnction is more insensitive to errors in one direction. &en an U er bound on the acceptable level of residual vibration is g o w n , the three-impulse sequence that gives the maximum known insensitivity can be determined.
