Abstract-This paper addresses the problem of efficient representation of scenes captured by distributed omnidirectional vision sensors. We propose a novel geometric model to describe the correlation between different views of a 3-D scene. We first approximate the camera images by sparse expansions over a dictionary of geometric atoms. Since the most important visual features are likely to be equivalently dominant in images from multiple cameras, we model the correlation between corresponding features in different views by local geometric transforms. For the particular case of omnidirectional images, we define the multiview transforms between corresponding features based on shape and epipolar geometry constraints. We apply this geometric framework in the design of a distributed coding scheme with side information, which builds an efficient representation of the scene without communication between cameras. The Wyner-Ziv encoder partitions the dictionary into cosets of dissimilar atoms with respect to shape and position in the image. The joint decoder then determines pairwise correspondences between atoms in the reference image and atoms in the cosets of the Wyner-Ziv image in order to identify the most likely atoms to decode under epipolar geometry constraints. Experiments demonstrate that the proposed method leads to reliable estimation of the geometric transforms between views. In particular, the distributed coding scheme offers similar rate-distortion performance as joint encoding at low bit rate and outperforms methods based on independent decoding of the different images.
I. INTRODUCTION
V ISION sensor networks have recently been gaining popularity as they find many applications in fields as diverse as 3DTV, surveillance or robotics. These imaging or information processing systems rely on an efficient representation of 3-D scenes that includes depth or more generally geometry information. Distributed camera networks actually offer simple and cost effective solutions for scene acquisition, where several views of the scene can be combined to produce a complete representation or to generate new views by interpolation. Bandwidth limitations typically impose a distributed processing of the visual information, where rate-distortion effective scene representations take benefit of the correlation from multiple views in order to reproduce depth and visual information. In this paper, we consider a framework where a central decoder reconstructs the static 3-D scene information based on multiples images encoded by distributed cameras (see Fig. 1 ). Distributed coding of the camera images seems a priori suboptimal for a rate-distortion efficient representation of the scene. Interestingly enough, results from information theory have shown that it is possible to exploit the correlation among sources without communication between encoders, as long as the decoding is performed jointly [1] , [2] . Distributed coding, however, relies on the knowledge of a good correlation model between information sources, which is a quite strong assumption in imaging problems. Most DSC schemes that are applied to video coding, for example, are based on translational motion estimation at decoder and channel coding at encoder, which assumes a correlation on the level of pixel bit planes modeled by the statistics of a virtual channel [3] , [4] . In the case of the representation of static scenes, images from different cameras are correlated by geometric constraints defined by 3-D objects in the scene. These arise from the viewpoint change that makes the image projections of the 3-D objects in different views correlated by local transforms such as translation, scaling, or rotation. Hence, the block-translational correlation model is not sufficient to cope efficiently with all types of local transforms that exist in multiview images.
We propose a novel geometry-based correlation model for representation of scenes with distributed cameras, and we apply it to the design of a distributed coding algorithm in camera networks. The main features of a 3-D scene are likely to be dominant in the multiple correlated views of the scene, possibly under some transforms due to the geometry of the scene. We propose to capture these features by sparse image expansions with geometric atoms taken from a redundant dictionary of functions.
The correlation model is then built on local geometric transforms between corresponding features taken in different views, where correspondences are defined based on shape and epipolar geometry constraints. Successful pairing of correlated atoms relies on the use of a structured dictionary that is invariant to local transforms like translation, rotation, and scaling, or any combination of those. We apply this new correlation model to omnidirectional images. These are particulary interesting for scene representation due to their wide field of view and the single center of projection that permits to accurately capture the scene geometry. Omnidirectional images can be mapped and processed on spherical manifolds; hence, we compute sparse image approximations on the sphere [5] in order to capture the most prominent image components. Local geometric transformations of atoms then proceed by scaling and rotation on the sphere. It leads to an effective correlation model that can be used to estimate the disparity map between different views for scene rendering or multiview coding.
We then exploit the geometric framework in the design of a distributed coding method with side information for multiview omnidirectional images. A Wyner-Ziv coder is designed by partitioning the redundant dictionary into cosets based on atom dissimilarity. The joint decoder then selects the best candidate atom within the coset with help of the side information image. The correspondences that are found during decoding between atoms in both image expansions are further used to estimate local transforms and to build a transform field between correlated views. These transforms are used to refine the side information for decoding the following atoms. Experimental results show that the proposed method successfully identifies the local geometric transforms between sparse image components in different views and implicitly provides coarse scene geometry information. Finally, the distributed coding scheme is shown to outperform independent coding strategies and to approach the performance of a joint coding strategy at low bit rate.
The paper is organized as follows. A brief overview of related work on distributed source coding is given in Section II. Section III presents the novel and generic geometric correlation model, which is further refined in the case of omnidirectional images in Section IV. The Wyner-Ziv coding method that relies on the novel correlation model is described in Section VI and coding results are discussed in Section VII.
II. RELATED WORK
Distributed source coding (DSC) has been researched for a long time in the information theory community, but its application to imaging problems has been delayed due to the difficulty of finding good models for the correlation between real sources. The first practical DSC schemes for images have been proposed only recently, when the link of DSC with channel coding has been established [6] . Most of the research in the DSC framework till nowadays focused on the application of DSC to low-complexity video coding [3] , [7] and error-resilient video coding [3] , [4] . However, only few works have addressed the problem of distributed coding in camera networks, mainly due to the difficulty of modeling the statistical correlation among distributed cameras for 3-D scene representation.
The application of DSC principles in camera networks is generally based on the disparity estimation between views under epipolar constraints. Most of the solutions proposed in the literature are built on coding with side information, which is a special case of DSC. For example, cameras can be divided into conventional cameras that perform independent image coding, and Wyner-Ziv cameras that use DSC coding [8] . The Wyner-Ziv images are decoded with the help of disparity estimation and interpolation from independent views. Shape adaptation is used to enhance the side information with the shape information sent by the encoders. Super-resolution techniques have been also applied to distributed coding in camera networks [9] . Low-resolution images from each camera are combined after registration at the joint decoder into a high-resolution image. The image registration is performed by shape analysis and image warping with respect to the shape transforms that are, however, limited to only simple translations and rotations. In [10] , the authors propose a distributed coding scheme for camera networks where the multiview correlation is modeled by relating the locations of discontinuities in the polynomial representation of image scanlines. This scheme has been extended to the case of natural 2-D images in [11] . Among state-of-the-art methods, the geometric approach for distributed coding in [11] is the closest to the work proposed in this paper in the sense that it exploits the epipolar constraint for the design of Slepian-Wolf code and for the joint decoding. However, authors in [11] consider only translations as correlation in multiple views (shifts of the discontinuities of the piecewise polynomials), while the correlation model in this paper includes translations, rotations and anisotropic scaling in a single framework.
Disparity-based solutions have also been proposed for distributed multiview video compression. Several works build on the advantages of distributed video coding for low complexity encoding and distributed multiview coding for exploiting both temporal and interview correlation [12] - [14] . They take different approaches for modeling the correlation among views, like the disparity-based model [12] , affine model [14] , or homography-based model [13] . Another direction for the distributed multiview video compression is based on classical motion compensated video encoding at each camera, while the interview correlation is exploited in a distributed manner [15] - [17] . Authors in [15] present a transform-based DSC method for multiview video coding that tracks epipolar correspondences between macroblocks in different views. The geometric information given by the epipolar constraint is exploited for joint multiview video decoding, but not for the design of the Slepian-Wolf code. Moreover, the Wyner-Ziv encoder has partial access to the side information (Intra macroblocks and motion vectors), so that this scheme cannot be classified as fully distributed multiview coding scheme. On the other side, a completely distributed stereo-view video coding method is proposed in [16] . It performs independent coding of I-frames and Wyner-Ziv coding of P frames, where the side information is generated by fusing the disparity map with the motion field. However, it does not exploit the correlation among I-frames, and, thus, the achieved bit rates are still quite far from the Slepian-Wolf bound. This gap can be reduced by encoding more coarsely the I-frames [17] , but a lot of geometric correlation between I-frames is still left unexploited. The work presented in this paper is substantially different from [15] and [17] since it uses epipolar geometry information for the design of the Slepian-Wolf code and, therefore, exploits the correlation between multiview images in a completely distributed manner.
The common characteristics of most state-of-the-art disparity-based distributed coding frameworks (except [11] ) lie on the need of at least two independently encoded views in order to perform disparity estimation for DSC decoding, which leads to high encoding rates. Moreover, the disparity estimation usually requires high-resolution images, which is quite restricting in practical camera network scenarios. The work that we propose in this paper contributes to solving these two main problems by efficiently relating the correlated data in multiple views under geometric local transforms. This enables the estimation of scene geometry and the correct decoding of Wyner-Ziv frames, even with a single reference frame that has been highly compressed.
III. MULTIVIEW CORRELATION MODEL

A. Geometric Image Representation
Images of a 3-D scene taken by distributed cameras are likely correlated as they capture the same objects in the scene from different viewpoints. The correlation between multiview images arises from the geometric constraints on the objects in the scene due to viewpoint change, and can be simply described by local changes of image components that represent the captured objects. In other words, if we decompose each image into components that capture the objects in the scene, we can assume that the most prominent components are present in all images with high probability, possibly with some local transforms. However, image decompositions by common orthogonal transforms like the wavelet or DCT do not describe the image semantics. Due to the nonlocalized support and shift-variance of the basis vectors, extracted image components rarely capture the scene objects and their geometry. On the other side, sparse image approximations with overcomplete dictionaries of basis vectors (atoms) are capable of capturing the image structure and geometry using only few basis vectors [18] , while offering excellent approximation performance. Sparse approximations have been also successfully applied to video [19] , [20] and 3-D object compression [5] . One of the most important advantages of sparse approximations is the flexibility in the design of the overcomplete dictionary. When the dictionary is built on geometric functions with local support, the sparse image decomposition results in a set of meaningful geometric features that represent the visual information of the scene. The comparison of these features in different views permits to estimate the geometry of the scene and the correlation between views. Finally, the correlation between multiview images is driven by local transforms of sparse image components in different views that represent the same component in the 3-D scene. It is interesting to note here that sparse image approximations with redundant dictionaries of geometric features probably mimic the behavior of the human visual system for encoding visual information [21] .
B. Sparse Approximations
We briefly overview the basics of sparse signal approximation that are used to build our correlation model. Given a certain basis, or a redundant dictionary of atoms , in a Hilbert space, every image can be represented as (1) where the matrix is composed of atoms as columns. When the dictionary is over-complete, is not unique. In order to find a compact image approximation one has to search for a sparse vector that contains a small number of significant coefficients, while the rest of coefficients are close or equal to zero. In other words, we say that has a sparse representation in if it can be represented as a linear combination of a small number of atoms in , up to an approximation error , i.e., (2) where is the vector of significant elements of labels the set of atoms participating in the representation, and is a sub-matrix of with respect to . One is generally not interested in finding an exact representation, but rather in finding a sparse expansion with a small approximation error. In order to find the sparsest approximation of with a bounded error norm , the following minimization problem needs to be solved: (3) where denotes the norm. This minimization problem involves searching for the shortest vector of significant coefficient in , which has combinatorial complexity and it is NP-complete. However, there exist algorithms that search for a suboptimal solution for a sparse vector with a limited complexity. They can be classified in two main groups: greedy algorithms [matching pursuit (MP), orthogonal MP (OMP), weak OMP, etc.] that iteratively select locally optimal basis vectors, and algorithms based on convex relaxation methods (basis pursuit) that solve, however, a slightly different problem where the norm in (3) is replaced by an norm. For details on these algorithms, we refer the reader to [22] .
C. Geometric Correlation Model
We are now interested in defining the correlation model between sparse approximations of two correlated multiview images 1 Since and capture the same 3-D scene, there exists a subset of atoms indexed respectively by and that represent image projections of the same prominent 3-D features in the scene. We assume that these atoms are correlated, possibly under some local geometric transforms. Let denote the transform of an atom between two image decompositions that results from the change of camera viewpoint to the 3-D scene. Therefore, the correlation between the images can be modeled as a set of transforms between corresponding atoms in sets indexed by and . The approximation of the image can be rewritten as the sum of the contributions of transformed atoms, remaining atoms in , and noise (4) The above model is independent of the sparse approximation algorithm used for image decomposition, and generic with respect to the overcomplete dictionary selection. However, we choose a dictionary built on locally defined geometric atoms that can approximate multidimensional discontinuities like edges. These represent important information about the scene geometry.
The main challenge in the proposed model is to define the transforms in the (4) that relate corresponding atoms in sparse decompositions of multiview images. Due to the change of viewpoint on the 3-D scene various types of transforms are introduced in the image projective space. Most of these transforms can be represented by the 2-D similarity group elements, which include 2-D translation, rotation and isotropic scaling of the image features. We also consider anisotropic scaling to further expand the space of possible transforms among image features. In order to efficiently capture transforms between sparse image components, we propose to use a structured redundant dictionary of atoms for image representation. Atoms in the structured dictionary are derived from a single waveform that undergoes rotation, translation and scaling. Hence, the transformation of an atom by any of the 2-D similarity group elements or anisotropic scaling, results in another atom in the same dictionary: the dictionary is invariant with respect to any transform action. More formally, given a generating function defined in the Hilbert space, the dictionary is constructed by changing the atom index that defines rotation, translation and scaling parameters applied to the generating function . This is equivalent to applying a unitary operator to the generating function , i.e.,
. When the dictionary is defined this way, the transform of one atom to another atom reduces to a transform of its parameters, i.e., (5) This equality holds for any transform-invariant overcomplete dictionary in the Hilbert space. Note that the size and redundancy of the dictionary is directly driven by the number of distinct atom transforms.
The correlation model given in (4) does not put any assumption on the type of cameras used for multiview image acquisition. It can be applied to planar or omnidirectional multiview images by introducing the epipolar geometry constraints that are defined for that particular image projection geometry. In the next section, we define the multiview transforms that satisfy the 
IV. GEOMETRIC TRANSFORMS IN OMNIDIRECTIONAL IMAGES
A. Spherical Image Expansions
We focus now more specifically on omnidirectional images and describe in more detail the specific correlation model for images that can be mapped on spheres. The first research interests for omnidirectional imaging appeared with applications such as video surveillance [23] , autonomous robot navigation [24] , telepresence, etc. Recently, omnidirectional imaging became an interesting and increasingly popular framework for 3-D scene representation, as it offers a wider field of view and, therefore, necessitates only a small number of camera sensors for capturing a 3-D scene. With a single point of projection, omnidirectional cameras record the light field in its radial form. This permits to process the visual information without the discrepancies introduced by Euclidian assumptions in planar imaging. Moreover, any perspective image on any designated image plane or any panoramic image can be generated from the captured omnidirectional image. Therefore, we address the problem of correlation modeling for multiview omnidirectional images. We use omnidirectional cameras which are constructed by placing a parabolic mirror in front of a camera with an orthographically projecting lens as depicted in Fig. 2 . Such parabolic catadioptric sensor outputs an omnidirectional image.
As these images can be precisely mapped on a sphere through inverse stereographic projection [25] , [26] , we further use a dictionary of atoms on the 2-D unit sphere [5] . The generating function is, hence, defined in the space of square-integrable functions on a unit two-sphere , while the dictionary is built by changing the atom indexes . The triplet represents Euler angles that respectively describe the motion of the atom on the sphere by angles and , and the rotation of the atom around its axis with an angle , and represent anisotropic scaling factors. As an example, Gaussian atoms on the sphere are illustrated in Fig. 3 , for different motion, rotation, and anisotropic scaling parameters.
We are interested in finding correspondences between atoms that respectively represent the images and , generated by two omnidirectional cameras that capture the same scene. For the sake of clarity, let and , respectively, denote the set of functions used for the expansions of images and . The same dictionary is used for both images, so that two corresponding atoms and in images and are linked by a simple transform of the atom parameters, and (5) can be rewritten as (6) The subset of transforms allows to relate to the atoms in the expansion of . Fig. 4 depicts an example of a simple 3-D scene captured by two omnidirectional cameras and shows how their sparse approximations can be linked with a transform of atom parameters. However, not all transforms in are feasible in multiview correlated images. The set of possible transforms can be greatly reduced by identifying two constraints between corresponding atoms, namely shape similarity constraint and epipolar constraint.
B. Geometric Constraints
First, we assume that the change of viewpoint on a 3-D object results in a limited difference between shapes of corresponding atoms since they represent the same object in the scene. Therefore, we can restrict the set of possible transforms by the shape similarity constraints between candidate atoms. From the set of atom parameters , the last three parameters describe the atom shape (its rotation and scaling), and, therefore, they are taken into account for the shape similarity constraint. We measure the similarity or coherence of atoms by the inner product between centered atoms (at the same position ), and we impose a minimal coherence between candidate atoms, i.e., . This defines a set of possible transforms with respect to atom shape, as
Equivalently, the set of atoms in that are possible transformed versions of the atom is denoted as the shape candidates set. It is defined by the set of atoms indexes , with
Second, pairs of atoms that correspond to the same 3-D points have to satisfy epipolar constraints, that represent one of the fundamental relations in multiview analysis [27] . The epipolar constraint defines the relation between 3-D point projections on two cameras, as (9) where and are the rotation and translation matrices of one camera frame with respect to the other, and is obtained by representing the cross product of with as matrix multiplication, i.e.,
. The set of possible transforms between atoms from different views is, therefore, further reduced to the transforms that respect epipolar constraints between the atom in and the candidates atoms in . The constraint given in (9) is rarely exactly satisfied for corresponding pixels or areas in two multiview images, and the decision on the epipolar matching of two correspondences is commonly taken when their epipolar distance is smaller than a certain threshold . By imposing the epipolar constraint on atoms in , we define the set of possible transforms of atom as (10) where denotes the epipolar distance between atoms and . This distance measures how much atoms and deviate from the perfect epipolar matching defined by the (9) and it is defined in the Section V. Similarly, we define a set of candidate atoms in , called the epipolar candidates set, whose indexes belong to , with
A graphical interpretation of the epipolar constraint for spherical images is shown in Fig. 5 , where we denote as and the two unit spheres corresponding to camera projection surfaces. A given atom in , on the sphere , can be a projection of infinitely many different 3-D objects, at different scales and distances from . We show an example of several different objects whose projection on is and projections on are . Due to epipolar constraints, the atoms are positioned on the part of a great circle obtained by projecting the ray on the sphere . This ray originates from the center of camera 1 and passes through the atom on the sphere . For more details on epipolar geometry for spherical images we refer the interested reader to [28] .
Finally, we combine the epipolar and shape similarity constraints to define the set of possible transforms for atom , as . Similarly, we denote the set of possible param- eters of the transformed atom in as . Given the set of possible atom parameters in corresponding to the atom in , the correspondence in can be uniquely defined with high probability under the assumption that the decomposition of is sparse.
V. DISPARITY MAP ESTIMATION BY ATOM TRANSFORMS
The local transforms between geometric atoms are now used to estimate the correlation between pixels in multiview images, as represented by a disparity map. A disparity map typically allows for view interpolation under epipolar constraints. It is defined as the point-wise correlation between multiview images, which relates a point on the image to a point on , such that the epipolar constraint from (9) is satisfied. The dense disparity mapping is most commonly estimated based on pixelwise correlation between rectified stereo images, or by blockbased matching. The performance of these approaches unfortunately deteriorates with the decrease of the image quality, like for images compressed at very low bit rates. The disparity map can also be estimated by identifying corresponding feature points in multiview images and relating them with a cross-correlation similarity measure, like proposed in [29] . However, crosscorrelation measure [30] is not rotationally invariant and it fails to capture rotation of patterns between views. Since our correlation model relates local geometric features by atoms with different scale and rotation parameters in different views, it represents a feature similarity measure that is invariant with respect to rotation and scaling. Therefore, a pair of corresponding atoms can give a reliable estimate of the disparity map, obtained by the atom transform. Moreover, this estimation can be performed with images that are encoded at very low bit rates, regardless of the image quality. We describe here the estimation of the disparity map from the atom transforms, and we define a measure of the estimation error that can be used to refine the atom pairing process.
Let us consider a pair of corresponding atoms in two images. We want to find a mapping of each point on to its corresponding point on . Since this mapping is point-wise, we need to define in the discrete space, i.e., on the spherical grid . Then, the disparity mapping translates to the grid deformation induced by the local transform between and , denoted as . Let be a point on , given in Euclidean coordinates as . Similarly, let be a point on , given in Euclidean coordinates as , which is obtained by applying the grid transform to . Let further and . The grid transform includes two transforms: 1) transform of the motion of atom , given by Euler angles , into the motion of atom , given by Euler angles ; 2) transform of anisotropic scaling of the atom , given by the pair of scales , into the anisotropic scaling of the atom , given by the pair of scales . By combining these two transforms, the point can be written as (12) where and are rotation matrices given by Euler angles and , respectively, and defines the grid transform due to anisotropic scaling. Since the anisotropic scaling of atoms on the sphere is performed on the plane tangent to the North pole by projecting the atom with stereographic projection, the grid is first rotated such that the North pole is aligned with the center of atom , then deformed with respect to anisotropic scaling, and finally rotated back with the rotation matrix of atom . In more detail, the stereographic projection [31] at the North pole projects a point on the sphere to a point on the plane tangent to the North pole, and it is formally given with (13) Now let and denote the spherical coordinates of points and , respectively (the point belongs to the unit sphere and is assumed). Under the stereographic projection, the transform of the point on the grid to the point on the grid due to anisotropic scaling can be obtained by scaling the stereographic projection of with and , in the following way:
where and . By solving the system of (14) for and , we get (15) We can, therefore, define the function as a pair of transforms and followed by the transform of spherical coordinates to Euclidean coordinates . The relation given in (12) is now completely defined, based on the parameters of corresponding atoms in two images. When the transform is applied to all points, it forms the disparity map between the correlated views.
Finally, we define the Symmetric epipolar atom distance in order to quantify the mismatch between two corresponding atoms and related by the disparity map. The symmetric epipolar atom distance actually measures how much the atom pair and deviates from the perfect epipolar matching given in the correlation model of (10), when . It is evaluated as the weighted average of the symmetric epipolar distance of all pairs of points given by the disparity map (16) The points and are related by the disparity map and stands for the symmetric epipolar distance between and [30] . It is defined as (17) where denotes the Euclidean distance of the point to the epipolar circle corresponding to point (see Fig. 8 for an illustration of this distance). The weight is a normalized weight function that prioritizes the points where the atom has higher response. The goal of this function is to give more importance to the disparity mismatch of points that lie closer to the geometric component captured by the atom (typically edges). One example could be a 2-D Gaussian weight function, anisotropically scaled and oriented, which fits the atom . If the overcomplete dictionary is composed of Gaussian atoms, the weight function is equal to the atom itself. We use 2-D Gaussian weight function in the rest of this paper.
VI. DISTRIBUTED CODING OF 3-D SCENES
A. Encoder and Coset Design
The correlation model introduced above can be exploited for the design of a distributed algorithm, as it explicitly relates atom parameters with scene geometry constraints in the compressed domain. We propose here a scheme for coding with side information, as a special case of DSC, where image is independently encoded at a rate , and the image is encoded with coset coding at the rate . This corresponds to an asymmetric scheme, where the rate is not balanced between the encoders. The sparse decomposition of the reference image is independently encoded, while the decomposition of the Wyner-Ziv image is encoded by coset coding of atom indexes and quantization of their respective coefficients, as shown in Fig. 6 .
We propose to partition the set of atom indexes into distinct cosets that contain dissimilar atoms with respect to their position and shape. Under the assumption that an atom in the image decomposition has its corresponding atom in the side information expansion, the Wyner-Ziv encoder does not need to code the entire . It rather transmits only the information that is necessary to identify the correct atom in the transform candidate set given by , as given by (8) and (11). The side information and the coset index are, therefore, sufficient to recover the atom in the Wyner-Ziv image. The achievable bit rate for encoding the atom index is reduced, therefore, from to . Due to the independency of epipolar and shape constraints, the cosets can be designed independently for atom shape parameters , and for atom positions according to epipolar constraints. We, therefore, construct two types of cosets, respectively the Shape cosets: and the Position cosets . The encoder eventually sends for each atom only the indexes of the corresponding cosets (i.e., and in Fig. 6 ). We design Shape cosets by distributing all atoms whose parameters belong to into different cosets. Samples of atoms that belong to the same Shape coset are illustrated in Fig. 7 , showing the significant difference in their shapes.
Next, we propose two design methods for constructing the Position cosets, that correspond to the scenarios where the camera pose is known, or not available, respectively. We first design Epipolar (EPI) cosets based on the fact that the centers of two corresponding atoms and , determined by the coordinates of their positions and and denoted as and respectively, satisfy the epipolar constraint, i.e., . This condition is a special case of the general epipolar constraint given in the (10) when , which transforms into . The epipolar candidates set given in (11) reduces to (18) where represents a small threshold value on the symmetric epipolar distance. The main design idea is to separate into different cosets the atoms that belong to the same set for . This is illustrated in Fig. 8 for an exemplary epipolar line. that is equal to the Euclidean distance of a point shown by a star to the epipolar line, and denoted as d.
The parameter can be used in the coset design for selecting the number of cosets and for adapting the encoding rate. Given the side information atom , the decoder only needs to know the coset index of for joint decoding. As an alternative, we propose to design Position cosets based on Vector Quantization of positions in the absence of information about the relative camera poses. The VQ cosets are constructed by 2-D interleaved uniform quantization of atom positions on a rectangular lattice. This coset design can be formulated similarly to the Epipolar coset design, where the set of position candidates (called the set of epipolar candidates in (18) ) gathers the candidates positions within the neighborhood of the reference atom position , i.e.,
The interleaved vector quantization of and will distribute the pairs that belong to the same into different cosets, while keeping the distance between coset elements constant and equal to . Note that the constant intracoset distance can not be, however, guaranteed in the case of EPI cosets. Both coset design methods are used in the experiments, and their selection depends on the constraints of the camera network application.
B. Decoder and Image Reconstruction
The central decoder (CD) builds on the correlation model based on local atom transforms, in order to establish correspondences between atoms in the reference image and atoms within the cosets of the Wyner-Ziv image decomposition (see Fig. 6 ). It also uses the information provided by the quantized coefficients of atoms, in order to improve the atom matching process. In other words, for decoding of the th atom in the Wyner-Ziv frame, the decoder has the following information: the index of the Position coset , the index of the Shape coset , and the coefficient after inverse quantization. The goal of the decoder is to select the atom position from and the atom shape from . The pseudo-code for the decoder is given in the Algorithm 1. Let denote the set of possible candidates for decoding the th atom in , with when denotes the cardinality of a set. However, only a small subset of atoms in have corresponding atoms in the reference image . The decoder has, therefore, to identify the possible pairs of corresponding atoms between and .
Since the atoms coefficients of the Wyner-Ziv image are known at the decoder, the decoder selects a subset of atoms in whose coefficient values are close to . The relation between coefficients can be established when the coefficients are obtained as projections of the image to the corresponding atom, i.e., when . Under the assumption that the image approximations are sparse enough the projections of two corresponding atoms and are related as (20) where and denote the norms of atoms and prior to atom normalization. Therefore, the decoder can select a subset of atoms in whose coefficients satisfy (21) where is a chosen threshold. For each we have a set of possible transformed atoms given by or respectively for epipolar or VQ cosets. The decoder further looks if any of the candidates in belongs to . Note that, in the general case, the parameters that define the correlation sets and can have different values for the coset design and for the decoding. This permits to put stricter conditions for the selection of corresponding atom pairs. The search for atom correspondences then proceeds in two major steps. First, the decoder eliminates the candidates that do not belong to , as well as candidates with a large symmetric epipolar atom distance, i.e., for which . If all candidates in get eliminated, the decoder decides that the th atom in does not have a corresponding atom in . Second, the decoder selects as a correspondence the pair of atoms with the smallest symmetric epipolar atom distance among the candidates that have not been eliminated in the first step.
Once a correspondence is identified, the decoder updates the transform field that represents the estimates of the disparity maps for each pixel in the Wyner-Ziv image, with respect to the reference image. The transform field is updated by combining the disparity map induced by the last pair of atoms with the disparity maps from correspondences that have been defined previously. The transform field represents the fusion of disparity maps from multiple correspondences, which is performed by selecting the most confident mapping for each point from different mappings , defined by correspondences. The final mapping point is selected as (22) where we have used the same weight function as for the symmetric epipolar atom distance.
The transform of the reference image with respect to the transform field provides an approximation of the Wyner-Ziv image that is used as a side information for decoding the following atoms in the Wyner-Ziv image expansion. The atoms that do not have any correspondence in the reference frame are decoded based on the mean square error between the side information and the Wyner-Ziv image reconstructed from previously decoded atoms and the current decoding candidate from . The candidate from with the minimal mean square error is selected as the decoded atom.
Finally, the reconstruction of the Wyner-Ziv image is obtained as a linear combination of the decoded image , formed of recovered atoms from , and the transformed reference image , i.e., (23) The matrix denotes the orthogonal complement to the basis formed by the decoded atoms in , and is an optimization parameter. The reconstructed Wyner-Ziv image benefits from both the decoded information and the transformed features that are not present in the decoded data. We estimate the value of from the energy conservation principle. Namely, under the assumption that , we get from (23) as , where the energy of the original image is sent to the decoder as side information. 
VII. EXPERIMENTAL CODING RESULTS
A. Experimental Settings
We analyze here the performance of the above Wyner-Ziv coding method for two sets of multiview images: synthetic spherical images of the Room scene (Fig. 9 ) and natural omnidirectional images of the Lab scene (Fig. 10) . Room scene images include two 128 128 spherical images and captured from different viewpoints, with the relative pose of one camera with respect to the other given as and . The Lab scene images include three natural omnidirectional images and , taken from omnidirectional cameras placed in a straight line in order 3-1-2 (camera number corresponds to the index of the image). Captured images are mapped to 128 128 spherical images as explained in [32] . We have used the catadioptric sensor from the Remote Reality Corporation, 2 which has 360 view in the azimuth angle and the elevation view which ranges from 35 to 92.5 . For the Lab scene we have used the approximate camera pose for the specific linear camera arrangement: and . 3 Sparse image expansions have been constructed using a matching pursuit (MP) algorithm implemented on the sphere. The dictionary is based on two generating functions in order to capture both low-frequency components and edge-like features in the scene. The first one consists in a 2-D Gaussian function, given as (24) The second function represents a Gaussian in one direction and the second derivative of a 2-D Gaussian in the orthogonal direc-tion (i.e., edge-like atoms similar to the ones presented in [5] ). It is written as (25) where is a normalization factor. The position parameters and can take 128 different values , while the rotation parameter uses 16 orientations, between 0 and . The scales are distributed in a logarithmic scale of power of 2, from 1 to for the Gaussian atoms and from 2 to for edge-like atoms, with three scales per octave. The choice of the dictionary is mainly driven by its good approximation properties demonstrated in [5] .
B. Rate-Distortion Analysis of the Wyner-Ziv Image
We first evaluate the performance of the proposed Wyner-Ziv coding method by taking the image as a reference image and image as Wyner-Ziv image, for both image sets. The image is encoded independently, with 100 MP atoms, where the coefficients are quantized by taking benefit of the energy decay properties of Matching Pursuit expansions [33] . The decoded reference images for the Room and Lab scene are shown in Figs. 11(a) and 12(a) , respectively. The atom parameters for the expansion of image are coded with the proposed Wyner-Ziv scheme. The EPI cosets for position coding use a correlation parameter which gives 1024 Position cosets. Alternatively, Position cosets have also been implemented using VQ in order to generate the same number of cosets. Note that when the center of an atom is close to the epipoles (i.e., degenerative case of epipolar constraints) its parameters have to be encoded independently in the scheme based on EPI cosets. It leads to an overhead in the coding rate for the case of EPI cosets compared to VQ cosets. For the shape cosets, the correlation parameter has been set to (for Gaussian atoms) and (for anisotropic atoms), such that the atoms in the same coset are sufficiently different. These values lead to 128 shape cosets. Finally, the coefficients of the Wyner-Ziv image are obtained by projecting the image on the atoms selected by MP in order to improve the atom matching process. They are quantized uniformly.
The rate-distortion (RD) performance of the proposed scheme for the Wyner-Ziv image is shown in Fig. 13(a) and (b) for the Room scene (for EPI and VQ cosets respectively), and in Fig. 14 for the Lab scene. The bit rate is changed with the number of received atoms, while the quantization of coefficients is kept constant. The dashed line represents the RD curve of independent coding with Matching Pursuit, while the solid line represents the proposed distributed coding scheme, given by the RD curve of the reconstructed image . The proposed scheme clearly outperforms the independent decoding strategy, especially at low rates. The dash-dotted line represents the RD curve of the side information image obtained by the application of the transform field on the reference image. It shows that the transform field significantly improves the side information for the Room images, while for the Lab images the improvement is smaller. Moreover, it can be noted that the combination of (dotted line with triangles) and results in a better overall PSNR of the . The performance of the JPEG2000 has also been evaluated for the independent compression of the Wyner-Ziv image. Since JPEG2000 cannot perform at such low rates, we have evaluated the rate at which JPEG2000 reaches the PSNR performance of the proposed DSC coder. For the Room image, JPEG2000 gives the PSNR of 25.5 dB at 0.12 bpp, which is times greater than the rate DSC coder needs to obtain the same image quality. For the Lab image JPEG2000 gives PSNR of 25.7 dB at 0.095 bpp, where the compression was done on cropped omnidirectional images. Again, the proposed DSC coder achieves this PSNR at only 1/4 of the rate that JPEG2000 needs.
The images and are presented in Figs. 11(b) and (c) and 12(b) and (c) for Room and Lab scene respectively. They correspond to the case of coding with VQ cosets at the rate of 0.053 bpp and 0.035 bpp. We can clearly see how the transform field deforms the reference image in order to compensate for different object transforms. Figs. 11(d) and 12(d) illustrate the Wyner-Ziv image encoded independently with MP at the same rate as , resulting in a lower quality than the DSC coded image . However, the quality of the image is still lower than the quality of the encoded reference image , showing that the method results in unbalanced image qualities. On the other side, independent coding of two images at the same overall rate could give balanced qualities, but at the price of smaller PSNR for the image considered as reference image in the DSC scheme. In order to achieve more balanced PSNR of multiview images in the distributed coding settings, the proposed scheme could be complemented with a more efficient method for coding the texture difference between multiple views, or by substituting the coding with side-information with a balanced distributed coding scheme. Such approaches can be envisaged in the future work as extensions or applications of the correlation model proposed in this paper. Fig. 15 compares the proposed DSC method with joint encoding, where the joint encoder finds the atom correspondences and encodes only the parameter differences for the Wyner-Ziv image, while the atoms without correspondences were encoded independently. The reference image is encoded independently at the same rate as in the DSC scheme, where the coefficients are quantized in the same manner. This joint encoding strategy is analogous to our DSC scheme, with the difference that the encoder has access to the side-information. For the sake of fair comparison, the reconstructed image with joint encoding is also obtained as a combination of the transformed image and the decoded image , giving a better overall performance. The new DSC scheme performs very close to the joint encoding at lower rates, where the number of correspondences between views is higher due to the greediness of MP. However, when the number of correspondences drops, the RD performance of DSC saturates. Therefore, the proposed method should be seen as scene geometry estimation and prediction technique that could constitute a first predictive step in a hybrid DSC coding scheme, similar to motion estimation in the hybrid video coding methods. Our correlation model is certainly more advantageous than the block-based motion model since it is able to compensate rotation and scale transforms in addition to translations captured by motion estimation.
C. Overall Rate-Distortion Performance
The influence of the camera distance on the performance of the proposed DSC scheme has been evaluated for the Lab image set. The Wyner-Ziv image is decoded using the image as a reference image and compared to the decoding of the same Wyner-Ziv image when using the image as a reference. The distance between cameras 2 and 3 is set to , while the distance between cameras 1 and 2 is equal to . Therefore, the disparity between images and is certainly greater than the disparity between images and . For decoding using as reference the number of Shape cosets is increased to 256 cosets, while the number of Position cosets stays the same, due to smaller correlation between the Wyner-Ziv image and the reference image . Fig. 16(a) compares the RD performance of the DSC coding of image with different reference images: and corresponding to camera distances and respectively. We can see that the RD curves for the decoded images in these two cases are close, showing that the atom decoding process based on the proposed correlation model is not much influenced by the increase of disparity between images. Certainly, the RD curve of the reconstructed image for outperforms for 1 dB the same curve for due to the higher correlation of the Wyner-Ziv image with the reference image and, hence, with the transformed image, as well. Fig. 16(b) presents the comparisons of the DSC method with the joint encoding method for and , showing that the DSC scheme performs close to the joint encoding strategy for both cases of camera distances. Fig. 17(a) and (b) shows, respectively, the decoded reference image and its transformed version , for the case of . Similarly as for the smaller camera distance, in the case of the quality of the DSC coded Wyner-Ziv image , shown in Fig. 17(c) , is higher than the quality of the same image encoded at the equal rate with MP, shown on the Fig. 17(d) .
Finally, we discuss the efficiency of the geometry-based correlation model. We analyze the residue after DSC coding, denoted with , and compare it with the difference between the reference image and the original Wyner-Ziv image (residue without transform compensation), or for the Lab scene with as a reference image . Figs. 11(c) and (e) and 12(c) and (e) show, respectively, the inverted residues and for Room and Lab scene with , while Fig. 17(c) and (e) shows and the inverted residues and for the Lab scene with . The white pixels correspond to no error. The energy of the residue without transform compensation is respectively 82.65, 37.89, and 52.9661 for the Room images and Lab images with and , where the energy is given by the square of the norm with the inner product computed on the sphere. The energy of the error is 47.12, 11.0380, and 13.9376 respectively, which confirms the efficiency of the model based on local geometric transforms. Unlike where displacements of objects result in high error areas (dark parts), the residue after DSC decoding is almost exclusively composed of high frequencies since the object transforms have been captured efficiently. The distribution of the pixel values in the residue image after transform compensation and decoding can be modeled with the Laplace distribution (see Fig. 18 ). It greatly facilitates the correlation modeling towards the potential DSC encoding of the residual texture information in hybrid coding approaches.
VIII. CONCLUSION
We have presented a geometry-based framework for the efficient representation of 3-D scenes, where camera images are approximated by sparse expansions of prominent geometric features. A novel correlation model has been proposed based on local geometric transforms that permit to pair atoms in different images under shape and epipolar geometry constraints. It provides an implicit estimation of the scene geometry that proves to be useful in the design of distributed processing algorithms in camera networks. We have built on this novel framework and designed a distributed coding scheme with side information that offers an efficient rate-distortion representation of 3-D scenes at low bit rate. It can lead to effective solutions for distributed sensing and processing of 3-D scenes, or high resolution distributed coding when combined with hybrid methods for the representation of texture or unstructured information.
