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fQuot,Ext Abbildung des erweiterten Quotienten∫
f(ξ) dξ unbestimmtes Integral∫
ξ
f(ξ′) dξ′ bestimmtes Integral mit Integrationsvariable ξ′
und Integrationsbereich ξ
dξ, dξ′ Differential lim→ 0
ξ = [ξStart; ξEnde] Integrationsintervall mit Integrationsgenzen∑
ξn Summe aller ξn∏
ξn Produkt aller ξn
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µ Mittelwert
σ Standardabweichung
σ2 Varianz
B Menge der bina¨ren Zahlen
C Menge der komplexen Zahlen
R Menge der reellen Zahlen
Z Menge der ganzen Zahlen
Lateinische Buchstaben:
b bina¨re Zahl, b  B
comb
(
ξ
∆ξ
)
Kammfunktion
D−∆ξ {. . . } Verschiebungsoperator,
D−∆ξ{g(ξ)} = g(ξ −∆ξ)
D−∆ξ {f(−ξ)} Flip-Signaloperation
rect(ξ) Rechteckfunktion
e Eulersche Zahl ≈ 2, 718
E{. . . } Erwartungswert
Im{. . . } Imagina¨rteil
j imagina¨re Einheit
log10 Logarithmus zur Basis 10
m, n lokale Laufvariablen, m,n  Z
P Wahrscheinlichkeit
Re{. . . } Realteil
si(piξ) Spaltfunktion sin(piξ)
piξ
triangle(ξ) Dreieckfunktion
p komplexe Zahl, p  C
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Tabelle 3: Physikalische Gro¨ßen, Konstanten, Einheiten
Lateinische Buchstaben:
a freier Parameter −
A Fla¨che m2
AApertur Aperturfla¨che m
2
AIll illuminierte (bestrahlte) Szenenoberfla¨che m
2
A
(E˜·T )
Impuls
W·s
m2
APD photosensitive Fla¨che der Photodiode,
APD = FF ·APixel m2
APixel Pixelfla¨che, APixel =
APD
FF
m2
ASensor Sensorfla¨che m
2
Abtast(x, y) ideale Abtastfunktion im Ortsbereich −
c Lichtgeschwindigkeit ≈ 30 cm
ns
C Kapazita¨t F
Cdg Drain-Source-Kapazita¨t F
Cgs Gate-Source-Kapazita¨t F
CHold Hold(Halte)-Kapazita¨t F
COx fla¨chenbezogene Gate-Oxid-Kapazita¨t
F
m2
CPD Photodiodenkapazita¨t (Sperrschichtkapazita¨t) F
CSample Sample(Abtast)-Kapazita¨t F
d Distanz, Entfernung, Abstand
Gegenstandsweite m
dDepth ku¨rzester Abstand zwischen einem Punkt
in der PD und der PD-Oberfla¨che mm
d′ Bildweite mm
D Durchmesser mm
DEP Durchmesser mm
Dunscharf Unscha¨rfefeldurchmesser mm
DObjektiv Objektivdurchmesser (Raummaß) cm
E(t) im Wertebereich normierte Zeitfunktion
der Bestrahlungssta¨rke 1
Eˆ Amplitude der Bestrahlungssta¨rke W
m2
XIII
EˆDepth Amplitude der Bestrahlungssta¨rke
in der PD bei dDepth
W
m2
EˆSurface Amplitude der Bestrahlungssta¨rke
an der Oberfla¨che der PD W
m2
E˜(t) Signalfunktion der Bestrahlungssta¨rke W
m2
e− Elementarladung ≈ 1, 602 · 10−19C
f Frequenz −
fS Sample(Abtast) -Frequenz −
fc Cut(Grenz)-Frequenz −
ft technische Frequenz Hz
fUt Dichtefunktion der zufa¨lligen
Vera¨nderlichen Ut −
fx, fy, fR Frequenz des Ortes
1
m
f ′ Brennweite mm
FF Fu¨llfaktor, FF = APD
APixel
[0, 1]
FUt Verteilungsfunktion der zufa¨lligen
Vera¨nderlichen Ut −
g(ξ) im Werte- und Definitionsbereich normiertes Signal 1
g(t) im Wertebereich normiertes Zeitsignal 1
gˆ Signalamplitude einer physikalischen Gro¨ße −
g˜(t) Zeitsignal einer physikalischen Gro¨ße −
G(ft) Fourier-Transformierte von g(t) −
gds Ausgangsleitwert eines MOS-Transistors S
gmb Substratsteilheit S
gm Transkonduktanz S
h Plancksches Wirkungsquantum
h = 6, 63 · 10−34Js
hU Ha¨ufigkeitverteilung von Spannungsereignissen −
H(ft) komplexe U¨bertragungsfunktion −
H, H’ Hauptebenen der Gegenstands- und Bildseite (m,m)
I(x, y) 2D-Bildfunktion (optische Intensita¨t) W
m2
I, i Elektrische Stromsta¨rke A
I komplexe Stromsta¨rke A
XIV
IBack Hintergrundstrom A
IDark Dunkelstrom A
IPD Photodiodenstrom A
iPD Kleinsignal-Photodiodenstrom A
IPh Photostrom A
IS0 Sperrstrom fu¨r Φˆ = 0 A
IS Sperrstrom A
IˆD maximaler Drain-Strom in schwacher Inversion A
ID Drain-Strom A
iD Kleinsignal-Drain-Strom A
i2 quadratischer Mittelwert des Stromes A2
(mittlerer quadratischer Rauschstrom)
i2d mittlerer quadratischer Drain-Rauschstrom A
2
i2Ph mittlerer quadratischer Photonenrauschstrom A
2
i2Shot mittlerer quadratischer Shot-Rauschstrom A
2
i2Tot mittlerer quadratischer Gesamtrauschstrom A
2
k Bolzmannkonstante 1, 38 · 10−23Ws
K
K ′ Transkonduktanzparameter A
V2
K ′′ Kanalla¨ngenmodulationsparameter 1
V
K Proportionalita¨tsfaktor im 1
f
-Rauschmodell
des MOS-Transistors 4kTK ′
kopt Optische Konstante der Szene und Sensoroptik −
kx x-Komponente des Wellenvektors
1
m
k# Blendenzahl −
LˆSzene Amplitude der Strahldichte in der Szene
W
sr·m2
L Kanalla¨nge nm
LEff effektive Kanalla¨nge nm
LPinch−Off,D Abstand zwischen Abschnu¨rpunkt
und Drain im Kanal nm
LObjektiv Objektivla¨nge (Raummaß) cm
lx/y Strecke, parallel zur x/y-Achse m
l′xmax/min maximale/ minimale projizierte Pixella¨nge
parallel zur x-Achse m
M Modulation −
XV
MTF Modulation Transfer Function −
NBit Anzahl der bina¨ren Stellen (Bits) −
µNPhoton Anzahl einfallender Photonen pro Zeiteinheit −
NPixel Anzahl Pixel −
NPixlel/Zeile Anzahl Pixel pro Zeile −
µNq Anzahl generierter elektrischer
Ladungen pro Zeiteinheit −
NZeile Anzahl der Pixel-Zeilen in einem Sensor −
O(x, y) 2D-Objektfunktion (optische Intensita¨t) W
m2
OTF Optical Transfer Function −
P(x, y) Ortspunkt mit Ortskoordinaten −
PS(xm, yn) Sample-Punkt mit Ortskoordinaten −
pA Strahlungsleistung pro Fla¨che,
optische Intensita¨t W
m2
Pixel(x, y) Pixelaperturfunktion −
q, Q Elektrische Ladung C
QPD Sperrschichtladung C
R Radius R = D
2
m
R (Wirk)-Widerstand, R = Re{Z(ft)} Ω
1
RPD
Leitfa¨higkeit der RLZ S
RS Serienwiderstand der PD-Kontakte Ω
r(x, y) 2D-Ortsfunktion −
r(fx, fy) 2D-Ortsspektrum −
rArray(x, y) 2D-Array-Funktion −
rPixel(x, y) 2D-Pixel-Aperturfunktion −
rPSF (x, y) 2D-PSF −
rSample(x, y) 2D-Abtastfunktion −
rWindow(x, y) 2D-Fensterfunktion −
sU(t1, t2) AKF des zufa¨lligen Prozesses V
2
SF Scha¨rfentiefe m
Sample(t) ideale Abtastfunktion im Zeitbereich −
Sensor(x, y) Sensoraperturfunktion −
S(ft) komplexes Leistungsdichtespektrum −
XVI
SU(ft) komplexes Spannungsleistungsdichtespektrum
V2
Hz
(Spannungsrauschleistungsdichte)
SI(ft) komplexes Stromleistungsdichtespektrum
A2
Hz
(Stromrauschleistungsdichte)
SId Rauschleistungsdichte des Drain-Stromes
A2
Hz
SPD Photodioden-Empfindlichkeit
A
W
SNR Signal-Rauschverha¨ltnis = 10 · log10
(
ξ1
ξ2
)2
dB
T Temperatur K
t, t′ Zeit s
tm,n Zeitpunkt mit m,n  Z s
tOx Oxidschichtdicke mm
T Zeitpunkt oder Zeitdauer s
TAkk Integrationszeit s
TFct Zeitliche La¨nge der Signalfunktion
(Signal Function) s
TFWHM Time Duration of FWHM
(Full Width at Half Maximum) s
THold Haltezeit s
TInt Integrationszeit s
TMess Messzeit zum Ermitteln der Entfernung s
TOn Einschaltdauer s
TOff Ausschaltdauer s
TPuls Pulsbreite s
TReset Reset(Ru¨cksetz)-Zeit s
TShift zeitlicher Abstand, Zeitverschiebung (Time-Shift) s
TSwitch Schaltzeit s
TSample Sample(Abtast)-Zeitpunkt s
U, u elektrische Spannung V
Un, un n’ter Spannungswert mit n  Z V
U komplexe Spannung V
U(t) sich zeitlich a¨nderndes Spannungssignal V
U(τ) Spannung U(t = τ) V
Uˆ Spannungsamplitude V
UAdj einstellbare Quellenspannung V
XVII
ubs Bulk-Source-Kleinsignalspannung V
UBS Bulk-Source-Spannung V
uds Drain-Source-Kleinsignalspannung V
UDS Drain-Source-Spannung V
ugs Gate-Source-Kleinsignalspannung V
UGS Gate-Source-Spannung V
UPD Photodiodenspannung V
URef Referenzspannung V
UT Temperaturspannung V
UD Diffusionsspannung V
UOffset Offset-Spannung V
UQu Quantisierungsspannung DN
USample Spannungsabtastwert/ -funktion V
Ut Threshold Voltage (Schwellspannung) V
Ut zufa¨llige Vera¨nderliche der
Spannung zur Zeit t −
u2 quadratischer Mittelwert der Spannung V2
(mittlere quadratische Spannung)
u2ADU mittlere quadratische Rauschspannung
am Ausgang des ADUs V2
u2ADU mittlere quadratische Rauschspannung
am Ausgang des ADUs V2
u2ADU,In eingangsbezogene mittlere quadratische
Spannung des ADUs V2
u2Pixel mittlere quadratische Rauschspannung
am Ausgang des Pixelschaltkreises V2
u2Sym,In eingangsbezogene mittlere quadratische
Spannung der Symmetriestufe V2
u2Qu mittlere quadratische quantisierte
Rauschspannung V2
u2kTC mittlere quadratische kTC-Rauschspannung V
2
vADU Versta¨rkung ADU
DN
V
vCam Gesamtversta¨rkung der Kamera
DN
V
vCDS Versta¨rkung der CDS-Stufe −
vPD Conversion Gain einer kalibrierten Photodiode
V
W
XVIII
vReadout Versta¨rkung der Ausleseelektronik
mV
mV
vSym Versta¨rkung der Symmetriestufe
mV
mV
vSym,ADU Gesamtversta¨rkung der Symmetriestufe
und des ADU DN
mV
Vbi Build-In Potenzial V
W Energie J
W
L
Weiten-La¨ngen-Verha¨ltnis des Kanals nm
nm
WLicht Energie des Lichts J
WPhoton Photonenenergie J
WSignal Signalenergie −
w(t) Integrationsfunktion −
wˆ Amplitude des Integrationssignals V
W/m2
w˜(t) Integrationssignal V
W/m2
X,X′ Abstand m
X Blindwiderstand, X = Im{Z(ft)} Ω
x, y Ortsvariablen m
x′, y′ Ortsvariablen der Bildseite m
x′0 Nullstelle auf der x’-Achse m
Z(ft) komplexe Impedanz mit
U
I
= Re{Z(ft)}+ jIm{Z(ft)} Ω
XIX
Griechische Buchstaben:
α Winkel rad
β Absorptionskoeffizient 1
cm
δ(t) Dirac-Impuls mit der Zeitvariabel 1
s
δ(x, y) Dirac-Impuls mit Ortsvariablen −
∆t a¨quidistanter zeitlicher Abstand der Zeitpunkte
in einem zeitdiskreten Signal s
∆τ Verschiebungs- oder Verzo¨gerungsschrittweite s
∆ft Bandbreite Hz
∆U Spannungsdifferenz V
∆UADU Spannungsintervall des ADUs V
∆W Bandabstand im Halbleiter J
∆x,∆y Laterale Szenenmaße m
εOx Dielektrizita¨tszahl des Gate-Oxids
F
m
ζ Transmissionskoeffizient −
η Quantenwirkungsgrad −
ϑ Winkel rad
γ Abbildungsmaßstab −
λ Wellenla¨nge des Lichts nm
µe− Beweglichkeit der Elektronen
cm2
Vs
µNq mittlere Anzahl, der pro Zeiteinheit
generierten elektrischen Ladungstra¨ger −
µNPhoton mittlere Anzahl, der pro Zeiteinheit
eintreffenden Photonen −
µU Mittelwert von Ut V
µU,Est gescha¨tzter Mittelwert von Ut V
ν Lichtfrequenz Hz
ξU Zufallsvariable des zufa¨lligen Prozesses U −
% Reflexionskoeffizient −
σU Standardabweichung von Ut V
σ2U,Est empirische Varianz V
τ TOF, Flugzeit, Verzo¨gerungszeit
zeitliche Verschiebung s
τn diskrete Verzo¨gerungszeit n ·∆τ s
XX
τlin Verschiebungszeitabschnitt mit
linearem Kurvenabschnitt s
τ0 zusa¨tzliche konstante Zeitverschiebung s
φ Phasenwinkel rad
∆φ Phasendifferenz rad
Φ(t) im Wertebereich normiertes Zeitsignal
der Strahlungsleistung Φ˜(t) 1
Φˆ Amplitude der Strahlungsleistung W
Φ˜(t) Signalfunktion der Strahlungsleistung W
ΦˆLD Strahlungsleistung der Laserdiode W
Φ˜δ,63ps(t) zeitlicher Verlauf der Strahlungsleistung
des endlichen δ-Laserpulses, TFWHM = 63ps W
ϕ(t) allgemeines Zeitsignal −
ϕCDS(t) CDS-Signal −
ϕReset(t) Reset-Signal −
ϕSC(t) Steuersignal SC-Schaltkreis −
ϕShutter(t) Shutter-Signal −
ϕClock(t) Clock-Signal −
ψ komplexe Amplitude der skalaren Wellenfunktion
(Wurzel der optischen Leistung pro Fla¨che bzw.
optischen Intensita¨t)
√
W
m2
ω Raumwinkel sr
Zeichen:
4 Quantisierungsstufenho¨he DN
XXI
Einheiten:
A Ampere
C Coulomb A · s
DN Digital Number 1
F Farad A·s
V
Hz Hertz 1
s
J Joule W · s
K Kelvin
m Meter
sr Steradiant m
2
m2
s Sekunde
S Siemens 1
Ω
V Volt
W Watt J
s
Ω Ohm V
A
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11 Einleitung
1.1 Motivation und Ziele
Es gibt kaum einen Bereich der Messtechnik, in dem so intensiv nach neu-
en Messverfahren und -anordnungen gesucht wird, wie die beru¨hrungslose
Entfernungsmesstechnik. Die rasante Entwicklung der Kameratechnik bie-
tet die Mo¨glichkeit, aus digitalisierten Bilddaten Entfernungswerte abzulei-
ten. Dadurch ero¨ffnet sich ein großes industrielles Anwendungsgebiet. Die
messtechnische Aufgabe, Messprinzipien und zur Verfu¨gung stehende aktu-
elle Technologien bestimmen das Kamerasystem.
Neben der Ultraschall- und der Radartechnik treten optische Methoden in
den Vordergrund, die im sichtbaren und nahen Infrarot-Bereich zur An-
wendung kommen. Wa¨rmebildkameras erschließen den mittleren und fernen
Infrarotbereich.
Abbildung 1: Fahrzeuginnenraumu¨berwachung fu¨r die
dimensionierte Airbag-Auslo¨sung
Die Kameratechnik stellt fu¨r die KFZ-Innen- und -Außenraumu¨berwachung
eine Schlu¨sseltechnologie dar, siehe Abb. 1, weil sie neben der Signalisierung
von Ereignissen mit intelligenten Bildverarbeitungsalgorithmen Informatio-
nen u¨ber die erfasste Szene liefert. Sie bietet Lo¨sungen fu¨r Fahrerassistenzsys-
teme und die dimensionierte Airbag-Auslo¨sung. Ein von der amerikanischen
Verkehrszulassungsbeho¨rde geforderte 35%ige Ausstattung aller Nutzfahr-
zeuge mit u¨berwachten Airbags unterstreicht den zuku¨nftigen Bedarf [1], [2].
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Die Hersteller automatischer Tu¨rsysteme stellen hohe Anforderungen an die
Sicherheit fu¨r Personen, die automatisierte Portale passieren. Konkrete An-
wendungen ergeben sich fu¨r Fahrstu¨hle, Ein- und Ausga¨nge von Geba¨uden
und in Schienenfahrzeugen, siehe auch Abb. 2.
Geeignete Bildverarbeitungsalgorithmen stellen zusa¨tzliche Funktionen wie
das Za¨hlen von Personen zur Verfu¨gung. Fu¨r den Verkehrsbetrieb oder den
Bewirtschafter von Geba¨uden ko¨nnen so parallel, einfach und kostengu¨nstig
betriebswirtschaftlich interessante Statistiken aufgestellt werden.
Aus den oben aufgefu¨hrten Einsatzgebieten lassen sich Anforderungen an das
Kamerasystem ableiten:
• beru¨hrungsloses Messen
• der Einsatz von fu¨r den Menschen ungefa¨hrlichen Systemkomponenten
(z.B. Augensicherheit bei aktiver Bestrahlung des U¨berwachungsraums)
• Serienfertigung von hohen Stu¨ckzahlen
– geringe Test- und Produktionskosten
– niedriger Kalibrierungsaufwand
– kompakte Ausfu¨hrung
– hohe Zuverla¨ssigkeit und robuste Bauweise (bewegliche mecha-
nische Teile wie Spiegel oder Blenden entfallen)
– 2D-Lichtquellen und 2D-Bildsensoren fu¨r die 3D-U¨berwachung
ImMa¨rz 2001 startete das von der Information Society Techonologies innerhalb
des fu¨nften Rahmenprogramms gefo¨rderte MISSY-Projekt (3D-Information
Based Safety and Security by Solid State Microsystems, Projekt-Referenz-Nr.
IST-2000-28174) mit dem Ziel, ein Mikrosystem zu entwickeln, das schnell
und direkt 3D-Informationen von Objekten erfasst. Im Vordergrund der Ent-
wicklung steht, die Sicherheit von Menschen im Alltag zu erho¨hen. Ange-
strebte Einsatzgebiete sind Autos, Aufzu¨ge bis hin zu großen U¨berwachungs-
bereichen wie Parkpla¨tzen.
Die Projektgruppe setzt sich aus Arbeitsgruppen von Industrie und For-
schung zusammen. Dadurch werden neuste wissenschaftliche Entwicklungen
des Fraunhofer-Institut fu¨r Mikroelektronische Schaltungen und Systeme (Fraun-
hofer-IMS) Duisburg in die industrielle Produktentwicklung bei B.E.R Group
S.A, Baxall Ltd. eingebunden. Eine Sonderstellung nimmt die Arbeitsgruppe
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Abbildung 2: Aufnahme des Ho¨henprofil von Personen
Power und Sensor Systems 9 der Corporate Technology Siemens AG (CT PS9
SAG) als Projektkoordinator ein, weil sie neben dem Projektmanagment eine
breite anwendungsorientierte Entwicklung des Kamerasystems betreibt.
Ausgangspunkt der Aktivita¨ten ist das vom Fraunhofer-IMS in Duisburg un-
ter Leitung von Herrn Prof. Hosticka, Ph.D., entwickelte CMOS-Photosensor
Array, wo erstmals schnelle elektronische Schließer im Nanosekundenbereich
realisiert wurden. In enger Zusammenarbeit mit der Abteilung CT PS9 der
Siemens AG entstand das Auswerteverfahren MDSI von Herrn Dr. Mengel und
fu¨hrte auf die 3D-CMOS-Kamera zur Entfernungsbestimmung von Objekten
in Szenen. Erste kalibrierte Distanzmessungen wurden in [3] vorgestellt.
Wa¨hrend im Fraunhofer-IMS weiter an neuen Pixelapplikationen geforscht
wurde, um die elektrischen Eigenschaften des Sensors zu verbessern bzw. die
Bildauflo¨sung zu erho¨hen, konnten gleichzeitig in der CT PS9 SAG weitere
Auswerteverfahren gefunden, bestehende verbessert und an konkreten Szenen
erprobt werden.
Im Rahmen dieser Dissertation sollen Zusammenha¨nge bei der Bildaufnahme,
der Signalverarbeitung im Sensor und der Berechnung des Entfernungswertes
herausgestellt werden. Wissenschaftliche Methoden erschließen systemtheo-
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retische Betrachtungen des gesamten Kamerasystems und ermo¨glichen eine
Hardware-Modellierung und Algorithmus-Optimierung fu¨r die dreidimensio-
nale Objekterfassung durch CMOS-Bildsensoren mit Kurzzeitintegration und
Laserpulsbeleuchtung.
1.2 Stand der Technik
1.2.1 Technologische Entwicklung
In den letzten Jahren vollzog sich der Schritt von der Herstellung der Bildsen-
soren in CCD-Technik zu der als u¨berlegen eingestuften CMOS-Technologie.
Die Fertigung von CMOS-Schaltkreisen erfolgt in einem Standardprozess, der
eine hohe Integrierbarkeit von Halbleiterbauelementen zula¨sst. Es ist mo¨glich,
die Ansteuerschaltung und die signalverarbeitenden Baugruppen On-Chip zu
implementieren, wodurch die Bildsensoren preiswert in hohen Stu¨ckzahlen ge-
fertigt werden ko¨nnen. Als Nachteil wird die geringere Bildqualita¨t aufgrund
des Rauschens gesehen.
Aus einer großen Menge von verschiedenen Pixeltypen (Types of Picture
Elements) ist das Active Pixel als der am meisten verwendete Typ hervorge-
gangen. Es besteht aus einer Photodiode und Ausleseschaltung und zeichnet
sich durch geringes Rauschen und eine hohe Responsivita¨t aus [4]. Photo-
detektoren, die nach dem elektro-optischem Mischprinzip arbeiten, wurden
sowohl mit CCD als auch CMOS-Technik hergestellt und getestet [5]. Die
Entwicklung dieser Detektoren erfolgt vorwiegend in CMOS-Ausfu¨hrung, um
die technologischen Vorteile zu nutzen [6].
Zusa¨tzlich zeichnen sich CMOS-Bildsensoren im Vergleich zu CCD-Sensoren
durch eine viel geringere Leistungsaufnahme von wenigen mW aus. Sensor-
applikationen mit einem 4 × 64-Pixel-Array nehmen 2D-Bilder auf [7]. Die
steigende Pixelzahl erho¨ht nicht nur die Bildauflo¨sung, sie ist eine wesentliche
Voraussetzung fu¨r das Erfassen von 3D-Szenen.
1.2.2 Wesentliche Prinzipien zur Entfernungsbestimmung
Im Laufe der Zeit entstand eine Vielzahl optischer Entfernungsmessverfah-
ren. Die Triangulation beruht auf dem mathematischen Prinzip von gleichen
Streckenverha¨ltnissen. Die Interferometrie und das Time-of-Flight nutzen
grundlegende physikalische Effekte des Lichts aus. Zugleich geho¨ren diese
drei Verfahren zu den wesentlichen optischen entfernungsbestimmenden Prin-
zipien und sind nachfolgend erla¨utert.
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Abbildung 3: Messprinzip der Triangulation
Das Triangulationsverfahren bestimmt die Entfernung d aus dem Stre-
ckenverha¨ltnis von zwei a¨hnlichen Dreiecken, siehe Abb. 3. Das Messsystem
besteht aus einer Lichtquelle und einem zu ihr im Abstand X positionier-
ten lichtempfindlichen Detektor. Der Detektor befindet sich fu¨r die meisten
weiter entfernten Objekte in der Brennweite f ′ der Linse, um den Scha¨rfen-
tiefebereich auszunutzen. Durch die Reflexion des Lichts am Objekt wird der
Detektor an der Stelle X′ bestrahlt.
Aus den bekannten Gro¨ßen X, X′, f ′ kann die Distanz eines Objektpunktes
u¨ber die trigonometrische Beziehung
d = f ′
X
X′
(1)
gefunden werden. Zweidimensional strukturiertes Licht und ein 2D-Sensor
ermo¨glichen eine 3D-Triangulation. Es ko¨nnen in diesem Fall Distanzbereiche
von der Brennweite bis zu 100km erschlossen werden [8].
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Abbildung 4: Messprinzip des Michelson-Interferometers
Interferometrische Verfahren nutzen den Wellencharakter des Lichts aus.
Ein klassisches Beispiel fu¨r eine pra¨zise Entfernungsmessung ist dasMichel-
son-Interferometer, siehe Abb. 4. Ein halbdurchla¨ssiger Spiegel teilt einen
monochromatischen Lichtstrahl in Richtung Referenzebene und Objekt auf.
Die Lichtstrahlen werden an der Referenzebene und dem Objekt so reflek-
tiert, dass sie den halbdurchla¨ssigen Spiegel ein zweites Mal passieren und
zusammen auf einen Detektor treffen. Vor dem Detektor u¨berlagern sich die
beiden Wellenfelder, so dass ein Interferenzmuster entsteht.
Die beiden monochromatischen optischen Wellen beschreibt die Wellenfunk-
tion. Sie wird fu¨r die Referenzebene und das Objekt von den zeitunabha¨ngi-
gen komplexen Amplituden
ψ
Ref
=
√
pARef · e
j2pidRef
λ
ψ
Obj
=
√
pAObj · e
j2pidObj
λ
repra¨sentiert, bei der pA die optische Intensita¨t (Leistungsdichte, optische
Strahlungsleistung pro Fla¨che) ist. Der Abstand zwischen der Achse des vom
Laser ausgesandten Lichtstrahls und der Referenzebene (Spiegel) ist die be-
kannte Gro¨ße dRef . dObj ist der Abstand zwischen dem Objekt und dem am
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Spiegel reflektierten Lichtstrahl. Durch Superposition der beiden komplexen
Amplituden entsteht die Interferenzgleichung
pA = pARef + pAObj + 2
√
pARef · pAObj cos
(
2pi · 2 · (dObj − dRef)
λ
)
[9].
Es existieren eine Reihe von Verfahren, die die Phasenverschiebung der Wel-
lenfronten auswerten und daraus die Entfernung des Objekts mit einer hohen
Genauigkeit fu¨r vorwiegend kleine Distanzbereiche bestimmen [8].
Die Bezeichnung Time-of-Flight meint die Flugzeit τ , die das Licht fu¨r den
Signalweg Lichtquelle-Objekt-Detektor beno¨tigt.
τ =
Signalweg = 2 · d
c
(2)
Mit der konstanten Lichtgeschwindigkeit c ≈ 30 cm
ns
und unter Beru¨cksichti-
gung der doppelten Entfernung 2 ·d (Lichtquelle-Objekt + Objekt-Detektor)
la¨sst sich die tatsa¨chliche Entfernung d zwischen Objekt und Detektor mit
der Time-of-Flight-Entfernungsgleichung
d =
c
2
· τ (3)
bestimmen. Lichtquelle und Detektor arbeiten synchron. Um die Flugzeit
des Lichts τ zu bestimmen, werden unterschiedliche Messprinzipien ange-
wandt, die die Ausfu¨hrung der Lichtquellen und des Detektors beeinflusst
haben. Da die Lichtquellen modulierte Lichtsignale aussenden sollen, kom-
men oft Lasermodule zum Einsatz, die jetzt preiswert mit den geforderten
Strahlungsleistungen, Modulationsfrequenzen und Pulsformen zur Verfu¨gung
stehen.
Der Einsatz von pulsmoduliertem Licht ermo¨glicht zwei Ansa¨tze:
1. Eine einfache Variante besteht darin, die Zeitdifferenz τ zwischen einem
ausgesandten und empfangenen Laserpuls zu messen [10]. Als Zeitmess-
gera¨t werden schnelle Oszilloskope eingesetzt, die mit einer hohen Ab-
tastrate arbeiten. Gro¨ße und Kosten dieser Systemkomponente lassen
keinen Einsatz im industriellen Bereich zu. Leading-Edge-Diskrimina-
toren ersetzen das teure Abtastgera¨t [11]. Da die Pulsform keine idealen
Signalformen annehmen kann und die Amplitudenho¨he am Sensor von
der Abstrahlung in den Raum abha¨ngt, ist es schwierig, ein geeigne-
tes Detektionsniveau zu definieren. Außerdem sind sehr kurze Pulse
mit hohen Leistungsdichten no¨tig, die die Augensicherheit nicht mehr
gewa¨hrleisten ko¨nnten.
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2. Eine zweite Variante lo¨st das oben genannte Problem. Ein speziell ent-
wickelter integrierender Active-Pixel -Sensor (2 × 32 Pixel) setzt die
Pulsleistung (Strahlungsleistung) innerhalb eines Integrationsfensters
in einen Spannungsabtastwert um. Dabei ist es mo¨glich, mehrere Laser-
pulse zu akkumulieren, um mit kleinen Strahlungsleistungen des Lasers
die Szene zu bestrahlen oder schlecht reflektierende Objekte zu erfas-
sen. Die angewandte CDS-Technik unterdru¨ckt ausreichend das sonst
oft sto¨rende Hintergrundlicht [3]. Aus Spannungsabtastwerten, die aus
der Integration eines Laserpulses in einem Integrationsfenster stammen,
bestimmt der MDSI-Berechnungsalgorithmus unabha¨ngig von der am
Sensor bestehenden Bestrahlungssta¨rke den Entfernungswert [12]. Die
signaltheoretischen Zusammenha¨nge in Bezug auf die Auswerteverfah-
ren fu¨hren zu Korrekturmo¨glichkeiten nichtlinearer Effekte und erwei-
terten Messbereichen, siehe Kapitel 4.7.3 und [13]. Mit einer gro¨ßeren
Pixelzahl 4×64 und kleineren photoempfindlichen Fla¨chen verbesserte
sich das Auflo¨sungsvermo¨gen des Sensors entscheidend [7].
Ju¨ngste Vero¨ffentlichungen zeigen, wie die obigen Signalprozesse und
Auswerteverfahren mit reduzierten Schaltungsapplikationen umgesetzt
werden ko¨nnen [14], [15]. Das Time-of-Flight-Messprinzip gewinnt im
Pulsbetrieb zunehmend an Bedeutung.
Die Bestimmung der Laufzeit mit Hilfe modulierter CW-Laser ermo¨glicht die
Anwendung der Korrelation. Die Korrelationsfunktion bilden hier zeitkonti-
nuierliche Signalfolgen des CW-Lasers und des Demodulators. Dazu wurden
in den letzten Jahren optische Empfa¨nger in CMOS-Technologie entwickelt,
die die Funktion der Strahlungsdetektion und der Signalmischung u¨berneh-
men. Das Photoelectronic Mixing Device (PMD) [16] und das Lock-In Pixel
[17] realisieren das gleiche Grundprinzip und unterscheiden sich lediglich im
Aufbau.
Die daraus entwickelten Entfernungsmessverfahren verarbeiten die Phasen-
differenz ∆φ zwischen dem mit der Modulationsfrequenz ft,mod meist sinus-
fo¨rmigen modulierten ausgesandten und empfangenen Lasersignal.
d =
c
2
· τ = c
2
· ∆φ
2pift,mod
Durch einen Mischprozess und eine anschließende Integration am Konden-
sator entsteht eine Kreuzkorrelationsfunktion (KKF) aus dem empfangenen
modulierten Lasersignal und dem mit der selben Modulatiosfrequenz erzeug-
ten Signalprozess im Demodulator (PMD, Lock-In Pixel). Beide Empfa¨nger
1.3 Gliederung der Arbeit 9
tasten die cosinusfo¨rmige KKF ab und errechnen aus den Abtastwerten die
Phasendifferenz.
Bildsensoren der CMOS-Technologie (Active Pixel, PMD und Lock-In Pixel)
erscheinen derzeit als zukunftsweisend, weil sie kostengu¨nstig und stromspa-
rend sind, 2D-Bilder liefern und dadurch die zuvor aufgefu¨hrten Anforde-
rungen im Automobilbereich bzw. fu¨r automatisierte Portale, Abschnitt 1.1,
erfu¨llen.
1.3 Gliederung der Arbeit
Das Entfernungsmesssystem 3D-CMOS-Kamera ist der Untersuchungsgegen-
stand der vorliegenden Arbeit. Die Kamera gliedert sich in einen optischen
und elektrischen Signalpfad. Es werden Teilsysteme mit ihren Signalverar-
beitungsprozessen analysiert und modelliert.
Das Kapitel 1 nennt die Beweggru¨nde, die zur Entwicklung der 3D-CMOS-
Kamera fu¨hrten. Es werden die Projektmitglieder des MISSY-Projekts vor-
gestellt und angestrebte Anwendungen des Kamerasystems aufgefu¨hrt. Es
werden die wesentlichen Entfernungsmessverfahren und der technologische
Entwicklungsstand von Bildsensoren erla¨utert.
Das Kapitel 2 fu¨hrt grundlegende Definitionen und Beschreibungsformen
von Signalen und Systemen auf. Eine vereinheitlichte Symbolik und wesent-
liche Erla¨uterungen schaffen die Voraussetzung fu¨r eine pra¨gnante Beschrei-
bung des Kamerasystems.
Mit dem Kapitel 3 erfolgt eine detailierte Beschreibung der wesentlichen
Bauelemente und Baugruppen der Kamera. Dabei stehen der Aufbau, die
Funktion sowie wichtige Einflussfaktoren und Besonderheiten im Vorder-
grund.
Das Kapitel 4 pra¨zisiert im Abschnitt 4.1 den Aufbau und die Wirkungs-
weise sowie das Entfernungsmessprinzip der 3D-CMOS-Kamera und erla¨utert
den konkreten Aufbau und die Funktionsweise mit einem elektrischen Block-
schaltbild, Abb. 31. Es werden Bilder der Kameraplatine, des CMOS-Bildsen-
sors und eine schematische Darstellung des Pixel-Arrays gezeigt (Abb. 30).
Es findet eine Gliederung des Messsystems in einen optischen und elektri-
schen Signalpfad statt (Abb. 32).
Der Abschnitt 4.2 beschreibt ausgewa¨hlte Voruntersuchungen zur Bestim-
mung von Versta¨rkungsfaktoren fu¨r Baugruppen der Kameraplatine. Außer-
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dem wird auf den Signalverlauf EL,real(t) des 30ns-Laserpulses und die nor-
mierte Pixelspannung UPixel(τn)
UPixle,max
fu¨r eine 30ns Integrationszeit eingegangen.
Als Ursache kommen die nichtidealen Signalverla¨ufe des Laserpulses und ein
Zusammenhang zu mo¨glichen Diffusionsstro¨men in Betracht.
Der Abschnitt 4.3 beschreibt den Leistungsumsatz zwischen Lasermodul und
Sensor. Es wird die Bildentstehung auf dem Sensor und die Bilddiskretisie-
rung durch die Pixelandordnung des Sensors mit Signalfunktionen darge-
stellt. Ihre Auswirkungen auf das digitalisierte Bild gibt eine Diskussion der
Bildspektren wieder.
Der Abschnitt 4.4 erla¨utert das Funktionsprinzip des Pixelschaltkreises durch
den zeitlichen Verlauf der Licht- und Steuersignale des Pixelschaltkreises,
Abb 44. Signalfunktionen modellieren den Integrationsvorgang, die Sample-
and-Hold-Stufe sowie die CDS-Stufe. Die in den Voruntersuchungen gewon-
nenen Versta¨rkungsfaktoren realisieren einen vereinfachten Signalpfad der
Symmetriestufe und des ADUs und schließen mit der Quantisierungsspan-
nung ab.
Im Abschnitt 4.5 wird ein deterministisches Signalmodell fu¨r ideale und reale
Signalfunktionen aufgestellt. Dabei wird das Integrationsfenster w˜Int,ideal(t)
theoretisch abgeleitet und messtechnisch bestimmt. Es erfolgt eine messtech-
nische Besta¨tigung des deterministischen Signalmodells.
Der Abschnitt 4.6 bescha¨ftigt sich mit den wesentlichen Rauschprozessen
im Kamerasystem. Es kommen hier die aufgestellten Rauschmodelle aus
dem Kapitel 3 zur Anwendung. Die statistischen Schwankungen der Quan-
tisierungsspannung UQu in Bezug auf ihren Mittelwert µUQu,n,Est belegen
messtechnisch erfasste funktionale Zusammenha¨nge zwischen der gescha¨tz-
ten Standardabweichung und dem gescha¨tzten Mittelwert der Quantsierungs-
spannung sowie das gescha¨tzte Signal-Rauschverha¨ltnis.
Der Abschnitt 4.7 beschreibt allgemein das MDSI-Auswerteverfahren in sei-
nen Grundzu¨gen und geht dabei auf die analoge Integration ein. Es wird die
MDSI-Entfernungsgleichung mit dem deterministischen Signalmodell aus Ab-
schnitt 4.5 abgeleitet. Der Quantisierungsspannungquotient
U1,Qu
U2,Qu
bestimmt
die Entfernung. Es zeigen sich Unterschiede zwischen dem idealen und rea-
len Verlauf des Quantisierungsspannungsquotienten, die sich auf die rea-
len Signalverla¨ufe zuru¨ckfu¨hren lassen. Die Modifikation des Signalprozesses
ermo¨glicht einen erweiterten Verlauf des realen Quantisierungsspannungs-
quotienten, wodurch sich der Messbereich vergro¨ßert.
Das Kapitel 5 fasst das Wesentliche der Arbeit zusammen. Dabei wird
auf neue Erkenntnisse, Teilaspekte und ihre Bedeutung eingegangen. Es wer-
den parallel entstandene Neuerungen angesprochen und zuku¨nftige Entwick-
lungsmo¨glichkeiten dargestellt.
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2 Grundlagen
Signale beinhalten Informationen und sind an physikalische Tra¨ger gebun-
den. Im optischen Teil der Kamera tritt als physikalischer Tra¨ger z.B. die
Bestrahlungssta¨rke, im elektrischen Teil der Strom bzw. die Spannung auf.
Die Kamera wandelt optische Bilder in digitalisierte Bilder um.
Um die 3D-CMOS-Kamera als System pra¨zise zu differenzieren und mathe-
matisch zu modellieren, werden in diesem Kapitel das elektrische LTI- und
das optische LSI-System in ihren Grundzu¨gen dargestellt. Ihre Eingangs-
und Ausgangsgro¨ßen sind Signale bzw. Bilder. Wichtige Signalarten und ih-
re Konstruktionsvorschrift werden im Anschluss beschrieben.
2.1 Signale
2.1.1 Elementarsignale
Ein Signal ist meistens aus Elementarsignalen aufgebaut. Die Darstellung ei-
nes solchen Aufbauelementes kann durch einen geschlossenen Ausdruck dar-
gestellt werden, so dass die Elementarsignale einen determinierten Charakter
besitzen.
Ein oft benutztes Elementarsignal ist der vollsta¨ndig normierte Rechteck-
impuls
rect(ξ) =

1 fu¨r |ξ| < 1
2
1
2
fu¨r |ξ| = 1
2
0 fu¨r |ξ| > 1
2
mit ξ  R.
Durch Dehnen mit T und Verschieben um τ entlang der Abszisse und Stre-
cken an der Ordinate um den dimensionsbehafteten Amplitudenfaktor gˆ
erha¨lt man ein beliebiges rechteckfo¨rmiges Signal einer physikalischen Gro¨ße.
g˜(t− τ) = gˆ · rect
(
t− τ
T
)
= gˆ ·

1 fu¨r
∣∣ t−τ
T
∣∣ < 1
2
1
2
fu¨r
∣∣ t−τ
T
∣∣ = 1
2
0 fu¨r
∣∣ t−τ
T
∣∣ > 1
2
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(a) Normierter Rechteckimpuls






g˜(t− τ)
gˆ
gˆ
2
t
T
τ
(b) Um τ verschobenes und um T gedehntes
Rechtecksignal mit der Amplitude gˆ
Abbildung 5: Rechteckimpuls und -signal
Die Faltung des um T gedehnten Rechtecksignals mit sich selbst erzeugt das
Dreiecksignal triangle
(
t
T
)
mit der Amplitude T [18]. Die Faltungsoperation
wird bei der Beschreibung von Systemen im Abschnitt 2.2.1 na¨her erla¨utert.
rect
(
t
T
)
∗ rect
(
t
T
)
= T · triangle
(
t
T
)
= T ·

1− −t
T
fu¨r −T ≤ t ≤ 0
1− t
T
fu¨r 0 ≤ t ≤ T
0 fu¨r T > |t|
triangle
(
t
T
)
t
1
−T T
Abbildung 6: Dreiecksignal triangle
(
t
T
)
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δ(ξ − ξ0)
ξ0 ξ
(a) Verschobene
Dirac-Distribution
comb
(
ξ−ξ0
∆ξ
)
∆ξ
ξ0 ξ
(b) Um ξ0 verschobene und mit ∆ξ gedehnte
Kammdistribution
Abbildung 7: Dirac-Distribution und Kammdistribution
Ein weiteres wichtiges Elementarsignal der Signal- und Bildverarbeitung ist
die Dirac-Distribution bzw. der Dirac-Impuls.
∞∫
−∞
δ(ξ) dξ = 1
Eine wesentliche Eigenschaft des Dirac-Impulses ist seine Ausblendeigen-
schaft. Sie ist von großer Bedeutung und kann wie folgt dargestellt werden.
Ausgehend von der Rechteckfunktion kann mit dem Parameter a die Ho¨he 1
a
und die Breite a eines schmalen Rechtecksignals δa(ξ) gesteuert werden:
δa(ξ) =

1
a
fu¨r |ξ| < a
2
1
2a
fu¨r |ξ| = a
2
0 fu¨r |ξ| > a
2
Das Ergebnis des nachstehenden Grenzwertes ergibt den Funktionswert von
g an der Stelle ξ = 0, wodurch die Ausblendeigenschaft von δa(ξ) deutlich
wird.
lim
a→0
∞∫
−∞
δa(ξ) · g(ξ) dξ = g(ξ = 0).
DerDirac-Impuls δ(ξ) stellt eine Konstruktionsvorschrift fu¨r eine Abbildung
der vollsta¨ndig normierten Funktion g(ξ) in die Menge R bzw. allgemeiner
in die Menge C dar.
g (ξ0) =
∞∫
−∞
g(ξ) · δ(ξ − ξ0) dξ  R
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Setzt sich der Dirac-Impuls periodisch fort, entsteht die Kammdistribution
comb
(
ξ
∆ξ
)
= comb (ξ · fS,ξ) =
∞∑
n=−∞
δ (ξ − ξn) mit ξn = n ·∆ξ
Der praktische Gebrauch der Dirac-Distribution setzt voraus, dass es sich
dabei um dimensionsbehaftete physikalische Gro¨ßen handelt. Ist z.B. δ(U) ein
Spannungsimpuls mit der Impulsla¨nge T und der physikalischen Einheit V,
so gilt
∞∫
−∞
δ(U)(t) dt = A
(U ·T )
Impuls
mit der Impulsfla¨che A
(U ·T )
Impuls in Vs. Aus der physikalischen Einheit des Span-
nungsimpulses und der Impulsfla¨che ergibt sich fu¨r das Beispiel der nachste-
hende Zusammenhang:
δ(U)(t) = A
(U ·T )
Impuls · δ(t) mit
δ(U)(t) = 1V A
(U ·T )
Impuls = 1Vs δ(t) =
1
s
2.1.2 Abgetastete Signale
Funktionen physikalischer Gro¨ßen treten in der Technik oft mit einer konti-
nuierlichen unabha¨ngigen Variablen ξ auf. Durch die Entwicklung der Rechen-
technik stehen mit Computerprogrammen Werkzeuge zur Verfu¨gung, die ver-
schiedene diskrete Signale miteinander verrechnen und darstellen ko¨nnen.
Um die Werkzeuge der digitalen Signalverarbeitung nutzen zu ko¨nnen, mu¨ssen
die kontinuierlichen Funktionen in diskrete u¨berfu¨hrt werden. Z.B. kann eine
Folge von Abtastwerten
{· · · , g((n− 1)∆ξ), g(n∆ξ), g((n+ 1)∆ξ), · · · } (4)
durch die Aufnahme mit einem Oszilloskop generiert werden. Sie besteht aus
der Zuordnung zwischen Funktionswerten und der diskreten unabha¨ngigen
Variablen ξn = n∆ξ. Der Abstand zwischen den Gliedern ist mit ∆ξ konstant.
Aus ihm resultiert die Sample-Frequenz (Abtastfrequenz).
fS,ξ =
1
∆ξ
(5)
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Das mathematische Modell des idealen Abtasters aus Gl. 6 nutzt die Aus-
blendeigenschaft des Dirac-Impulses. Es generiert fu¨r die Stelle ξn der Funk-
tion g(ξ) den Abtastwert
g(ξn = n ·∆ξ) =
∞∫
−∞
g(ξ) · δ(ξ − n ·∆ξ) dξ. (6)
2.1.3 Signaloperationen
Dieser Abschnitt gibt nur eine Auswahl von den in der Literatur ausfu¨hrlich
beschriebenen Operationen auf Signale [19] wieder. Signaloperationen, die in
dieser Arbeit Verwendung finden, sind hier noch einmal definiert.
Eine oft benutzte Signaloperation ist die Verschiebung eines Signals auf der
Zeitachse (Translation), wie es die Abb. 5 fu¨r das nach rechts zeitverschobene
Rechtecksignal darstellt. Hier wurde das Rechtecksignal g˜(t) mit dem Ver-
schiebungsoperator D(... ){. . . } um τ auf der Abszisse nach rechts verschoben.
D−τ {g˜(t)} = g˜(t− τ) (7)
Bei der bestimmten Integration des Signals g˜1(ξ) im Integrationsbereich von
[ξ1; ξ2] entsteht das neue Signal g˜2(ξ). Folgt eine dimensionsbehaftete Stamm-
funktion, die sich in ihrer physikalischen Einheit von der zu integrierenden
Funktion g˜1(ξ) unterscheidet, erlangt das neue Signal eine andere physika-
lische Bedeutung.
g˜2(ξ1, ξ2) =
ξ2∫
ξ1
g˜1(ξ) dξ (8)
Erha¨lt das Argument einer Signalfunktion ein negatives Vorzeichen (−ξ), so
spiegelt sich die Signalfunktion an der Ordinatenachse.
g∗(ξ) = g(−ξ)
Durch Anwenden des Verschiebungsoperators D−ζ mit der Verschiebung −ζ
auf die gespiegelte Signalfunktion g∗(ξ) entsteht die auf der Abszisse nach
rechts verschobene gespiegelte Signalfunktion, siehe auch Abb. 8.
D−ζ {g∗(ξ)} = g∗ (ξ − ζ) = g (−(ξ − ζ)) = g (ζ − ξ)
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0 ζ ξ
1
g(ξ) = ε(ξ) · e
−ξ
ξ1g(−ξ) g(−(ξ − ζ))
Abbildung 8: Gefaltetes Signal g(−ξ) und gefaltetes und
um ζ verschobenes Signal g(−(ξ − ζ))
g(ξ) = ε(ξ) · e−
ξ
ξ1 mit der Sprungfunktion ε(ξ) =

1 fu¨r ξ > 0
1
2
fu¨r ξ = 0
0 fu¨r ξ < 0
Das zu integrierende Signalprodukt g1(ξ)·g2(ζ−ξ) fu¨hrt auf das Faltungspro-
dukt g1(ζ)∗g2(ζ), das unter anderem bei der Beschreibung von LTI-Systemen
zur Anwendung kommt.
g1(ζ) ∗ g2(ζ) =
∫
ζ
g1(ξ) · g2(ζ − ξ) dξ = g3(ζ)
2.1.4 Fourier-Transformationsgleichungen
Die Fourier-Transformation ist eine bedeutende Integraltransformation, die
eine Funktion aus dem Originalbereich g(t) einer Funktion im Bildbereich
G(ft) zuordnet. Im Bildbereich entstehen einfache mathematische Ausdru¨cke,
wie z.B bei der Transformation des Faltungsprodukts.
g(t) = g1(t) ∗ g2(t) d t G(ft) = G1(ft) ·G2(ft)
Fu¨r die Hin- und Ru¨cktransformation einer nichtperiodischen, betragsinte-
grierbaren Zeitfunktion g(t) gelten die aufgefu¨hrten Integrale:
G(ft) =
∞∫
−∞
g(t)e−j2pifttdt g(t) =
∞∫
−∞
G(ft)e
j2pifttdft
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Wird die kausale zeitkontinuierliche Funktion g(t) zu den Zeiten n · TSample
abgetastet, erha¨lt man die zugeho¨rige Abtastwertefolge gS(n ·TSample) = gn
mit n=[0;N ]. Ihre Fourier-Transformation lautet:
GS(ft) =
N∑
n=0
gn · e−j2piftnTSample.
Das Spektrum GS(ft) setzt sich aufgrund der Periodizita¨t der e-Funktion
auch periodisch fort. Der Exponent der e-Funktion liefert mit ft,S =
1
TSample
die Abtastfrequenz und ist identisch mit der Wiederholfrequenz des Spek-
trums.
Mit der Beziehung z = ej2piftTSample wird die abgetastete Funktion in die
komplexen Z-Ebene transformiert.
G(z) =
N∑
n=0
gn · z−n
Mit fS abgetastete Signale g˜(t) oder Bildsignale zeigen ein periodisch fortge-
setztes Spektrum. Sind die Zeit- bzw. Ortsfunktionen mit fc bandbegrenzt,
so muss mit Blick auf eine Signal- bzw- Bildrekonstruktion das Abtasttheo-
rem eingehalten werden, um das U¨berlagern von Spektralanteilen (Aliasing)
zu vermeiden.
fc ≤ 2 · fS
In der Bildverarbeitung beschreiben Objekt-Funktionen mit zwei Ortsvaria-
blen {x, y}  R Bilder. Die zugeho¨rigen zweidimensionalen Transformations-
gleichungen heißen:
O(fx, fy) =
∞∫
−∞
O(x, y)e−j2pi(xfx+yfy)dxdy (9)
O(x, y) =
∞∫
−∞
O(fx, fy)e
j2pi(xfx+yfy)dfxdfy (10)
Eine wichtige Transformation aus dem Orts- in den Frequenzbereich ist die
Fourier-Transformation des um lx gedehnten Rechteckimpulses:
O(x, y) =
{
rect
(
x
lx
)
fu¨r alle x
1 fu¨r alle y
d t
sin(pi lx fx)
pi lx fx
· δ(fy) = si(lx fx) · δ(fy)
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und der Kammdistribution:
comb
(
x
lx
)
fu¨r alle x
1 fu¨r alle y
}
d t comb(lx fx) · δ(fy)
2.1.5 Signalenergie und -leistung
Signale mit endlicher Signalenergie WSignal < ∞ heißen Energiesignale und
sind zeitbegrenzte Funktionen oder Funktionen deren Pegel abklingt bis sie
praktisch nicht mehr detektiert werden ko¨nnen (transiente Signale).
WSignal =
∞∫
−∞
g2(t) dt <∞ (11)
Periodischen oder zeitlich unbegrenzten Signalen kann keine endliche Signal-
energie zugeordnet werden. Sie werden durch die mittlere Energie pro Zeit-
einheit (mittlere Leistung) charakterisiert.
PSignal = lim
T→∞
1
2 · T
T∫
−T
g2(t) dt (12)
Signale mit der endlichen Signalleistung 0 ≤ PSignal ≤ ∞ heißen Leistungs-
signale.
Das Effektivwertquadrat einer periodischen zeitkontinuierlichen Funktion g∼(t)
mit der Periodendauer T berechnet sich mit
g2∼(t) =
1
T
∫
T
g2∼(t) dt [20]. (13)
2.1.6 Stochastische Signale
Signale, deren zeitlicher Verlauf durch Bildungsgesetze nicht angebbar sind,
heißen nicht deterministische oder stochastische (zufa¨llige) Signale. So verur-
sacht z.B. das thermische Rauschen an den Klemmen eines ohmschen Wider-
standes einen zufa¨lligen Spannungsverlauf, siehe Abb. 9.
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Abbildung 9: Zufa¨lliger Prozess eines rauschenden ohmschen
Widerstandes R
Die zufa¨llige Vera¨nderliche Ut nimmt eine zufa¨llige Spannung u zur Zeit t mit
der Wahrscheinlichkeit P(Ut < u) an. Die Verteilung der Wahrscheinlichkeit,
mit der Ut < u eintritt, beschreibt die Verteilungsfunktion FUt(u) der Zufalls-
variablen. Die Integration der (Wahrscheinlichkeits-) Dichtefunktion fUt(ξ)
ergibt die Verteilungsfunktion.
FUt(u) = P(Ut < u) =
u∫
−∞
fUt(ξ) dξ
Eine besondere Bedeutung besitzt die Gauss- oder Normalverteilung einer
zufa¨lligen Vera¨nderlichen. Die normalverteilte zufa¨llige Vera¨nderliche Ut, die
durch das thermische Rauschen an den a¨ußeren Klemmen eines Widerstandes
auftritt, besitzt die Dichtefunktion
fUt(u) =
1√
2piσU
e
− 1
2
(u−µU )
2
σ2
U .
Die beiden Parameter Mittelwert µU und Standardabweichung σU charak-
terisieren die Lage und Form der Verteilungsfunktion bzw. der Dichtefunk-
tion zum Zeitpunkt t = t1. In Abb.10 sind die Parameter der Verteilungs-
und Dichtefunktion einer normalverteilten zufa¨lligen Vera¨nderlichen Ut1 zum
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fUt1 (u)
1
σU
√
2pi
u
µU + σUµU − σU
µU
(a) Dichtefunktion
FUt1 (u)
1
U1 uµU
P(Ut1 < U1)
(b) Verteilungsfunktion
Abbildung 10: Normalverteilung der zufa¨lligen Vera¨nderli-
chen Ut1 zum Zeitpunkt t1
Zeitpunkt t1 dargestellt. P(Ut1 < U1) ist die Wahrscheinlichkeit, mit der eine
zufa¨llige Spannung u zum Zeitpunkt t1 auftritt, die kleiner als U1 ist.
In Abb. 9(b) schließt ein Schalter den Stromkreis fu¨r die Zeit TOn. Das
thermische Rauschen des Widerstandes generiert ein Spannungssignal, bei
dem sich die Spannung als Zeitfunktion verha¨lt, jedoch jeder Spannungswert
zufa¨llig entsteht. Wird erneut der Schalter geschlossen, so entsteht aufgrund
des Zufallscharakters der zufa¨lligen Vera¨nderlichen Ut zu jeder Zeit t ein an-
derer zeitlicher Verlauf der Spannung U(t).
Zur Beschreibung der zeitlich aufeinanderfolgenden zufa¨lligen Spannungser-
eignisse eignet sich als mathematisches Modell des zufa¨lligen Prozesses. Die
Zeitfunktion U(t) aus Abb. 9(a) ist eine Musterfunktion (Realisierung) des
zufa¨lligen Prozesses. Ihn kennzeichnen der Erwartungswert E{Ut} der zufa¨lli-
gen Vera¨nderlichen sowie der Erwartungswert E{Ut1 · Ut2} aus dem Produkt
von zwei zufa¨lligen Vera¨nderlichen , die zu den Zeitpunkten t1 und t2 be-
trachtet werden. Letzteres bezeichnet die Autokorrelationsfunktion (AKF).
E{Ut} =
∞∫
−∞
u fUt(u) du
E{Ut1 · Ut2} =
∞∫
−∞
∞∫
−∞
u1 · u2fUt(u1, t1, u2, t2)du1du2 = sU(t1, t2)
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Ein zufa¨lliger Prozess heißt stationa¨rer oder im weiteren Sinn stationa¨rer
Prozess, wenn er wa¨hrend der Zeit t seinen Erwartungswert E{Ut} nicht
a¨ndert, seine AKF sU(t1, t2) nur von einer Zeitdifferenz (t2 − t1) abha¨ngt
und sein quadratischer Mittelwert E{U2t} endlich ist.
• E{Ut} = konst.
• sU(t1, t2) = sU(t2 − t1)
• E{U2t} ≤ ∞
Schra¨nkt man den zufa¨lligen Prozess weiter ein und betrachtet den ergo-
disch stationa¨ren Prozess, so liefert dies die Voraussetzung, aus einer Muster-
funktion U(t) die Parameter eines Zufallsprozesses zu bestimmen, weil der
zeitliche Mittelwert der Musterfunktion mit dem des gesamten Prozesses
u¨bereinstimmt, siehe auch das zufa¨llige Spannungssignal aus Abb. 9(a).
Fu¨r ergodisch stationa¨re Prozesse vereinfachen sich die Momente des Prozes-
ses, so dass sie auch messtechnisch leicht zu ermitteln sind. Nachfolgend sind
die wesentlichen Momente, die einen ergodisch stationa¨ren Prozess charakte-
risieren, aufgefu¨hrt:
• Erwartungswert von Ut (arithmetischer Mittelwert)
E{Ut} =
∞∫
−∞
u fUt(u) du = lim
T→∞
1
T
T/2∫
−T/2
U(t)dt = µU
• Erwartungswert von U2t (quadratischer Mittelwert)
E{U2t} =
∞∫
−∞
u2 fUt(u) du = lim
T→∞
1
T
T/2∫
−T/2
U2(t)dt = u2
• Erwartungswert von (Ut − E{Ut})2 (Varianz)
E{(Ut − E{Ut})2} =
∞∫
−∞
(u− E{Ut})2fUt(u, t)du
= lim
T→∞
1
T
T/2∫
−T/2
(U(t)− µU)2dt = σ2U
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Die Varianz E{(Ut − E{Ut})2} = σ2U ergibt sich aus der Differenz der zuvor
dargestellten Erwartungswerten.
E{U2t} − (E{Ut})2 = u2 − µ2U
E{Ut1 · Ut2=t1} − (E{Ut1})2 = sU(t2 − t1 = 0)− µ2U
Aus der Varianz (Dispersion) la¨sst sich die Standardabweichung
σU =
√
σ2U =
√
u2 − µ2U
bestimmen.
Ein besonderer Fall liegt vor, wenn die AKF u¨berall stetig und absolut inte-
grierbar ist. In diesem Fall gilt der folgende Zusammenhang zwischen dem
Leistungsdichtespektrum SU(2piftt) und der AKF.
sU(t2 − t1) =
∞∫
−∞
SU(2piftt) · ej2pift(t2−t1)dft
Weil fu¨r den stationa¨ren bzw. schwach stationa¨ren Prozess die Zeitdifferenz
t2 − t1 = 0 gilt, vereinfacht sich die obige Beziehung weiter.
sU(t2 − t1 = 0) =
∞∫
−∞
SU(2piftt)dft = u
2 (14)
Unter bestimmten Voraussetzungen ist die Leistungsdichte am Ausgang von
Systemen messtechnisch leicht zuga¨nglich. In dieser Arbeit wird auf Rausch-
modelle von elektronischen Bauelementen, die auf dem Leistungsdichtespek-
trum basieren, zuru¨ckgegriffen.
Die statistische Verteilung der zufa¨lligen Vera¨nderlichen Ut beschreiben die
Parameter Mittelwert und Standardabweichung entsprechend der Dichte-
funktion. Sind Spannungswerte u¨ber einen hinreichend langen Zeitraum nor-
malverteilt, so ko¨nnen fu¨r das Auftreten eines Spannungswertes in dem Span-
nungsintervall |Ut − µU | < σU Wahrscheinlichkeiten angegeben werden.
P(|Ut − µU | < 1 · σU) = 0, 6827
P(|Ut − µU | < 2 · σU) = 0, 9545
P(|Ut − µU | < 3 · σU) = 0, 9973
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Fu¨r die Musterfunktion der zufa¨lligen Spannung eines rauschenden ohmschen
Widerstandes in Abb. 9(a) und die Dichtefunktion aus Abb. 10(a) ist ein
Spannungsintervall durch unterbrochene Linien abgegrenzt, in dem ein Span-
nungsereignis mit der Wahrscheinlichkeit von P = 0, 6827 auftritt.
Die Ergodizita¨t eines stationa¨ren Prozesses la¨sst es zu, aus der Musterfunk-
tion die verschiedenen Momente (arithmetischer Mittelwert, quadratischer
Mittelwert, Varianz) zu bestimmen. Es wurden die entsprechenden Glei-
chungen fu¨r werte- und zeitkontinuierliche Spannungsfunktionen angefu¨hrt.
Auf Grund des Zufallscharakters entfa¨llt eine deterministische Beschreibung,
so dass die Integrale praktisch kaum zum Einsatz kommen.
Die Aufnahme von geordneten Wertepaaren (tn, Un) gibt die Musterfunk-
tionen zeitdiskret wieder. Aus einer genu¨gend hohen Anzahl N von Werte-
paaren (Stichprobenumfang) lassen sich die oben hergeleiteten Parameter
der Dichtefunktion bzw. die Momente des ergodisch (schwach) stationa¨ren
Prozess scha¨tzen (Estimate).
• gescha¨tzter arithmetischer Mittelwert
µU,Est =
1
N
N∑
n=1
Un (15)
• gescha¨tzte (empirische) Varianz
σ2U,Est =
1
N − 1
N∑
n=1
(Un − µU,Est)2 (16)
• gescha¨tzte (empirische) Standardabweichung
σU,Est =
√
σ2U,Est =
√√√√ 1
N − 1
N∑
n=1
(Un − µU,Est)2 (17)
[20].
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Betrachtet werden die einzelnen Spannungsereignisse Un aus einem unendlich
großen Stichprobenumfang N → ∞. Sie unterliegen einer statistischen Ver-
teilung mit dem arithmetischen Mittelwert µU und der Standardabweichung
σU .
Es wird aus der Menge der einzelnen Spannungsereignisse N Mal ein endli-
cher Stichprobenumfang entnommen und jeweils der n’te arithmetische Mit-
telwert µU,Est,n gescha¨tzt. Die gescha¨tzten arithmetischen Mittelwerte bilden
eine Verteilung, die durch einen neuen Mittelwert
µµU,Est,n =
1
N
·
N∑
n=1
µU,Est,n (18)
und die Standardabweichung σµU,Est,n charakterisiert ist. Bei N gescha¨tzten
arithmetische Mittelwerten ergibt sich eine Standardabweichung der Mittel-
werte, die um 1√
N
kleiner als die aus der statistischen Verteilung einzelner
Spannungsereignisse ist.
σµU,Est,n =
1√
N
· σU [21] (19)
Das Signal-Rauschverha¨ltnis (SNR=Signal to Noise Ratio) gibt die Qualita¨t
eines vom Rauschen (Noise) u¨berlagerten Nutzsignals (deterministischen Sig-
nals) wieder. Es wird das Verha¨ltnis der mittleren Signalleistung PSignal zur
Rauschleisung PNoise definiert und im zehnfachen logarithmische Maßstab in
der Einheit dB dargestellt.
SNR = 10 · log10
(
PSignal
PNoise
)
(20)
Die Momentanleistung P (t), die ein ohmscher Widerstand R umsetzt, er-
rechnet sich aus dem Momentanspannungs- bzw. Momentanstromquadrat.
P (t) =
1
R
· u2(t) = R · i2(t)
Der quadratische Mittelwert z.B. eines Spannungssignals u2 und seine Vari-
anz σ2U verhalten sich bezogen auf den Widerstand R proportional zur mitt-
leren Signalleistung PSignal und der Rauschleistung PNoise. Durch Einsetzen
in Gl. 20 resultiert das
SNRU = 10 · log10
(
u2
σ2U
)
. (21)
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2.2 Systeme
2.2.1 Elektrisches LTI-System
Die Faltungsoperation beschreibt das Verhalten linearer zeitinvarianter Sys-
teme (engl.: Linear Time Invariant System, LTI-System ) und wird durch
das Faltungsintegral ausgedru¨ckt.
gOut(t) =
∫
t
gIn(t
′) · h(t− t′) dt′ = gIn(t) ∗ h(t) (22)
Die Faltungsoperation verknu¨pft die Impulsantwort eines LTI-Systems h(t)
mit dem Eingangssignal gIn(t) zum Ausgangssignal gOut(t).
gIn(t) h(t) gOut(t)
Abbildung 11: LTI-System mit Impulsantwort h(t)
Die Impulsantwort beschreibt das LTI-System vollsta¨ndig. Sie ist die Reak-
tion des Systems auf den Dirac-Impuls δ(t). Die Ausblendeigenschaft des
Dirac-Impulses ist die Ursache dafu¨r, dass am Ausgang des Systems die
Impulsantwort h(t) erscheint, wenn das LTI-System mit δ(t) erregt wird.
Diese wichtige Eigenschaft ist mit weiteren Regeln der Faltungsoperation
zusammengefasst:
gOut(t) = h(t) ∗ δ(t) = h(t) Ausblendeigenschaft
g1 ∗ g2 = g2 ∗ g1 Kommutativgesetz
(g1 ∗ g2) ∗ g3 = g1 ∗ (g2 ∗ g3) Assoziativgesetz
(g1 + g2) ∗ g3 = (g1 ∗ g3) + (g2 ∗ g3) Distributivgesetz
Die linearen zeitinvarianten Systeme nehmen eine besondere Stellung unter
den technischen Systemen ein, da sie eine einfache Transformationsgleichung
besitzen und sehr viele Systeme dieser Systemklasse angeho¨ren [22]. Ihre
wesentlichen Eigenschaften sind:
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Linearita¨t:
Jede Linearkombination von Eingangssignalen fu¨hrt zu der
entsprechenden Linearkombination von Ausgangssignalen.
(gˆIn,1 · gIn,1(t) + gˆIn,2 · gIn,2(t)) ∗ h(t) =
gˆIn,1 · gOut,1(t) + gˆIn,2 · gOut,2(t)
Zeitinvarianz:
Die Form des Ausgangssignals a¨ndert sich nicht bei einer
zeitlichen Verschiebung des Eingangssignals.
gIn(t− t0) ∗ h(t) = gOut(t− t0)
Kausalita¨t:
Ein System ist kausal, wenn das Ausgangssignal nicht vor
Beginn des Eingangssignals erscheint. Fu¨r quellenfreie LTI-
Systeme existiert eine Impulsantwort mit der Eigenschaft
h(t) = 0 fu¨r t < 0.
Um das zufa¨llige Signal g(t) am LTI-System zu u¨bertragen, beschra¨nkt man
sich auf die eines stationa¨ren Prozesses und nutzt ihre Autokorrelationsfunk-
tion sg(τ). Ist die AKF u¨berall stetig und integrierbar ko¨nnen die Trans-
formationsgleichungen nach Fourier angewandt werden, um das Leistungs-
dichtespektrum S(ft) zu berechnen.
Sg(ft)
t d sg(t2 − t1) = sg(τ)
H(ft) t d h(t)
|H(ft)|2 = H(j2pift) ·H(−j2pift)
Fu¨r LTI-Systeme gilt, dass das Betragsquadrat der komplexen U¨bertragungs-
funktionH(ft) das Eingangsleistungsdichtespektrum SgIn(ft) in das Ausgans-
leistungsdichtespektrum SgOut(ft) abbildet.
SgOut(ft) = |H(ft)|2 · SgIn(ft)
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SgIn(ft) |H(ft)|2 SgOut(ft)
Abbildung 12: Eingangs- und Ausgangsleistungsdichtespek-
trum eines LTI-Systems mit dem Betrags-
quadrat der U¨bertragungsfunktion |Hft)|2
2.2.2 Optisches LSI-System
Unter dem optischen Linear Spatially Invariant System (LSI-Systeme) wird
ein rauminvariantes optisches System verstanden, welches durch die Pulse
Spread Function (PSF) rPSF (x, y) charakterisiert wird. Die Pulse Spread
Function ist das Analogon zur Impulsantwort eines LSI-Systems. Die sehr
ha¨ufig auftretende Kreisapertur liefert als PSF das Betragsquadrat derAiry-
Funktion, siehe Abb. 17. Das LSI-System bildet die Strahlungsverteilung in-
koha¨renter Strahlungsquellen aus dem Gegenstandsraum als Objektfunktion
O(x, y) in die Bildebene als Bildfunktion I(x, y) ab.
I(x, y) = O(x, y) ∗ rPSF (x, y) (23)
I(fx, fy) = O(fx, fy) · rPSF (fx, fy) (24)
Das Spektrum rPSF (fx, fy) der PSF wandelt multiplikativ das Spektrum
O(fx, fy) der Objektfunktion in das Spektrum der Bildfunktion I(fx, fy) der
Bildebene um und ist als Optische U¨bertragungsfunktion OTF definiert, wel-
che sich aus der Modulationstransferfunktion MTF und der Phasenu¨bertra-
gungsfunktion PTF zusammensetzt.
rPSF (fx, fy) = OTF (fx, fy) =MTF (fx, fy) · e−jPTF (fx,fy)
Folgen mehrere optische Systeme aufeinander, so ko¨nnen die MTF - und
PTF -Funktionen dieser Teilsysteme zusammengefasst werden [23].
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OTF1 OTFn OTFN
O(fx, fy) I1(fx, fy)
In−1(fx, fy) In(fx, fy)
IN−1(fx, fy) IN(fx, fy)
Abbildung 13: Seriell angeordnete LSI-Teilsysteme
MTF (fx, fy) =
N∏
n=1
MTFn PTF (fx, fy) =
N∑
n=1
PTFn
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2.2.3 Optisches Abtast-System
Als Optisches Abtast-System wird hier ganz allgemein eine Anordnung (engl.:
Array) von Pixeln (engl.: Picture Elements) verstanden, die eine zweidimen-
sionale Bildfunktion I(x, y) digitalisiert, siehe Abb. 14. Der Pixelzwischen-
raum wird zur vereinfachten Darstellung vernachla¨ssigt. Die Pixelanordnung
stellt einen idealen Sensor dar, der die Bildfunktion I(x, y) in eine abgetastete
Bildfunktion IS(x, y) wandelt.
Um einen Bildpunkt zu generieren, wandelt das Pixel die Strahlungsvertei-
lung I(x, y) des Bildes u¨ber der Pixelfla¨che APixel = lx · ly in einen mittleren
Signalwert um.
IPixel =
1
APixel
∫∫
APixel
I(x, y) · dxdy (25)
Der gemittelte Signalwert ist dem Abtastpunkt (x, y) zugeordnet. Die Pixel-
geometrie beschreibt die zweidimensionale Pixelaperturfunktion rPixel(x, y),
siehe auch Abb. 41 und Gl. 63. Die Variablenm,n entsprechen der betrachte-
ten Zeile und der Pixelnummer in der Zeile des Sensors. Fu¨r den Abtastpunkt
PS(xm = m · lx, yn = n · ly) kann die abgetastete Bildfunktion
IS(x, y, xm, yn) =
1
APixel
(I(x, y) ∗ rPixel(x, y)) · δ(x− xm) · δ(y − yn) (26)
u¨ber dem Pixel (m,n) angegeben werden. Fu¨r den optischen Abtastprozesses
gilt nach [23, Seite 86 ff] fu¨r die Dirac-Distributionen im Ortsbereich
δ(x− xm) · δ(y − yn) =

1 fu¨r x = xm, y = yn
0 fu¨r x 6= xm, y 6= yn
Weil das Pixel u¨ber die Pixelfla¨che mittelt (engl.: Averaging) und gleichzeitig
in der Bildebene abtastet (engl.: Sampling), entspricht der gesamte Vorgang
dem Averaging Sampling [23].
Fu¨r ein Pixel ergibt sich das folgende Spektrum:
IS(fx, fy, xm, yn) =
1
APixel
· (I(fx, fy) · rPixel(fx, fy)) · e−j2pi(fx·xm+fy·yn).
(27)
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x
xm = lx ·m
y
yn = ly · n
Array
Window
Sensor (rot umrandet)
Pixel (m,n) (orange)
Abtastpunkt PS(xm, yn)
Bildfunktion I(x, y) (violett)
lx
ly
Abbildung 14: Regelma¨ßige Pixelanordnung des Sensors mit
Abtastpunkt und Bildfunktion
Ein uneingeschra¨nktes ideales Abtasten (Sampling) in x- und y-Richtung
realisiert die Abtastfunktion
rSample(x, y) = comb(x · fS,x) · comb(y · fS,y)
=
∞∑
m=−∞
∞∑
n=−∞
δ(x− xm) · δ(y − yn)
mit den Abtastfrequenzen
fS,x =
1
|xm − xm−1| =
1
lx
fS,y =
1
|yn − yn−1| =
1
ly
.
Unter Beru¨cksichtigung des Averaging Sampling nach [23] beschreibt das
Signalprodukt rPixel(x, y) · rSample(x, y) einen theoretisch unendlich ausge-
dehnten Bildsensor. Die Pixelaperturfunktion rPixel(x, y) tastet in der x-y-
Ebene das Bild I(x, y) periodisch ab. Fu¨r die sich ins Unendliche ausbreitende
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Bildfunktion kann eine durch Averaging Sampling abgetastete Bildfunktion
IS(x, y) mit ihrem Ortsfrequenzspektrum IS(fx, fy) angegeben werden.
IS(x, y) =
1
APixel
· (I(x, y) ∗ rPixel(x, y)) ·
(comb(x · fS,x) · comb(y · fS,y)) (28)
IS(fx, fy) =
1
APixel
· (I(fx, fy) · rPixel(fx, fy)) ∗(
comb
(
fx
fS,x
)
· comb
(
fy
fS,y
))
(29)
Die Faltung im Ortsbereich I(x, y) ∗ rPixel(x, y) und die Mulitplikation im
Ortsfrequenzbereich I(fx, fy) · rPixel(fx, fy) zeigen, dass die Pixelgeometrie
einem LSI-System entspricht.
Aus technischen Gru¨nden ist die Anzahl der Pixel begrenzt, so dass nur eine
endliche Anzahl an Abtastwerten entsteht. Da die Bildfunktion theoretisch
unendlich weit ausgedehnt sein kann, schneidet die Pixelanordnung bzw. der
Sensor das Bild aus. Das Extrahieren eines Bildausschnitts durch ein Fenster
(Window) entspricht der Multiplikation mit der Fensterfunktion rWindow(x, y)
und wird als Windowing bezeichnet [24].
IW (x, y) = I(x, y) · rWindow(x, y) (30)
IW (fx, fy) = I(fx, fy) ∗ rWindow(fx, fy) (31)
In der Literatur findet ha¨ufig der Begriff Fensterfunktion (engl.: Window
Function) fu¨r rWindow(x, y) Verwendung. In der Praxis wird die Pixelan-
ordnung oft mit Array bezeichnet, so dass der Begriff der Array-Funktion
rArray(x, y) auftritt. Beide Bezeichnungen entsprechen jedoch einander.
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3 Bauelemente und -gruppen der Kamera
Dieses Kapitel beschreibt die Funktion und die Eigenschaften von Sensor-
optik, der PD, des MOS-Transistors und des ADUs gerichtet, weil sie die
wesentlichen Bauelemente bzw. Baugruppen des Kamerasystems sind.
Fu¨r die Sensoroptik wurde ein Standardobjektiv verwandt, welches die Sze-
ne auf den Bildsensor abbildet. Sie kann zu einer Linse mit Aperturblende
vereinfacht werden [25].
Der Bildsensor der 3D-CMOS-Kamera besteht aus elektronischen Bauele-
menten (MOS-Transistoren, Dioden, Kondensatoren und Widersta¨nde), die
in einem Standard-CMOS-Prozess gefertigt werden.
Eine besondere Bedeutung haben die pn-Photodiode (PD) und der MOS-
Transistor, weil sie in der CMOS-Technologie oft zum Einsatz kommen. Im
Pixelschaltkreis des Sensors wird eine PD als elektro-optischer Wandler ver-
wendet. Die Buffer und die CDS-Stufe sind signalverarbeitende Baugruppen,
in denen der MOS-Transistor als das Hauptbauelement auftritt. Den Ab-
schluss in der Signalkette bildet der Analog-Digitalumsetzer (ADU), der die
analogen Spannungssignale fu¨r die digitale Weiterverarbeitung aufbereitet.
3.1 Die Sensoroptik
3.1.1 Objektivabbildung
Eine Linse wirkt als Objektiv, wenn sich das Objekt (Gegenstand) im Ab-
stand d (Gegenstandsweite) zum Hauptpunkt H außerhalb der doppelten
Brennweite d ≥ 2f ′ befindet. Es entsteht ein verkleinertes, umgekehrtes, re-
elles Bild zwischen einfacher und doppelter bildseitiger Brennweite f ′, siehe
Abb. 15.
1
f ′
=
1
d′
− 1
d
(32)
Der Abbildungsmaßstab γ ist das Verha¨ltnis zwischen der Bildweite d′ und
der Gegenstandsweite d. Unendlich weit entfernte Objekte bildet das Objek-
tiv im Brennpunkt der Bildseite d′ = f ′ scharf ab.
γ =
f ′
d
(33)
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optische Achse
DEP
2x
y
z
x′
y′
f
f’O
b
je
k
t
Bild
d d’
H H’
Abbildung 15: Bildkonstruktion mit Hilfe der Hauptebenen
H,H ′ und der Brennpunkten f, f ′ mit f = f ′
Aperturblenden begrenzen das einfallende Strahlenbu¨ndel und bilden die Ein-
trittspupille (EP). Sie vermindert die Strahlungsleistung und vera¨ndert den
Scha¨rfentiefebereich. Befindet sich die Blende hinter der abbildenden Ein-
richtung, so wird ein Bild der meist kreisfo¨rmigen Blendengeometrie mit dem
Durchmesser dieser Eintrittspupille DEP in den Objekt- bzw. Gegenstands-
raum projiziert.
Das Verha¨ltnis zwischen Brennweite f ′ und Durchmesser dieser Eintritts-
pupille gibt die Blendenzahl k# an. Sie ist zugleich ein Maß fu¨r die Gro¨ße
des Strahlenbu¨ndels [25].
k# =
f ′
DEP
(34)
3.1.2 Scha¨rfentiefe
Die oben beschriebene Objektivabbildung nach Gl. 32 ordnet jeder Gegen-
standsweite eindeutig eine Bildweite zu. Die von Objekten bzw. Gegensta¨nden
eingenommenen Raumpunkte sind entlang der optischen Achse verteilt.
Fu¨r den Fall, dass sich die Bildebene in einem konstanten Abstand zur Linse
befindet und streng genommen nur eine Gegenstandsweite zur scharfen Ab-
bildung fu¨hrt, werden davor und dahinter liegende Gegenstandspunkte als
Unscha¨rfekreise abgebildet, siehe auch Abb. 16.
Außerhalb des Distanzbereichs [dvorn; dhinten] entstehen Unscha¨rfefeldkreis
mit dem Durchmesser Dunscharf . Nimmt das Auge die Bilder noch als scharf
wahr, so heißt der Distanzbereich Scha¨rfentiefe [25].
SF = [dvorn; dhinten] fu¨r (0 ≤ Dunscharf ≤ Dunscharf,max)
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Abbildung 16: Scha¨rfentiefe
3.1.3 Beugung an der Aperturblende
Neben der oben beschriebenen optischen Abbildung treten noch weitere Pha¨-
nomene auf, die aus dem Wellencharakter des Lichts resultieren. So beugt die
Aperturo¨ffnung des optischen Systems eine einfallende ebene Wellenfront an
der kreisfo¨rmigen O¨ffnung. Auf der Bildebene trifft die Wellenfront mit einer
vera¨nderten Amplitude auf. Die verschiedenen Teile der Wellenfront u¨berla-
gern sich hinter der Aperturo¨ffnung und erzeugen ein Interferenzmuster.
Das Bild I(x′, y′) einer in der Entfernung d liegenden Punktquelle, das nach
der Sammellinse entsteht, ist deshalb ein Beugungsbild. Bei einer kreisfo¨rmi-
gen O¨ffnung der Gro¨ße DEP treten Beugungsscheiben auf, die stetig zwi-
schen hellen (Maxima) und dunklen Ringen (Minima) abwechseln. Dieses
Beugungsmuster heißt Airy-Muster, deren Querschnitt Abb. 17 zeigt [26].
Aus der o¨rtlichen Verteilung der Intensita¨t des Beugungsbildes in der Bild-
ebene resultiert eine Auflo¨sungsgrenze fu¨r die Kamera.
Die auf die Systemkenngro¨ßen, Blendenzahl und Wellenvektor bezogene nor-
mierte erste Nullstelle der Airy-Funktion x′0 charakterisiert die Auflo¨sungs-
grenze quantitativ.
|x′0| = 3, 83 · 2 ·
k#
kx
(35)
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Abbildung 17: Normierte Airy-Funktion entlang der x’-
Achse (Bildseite) fu¨r y′ = 0
Die Abb. 17 und die Gl. 35 gelten bei x′  d′ fu¨r eine entlang der optischen
Achse einfallende ebene Welle. Der Betrag des Wellenvektors reduziert sich
so auf seine x-Komponente.
kx =
2pi
λ
Die Beugungseffekte vermindern die Modulation M (Kontrast des Bildes).
Die Modulation bestimmt sich aus dem Minimum und Maximum z.B. der
Strahlungsleistung oder der Bestrahlungssta¨rke. Nach Abb. 18 ergibt sich
fu¨r die Modulation des Bildes I(x′, y′ = 0) nach
M =
Imax − Imin
Imax + Imin
MBild =
I0
∆I
.
Das Verha¨ltnis zwischen der Modulation des Bildes MBild und der des Ori-
ginals (Gegenstand, Objekt) MOriginal als Funktion der Ortsfrequenz ist die
Modulationsu¨bertragungsfunktion
MTF =
MBild
MOriginal
[27].
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I(x′)
x′
∆I
Imax
Imin
I(x′) = I0 sin(2pifxx′) + ∆I
Abbildung 18: Beispiel der Bildfunktion I(x′, y′=0)
3.2 Die Photodiode
Bei optischen Strahlungsempfa¨ngern spielen Eigenschaften wie eine hohe
Empfindlichkeit und geringes Rauschen eine große Rolle. Die Analyse der
PD hat zum Ziel, ein Ersatzschaltbild der PD zu erstellen, in welchem die
dominanten Signal- und Rauschquellen sowie ihre Impedanz enthalten sind.
Ihr Wirkprinzip basiert auf dem inneren Photoeffekt. Ist die Photonenenergie
WPhoton des einfallenden Lichtstroms gro¨ßer als der Bandabstand im Halb-
leiter ∆W , so werden die Lichtquanten absorbiert und Elektron-Loch-Paare
generiert, siehe Abb. 19. Diese tragen im Stromkreis zum Photodiodenstrom
IPD bei.
p n
a u s g e d e h n t e
R L Z
WPhoton = h · ν ≥ ∆W
UPD
−IPD
Anode Kathode
Abbildung 19: Elektron-Loch-Paar-Generation einer in
Sperrrichtung betriebenen Photodiode
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3.2.1 Kennlinie der Photodiode
Das elektrische Verhalten der Photodiode beschreibt das Kennlinienfeld in
Abb. 20. Die beiden wesentlichen Betriebsarten ha¨ngen von der Vorspannung
der Photodiode ab. Mit UPD ≥ 0 arbeitet der pn-U¨bergang im Durchlass-
betrieb. Liegt eine negative Vorspannung UPD ≤ 0 an, arbeitet der pn-U¨ber-
gang im Sperrbetrieb.
IPD
IPD UPD
UPDIS0
IPh
Φˆ
Φˆ0 = 0
UPD ≤ 0 : Photodiodenbetrieb UPD ≥ 0 : Durchlassbetrieb
Abbildung 20: Kennlinie der Photodiode
Den Diodenstrom ohne Bestrahlung bestimmt
IPD = IS0
(
e
“
UPD
U
T
”
− 1
)
mit UT =
kT
e−
.
Fu¨r große Sperrspannungen UPD  0 a¨ndert sich der in Sperrrichtung flie-
ßende Strom nur noch wenig und es gilt IPD ≈ −IS0 .
Die negativ vorgespannte Photodiode bildet eine Raumladungszone (RLZ)
aus. Treffen Photonen mit der Strahlungsleistung Φˆ auf den Bereich der
RLZ, absorbiert sie der Halbleiter und Elektron-Loch-Paare werden gene-
riert. Die Sperrspannung erzeugt eine Feldsta¨rke in der RLZ. Das elektrische
Feld beschleunigt die Ladungstra¨ger entsprechend ihrer elektrischen Polung
in Richtung der Kathode bzw. Anode, so dass ein Photostrom IPh fließt. Der
Gesamtstrom der Photodiode betra¨gt demnach
IPD = IS0
(
e
“
UPD
UT
”
− 1
)
− IPh.
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Das Verha¨ltnis aus Photostrom und Strahlungsleistung IPh
Φˆ
bzw. Photostrom
und Bestrahlungssta¨rke und PD-Fla¨che IPh
Eˆ·APD ist die PD-Empfindlichkeit
SPD =
IPh
Φˆ
=
IPh
Eˆ · APD
=
η · e−
h · ν . (36)
Der Photostrom addiert sich zum Sperrstrom der Photodiode und verha¨lt
sich nach Gl. 36 proportional zur Strahlungsleistung. Im Stromkreis einer
negativ vorgespannten bestrahlten Photodiode (UPD  0) fließt ein negativer
Didodenstrom
IPD ≈ −IS0 −
η · e−
h · ν Φˆ.
Da der Sperrstrom auch ohne Bestrahlung der Photodiode auftritt, tra¨gt er
bei der Photodiode oft auch die Bezeichnung Dunkelstrom IDark.
Der Proportionalita¨tsfaktor SPD =
η·e−
h·ν ist wellenla¨ngenabha¨ngig, da sich
einmal die Lichtfrequenz ν im Nenner der Empfindlichkeit befindet und die-
se u¨ber c = λ · ν mit der Wellenla¨nge verknu¨pft ist. Eine weitere wellen-
la¨ngenabha¨ngige Gro¨ße stellt im Za¨hler der Empfindlichkeit der Quanten-
wirkungsgrad η(λ) dar. Der Quotient aus je Zeiteinheit erzeugten mittleren
Anzahl an elektrischen Ladungstra¨gern µNq zur mittleren Anzahl der pro
Zeiteinheit einfallenden Photonen µNPhoton(λ) definiert
η(λ) =
µNq
µNPhoton(λ)
≤ 1. (37)
Die mittlere Anzahl an einfallenden Photonen errechnet sich aus der op-
tischen Energie des Lichts WLicht bezogen auf die Energie eines Photons
WPhoton.
µNPhoton(λ) =
WLicht
WPhoton(λ)
=
T∫
0
∫
APD
EˆDepth(λ, dDepth) dAdt
h · ν (38)
A¨ndert sich die Bestrahlungssta¨rke in der Photodiode EˆDepth(λ), so a¨ndert
sich auch µNPhoton(λ). Die exponentielle Abnahme der Bestrahlungssta¨rke
beschreibt Gl. 39 nach [28].
EˆDepth(λ, dDepth) = EˆSurface · e−(β(λ)·dDepth) (39)
An der PD-Oberfla¨che tritt die maximale Bestrahlungssta¨rke EˆSurface auf.
Mit zunehmendem Abstand von der PD-Oberfla¨che dDepth sinkt die Bestrah-
lungssta¨rke exponentiell, Gl. 39. Damit ist eine geringere mittlere Anzahl
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Abbildung 21: Absorptionskoeffizient von Silizium als Funk-
tion der Wellenla¨nge
an Photonen µNPhoton(λ) verbunden, Gl. 38. Wenn weniger Photonen in den
Halbleiter vordringen, nimmt auch die Generation von Elektron-Loch-Paaren
im Abstand zur Halbleiteroberfla¨che dDepth ab.
In Abha¨ngigkeit von der Wellenla¨nge versta¨rkt der Absorptionskoeffizient
β(λ) im Exponenten die exponentielle Abnahme. Der Absorptionskoeffizient
ist material- und wellenla¨ngenabha¨ngig, siehe Abb. 21. Da β(λ) mit stei-
gender Wellenla¨nge kleinere Werte annimmt, erzeugt langwelliges Licht in
tieferen Regionen des Halbleiters mehr Ladungstra¨ger als kurzwelliges Licht.
Die erzeugten Ladungstra¨ger in der RLZ beschleunigt das elektrische Feld
entsprechend ihrer elektrischen Ladung in Richtung der Diodenkontakte.
Werden die Photonen dagegen außerhalb der RLZ absorbiert, diffundieren
die Elektronen bzw. Lo¨cher regellos mit einer wesentlich kleineren Diffusions-
geschwindigkeit. Entweder sie rekombinieren, bevor sie die RLZ erreichen und
tragen so nicht zum Photostrom bei, oder sie gelangen bis in die RLZ, bevor
sie rekombinieren und erho¨hen den Photostrom.
3.2.2 Kapazita¨t der Raumladungszone
Die RLZ verha¨lt sich gegenu¨ber dem Ladungsfluss aus der Spannungsquelle
wie eine Sperrschicht. Die A¨nderung der Sperrschichtladung QPD in Ab-
ha¨ngigkeit von der Sperrspannung (UPD < 0) stellt nach C =
dQ
dU
eine Sperr-
schichtkapazita¨t CPD dar. Sie a¨ndert sich mit der Sperrspannung , wie Gl. 40
zeigt, wobei Vbi das Build-In Potenzial ist.
CPD =
CPD,UPD=0√
1− UPD
Vbi
(40)
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Die in Sperrrichtung betriebenen PDen erho¨hen die Driftgeschwindigkeit der
Ladungstra¨ger in der RLZ. Mit zunehmender Breite der RLZ sinkt ihre Sperr-
schichtkapazita¨t und verbessert dadurch die Bandbegrenzung der PD. Außer-
dem entsteht ein vergro¨ßertes photosensitives Gebiet, in dem mehr Photonen
aufgenommen werden ko¨nnen.
3.2.3 Rauschprozesse der Photodiode
Die Metallkontakte und das p- bzw n-Gebiet rufen einen Serienwiderstand
RS hervor. Sein entsprechender mittlerer quadratischer Rauschstrom betra¨gt
i2th,RS =
4kT
RS
·∆ft,
wobei ∆ft die Rauschbandbreite ist. Er kann gegenu¨ber der endlichen Leit-
fa¨higkeit der Raumladungszone 1
RPD
vernachla¨ssigt werden.
Der ohmsche Widerstand der RLZ rauscht aufgrund der thermischen Eigen-
bewegung der freien Ladungstra¨ger. Theoretisch ist dieser Rauschprozess mit
einer konstanten Rauschleistungsdichte verbunden (Weißes Rauschen) und
fu¨hrt auf den mittleren quadratischen thermischen Rauschstrom
i2th,RPD =
4kT
RPD
·∆ft. (41)
RPD bildet zusammen mit der Sperrschichtkapazita¨t ein RC-Netzwerk. Gene-
riert ein Widerstand R den Rauschstrom
√
i2th,RPD , so entsteht eine Rausch-
spannung
√
u2kTC an einer zugeschalteten Kapazita¨t. Dabei bestimmen nur
noch die Kapazita¨t und die Temperatur die Rauschspannung, siehe auch An-
hang C.1.
u2kTC =
kT
C
(42)
Die zeitlich nacheinander eintreffenden Photonen unterliegen der Poissonver-
teilung. Sie stellen einen Rauschprozess dar, der mit Photon Noise bezeichnet
wird. Die Generation der Elektron-Loch-Paare besitzt ebenfalls Zufallscha-
rakter, Photoelectron Noise. Diese beiden Rauschquellen sind die Ursache
fu¨r das statistische Verhalten des Photostroms. Da bei den poissonverteil-
ten einfallenden Photonen ihre mittlere Anzahl gleich ihrer quadratischen
Standardabweichung ist σ2NPhoton = µNPhoton, nimmt das Rauschen des Pho-
tostroms mit seinem Mittelwert zu.
i2Ph = 2 e
− IPh∆ft
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Abbildung 22: Ersatzschaltbild einer negativ vorgespannten
Photodiode mit Signal- und Rauschquellen
Bis jetzt wurde nur der Photostrom betrachtet, der durch eine Signalquelle
erzeugt wird. In der Umwelt existieren weitere Strahler, die zwar keine Signal-
information senden, jedoch sta¨ndig als Hintergrundlicht vorhanden sind. Es
resultiert ein Hintergrundstrom IBack. Der Dunkelstrom IDark besitzt eben-
falls einen Rauschbeitrag, dem eine Poissonverteilung zu Grunde liegt.
i2Dark = 2 e
− IDark∆ft
In der Summe fu¨hren die drei Rauschstro¨me auf das Schrotrauschen (engl.:
Shot Noise) in der Schottky-Gleichung.
i2Shot = 2 e
− (IPh + IDark + IBack)∆ft (43)
Aus den ermittelten Signal- und Rauschquellen nach [9] kann ein Ersatz-
schaltbild, wie es Abb. 22 zeigt, angegeben werden.
Aus dem obigen Netzwerk ergibt sich der gesamte (totale) quadrierte Effek-
tivwert i2PD,Tot des Photodiodenrauschstroms mit
i2PD,Tot = i2Shot + i2th,PD ·
(
RPD
RPD +RS
)2
+ i2th,S ·
(
RS
RPD +RS
)2
(44)
=
(
2 e− (IPh + IDark + IBack) +
4kT
RPD +RS
)
∆ft. (45)
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Abbildung 23: Querschnitt durch einen MOS n-Kanal
Enhancement-Transistor
3.3 Der MOS-Transistor
Das Funktionsprinzip des Metall-Oxid-Silizium-Feldeffekttransistors (MOS-
Transistor, MOS-FET) beruht auf dem Feldeffekt. Abb. 23 zeigt den Schnitt
durch einen n-Kanal Enhancement-Transistor (Anreicherungstyp) mit orien-
tierten Spannungen und das a¨quivalente Schaltzeichen. Dem Metallkontakt
des Gates folgt eine Siliziumoxidschicht. Unter ihr liegt das p-dotierte Sili-
ziumsubstrat. Die n-dotierten Gebiete des Substrats befinden sich unter der
Gate- und Drain-Elektrode. Besteht ein Potenzialunterschied UDS, so fließt
bei UGS = 0 praktisch kein Strom, da die n
+− p− n+-Struktur immer einen
pn-U¨bergang in Sperrrichtung besitzt. Wenn am Gate gegenu¨ber der Mas-
se ein genu¨gend positives Potenzial anliegt, influenzieren Elektronen an der
Halbleiteroberfla¨che und bilden zwischen Drain und Source einen n-leitenden
Kanal. Je gro¨ßer die Gate-Source-Spannung ist, um so gro¨ßer ist der Drain-
Strom ID im Kanal.
Aus der Schichtenfolge, den Ladungstra¨gern im Kanal und dem Funktions-
prinzip leitet sich die Bezeichnung MOS n-Kanal Enhancement-Transistor
ab. Beim MOS-Transistor handelt es sich um ein spannungsgesteuertes Bau-
element [29].
Dieser Abschnitt fu¨hrt nur die wichtigen Arbeitsbereiche oder das fu¨r spa¨tere
Berechnungen notwendige Rauschverhalten des MOS-Transistors auf, da eine
vollsta¨ndige Abhandlung fu¨r dieses Bauelement zu umfangreich wa¨re.
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Abbildung 24: Kennlinien eines n-Kanal Enhancement-Transistor
3.3.1 Kennlinien des MOS-Transistors
Transistoren arbeiten ha¨ufig als Versta¨rker oder im Schalterbetrieb. Die fu¨r
diese Anwendungen in Frage kommenden Arbeitsbereiche werden im Folgen-
den erla¨utert. In Abb. 24 sind die klassischen Strom-Spannungs-Kennlinien
des n-Kanal Enhancement-Transistor dargestellt. Fu¨r p-Kanal Transistoren
gelten die komplementa¨re Dotierung im Substrat und die umgekehrten Span-
nungsrichtungen.
Fu¨r UGS ≥ UDS + Ut bildet sich ein leitender Kanal aus, bei dem die Gate-
Source-Spannung die Ho¨he des Drain-Stroms steuert, Triodenbereich. Die
Versta¨rkung bestimmt das Weiten-La¨ngen-Verha¨ltnis des Kanals W
L
.
ID =
K ′
2
· W
L
· (2(UGS − Ut)UDS − U2DS)
Die Schwellspannung (Threshold Voltage) Ut ist die Spannung, die mindes-
tens am Gate anliegen muss, damit wenigstens am Source eine Elektronenla-
dung entsteht. Die Konstante K ′ setzt sich aus der Elektronenbeweglichkeit
µe− und der fla¨chenbezogenen Gate-Kapazita¨t COx zusammen. Die Kapazita¨t
COx bestimmen die Dielektrizita¨tszahl εOx und die Oxidschichtdicke tOx.
K ′ = µe− · COx = µe
− · εOx
tOx
Unter Zunahme von UDS a¨ndert sich bei UGS = konst. der Strom nur noch we-
nig. Der Kanal wird am Drain-Ende abgeschnu¨rt, Pinch-off-Bereich. Erho¨ht
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Abbildung 25: Prinzipschaltbilder des MOS-FETs als Schalter
und Widerstand ROn/Off
sich dagegen UGS zusammen mit UDS steigt auch der Drain-Strom ID weiter
an. Dieser Effekt ist auf die Kanalla¨ngenverku¨rzung zuru¨ckzufu¨hren, bei der
sich die Kanalla¨nge L auf
LEff = L− LPinch−Off,D
verku¨rzt. LPinch−Off,D ist der Abstand zwischen dem Abschnu¨rpunkt und
Drain. Er umfasst eine Verarmungschicht am Drain, der die Kanalla¨ngenmo-
dulation bestimmt. Der Parameter K ′′ ist eine lineare Funktion der effektiven
Kanalla¨nge [30].
ID =
K ′
2
· W
L
· (UGS − Ut)2 · (1 +K ′′UDS)︸ ︷︷ ︸
Kanalla¨ngenmodulation
(46)
Die Transferkennlinie in Abb. 24(b) zeigt den funktionalen Zusammenhang
zwischen dem Drain-Strom und der Gate-Source-Spannung, der fu¨r die Span-
nung UGS ≤ 0 verschwindet. Weiterfu¨hrende Betrachtungen aus [29] ergeben,
dass sich auch bei UGS < 0 ein schwach leitender Kanal an der Oberfla¨che
ausbildet, Weak Inversion. Fu¨r UDS ≥ 0 kann der Drain-Strom mit einer
e-Funktion approximiert werden.
ID = IˆD · e
“
UGS−Ut
N UT
”
·
(
1− e−
“
UDS
UT
”)
≈ IˆD · e
“
UGS−UT
N UT
”
Arbeitet der MOS-Transistor als Schalter, so fließt im eingeschalteten Zu-
stand On der Drain-Strom ID,On. Durch die hohe Leitfa¨higkeit bildet sich
eine Drain-Source-Spannung UDS,On, die ungefa¨hr UGS − Ut entspricht. Der
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Arbeitspunkt APOn befindet sich demnach im Triodenbereich des Ausgangs-
kennlinenfeldes der Abb. 24(a). Fu¨r den eingeschalteten Zustand des MOS-
Transistors berechnet sich aus dem fließenden Drain-Strom ID,On und der am
Kanal abfallenden Drain-Source-Spannung UDS,On der Widerstand
ROn =
UDS,On
ID,On
=
1
K ′
· L
W
· 1
UGS − Ut .
Im ausgeschalteten Zustand Off fu¨hrt der Transistor einen verschwindend
geringen Drain-Strom ID,Off . U¨ber dem hochohmigen Kanal stellt sich ei-
ne Drain-Source-Spannung UDS,Off ein, die gro¨ßer als die im eingeschalteten
Zustand ist. Der Arbeitspunkt APOff befindet sich im Sa¨ttigungsbereich,
siehe auch Ausgangskennlinefeldes in der Abb. 24(a). Der Schalttransistor
entspricht nach seiner Strom-Spannungsrelation einem hochohmigen Wider-
stand ROff .
3.3.2 Rauschverhalten des MOS-Transistors
In der Literatur sind viele sehr detaillierte Rauschmodelle fu¨r MOS-FETs
vero¨ffentlicht. Aus ihnen wurden einige wichtige ausgewa¨hlt und dargestellt.
Den Abschluss der Recherche bildet die eingangsbezogene Rauschspannung
und ein Ersatzschaltbild des Bauelements, das fu¨r eine spa¨tere Schaltungs-
analyse herangezogen wird.
Die wesentlichen Rauschprozesse im MOS-FET sind das thermische Rau-
schen und das 1
ft
-Rauschen. Den prinzipiellen Verlauf ihrer Stromrauschleis-
tungsdichten gibt das Diagramm der Abb. 26 wieder.
Temperatureinflu¨sse verursachen im Kanal eine Ladungstra¨gerfluktuation,
die den Drain-Strom mit thermischem Rauschen belegt, [31] und [32]. Die
kapazitive Kopplung zwischen Kanal und Gate u¨bertra¨gt diese statistischen
Schwankungen des Kanalstroms auf die Gate-Elektrode und la¨sst so den
Drain-Strom versta¨rkt rauschen, induziertes Gate-Rauschen [33]. Der Ur-
sprung des 1
ft
-Rauschens liegt in der hervorgerufenen Leitfa¨higkeit des Halb-
leitermaterials. Es entstehen zwei Modelle, welchen einmal die Fluktuation
der Ladungstra¨ger und zum anderen die Fluktuation der Ladungstra¨gerbe-
weglichkeit zu Grunde liegt [34]. Sowohl das thermische Rauschen als auch
das 1
ft
-Rauschen beru¨cksichtigt das Rauschmodell fu¨r Langkanaltransistoren
fu¨r L ≥ 1, 7µm nach [30] mit der Stromrauschleistungsdichte des Kanals.
SId =
i2d
∆ft
= 4kT
2
3
gm︸ ︷︷ ︸
thermisches Rauschen
+ K
ID
ft︸ ︷︷ ︸
1
ft
−Rauschen
(47)
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Abbildung 26: Stromrauschleistungsdichte eines MOS-FETs mit
der Grenzfrequenz ft,c
Die Steilheit gm bestimmt im Wesentlichen das Weiten-La¨ngen-Verha¨ltnis
des Kanals W
L
und entspricht dem Anstieg der Transferkennlinie.
gm =
∂ID
∂UGS
=
√
2K ′
W
L
ID (48)
Aus den bisherigen Erkenntnissen wird ein Kleinsignalmodell mit Rausch-
quellen zusammengestellt, Abb. 27, das den MOS-FET fu¨r die folgenden
Untersuchungen ausreichend beschreibt. Bisher blieben die Kapazita¨ten un-
erwa¨hnt, die sich zwischen Gate und Source bzw. Drain ausbilden Cgs, Cgd.
Einen weiteren Stromanteil gmb ·ubs liefert die Streuwirkung der Source-Bulk-
Spannung mit der Steilheit gmb =
∂ID
∂UBS
. Der differentielle Kanalleitwert ergibt
sich aus der Definition gds =
∂ID
∂UDS
.
Die ohmschen Widersta¨nde der Gate- und Source-Elektroden verursachen
thermisches Rauschen, was jedoch gegenu¨ber dem rauschenden Kanalstrom√
i2d bei starker Inversion vernachla¨ssigbar ist. Wird ein (schwach) stati-
ona¨rer ergodischer Prozess vorausgesetzt, so kann der quadratische Mittel-
wert des Drain-Stroms aus seiner Rauschleistungsdichte analog zu Gl. 14
ermittelt werden.
i2d =
∆ft∫
0
SId dft (49)
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Abbildung 27: Verku¨rztes Kleinsignalersatzschaltbild des
MOS-FETs mit Signal- und Rauschquelle
3.4 Der Analog-Digitalumsetzer (ADU)
Die Signale der Kameraplatine sind pulscodemodelliert. In PCM-U¨bertra-
gungssystemen gibt ein Analog-Digitalwandler die wertekontinuierliche Puls-
amplitude als Bina¨rcode aus. Der ADU besteht aus einem Quantisierer und
einem Codierer. Seine U¨bertragungsfunktion (Quantisierungskennlinie) ist in
Abb. 28 idealisiert dargestellt [22].
Diese Abbildungsvorschrift bildet den wertekontinuierlichen Spannungswert
UADU in den diskreten Wertebereich UQu ab.
fADU : UDAU → fADU(UADU) = UQu (50)
Die Abbildung ist nicht eindeutig, da Spannungswerte, die in die n’te Quan-
tisierungsstufenbreite fallen UADU,n, dem Quantisierungswert UQu(UADU,n)
zugeordnet werden.
UADU,n =
[(
n− 1
2
) ·∆UADU ; (n+ 12) ·∆UADU]
UQu(UADU,n) = n
Die Anzahl NBit der bina¨ren Stellen am Ausgang des ADUs definiert den
diskreten Wertebereich der Quantisierungsspannung.
UQu =
[
0DN ;
(
2NBit − 1)DN]
UQu(NBit = 12Bit) = [0DN ; 4095DN ]
3.4 Der Analog-Digitalumsetzer (ADU) 47
UQu
DN
UADU,max
UADU
V
n + 1
n
4ADU
∆UADU
n ·∆UADU
(n + 1) ·∆UADU
UADU,n
∼ vADU
Abbildung 28: Quantisierungskennlinie des ADUs
Die Differenz zwischen zwei benachbarten Quantisierungswerten ist die Quan-
tisierungsstufenho¨he.
4ADU = UQu(UADU,(n+1))− UQu(UADU,n)
Das Verha¨ltnis zwischen der Quantisierungsstufenho¨he 4ADU und der Quan-
tisierungsstufenbreite ∆UADU liefert den Konversionsfaktor des ADUs.
vADU =
4ADU
∆UADU
DN
mV
(51)
Die nicht eindeutige Abbildung eines analogen Spannungswertes am Eingang
des ADUs UADU auf einen diskreten Spannungswert UQu ist mit einem Quan-
tisierungsfehler
UQu(UADU,n)
vADU−UADU,n verbunden, der sich als Quantisierungsrauschen
bemerkbar macht.
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Da jeder beliebige Spannungswert in der Quantisierungsstufenbreite ∆UADU
auftreten kann, wird von einer gleichverteilten zufa¨lligen Vera¨nderlichen aus-
gegangen. Die Gleichverteilung der zufa¨lligen Vera¨nderlichen beschreibt die
konstante Wahrscheinlichkeitsdichtefunktion fu¨r die n’te Quantisierungsstu-
fenbreite.
fUt,ADU,n =
1
∆UADU
rect
(
uADU,n
∆UADU
)
Bei einem idealen ADU wird ein stationa¨rer ergodischer Prozess fu¨r das
Quantisierungsrauschen angenommen, weil bei jedem n’ten Quantisierungs-
intervall von der selben Wahrscheinlichkeitsdichtefunktion ausgegangen wer-
den kann.
Das Signal-Rauschverha¨ltnis des ADUs SNRADU trifft eine quantitative Aus-
sage daru¨ber, wie stark sich der Quantisierungsfehler auf das zu quantisieren-
de Spannungssignal UADU auswirkt. Das SNRADU la¨sst sich aus dem Verha¨lt-
nis von Signal- zu Rauschleistung errechnen.
Am Eingang des idealen ADUs tritt ein beliebiger Spannungswert im Bereich
0 ≤ UADU ≤ UADU,max auf, der als Musterfunktion eines ergodisch schwach
stationa¨ren Prozesses aufgefasst werden kann. Fu¨r den maximalen Span-
nungswert UADU,max lassen sich die beiden wichtigen Momente quadratischer
Mittelwert u2ADU,max und Varianz σ
2
UADU
ableiten, siehe auch Anhang C.6.
u2ADU,max =
((2NBit − 1) ·∆UADU)2
12
(52)
σ2UADU =
∆U2ADU
12
(53)
Diese Momente verhalten sich proportional zur Signal- bzw. Rauschleistung
und fu¨hren als Verha¨ltnis auf das SNRADU [22].
Die Anzahl der bina¨ren Stellen am Ausgang des ADUs bestimmen, wie fein
die analoge Eingangsspannung quantisiert wird. Fu¨r den maximalen Mess-
bereich UADU,max = ∆UADU ·
(
2NBit − 1) verringert sich die Quantisierungs-
stufenbreite ∆UADU , wenn die Anzahl der bina¨ren Stellen NBit steigt. Somit
verbessert sich das SNRADU um 6dB, wenn sich die Anzahl der bina¨ren Stel-
len um eine Stelle erho¨ht.
SNRADU(UADU,max) = 10 · log10
(
u2ADU,max
σ2UADU
)
(54)
≈ NBit · 6dB NBit  1 (55)
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4 Die 3D-CMOS-Kamera
4.1 Aufbau und Wirkungsweise
Die Optik, das Laserdiodenmodul und der Bildsensor mit Photodioden und
elektronischem Integrationsfenster bilden die Hauptbestandteile des Entfer-
nungsmesssystems, 3D-CMOS-Kamera, siehe Abb. 29.
Die Laserdiode (LD) bestrahlt die Szene mit einem Laserpuls (LP) des nahen
Infrarotbereichs (≈ 900nm). Die bestrahlte Szenenoberfla¨che AIll reflektiert
den Laserpuls. Durch die Reflektivita¨t der Szene, der diffusen Strahlung in
den Halbraum und der Flugzeit τ trifft ein amplitudenreduzierter und zeit-
verzo¨gerter LP auf die PD und schließlich in dem elektronischen Integrati-
onsfenster ein. LP und Integrationsfenster sind zeitsynchronisiert.
Das Hintergrundlicht stellt einen zusa¨tzlichen Bestrahlungsanteil dar. Das
elektronische Integrationsfenster erfasst beide Bestrahlungsanteile und wan-
delt sie einem Pixel zugeordneten Spannungswert um.
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Abbildung 29: Entfernungsmessprinzip der
3D-CMOS-Kamera
Die signalverarbeitende CDS-Schaltkreisstufe ermo¨glicht ein Akkumulieren
von mehreren LP’en und subtrahiert den Signalanteil des Hintergrundlichts.
Der Auswertealgorithmus ermittelt die Flugzeit τ . Er benutzt eine fu¨r den
Auswertealgorithmus (MDSI, CSI, DCSI) spezifische Anzahl von Einzelmes-
sungen. τ ist dem zuru¨ckgelegten Weg proportional. Aus der Flugzeit kann
u¨ber die konstante Lichtgeschwindigkeit c und den Zusammenhang aus Gl. 2
auf die Distanz d zwischen Ortspunkt der Szene und Bildsensor geschlossen
werden (Messprinzip der Time-of-Flight).
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(b) CMOS-Bildsensor
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(c) Schematische Darstellung des Pixel-Arrays
Abbildung 30: Kameraplatine und CMOS-Bildsensor
Die Optik des Laserdiodenmoduls verteilt das Licht auf die zu erfassende
Szene. Die Sensoroptik bildet diesen Szenenausschnitt auf den Bildsensor ab.
Im Bildsenor sind jeweils zwei Zeilen zu einander versetzt angeordnet [3].
Jede Zeile besteht aus 32 Pixel, so dass der Bildsensor insgesamt 4×32 Pixel
besitzt.
Zeile = {0, . . . , m, . . . , 3}
Pixel = {1, . . . , n, . . . , 32}
Das geordnete Zahlenpaar (m,n) bezeichnet in der Zeile m das Pixel n im
Kamerasystem. Es entsteht ein Netz von Distanzwerten d mit den Knoten-
punkten (m,n) der bestrahlten Szene.
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Abbildung 31: Elektrisches Blockschaltbild der
3D-CMOS-Kamera
Auf der Kameraplatine in Abb. 30(a) befinden sich hauptsa¨chlich der Bild-
sensor, Abb. 30(b), das FPGA, ein Teil der Videoschnittstelle, elektronische
Anpassstufen und Signalumsetzer (ADU, DAU). Ein Personalcomputer (PC)
wertet die Videodaten aus, siehe Abb. 31, [35].
Die Wirkungsweise des Pixelschaltkreises beruht auf dem Prinzip der PD-
Photostromintegration. An jedes Pixel schließt sich ein Pixelschaltkreis an,
der das Integrationsfenster und die CDS-Stufe realisiert. Der Signalprozess
des Pixelschaltkreises (m,n) erzeugt an seinem Ausgang die Pixelspannung
U
(m,n)
Pixel . Das FPGA versorgt den Pixelschaltkreis u¨ber einen DAU mit Bias-
Stro¨men und Referenzspannungen und steuert so den Signalverarbeitungs-
prozess in ihm. Aus seinem Taktgenerator ist das Clock(Steuer)-Signal fu¨r die
zeitsynchrone Ansteuerung der LD und des Pixelschaltkreises abgeleitet. Op-
tional befindet sich in dem Steuersignalpfad ein verstellbares Delay-Element,
welches eine Zeitverzo¨gerung zwischen seinem Ein- und Ausgangssignal her-
stellt. Der PC steuert das Delay-Element inkrementell u¨ber seine serielle
Schnittstelle an. Das Clock-Signal trifft am Lasermodul um diese Verzo¨ge-
rungszeit spa¨ter gegenu¨ber dem Clock-Signal am Pixelschaltkreis ein.
Die Symmetriestufe passt den Single-Ended-Ausgang des Sensors an den dif-
ferentiellen Eingang des ADUs an. Anschließend erha¨lt das FPGA die vor-
versta¨rkte und quantisierte Pixelspannung des jeweiligen Pixels U
(m,n)
Qu [36].
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Abbildung 32: Signalpfad des Kamerasystem
Die LVDS-Schnittstelle u¨bertra¨gt die Pixelspannungswerte vom FPGA an
den PC. Der PC berechnet mit der SIT-Software den Distanzwert des jewei-
ligen Pixels. Das Ergebnis ist ein Netz von Entfernungswerten d(m,n).
Die Abb. 32 zeigt die wesentlichen Bestandteile der 3D-CMOS-Kamera ein-
schließlich der Szene und veranschaulicht damit den allgemeinen Signalpfad.
Er gliedert sich grob in einen optischen und elektrischen Abschnitt. Der opti-
sche Signalpfad beginnt mit dem Laserdiodenmodul, das den Laserpuls aus-
sendet. Die Bestrahlungssta¨rke des Laserpulses verteilt die Laseroptik auf der
Szene. Die Sensoroptik bildet einen Teil der reflektierten Bestrahlungssta¨rke
auf den Bildsensor ab.
Der Bildsensor befindet sich auf der Kameraplatine und fungiert als opto-
elektrischer Wandler. Er wird dem elektrischen Signalpfad zugeordnet, weil
sich in ihm weitere elektrische Verarbeitungsstufen befinden. Zur Kamerapla-
tine geho¨ren ihre Baugruppen aus Abb. 31, die zur besseren Kennzeichnung
grau hinterlegt ist. Den Abschluss bildet ein PC, in dem das Rechenpro-
gramm SIT abla¨uft. Die SIT-Software steuert das Lasermodul, die Kamera-
platine und das optionale Delay-Element. Die im Programmcode implemen-
tierte Berechnungsvorschrift bestimmt das Auswerteverfahren.
4.2 Voruntersuchung des Kamerasystems
Die Pixelschaltkreise sind in ihrem Aufbau identisch. Testmessungen haben
gezeigt, dass alle Pixelschaltkreise (m,n) funktionstu¨chtig sind. Die Unter-
suchungen wurden am Pixelschaltkreis (2,13) durchgefu¨hrt. Eine Rechteck-
blende schneidet das Pixel (2,13) im Pixel-Array aus. Eine besondere Be-
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Abbildung 33: Signalpfad zwischen Symmetriestufe und PC
deutung kommt den Ausgangsspannungen am Pixelschaltkreis U
(2,13)
Pixel und
des ADUs U
(2,13)
Qu zu. Weil alle weiteren Untersuchungen am Pixelschaltkreis
(2,13) durchgefu¨hrt werden und alle anderen Pixelschaltkreise (m,n) im Auf-
bau identisch sind, wird das hochgestellte Zahlenpaar (2,13) bzw. (m,n) an
Symbolen zu Gunsten einer besseren Lesbarkeit weggelassen.
4.2.1 Versta¨rkung einzelner Baugruppen
Um Messaufgaben mit vielen Wiederholungen oder Parametera¨nderungen
der Kamera durchzufu¨hren, ist eine Automatisierung der Messprozeduren
unerla¨sslich. Das SIT-Programm kann wiederholt Messprozeduren ausfu¨hren
und Kameraparameter dabei a¨ndern. Es speichert den arithmetischen Mit-
telwert und die Standardabweichung der quantisierten Spannugswerte UQun
geordnet nach Pixeln in einer Datei.
Um auf die Ausgangsspannung am Pixelschaltkreis UPixel schließen zu ko¨nnen,
mu¨ssen die Versta¨rkungen der Baugruppen zwischen dem Pixelschaltkreis
und dem FPGA ermittelt werden. Um die Versta¨rkung zwischen Pixelschalt-
kreis und FPGA zu bestimmen, wird der Sensor durch eine einstellbare Span-
nungsquelle UAdj ersetzt, siehe Abb. 33. Mehrere Testmessungen ergeben bei
einem fest eingestellten Spannungswert statistische Schwankungen. Aus ei-
nem Stichprobenumfang von N = 1000 quantisierten Spannungswerten la¨sst
sich der arithmetische Mittelwert abscha¨tzen. Die Standardabweichung der
Quantisierungsspannung betra¨gt
√
u2Qu ≤ 1DN , so dass von einem sehr gu-
ten Scha¨tzwert des arithmetischen Mittelwertes ausgegangen werden kann.
µUQu =
1
N
N∑
n=1
UQun
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Abbildung 34: Approximierte U¨bertragungsfunktion der
Symmetriestufe und des ADUs
Im Diagramm aus Abb. 34 sind die ermittelten Spannungsmittelwerte als
kreisfo¨rmige Marken eingetragen. Der Anstieg der Ausgleichsgeraden ent-
spricht der Gesamtversta¨rkung der Symmetriestufe und des ADUs.
vSym · vADU = 16DNmV
Der ADU diskretisiert Spannungswerte im Abstand ∆UADU = 0, 25mV . Aus
Gl. 51 resultiert der ADU-Konversionsfaktor vADU . Aus der Versta¨rkung
vSym ·vADU und der ermittelten Versta¨rkung des ADUs kann die Versta¨rkung
der Symmetriestufe bestimmt werden.
vADU =
4ADU
∆UADU
=
1DN
0, 25mV
= 4 DN
mV
vSym =
vSym · vADU
vADU
=
16DN
mV
4 DN
mV
= 4
Die wertekontinuierliche Eingangsspannung des ADUs konvertiert der ADU
mit vADU und bildet sie diskret mit dem Quantisierungsintervall ∆UADU auf
die Quantisierungsspannung UQu ab.
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Abbildung 35: Mit dem Oszilloskop aufgenommener 30ns-
Laserpuls (Abtastrate = 2GSample
s
)
4.2.2 Ausgewa¨hlte Signalverla¨ufe
Das Prinzip der Entfernungsbestimmung der 3D-CMOS-Kamera beruht auf
dem Bestimmen der Laserpulsposition in Bezug auf das zeitsynchron geo¨ff-
nete Integrationsfenster. Die U¨berlagerung von LP und Integrationsfenster
dru¨ckt eine Spannungsfunktion aus, die aus idealen rechteckigen Signalfunk-
tionen abgeleitet wurde, [3], [12].
In der Praxis treten oft Signalverla¨ufe auf, die von den idealen Signalfunk-
tionen abweichen. Um fu¨r die spa¨teren Experimente die Laserpulsposition in
Bezug auf den Integrationsstart zu ermitteln, werden die Signalfunktionen fu¨r
den 30ns-Laserpuls und die Pixelspannung UPixel experimentell bestimmt.
Den zeitlichen Verlauf des 30ns-Laserpulses EL,real(t) =
E˜L,real(t)
E˜L,real,max
gibt eine
Aufnahme mit dem Oszilloskop wieder, siehe Abb.35. Dazu ist der LP auf eine
kalibrierte Photodiode gerichtet. Das Oszilloskop tastet mit einer Abtastrate
von 10G Sample
s
ab und kann bis zu 10 Messpunkte pro 1ns aufnehmen.
Das Diagramm aus Abb. 35 gibt den auf seinen Maximalwert (Amplitude)
normierten ozsillografierten 30ns-LP wieder. Die diskreten Messpunkte sind
durch Geradenstu¨cke miteinander verbunden, so dass ein zeitkontinuierliches
auf seine Amplitude normiertes Laserpulssignal entsteht. Weil der zeitliche
Verlauf bei 30ns endet, betra¨gt die reale Pulsdauer TPuls = 30ns. Seine Form
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(a) Position des idealisierten Laserpulses E˜(t)
t3 tn1 ·∆τ−n2 ·∆τ
Integrationsfenster
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Abbildung 36: Schematische Darstellung des Laserpulses
und Photodiodenstromimpulses in Bezug auf
das ideale rechteckige Integrationsfenster
a¨hnelt der eines Trapezes. Fu¨r die Zeit 0ns ≤ t ≤ 7ns steigt der LP mit 0,14
s
.
Der Mittelteil (7ns ≤ t ≤ 20ns) kann aufgrund seines geringen Anstiegs 0,005
s
als Plateau bezeichnet werden. Seine abfallende Flanke (20ns ≤ t ≤ 30ns)
hat einen sehr geradlinigen Verlauf, der auf einen Anstieg von −0,1
s
gescha¨tzt
werden kann.
Um die Position des 30ns-Laserpulses in Bezug auf das 30ns-Integrations-
fenster festzustellen, wird der Sensor direkt mit dem verzo¨gerten Laserpuls
aus Abb. 35 bestrahlt, Abb. 36. Im Blockschaltbild der 3D-CMOS-Kamera,
Abb.31, ist ein optionales Delay-Element enthalten, mit dem der Laserpuls
um eine eingestellte Zeit τn = ±n ·∆τ zeitverschoben ausgesendet werden
kann. Die kleinstmo¨gliche Verzo¨gerungsschrittweite des Delay-Elements be-
tra¨gt ∆τ = 0, 25ns. Fu¨r τ ≤ 0 befindet sich ein Teil des LPs vor dem Inte-
grationsfenster (hereinlaufender LP). Fu¨r τ≥0 befindet sich ein Teil des LPs
zeitlich hinter dem Integrationsfensters (herauslaufender LP), Abb.36(a).
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Die eintreffenden Photonen des Laserpulses befinden sich mit λ ≈ 900nm
im nahen Infrarotbereich und dringen nicht nur in die Raumladungszone ein,
sondern auch in das darunter liegende Substrat . Die Photodiode wandelt die
eintreffenden Photonen in der RLZ in einen Driftstrom und außerhalb der
RLZ in einen Diffusionsstrom um. Beide Stromanteile u¨berlagern sich zum
Photostrom [37].
Elektron-Loch-Paare, die aus den Photonen in der RLZ generiert werden,
trennt das elektrische Feld umgehend, so dass sie unmittelbar zum Photo-
strom beitragen. Sie folgen dem zeitlichen Verlauf des Laserpulses sehr gut.
Ladungstra¨ger, die nahe der RLZ entstehen, erreichen meist ohne große Zeit-
verzo¨gerung das elektrische Feld der RLZ und tragen so auch ohne große
Zeitverzo¨gerung zum Photostrom bei.
Photonen, die bis in das Substrat vordringen, erzeugen ebenfalls Elektron-
Loch-Paare. Diese Ladungstra¨ger bewegen sich ungeordnet im Halbleiter (dif-
fundieren). Ein Teil von ihnen erreicht die RLZ verspa¨tet. Der Diffusions-
stromanteil verformt aufgrund seiner zeitlichen Verzo¨gerung den Photodi-
odenstromimpuls [38].
Laserpulse, die weit vor dem Integrationsfenster positioniert sind, erzeugen
vermutlich Diffusionsstromanteile, die zeitlich wa¨hrend der Integrationszeit
TInt die RLZ erreichen. Ein gescha¨tzter Photodiodenstromimpuls nach [38]
veranschaulicht diesen Effekt in Abb. 36(b).
Im Diagramm der Abb. 37 ist der normierte Spannungsverlauf u¨ber der
Verschiebungszeit τn aufgenommen. U¨berdecken sich der Laserpuls und das
Integrationsfenster vollsta¨ndig, entsteht der maximale Spannungswert. Dem
maximalen Spannungswert ist die Verzo¨gerungszeit τ = 0 zugeordnet.
Trifft der 30ns-Laserpuls um mehr als 30ns vor dem O¨ffnen des Integrati-
onsfensters ein, so du¨rfte sich bei τ ≤ −30ns kein Spannungswert einstellen,
weil noch keine Integration stattfindet. Da fu¨r −90ns ≤ τ ≤ −30ns die
normierten Spannungswerte langsam ansteigen, tragen vermutlich diffundie-
rende Ladungstra¨ger zum Integrationsstrom bei. Sie treffen wahrscheinlich
zeitverzo¨gert wa¨hrend der Integrationszeit in die RLZ ein und ko¨nnten so
nach Abschluss der Integration einen Spannungswert liefern.
Die Diffusionsstromsta¨rke bestimmen die pro Zeiteinheit generierten Elek-
tron-Loch-Paare, die im Abstand dDepth zur PD-Oberfla¨che aus den Pho-
tonen der dort vorkommenden Bestrahlungsta¨rke EˆDepth(dDepth) entstehen.
Ladungstra¨ger, die tief im Substrat generiert werden, beno¨tigen mehr Zeit,
um bis in die Raumladungszone vorzudringen. Da die Bestrahlungssta¨rke-
amplitude nach Gl. 39 mit zunehmendem Abstand zur PD-Oberfla¨che dDepth
um den Faktor e−(β(λ)·dDepth) abnimmt [28], verringert sich dort die Anzahl
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der Photonen und damit die Anzahl der generierten Ladungstra¨ger und
schließlich die Diffusionsstromsta¨rke. Das Laserlicht des nahen Infrarotbe-
reiches erzeugt in tieferen Regionen des Halbleiters eine gro¨ßere Anzahl an
Ladungstra¨gern, als kurzwelliges Licht, weil der Absorptionskoeffizient β(λ)
wellenla¨ngenabha¨ngig ist und sich auf den Exponenten in Gl. 39 auswirkt.
Je fru¨her der Laserpuls E˜L,Sensor(t− (−n ·∆τ)) vor dem O¨ffnen des Integra-
tionsfensters am Sensor eintrifft, um so gro¨ßer ist der zeitliche Abstand bis
zum Integrationsfenster. Wa¨hrend dieser Zeit ko¨nnen Diffusionsstromanteile
aus tieferen Regionen des Substrats die RLZ erreichen und zum Photodido-
denstrom beitragen. Ihre Stromsta¨rke ist jedoch wegen der viel geringeren
Anzahl an Ladungstra¨gern sehr viel kleiner. Dieser Umstand spiegelt sich in
dem normierten Spannungsverlauf aus Abb. 37 wieder. Je kleiner die Verzo¨ge-
rungszeit τn gewa¨hlt wird, um so weiter ist der Laserpuls vor dem Integrati-
onsfenster platziert. Um so geringer fallen aber auch die Spannungswerte am
Ende der Integration aus dem Photodiodenstrom aus.
In dem Bereich −30ns ≤ τ ≤ 0ns steigen die normierten Spannungswer-
te steil an, weil der vom hohen Driftstromanteil dominierte Photodioden-
stromimpuls immer weiter in das Integrationsfenster hineinla¨uft. Es entsteht
ein gro¨ßerer Photodiodenstrom, der sich nach der Integration durch gro¨ßere
Spannungswerte bemerkbar macht.
Das Maximum der normierten Spannungsfunktion ist abgerundet. Mit den
theoretisch zu Grunde gelegten idealen rechteckigen Signalfunktionen aus
Abb. 36(a) mu¨sste sich ein dreieckfo¨rmiger Kurvenverlauf ergeben. Vermut-
lich wirkt sich hier der trapezfo¨rmige 30ns-Laserpuls auf den zeitlichen Ver-
lauf der normierten Spannungsfunktion aus. Welchen genauen Einfluss die
Signalform des Laserpulses und des Integrationsfenster auf die Spannungs-
werte ausu¨ben, behandelt das Kapitel 4.5.5.
Fu¨r 0ns ≤ τ ≤ 30ns nimmt die normierte Spannung stetig bis auf den Wert
0 ab. Nach 30ns ist das Integrationsfenster vollsta¨ndig geschlossen und der
Laserpuls befindet sich zeitlich hinter dem Integrationsfenster. Diffusions-
stromanteile aus tiefen Regionen der Raumladungszone ko¨nnen fast ausge-
schlossen werden, weil sie erst die RLZ erreichen wu¨rden, wenn der Integra-
tionsvorgang schon abgeschlossen ist.
Der ansteigende Kurvenabschnitt ↑ und der abfallende Kurvenabschnitt ↓
besitzen ein sich linear a¨nderndes Kurvensegment, welches fu¨r das Auswer-
teverfahren MDSI von Bedeutung ist. Es ko¨nnen zwei Verzo¨gerungsbereiche
angegeben werden, in denen ein linearer Anstieg vorliegt.
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Abbildung 37: Normierte Pixelspannung als Funktion eines
um τn verzo¨gerten 30ns-Laserpulses (30ns-
Integrationsfenster)
τlin,↑ = [−8ns;−22ns] = 14ns (56)
τlin,↓ = [6ns; 24ns] = 18ns (57)
Der vermutete Verlauf des Photodiodenstroms erkla¨rt prinzipiell die Form
der in Abb. 37 gezeigten normierten Spannungsfunktion. Der Photodioden-
strom ist messtechnisch nicht zuga¨nglich. Die Stromimpulsverformung soll
in weiteren Untersuchungen dem bisher rechteckig angenommenen Integrati-
onsfenster in einem nachrichtentechnischem Modell zugeordnet werden. Das
Modell besteht aus einem abgetasteten Integrationsfenster und einem La-
serpuls, welcher mit einem Oszilloskop aufgenommen wurde. Mit der Mo-
dellierung des Signalprozesses wa¨re eine Optimierung der Auswerteverfahren
mo¨glich.
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4.3.1 Leistungsumsatz zwischen Lasermodul und Sensor
Aus dem Lasermodul tritt eine monochromatische Strahlung mit der Strah-
lungsleistung ΦˆLD aus. Die Laseroptik besteht aus einer Zylinderlinse und
einem Fresnel-Linsen-Array. Es kann davon ausgegangen werden, dass die-
se Baugruppen die Strahlungsleistung gleichma¨ßig auf einer rechteckfo¨rmigen
Fla¨che AIll der Szene verteilt. Die Sensoroptik arbeitet als Objektiv und bil-
det die bestrahlte Fla¨che auf das Photodioden-Array ASensor u¨ber den Ab-
bildungsmaßstab ab.
AIll
ASensor
Sensor
EˆSensor
Sensoroptik
Laseroptik
LD
ΦˆLD
EˆSzene
%
ζ
d
f’
Szene
Abbildung 38: Illumination einer Teilfla¨che AIll des 3D-
Objekts der Szene und Abbildung auf die
Sensorfla¨che
Bezogen auf die Fahrzeuginnenraumu¨berwachung kann aufgrund der Bezug-
stoffe der Sitze und Kleidung von Personen von diffus reflektierenden Sze-
nen ausgegangen werden. Daraus leitet sich die Richtcharakteristik fu¨r den
Lambertschen Strahler fu¨r eine Elementarfla¨che AIll
NPixel
der Szene ab. Die
Bestrahlungssta¨rke u¨ber der bestrahlten Szene errechnet sich nach
EˆSzene =
ΦˆLD
AIll
.
Die durch Reflexion entstehenden Bestrahlungssta¨rkeverluste an den Optiken
dru¨ckt ihr Transmissionskoeffizient aus [39].
ζ = ζLaseroptik · ζSensoroptik
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Die Optik des Sensors la¨sst sich vereinfacht als spha¨rische du¨nne Linse be-
schreiben, deren Rand die Apertur mit dem Durchmesser DEP eingrenzt.
An der Szene treten durch Absorbtion Bestrahlungssta¨rkeverluste auf, die
der Reflexionskoeffizient % entsprechend dem Szenenmaterial bewertet.
Die auf der Szene geichverteilte Strahlungsleistung trifft nur anteilig auf der
Sensorfla¨che ein [40]. Fu¨r die obige Anordnung beschreibt die Gl. 58 bei
d  f ′, siehe auch Anhang A.2, die Amplitude der Bestrahlungssta¨rke
EˆSensor(α) an der Sensoroberfla¨che in Abha¨ngigkeit vom Einfallswinkel α.
EˆSensor(α) = % · ζ · cos4(α) · pi
4
· 1
k2#
· LˆSzene (58)
Die Strahldichte LˆSzene verha¨lt sich beim Lambertschen-Strahler konstant.
Ihre Integration u¨ber den halben Raumwinkel der Halbkugel 1
2
ωHK = pi er-
gibt die minimale Amplitude der Bestrahlungssta¨rke u¨ber der Gegenstands-
ebene EˆSzene = pi · LˆSzene fu¨r eine unendlich große Aperturo¨ffnung. Der halbe
Raumwinkel der Halbkugel entsteht, wenn sich das strahlende Fla¨chenele-
ment parallel zur optischen Achse befindet ϑ = pi
2
, siehe Abb.39.
EˆSensor(α) = % · ζ · cos
4(α)
4 · k2#︸ ︷︷ ︸
kopt
·EˆSzene (59)
Am Sensor tritt eine Bestrahlungssta¨rke auf, die unabha¨ngig vom Abstand
d zwischen Szene und Kamera ist.
Der Abstand zum Fla¨chenelemente d und die Aperturo¨ffnung des Sensorob-
jektivs DEP bestimmen den Raumwinkel ω, der den Teil der Strahldichte
erfasst, den die Optik dann auf den Sensor leitet.
ω =
AApertur
d2
=
pi
4
D2EP
d2
(60)
Der differentielle Raumwinkel des Strahlenbu¨ndels dω erfasst nur die Bestrah-
lungssta¨rke innerhalb des Strahlenbu¨ndels. Ihre Bewertung mit cos4(α) ist auf
die skizzierten geometrischen Verha¨ltnisse in Abb. 39 zwischen Gegenstands-
und Bildebene des optischen Systems zuru¨ckzufu¨hren. Vergro¨ßern sich die
lateralen Maße der Szene (∆y siehe Abb. 39, ∆x entsprechend), nimmt auch
der Einfallswinkel α des jeweiligen Strahlenbu¨ndels zu.
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Abbildung 39: Geometrische Verha¨ltnisse des bildgebenden
optischen Systems mit der Szene als Gegen-
standsebene und dem Sensor als Bildebene
Auf Grund der trigonometrischen Beziehungen zwischen den Teilstrecken re-
lativieren sich die effektiven Streckenla¨ngen. Aus Abb. 39 folgt:
a) Fu¨r die Projektion A′Apertur der Apertur gilt: A
′
Apertur = AApertur · cos(α)
b) Fu¨r die Projektion A′Pixel des Elementarfla¨chenelements des Sensors gilt:
A′Pixel =
ASensor
NPixel
· cos(α)
c) Strecken der Abstandsgeraden zwischen Elementarfla¨chenelementen der
Szene und Aperturmittelpunkt um 1
cos(α)
.
d) Da die Elementarfla¨chen der Szene als Lambertscher Strahler in allen
Richtungen mit der selben Strahldichte LˆSzene ihre Strahlungsleistung ver-
teilen, wirkt sich eine um den Winkel ϑ verkippte Elementarfla¨che nicht
auf die empfangene Strahlungsleistung aus.
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Unberu¨cksichtigt bleiben die Abschattung durch die Blende des Objektivs
(Vignettierung) und Abbildungsfehler der Linsen (Aberrationen). Aus dem
zuvor erla¨uterten optischen Modell ergeben sich die nachstehenden Schluss-
folgerungen:
⇒ Der Abbildungsmaßstab variiert mit der Gegenstandsweite der Sze-
nenobjekte, da sich die Sensorfla¨che im festen Abstand f ′ zur Linse
befindet.
⇒ Die Linse bildet die Objektpunkte auf die Sensorfla¨che innerhalb des
Scha¨rfentiefebereichs scharf ab.
⇒ Da fu¨r cos(αmax = pi4 ) = 0 ist definiert αmax = pi4 den maximal abbild-
baren Szenenbereich.
⇒ Die Bestrahlungssta¨rke u¨ber der Sensorfla¨che nimmt mit dem Winkel
und der Reflektivita¨t % · cos4(α) stark ab.
⇒ Die maximalen kartesischen lateralen Maße der Szenenebene verhalten
sich theoretisch wie: tan(pi
4
) = 1 = d
∆x
= d
∆y
Die Laserleistung ist aus Gru¨nden der Kosten und der Verfu¨gbarkeit von
Lasermodulen eine wichtige Systemgro¨ße. Aus Gl. 59 ist ersichtlich, dass
die empfangene Strahlungsleistung am Sensor mit fallender Reflektivita¨t der
Szene, dem Gesamttransmissionskoeffitienten der Linsensysteme, mit zuneh-
mendem lateralen Abstand zur optischen Achse und mit der Blendenzahl
abnimmt.
Eine 90o-Optik erfasst Objekte im Gegenstandsraum, deren Mittelpunkt-
strahl zur optischen Achse maximal den Winkel αmax =
pi
4
bilden. Fu¨r den
maximalen Entfernungsbereich von dmax = 4, 50m ist theoretisch eine late-
rale Ausdehnung der Szene mit ∆x = ∆y = 4, 50m mo¨glich.
Um Leistungsreserven fu¨r die Szenenreflektivita¨t zur Verfu¨gung zu stellen,
bestrahlt die Laseroptik nur den Bereich fu¨r α ≤ pi/12. Die lateralen Szenen-
maße reduziert sich somit auf ∆x = ∆y = 1, 2m.
Die Scha¨rfentiefe beschra¨nkt den Entfernungsbereich nur in Richtung Sen-
soroptik SF = [4, 9;∞]cm, siehe Abschnitt 3.1.2. Fu¨r das Zentrumspixel
α = 0 erreicht das System bereits in einem Abstand d ≥ 180cm seine Detek-
tionsgrenze. Um die Augensicherheit weiterhin zu gewa¨hrleisten und einen
Distanzbereich von dmax = 450cm zu erreichen, mu¨ssen mehrere Laserpulse
ausgesandtn werden. Aus der analogen Integration von mehreren Laserpulsen
entsteht ein Signalwert. Die Sensoroptik projiziert die Pixelgeometrie in den
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Gegenstandsraum. An den beiden Gegenstandsweiten dmax = 450cm und
dmin = 4, 9cm betragen sie lxmax = 24, 4cm und lxmin = 2, 9cm, siehe Ab-
schnitt A.1. Der Abbildungsmaßstab variiert in der eingeschra¨nkten Gegen-
standsweite in dem Bereich 10 ≤ γ ≤ 1000.
Ein Objektiv der Blendenzahl k# = 1, 8 (f
′ = 4, 8mm, DEP = 2, 67mm)
und dem Raummaß, DObjektiv×LObjektiv = 4cm× 4, 5cm, ha¨lt die Gro¨ße der
Kamera gering.
Die Laseroptik verteilt die Strahlungsleistung des Lasermoduls ΦˆLD = 400W
augensicher und gleichma¨ßig auf der zu erfassenden Szenenfla¨che.
4.3.2 Bildentstehung und -diskretisierung
Dieser Abschnitt beschreibt die U¨bertragung von Bildern entlang des op-
tischen Signalpfads in zwei Stufen. Zuerst findet eine optische Abbildung
von Teilfla¨chen der zu erfassenden Szene mit dem Sensorobjektiv statt. Im
Anschluss erfolgt die Bilddiskretisierung mit dem Sensor.
Ziel ist eine Diskussion im Ortsfrequenzbereich mit U¨bertragungsfunktionen
des optischen Signalpfads. Die Baugruppen Sensorobjektiv und Sensor be-
stimmen den Kontrast des Digitalbildes. Es erfolgt eine Bewertung des ein-
gesetzten Standardobjektivs und der verwendeten Pixelgro¨ße.
Bildentstehung
Die bereits im Abschnitt 3.1 beschriebene Sensoroptik befindet sich in ei-
nem festen Abstand f ′ zum Bildsensor. Vereinfacht stellt sie eine Linse mit
den Parametern Festbrennweite f ′ und Blendenzahl k# dar, und kann als
optischen LSI-System nach Abschnitt 2.2.2 betrachtet werden. Die zu er-
fassende Szene beschreibt die zweidimensionale Objektfunktion O(x, y). Das
Sensorobjektiv bildet diese als Bildfunktion I(x, y) in der Bildebene auf den
Sensor ab∗. Ihre Fourier-Transformierte ist nach Gl. 24 das Spektrum der
Bildfunktion.
I(fx, fy) = O(fx, fy) ·OTFLinse (61)
Die OTFLinse ist reell und entspricht der Modulationsu¨bertragungsfunktion
MTFLinse. Fu¨r eine kreisfo¨rmige Apertur mit dem Durchmesser der Eintritts-
pupille DEP , der Brennweite f
′ und der radialen Ortsfrequenz fR gelten nach
∗Die Ortskoordinaten der Bildseite sind zur besseren U¨bersicht ohne Hochkomma auf-
gefu¨hrt: (x′, y′)→ (x, y)
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Abbildung 40: Modulationsu¨bertragungsfunktion der
Linse MTFLinse als Funktion von
fR
fc,R
[41] die nachstehenden Gleichungen.
fR =
1
R
fc,R =
DEP
λ · f ′ =
1
λ · k#
MTFLinse =
2
pi
arccos( fR
fc,R
)
− fR
fc,R
√
1−
(
fR
fc,R
)2
Die Sensoroptik wirkt als optischer Tiefpass, weil sie die ho¨heren Ortsfre-
quenzen da¨mpft, siehe Abb. 40. Mit sinkender Blendenzahl k# =
f ′
DEP
steigt
die Grenzfrequenz fc,R und verbessert so den Kontrast (Modulation) im Bild.
Vergro¨ßert sich also die Kreisapertur oder nimmt die Brennweite ab, redu-
zieren sich auch die Beugungseffekte. Je gro¨ßer die Grenzfrequenz ist um so
besser bildet die Sensoroptik die Konturen der Gegensta¨nde ab.
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Abbildung 41: Pixelaperturfunktion am Bildpunkt (m,n)
Die Bilddiskretisierung
Nach der optischen Abbildung entsteht eine zweidimensionale Bildfunktion
I(x, y) in der Bildebene. Sie repra¨sentiert eine Intensita¨tsverteilung u¨ber dem
Sensor. Der Sensor tastet die Bildfunktion mit seinen Pixeln ab und erzeugt
die abgetastete Bildfunktion IS(x, y) entsprechend Gl. 27.
Die Abbildung 41 zeigt einen Ausschnitt des Sensors mit seiner Pixelanord-
nung und der Pixelaperturfunktion rPixel(x, y). Die Variablen (m,n) bezeich-
nen die Zeile und die Spalte des Pixel-Arrays.
m = [1;M ] und n = [1;N ]
Der Abstand l
FF
zwischen den Pixelmittelpunkten, Pixelpitch, ergibt sich aus
dem Verha¨ltnis der Seitenla¨nge l des Pixels und dem Fu¨llfaktor des Sensors
FF †.
†Geometrische Maße wie die Pixella¨nge befinden sich zwar auf der Bildseite, sind aber
zur besseren U¨bersicht ohne Hochkomma aufgefu¨hrt: l′ → l
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Das Pixel mittelt die Strahlungsverteilung u¨ber der Pixelfla¨che und ordnet
sie dem Abtastpunkt im Pixelzentrum zu.
IS(m,n) =
1
lx · ly
n· ly
2∫
−n· ly
2
m· lx
2∫
−m· lx
2
I(x, y) dxdy (62)
Der entstandene diskrete Abtastwert IS(m,n) der Bildfunktion entspricht
dem Averaging Sampling nach Abschnitt 2.2.3.
Im weiteren Verlauf findet eine signaltheoretische Beschreibung des Averaging
Sampling in Bezug auf die Sensorgeometrie von Abb. 41 statt. Die Pixel-
aperturfunktion beschreibt die Pixelgeometrie.
rPixel(x, y) = rect
(
x
lx
)
· rect
(
y
ly
)
(63)
Um die gemittelten Signalwerte abzutasten, generiert die Abtastfunktion
rSample(x, y) ein zweidimensionales Feld mit 2D-Dirac-Impulsen. Die Ab-
tastfrequenzen fS,x und fS,y bestimmen den Abstand zwischen den 2D-Dirac-
Impulsen in x- und y-Richtung.
fS,x =
1
lx
FFx
fS,y =
1
ly
FFy
rSample(x, y) = comb(x · fS,x) · comb(y · fS,y) (64)
Die begrenzte Anzahl und regelma¨ßige Verteilung der Pixel bildet eine Anord-
nung (Array) von rechteckfo¨rmigen Pixelfla¨chen und damit den Sensor. Die
Array-Funktion rArray(x, y) schneidet den Teil der Bildfunktion aus (engl.:
Windowing), den der Sensor mit seinen Pixeln erfasst.
rArray(x, y) = rect
(
x
M · lx
FFx
)
· rect
(
y
N · ly
FFy
)
(65)
Aus der Pixelaperturfunktion, der Abtastfunktion, der Array-Funktion und
den Gleichungen 26, 30 aus Abschnitt 2.2.3 la¨sst sich das Diskretisieren des
Bildes als Bildfunktion des Sensors ISensor(x, y) formulieren.
ISensor(x, y) =
1
APixel
((I(x, y) ∗ rPixel(x, y)) · rSample(x, y))
∗ rArray(x, y) (66)
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Das Spektrum des diskretisierten Bildes
Um das vollsta¨ndige Spektrum des abgetasteten Bildes zu ermitteln, muss
der gesamte Bildprozess des optischen Signalpfads aus dem Ortsbereich in
den Ortsfrequenzbereich transformiert werden. Dazu ist I(x, y) in der Gl. 66
mit O(x, y) ∗ rPSF (x, y) nach Gl. 23 substituiert worden.
ISensor(x, y) =
1
APixel
(((O(x, y) ∗ rPSF (x, y)) ∗ rPixel(x, y))
·rSample(x, y)) · rArray(x, y) (67)
Die 2D-Fourier-Transformationsgleichung 9 erzeugt aus der abgetasteten
Bildfunktion Gl. 67 (Ortsbereich) das zugeho¨rige 2D-Spektrum (Ortsfre-
quenzbereich).
ISensor(fx, fy) =
1
APixel
(((O(fx, fy) ·MTFLinse(fx, fy)) · rPixel(fx, fy))
∗rSample(fx, fy)
) ∗ rArray(fx, fy) (68)
rPixel(fx, fy) = si(lx · fx) · si(ly · fy)
rSample(fx, fy) = comb
(
fx
fS,x
)
· comb
(
fy
fS,y
)
rArray(fx, fy) = si(M · lx · fx) · si(N · ly · fy)
Die Konsequenzen aus dem Windowing zeigt die Faltung mit rArray(fx, fy),
was theoretisch zum Verschmieren des Spektrums fu¨hrt. Da die Si-Funktionen
um den Faktor M bzw. N in Bezug auf die rPixel(fx, fy) schmaler sind,
ko¨nnen sie vernachla¨ssigt werden.
Die rPixel(fx, fy) breitet sich in der Ortsfrequenzebene in beide Richtungen
durch si(lx fx) · si(ly fy) unendlich aus. Die Faltung mit der rSample(fx, fy)
wiederholt das Bildspektrum mit der Abtastfrequenz fS,x, siehe Gl. 69 und
Abbildung 42.
IS(fx, fy = 0) =
1
lx · ly
∞∑
m=−∞
I(fx +m · fS,x, fy = 0) (69)
Da die Grenzfrequenz der Pixelaperturfunktion fx,c,P ixel ungefa¨hr der Abtast-
frequenz fS,x entspricht, siehe auch Anhang A.4, u¨berlappen sich die abklin-
genden aber unendlich fortschreitenden Si-Funktionen. Auch wenn der Fu¨ll-
faktor FF theoretisch mit FFx = FFy = 1 ausgescho¨pft ist, u¨berschneiden
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fxfSx 2 · fSx−fSx−2 · fSx
I(fx, fy = 0)
IS(fx, fy = 0)
Abbildung 42: Beispiel eines durch Abtasten periodisch
fortgesetzten Spektrums bei fy = 0
sich die Amplitudenverla¨ufe. Wenn es zum U¨berlagern von Spektralanteilen
kommt, entsteht Aliasing (U¨berlappen von Spektralanteilen ). Damit ist das
Abtasttheorem nach Shannon verletzt [23]. Aliasing verhindert auch eine
Bildrekonstruktion am idealen Tiefpass [20].
Bilder, die der Array-Funktion sehr a¨hnlich sind (Karo-Muster), vera¨ndert
der Sensor bei der Diskretisierung. Die abgetasteten Bilder ko¨nnen Morie´-
Mustern [24] enthalten. Die Ursache liegt dann in der Unterabtastung der
Bildfunktion durch die Array-Funktion. Deutlich wird dies, wenn eine Hell-
Dunkel-Kante des Karo-Musters auf ein Pixel fa¨llt und nur der gemittelte
Signalwert als Bildpunkt ausgegeben wird. Da die Bildfunktion nicht immer
genau die selbe Periodizita¨t wie die Array-Funktion aufweist, wird sich der
Hell-Dunkel-Anteil mit fortlaufendem Pixel vera¨ndern und damit auch der
gemittelte Signalwert des Bildpunktes.
Die Abbildung 40 zeigt eine bandbegrenzende Wirkung der Linse. Die Band-
begrenzung ko¨nnte das U¨berlagern der Bildspektren verhindern. Die Mul-
tiplikation mit der Tiefpassfunktion MTFLinse da¨mpft die ho¨heren Ortsfre-
quenzen des Bildspektrums, wodurch schmale Gegensta¨nde (Balken) oder
feine Muster (Linienpaare) ohne hohe Ortsfrequenzen breiter erscheinen [27].
Im Ortsbereich verbreitern sich die Bilder und u¨berdecken andere Pixel. Die
Bandbegrenzung des Bildspektrums durch die Linse mu¨sste nach dem Ab-
tasttheorem von Shannon
fx,c,Linse ≤ fS,x
2
= 1, 923
Lp
mm
betragen, siehe A.4. Die Grenzfrequenz der Linse ist mit fx,c,Linse = 600
Lp
mm
viel ho¨her und tra¨gt nicht zur Bandbegrenzung bei. Ohne eine wirksame
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Bandbegrenzung der Bildspektren u¨berlagern sich ihre Frequenzba¨nder und
fu¨hren damit auf Aliasing-Fehlern. Das Objektiv besitzt eine Festbrennweite,
in dessen Brennpunkt der Sensor montiert ist. Eine scharfe Abbildung findet
fu¨r unendlich weit entfernte Objekte nur im Brennpunkt statt. Aus na¨heren
Objekten entstehen durch die Unscha¨rfekreise, Abschnitt 3.1.2, unscharfe
Bilder. Die entstandene Bildverfa¨lschung tastet das Pixel-Array mit ab.
Die Pixelgro¨ße verursacht im Zusammenhang mit dem Averaging Sampling
ebenfalls ein ungenaues Bild. Zuerst soll mit Hilfe der Airy-Funktion aus
Abschnitt 3.1.3 eine Aussage u¨ber eine notwendige Pixelgro¨ße in Bezug auf
Punktquellen getroffen werden.
Geht man von einer unendlich kleinen Punktquelle im Gegenstandsraum aus,
so entsteht aufgrund der kreisfo¨rmigen Aperturo¨ffnung bildseitig das Airy-
Muster aus Abb. 17. Die Intensita¨tsverteilung des Bildes I(x, y) u¨berschreitet
jede endliche Pixelgrenze, so dass optisches U¨bersprechen entsteht. Es la¨sst
sich eine minimale Pixelgro¨ße so definieren, dass nur ein vernachla¨ssigbarer
Teil der Intensita¨tsverteilung des Bildes u¨ber den Rand des Pixel hinaustritt.
Das Berechnungsbeispiel A.3 liefert fu¨r eine ideale Punktquelle die minimale
Pixelgro¨ße lx,min = ly,min = 3, 6µm.
Die Modulationsu¨bertragungsfunktionen der Linse MTFLinse(fx, fy) und die
Fourier-Transformierte der Pixelaperturfunktion rPixel(fx, fy) geben die
Mo¨glichkeit zusammenha¨ngende Objekte zu betrachten.
Der konkrete Vergleich zwischen den Grenzfrequenzen der rPixel(fx, fy) bzw.
MTFLinse(fx, fy) aus A.4 zeigt, dass die Modulationsverluste der Pixelgeo-
metrie aus Abb. 41 gegenu¨ber der Linse wesentlich ho¨her sind.
fx,c,P ixel = 3, 846
Lp
mm
< fx,c,Linse = 600
Lp
mm
Das verwendete Standard-Sensorobjektiv bildet besser ab als die Pixel ab-
tasten ko¨nnen. Sein Einsatz ist fu¨r diese Kamera ausreichend.
Der Vollsta¨ndigkeit halber sind hier noch das elektrische Signalu¨bersprechen
zwischen Leitungen und Diffusionseffekte zwischen benachbarten Pixeln auf-
gefu¨hrt. Sie wu¨rden die Modulation weiter verringern, da die zusa¨tzlichen
additiven Signalanteile der Nachbarpixeln den Abtastwert beeinflussen.
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4.4 Der elektrische Signalpfad der Kamera
An Hand des schematischen Schaltplans und den Steuersignalen des Pixel-
schaltkreises sowie dem zeitlichen Verlauf des Laserpulses und dem Hinter-
grundlicht erfolgt eine Analyse mit dem Ziel das Funktionsprinzip des Pixel-
schaltkreises darzustellen, wesentliche Signalprozesse der Kamera zu charak-
terisieren und ein deterministisches Signalmodell der Kamera zu erstellen.
Den Abschluss bildet eine Rauschanalyse, die eine qualitative und quantita-
tive Bewertung einzelner Baugruppen abgibt.
4.4.1 Funktionsprinzip des Pixelschaltkreises
Der Pixelschaltkreis des 3D-CMOS Sensors, Abb. 43, basiert auf dem Prinzip
des High-Frame-Rate-Sensors, der im Wesentlichen aus der Photodiode (PD),
den Transistoren M1 und M2 und dem ersten Buffer besteht [42]. Dieser
wurde um ein Abtast-Halte-Glied (S&H) und die CDS-Stufe in den Arbeiten
von [36],[3] und [43] erga¨nzt und diskutiert.
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P D B u f f e r  1 B u f f e r  2
M 1
M 2 U P i x e l
C S a m p l e
C H o l d
S & H C D S - S t u f e
S C D SI P D U S a m p l e U H o l d
ϕReset ϕShutter ϕCDS
ϕSC
Abbildung 43: Pixelschaltkreis mit Photodiode
Der Signalprozess des Pixelschaltkreises teilt sich nach dem Timing-Dia-
gramm in Abb. 44 in einen Integrationszyklus a) mit Hintergrundlicht (HL)
und einen Integrationszyklus b) mit Hintergrundlicht + aktiver Laserbe-
strahlung (HL+L) auf. Die CDS-Stufe bildet abschließend aus den Ladungs-
mengen der jeweiligen Integrationszyklen eine Ladungsdifferenz und setzt
diese in die Pixelspannung UPixel um.
Am Sensor tritt eine Bestrahlungssta¨rke auf, die sich aus dem Hintergrund-
licht E˜HL,Sensor(t) und in jedem zweiten Integrationszyklus zusa¨tzlich aus
dem des Laserpulses E˜L,Sensor(t) zusammensetzt. Das Produkt aus Bestrah-
lungssta¨rke und Photodiodenfla¨che entspricht einer Strahlungsleistung, die
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Abbildung 44: Zeitlicher Verlauf der Licht- und Steuersignale
des Pixelschaltkreises aus Abb. 43
die Photodiode als elektro-optischer Wandler in den Photostrom umsetzt. Zu-
sammen mit dem Dunkelstrom resultiert ein Photodiodenstrom IPD. Die Buf-
fer bestehen aus einem Source-Folger mit der Versta¨rkung 1. Die CDS-Stufe
setzt sich aus einem SC-Integrator, der als Ausleseschaltung fungiert und
dem Schalter zusammen. Die Konfigurationssignale ϕCDS und ϕSC realisie-
ren die Subtraktion der zeitlich nacheinander eintreffenden Ladungsmengen
der Integrationszyklen a) und b).
a) Integration des Hintergrundlichts (HL):
t = t0 : ϕReset bringt den Transistor M1 aus Abb. 43 in den nie-
derohmigen Bereich, so dass sich die Photodiodenkapa-
zita¨t CPD auf URef aufla¨dt. Damit ist das Pixel vom vor-
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herigen Spannungszustand auf eine Referenzspannung
zuru¨ckgesetzt (Reset). Gleichzeitig wird der Transistor
M2 mit ϕShutter leitend und auf die beiden Kondensato-
ren CSample und CHold u¨bertra¨gt sich URef .
t = t1 : Durch Schließen des Schalters SCDS und der Anstiegs-
flanke ϕSC konfiguriert sich die CDS-Stufe als Integrator.
t = t2 : ϕReset versetzt M1 in den hochohmigen Zustand und un-
terbricht den Ladevorgang an CPD. Ab jetzt kann der aus
einfallenden Photonen erzeugte Photostrom IPD die vor-
geladene Kapazita¨t CPD entladen. DaM2 leitend und der
Schalter SSC geschlossen ist, u¨bertra¨gt sich das sinkende
Spannungssignal UPD bis zur CDS-Stufe, wo ein Konden-
sator die entsprechende Ladungsmenge intern speichert.
t = t3 : Geht M2 durch die Potenziala¨nderung von ϕShutter in
den hochohmigen Zustand u¨ber, endet die Integration
des Hintergrundlichts in der CDS-Stufe mit der Ladung
qHL = IPD · TInt. Das Steuersignal ϕShutter unterbricht
die Ladungsintegration wie ein mechanischer Kamera-
verschluss den Belichtungsvorgang (Shutter).
t = t4 : Der Schalter SCDS o¨ffnet und die integrierte Ladung des
Hintergrundlichts speichert ein Kondensator der CDS-
Stufe.
b) Integration des Hintergrundlichts + Laserbestrahlung (HL+L):
t = t0 : Wie im Integrationszyklus a) sind M1 und M2 leitend,
so dass die Kapazita¨ten von ihren letzten Spannungs-
zustand auf URef aufgeladen werden. Der Schalter SCDS
bleibt geo¨ffnet, so dass der Reset-Vorgang die intern ge-
speicherte Ladung des Hintergrundlichts nicht beeinflusst.
Mit der abfallenden Pulsflanke von ϕSC konfiguriert sich
die CDS-Stufe zum Integrator.
t = t1 : Mit dem Schließen von SCDS und der Integratorkonfigu-
ration der CDS-Stufe findet ein Ladungstransfer auf eine
weitere interne Kapazita¨t statt. Dabei tritt ein Vorzei-
chenwechsel auf und es entsteht −qHL.
t = t2 : M1 beendet den Reset-Vorgang wie in a) und die Be-
strahlungssta¨rke des Hintergrundlichts E˜HL,Sensor + des
Lasers E˜L,Sensor werden u¨ber die PD in einen Photo-
strom IPD,HL+IPD,L umgesetzt, der in Form von Ladun-
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gen qHL + qL u¨ber die Buffer bis zur CDS-Stufe transfe-
riert wird. Dort findet ein Ladungsausgleich zwischen der
ankommenden und der negativ gespeicherten Ladungs-
menge statt: q = qHL + qL − qHL.
t = t3 : M2 schließt den Integrationsvorgang durch die abfallen-
de Flanke von ϕShutter ab. Es entsteht die Ladungsbilanz
qL in der CDS-Stufe. Damit wurde das Hintergrundlicht
eliminiert und die verbleibende Restladung qL erzeugt
am Feedback-Kondensator der CDS-Stufe, C2, die Pixel-
spannung UPixel.
t = t4 : SCDS o¨ffnet wieder und der Pixelschaltkreis ist fu¨r den
na¨chsten Pixel-Reset bereit.
Die Integrationszyklen a) und b) bilden zusammen den CDS-Zyklus, der den
Signalprozess, Correlated-Double-Sampling, realisiert.
4.4.2 Integrationsvorgang
Es wird der Integrationszyklus b) nach Abb.43 dargestellt, weil er die Inte-
gration des Hintergrundlichts und des Laserlichts umfasst.
Der Reset-Vorgang hat die Photodiode auf die Referenzspannung aufgeladen
(UPD = URef ). Durch die Integration des Hintergrundlichts und des Laser-
lichts wa¨hrend der Integrationszeit TAkk entsteht ein Photostrom. Die Inte-
gration des Photostroms IPh(t) an der Photodiodenkapazita¨t CPD verringert
die Photodiodenspannung.
UPD(t) = URef − 1
CPD
∫
t
IPh(t
′) dt′
︸ ︷︷ ︸
UInt(t)
(70)
Die abfallenden Steuersignalflanke des Reset-Transistors startet den Inte-
grationsvorgang fu¨r die Zeit t = [0;TAkk]. Der zeitabha¨ngige Photostrom
IPh(t) verha¨lt sich nach Gl. 36 proportional zur Bestrahlungssta¨rke u¨ber
der Photodiodenfla¨che. Die Bestrahlungssta¨rke am Sensor setzt sich aus der
des Hintergrundlichts E˜HL,Sensor(t) und des Laserpulses E˜L,Sensor(t, τ) zusam-
men. Die Summe dieser Bestrahlungssta¨rken, welche die Photodiodenfla¨che
erfasst, wandelt die Photodiode in den Photostrom um.
IPh(t) = SPD · APD ·
(
E˜HL,Sensor(t) + E˜L,Sensor(t, τ)
)
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E˜L,Sensor(t− (−τ))
EˆHL,Sensor
Abbildung 45: Ideale Signalfunktionen des Integrationsvorganges
Die Integration des Photostroms in Gl. 70 stellt einen Signalprozess dar, der
zum Ergebnis die Integrationsspannung UInt(t) hat. Hierfu¨r wurden die fol-
genden Signalfunktionen definiert, siehe auch Abb. 45. Es kann angenommen
werden, dass sich das Hintergrundlicht am Sensor E˜HL,Sensor(t) u¨ber mehrere
Integrationszyklen nicht a¨ndert und sich deshalb innerhalb der Integrations-
zeit TAkk konstant verha¨lt.
E˜HL,Sensor(t) = EˆHL,Sensor · rect
(
t− 1
2
TAkk
TAkk
)
EˆHL,Sensor = konst.
Wa¨hrend der Pulsdauer TPuls erfolgt die Laserlichtbestrahlung. Der Laser-
puls E˜L,Sensor(t,±τ) kann mit einer zeitlichen Verschiebung ±τ auftreten.
Die Verschiebungszeit ±τ resultiert aus der Flugzeit und fungiert hier nur
als Parameter. Sie wird deshalb neben dem Argument der Funktion separat
angegeben. Die Amplitude EˆL,Sensor ergibt sich aus den optischen Parame-
tern, Gl. 59.
E˜L,Sensor(t,±τ) = EˆL,Sensor · rect
(
t− 1
2
TPuls − (±τ)
TPuls
)
EˆL,Sensor = kopt · EˆL,Szene
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Die Integrationsfunktion w˜Akk(t) bestimmt mit der Integrationszeit TAkk die
Integration des Photostroms an der Photodiode, siehe auch Anhang B.1.
w˜Akk(t) = wˆAkk · rect
(
t− 1
2
TAkk
TAkk
)
(71)
wˆAkk =
SPD · FF · APixel
CPD
(72)
Die Integrationsspannung UInt(t) wird durch die Faltung der Integrations-
funktion mit der Summe der auftretenden Bestrahlungssta¨rken am Sensor
modelliert, siehe auch Anhang B.2.
UInt(t,±τ) =
(
E˜HL,Sensor(t) + E˜L,Sensor(t,±τ)
)
∗ w˜Akk(t) (73)
=
∞∫
0
(
E˜HL,Sensor(ξ) + E˜L,Sensor(ξ − (±τ))
)
· w˜Akk(t− ξ) dξ
(74)
Der Startzeitpunkt der Integration liegt bei t = 0. Empfa¨ngt die Photodiode
ein Laserpuls fu¨r t < 0 am Sensor, so kann ein Teil der Bestrahlungssta¨rke fu¨r
t < 0 und ein Teil fu¨r t ≥ 0 auftreten. Der Laserpuls E˜L,Sensor(t− (−τ)) aus
Abb. 45 gibt ein Beispiel dafu¨r. Es muss sichergestellt sein, dass die Bestrah-
lungssta¨rke erst ab t ≥ 0 zu einem integralen Wert beitra¨gt, weil auch der
Pixelschaltkreis erst nach Abfall der Steuersignalflanke des Reset-Transistors
mit der Integration beginnt.
Das Faltungsintegral wu¨rde fu¨r t < 0 einen Beitrag liefern, wenn ein Teil
des Laserpulses fu¨r t < 0 auftritt. Um generell einen integralen Beitrag
fu¨r t < 0 auszuschließen und damit die Funktionalita¨t des Pixelschaltkreis
genau wiederzugeben, wird der Integrationsbereich auf [0;∞) beschra¨nkt.
Die Beschra¨nkung der unteren Integrationsgrenze beru¨hrt nach [44] auch die
Ausblendeigenschaft des Dirac-Impuses nicht, welcher fu¨r spa¨tere Betrach-
tungen von Bedeutung ist.
Die Integrationsspannung fu¨r t > TAkk ist nicht von Bedeutung, da vorher
immer ein Abtastvorgang erfolgt und nur die abgetasteten Spannungswerte
zum Entfernungsergebnis beitragen. Der Integrationsvorgang des Integrals
aus Gl. 70 konnte als LTI-System fu¨r 0 ≤ t ≤ TAkk modelliert werden, ver-
gleiche auch Abschnitt 2.2.1. Das Faltungsprodukt verha¨lt sich distributiv
bezu¨glich der Addition. Die Integrationsspannung UInt(t,±τ) zerfa¨llt so in
zwei Summanden.
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Abbildung 46: Zeitlicher Verlauf der Integrationsspannung
fu¨r die um ±τ zeitverschobenen Laserpulse
und das Hintergrundlicht
UInt,HL(t) = E˜HL,Sensor(t) ∗ w˜Akk(t) (75)
=
∞∫
0
E˜HL,Sensor(ξ) · w˜Akk(t− ξ) dξ (76)
UInt,L(t,±τ) = E˜L,Sensor(t,±τ) ∗ w˜Akk(t) (77)
=
∞∫
0
E˜L,Sensor(ξ − (±τ)) · w˜Akk(t− ξ) dξ (78)
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4.4.3 Sample-and-Hold-Stufe (S&H)
Dieser Abschnitt beschreibt den Abtast- und Haltevorgang. Zuerst wird der
reine Abtastvorgang beschrieben, weil sein signaltheoretisches Modell reine
Spannungswerte liefert. Diese sind fu¨r das nachfolgend aufgestellte determi-
nistische Signalmodell von Bedeutung. Anschließend wird die S&H-Stufe und
damit der gesamte Abtast- und Haltevorgang modelliert.
Die Buffer-stufen setzten mit der Versta¨rkung vBuffer = 1 die Eingangsspan-
nungen im Verha¨ltnis 1 : 1 auf die Kondensatoren um. Das Abtasten der Pho-
todiodenspannung zum Abtastzeitpunkt TSample modelliert der ideale Taster
nach Gl. 6. Der Abtastzeitpunkt befindet sich innerhalb der Integrationszeit
0 ≤ TSample ≤ TAkk. Die Abtastdistribution heißt
Sample(t− TSample) = δ(t− TSample). (79)
Der Schaltvorgang des Shutter-Transistors (M2) bewirkt, dass nur der aktu-
elle Spannungswert der PD zum Zeitpunkt TSample weiterverarbeitet wird,
siehe Abb. 44, Anhang B.3.
UInt(t = TSample) =
TAkk∫
0
UInt(t) · Sample(t− TSample) dt.
Der Pixelschaltkreis fu¨hrt die Integrationszyklen abwechselnd ohne und mit
Laserbestrahlung durch, wodurch unterschiedlich große Spannungsabtast-
werte entstehen.
a) Integrationszyklus (HL)
UInt,HL =
TAkk∫
0
UInt,HL(t) · δ(t− TSample) dt
= UInt,HL(t = TSample) (80)
b) Integrationszyklus (HL+L)
UInt,HL+L =
TAkk∫
0
(UInt,HL(t) + UInt,L(t)) · δ(t− TSample) dt
= UInt,HL(t = TSample) + UInt,L(t = TSample) (81)
4.4 Der elektrische Signalpfad der Kamera 79
0 tTSample
UPD(t = TSample)
UPD(t)
URef
(a) Integrationszyklus a) mit HL
0 tTSampleTSample − τ
UPD(t = TSample)
UPD(t)
URef
(b) Integrationszyklus b) mit HL+L fu¨r τ ≤ 0
0 tTSampleτ
UPD(t = TSample)
UPD(t)
URef
(c) Integrationszyklus b) mit HL+L fu¨r τ ≥ 0
Abbildung 47: Photodiodenspannung UPD(t) fu¨r
0 ≤ t ≤ TSample
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Abbildung 48: Ideales Abtast-Halte-Glied
Wa¨hrend des Integrationszyklus ohne Laserlichtbestrahlung a) sinkt die Pho-
todiodenspannung linear, wenn von einem konstanten Hintergrundlicht aus-
gegangen wird, siehe auch Abb. 47(a). Im Integrationszyklus mit Laser-
lichtbestrahlung b) treten das Hintergrundlicht und der Laserpuls zusam-
men auf. Die Integrationsspannungen UInt,HL(t) und UInt,L(t) u¨berlagern sich
mit der Referenzspannung. Der Verlauf der Photodiodenspannung UPD(t) ist
von der zeitlichen Position des Laserpulses abha¨ngig, siehe Abb. 47(b) und
Abb. 47(c).
Die Kondensatoren der Buffer-Stufen halten die abgetastete Spannung fu¨r die
Zeit THold, siehe Abb. 48(b). Das Abtast-Halte-Glied modellieren die Dirac-
Funktion und das Zero-Order-Hold-Glied mit seiner Stoßimpulsantwort
hZOH(t) = rect
(
t− 1
2
THold
THold
)
.
Der Signalgraf des Abtast-Halte-Gliedes nach [22], siehe auch Abb. 48(a),
erzeugt ein ideales Rechtecksignal mit der Impulsdauer THold und dem Span-
nungsabtastwert UInt(t = TSample) als Amplitude, siehe Abb. 48, Anghang B.4.
UHold(t) = (UInt(TSample) · Sample(t− TSample)) ∗ hZOH(t)
= UInt(t = TSample) · rect
(
t− 1
2
THold − TSample
THold
)
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4.4.4 CDS-Stufe
Nach dem S&H-Glied schließt sich die CDS-Stufe an, siehe Abb. 43. Sie eli-
miniert das Hintergrundlicht und die Referenzspannung aus dem Spannungs-
abtastwert. Das Correlated-Double-Sampling (CDS) eignet sich des weiteren
zum Filtern niederfrequenter Rauschanteile. Ein CDS-Zyklus besitzt die Peri-
odendauer von TCDS.
Das S&H-Glied realisiert eine pulsamplitudenmodulierte Rechtecksignalfolge
am Eingang der CDS-Stufe. Die Eingangsspannung der CDS-Stufe wird durch
die Rechtecksignalfolge UCDS,In
(
tm
TCDS
)
modelliert. Der Spannungswert der
Amplitude a¨ndert sich periodisch zwischen UPD,HL und UPD,HL+L, siehe auch
Abb. 49. Die Spannungsimpulse treten bei tm im a¨quidistanten Zeitabstand
TSample =
1
2
· TCDS auf. Die Zeitpunkte tm wurden auf die Periodendauer des
CDS-Zykluses TCDS normiert.
tm
TCDS
= m fu¨r m = [0;M − 1]
Die CDS-Stufe fu¨hrt den Integrationszyklus a), nur Hintergrundlichtbestrah-
lung (HL) und den Intgerationszyklus b), Hintergrund- und Laserlichtbe-
strahlung (HL+L), abwechselnd durch.
a) Integrationszyklus mit HL
UPD,HL = URef − UInt,HL(m) (82)
b) Integrationszyklus mit HL+L
UPD,HL+L = URef −
(
UInt,HL
(
m− 1
2
)
+ UInt,L(m− 12)
)
(83)
Das Netzwerk der CDS-Stufe kann durch ein nichtrekursives Filter beschrie-
ben werden, das bei Erregung mit der Eingangsfolge UCDS,In(m) entspre-
chend mit der folgenden Differenzen-Gleichung mit der Ausgangsfolge
UCDS,Out(m) = −vCDS ·
(
UCDS,In(m)− UCDS,In
(
m− 1
2
))
(84)
reagiert. Ihre ausfu¨hrliche Herleitung befindet sich im Anhang C.3.
Die z-Transformation der Elemente der Differenzen-Gleichung 84 liefert das
Betragsquadrat |HCDS(z)|2 der komplexen U¨bertragungsfunktion der CDS-
Stufe . Die dafu¨r notwendigen Umformschritte werden im Anhang C.4 auf-
gefu¨hrt.
|HCDS(z)|2 =
∣∣∣∣UCDS,Out(z)UCDS,In(z)
∣∣∣∣2 = 4 v2CDS sin2(2pift TCDS4
)
(85)
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Abbildung 49: Pulsamplitudenmodulierte Rechteckimpuls-
folge am Eingang der CDS-Stufe
|HCDS(z)|2 (Gl. 85) ist eine periodische Bandpassfunktion, die alle Gleich-
spannungs-Offsets, den Einfluss der Hintergrundbestrahlung und niederfre-
quentes Rauschen unterdru¨ckt. Niederfrequentes Rauschen a¨ußert sich als
sich zeitlich langsam a¨ndernde Offset-Spannung UOffset. Ihre zeitliche Span-
nungsa¨nderung in Bezug auf benachbarte Amplituden erfolgt so langsam,
dass sie innerhalb eines CDS-Zykluses als konstant angenommen werden
kann. Sie liefert damit keinen Beitrag zu UCDS,out. Die Bandbegrenzung des
niederfrequenten Rauschens liegt fu¨r
UOffset = konst. bei ft,cLowNoise  1TCDS .
Die Analyse eines CDS-Schaltkreises fu¨r CCD-Baugruppen fand schon in
[45] statt. Die Berechnungsverfahren stu¨tzten sich auf einen Signalflussgra-
fen mit einem Delay-Element und einer Subtraktionsstelle. Dieses Signalmo-
dell wurde auf die CDS-Stufe des Pixelschaltkreises mit seiner abgeleiteten
Zustandsgleichung 84 angewandt und modifiziert in Abb. 50 dargestellt.
Die Eingangssignalfunktion zeigt Abb. 49. Die Ladungsmenge wird zum Zeit-
punkt 1
2
TCDS auf dem Feedback-Kondensator C2 der CDS-Stufe zwischen-
gespeichert. Im Signalflussgrafen der Abb. 50 entspricht das einer zeitlichen
Verzo¨gerung mit dem Signaloperator D−
1
2
TCDS {. . . }. Die Spannungsdifferenz
zwischen den Integrationszyklen a) und b) bildet das Subtraktionsglied. Der
Signalprozess endet mit der Versta¨rkung −vCDS der Differenzspannung.
UCDS,Out(m) = −vCDS ·
(
UCDS,In(m)− UCDS,In
(
m− 1
2
))
(86)
= −vCDS · (UPD,HL − UPD,HL+L) (87)
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− 1
2
)
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Abbildung 50: Signalflussgraf der CDS-Stufe
In der Spannungsdifferenz aus Gl. 87 heben sich die gleichgroßen Integrati-
onsspannungen des HLs zum Abtastzeitpunkt UInt,HL(t = TSample) bei auf-
einanderfolgenden Integrationszyklen auf, siehe auch Gl. 82, 83, 80, 81.
0 = UInt,HL (t = TSample)− UInt,HL (t = TSample)
Das Ausgangssignal UCDS,Out
(
tm
TCDS
)
(Abb. 50) stellt zugleich das Pixel-
Ausgangssignal dar, so dass sich nach einem CDS-Zyklus fu¨r UCDS,Out die
Pixelspannung UPixel ergibt. Ihr Spannungswert ist die versta¨rkte Integrati-
onsspannung des Laserlichts zum Abtastzeitpunkt.
UPixel = vCDS · UInt,L (t = TSample)
4.4.5 Quantisieren der Pixelspannung
Am Ausgang des Pixelschaltkreises (m,n) tritt die Pixelspannung U
(m,n)
Pixel
auf, siehe auch Abschnitt 4.2. Der Auslesevorgang ordnet die Pixelspannung
der jeweiligen Amplitude in einem pulsamplitudenmodulierten Signal (PAM-
Signal) zu. Die Symmetriestufe passt das PAM-Signal an den differentiellen
Eingang des ADUs an. Fu¨r die versta¨rkte Ausgangsspannung des Pixelschalt-
kreises (m,n) gilt:
U
(m,n)
ADU = vSym · U (m,n)Pixel
Der Analog-Digital-Umsetzer (ADU) wandelt die von der Symmetriestufe
versta¨rkte analoge Amplitude des PAM-Signals des Pixels (m,n) in den quan-
tisierten Spannungswert U
(m,n)
Qu um. Die Quantisierungskennlinie aus Abb. 28
beschreibt diese nicht eindeutige Abbildung des ADUs, siehe Gl. 50. Zur ver-
einfachten Abbildung kann die folgende Gleichung angenommen werden.
U
(m,n)
Qu = vADU · U (m,n)ADU = vADU · vSym · U (m,n)Pixel (88)
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Qu
U
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Symmetriestufe
vADU
Analog-Digital-Umsetzer
Abbildung 51: Vereinfachter Signalpfad der Symmetriestufe
und des Analog-Digital-Umsetzers
Der Codierer gibt den quantisierten Spannungswert U
(m,n)
Qu als Bina¨rzahl aus.
Der PC wandelt die Quantisierungsspannungswerte zur Ausgabe und Anzeige
in eine Dezimalzahl um.
Sowohl die Symmetriestufe als auch der ADU versta¨rken das PAM-Signal
und damit die Pixelspannung. Die Versta¨rkungen vSym und vADU der beiden
Baugruppen wurden experimentell ermittelt, siehe Abschnitt 4.2.1.
Es wird ein vereinfachter Signalpfad zwischen dem Pixelausgang U
(m,n)
Pixel und
dem Ausgang des ADUs U
(m,n)
Qu angegeben, der die Versta¨rkungen der Sym-
metriestufe und des ADUs beru¨cksichtigt, siehe Abb. 51. Zur besseren Les-
barkeit fa¨llt der hochgestellte Klammerausdruck (m,n) an physikalischen
Gro¨ßen in den folgenden Kapiteln weg.
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4.5 Das deterministische Signalmodell der Kamera
In den vorherigen Abschnitte 4.3 und 4.4 wurden die optischen und elek-
trischen Signalprozesse analysiert. Dabei wurden optische und elektrische
und Signalmodelle aufgestellt. In diesem Kapitel wird ein Signalmodell fu¨r
die Kamera angestrebt, dass den Spannungswert am Ausgang des ADUs in
Abha¨ngigkeit von
1) dem zeitlichen Verlauf der Bestrahlungssta¨rke der Szene EˆL,Szene und
2) der zeitlichen Verzo¨gerung τ des 30ns-Laserpulses
gegenu¨ber seinem Startzeitpunkt bei Ankunft am Sensor
beschreibt. Bisherige Entwu¨rfe des MDSI- und DCSI-Verfahrens beruhen un-
ter anderem auf theoretischen U¨berlegungen zu einem idealen Integrations-
und Abtastvorgang. Das hier vorgestellte deterministische Signalmodell bein-
haltet eine detaillierte signaltheoretische Beschreibung des gesamten CDS-
Zykluses. Es beru¨cksichtigt sowohl ideale als auch messtechnisch ermittelte
(reale) Signalverla¨ufe.
4.5.1 Ideale Signalfunktionen und Signaloperationen
Der Signalprozess zur Integration des Laserlichts nach Gl. 75 ist der Aus-
gangspunkt zur Bildung eines deterministischen Signalmodells. Die wesent-
lichen Signalfunktionen sind in Abb. 52(a) dargestellt. Der Laserpuls ist mit
−τ nach links bzw. mit +τ nach rechts bezu¨glich des Integrationsbeginns
verschiebbar ‡.
E˜L,Sensor(t− (±τ)) = EˆL,Sensor · rect
(
t− 1
2
TPuls − (±τ)
TPuls
)
︸ ︷︷ ︸
EL(t−(±τ))
(89)
Nach Gl. 59 vermindert sich die Bestrahlungssta¨rke des Laserpulses auf der
Szene um kOpt gegenu¨ber der Bestrahlungssta¨rke des Laserpulses am Sensor.
Dieser Umstand u¨bertra¨gt sich auf die Amplitude der Bestrahlungssta¨rke am
Sensor.
EˆL,Sensor = kOpt · EˆL,Szene
‡τ fungiert hier als Parameter, welcher eine zeitliche Verschiebung bei den Signalfunk-
tionen entlang der Zeitachse bewirkt.
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Das Faltungsintegral aus Gl. 77 beschreibt die Integration des Laserpulses.
Diese Signalabbildung faltet die Integrationsfunktion w˜Akk(t), Gl. 71, und
verschiebt sie um t entlang der ξ-Achse§, siehe auch Abb. 52(b).
w˜Akk(t− ξ) = wˆAkk · rect
(
t− ξ − 1
2
TAkk
TAkk
)
(90)
Die gefaltete und um t zeitverschobene Integrationsfunktion w˜Akk(t − ξ)
fu¨hrt mit dem um ±τ zeitverschobenen Laserpuls E˜L,Sensor(ξ − (±τ)) auf
das Signalprodukt in Gl. 91. Da die Integrationsfunktion und der Laserpuls
zeitbegrenzte Signale sind, ist auch ihr Signalprodukt zeitbegrenzt, siehe auch
Abb. 52(b).
E˜L,Sensor(ξ − τ) · w˜Akk(t− ξ) =(
EˆL,Sensor · wˆAkk
)
·

1 fu¨r −τ ≤ t ≤ TPuls − τ
1 fu¨r τ ≤ t ≤ τ + TPuls
0 sonst
 (91)
Die Integration des Signalprodukts nach Gl. 77 ergibt die Spannungsfunktion
UInt,L(t,±τ) mit dem Parameter der Verschiebungszeit τ . Durch Multipli-
kation mit der Abtastfunktion Sample(t− TSample) nach Gl. 79 und Integra-
tion von 0 ≤ t ≤ TAkk wird ein Abtastwert der Integrationsspannung fu¨r die
Verschiebungszeit τ des Laserpulses erzeugt.
UInt,L(t = TSample,±τ) =
TAkk∫
0
UInt,L(t,±τ) · Sample(t− TSample) dt (92)
=
TSample∫
0
E˜L,Sensor(ξ − τ) · w˜Akk(t− ξ) dξ (93)
Aus der Gl. 93 und unter Beru¨cksichtigung der Versta¨rkung der CDS-Stufe
vCDS kann fSample als die Abbildung der Menge der Verschiebungszeiten τ
auf die Menge der Abtastwerte UInt,L(t = TSample, τ) definiert werden.
fSample : τ → fSample(τ) = vCDS · UInt,L(ts = TSample, τ) (94)
= USample(τ, TSample) (95)
§Bei der Faltungsoperation wird die Integrationsvariable mit ξ bezeichnet und t als
Integrationsbereich gefu¨hrt [22].
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0 tTSample
Sample(t− TSample)
τ−τ
w˜Akk(t)
TAkk
E˜L,Sensor(t− τ)
TPuls TPuls
E˜L,Sensor(t− (−τ))
(a) Integrationsfunktion w˜Akk(t) mit TAkk ≥ TSample, zeitverschobener Laserpuls
E˜L,Sensor(t− (±τ)), und Abtastdistribution Sample(t− TSample)
0 t ξτ−τ
Sample(t− TSample)
w˜Akk(t− ξ)
TSample(−TAkk + t)
(TPuls − τ) (TSample − τ)
(TPuls + τ) E˜L,Sensor(ξ − τ)E˜L,Sensor(ξ − (−τ))
E˜L,Sensor(ξ − τ) · w˜Akk(t− ξ)E˜L,Sensor(ξ − (−τ)) · w˜Akk(t− ξ)
(b) Zeitverschobene Laserpulse E˜L(ξ − (±τ)), gefaltete Integrationsfunktion
w˜Akk(t− ξ) und Signalprodukt E˜L(ξ − (±τ)) · w˜Int(t− ξ)
Abbildung 52: Ideale Signalfunktionen der Integration eines
rechteckfo¨rmigen Laserpulses
Nach einem CDS-Zyklus ist die Spannung des Hintergrundlichts UInt,HL nach
Gl. 87 eliminiert, so dass hier nur noch UInt,L(t = TSample, τ) auftritt. Die Ab-
bildung fSample(τ) heißt Spannungsabtastwertefunktion USample(τ, TSample)
mit der abha¨ngigen Variablen τ . Ihre Spannungsabtastwerte entsprechen
theoretisch UPixel am Ausgang des Pixelschaltkreises.
Die Abtastzeit betra¨gt TSample ≤ 12TCDS. Der Definitionsbereich der Verzo¨ge-
rungszeit betra¨gt fu¨r ideale Signalfunktionen
τ = [−TPuls;TSample].
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(a) Amplituden- und impulsdauerbe-
grenzter Laserpuls



0 tτ
E˜δ(t− τ) (
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(b) Signaltheoretischer δ-Laserpulses
Abbildung 53: Endlicher δ-Laserpuls
4.5.2 Ableiten des idealen Integrationsfensters
Die Spannungsabtastwertefunktion UInt,L(t = TSample,±τ) aus Gl. 94 bzw.
Gl.92 beinhaltet das Faltungsintegral. Wird theoretisch ein Dirac-Impuls
als Signalfunktion fu¨r den Laserpuls angenommen, so mu¨sste sich aufgrund
seiner Ausblendeigenschaft eine Spannungsabtastwertefunktion nach Gl. 93
ergeben, die im Bereich 0 ≤ τ ≤ TSample die Integrationsfunktion w˜Akk(t)
wiedergibt (ideales Integrationsfenster).
Dazu wird der signaltheoretische Bestrahlungssta¨rkeimpuls δ(E˜)(t) eingefu¨hrt.
Er setzt sich aus dem Produkt seiner theoretischen Impulsfla¨che A
(E˜·T )
Impuls und
dem Dirac-Impuls δ(t) zusammen. Es handelt sich um dimensionsbehaftete
Signalfunktionen und Gro¨ßen, die sich in Analogie zu dem Spannungsimpuls
aus dem Abschnitt 2.1.1 nach [20] ergeben.
δ(E˜)(t) = A
(E˜·T )
Impuls · δ(t) mit den Einheiten:[
δ(E˜)(t)
]
= 1
W
m2
[
A
(E˜·T )
Impuls
]
= 1
W · s
m2
[δ(t)] =
1
s
In der Praxis stehen nur Laserpulse mit endlicher Amplitude und endlicher
Impulsdauer zur Verfu¨gung, siehe Abb. 53(a). Aus der maximalen Strah-
lungsleistung am Pixel Φˆδ, der Photodiodenfla¨che APD und der mittleren
Impulsdauer TFWHM wird die Impulsfla¨che abgescha¨tzt (engl.: Estimation).
A
(E˜·T )
Impuls,Est =
Φˆδ
APD︸ ︷︷ ︸
=Eˆδ
·TFWHM
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Das Produkt aus abgescha¨tzter Impulsfla¨che und Dirac-Impuls beschreibt
den endlichen δ-Laserpuls signaltheoretisch, siehe auch Abb. 53(b).
E˜δ(t− τ) = A(E˜·T )Impuls,Est · δ(t− τ) = Eˆδ · TFWHM · δ(t− τ) (96)
Der endliche δ-Laserpuls aus Gl. 96 vereinfacht das Faltungsintegral in Gl. 97.
Die einzelnen Signalfunktionen zeigt Abb. 54(a).
USample(τ, TSample) = vCDS ·
TSample∫
0
E˜δ(ξ − τ) · w˜Akk(t− ξ) dξ (97)
= vCDS · Eˆδ · TFWHM · wˆAkk︸ ︷︷ ︸
UˆAkk
· (98)
TAkk∫
0
wAkk(t− τ) · Sample(t− TSample) dt
(99)
= UˆAkk · wAkk(t = TSample − τ) fu¨r 0 ≤ τ ≤ TSample
(100)
Die Ausblendeigenschaft des um τ zeitverschobenen Dirac-Impulses be-
wirkt, dass die um τ zeitverschobene Signalfunktion UˆAkk · wAkk(t− τ) ent-
steht. Um so gro¨ßer die zeitliche Verschiebung τ ist, um so mehr schiebt
sich UˆAkk ·wAkk(t−τ) u¨ber den Abtastzeitpunkt TSample. Die Abtastfunktion
Sample(t − TSample) tastet zum Abtastzeitpunkt TSample einen Spannungs-
wert ab. Die Abtastfunktion erfasst die Spannungsabtastwerte im Abstand
TSample − τ von der Anstiegsflanke der Spannungsintegrationsfunktion, siehe
Abb. 54(b).
Die Zuordnung zwischen dem Spannungsabtastwert und der Verzo¨gerungszeit
τ nach Gl. 98 beschreibt die Integrationsfunktion w˜Akk(t = TSample − τ) fu¨r
0 ≤ τ ≤ TSample, siehe auch Abb. 54(c). Das Produkt aus den Amplituden der
Signalfunktionen und der CDS-Versta¨rkung bildet die Spannungsamplitude
UˆAkk in Gl. 100.
Die Spannungsabtastwertefunktion geht aus der rechteckfo¨rmigen Integrati-
onsfunktion w˜Akk(t), dem endlichen δ-Laserpuls E˜δ(t − τ) und der Abtast-
funktion Sample(t−TSample) hervor (ideale Signalfunktionen). Durch die Nor-
mierung von USample(τ, TSample) auf ihre Amplitude UˆAkk, Gl. 100, entsteht
fu¨r 0 ≤ τ ≤ TSample die normierte abgetastete ideale Integrationsfunktion
USample(τ, TSample)
UˆAkk
= wAkk(t = TSample − τ) = wInt,ideal(τ). (101)
4.5 Das deterministische Signalmodell der Kamera 90
0 ξtτ TSample
E˜δ(ξ − τ)
Sample(ξ − TSample)
w˜Akk(t− ξ)
(−TAkk + t)
(a) Gefaltete und um t zeitlich verschobene Integrationsfunktion w˜Akk(t − ξ), zeit-
verschobener δ-Laserpuls E˜δ(ξ − τ), und Abtastfunktion Sample(ξ − TSample)
0 tτ TSample
TSample − τ
Sample(t− TSample)
UˆAkk · wAkk(t− τ)
(TAkk − τ)
(b) Signalfunktionen UˆAkk · wAkk(t− τ) und Abtastfunktion Sample(t− TSample)
0 τ
TInt
TSample
USample(τ, TSample)
UˆAkk · wAkk(t = TSample − τ)
(c) Spannungsabtastwertefunktion fu¨r einen zeitlich verzo¨gerten δ-Laserpuls
Abbildung 54: Abtasten der Integrationsfunktion w˜Akk(t)
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Durch das zeitliche Verschieben des endlichen δ-Laserpulses im Zeitbereich
0 ≤ τ ≤ TSample ko¨nnen normierte Abtastwerte der Integrationsfunktion
wAkk(t−τ) gewonnen werden. Die Abb. 54(b) zeigt den Zusammenhang zwi-
schen der zeitlichen Verzo¨gerung τ und der Zeit t im Argument der Integrati-
onsfunktion wAkk(t = TSample−τ). Es wird deutlich, dass die Abtastfunktion
Sample(t − TSample) die Signalfunktion UˆAkk · wAkk(t − τ) von dem Abtast-
zeitpunkt t=TSample ru¨ckwa¨rts bis zum Integrationsbeginn t = 0 abtastet.
Da es sich bei wAkk(t) laut Gl. 71 um eine ideale rechteckfo¨rmige Signalfunk-
tion handelt, entsteht fu¨r wInt,ideal eine ideale rechteckfo¨rmige Signalfunktion
mit der Impulsdauer TInt = TSample. Die Integrationsfunktion w˜Akk(t) liefert
die Amplitude wˆInt = wˆAkk gema¨ß Gl. 71, so dass die Signalfunktion als
zeit- und wertekontinuierliches (digitales) ideales Integrationsfenster abge-
leitet werden kann.
w˜Int,ideal(t) = wˆInt · wInt,ideal(t) = wˆAkk · rect
(
t− 1
2
TInt
TInt
)
(102)
4.5.3 Bestimmen des realen Integrationsfensters
Die normierte Spannungsabtastwertefunktion UPixel(τn)
UPixle,max
aus den Voruntersu-
chungen, Abb. 37, zeigt einen sehr starken nichtlinearen Verlauf. Es deutet
sich damit an, dass der nichtlineare Verlauf nicht allein durch den nicht recht-
eckfo¨rmigen Laserpuls aus Abb. 35 hervorgerufen werden kann. Vermutlich ist
das durch den Pixelschaltkreis realisierte Integrationsfenster ebenfalls nicht
rechteckfo¨rmig wie bisher angenommen bzw. das zuvor signaltheoretisch ab-
geleitet wurde.
a) Entwickeln der Abtastverfahren
Den Ausgangspunkt bilden die theoretischen Betrachtungen zum Ableiten
des idealen Integrationsfensters wInt,ideal(t) durch Ausnutzen der Ausblend-
eigenschaft des im δ-Laserpuls enthaltenen Dirac-Impulses, siehe vorherigen
Abschnitt 4.5.2. Aus einem amplituden- und impulsdauerbegrenzten Laser-
puls wurde der endliche δ-Laserpuls definiert, der technisch kurze, amplitu-
denbegrenzte Laserpulse besser wiedergibt als der rein theoretische Dirac-
Impuls.
Der technisch sehr kurze 5ps-Laserpuls wurde fu¨r die Aufnahme der Impuls-
antwort eines CMOS-Detektors in [46] eingesetzt. In [47] konnten durch
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Bilden der Faltungsumkehroperation der Systemantwort die Messsystemein-
flu¨sse separiert werden. Anwendung fand ein optischer Puls mit TFWHM<3ps.
Der Pixelschaltkreis erzeugt nach einem CDS-Zyklus einen Spannungsabtast-
wert. In jedem CDS-Zyklus kann der Laserpuls immer nur eine bestimmte
zeitliche Verschiebung in Bezug zum Integrationsbeginn einnehmen. Mit dem
U¨bergang von einem zeitkontinuierlichen Argumentevorrat τ auf einen zeit-
diskreten Argumentevorrat τn = n ·∆τ entstehen die Spannungsabtastwerte
USample(τn) im a¨quidistanten zeitlichen Abstand ∆τ . Der Einsatz eines realen
endlichen δ-Laserpulses muss der Bedingung
TFWHM ≤ ∆τ
genu¨gen, siehe Abb. 56. Ist dagegen die mittlere Laserpulsdauer TFWHM des
realen δ-Laserpulses gro¨ßer als der a¨quidistante zeitliche Abstand ∆τ , wu¨rde
u¨ber mehr als ein ∆τ integriert werden. Die Abbildung eines solchen abgetas-
teten Spannungswertes auf die Verzo¨gerungszeit τn, wu¨rde nicht mehr dem
integralen Wert innerhalb von ∆τ entsprechen.
Durch Normieren der zeitdiskreten Spannungsabtastwertefunktion
USample(τn, TSample = TInt) auf ihre Amplitude UˆAkk entsteht als Ergebnis die
wertenormierte zeitdiskrete ideale Integrationsfensterfunktion.
τ → τn = n ·∆τ n = [1;N ] (103)
USample(τn, TSample = TInt)
UˆAkk
= wInt,ideal(τn) (104)
Ausgehend von den signaltheoretischen Betrachtungen zum Abtasten des
idealen Integrationsfensters, den Beispielen der Fachliteratur und dem U¨ber-
gang auf einen zeitdiskreten Argumentevorrat la¨sst sich die nachstehende
Methode zum Abtasten des realen Integrationsfensters im Pixelschaltkreis
formulieren:
Wird die Photodiode mit einem Laserpuls (TFWHM ≤ ∆τ) be-
strahlt, der in jedem CDS-Zyklus um die Zeitdifferenz ∆τ ge-
genu¨ber der zeitlichen Verzo¨gerung τn−1 des vorherigen CDS-
Zyklusses verschoben ist, entstehen quantisierte Spannungsab-
tastwerte UQu(τn, TSample), die auf ihr Maximum UQu,max normiert
der zeit- und wertediskreten (digitalen) dimensionslosen realen
Integrationsfensterfunktion wInt,real(τn) entsprechen.
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b) Versuchsaufbau zum Abtasten verschiedener Integrationsfenster
Das Blockschaltbild aus Abb. 55 zeigt den Versuchsaufbau. Das Hintergrund-
licht E˜HL,Sensor(t) tritt stetig am untersuchten Pixel (2,13) auf. Ein steuer-
bares Delay-Element gibt ein um τn verzo¨gertes Clock-Signal an das Laser-
modul weiter. Das Clock-Signal leitet sich aus dem Taktgenerator des FPGAs
ab. Das Lasermodul sendet den realen endlichen δ-Laserpuls E˜δ,63ps(t − τn)
aus, siehe auch Gl. 106 und Abb. 56. Das Clock-Signal synchronisiert den um
τn zeitlich verschobenen Laserpuls mit dem Integrationsfenster. Am Ausgang
des Pixelschaltkreises entsteht nach einem CDS-Zyklus mit der Integrations-
zeit TInt und der zeitlichen Verzo¨gerung τn der Pixelspannungswert UPixel,n.
Die Symmetriestufe versta¨rkt den Pixelspannungswert zu vSym ·UPixel,n, der
ADU versta¨rkt und wandelt den analogen Pixelspannungswert in den Digi-
talwert UQun um. Das FPGA und die LVDS-Schnittstelle u¨bergeben UQun an
den Speicher im PC.
Die SIT-Software steuert den gesamten Versuchsaufbau. Bevor die Messpro-
zedur startet, la¨dt die Kamera u¨ber die LVDS-Schnittstelle die Kamerapa-
rameter. Der Kameraparameter, Exposure-Time, stellt die Integrationszeit
TInt im Pixelschaltkreis ein und konfiguriert damit das Integrationsfenster
im CDS-Zyklus. Die SIT-Software wiederholt N CDS-Zyklen. Wa¨hrend der
Messprozedur gibt sie u¨ber einen Za¨hler den aktuellen Za¨hlerwert n an die
serielle Schnittstelle des PCs aus. Der Za¨hlerwert stellt das Delay-Element auf
die diskrete Verzo¨gerungszeit τn ein. Bei jedem CDS-Zyklus wird der Za¨hler-
wert n um sein Inkrement ∆n erho¨ht. Wenn der N’te Za¨hlerwert erreicht
ist, endet die Messprozedur. Die SIT-Software erzeugt im Speicher des PCs
eine Zahlenreihe aus versta¨rkten und quantisierten Pixelspannungswerten,
UQu(τn, TSample = TInt). Ihre Elemente, UQu,n, sind die quantisierten Span-
nungswerte, die sich aus einem CDS-Zyklus mit dem zeitverschobenen realen
endlichen δ-Laserpuls E˜δ,63ps(t − τn) und der Integrationszeit TInt ergeben
und von dem Auswerteverfahren verarbeitet werden.
UQu(τn, TSample = TInt) = {UQu1, . . . , UQun, . . . , UQuN} (105)
Um das Integrationsfenster mo¨glichst genau abzutasten, wurde der endliche
δ-Laserpuls aus Abb.56 ausgewa¨hlt. Der zeitliche Verlauf der Strahlungsleis-
tung konnte dem Datenblatt entnommen werden. Seine geringe maximale
Strahlungsleistung Φˆδ,63ps(t) ≈ 260mW la¨sst keine indirekte Bestrahlung
u¨ber eine Szene und Optik zu. Das Lasermodul ist mit seinem schmalen
Strahlenbu¨ndel direkt auf das Pixel (2,13) (ohne Sensoroptik) gerichtet.
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Abbildung 55: Blockschaltbild zur Aufnahme der Span-
nungsabtastwertefunktion USample(τn, TInt
des Integrationsfensters w˜Int,real(τn) im
Pixelschaltkreis
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Abbildung 56: Realer endlicher δ-Laserpuls (Datenblatt:
λ=896nm, W =25pJ , TFWHM=63, 44ps)
An der Sensorfla¨che wu¨rde theoretisch eine Bestrahlungssta¨rke Eˆδ,63ps auf-
treten, die sich umgekehrt proportional zu der bestrahlten Fla¨che auf dem
Sensor AIll,Sensor verha¨lt. Weil die Wellenla¨nge des sehr kurzen Laserpulses
nicht im sichtbaren Bereich liegt, konnte die bestrahlte Sensorfla¨che nicht
na¨her bestimmt werden.
E˜δ,63ps(t) =
Φ˜δ,63ps(t)
AIll,Sensor
(106)
Die Abb. 56 zeigt, dass der reale endliche δ-Laserpuls nach weniger als 0,2ns
seine maximale Strahlungsleistung von Φˆδ,63ps(t) ≈ 260mW bei einer fast
geradlinigen Anstiegsflanke erreicht. Die abfallende Flanke fa¨llt anfangs auch
geradlinig, sinkt aber erst nach 0, 6ns vollsta¨ndig auf 0mW ab. Die ver-
bleibende Strahlungsleistung kann jedoch gegenu¨ber der maximalen Strah-
lungsleistung als vernachla¨ssigbar klein angenommen werden. Die mittlere
Impulsbreite ist mit TFWHM = 63, 44ps wesentlich kleiner als die Verzo¨ge-
rungsschrittweite des Delay-Elements ∆τ = 0, 25ns.
4 · TFWHM ≈ ∆τ (107)
Damit eignet sich der reale endliche δ-Laserpuls aus Abb. 56 aufgrund sei-
ner schmalen Impulsbreite und seiner fast symmetrischen Signalform zum
Abtasten des Integrationsfensters.
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c) Versuchsdurchfu¨hrung
Von besonderem Interesse sind die Integrationsfenster mit unterschiedlichen
Impulsla¨ngen. Das SIT-Programm erho¨ht den Kameraparameter Exposure-
Time und damit die Integrationszeit TInt mit einer Schrittweite um 30ns.
TInt = {30ns, 60ns, 90ns, 120ns} (108)
Der CDS-Zyklus wiederholt sich n Mal, wobei sich gleichzeitig der Za¨hler-
wert um ∆n = 1 erho¨ht. Insgesamt werden N = 1086 Abtastwerte mit ei-
ner Verzo¨gerungsschrittweite ∆τ = 0, 25ns aufgenommen. Die quantisierten
Spannungswerte UQu,n unterliegen einer statistischen Schwankung. Durch
zusa¨tzliches arithmetisches Mitteln u¨ber M Durchla¨ufe der Abtastprozedur
sinkt ihre Streuung, so dass sich fu¨r M = 100 signifikante Signalfunktionen
herausbilden.
µUQu,n,Est =
1
100
·
M=100∑
m=1
UQu,(n,m) (109)
Mit µUQu,n,Est liegt der gescha¨tzte arithmetische Mittelwert des n’ten quan-
tisierten Spannungswertes vor. Er bildet in Abha¨ngigkeit von der einge-
stellten zeitlichen Verschiebung τn und dem Parameter TInt die Zahlenfolge
der gescha¨tzten arithmetischen Mittelwerte der Quatnisierungspannung.
µUQu,n,Est(τn, TSample = TInt) =
{
µUQu,1,Est, . . . , µUQu,n,Est, . . . , µUQu,N ,Est
}
(110)
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d) Auswertung der Messergebnisse
Der maximale quantisierte Spannungsabtastwert USample(τn = τnmax , TSample)
des 30ns-Integrationsfensters tritt bei einer Verzo¨gerungszeit τnmax auf. Er
entspricht der zuvor theoretisch hergeleiteten Spannungsamplitude UˆSample
aus Gl. 98. Die Zahlenreihe µUQu,n,Est(τn, TInt) aus Gl. 110 ist fu¨r das jeweilige
Integrationsfenster auf den maximalen quantisierten arithmetisch gemittelten
Spannungsabtastwert µUQu,max,Est,30ns des 30ns-Integrationsfensters normiert
worden, siehe auch Gl. 111. Die normierten Mittelwerte sind in Abb. 57 u¨ber
der eingestellten Verzo¨gerungszeit τn dargestellt.
wInt,real(τn, TInt) =
µUQu,n,Est(τn, TSample = TInt)
µUQu,max,Est,30ns
(111)
Diese Normierung stellt in Analogie zu dem theoretisch abgeleiteten digitalen
idealen Integrationsfenster wInt,ideal(τn) aus Gl. 101 das messtechnisch ermit-
telte digitale reale Integrationsfenster wInt,real(τn) dar. Der optische Propor-
tionalita¨tsfaktor kOpt entfa¨llt, da eine direkte Bestrahlung ohne Optik vor-
liegt.
Kennzahl Bezeichnung Zeitbereich τn in ns
1 Vorintegration 50-113
2 Anstiegsflanke 113-115
3 Maximum 135
4 Mittelteil 117-132
5 Abfallende Flanke 136+TInt-148+TInt
Tabelle 4: Charakteristische Bereiche der normierten
realen Integrationsfensterfunktion wInt,real(τn)
Die realen Integrationsfensterfunktionen besitzen ein Maximum und gliedern
sich durch ihre unterschiedlichen Anstiege in vier charakteristische Bereiche,
siehe Tabelle 4. Die zugeho¨rigen Anstiege und das Maximum sind in der
Tabelle 5 fu¨r die einzelnen Integrationsfenster gegenu¨bergestellt.
Es tritt eine vorzeitige Integration 1) auf, bei welcher der Anstieg kontinu-
ierlich wa¨chst, bis er den Wert der Anstiegsflanke 2) erreicht. Die Anstiegs-
flanken a¨ndern ihre Steilheit nur unwesentlich. Ein stetiger Zuwachs mit der
Integrationszeit ist bei dem Maximum 3) der Integrationsfenster zu ver-
zeichnen. Der Mittelteil 4) fa¨llt fu¨r wInt,real(τn, TInt = 30ns) mit 0, 016
1
ns
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Abbildung 57: Normierte reale Integrationsfensterfunktion
wInt,real(τn, TInt) fu¨r verschiedene Integra-
tionszeiten TInt
stark ab. Mit zunehmender Integrationszeit verla¨uft das Mittelteil jedoch im-
mer flacher. Die abfallenden Flanken 5) a¨ndern sich im letzten Kurvenstu¨ck
TInt − 15ns fast linear.
Die gesamte zeitliche La¨nge der Integrationsfensterfunktion heißt TFct und
umfasst die Vorintegration, die Anstiegsflanke, das Mittelteil und die ab-
fallende Flanke. TFct erho¨ht sich fu¨r jedes abgetastete Integrationsfenster
um die Differenz der Integrationszeit. Die messtechnisch aufgenommenen
Integrationsfensterfunktionen erho¨hen ihre zeitliche La¨nge um ungefa¨hr 30ns.
Kleine Abweichungen ergeben sich aus den Schwankungen der Verzo¨gerungs-
schrittweite des Delay-Elements. Sie sind jedoch so klein, dass sie auf nachfol-
gende Simulationen keinen Einfluss haben. Die Tabelle 6 gibt einen U¨berblick
u¨ber die Integrationszeit TInt und die gesamte zeitliche La¨nge der Integra-
tionsfensterfunktion.
Die Signalform des Integrationsfensters weicht von der idealen Rechteckform
ab. Wesentlich ist jedoch, dass immer eine steil abfallende Signalflanke vor-
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Kennzahl 1 2 3 4 5
Integrations- Vor- Anstiegs- Maxi- Mittel- Abfallende
Zeit TInt integration flanke mum teil Flanke
in ns in 1/ns in 1/ns in 1/ns in 1/ns
30 0,0014-0,15 0,15 1,000 0,01600 0,06
60 0,0020-0,17 0,17 1,150 0,00040 0,06
90 0,0020-0,17 0,17 1,225 0,00027 0,06
120 0,0020-0,17 0,17 1,275 0,00014 0,06
Tabelle 5: Kurvenanstiege und Maxima der nor-
mierten realen Integrationsfensterfunktion
wInt,real(τn, TInt) fu¨r verschiedene Integra-
tionszeiten TInt
TInt in ns 30 60 90 120
TFct in ns 148 175 208 238
Tabelle 6: Gesamte zeitliche La¨nge der
realen Integrationsfensterfunktion
handen ist. Damit kann ein fast senkrechtes Abschneiden des Laserpulses
realisiert werden. Außerdem verla¨uft das Mittelteil flacher, wenn sich die
Integrationszeit erho¨ht. Wird die Integrationszeit um 30ns erho¨ht, so tritt
die abfallende Flanke auch um 30ns spa¨ter auf.
4.5.4 Signalmodell fu¨r ideale und reale Signalfunktionen
Es wird ein Signalmodell vorgestellt, dass die Quantisierungsspannung am
Ausgang des ADUs sowohl fu¨r ideale als auch fu¨r reale Signalfunktionen
wiedergibt. Der Nutzen liegt in der Erweiterung der bisher erstellten Sig-
nalmodelle auf krummlinige (reale) Signalverla¨ufe des Laserpulses und des
Integrationsfensters.
Die Quantisierungsspannung wird mit den Versta¨rkungsfaktoren der Sym-
metriestufe und des ADUs Ausgehend von Gl. 93 modelliert.
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vSym · vADU · USample(τ, TSample = TInt) =
TAkk∫
0
vCam · E˜L,Sensor(t− τ) ∗ w˜Akk(t) · Sample(t− TInt) dt (112)
Wird USample(τ, TSample = TInt) weiter aufgelo¨st, la¨sst sich die Versta¨rkung
der CDS-Stufe gemeinsam mit den konstanten Versta¨rkungen der einzelnen
Baugruppen zur Gesamtversta¨rkung der Kamera vCam zusammenfassen.
vCam = vSym · vADU · vCDS
Das zuvor theoretisch und messtechnisch ermittelte Integrationsfenster wInt(t)
ersetzt die messtechnisch nur schwer zuga¨ngliche Integrationsfunktion w˜Akk(t)
im neuen Signalmodell.
Zeitliche Umkehrung des Integrationsfensters
Der Abschnitt 4.5.3 beschreibt, dass sich das ideale Integrationsfenster durch
Einsetzen eines endlichen δ-Laserpulses in die Gleichung der Spannungsab-
tastwertefunktion herleitet. Fu¨r das Signalmodell muss der zeitliche Verlauf
der abgetasteten Integrationsfenster umgekehrt werden, damit es dem zeit-
lichen Verlauf der urspru¨nglichen Integrationsfunktion w˜Akk(t) folgt. Das gilt
insbesondere fu¨r das in Bezug auf t = TFct
2
unsymmetrische krummlinige
Integrationsfenster.
Durch Negation der Zeitvariablen im Argument der Integrationsfensterfunk-
tion wInt(−t) entsteht die an der Ordinatenachse gespiegelte Integrationsfens-
terfunktion w∗Int(t). Da sich die Signalfunktion auf dem negativen Teil der
Zeitachse befinden, muss sie an die urspru¨ngliche Position nach rechts entlang
der Zeitachse verschoben werden. Der Verschiebungsoperator D−TFct{. . . }
verschiebt die Signalfunktion um ihre gesamte zeitliche La¨nge TFct nach
rechts, so dass sie wieder mit t ≥ 0 beginnt, siehe auch Abschnitt 2.1.3.
D−TFct {w∗Int(t)} = w∗Int (t− TFct)
Die Signalfunktion des idealen und realen Integrationsfensters unterscheidet
sich in der zeitlichen La¨nge, siehe auch Tabelle 6.
wInt,ideal : TFct = TInt
wInt,real : TFct ≥ TInt
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0 t−TInt TInt
TInt
w∗Int,ideal(t) = wInt,ideal(−t) w∗Int,ideal(t− TInt)
(a) Ideales rechteckfo¨rmiges Integrationsfenster
0 t−TFct TFct
TFct
w∗Int,real(t) = wInt,real(−t) w∗Int,real(t− TFct)
(b) Reales krummliniges Integrationsfenster (skizziert)
Abbildung 58: Gefaltete und um die zeitliche La¨nge der
Signalfunktion TFct nach rechts verscho-
bene Integrationsfensterfunktionen
Das zeitliche Umkehren der abgetasteten Integrationsfenster ist in Abb. 58
dargestellt. Bei dem idealen Integrationsfenster ergibt sich nach dem Spie-
geln und dem Verschieben kein Unterschied zur urspru¨nglich abgetasteten
Signalfunktion, vergleiche Abb. 54(c) mit Abb. 58(a). Die Ursache liegt in
der rechteckfo¨rmigen Integrationsfunktion, die sich bezu¨glich t = TInt
2
sym-
metrisch verha¨lt.
Fu¨r das krummlinige reale Integrationsfenster treten durch das Spiegeln und
das Verschieben die ansteigende und die abfallende Signalflanke im zeitlich
umgekehrten Verlauf auf, vergleiche Abb. 57 mit Abb. 58(b).
Modellieren der Quantisierungsspannung UQu,Mod(τ, TInt)
Die versta¨rkte Spannungsabtastwertefunktion aus Gl. 112 besteht unter an-
derem aus der Integrationsfunktion w˜Akk(t). Sie wird durch die Integra-
tionsfensterfunktion ersetzt. Da das Integrationsfenster ru¨ckwa¨rts abgetastet
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wurde, muss das zeitlich umgekehrte Integrationsfenster w˜∗Int(t−TFct) fu¨r die
Substitution verwandt werden.
Die Faltung (engl.: Convolution) des um ±τ zeitlich verzo¨gerten Laserpulses
E˜L,Sensor(t−(±τ)) mit der Integrationfensterfunktion w˜∗Int(t−TFct, TInt) u¨ber
t = [0,∞) erzeugt die Signalfunktion UConv(t− (±τ), TInt) mit den Parame-
tern τ und TInt.
UConv(t,±τ, TInt) = E˜L,Sensor(t− (±τ)) ∗ w˜∗Int(t− TFct, TInt)(113)
UConv(t=TInt, τ=0) = E˜L,Sensor(t, τ=0) ∗ w˜∗Int(t− TFct, TTInt)
Die Abtastfunktion Sample(t − TSample) tastet fu¨r den jeweiligen Integra-
tionsvorgang zum Abtastzeitpunkt TSample = TInt einen Spannungswert ab.
Das MDSI-Verfahren baut auf idealen Signalfunktionen mit zwei Abtastzeit-
punkten und damit zwei unterschiedlichen Integrationszeiten auf.
TInt,1 = 1 · TPuls und TInt,2 = 2 · TPuls
Nach Gl. 112 ergeben sich aus zwei Integrationszeiten zwei ideale Integra-
tionsfensterfunktionen und nach der Faltung zwei ideale Spannungssignal-
funktionenen. Sie sind jeweils fu¨r den nach links (−τ) und den rechts (+τ)
zeitverzo¨gerten Laserpuls beschrieben.
UConv,ideal(t,±τ, TInt,1) =
E˜L,Sensor,ideal(t− (±τ), TPuls) ∗ w˜∗Int,ideal(t− TInt,1) (114)
UConv,ideal(t,±τ, TInt,2) =
E˜L,Sensor,ideal(t− (±τ), TPuls) ∗ w˜∗Int,ideal(t− TInt,2) (115)
Analog zu Gl. 112 tastet die Abtastfunktion Sample(t − TInt) die idea-
len Spannungssignalfunktionen Uconv,ideal(t,±τ, TInt) bei t = TInt ab, siehe
Abb. 59. Die Spannungsabtastwerte, UConv(t = TInt − τ), stellen eine Funk-
tion von τ dar. Durch Multiplikation der idealen Spannungssignalfunktionen
mit der Gesamtversta¨rkung der Kamera vCam ·Uconv,ideal(t,±τ, TInt) resultie-
ren ideale Quantisierungsspannungen, die aus dem Faltungsprodukt idealer
Signalfunktionen folgen.
Insgesamt kann ein Signalmodell, Gl. 116, fu¨r die Quantisierungsspannung
angegeben werden, welches Spannungswerte am Ausgang des ADUs sowohl
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τ
τ tTInt,1
TPulsTPuls
(TPuls − τ)
(TPuls − τ)
Sample(t− TInt,1) UConv,ideal(t,+τ, TInt,1)
UConv,ideal(t,−τ, TInt,1)
UConv,ideal(t = TInt,1)
UConv,ideal(t = TInt,1 − τ)
(a) Signalfunktionen fu¨r TSample = TInt,1 = TPuls
0 τ tTInt,2
TPulsTPulsTPuls
τ + TPuls
(TPuls − τ)
(TPuls − τ)
Sample(t− TInt,2)UConv,ideal(t,+τ, TInt,2)
UConv,ideal(t,−τ, TInt,2)
UConv,ideal(t = TInt,2)
UConv,ideal(t = TInt,2 − τ)
(b) Signalfunktionen fu¨r TSample = TInt,2 = 2 · TPuls
Abbildung 59: Ideale Signalfunktion UConv,ideal(t,±τ, TInt)
und Abtastfunktion Sample(t− TSample) fu¨r
TSample = TInt = {TInt,1, TInt,2}
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0 τTInt,1 TInt,2−TInt,1
(TInt,2 − TInt,1) = TPuls
TInt,1 = 1 · TPuls
TInt,2 = 2 · TPuls
UQu,Mod(τ, TInt,1)
UQu,Mod(τ, TInt,2)
Abbildung 60: Modellierte Quantisierungsspannung fu¨r
kOpt = konst.
fu¨r ideale als auch reale Signalfunktionen (Laserpuls, Integrationsfenster) als
Funktion von τ abbildet, siehe auch Anhang B.5.
UQu,Mod(τ, TInt) = vCam · kOpt ·
TAkk∫
0
(
EˆL,Szene · EL,Sensor(t− τ, TPuls)∗
wˆInt · w∗Int(t− TFct, TInt)) · Sample(t− TInt) dt (116)
Fu¨r die beiden Integrationszeiten TInt,1 und TInt,2 la¨sst sich UQu,Mod(τ, TInt)
aus Gl. 116, wie folgt, ausfu¨hrlich beschreiben und in Abb. 60 darstellen.
Im weiteren Verlauf findet ein Vergleich in Bezug auf diese Signalfunktionen
statt. Zur Vereinfachung und damit besseren Vergleichsmo¨glichkeit wurde
der optische Parameter kOpt als konstant angenommen.
UQu,Mod,ideal(τ, TInt,1) = vCam · UˆConv,ideal · triangle
(
τ
TPuls
)
(117)
UQu,Mod,ideal(τ, TInt,2) = vCam · UˆConv,ideal · (118)
TPuls−(−τ)
TPuls
fu¨r τ ≤ 0
1 fu¨r 0 ≤ τ ≤ TPuls
2TPuls−τ
TPuls
fu¨r TPuls ≤ τ ≤ 2TPuls
UˆConv,ideal = kOpt︸︷︷︸
=konst.
·EˆL,Szene · wˆInt · TPuls
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Zeitdiskretes Modell der Quantisierungsspannung UQu,Mod(τn, TInt)
Um die modellierte Quantisierungsspannung mit der messtechnisch gewon-
nenen Quantisierungsspannung vergleichen zu ko¨nnen, muss das Signalmodell
in eine zeitdiskrete Form u¨berfu¨hrt werden. Die Verzo¨gerungszeit τ wurde fu¨r
die Abtastprozedur in Gl. 104 in die zeitdiskrete Verzo¨gerungszeit τn umge-
wandelt.
τ → τn = n ·∆τ mit n = [−N ;N ]
Die Abtastprozedur fu¨r das reale Integrationsfenster und der mit dem Oszillo-
skop aufgenommene reale Laserpuls fu¨hren auf zeitdiskrete Signalfunktionen.
Deshalb wird die zeitkontinuierliche Variable t in die zeitdiskrete Variable tn
u¨berfu¨hrt.
t→ tn = n ·∆t
Um das abgetastete (reale) Integrationsfenster mit dem vom Oszilloskop auf-
genommenen Laserpuls gemeinsam in computergestu¨tzten Berechnungsalgo-
rithmen zu verwenden, mu¨ssen ihre a¨quidistanten Zeitabsta¨nde gleich groß
sein.
∆t = ∆τ
Die Substitution von t→ tn und τ → τn ergibt formal die modellierte Quan-
tisierungsspannung fu¨r diskrete Zeiten und diskrete zeitliche Verschiebungen.
UQu,Mod(τn, TInt) = vCam · kOpt ·
TAkk∫
0
(
EˆL,Szene · EL,Sensor(tn − τn, TPuls) ∗
wˆInt · w∗Int(tn − TFct, TInt)) · Sample(tn − TInt) dt (119)
4.5.5 Messtechnische Besta¨tigung des Signalmodells
Es soll ein Vergleich zwischen der Quantisierungsspannung am Ausgang des
ADUs und der modellierten Quantisierungsspannung gefu¨hrt werden, um das
aufgestellte Signalmodell UQu,Mod der Gl. 116 bzw. 119 zu besta¨tigen. Dazu
wird der funktionale Verlauf der Quantisierungsspannung in Abha¨ngigkeit
von der zeitlichen Verschiebung des Laserpulses gegenu¨ber dem Integrations-
fenster betrachtet. Die modellierte Quantisierungsspannung wird aus idealen
und realen Signalfunktionen gebildet. Fu¨r das Kamerasystem und das Sig-
nalmodell werden die selben System- bzw. Modell-Parameter festgelegt.
TPuls = TInt,1 = 30ns und vCam = konst.
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Es wird eine direkte Bestrahlung des Pixels (2,13) mit Laser- und Hinter-
grundlicht vorgenommen. Das Lasermodul befindet sich im festen Abstand
zum Sensor, so dass sich kOpt = konst. einstellt.
Im Folgenden sind die Quantisierungsspannungen bezu¨glich ihrer Bildungs-
vorschrift (modelliert/ gemessen) und der verwendenten Signalfunktionen
(ideal/ real) aufgefu¨hrt. Die Quantisierungsspannung ist eine Funktion der
zeitdiskreten Verschiebung τn und des Parameters TInt,1.
• UQu,Mod,ideal(τn, TInt,1) ist die auf Grundlage des erstellten
Signalmodells aus Gl. 119 mit dem rechteckfo¨rmigen 30ns-
Laserpuls nach Gl. 89 (ideale Signalfunktion) und dem recht-
eckfo¨rmigen 30ns-Integrationsfenster nach Gl. 102 (ideale
Signalfunktion) modellierte Quantisierungsspannung.
• UQu,Mod,real(τn, TInt,1) ist die auf Grundlage des erstellten
Signalmodells aus Gl. 119 mit dem 30ns-Laserpuls, siehe
Abb. 61(a) und mit dem 30ns-Integrationsfenster, siehe auch
Abb. 61(b), aus realen Signalfunktionen modellierte Quan-
tisierungsspannung.
• UQu,Meas(τn, TInt,1) entsteht auf Basis der Abtastprozedur
fu¨r das 30ns-Integrationsfenster. An Stelle des realen end-
lichen δ-Laserpulses verschiebt das Messsystem aus Abb. 55
den 30ns-Laserpuls aus Abb. 61(a) (reale Signalfunktion)
u¨ber das mit TInt,1 = 30ns konfigurierte Integrationsfenster
(reale Signalfunktion) des Pixelschaltkreises aus Abb. 61(b).
Das Kamerasystem speichert eine messtechnisch (engl.: Mea-
sure) aus realen Signalfunktionen gewonnene Quantisierungs-
spannung.
Im Diagramm der Abb. 62 sind die verschiedenen Quantisierungsspannungen
als Funktion der zeitlichen Verschiebung τn des 30ns-Laserpulses gegenu¨ber
dem 30ns-Integrationsfenster aufgefu¨hrt. Die berechneten Quantisierungs-
spannungfunktionen UQu,Mod,ideal(τn, TInt,1) und UQu,Mod,real(τn, TInt,1) sind
auf den Maximalwert der berechneten idealen Quantisierungsspannung
UQu,Mod,ideal,max = UQu,Mod,ideal(τ0 = 0, TInt,1)
normiert. Die gemessene Quantisierungsspannung UQu,Meas(τn, TInt,1) ist in
Bezug auf ihren eigenen Maximalwert
UQu,Meas,max = UQu,Meas(τnmax , TInt,1)
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Abbildung 61: Zeitlicher Verlauf der realen amplitudennor-
mierten Signalfunktionen
aufgetragen. Als zeitlicher Bezugspunkt wird die bestmo¨gliche U¨berdeckung
der realen Signalfunktionen festgelegt, weil sich die zeitdiskreten Funktionen
der Quantisierungsspannung in ihrer zeitlich La¨nge unterscheiden. Die Ursa-
che liegt in der Zeitdifferenz zwischen der Impulsdauer des idealen Integra-
tionsfensters und der zeitlichen La¨nge des realen Integrationsfensters. Dazu
wurden die Funktionen der Quantisierungsspannung so auf der τn-Achse posi-
tioniert, dass sich ihr Maximum bei τ0 = 0 befindet.
Die aus idealen Signalfunktionen modellierte normierte Quantisierungsspan-
nung
UQu,Mod,ideal(τn,TInt,1)
UQu,Mod,ideal,max
verla¨uft wie in Gl. 117. Ihre Flanken fallen mit
1
TPuls
= 1
30ns
ab. Die mit realen Signalfunktionen modellierte normierte Quan-
tisierungsspannung
UQu,Mod,real(τn,TInt,1)
UQu,Mod,ideal,max
besitzt bezu¨glich τ0 = 0 einen un-
symmetrischen krummlinigen Zeitverlauf. Sowohl der reale 30ns-Laserpuls
als auch das reale 30ns-Integrationsfenster sind unsymmetrische Signalfunk-
tionen, siehe Abb. 61. Den gro¨ßeren Einfluss u¨bt jedoch das 30ns-Integrations-
fenster aus. Das geht aus den Signalwerten im Zeitbereich [0ns; 113ns] hervor.
Vermutlich entstehen diese langsam ansteigenden Signalwerte fu¨r τ ≤ −30ns
aus dem Diffusionsstrom. Die Entstehung des Diffusionsstroms sind in Ab-
schnitt 4.2.2 ausfu¨hrlich erla¨utert.
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Abbildung 62: Normierte Funktionen der Quantisierungs-
spannung fu¨r TPuls = TInt,1 = 30ns
UQu,Mod,real(τn,TInt,1)
UQu,Mod,ideal,max
erreicht nur den Wert 0, 6 bei τ0 = 0. Die Ursache liegt
in der Differenz zwischen den idealen rechteckigen und realen krummlinigen
30ns-Laserpuls und 30ns-Integrationsfenster. Die krummlinigen Signalfunk-
tionen bilden ein kleineres Signalprodukt. Das kleinere Signalprodukt fu¨hrt
im Faltungsintegral insgesamt zu einem kleineren integralen Wert.
Der gemessene und anschließend auf seinen Maximalwert normierte funk-
tionale Verlauf der Quantisierungsspannung
UQu,Meas(τn,TInt,1)
UQu,Meas,max
besitzt einen
a¨hnlichen Zeitverlauf, wie die aus realen Signalfunktionen modellierte und
normierte Quantisierungsspannung
UQu,Mod,real(τn,TInt,1)
UQu,Mod,ideal,max
. Nach der Multipli-
kation mit 0,6 verlaufen beide Quantisierungsspannungen deckungsgleich.
UQu,Mod,real(τn, TInt,1)
UQu,Mod,ideal,max
= 0, 6 · UQu,Meas(τn, TInt,1)
UQu,Meas,max
(120)
Das Ergebnis der Gl.120 belegt die Gu¨ltigkeit des Signalmodells aus Gl. 116
fu¨r unsymmetrische und krummlinige amplitudennormierte Signalfunktionen
EL,Sensor,real(t) und w
∗
Int,real.
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4.6 Rauschprozesse im Pixelschaltkreis
Die quantisierten Spannungswerte UQu am Ausgang des ADUs unterliegen
statistischen Schwankungen. Als Ursachen ko¨nnen das Photon Noise und das
Photoelectron Noise des Lichts und die resultierenden unabha¨ngigen Rausch-
prozesse der elektrischen Bauelemente bzw. Baugruppen angegeben werden.
Es wird gezeigt, wie sich die Rauschquellen der Photodiode und der aktiven
(stromfu¨hrenden) Transistoren auf die statistischen Schwankungen als mitt-
lere quadratische Rauschspannung am Ausgang des Pixelschaltkreises u2Pixel
fu¨r einen CDS-Zyklus auswirken.
Durchla¨uft der Laserpuls den optischen Signalpfad so nimmt seine Strah-
lungsflussdichte stufenweise ab, so dass am Sensor eine verglichen mit der an
der Objekt-Fla¨che auftretenden Bestrahlungssta¨rke, weiter reduzierten Be-
strahlungssta¨rke beobachtet wird. Durch die Wegstrecke zwischen Lasermo-
dul, Szene und Sensor erfa¨hrt der Laserpuls eine zusa¨tzliche Zeitverzo¨gerung.
Beide Effekte u¨berlagern sich im Time-of-Flight-Verfahren. Um den Einfluss
der oben angefu¨hrten Rauschpha¨nomene auf die Spannung UPixel am Aus-
gang des Pixelschaltkreises zu ermitteln, werden Untersuchungen hinsichtlich
1) des unverzo¨gerten Laserpulses mit variabler Bestrahlungssta¨rke,
2) des verzo¨gerten Laserpulses mit konstanter Bestrahlungssta¨rke
gefu¨hrt.
Der ADU stellt innerhalb des elektrischen Signalpfads eine nicht zu ver-
nachla¨ssigende Rauschquelle dar. Es wird sein theoretischer Rauschbeitrag
in Bezug auf die Quantisierungsspannung als SNRQu dargestellt. Dabei wird
auf die beiden oben genannten Effekte eingegangen.
4.6.1 Rauschen bei unverzo¨gertem Laserpuls
Wa¨hrend des Integrationsvorgangs treten an der Photodiode zwei Rausch-
prozesse auf. Die Widersta¨nde RS und RPD und die Temperatur bestimmen
das thermische Rauschen der Photodiode, siehe Abschnitt 3.2.3. Das Schrot-
rauschen erzeugt nach Gl. 43 der Photo- Dunkel-, Hintergrundstrom. Die
Bestrahlungssta¨rke generiert nach Gl. 36 den Photostrom in der Photodiode.
IPh =
(
EˆL,Sensor + EˆHL,Sensor
)
· APD · SPD
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Im ersten Integrationszyklus tritt nur Hintergrundlicht als Bestrahlungs-
sta¨rke auf, aus dem der Photostrom IPh,HL = IBack entsteht. Im zweiten
setzt sich die Bestrahlungssta¨rke am Sensor aus der des Hintergrundlichts
und des Lasermoduls zusammen, so dass IPh,HL + IPh,L resultiert.
Das Ersatzschaltbild der Photodiode aus Abb. 22 liefert den mittleren quadra-
tischen Gesamtrauschstrom der Photodiode i2PD,Tot, siehe Gl. 44. Unter der
Annahme, dass sich die Stromrauschleistungsdichte fu¨r |ft| ≤ ∆ft frequenz-
unabha¨ngig verha¨lt, SI,PD,Tot(ft = 0) = SI,PD,Tot,0 = konst., ergeben sich die
Stromrauschleistungsdichten fu¨r den entsprechenden Integrationszyklus.
i2PD,Tot =
∞∫
−∞
SI,PD,Tot(ft) dft ≈
∆ft∫
−∆ft
SI,PD,Tot,0 dft (121)
≈ 2 · SI,PD,Tot,0 ·∆ft
i2PD,Tot,HL =
(
2e− (IPh,HL + IDark) +
4kT
RPD +RS
)
︸ ︷︷ ︸
SI,PD,Tot,HL
∆ft (122)
i2PD,Tot,HL+L =
(
2e− (IPh,HL+IPh,L+IDark)+
4kT
RPD +RS
)
︸ ︷︷ ︸
SI,PD,Tot,HL+L
∆ft (123)
An der Photodiodenkapazita¨t baut sich nach Gl. 70 die Photodiodenspan-
nung UPD auf. Sie wird u¨ber das Netzwerk des Pixelschaltkreises an den
Hold-Kondensator CHold u¨bertragen, siehe Abb. 43. Das Impedanznetzwerk
ZM1,MShutter,M2(ft) setzt die Gesamtstromrauschleistungsdichte der Photo-
diode SI,PD,Tot(ft) zum Zeitpunkt TSample in die Spannungsrauschleistungs-
dichte SU,CHold(ft) am Hold-Kondensator um, siehe auch die Rauschanalyse
im Anhang C.2.
S′U,CHold(ft) = |ZM1,MShutter,M2(ft)|2 · SI,PD,Tot(ft)
Der Reset-Transistor befindet sich wa¨hrend des Reset-Vorgangs im hoch-
ohmigen Zustand. Ab diesem Zeitpunkt fu¨hrt er keinen Drain-Strom. Sein
Kanalleitwert ist klein. Seine Rauschspannung ist deshalb am Anfang und
Ende des Reset-Vorgangs korreliert. Seine resultierende Rauschleistung ist
sehr klein. Weil der Reset-Transistor die Sperrschichtkapazita¨t der Photo-
diode aufla¨d, generiert er die mittlere quadratische Rauschspannung u2kTCPD ,
welche auch im Zusammenhang mit dem Reset-Vorgang als Reset-Rauschen
bezeichnet wird, siehe auch Anhang C.1.
u2kTCPD =
k ·T
CPD
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In den Buffer-Stufen und dem leitenden Shutter-Transistor fließen Drain-
Stro¨me. Nach dem Rauschmodell aus Gl. 47 tra¨gt der fließende Drain-Strom
zum thermischen Rauschen und zum 1
f
-Rauschen bei. Fu¨r die aktiven Tran-
sistoren befindet sich im Anhang C.2 eine separate Rauschanalyse, die auf
die untenstehende Spannungsrauschleistungsdichte nach Gl. 146 fu¨hrt. Die
Ersatzschaltbilder der Transistoren wurden gegenu¨ber dem aus Abschnitt 3.3
weiter vereinfacht, um den Berechnungsaufwand gering zu halten.
S ′′U,CHold(ft) = |H1(ft)|2 · SI1(ft) + |H2(ft)|2 · SI2(ft)+
|HShutter(ft)|2 · SIShutter(ft) (124)
Die Stromrauschleistungsdichten der Photodiode S ′U,CHold(ft) und der akti-
ven Transistoren S′′U,CHold(ft) addieren sich am Hold-Kondensator, weil es sich
um statistisch unabha¨ngige (unkorrelierte) Rauschquellen handelt. Sie erzeu-
gen so die Spannungsrauschleistungsdichte SU,CHold(ft). Ein Teil der Strom-
rauschleistungsdichten bestimmt der Photodiodenstrom. Er ha¨ngt von der
Bestrahlungssta¨rke ab, so dass fu¨r die beiden Integrationszyklen a), nur Be-
strahlung durch das Hintergrundlicht (HL) und b), Bestrahlung durch das
Hintergrundlicht und das des Lasers (HL+L), unterschiedliche Spannungs-
rauschleistungsdichten auftreten.
u2CHold,HL =
∞∫
−∞
SU,CHold,HL(ft) dft
u2CHold,HL+L =
∞∫
−∞
SU,CHold,HL+L(ft) dft
Die CDS-Stufe bildet die Differenz aus den Signalspannungen des jeweiligen
Integrationszyklus, siehe Gl. 87. Die mittlere quadratische Rauschspannung
des jeweiligen Integrationszyklus an CHold addieren sich zur mittleren quadra-
tischen Rauschspannung des Pixelschaltkreises nach einem CDS-Zyklus, siehe
auch Anhang C.5.
u2Pixel = u2CHold,HL + u
2
CHold,HL+L (125)
Um so ho¨her die Bestrahlungssta¨rke am Pixel ist, um so mehr steigt die
Stromrauschleistungsdichte der Photodiode. Das Netzwerk des Pixelschalt-
kreises u¨bertra¨gt sie an den Hold-Kondensator. Nach einem vollsta¨ndigen
CDS-Zyklus entsteht eine mittlere quadratische Rauschspannung am Aus-
gang des Pixelschaltkreises u2Pixel, die sich erho¨ht, wenn die Bestrahlungs-
sta¨rke am Pixel bzw. Sensor zunimmt.
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4.6.2 Rauschen bei verzo¨gertem Laserpuls
Der Laserpuls erha¨lt auf dem Signalweg eine zeitliche Verzo¨gerung. Durch
experimentelle Untersuchungen wird gekla¨rt, in wie weit sich diese auf die
statistischen Kennwerte der Pixelspannung UPixel auswirkt.
a) Versuchsaufbau
Ein Delay-Element mit einstellbarer Verzo¨gerungszeit verzo¨gert den Laser-
puls mit einer Schrittweite von ∆τ = 0, 25ns, siehe Abb. 31. Das gesamte
Verzo¨gerungsintervall ergibt sich aus der zeitlichen La¨nge der abgetasteten
Integrationsfensterfunktionen wInt,30ns(t) bzw. wInt,120ns(t) der Abb. 57 und
des 30ns-Laserpulses.
Das Lasermodul ist direkt auf den Sensor gerichtet (ohne Sensoroptik), wo-
durch die konstante Bestrahlungssta¨rke EˆHL,Sensor + EˆL,Sensor = 0, 3
mW
m2
am
Pixel (2, 13) entsteht. Diese Bestrahlungssta¨rke ergab eine Vergleichsmessung
mit einer kalibrierten Photodiode, die sich wie auch der Sensor im Abstand
von 31cm zum Lasermodul befand.
Die konstante Bestrahlungssta¨rke erzeugt eine Quantisierungsspannung von
UQu = 1500DN und repra¨sentiert damit einen Spannungswert aus der un-
teren Ha¨lfte des diskreten Wertebereichs [0DN ; 4095DN ] der Kamera. Der
Versuchsaufbau entspricht dem aus Abb. 55. Es wird der 30ns-Laserpuls aus
Abb. 35 verwendet. Fu¨r den Kameraparameter Exposure Time werden die
Integrationszeiten TInt = {30ns, 120ns} eingestellt. Sowohl die gewa¨hlten
Kameraparameter als auch der Laserpuls kommen bei den spa¨ter diskutierten
Auswerteverfahren zur Anwendung.
b) Messmethode und Versuchsdurchfu¨hrung
Beim Verschieben des 30ns-Laserpulses u¨ber das 30ns-Integrationsfenster
entsteht der maximale Spannungsabtastwert USample(τmax = nmax ·∆τ), wenn
sich die beiden Signalfunktionen maximal u¨berdecken. Fu¨r diese Laserpuls-
Integrationsfenster-Konfiguration wird
τn = (n− nmax) ·∆τ fu¨r n = [−N,N ]
festgelegt.
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Der 30ns-Laserpuls wird u¨ber das steuerbare Delay-Element zeitlich nach
links bzw. nach rechts von τ0 = 0 um ∆τ verschoben. Fu¨r jede Laserpuls-
Integrationsfenster-Konfiguration τn wird ein Stichprobenumfang M = 400
zu Grunde gelegt, welcher den Mittelwert nach Gl. 135 und die Standardab-
weichung nach Gl. 17 der Quantisierungsspannung abscha¨tzt.
µUQu,n,Est =
1
M = 400
·
M=400∑
m=1
UQu (126)
σUQu,n,Est =
√√√√ 1
400− 1 ·
M=400∑
m=1
(UQu − µUQu,n,Est)2 (127)
Die experimentell ermittelten Versta¨rkungen der Symmetriestufe und des
ADUs ermo¨glichen es, auf einen digitalisierten Pixelspannungswert UPixel,Dig
zu schließen. Die gescha¨tzten Mittelwerte und die gescha¨tzten Standardab-
weichungen der digitalisierten Pixelspannung in Abha¨ngigkeit von τn errech-
nen sich zu:
µUPixel,Dig,Est(τn) =
{
µUQu,−N ,Est, . . . , µUQu,n,Est, . . . , µUQu,N ,Est
}
vSym · vADU (128)
σUPixel,Dig,Est(τn) =
{
σUQu,−N ,Est, . . . , σUQu,n,Est, . . . , σUQu,N ,Est
}
vSym · vADU (129)
c) Auswertung der Messergebnisse
Die Abbildung 63(a) zeigt die gescha¨tzten Mittelwerte µUPixel,Dig,Est(τn) fu¨r
das 30ns- und 120ns-Integrationsfenster. Gema¨ß den messtechnisch ermit-
telten Integrationsfenstern wInt,real(τn, TInt) aus Abb. 57 verlaufen auch die
gescha¨tzten Mittelwerte µUPixel,Dig,Est(τn). So steigt die Kurve fu¨r TInt =
120ns fu¨r τ ≤ −30ns sta¨rker an als fu¨r TInt = 120ns. Sie erreicht ein
ho¨heres Maximum. Diese Kurvencharakteristik resultiert daraus, dass das
120ns-Integrationsfenster gegenu¨ber dem 30ns-Integrationsfenster ebenfalls
ein gro¨ßeres Maximum (siehe 3 in Abb 57) besitzt.
Verla¨sst der Laserpuls die Integrationsfenster (Abschneiden des LPs) so sinkt
die digitalisierte Pixelspannung auf µUPixel,Dig = 0. Das 120ns-Integrations-
fenster hat eine vierfach gro¨ßere Integrationszeit (4 × 30ns = 120ns). Der
Laserpuls u¨berstreicht somit fu¨r 0ns ≤ τ ≤ 100ns noch nicht die abfallen-
de Flanke des Integrationsfensters. Das langsame Sinken der digitalisierten
Pixelspannung in diesem Verzo¨gerungsintervall ist auf den leichten Abfall
im Mittelteil des 120ns-Integrationsfensters zuru¨ckzufu¨hren. Die abfallenden
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Abbildung 63: Gescha¨tzte statistische Kennwerte der digi-
talisierten Pixelspannung (30ns- und 120ns-
Integrationsfensters) in Abha¨ngigkeit eines
um τn verzo¨gerten 30ns-Laserpulses
4.6 Rauschprozesse im Pixelschaltkreis 115
Flanken der Integrationsfenster verlaufen ungefa¨hr parallel. Deshalb stel-
len sich auch beim zeitlichen Verlauf der digitalisierten Pixelspannung fu¨r
TInt = {30ns, 120ns} parallele Flanken ein.
Abbildung 63(b) zeigt die Kurven der gescha¨tzten Standardabweichung der
digitalisierten Spannung am Ausgang des Pixelschaltkreises σUPixel,Dig,Est(τn)
als Funktion der zeitlichen Verzo¨gerung τn des Laserpulses. Ihr Kurvenver-
lauf ist im Gegensatz zu den gescha¨tzten Mittelwerten aus Abb. 63(a) von
gro¨ßeren statistischen Schwankungen betroffen. Mit einem gro¨ßeren Stich-
probenumfang ko¨nnte ein glatterer Kurvenverlauf erzielt werden. Weil der
gro¨ßere Stichprobenumfang aber jedem n’ten digitalen Pixelspannungswert
zu Grunde gelegt werden mu¨sste, wu¨rde der Zeitaufwand fu¨r eine Messpro-
zedur betra¨chtlich steigen.
Der signifikante zeitliche Verlauf der gescha¨tzten Standardabweichung der
digitalen Pixelspannung wa¨chst monoton bzw. sinkt monoton wie der des
gescha¨tzten Mittelwerts. Je mehr sich der Laserpuls im Integrationsfenster
befindet, um so mehr rauscht die Ausgangsspannung des Pixelschaltkreises.
Bei τ0 = 0 befindet sich die bestmo¨gliche U¨berdeckung des vom Oszilloskop
aufgenommenen 30ns-Laserpulses und des 30ns-Integrationsfensters. Dann
erreicht die gescha¨tzte Standardabweichung ihr Maximum. Sie geht auf ein
Grundniveau σUPixel,Dig,Est ≤ 0, 45mV zuru¨ck, wenn der LP zeitlich nach dem
Integrationsfensters τn ≥ 30ns auftritt.
Befindet sich der Laserpuls vor dem Integrationsfenster und damit im Verzo¨-
gerungsbereich τn = [−150ns;−30ns], so steigt die Streuung von ungefa¨hr
0, 45mV langsam auf 0, 5mV an.
Der vorherige Abschnitt 4.6.1 erla¨utert, wie sich die Laserlicht- und Hinter-
grundlichtbestrahlung auf das Rauschen am Ausgang des Pixelschaltkreises
auswirkt. Mit dem Integrationsstart t = 0 tritt auch die Stromrauschleis-
tungsdichte SI,PD,Tot,HL+L auf. Nach Abb. 52(b) tra¨gt der Laserpuls in den
Zeitra¨umen 0 ≤ t ≤ (TPuls − τ) und τ ≤ t ≤ TSample zum Abtastwert bei,
Gl. 91 und Gl. 93. Die Verzo¨gerungszeit τ bestimmt somit wie lange diese
Stromrauschleistungsdichte zur Rauschspannung am Pixelausgang beitra¨gt.
Befindet sich der Laserpuls mit seiner Verzo¨gerung im Bereich τn ≤ −30ns,
so existiert vermutlich eine kleinere Stromrauschleistungsdichte an der Photo-
diodenkapazita¨t, weil die Standardabweichung in diesem Verzo¨gerungsbereich
nur wenig ansteigt. Die Ursache fu¨r die Photostromintegration vor dem Zeit-
punkt τ0 = 0 ko¨nnte der erwa¨hnte Diffusionsstrom sein.
In beiden Integrationszyklen wirkt SI,PD,Tot,HL. Die Rauschanalyse im An-
hang C.2 beschreibt, wie das Netzwerk des Pixelschaltkreises die Strom-
rauschleistungsdichten an CHold u¨bertra¨gt. Der Reset-Transistor ruft durch
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das Aufladen der Photodiodenkapazita¨t das Reset-Rauschen hervor, dass sich
als u2kTCPD bemerkbar macht.
Bis zum Zeitpunkt t = TSample befinden sich der Shutter-Transistor und die
Transistoren der Buffer-Stufen im niederohmigen Bereich. Ihren Drain-Strom
bestimmt die Photodiodenspannung UPD an der Photodiodenkapazita¨t CPD.
Die Photodiodenspannung aus Gl. 70 sinkt, wenn sich der Laserpuls zu ei-
nem immer ho¨heren Anteil im Integrationsfenster befindet, weil die inte-
grierte Spannung UInt(t) ansteigt, siehe auch Abb. 48. Damit sinken auch
die Drain-Stro¨me, was eine Abnahme der gescha¨tzten Standardabweichung
fu¨r τn = [−30ns; 0ns] am Pixelschaltkreis bewirken mu¨sste. Da eine Zunah-
me der Standardabweichung zu verzeichnen ist, kann gesagt werden, dass das
thermische Rauschen und das 1
f
-Rauschen sich nicht in dem Ansteigen der
gescha¨tzten Standardabweichung niederschlagen. Die Rauschleistungsdichten
dieser Transistoren tragen im Gegensatz zu der Stromrauschleistungsdichte
der Photodiode nicht zur Erho¨hung der gescha¨tzten Standardabweichung der
digitalen Pixelspannung in Abha¨ngigkeit von der Verzo¨gerungszeit bei.
Tritt die Bestrahlungssta¨rke des Laserpulses und des Hintergrundlichts oder
nur des Hintergrundlichts nach dem Integrationsfenster auf, so wirkt seine
Stromrauschleistungsdichte nach dem Abtastzeitpunkt und u¨bt somit keinen
Einfluss auf die gescha¨tzte Standardabweichung der digitalen Pixelspannung
aus.
Zusammengefasst kann gesagt werden: Ist die an der Photodiode auftretende
Bestrahlungssta¨rke so hoch, dass die resultierende Stromrauschleistungsdich-
te die Rauschbeitra¨ge der anderen Baugruppen u¨berdeckt, folgt die gescha¨tz-
te Standardabweichung der digitalen Pixelspannung der Verzo¨gerungszeit.
Ihr zeitlicher Verlauf a¨hnelt dem des gescha¨tzten Mittelwertes.
4.6.3 Das SNR der Quantisierungsspannung
Das Signal-Rauschverha¨ltnis SNRQu am Ausgang des ADUs ist ein Maß fu¨r
die Qualita¨t der von Rauschprozessen u¨berlagerten Quantisierungsspannung
UQu. Die Momente, quadratischer Mittelwert u2Qu und Varianz σ
2
UQu
, be-
schreibt das SNRQu quantitativ.
SNRQu = 10 · log10
(
u2Qu
σ2UQu
)
(130)
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Es wird deutlich, wie die Streuung eines Quantisierungswertes sich in Bezug
auf den Quantisierungswert a¨ndert. Funktionale Zusammenha¨nge ko¨nnen in
Bezug zur a) Quantisierungsspannung selbst und b) der Verzo¨gerungszeit
dargestellt werden.
Weil die SIT-Software nur den arithmetischen Mittelwert und die Standard-
abweichung zur Verfu¨gung stellt, wird das Signal-Rauschverha¨ltnis der Quan-
tisierungsspannung SNRQu,Est mit den statistischen Parametern (µUQu,Est)
2
und
(
σUQu,Est
)2
abgescha¨tzt (engl.: Estimation).
a) Der Einfluss der Quantisierungsspannung UQu
Die Quantisierungsspannung wird im Wesentlichen durch die Bestrahlungs-
sta¨rke am Sensor und die Integrationsfensterform bestimmt. Es wird unter-
sucht, wie sich diese Einflussgro¨ßen als Funktion der Quantisierungsspannung
auf das SNRQu auswirken, wenn sich der Laserpuls mit τ0 = 0 vollsta¨ndig im
Integrationsfenster befindet.
Zuerst wird das SNRADU des idealen ADUs betrachtet, vergleiche auch Ab-
schnitt 3.4, Anhang C.6. Sein quadratischer Mittelwert verha¨lt sich propor-
tional zum Quadrat der Quantisierungsspannung U2Qu = n
2.
u2ADU =
(n ·∆UADU)2
12
Die Varianz des idealen ADUs verha¨lt sich nach Gl. 53 proportional zum
Quadrat der Quantisierungsstufenbreite ∆U2ADU . Weil der ADU im Kamera-
system mit einer fest vorgegebenen Quantisierungsstufenbreite arbeitet, ist
seine Varianz konstant.
σ2ADU =
∆U2ADU
12
= konst.
Durch die konstante Varianz des ADUs verbessert sich das SNRADU mit
zunehmendem Quantisierungswert UQu, siehe auch Abb. 64.
SNRADU(UQu) = 10 · log10
(
u2ADU
σ2UADU
)
= 20 · log10 (n)
Zum Vergleich wird das Signal-Rauschverha¨ltnis der Quantisierungsspannung
abgescha¨tzt, wenn am Eingang des ADUs die versta¨rkte Pixelspannung an-
liegt, SNRQu,0,Est fu¨r (τ0 = 0). Der Versuchsaufbau gleicht dem aus Ab-
schnitt 4.6.2. Außerdem befindet sich ein Graukeil zwischen dem Lasermodul
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Abbildung 64: Signal-Rauschverha¨ltnis in Abha¨ngigkeit von
der Quantisierungsspannung UQu fu¨r τ0 = 0
und dem untersuchten Pixel (Strahlengang), der die Amplitude des Laser-
pulses variiert. Je weiter sich der Graukeil im Strahlengang befindet, um so
weniger Laserlicht erreicht das untersuchte Pixel. Dadurch variiert die Pixel-
spannung, was sich auf die Quantisierungsspannung u¨bertra¨gt.
Das SNRQu,0,Est verla¨uft fu¨r beide Integrationszeiten gleich, weil auch beide
Integrationsfenster den Laserpuls vollsta¨ndig erfassen. Mit steigendem UQu
bzw. Bestrahlungssta¨rke verbessert sich das Signal-Rauschverha¨ltnis. Ab dem
Wert UQu ≥ 1000DN kann ein ∆SNR ≥ 20dB zwischen dem messtechnisch
ermittelten SNRQu,0,Est und dem theoretischen SNRADU quantifiziert werden.
Die SNRQu,0,Est-Kurve befindet sich unterhalb der theoretischen SNRADU -
Kurve, weil die Eingangsspannung des ADUs bereits eine Streuung besitzt.
Die Streuung der ADU-Eingangsspannung ist auf die Rauschprozesse in der
Photodiode und im Pixelschaltkreis zuru¨ckzufu¨hren.
Fu¨r Quantisierungswerte UQu ≤ 1000DN nimmt der Abstand ∆SNR weiter
ab. Je kleiner die Eingangsspannung am ADU ist, um so mehr wirkt sich das
Quantisierungsrauschen auf die statistische Schwankung der Quantisierungs-
spannung aus.
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b) Der Einfluss der zeitlichen Verschiebung τn
Nachdem gezeigt wurde, dass sich das Signal-Rauschverha¨ltnis mit steigen-
der Quantisierungsspannung UQu verbessert, wird jetzt auf die zeitliche Ver-
schiebung τn eingegangen.
Das SNRQu(τn) wird aus den Datensa¨tzen erstellt, die im Abschnitt zuvor fu¨r
die gescha¨tzten statistischen Kennwerte der Pixelspannung in Abha¨ngigkeit
von der Verzo¨gerungszeit τn benutzt wurden, siehe Gl 126 und Gl. 127. Den
Messreihen wird eine Quantisierungsspannung von UQu,0 = 1500DN an der
Stelle τ0 = 0 zu Grunde gelegt. Der gescha¨tzte Mittelwert µUQu,n,Est unterliegt
durch den gewa¨hlten Stichprobenumfang von M = 400 keiner bedeutenden
Streuung. Die gescha¨tzte Standardabweichung σUQu,n,Est besitzt im Vergleich
zum gescha¨tzten Mittelwert keinen stabilen Kurvenverlauf. Es zeigt sich je-
doch, dass sich mit diesen Daten signifikante SNRQu,n,Est-Kurven abscha¨tzen
lassen.
SNRQu,n,Est(τn) = 10 · log10
(
µUQu,n,Est
σUQu,n,Est
)2
fu¨r M = 400 (131)
Das Diagramm in Abb. 65 zeigt, wie sich das gescha¨tzte Signal-Rausch-
verha¨ltnis a¨ndert, wenn der 30ns-Laserpuls gegenu¨ber dem 30ns- und dem
120ns-Integrationsfenster eine andere zeitliche Position einnimmt.
Das SNRQu,n,Est(τn) steigt monoton, wenn der Laserpuls in das 30ns-bzw.
120ns-Integrationsfenster hineinla¨uft. Befindet sich der Laserpuls in dem
120ns-Integrationsfenster beha¨lt er seinen SNR-Wert bei. Wenn der Laserpuls
aus dem 30ns-bzw. 120ns-Integrationsfenster wieder heraustritt, fallen die
SNRQu,n,Est(τn)-Werte gleich stark. Da das Signal-Rauschverha¨ltnis mit der
Verzo¨gerungszeit τn monoton wa¨chst und fa¨llt, steigt und sinkt sein gescha¨tz-
ter Mittelwert im sta¨rkeren Maße wie seine gescha¨tzte Standardabweichung.
Das beste SNRQu,n,Est(τn) wird erreicht, wenn sich der Laserpuls vollsta¨ndig
im Integrationsfenster befindet.
Es wurde das Signal-Rauschverha¨ltnis am Ausgang des ADUs bezu¨glich a)
seiner Quantisierungsspannung und b) seiner zeitlichen Verschiebung zum In-
tegrationsfenster untersucht. Der Einfluss des Quantisierungsrauschens nimmt
mit steigender ADU-Eingangsspannung bzw. Bestrahlungssta¨rke ab. Je mehr
sich der Laserpuls im Integrationsfenster befindet, um so besser verha¨lt sich
das Signal-Rauschverha¨ltnis der Quantisierungsspannung.
Gut reflektierende Szenen, die nur zu geringen Verzo¨gerungszeiten des Laser-
pulses fu¨hren, erzeugen das beste Signal-Rauschverha¨ltnis am Ausgang des
ADUs.
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Abbildung 65: Das Signal-Rauschverha¨ltnis in Abha¨ngig-
keit der zeitlichen Verschiebung τn fu¨r
UQu(τ0) = 1500DN
4.7 Das MDSI-Auswerteverfahren
Die im Fraunhofer-Institut fu¨r Mikroelektronische Schaltungen und Systeme
in Duisburg entwickelten schnellen elektronischen Schließer ermo¨glichen es,
einen Integrationsvorgang zeitlich zu begrenzen. Der Spannungswert am Inte-
grationsende eignet sich zur Bestimmung der Time-of-Flight und damit der
Entfernung. In der Abteilung CT PS9 der Siemens AG entstanden verschie-
dene Entfernungsmessverfahren (MDSI, CSI und DCSI), welche die Time-
of-Flight durch Variation der Integrationszeit und des Integrationsbeginns
ermitteln [12], [48].
Das MDSI-Verfahren beno¨tigt weniger Messzeit als das CSI- bzw. DCSI-
Verfahren und eignet sich so sehr gut fu¨r das schnelle Bestimmen der Distanz-
werte einer Szene. Es ist in Bezug auf die erwa¨hnten praktischen Messauf-
gaben aus Abschnitt 1.1 deshalb das geeignetere Verfahren und wird hier mit
den neu entwickelten Signalfunktionen dargestellt.
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4.7.1 Grundzu¨ge des MDSI-Auswerteverfahrens
Die Abb. 29 zeigt, wie der Laserpuls vom Lasermodul (LD) startet, an der
Szene reflektiert wird und um die Time-of-Flight τ zeitverzo¨gert am Sen-
sor eintrifft. Der Laserpuls tritt durch seine zeitliche Verzo¨gerung vollsta¨ndig
oder nur zum Teil im Integrationsfenster auf. Der Pixelschaltkreis erzeugt ei-
ne Pixelspannung, die versta¨rkt und quantisiert als Quantisierungsspannung
fu¨r die Berechnung der Time-of-Flight zur Verfu¨gung steht. U¨ber die Time-
of-Flight-Entfernungsgleichung 3 la¨sst sich aus τ die Entfernung bestimmen.
Das Auswerteverfahren Multiple-Double-Short-Time-Integration (MDSI) ba-
siert auf der Verarbeitung von zwei Quantisierungsspannungen UQu(τ, TInt).
Sie werden aus zwei verschiedenen CDS-Zyklen (engl.: Double) mit jeweils
unterschiedlich langen Integrationszeiten TInt gebildet. Der Pixelschaltkreis
realisiert Integrationsfenster w˜Int(t, TInt), deren Integrationszeiten sich im
Nanosekundenbereich (engl.: Short-Time-Integration) befinden.
Wa¨hrend dem CDS-Zyklus 1 ist die Integrationszeit genau so lang wie der
30ns-Laserpuls. Am Ende des Zyklus liegt die Quantisierungsspannung
U1,Qu,Mod(τ, TInt,1) mit TInt,1 = TPuls = 30ns
vor. Der Quantisierungsspannungswert U1,Qu,Mod kann durch zwei verschie-
dene Laserpulspositionen in Bezug auf das Integrationsfenster w˜Int,1(t, TInt,1)
erzeugt werden.
1) Der ausgesandte Laserpuls befindet sich um TPuls vor dem Integrations-
fenster. Der am Sensor eintreffende Laserpuls la¨uft durch die Time-of-
Flight τ in das Integrationsfenster w˜Int,1(t, TInt,1) herein.
2) Der ausgesandte Laserpuls deckt sich mit dem Integrationsfenster
w˜Int,1(t, TInt,1), so dass der am Sensor eintreffende Laserpuls aus dem In-
tegrationsfenster herausla¨uft.
Fu¨r konkrete Anwendungen zur Entfernungsbestimmung ergeben sich geeig-
nete Kurvenverla¨ufe der Quantisierungsspannung als Funktion der Time-of-
Flight, wenn der ausgesendete Laserpuls zeitgleich mit dem Integrationsfens-
ter startete. Aus diesem Grund wird der Schwerpunkt der folgenden Erla¨ute-
rungen auf die Laserpulsposition 2) gelegt, siehe Abb. 66(a).
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0 tτ
wˆInt w˜Int,1(t)
TInt,1 = 30ns
TInt,1
E˜L,Sensor(t− τ)kOpt · EˆL,Szene
TPuls
(a) Verzo¨gerter 30ns-Laserpuls und 30ns-Integrationsfenster
0 tτ
wˆInt w˜Int,2(t)
TInt,2 = 120ns
TInt,2
E˜L,Sensor(t− τ)kOpt · EˆL,Szene
TPuls
(b) Verzo¨gerter 30ns-Laserpuls und 120ns-Integrationsfenster
0 τTInt,1−TInt,1 (TInt,2 + TPuls)TInt,2
interessierender
Verzo¨gerungsbereich: 0 ≤ τ ≤ TInt,1
U1,Qu,Mod,ideal(τ=0)
kOpt
TInt,1 = 1 · TPuls
TInt,2 = 4 · TPuls
U1,Qu,Mod,ideal(τ)
kOpt
U2,Qu,Mod,ideal(τ)
kOpt
(c) Amplitudennormierte ideale Quantisierungsspannung
Abbildung 66: Ideale Signalfunktionen des MDSI-
Auswerteverfahrens
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Im CDS-Zyklus 2 startet der 30ns-Laserpuls zeitgleich mit dem Integra-
tionsfenster w˜2(t, TInt,2). Weil die Integrationszeit TInt,2 wenigstens doppelt
so groß ist wie TInt,1 = TPuls befindet sich der 30ns-Laserpuls auch nach
einer zeitlichen Verzo¨gerung um die Time-of-Flight immer im Integrations-
fenster. Der Pixelschaltkreis integriert den Laserpuls vollsta¨ndig und gibt die
Quantisierungsspannung
U2,Qu,Mod(τ, TInt,2) mit TInt,2 = 120ns ≥ 2 · TInt,1 = 2 · TPuls
aus. Der zweite Quantisierungsspannungswert U2,Qu,Mod fungiert als Bezugs-
gro¨ße gegenu¨ber dem ersten, U1,Qu,Mod, siehe Abb. 66(b).
Der Abschnitt 4.5.4 stellt in Gl. 116 das Signalmodell UQu,Mod fu¨r die Quan-
tisierungsspannung vor. Fu¨r ideale Signalfunktionen konnte der funktionale
Verlauf der Quantisierungsspannung in Abha¨ngigkeit der zeitlichen Verschie-
bung τ gebildet werden. Sie modellieren mit dem Parameter TInt,1 den Quan-
tisierungswert des CDS-Zyklus 1, U1,Qu,Mod,ideal, nach Gl. 117 und mit TInt,2
den Quantisierungswert des CDS-Zyklus 2, U2,Qu,Mod,ideal, nach Gl. 118.
In Abb. 66(c) sind die beiden modellierten Quantisierungsspannungen nor-
miert auf kOpt dargestellt. Die Normierung zeigt, dass ohne den Einfluss des
optischen Signalpfads U1,Qu,Mod,ideal(τ) in Bezug auf U1,Qu,Mod,ideal(τ = 0)
linear fu¨r ±τ abfa¨llt. Diese lineare Abbildung u¨bertra¨gt sich auf den Span-
nungsquotienten
U1,Qu
U2,Qu
∣∣∣
Mod,ideal
(τ) =
U1,Qu,Mod,ideal(τ)
U2,Qu,Mod,ideal(τ)
=
TInt,1 − τ
TInt,1
fu¨r 0 ≤ τ ≤ TInt,1.
(132)
Durch Umformen entsteht ein einfacher funktionaler Zusammenhang zwi-
schen der zeitlichen Verzo¨gerung τ , dem Quotienten aus den Quantisierungs-
spannungen
U1,Qu,Mod,ideal(τ)
U2,Qu,Mod,ideal(τ)
und der Integrationszeit TInt,1.
τ = TInt,1 ·
(
1− U1,Qu,Mod,ideal(τ)
U2,Qu,Mod,ideal(τ)
)
(133)
Die Time-of-Flight verha¨lt sich nach Gl. 2 proportional zu dem zuru¨ckge-
legten Signalweg = 2 · d. Durch Einsetzen von Gl. 133 in die Time-of-Flight-
Entfernungsgleichung 3 entsteht die MDSI-Entfernungsgleichung
d =
c
2
· TInt,1 ·
(
1− U1,Qu,Mod,ideal(τ)
U2,Qu,Mod,ideal(τ)
)
. (134)
Das Verfahren der mehrfachen (engl.: Multiple) analogen Integration von
Laserpulsen (Laserpuls-Burst) unter Abzug des Hintergrundlichts erfolgt in
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der CDS-Stufe. Dabei wird der NAnalog-fache Quantisierungsspannungswert
UQu,NAnalog gegenu¨ber dem Quantisierungsspannungswert UQu,n (Einzelpuls)
erzeugt. Durch die Division von NAnalog entsteht der gescha¨tzte arithmetisch
gemittelte Quantisierungsspannungswert
µUQu,Est =
UQu,NAnalog
NAnalog
=
1
NAnalog
NAnalog∑
n=1
UQu,n. (135)
Die statistische Verteilung von µUQu,Est aus einem Stichprobenumfang NAnalog
besitzt nach Gl. 19 die Standardabweichung σµUQu,Est. Sie nimmt gegenu¨ber
der Standardabweichung σUQu aus der statistischen Verteilung von Einzel-
pulsmessungen um 1√
NAnalog
ab.
σµUQu,Est =
1√
NAnalog
· σUQu . (136)
Das analoge Integrieren eines Laserpuls-Bursts in der CDS-Stufe vermin-
dert den zeitlichen Aufwand der arithmetischen Mittelung, weil bereits eine
Summe von Teilspannungen aus der CDS-Stufe ausgelesen und als Quanti-
sierungsspannungswert UQu,NAnalog fu¨r die Berechnung der Entfernung zur
Verfu¨gung stehen. Wu¨rden stattdessen die Quantisierungsspannungswerte
aus Einzelpulsmessungen erst im PC-Speicher gesammelt werden, mu¨sste der
Auslesevorgang NAnalog Mal durchgefu¨hrt werden. Damit wu¨rde sich die ge-
samte Messzeit fu¨r einen gemittelten Quantisierungsspannungswert wesent-
lich verla¨ngern.
Die Abnahme der statistischen Unsicherheit der Quantisierungsspannungs-
werte aus der Integration eines Laserpuls-Bursts u¨bertra¨gt sich auch auf das
Ergebnis der MDSI-Entfernungsgleichung. Das Gaußsche Fehlerfortpflan-
zungsgesetz beschreibt, wie sich die Standardabweichung der Quantisierungs-
spannungen σU1,Qu,Mod,ideal und σU2,Qu,Mod,ideal in der MDSI-Entfernungsglei-
chung auf die Standardabweichung des Entfernungsergebnisses σd u¨bertra¨gt,
siehe auch Anhang D.3. Es kann angenommen werden, dass die beiden Quan-
tisierungsspannungen U1,Qu,Mod,ideal und U2,Qu,Mod,ideal von einander statis-
tisch unabha¨ngig (unkorreliert) sind, da sie aus zwei durch einen Reset-
Vorgang von einander getrennten CDS-Zyklen stammen.
σd =
(
c
2
· TPuls · 1
U2,Qu,Mod,ideal
)
·
√√√√(σ2U1,Qu,Mod,ideal + (U1,Qu,Mod,idealU2,Qu,Mod,ideal
)2
· σ2U2,Qu,Mod,ideal
)
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Vermindern sich die Standardabweichungen der Quantisierungsspannungen,
so sinkt auch die Standardabweichung des Entfernungsergebnisses. Weitere
Einflussfaktoren auf die Fortpflanzung der Standardabweichungen sind der
Quantisierungsspannungswert U2,Qu,Mod,ideal und das Verha¨ltnis
U1,Qu,Mod,ideal
U2,Qu,Mod,ideal
.
Ein großes U2,Qu,Mod,ideal schwa¨cht die U¨bertragung der Standardabweichun-
gen. Ein großer Quantisierungsspannungsquotient, der nach der MDSI-Ent-
fernungsgleichung einem kleinen Entfernungsmesswert entspricht, begu¨nstigt
die U¨bertragung der Standardabweichung σU2,Qu,Mod,ideal .
Sowohl im Za¨hler als auch im Nenner treten Faktoren auf, siehe Gl. 117
und 118. Durch Ku¨rzen ergeben sich wichtige Konsequenzen:
1) Weil der Faktor kOpt sich im Quotienten aufhebt, ist das Verfahren den
nachstehenden Einflu¨ssen aus dem optischen Signalpfad nach Gl. 59 nicht
unterworfen:
• Szenenreflektivita¨t %
• Transmission ζ der abbildenden optischen Bauelemente
• Blendenzahl k# des Sensorobjektivs
• O¨ffnungswinkel α des Strahlenbu¨ndels eines abstrahlenden
Szenenelements
2) Weil die formale Division der Quantisierungsspannungswerte durch die
Konstante NAnalog im Za¨hler wie im Nenner durchgefu¨hrt werden wu¨rde,
entfa¨llt sie.
3) Die Versta¨rkungsfaktoren der im elektrischen Signalpfad liegenden Mo-
dule heben sich auf.
• Versta¨rkung der CDS-Stufe vCDS
• Versta¨rkung der Symmetriestufe vSym
• Versta¨rkung des ADUs vADU
Durch eine variable Szenenreflektivita¨t ist das Messverfahren nicht auf be-
stimmte Szenen bzw. Objekte eingeschra¨nkt, sofern sie genu¨gend Strahlungs-
leistung reflektieren, um einen minimalen Quantisierungsspannungswert mit
UQu,min  ∆UADU am ADU zu gewa¨hrleisten. Die analoge Integration von
Laserpuls-Bursts hebt UQu,min an, wodurch auch schlecht reflektierende Sze-
nen ausgemessen werden ko¨nnen. Des Weiteren sinkt die Standardabwei-
chung des Entfernungsergebnisses, wenn die analoge Integration von einem
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Abbildung 67: Messtechnisch ermittelte normierte Quanti-
sierungsspannung
UQu,Meas(τn)
U1,Qu,Meas,max
fu¨r den CDS-
Zyklus 1 und 2
Laserpuls-Bursts zum Einsatz kommt. Gegenu¨ber der arithmetischen Mitte-
lung im PC entsteht eine Zeitersparnis in Bezug auf die Summe von NAnalog-
fachen CDS-Zyklen, weil sich die Anzahl der Auslesevorga¨nge reduziert.
Die Kenntnis u¨ber Kennzahlen der optischen und elektrischen Baugruppen
ist fu¨r die Berechnung eines Entfernungswertes d nicht notwendig. Dadurch
wird ein schnelles Umkonfigurieren des Kamerasystems in Bezug auf die Sze-
ne mo¨glich, ohne dabei den Berechnungsalgorithmus vera¨ndern zu mu¨ssen.
Bei der Reproduktion der Kamera wirken sich Fehlertoleranzen einzelner
Baugruppen nicht so stark aus. Teures Nachentwickeln der SIT-Software, in
welche der MDSI-Berechnungsalgorithmus implementiert ist, entfa¨llt.
4.7.2 Das Verha¨ltnis der quantisierten Spannungswerte
Im vorherigen Abschnitt wurde die MDSI-Entfernungsgleichung 134 fu¨r die
idealen Signalfunktionen abgeleitete. Es wird untersucht, welchen Einfluss
die Signalform der realen Signalfunktionen auf das Verha¨ltnis der Quantisie-
rungsspannung hat.
Die Abb. 67 zeigt den funktionalen Verlauf der normierten experimentell ge-
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Abbildung 68: Quantisierungsspannungsquotient
wonnenen Quantisierungsspannung. Die Messkurven wurden unter den sel-
ben experimentellen Bedingungen wie die aus Abb. 63(a) ermittelt. Die Kenn-
zeichnung als Mittelwertgro¨ße wird zur besseren U¨bersicht weggelassen. Die
Normierung der Quantisierungsspannung auf den maximalen Quantisierungs-
spannungswert des CDS-Zyklus 1, U1,Qu,Meas,max, gibt das Verha¨ltnis zwi-
schen U1,Qu,Meas und U2,Qu,Meas wieder. Im Vergleich zu dem idealen funktio-
nalen Verlauf der Quantisierungsspannungen aus Abb. 66(c) ergeben sich fu¨r
die messtechnisch ermittelten Quantisierungsspannungen krummlinige Kur-
venverla¨ufe. Die Quantisierungsspannung des CDS-Zyklus 2 , U2,Qu,Meas, er-
reicht bei τ0 = 0 ungefa¨hr den 1,4-fachen Wert gegenu¨ber U1,Qu,Meas. Die
Abb. 68 stellt den funktionalen Verlauf des Quotienten aus den idealen und
den gemessenen Quantisierungswerten gegenu¨ber.
Der ideale Quantisierungsspannungsquotient
U1,Qu
U2,Qu
∣∣∣
Mod,ideal
(τn) verla¨uft wie
erwartet im Bereich −30ns ≤ τn ≤ 0 konstant mit dem Funktionswert 1,
weil
U1,Qu
U2,Qu=U1,Qu
∣∣∣
Mod,ideal
(τn) = 1 gilt, vergleiche auch Abb. 66(c). Im Verzo¨ge-
rungsabschnitt 0 ≤ τn ≤ 30 fa¨llt der ideale Quantisierungsspannungsquotient
linear mit − 1
30ns
ab, siehe τlin,ideal in Abb. 68.
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Aus den gemessenen Quantisierungsspannungswerten ergibt sich durch Divi-
sion der messtechnisch ermittelte Quantisierungsspannungsquotient.
U1,Qu
U2,Qu
∣∣∣
Meas
(τn) =
U1,Qu,Meas(τn)
U2,Qu,Meas(τn)
Er weicht im Bereich τn ≤ 0 stark von dem idealen Kurvenverlauf ab. Im
Verzo¨gerungsabschnitt 8ns ≤ τn ≤ 18ns existiert ein konstanter Anstieg von
− 0,55
10ns
, siehe τlin,Meas in Abb. 68.
Der lineare Verzo¨gerungsbereich der gemessenen Quotientenkurve τlin,Meas
besitzt einen kleineren Anstieg gegenu¨ber dem Anstieg der idealen Quoti-
entenkurve τlin,ideal. Die Differenz gegenu¨ber dem idealen Quotientenverlauf
muss korrigiert werden, bevor der Quotientenwert zum Bestimmen der Ent-
fernung verwendet werden kann.
τlin,Meas < τlin,ideal
Wird der Quotient aus dem Signalmodell der Gl. 116 fu¨r reale Signalfunk-
tionen gebildet,
U1,Qu
U2,Qu
∣∣∣
Mod,real
(τn), treten im Nenner und Za¨hler die gleichen
Konstanten auf. Sie entfallen durch Ku¨rzen innerhalb des Bruchs. Sie ent-
fallen durch Ku¨rzen innerhalb des Bruchs. Fu¨r den Quotienten besteht nur
die funktionale Abha¨ngigkeit von der Verzo¨gerungszeit τn. Der Einfluss des
optischen Signalpfads wirkt sich somit nicht auf seinen Kurvenverlauf aus.
U1,Qu
U2,Qu
∣∣∣
Mod,real
(τn) =
U1,Qu,Mod,real(τn)
U2,Qu,Mod,real(τn)
(137)
=
∫
EL,Sensor,real(t− τn) ∗ w∗Int,real(t− TFct, TInt,1) . . .∫
EL,Sensor,real(t− τn) ∗ w∗Int,real(t− TFct, TInt,2) . . .
. . . · Sample(t− TInt,1) dt
. . . · Sample(t− TInt,2) dt
Die mathematische Abbildung der Verzo¨gerungszeit auf den Quotientenwert,
U1,Qu
U2,Qu
∣∣∣
Meas
(τn), ist eineindeutig (injektiv) , weil sie im Verzo¨gerungsbereich
0 ≤ τn ≤ 38ns streng monoton fa¨llt, siehe Abb. 68 und [49].
Injektivita¨t:
U1,Qu
U2,Qu
∣∣∣
Meas
(τn1) =
U1,Qu
U2,Qu
∣∣∣
Meas
(τn2)⇒ τn1 = τn2 (138)
Es kann jedem messtechnisch ermittelten Quotientenwert auch wieder ein
eindeutiger Verzo¨gerungswert τMeas zugeordnet werden, siehe Abb. 69.
fQuot :
U1,Qu
U2,Qu
∣∣∣
Meas
→ τMeas fu¨r 0 ≤ τMeas ≤ 38ns (139)
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Abbildung 69: Funktionaler Zusammenhang fQuot zwischen
der Verzo¨gerungszeit und dem Quotien-
ten der messtechnisch ermittelten Quantisie-
rungsspannung
Durch Polynominterpolation kann die Funktion fQuot
(
U1,Qu
U2,Qu
∣∣∣
Meas
)
im Inter-
vall 0 ≤ τMeas ≤ 38ns interpoliert werden. Das Interpolationspolynom 5.
Grades aus Gl. 140 approximiert den Grafen aus Abb. 69.
τMeas,Approx =
M=5∑
m=0
am ·
(
U1,Qu
U2,Qu
∣∣∣
Meas
)m
(140)
am = {40, 1 , −152, 9 , 842, 6 , −2762, 2 , 4182, 5 , −2352, 9} · 1ns
Um die Funktion τMeas,Approx
(
U1,Qu
U2,Qu
∣∣∣
Meas
)
der Gl. 140 an die MDSI-Entfer-
nungsgleichung anzupassen wa¨ren noch weitere Umformschritte notwendig.
In der Praxis wird auf das Anpassen des Polynoms verzichtet. Statt dessen
kann die Funktion τMeas,Approx
(
U1,Qu
U2,Qu
∣∣∣
Meas
)
der Gl. 140 direkt in die Time-of-
Flight-Entfernungsgleichung 3 eingesetzt werden. Die Entfernung bestimmt
sich so approximativ u¨ber
dMeas,Approx =
c
2
· τMeas,Approx. (141)
4.7 Das MDSI-Auswerteverfahren 130
Aus dem Quotienten
U1,Qu
U2,Qu
∣∣∣
Mod,real
(τn) aus Gl. 137 geht hervor, dass
• die Kameraversta¨rkung,
• die Verminderung der Laserpulsamplitude und
• die Amplituden des Laserpulses und der Integrationsfenster
keinen Einfluss auf seinen funktionalen Verlauf ausu¨ben. Der Quantisierungs-
spannungsquotient kann deshalb als Kennlinie des Kamerasystems mit den
Parametern TPuls, TInt,1, TInt,2 aufgefasst werden.
Die Signalformen der realen Signalfunktionen wirken sich auf die messtech-
nisch ermittelten Quantisierungswerte des CDS-Zyklus 1 und 2 und da-
mit auf den Quantisierungsspannungsquotienten aus. Da im Verzo¨gerungs-
intervall 0 ≤ τn ≤ 38ns ein injektiver funktionaler Zusammenhang zwi-
schen dem Quotientenwert und der Verzo¨gerungszeit besteht, ist es mo¨glich,
durch ein Interpolationspolynom 5. Grades und mittels der Time-of-Flight-
Entfernungsgleichung die Distanz trotz des krummlinigen Quotientenverlaufs
zu ermitteln.
4.7.3 Messbereichserweiterung
Der Messbereich ergibt sich theoretisch aus der Ha¨lfte des zuru¨ckgelegten
Signalwegs des Laserpulses. Zeitlich entspricht dies der Laserpulsdauer.
Mit steigender Entfernung verringert sich der O¨ffnungswinkel des Strah-
lenbu¨ndels α, so dass die Bestrahlungssta¨rke des eintreffenden Laserpulses
am Sensor nach Gl. 59 proportional mit cos4(α) stark abnimmt. Reicht die
generierte Ladungsmenge nur fu¨r eine ADU-Eingangsspannung aus, welche
kleiner als eine Quantisierungsstufenbreite ist, kann die Berechnung des Quo-
tientenwerts nicht erfolgen. Eine zu geringe Intensita¨t verku¨rzt damit den
Messbereich.
Durch analoge Integration eines Laserpuls-Bursts ist es mo¨glicht bei einer zu
kleinen Bestrahlungssta¨rke am Sensor mehrere Laserpulse zu einem Pixel-
spannungswert zusammenzufassen. Steht ausreichend Messzeit fu¨r die ana-
loge Integration zur Verfu¨gung, kann die Szene ausreichend weit bestrahlt
werden. Der Messbereich bleibt erhalten.
Die Time-of-Flight-Entfernungsgleichung bildet die Time-of-Flight in einen
Entfernungswert ab. Wenn der Laserpuls so weit verzo¨gert ist, dass er sich
beim Eintreffen am Pixel zeitlich hinter dem Integrationsfenster befindet, ent-
steht kein Pixelspannungswert. Werden nur ideale Signale betrachtet, fu¨hrt
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laut MDSI-Entfernungsgleichung 134 eine gro¨ßere Integrationszeit TInt,1 bzw.
Impulsdauer des Laserpulses TPuls bei mindestens doppelt so großer Integra-
tionszeit TInt,2 zu einem gro¨ßeren Messbereich. Der maximale Entfernungs-
messbereich ha¨ngt somit unter anderem von der maximal mo¨glichen Verzo¨ge-
rung τmax des Laserpulses ab, siehe auch Gl. 3.
τmax = TInt,1 = TPuls = 30ns
dmax,ideal =
c
2
· τmax =
0, 3m
ns
2
· 30ns = 4, 5m (142)
Die krummlinigen Signalverla¨ufe des realen Laserpulses und der realen Integra-
tionsfenster ergeben den Verzo¨gerungsbereich τMeas = 38ns. Analog zu Gl. 142
resultiert ein maximaler Entfernungsmessbereich von
dmax,Meas =
c
2
· τMeas =
0, 3m
ns
2
· 38ns = 5, 7m. (143)
Die nichtlinearen Kurvenverla¨ufe der Quantisierungsspannung ermo¨glichen es
durch Modifikation des Signalprozesses den streng monoton fallenden Quoti-
entenverlauf zusa¨tzlich zu erweitern. Mit einem zeitlich la¨ngeren streng mo-
noton fallenden Quotientenverlauf wird ein gro¨ßerer Messbereich erzielt.
In einer computergestu¨tzten Simulation bildet das zeitdiskrete Signalmodell
fu¨r reale Signalfunktionen aus Gl. 119 die Quantisierungsspannung fu¨r den
CDS-Zyklus 1, U1,Qu,Mod,real(τn), und den CDS-Zyklus 2, U2,Qu,Mod,real(τn),
nach. Die Normierung auf den Maximalwert U1,Qu,Mod,real,max gibt das Ver-
ha¨ltnis der beiden Quantisierungsspannungen zueinander in Abb. 70 wieder.
Startet der Laserpuls im CDS-Zyklus 1 um TShift fru¨her als das Integrati-
onsfenster o¨ffnet, entsteht fu¨r die Quantisierungspannung eine zeitliche Ver-
schiebung (engl.: Time-Shift) entlang der τn-Achse um TShift, siehe auch in
Abb. 70 U1,Qu,Mod,real(τn − TShift) .
Mit der Systemkonfigurationen TInt,1 = TPuls = 30ns und TInt,2 = 120ns
und dem Parameter TShift = 9ns stellt sich in der Simulation ein erwei-
terter (engl.: Extension) Quotientenverlauf fu¨r reale Signalfunktionen ein
(Mod,real,Ext). Im Vergleich dazu ist in Abb. 71 der aus gemessenen Quan-
tisierungswerten erzeugte Quotientenverlauf ohne Time-Shift, TShift = 0, der
Abb. 68 eingezeichnet (Meas).
τMeas,Ext ≈ 1.2 · τMeas
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Abbildung 70: Modellierte Quantisierungsspannung realer
Signalfunktionen mit und ohne Time-Shift
TShift = 9ns
Um die simulierte Quotientenkurve (Mod,real,Ext) messtechnisch zu besta¨-
tigen wird im Versuchsaufbau aus Abschnitt 4.5.5 der 30ns-Laserpuls im
CDS-Zyklus 1 um TShift = 9ns fru¨her ausgesandt. Aus den erzeugten Quan-
tisierungsspannungsfunktionen wird der erweiterte (engl.: Extension) Quan-
tisierungsspannungsquotient gebildet.
U1,Qu
U2,Qu
∣∣∣
Meas,Ext
(τn) =
U1,Qu,Meas(τn − TShift)
U2,Qu,Meas(τn)
Der messtechnisch ermittelte erweiterte Quotientenverlauf (Meas,Ext) na¨hert
sich gut an das Modell des erweiterten Quotientenverlaufs fu¨r reale Signal-
funktionen aus der Simulation an (Mod,real,Ext), siehe Abb. 71. Die in der
Simulation gewonnene Time-Shift von TShift = 9ns besta¨tigt sich aus den
messtechnisch gewonnenen Quantisierungsspannungsfunktionen. Sie eignet
sich damit zur Erweiterung des Quotientenverlaufs und damit des Mess-
bereichs.
4.7 Das MDSI-Auswerteverfahren 133
τMeas 
τMeas,Ext 
PSfrag
τn in ns −→
−30 −20 −10 0 10 20 30 40 50
U
1
,Q
u
U
2
,Q
u
∣ ∣ ∣(τ n)
−→
0.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4
TShift = 0ns, (Meas)
TShift = 9ns, (Meas, Ext)
TShift = 9ns, (Mod, real, Ext)
Abbildung 71: Verlauf des Quantisierungsspannungsquoti-
enten als Funktion der Verzo¨gerungszeit τn,
ohne und mit zusa¨tzlicher Time-Shift TShift
Um den funktionalen Zusammenhang zwischen der Time-of-Flight und der
erweiterten Quotientenkurve fu¨r die Time-of-Flight-Entfernungsgleichung 3
nutzen zu ko¨nnen, muss der streng monoton fallende erweiterte Kurvenab-
schnitt, τMeas,Ext, genau bei τ0 = 0 beginnen. Wird der Laserpuls in beiden
CDS-Zyklen zusa¨tzlich um TOffset = 20ns fru¨her ausgesandt, entsteht der
geforderte zeitliche Offset fu¨r die Quotientenkurve.
U1,Qu
U2,Qu
∣∣∣
Meas,Ext,Offset
(τn) =
U1,Qu,Meas(τn − TShift − TOffset)
U2,Qu,Meas(τn − TOffset)
Das streng monoton fallende Kurvensegment des Spannungsquotienten stellt
eine eineindeutige (injektive) Abbildung des Quotientenwertes auf die Verzo¨-
gerungszeit dar.
Injektivita¨t:
U1,Qu
U2,Qu
∣∣∣
Meas,Ext,Offset
(τn1) =
U1,Qu
U2,Qu
∣∣∣
Meas,Ext,Offset
(τn2)
⇒ τn1 = τn2
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Abbildung 72: Funktionaler Zusammenhang fQuot,Ext,Offset
zwischen der Verzo¨gerungszeit und dem
erweiterten Quotienten der messtechnisch
ermittelten Quantisierungsspannung
Die Funktion fQuot,Ext,Offset ordnet jedem Quotientenwert aus dem zeitlich
verschobenen streng monoton fallenden Kurvensegment eine Verzo¨gerungs-
zeit zu.
fQuot,Ext,Offset :
U1,Qu
U2,Qu
∣∣∣
Meas,Ext,Offset
→ τMeas,Ext (144)
fu¨r 0 ≤ τMeas,Ext ≤ 46ns
Der Graf aus Abb. 72 veranschaulicht den funktionalen Zusammenhang aus
Gl. 144. Durch Polynominterpolation kann ein Interpolationspolynom 5. Gra-
des gefunden werden, dass den Grafen approximiert.
τMeas,Ext,Approx =
M=5∑
m=0
am ·
(
U1,Qu
U2,Qu
∣∣∣
Meas,Ext,Offset
)m
(145)
am = {47, 03 , −95, 0 , 225, 11 , −344, 31 ,
248, 4 , −68, 58} · 1ns
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Durch Einsetzen der Verzo¨gerungszeiten τMeas,Ext,Approx in die Time-of-Flight-
Entfernungsgleichung la¨sst sich die Distanz ermitteln. Der Wertebereich des
Quotienten
U1,Qu
U2,Qu
∣∣∣
Meas,Ext,Offset
umfasst ein erweitertes Verzo¨gerungsintervall
τMeas,Ext, wodurch sich der Messbereich vergro¨ßert.
dmax,Meas,Ext =
c
2
· τMeas,Ext
=
0, 3m
ns
2
· 46ns ≈ 7m
Das aufgestellte zeitdiskrete Signalmodell modellierte mit den realen Signal-
funktionen, Laserpuls und Integrationsfenster, den Quotienten der Quanti-
sierungsspannungen aus dem CDS-Zyklus 1 und 2. Im Simulator konnte eine
Zeitdifferenz zwischen dem CDS-Zyklus 1 und 2 fu¨r den Start des Laser-
pulses ermittelt werden, die den streng monoton fallenden Quotientenverlauf
und damit auch den Entfernungsbereich auf dmax,Meas,Ext = 7m erweitert.
Mit dem Kamerasystem erzeugte Quantisierungswerte besta¨tigen den erwei-
terten Quotientenverlauf.
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5 Zusammenfassung und Ausblick
Die hier vorgestellte 3D-CMOS-Kamera arbeitet nach dem Messprinzip der
Time-of-Flight. Es ermittelt die Flugzeit eines Laserpulses, die zwischen dem
Aussenden, der Reflexion am Objekt in der Szene und dem Eintreffen am
Pixel des Bildsensors vergeht und errechnet aus ihr einen Entfernungswert.
In den letzten Jahren war ein Trend zu verzeichnen, bei dem formerfassende
Messsysteme dreidimensionaler Objekte die Flugzeit des Lichts zum Bestim-
men der Entfernung benutzten.
Das integrierende Aktive-Pixel in CMOS-Technologie erlangte in dieser Zeit
auf diesem Anwendungsgebiet immer mehr an Bedeutung, weil wichtige Sig-
nalprozesse wie das Correlated-Double-Sampling (CDS) On-Chip implemen-
tiert und rauscha¨rmere Schaltkreise in CMOS-Technologie gegenu¨ber der
herko¨mmlichen CCD-Technik entwickelt werden konnten. Die Kamera ver-
arbeitet im CDS-Zyklus ankommende Laserpulse unabha¨ngig vom Hinter-
grundlicht zu einem Spannungsabtastwert. Es entstanden verschiedene Aus-
werteverfahren, wie das Multiple-Short-Time-Integration (MDSI), das das
Entfernungsmessergebnis nach zwei CDS-Zyklen mit zwei unterschiedlich
langen Integrationszeiten und damit innerhalb kurzer Zeit bestimmt. Das
MDSI-Auswerteverfahren verha¨lt sich unabha¨ngig gegenu¨ber verschiedenen
Bestrahlungssta¨rken am Sensor, wodurch Szenen mit variierenden Reflexi-
onskoeffizient erfassbar sind.
Die Weiterentwicklung des CMOS-Bildsensors, des Kamerasystems und der
Auswerteverfahren wurden innerhalb des MISSY-Projekts vom Fraunhofer-
Institut fu¨r Mikroelektronische Schaltungen und Systeme unter Leitung von
Herrn Prof. Hostichka, Ph.D, der Forschungsgruppe CT PS9 der Siemens AG
unter Leitung von Herrn Dr. Doemens bzw. Dr. Mengel sowie den Industrie-
partnern B.E.R Group S.A und Baxall Ldt. vorangetrieben. Des weiteren unter-
stu¨tzte die Information Society Technology das MISSY-Projekt.
Es findet eine Analyse der wesentlichen Bauelemente und Baugruppen statt,
bei der auf den Aufbau, die Funktion und wesentliche Einflussfaktoren der
Sensoroptik, der Photodiode, des MOS-FETs und des ADUs detailliert einge-
gangen wird.
Das Kamerasystem glieder sich in einen optischen Signalpfad (Lasermodul,
Laseroptik, Szene und Sensoroptik) und einen elektrischen Signalpfad (4×32-
Pixelsensor mit Kameraplatine, PC mit SIT-Software und optionales Delay-
Element). Experimentelle Voruntersuchungen zeigen einen funktionalen Ver-
lauf der Spannungsabtastwertefolge, der sich durch das Verschieben des 30ns-
Laserpulses u¨ber das 30ns-Integrationsfenster einstellt. Der ermittelte Kur-
venverlauf weicht von dem aus idealen rechteckfo¨rmigen Laserpuls- und In-
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tegrationsfenstersignalen theoretisch konstruierten ab. Die Ursache liegt im
nichtidealen Bestrahlungssta¨rkeverlauf des 30ns-Laserpulses. Vermutlich wir-
ken sich zusa¨tzlich die Diffusionsstromeffekte auf den Signalverlauf des Photo-
diodenstroms und damit auf den nichtidealen Verlauf der Spannungsabtast-
wertefunktion aus. Somit richtet sich der Fokus auf den funktionalen Verlauf
des realen 30ns-Laserpulses und der realen Integrationsfenster. Des Weiteren
ko¨nnen die Versta¨rkungsfaktoren der Symmetriestufe und des ADUs fu¨r die
Modellierung des elektrischen Signalpfads experimentell gewonnen werden.
Der optische Signalpfad wird hinsichtlich des Leistungsumsatzes und der
Bilddigitalisierung untersucht. Das Lasermodul gibt eine Strahlungsleistung
von 400W ab, die das Linsensystem (Zylinderlinse + Fresnel-Linsen-Array)
in der Szene gleichma¨ßig verteilt. Die ausgewa¨hlte Lasermoduloptik gewa¨hr-
leistet Augensicherheit, so dass auch humane Szenen erfassbar sind. Die
Strahlungsleistungsverluste nehmen lateral zu. Es verbleibt ein eingeschra¨nk-
ter Szenenbereich, der jedoch fu¨r die Fahrzeuginnenraumu¨berwachung, z.B.
Feststellen der Beifahrerposition oberhalb der Sitzfla¨che, ausreichend ist.
Theoretische U¨berlegungen zur Bildentstehung und -digitalisierung fu¨hren
auf das Spektrum des digitalisierten Bildes. Es gibt Aufschluss u¨ber Aliasing-
Fehler. Bilder, die der Pixelgeometrie sehr a¨hneln, werden unterabgetastet
und eventuell mit Morie´-Mustern wiedergeben. Eine sta¨rkere bandbegren-
zende Wirkung der Linse verhindert Aliasing-Fehler, ruft aber auch Kon-
trastverluste hervor.
Einzelne reflektierende Objektpunkte verursachen durch die Blendenapertur
des Sensorobjektivs optisches U¨bersprechen, wenn eine minimale Pixelgro¨ße
von (6, 2µm)2 unterschritten wird. Die theoretischen Betrachtungen zur Bild-
digitalisierung zeigen, dass die Abnahme des Bildkontrasts, hervorgerufen
durch die Pixelgeometrie, gro¨ßer sind als die der Linsenapertur. Das ein-
gesetzte Sensorobjektiv mit einer Festbrennweite stellt ein konstengu¨nstiges
Standardbauelement dar, das sich fu¨r das Kamerasystem sehr gut eignet,
wenn die optische Abbildung ausreichend scharf ist.
Es kann ein deterministisches Signalmodell erstellt werden, das den Quan-
tisierungsspannungswert als Funktion des verzo¨gerten amplitudenreduzier-
ten Bestrahlungssta¨rkeimpulses des Lasermoduls und der Integrationszeit als
Parameter erzeugt. Dieses Signalmodell eignet sich sowohl fu¨r ideale als auch
reale (nicht rechteckfo¨rmige) Signalverla¨ufe des Laserpulses und des Integra-
tionsfensters. Es wird eine optische Abtastmethode zur Integrationsfensterbe-
stimmung theoretisch abgeleitet und experimentell umgesetzt. Dadurch war
es mo¨glich, das deterministische Signalmodell auch auf reale Signalfunktionen
zu erweitern. Die messtechnisch gewonnenen Integrationsfensterfunktionen
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sind in Bezug auf ihre Signalform in charakteristische Bereiche unterteilt
und quantitativ bewertet worden. Das deterministische Signalmodell kann
experimentell durch reale Signalfunktionen besta¨tigt werden. Dazu wurde
ein Vergleich zwischen der im Simulator erzeugten Quantisierungsspannung
und der von der Kamera aufgezeichneten Quantisierungsspannung gefu¨hrt.
Auf Grundlage der Rauschmodelle der Photodiode, des MOS-Transistors und
des CDS-Zyklus finden theoretische Betrachtungen zum Rauschen am Aus-
gang des Pixelschaltkreises statt. Dabei wird gezeigt, wie sich die Strom-
rauschleistungsdichten der Photodiode u¨ber ein vereinfachtes Netzwerk des
Pixelschaltkreises auf die Pixelspannung u¨bertra¨gt. Bei steigender Bestrah-
lungssta¨rke am Pixel erho¨hen sich auch die Spannungsrauschleistungsdichten
am Hold-Kondensator vor dem Eingang der CDS-Stufe. Die CDS-Stufe ad-
diert die daraus resultierenden quadratischen Mittelwerte aus dem Integrati-
onszyklus ohne Laserlichtbestrahlung und dem Integrationszyklus mit Laser-
lichtbestrahlung.
Der Einfluss des Quantisierungsrauschens ist um so gro¨ßer, je kleiner die
Quantisierungsspannung ist. Das messtechnisch ermittelte Signal-Rauschver-
ha¨ltnis der Quantisierungsspannung ha¨ngt von der Bestrahlungssta¨rke und
Laserpulsposition gegenu¨ber dem Integrationsfenster ab. Gut reflektierende
Szenen, bei denen sich der u¨berwiegende Anteil des Laserpulses im Integra-
tionsfenster befindet, haben das beste Signal-Rauschverha¨ltnis zur Folge.
Es wird das MDSI-Auswerteverfahren in seinen Grundzu¨gen erla¨utert, weil
in Bezug auf die angestrebte Anwendungen am schnellsten Distanzwerte von
Szenen erstellt werden ko¨nnen. Es bestimmt aus einem Quantisierungsspan-
nungsquotienten den Entfernungsmesswert. Die CDS-Stufe ermo¨glicht eine
analoge Integration von mehren Laserpulsen, wodurch ein gemittelter Quan-
tisierungsspannungswert in ku¨rzerer Zeit erstellt werden kann, als wenn er
durch Einzelpulsmessungen im PC gebildet werden wu¨rde. Einmal vermin-
dern sich dadurch die statistischen Schwankungen des Quantisierungswertes.
Zum anderen wird ein gro¨ßerer Quantisierungsspannungswert erreicht, wo-
durch der Einfluss des Quantisierungssrauschens abnimmt.
Auf Grundlage des erstellten deterministischen Signalmodells kann die MDSI-
Entfernungsgleichung abgeleitet werden. Der dabei auftretende Quantisie-
rungsspannungsquotient stellt den entfernungsbestimmenden Term dar. Die
Quantisierungswerte des Nenners und des Za¨hlers werden durch das determi-
nistische Signalmodell modelliert. Durch Ku¨rzen gleicher Faktoren kann die
Unabha¨ngigkeit des MDSI-Auswerteverfahrens gegenu¨ber den Einflu¨ssen des
optischen Signalpfads (variable Szenenreflektivita¨t) nachgewiesen werden. Es
findet ein Vergleich zwischen dem Quantisierungsspannungsquotienten, der
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mit idealen und realen Signalfunktionen modelliert wurde, statt. Der Verlauf
des Quantisierungsspannungsquotienten als Funktion der Verzo¨gerungszeit
τ besitzt einen streng monoton fallenden Kurvenabschnitt (eineindeutiger
funktionaler Zusammenhang).
Im Simulator wird auf Grundlage des deterministischen Signalmodells fu¨r
reale Signalfunktionen der Signalprozess modifiziert. Ergebnis ist ein erwei-
terter streng monoton fallender Kurvenabschnitt des Quantisierungsquoti-
enten, wodurch sich der Messbereich vergro¨ßert. Das Kamerasystem liefert
fu¨r die entsprechenden Systemparameter eine gemessene Quantisierungsspan-
nungskurve, die der simulierten sehr nahe kommt. Auf Grund des eineindeu-
tigen funktionalen Zusammenhangs im streng monoton fallenden Kurven-
abschnitt kann ein Interpolationspolynom 5. Grades die Verzo¨gerungszeit
aus dem Quotientenwert bestimmen. Durch Einsetzen in die Time-of-Flight-
Entfernungsgleichung kann der Entfernungsmesswert einfach approximiert
werden.
Zuku¨nftige Kamerasysteme mu¨ssen nicht mehr hinsichtlich noch rechteck-
fo¨rmiger (idealerer) Laserpuls- und Integrationsfensterfunktionen entworfen
werden, da der erzielte Abbildungsbereich des Quantisierungsspannungsquo-
tienten auf die Verzo¨gerungszeit ausreichend ist. Die computergestu¨tzte Simu-
lation der Quantisierungswerte und die Quotientenbildung spart Entwick-
lungszeit und -kosten ein. Die messtechnisch ermittelten (realen) Integrati-
onsfensterfunktionen bilden Bezugsfunktionen, mit denen weiterentwickelte
Schaltkreistypen verglichen werden ko¨nnen.
Parallel zu dieser Arbeit wurde ein Kamerasystem realisiert, bei dem zwei
Altera-Syclone-FPGAs zum einen die Sensoransteuerung u¨bernehmen und
zum anderen die Entfernungsberechnung nach dem jeweiligen Auswertealgo-
rithmus realisieren. Es entstand eine schnellere, kompaktere und preiswertere
3D-CMOS-Kamera. Im Kamerasystem befindet sich ein neuer 4× 64 Pixel-
sensor. Seine Ausstattung mit Twin-Photodiodes, die im Binning-Mode den
Durchschnittswert aus einem Double-Pixel liefern und im High-Resolution-
Mode separate Werte ausgeben, stellt neue Signalfunktionen On-Chip zur
Verfu¨gung. Die Pixelgro¨ße betra¨gt mit 130×300µm2 nur die Ha¨lfte gegenu¨ber
dem hier besprochenen Vorga¨ngermodell und steigert die optische Auflo¨sung
der Szene im digitalisierten Entfernungsbild.
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A Anhang
A.1 Projektion des Pixels in die Gegenstandsebene
Ausgangspunkt ist die scharfe Abbildung, wobei angenommen wird, dass sich
die Sensorebene immer in der Bildebene befindet. Die Kameraoptik kann als
du¨nne Linse fu¨r die Objektivabbildung modelliert werden . Sie projiziert die
Pixella¨nge l′x in die Gegenstandsebene lx.
1
f
=
1
d′
− 1
d
γ =
d′
d
=
lx
l′x
lx = l
′
x
(
1 +
d
f
)
lxmin = l
′
x
(
1 +
dmin
f
)
= 0, 260mm
(
1 +
49mm
4, 8mm
)
≈ 2, 9mm
lxmax = l
′
x
(
1 +
dmax
f
)
= 0, 260mm
(
1 +
4500mm
4, 8mm
)
≈ 24, 4cm
A.2 cos4(α)-Gesetz/ optischer Wirkungsgrad
dAIll =
(
d
f
)2
· cos(α)
cos(ϑ)
· dASensor
dΦˆ = dAIll
∫
Lˆ · cos(ϑ) · dω
=
(
d
f
)2
· cos(α) · dASensor
∫
Lˆ · cos(ϑ)
cos(ϑ)
· dω
dω =
AApertur · cos(α)(
d
cos(α)
)2 = pi4D2EP · cos(α)(
d
cos(α)
)2
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EˆSensor(α) =
dΦˆSensor
dASensor
=
(
d
f
)2
· cos(α) · LˆSzene ·
pi
4
D2EP · cos(α)(
d
cos(α)
)2
=
1
4
· 1
k2#
· cos4(α) · pi LˆSzene
=
cos4(α)
4 · k2#
· EˆSzene
A.3 Minimale Pixella¨nge lx,min
Das Kriterium fu¨r die minimale Pixella¨nge ist die 2. Nullstelle der Airy-
Funktion x′0 analog zu Gl. 35.
l′x,min = x
′
0 = 7, 02 ·
λ
pi
· k#
= 7, 02 · 903nm
pi
· 1, 8
= 3, 6µm
A.4 Die Grenzfrequenzen der Linse und des Pixels
Die MTFLinse ha¨ngt von der Polarkoordinate des Radius mit R = 1/fR ab.
Die Kreisgleichung verknu¨pft den Radius mit den kartesischen Koordianten
der Bildebene.
R
2 = x2 + y2 → 1
f 2
R
=
1
f 2x
+
1
f 2y
fR = fx fu¨r fy = 0
MTFLinse(fx = fx,c,Linse) = 0 :
fx,c,Linse =
1
λ · k#
=
1
900nm · 1, 8 ≈ 600
Lp
mm
Die Einheit der Ortsfrequenz Lp/mm leitet sich von einer sinusfo¨rmigen In-
tensita¨tsverteilung ab, wobei eine volle Periode (hell dunkel) als ein Linienpaar
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Lp pro La¨nge geza¨hlt wird.
rPixel(fx = fx,c,P ixel) = 0 :
si(lx · fx,c,P ixel) = sin(pi lx fx,c,P ixel)
(pi lx fx,c,P ixel)
= 0
lx · fx,c,P ixel = n n  Z
fx,c,P ixel =
1
lx
fu¨r n = 1
=
1
260µm
= 3, 846
Lp
mm
Durch das Abtasten der Pixel wiederholt sich das Spektrum mit der Abtast-
frequenz fS,x entlang der fx-Achse. Es wird angenommen, dass die Pixel ohne
Zwischenraum angeordnet sind → FFx = 1.
fS,x =
1
lx
FFx
=
1
260µm
· 1 = 3, 846 Lp
mm
Als Nyquist-Grenze ergibt sich nach dem Abtasttheorem:
fS,x · 1
2
=
1
lx
FFx
· 1
2
=
1
260µm
· 1 · 1
2
= 1, 923
Lp
mm
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B Anhang
B.1 Integrationsfenster
w˜Akk(t) = wˆAkk · rect
(
t− 1
2
TAkk
TAkk
)
IˆPh,HL = SPD · FF · APixel · EˆHL
UHL(t) =
∫
t
E˜HL(t) · w˜Akk(t) dt =
TAkk∫
0
EˆHL · wˆAkk(t) dt
= EˆHL · wˆAkk · TAkk
=
1
CPD
TAkk∫
IˆPh,HL dt
=
1
CPD
· IˆPh,HL · TAkk
EˆHL · wˆAkk · TAkk = 1
CPD
· IˆPh,HL · TAkk
wˆAkk =
1
CPD
· IˆPh,HL
EˆHL
=
1
CPD
· IˆPh,HL
IˆPh,HL
SPD·FF ·APixel
=
1
CPD
· SPD · FF · APixel
=
V
W
m2
· s
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B.2 Faltungsintegral
UInt,HL(t) = E˜HL(t) ∗ w˜Akk(t)
=
∫
t
E˜HL(ξ) · w˜Akk(t− ξ) dξ
= EˆHL · wˆAkk ·
TAkk∫
0
EHL(ξ) · wAkk(t− ξ) dξ
=
W
m2
· V
W
m2
· s · s
= 1V
B.3 Idealer Abtastvorgang
UInt(t = TSample) =
TAkk∫
0
UInt(t) · Sample(t− TSample) dt
=
TAkk∫
0
UInt(t) · δ(t− TSample) dt
= 1V · 1
s
· s = 1V
B.4 Abtast- und Haltevorgang
UHold(t) = UInt(t) · Sample(t− TSample) ∗ hZOH(t)
=
∫
t
UInt(ξ) · δ(ξ − TSample) · hZOH(t− ξ) dξ = 1V · 1
s
· 1 · s = 1V
= UInt(t = TSample) · rect
(
t− 1
2
THold − TSample
THold
)
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B.5 Signalmodell der Quantisierungsspannung
UQu,Mod(τ, TInt) = vCam ·
∫
t
UConv(t, τ) · Sample(t− TSample) · dt
= vCam ·
∫
t
(
E˜L,Sensor(t,±τ) ∗ w˜∗Int(t− TFct, TInt)(t)
)
. . .
. . . δ(t− TSample) · dt
= vCam · kOpt ·
TAkk∫
0
(
EˆL,Szene ·E(t− τ, TPuls)∗
wˆInt · w∗Int(t− TFct, TInt)) · Sample(t− TInt) dt
=
DN
V
· 1 ·
(
W
m2
· 1 · V
W
m2
· s · 1 · s
)
· 1
s
· s = 1DN
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C Anhang
C.1 Thermisches Rauschen → kT/C-Rauschen
Das thermische Rauschen eines Widerstands wird mit der Stromrauschleis-
tungsdichte SI beschrieben. Befindet sich parallel zur Masse ein Kondensa-
tor so entsteht ein RC-Netzwerk mit der spektralen U¨bertragungsfunktion
HRC(ft).
HRC(ft) = R ·
1− j2piftRC
1 + (2pift)2(RC)2
SI =
4kT
R
SU(ft) = H
2
RC(ft) · SI
=
R2
1 + (2piftRC)2
· 4kT
R
Der Mittelwert der Ausgangsspannung amWiderstand diesesGauß-Prozesses
ist µU = 0. Folglich stellt sich dieser Mittelwert auch nach dem RC-Glied ein.
Bei mittelwertfreien Rauschprozessen ist die Spannungsvarianz gleich dem
quadratischen Mittelwert.
u2 =
∞∫
0
H2RC(ft) · SI dft
=
2k T
RC2pi
·
∞∫
0
1
1
(RC)2
+ (2pift)2
d2pift
=
2k T
Cpi
· arctan (2piftRC)|∞0
=
k T
C
= u2kTC
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C.2 Rauschquellen im Pixelschaltkreis
Es wird eine Rauschanalyse der Siemens-Zeile RD1 nach der Simulations-
schaltung vom 5.2.2000 der FhG, die schon als Prinzipschaltbild in Abb. 43
vorgestellt wurde, durchgefu¨hrt. Ziel ist es, fu¨r die dominanten Rauschquellen
im Netzwerk des Pixelschaltkreises die U¨bertragung ihrer Rauschleistungs-
dichten an den Hold-Kondensator CHold qualitativ zu beschreiben.
Die Analyse erfolgt zum Abtastzeitpunkt TSample der S&H-Stufe, wenn am
Hold-Kondensator die Spannung UCHold entsteht. Zu diesem Zeitpunkt befin-
det sich der Reset-Transistor im hochohmigen Zustand, die Transistoren der
Buffer-Stufen besitzen ein fest eingestellten Kanalleitwert und der Shutter-
Transistor befindet sich im niederohmigen Bereich. An der Photodiodenkapa-
zita¨t entsteht die Photodiodenspannung, die als Signalwert von den Buffer-
Stufen u¨bertragen und dem Shutter-Transistor abgetastet wird.
Rauschen der Photodiode
Zuerst erfolgt die Berechnung der Rauschspannung an CHold, die sich nur
aus dem Gesamtrauschstrom der Photodiode zum Zeitpunkt TSample ergeben
wu¨rde. Aus dem Prinzipschaltbild kann das verku¨rzte Rauschersatzschaltbild
gewonnen werden.
Fu¨r die Kleinsignalstro¨me und -spannungen werden die a¨quivalenten kom-
plexen Stro¨me und Spannungen eingefu¨hrt. Aus ihnen lassen sich komplexe
U¨bertragungsfunktionen einzelner Baugruppen ermitteln.
UPD =
1
j2piftCPD
· IPD,Tot
UM1 =
gm,M1
gds,M1 +
1
RK
+
gds,Shutter·j2piftCSample
gds,Shutter+j2piftCSample
· UPD
UCSample =
1
1 + j2pift
CSample
gds,Shutter
· UM1
UCHold =
gm,M2
gds,M2 +
1
RK
+ j2piftCHold
· UCSample
Aus den ermittelten komplexen U¨bertragungsfunktionen entsteht durch Ein-
setzen die Impedanz-U¨bertragungsfunktion ZM1,MShutter,M2, die den Photo-
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√
i2PD,Tot CPD uCPD
g m
,M
1
·u
C
P
D
g d
s,
M
1
+
1
R
K
uM1
gds,Shutter
CSample
uCSample
g m
,M
2
·u
C
S
a
m
p
le
g d
s,
M
1
+
1
R
K
CHold uCHold
Abbildung 73: Verku¨rztes Rauschersatzschaltbild des Pixel-
schaltkreises mit Photodiode
diodenstrom in die Kondensatorspannung UCHold umsetzt.
UCHold = ZM1,MShutter,M2 · IPD,Tot
ZM1,MShutter,M2(j2pift) =
1
j2piftCPD
· gm,M1
gds,M1 +
1
RK
· 1
1 + j2pift
CSample
gds,Shutter
·
gm,M2
gds,M2 +
1
RK
+ j2piftCHold
Das Betragsquadrat einer komplexen U¨bertragungsfunktion ist das Produkt
aus der komplexen U¨bertragungsfunktion und ihrer komplex konjugierten.
|H(j2pift)|2 = H(j2pift) ·H(−j2pift)
Mit dem Betragsquadrat der Impedanz-U¨bertragungsfunktion und der Strom-
rauschleistungsdichte der Photodiode la¨sst sich die Spannungsrauschleistungs-
dichte am Hold-Kondensator ermitteln.
SU,CHold(ft) = |ZM1,MShutter,M2(ft)|2 · SI,PD,Tot(ft)
Die Integration der Rauschleistungsdichten im Frequenzbereich nach Gl. 14
fu¨hrt auf die Autokorrelationsfunktion fu¨r t2 − t1 = 0. Das mittlere Span-
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√
i2d1
√
i2d2
√
i2dShutter
UCPD UCHoldCPD
Cgs
RKRK CSample CHold
gds
Abbildung 74: Verku¨rztes Rauschersatzschaltbild des Pixel-
schaltkreises mit Transistoren
nungsquadrat am Hold-Kondensator ergibt zu
u2CHold =
∞∫
−∞
SU,CHold(ft) dft.
Rauschen der aktiven Transistoren
Nun wird der Einfluss auf die Rauschspannung an CHold durch die aktiven
Transistoren aus den Buffer-stufen und des Shutter-Transistors untersucht.
Die Buffer-stufen ersetzt ein Source-Folger. Da hier keine Signalu¨bertragung
betrachtet wird, genu¨gt es die Rauschquelle des Transistors darzustellen. Die
Kaskodenschaltung kann als idealer Widerstand RK betrachtet werden. Den
Shutter-Transistor modelliert der Kanalleitwert gds und seine Rauschstrom-
quelle. Nach dem Prinzipschaltbild aus Abb. 43 und den getroffenen Verein-
fachungen kann ein vereinfachtes Netzwerk angegeben werden, siehe Abb. 74,
wodurch sich die Rauschstro¨me auf den Hold-Kondensator u¨bertragen.
In dem obigen Netzwerk werden die passiven Bauelemente zu a¨quivalen-
ten komplexen Impedanzen Z(ft) zusammengefasst. Sie sind Bestandteil der
komplexen Impedanz-U¨bertragungsfunktionen H(ft) der jeweiligen spektra-
len Stromleistungsdichte SI(ft). Sie addieren sich zur Spannungsleistungs-
dichte an CHold.
SU,CHold(ft) = |H1(ft)|2 · SI1(ft) + |H2(ft)|2 · SI2(ft) + . . .
. . . |HShutter(ft)|2 · SIShutter(ft) (146)
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Das 1
f
−Rauschen bestimmt der Drain-Strom. Ihn stellt das Gate-Potenzial
am Eingang der Buffer-Stufen nach Gl.46 ein. Die Source-Gate-Spannung ist
fu¨r Buffer 1 die Photodiodenspannung und fu¨r Buffer 2 die abgetastete Span-
nung am Abtast-Kondensator CSample. Die Photodiodenspannung bestimmt
bei einer festen Puls-Fenster-Konfiguration die Bestrahlungssta¨rke, so dass
die Drain-Stro¨me und damit verbundenen Rauschprozesse bei der Bestrah-
lung mit Hintergrundlicht und Laserlicht sich sta¨rker an CHold auswirken.
u2CHold =
∞∫
−∞
SU,CHold(ft) dft
Zusammengefasste Bauelemente:
C ′ =
CPD Cgs
CPD + Cgs
Z1(ft) = RK ||CSample||CHold =
RK
1 + j2piftRK(CSample + CHold)
Z2(ft) = RK ||C ′ =
RK
1 + j2pift RKC ′
Source-Folger 1:
UCHold = H1(ft) · Id1 =
Z1(ft) Z2(ft) gds
1 + gds(Z1(ft) + Z2(ft))
· Id1
Source-Folger 2:
UCHold = H2(ft) · Id2 =
(1 + gdsZ2(ft)) · Z1(ft)
1 + gds(Z1(ft) + Z2(ft))
· Id2
Shutter-Transistor:
UCHold = HShutter(ft) · IShutter =
Z1(ft)
1 + gds(Z1(ft) + Z2(ft))
· IShutter
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C.3 Die CDS-Stufe
Die Zustandsgleichung der CDS-Stufe
C1
UC1
C2
UC2
Uin Uout
Uoffset
URef
URef
SSC,1
SSC,2
M1 M2
0
1
1
2
Abbildung 75: CDS-Stufe mit orientierten Spannungen
Schritt 1: SSC,1 = 1 und SSC,2 = 1
M2 : Uout,1 = Uoffset + URef
M1 : UC1,1 = −Uin,1 + Uoffset + URef =
Q1,1
C1
UC2,1 = −Uoffset + URef − URef = −Uoffset
Schritt 2: SSC,1 = 0 und SSC,2 = 2 → Ladungsausgleich zwischen C1 und C2
M1 : UC1,2 = −Uin,2 + Uoffset + URef =
Q1,2
C1
iC(t) =
dQ1(t)
dt
=
dQ2(t)
dt
Q1,2 −Q1,1 = Q2,2 −Q2,1
Q2,2 = (Q1,2 −Q1,1) +Q2,1
= C1(UC1,2 − UC1,1)− C2 · Uoffset
−Q2,2
C2
= −C1
C2
(
UC1,2 − UC1,1
)
+ Uoffset
= −C1
C2
(−Uin,2 + Uin,1) + Uoffset = −UC2,2
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M2 : Uout,2 = Uoffset + URef + UC2,2 (147)
= Uoffset + URef +
C1
C2
(Uin,1 − Uin,2)− Uoffset (148)
= URef +
C1
C2
(Uin,1 − Uin,2) (149)
vCDS =
Uout,2
Uin,1 − Uin,2 =
C1
C2
fu¨r URef = 0 (150)
C.4 Amplitudengang der CDS-U¨bertragungsfunktion
Diskretisierung :
m =
tm
TCDS
fu¨r m = [0;M − 1]
Zustandsgleichung :
UCDS,out(tm) = −vCDS · UCDS,In(tm = m · TCDS)−
− vCDS · UCDS,In
(
t“
m−1
2
” =
(
m− 1
2
)
TCDS
)
UCDS,out(m) = −vCDS
(
UCDS,In(m)− UCDS,In
(
m− 1
2
))
Bildfunktion :
z = ej2piftTCDS
UCDS,out(z) = −vCDS
(
UCDS,In(z)− UCDS,In(z) · z−
1
2
)
U¨bertragungsfunktion :
UCDS,out(z)
UCDS,In(z)
= HCDS(z) = −vCDS
(
1− z− 12
)
Betragsquadrat :
|HCDS(z)|2 =
∣∣HCDS (z1) ·HCDS (z−1)∣∣
|HCDS(ft)|2 = v2CDS
(
1− e+j2pift
TCDS
2 − e−j2pift
TCDS
2 + 1
)
= v2CDS
(
2−
(
e+j2pift
TCDS
2 + e−j2pift
TCDS
2
))
= 2 · v2CDS
(
1− cos (2pift · TCDS2 ))
= 4 · v2CDS · sin2
(
2pift · TCDS4
)
C.5 Momente des Differenzrauschprozesses ∆Ut 157
C.5 Momente des Differenzrauschprozesses ∆Ut
Rauschprozesse werden an Knotenpunkten in elektrische Netzwerken zusam-
mengefu¨hrt oder u¨berlagern sich an Bauelementen. Dabei ko¨nnen additive
bzw. subtraktive Verknu¨pfungen entstehen. Die CDS-Stufe bildet die Diffe-
renz zwischen den beiden Spannungen Uin,1 und Uin,2. Die Subtraktion der
beiden Rauschprozesse U1,t − U2,t ergibt einen Differenzrauschprozess ∆Ut.
Fu¨r den Differenzrauschprozess werden die Momente arithmetischer Mittel-
wert E{∆Ut} und die Varianz E {(∆Ut − µ∆U)2} berechnet. Unter Annahme
eines (schwach) stationa¨ren Prozesses kann aus der Varianz der quadratische
Mittelwert E {∆U2t} des Differenzrauschprozesses abgeleitet werden.
Arithmetischer Mittelwert von ∆Ut:
∆Ut = U1,t − U2,t
E{∆Ut} = E{U1,t − U2,t}
µ∆U = µU1 − µU2
Varianz von ∆Ut:
∆Ut = U1,t − U2,t
E
{
(∆Ut − µ∆U)2
}
= E
{
((U1,t − U2,t)− (µU1 − µU2))2
}
E
{
∆U2t
}− 2µ∆UE {∆Ut}+ E{µ2∆U} = E{(U1,t − U2,t − µU1 + µU2)2}
E
{
∆U2t
}− µ2∆U = E{U21,t} + E{U22,t}− µ2U1 + . . .
. . . 2µU1µU2 − µ2U2
= E
{
U
2
1,t
}
+ E
{
U
2
2,t
}− (µU1 − µU2)2
Quadratischer Mittelwert von ∆Ut:
(µ∆U)
2 = (µU1 − µU2)2
E
{
∆U2t
}− µ2∆U = E{U21,t}+ E{U22,t}− (µU1 − µU2)2
E
{
∆U2t
}
= E
{
U
2
1,t
}
+ E
{
U
2
2,t
}
∆u2 = u21 + u
2
2
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C.6 Momente des ADUs
Die maximale ADU-Eingangsspannung UADU,max ist die Musterfunktion eines
ergodisch stationa¨ren Prozesses mit verschwindendem arithmetischen Mittel-
wert.
UADU = n ·∆UADU
UADU,min = 0
UADU,max =
(
2NBit − 1)∆UADU
fUt,ADU,max =
1
UADU,max
rect
(
uADU,max
UADU,max
)
µUADU,max = 0
Quadratischer Mittelwert des ADUs
u2ADU,max =
∫
(uADU,max − µUADU,max)2 · fUt,ADU,max duADU,max
=
(UADU,max − 0)2
12
=
(
2NBit − 1)2∆U2ADU
12
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Varianz des ADUs
fUt,ADU,n =
1
∆UADU
rect
(
uADU,n
∆UADU
)
µUADU,n =
∫
uADU,n · fUt,ADU,n duADU,n
=
1
∆UADU
(n+
1
2
)·∆UADU∫
(n−1
2
)·∆UADU
uADU,n duADU,n
= n ·∆UADU
σ2UADU,n =
∫
(uADU,n − µUADU,n)2 · fUt,ADU,n duADU,n
=
1
12
(
(n+ 1
2
) ·∆UADU − (n− 12) ·∆UADU
)2
=
∆U2ADU
12
SNR des ADUs
SNRADU(UADU,max) = 10 · log10
(
u2ADU,max
σ2UADU
)
= 10 · log10
(
(∆UADU ·2(NBit−1))2
12
∆U2ADU
12
)
= 10 · log10
(
22·(NBit−1)
)
≈ NBit · 20 · log10 (2) NBit  1
≈ NBit · 6dB
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D Anhang
D.1 Quantisierter Spannungsquotient
U1/2,Qu,Mod,ideal = vCam ·
∫
t
U1/2,Conv,ideal(t, τ) · Sample(t− TSample) dt
U1/2,Conv,ideal(t, τ) = E˜L,Sensor,ideal(t,±τ) ∗ w˜Int,ideal,1/2(t)
U1,Qu
U2,Qu
∣∣∣
Mod,ideal
(τ) =
U1,Qu,Mod,ideal(τ)
U2,Qu,Mod,ideal(τ)
=
∫
t
E˜L,Sensor,ideal(t,±τ) ∗ w˜∗Int,ideal,1(t− TInt,1) · . . .∫
t
E˜L,Sensor,ideal(t,±τ) ∗ w˜∗Int,ideal,2(t− TInt,2) · . . .
. . . δ(t− TSample) dt
. . . δ(t− TSample) dt
=
EˆL,Sensor,ideal · wˆInt
∫
t
E(t,±τ) ∗ wInt,ideal,1(t, TInt,1) · . . .
EˆL,Sensor,ideal · wˆInt
∫
t
E(t,±τ) ∗ wInt,ideal,2(t, TInt,2) · . . .
. . . δ(t− TSample) dt
. . . δ(t− TSample) dt
=
kOpt · EˆL,Szene,ideal · wˆInt
∫
t
E(t,±τ) ∗ wInt,ideal,1(t) · . . .
kOpt · EˆL,Szene,ideal · wˆInt
∫
t
E(t,±τ) ∗ wInt,ideal,2(t) · . . .
. . . δ(t− TSample) dt
. . . δ(t− TSample) dt
=
UˆConv,ideal · TPuls−τTPuls
UˆConv,ideal · 1
=
TPuls − τ
TPuls
fu¨r 0 ≤ τ ≤ TPuls
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D.2 MDSI-Entfernungsgleichung
U1,Qu,Mod,ideal(τ)
U2,Qu,Mod,ideal(τ)
=
TInt,1 − τ
TInt,1
= 1− τ
TInt,1
fu¨r 0 ≤ τ ≤ TInt,1 = TPuls
τ = TInt,1
(
1− U1,Qu,Mod,ideal
U2,Qu,Mod,ideal
)
d =
c
2
· τ = c
2
· TInt,1
(
1− U1,Qu,Mod,ideal
U2,Qu,Mod,ideal
)
D.3 Quadratische Standardabweichung der Entfernung
Die Entfernung d errechnet sich aus den beiden Quantisierungsspannungen
U1,Qu,Mod,ideal und U2,Qu,Mod,ideal. Ihre statistischen Schwankungen ko¨nnen als
unabha¨ngig (unkorreliert) angenommen werden, da sie aus zwei verschiede-
nen CDS-Zyklen stammen. Beide CDS-Zyklen sind durch einen Rest-Vorgang
voneinander getrennt. Das Quadrat der Standartabweichung der Entfernung
nach der MDSI-Entfernungsgleichung wird hier nach dem Gaußschen Feh-
lerfortpflanzungsgesetz abgeleitet.
d =
c
2
· TInt,1 ·
(
1− U1,Qu,Mod,ideal
U2,Qu,Mod,ideal
)
= f(U1,Qu,Mod,ideal, U2,Qu,Mod,ideal)
σ2d =
M=2∑
m=1
(
∂f
∂UQu,Mod,ideal,m
)2
· σ2UQu,Mod,ideal,m
∂f
∂ U1,Qu,Mod,ideal
= − 1
U2,Qu,Mod,ideal
∂f
∂ U2,Qu,Mod,ideal
=
U1,Qu,Mod,ideal
U22,Qu,Mod,ideal
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σ2d =
(c
2
· TInt,1
)2
·
(
1
U22,Qu,Mod,ideal
· σ2U1,Qu,Mod,ideal+(
U1,Qu,Mod,ideal
U22,Qu,Mod,ideal
)2
· σ2U2,Qu,Mod,ideal

σd =
(
c
2
· TInt,1 · 1
U2,Qu,Mod,ideal
)
·√√√√(σ2UQu,1 + (U1,Qu,Mod,idealU2,Qu,Mod,ideal
)2
· σ2U2,Qu,Mod,ideal
)
