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The essential self-adjointness of the strongly elliptic operator L = 
&i (aj - ib,(x)) a&)(& - ib,(x)) + q(x) acting on Cam@“) is considered, 
where the matrix (alk) is real and symmetric, bj and q are real, ajk and bj are 
sufficiently smooth, and q EL& . It has been shown by Ural’ceva and also Laptev 
that if q is bounded below and n > 3 the minimal operator may not be self- 
adjoint if the principal coefficients rise too rapidly. Thus a theorem of Weyl for 
ordinary differential operators does not extend to partial differential operators. 
In this paper it is shown that if q is bounded below and if the principal coefficients 
are “well behaved” within a sequence of closed shells which go to infinity, then 
the minimal operator is self-adjoint. It is also shown that a number of results 
which were known to be true when q is sufficiently smooth may be extended to 
include the case where q EL;,,, . The principal tools used are a distribution 
inequality due to Tosio Kato and a general maximum principle due to Walter 
Littman. 
1. INTRODUCTION 
It is a well-known result, essentially due to Weyl [lo], that if the function p 
and q are defined on the real axis R, p > 0, and q is bounded below, then the 
differential operator 
Lu = -(pu’)’ + qu 
restricted to C,,m(R) is essentially self-adjoint in L2(R). This result is usually 
stated for the situation where p and q are defined on [0, cc) in which event L 
is in the limit point case. However the two cases are equivalent via the Kodaira 
index relations. 
In R”, rz 3 1, we may consider strongly elliptic operators of the form 
Lu = - f (aj - ibj) a&Y, - ib,)u + qu, 
j,k=l 
(1.2) 
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where Q is a real potential. Urai’ceva [8] has shown that Weyl’s result does not 
persist for higher dimensions. For n > 3 she has given examples with 6, = 0 
and 4 = 1, which show that if the coefficients of the principal part rise too 
rapidly, then the restriction of L to C,“(R) may not necessarily be self-adjoint. 
For n r= 3 another example has been given by Laptev [5] for the case where 
6, = 0, 4 = 1, and ujk(x) = a(x)Sj, . This is indeed surprising since when 
Uj~.-(~) = a(~ .T I)?$, it can be rather easily shown that Weyl’s theorem remains 
true. 
Nevertheless, Weyl’s conclusion for operators of the form (1.2) is valid for a 
large class of coefficients. For example, it is by now a classical result that if the 
coefficients a,, ? bj and 4 are sufficiently smooth, upon setting 
(1.3) 
and if q is bounded below, then the restriction of L to CULC(Rtl) is essentially 
self-adjoint. We refer the reader to Refs. [I, 71 where considerably more is 
proved. It should be noted that condition (1.3) is a condition on the growth of 
the principal coefficients at infinity and the self-adjointness of L is a result of 
this condition rather than the fact that the operator is being considered in L2(Rn). 
A similar condition on the growth of the principal coefficients at the boundary of 
a domain in Rvl which may be bounded will also yield self-adjointness (see 
[2, 7, 91). This is in contrast to Weyl’s theorem where it is essential that the 
underlying domain has infinite Lebesgue measure. 
In relatively recent work Kato [3] has considered operators of the form 
(1.2) with n,,: = aj, , b, E C1(Rn) and q E Lfo, . He has shown, among other 
things, that if q(s) >, --K j ?c 12, then the minimal operator associated with L is 
self-adjoint. His principal new tool is a differential distributional inequality 
which allows him to work with a minimal smoothness condition on the potential, 
namely that it is in Lf,,, . 
In this paper we shall show that Weyl’s theorem for the operator (1.2) is 
“close” to being true in the following sense. If the principal coefficients are 
“well behaved” within a sequence of closed shells which go to infinity, and if 
q is bounded below and in Lf,,, , then the minimal operator is self-adjoint. 
Roughly speaking, our conditions do not impose any global growth restrictions, 
as, e.g. (1.3) but rather impose only local growth restrictions within each of the 
aforementioned shells. This result is almost an immediate consequence of Kato’s 
inequality and a generalized maximum principle for solutions of elliptic 
inequalities due to Littman [6]. 
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Kato’s inequality when taken in conjunction with the results developed by 
Littman appear to be the appropriate tools for handling the problems considered 
in this paper under a minimal smoothness assumption on the potential. In 
Section 2 we shall review the necessary preliminary material. In Section 3 we 
shall give the result described in the last paragraph. In Section 4 we shall use the 
result of Section 3 and a proposition due to Kato to obtain a result which allows 
for a potential with a negative falloff. This latter result contains a number of 
results which have appeared in the literature under stronger hypotheses. In 
Section 5 we shall give further results of a specialized nature. It would be nice 
if one could give simply stated sufficient conditions which would cover all of the 
cases we consider, and give a unified proof. 
2. PRELIMINARIES 
Let L be the strongly elliptic operator given by (1.2). We shall suppose, for the 
moment, that the aj, and b, are real and in Cl(P), and that 4 is real and inL&, . 
The operator may be defined on all of P(P), taking values in the set of distribu- 
tions of order \(2. The restriction of L to COm(@ is a symmetric operator, and 
we shall designate its closure byL, . It is immediate that if u belongs to the domain 
of L,*, then L,*u = Lu. Thus LO* is the restriction of L to those u E Lz(Rn) for 
which Lu E L2(Rn). 
Let T = -L + q and TO = C ajaj, a, . Kato [3] has proved the distribu- 
tional inequality 
If 52 is an open set in R” and if u and Tu are in L&(Q), then 
T,, 1 u / > Re[(sgn ti)Tu]. (2.1) 
In order to describe Littman’s results we shall work with an operator of the 
form 
T = a(x) i a+&) a, , (2.2) 
since we shall need his theorem for this type of operator. We shall assume that 
the functions a(x) and uik(x) are real valued, a E C2fa(@ and a,, E C1+u(@, Q 
being a bounded domain in R* with a sufficiently smooth boundary. We shall 
further assume that the matrix (uujk) is uniformly positive definite in D with 
ellipticity constant e. From our assumptions it follows that all of the functions 
aj,a and a,, a,a are in Cl+@?), and we shall use K to designate a bound for the 
Hijlder constants as well as a bound for these functions and their derivatives in Q. 
Littman’s theorem reads as follows. 
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If u E Lo,,, if Tu >, 0, and iffol a subdomain s2, with D, C 52 we have 
0 < M = ess sup 24(.x) = ess sup u(X), 
3x0 zo.0, 
then II = M a.e. in Q. 
The method used in proving this theorem as well as some auxiliary facts 
connected with this method will be useful to us and we shall briefly review these 
matters. We refer the reader to [6] for the details of the proofs. 
For p > 0 let Q, be the set of points whose distance from the complement of Q 
is greater than p. For each 7 > 0, x E Q and y E Qap , x # y, Littman constructs 
a function G,(.r, y) so that T,*G,(x, y) acts as an approximate identity for locally 
integrable functions as 7 + co. The functions G, are constructed from Green’s 
kernel for the Dirichlet problem for T and Q, but they have the added feature 
that they mollify locally integrable functions. 
To be more specific let g(zc, y) be the Green’s kernel for the Dirichlet problem 
for T and Sz. This shall mean that T,g(x, y) = -8, , so that g is positive and, 
of course, g(x, y) + + 03 as x + y. Let p(t) be a C” function on Rl such that 
p(O) = 1, p’(O) = 0, p(t) > pa > 0 for / t 1 < 2p, , and T,*p(l .x - y 1) < 0 for 
1 x - y 1 < 2p, , pa sufficiently small. Finally, let G(t) be a nonnegative Cz 
function on R1, positive in (0, 1) and vanishing outside of this interval, and whose 
integral over Ii1 is one. For each 7 >, 0, y E Qa, and x E Q\(y), the function 
G,(s, y) is given by 
G&Y, y) = 0 for 1 .v - y ] > 2p, 
GT(x, F) = I”‘” @(t - T)(g - tp) dt, 
(2.3) 
for 0 < / x - y / < 2p 
-cc 
where p is evaluated at 1 x - y I. 
For 0 < p < pa define the number 7p by 
TV = (l/p,) max{g(x, y): p < / 3z - y I G 2p, sc E -Q, 1’ E Q20). 
It turns out [6, p. 2121 that for T > TV, G,(x, y) = 0 for p < 1 x - y 1 < 2p, 
and that G, is a nonincreasing function of T. Further, for each fixed y ES&, , 
Tz*G7(x, y) > 0, where the latter is to be considered as a distribution on 
J~{Y) ~6 P. 2131. 
Define a function H, by 
H&T Y) = G,(x> Y) - gb-, Y) 
= --g Jrn @(t - T) dT - p f”’ @(t - T)T dT. 
8”P - - % 
(2.4) 
It is clear from the right-hand side of (2.4) that HJx, y) may be extended 
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continuously to the region Sz x Q,, and this extension has two derivatives 
with respect to x in D x Qs, continuous in (x, y). 
Let u EL&(Q), and for 7 > T,, put 
dy) = J,,, u(x) Tz*GJx, y) dx. (2.5) 
The functions u, are continuous in Q,,, ,2p < pU , and 
I I ~(4 - W>l dx - 0 
as ~--+co. (2.6) sr, 
0 
If Tu > 0 the functions ur enjoy the added property that they are monotone 
nonincreasing in 7 and thus they converge to an upper semicontinuous function 
which by (2.6) must be equal to u a.e. All of the facts noted above may be 
found in [6]. 
From (2.4) we see that Tz*Gr(x, y) = Tz*H,(x, y) for x # y. If we take 
0 < 2p < p,, , it is easily established by using the right-hand side of (2.4) that 
for 7 3 7,, the functions T,*G,(x, y) are bounded in Q x QaO by a constant 
which depends on K, e, p, 7, and Q. Thus if Tu > 0 it follows that a.e. in Q,, 
we have 
U(Y) G c II u II3 (2.7) 
where )I . /I is the norm of L2(Q) and C is a constant that depends on K, e, rpO ,
and Q. What will be important for us later is the elementary fact that if s” is 
any translate of J2 and T is any operator of the form (2.2) with coefficients defined 
on 0, and have the same constants K and e, and c7 is the corresponding function, 
then there is a common bound (as J? varies) for all of the kernels Tz*e, which 
depends on K, e, 7 3 rpO , and Q. 
3. A NEW RESULT 
We shall consider the operator L given by (1.2) and make the following 
hypotheses. 
(i) The functions ajk(x) and bk(x) are real valued, the ajk are locally Cl+= and 
the bn: are in C1(Rn). The function q(x) is real valued, bounded below and belongs 
to LtOc . 
(ii) The matrix (ajk(x)) is symmetric and positive definite for each x E R”. 
(iii) There exist fixed positive numbers e, r, and K, and a sequence {J&} of 
bounded omains in R” with the proputy that for any bounded set B C Rn there is an 
integer k so that B C Q, , and such that the following is true: For each k and for each 
y E a.Q, thme is a positive function a,(x) of class Cefa dejned on the ball B, = 
(x: / x - y ) < r> so that 
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lo all of thefunctiolrs a,&) a,( x , Q(X) ajaw( (which by hypothesis belong ) 
to C1+a(B,)) and their first derivatives have K as a common bound and a common 
Hiilder constant, and 
2O for every x E B, and for every 5 E Rn 
THEOREM 1. Under hypotheses (i) to (iii) the operator L restricted to C,z(R78) is 
essentially self-adj,int. 
Proof. Without loss of generality we may suppose 4 >, 1. Hence, if we can 
show that u E L2(Rn) and L,*u = Lu = 0 implies II = 0, then the theorem 
follows. 
As in Section 2, let T = -L + q and let T, be this operator but with b, = 0, 
I < k < n. For each y E 352, let us set TV = a,T, and T,~J = a,T,, . The 
operators Ts and T,,” are elliptic operators with coefficients defined in the ball B, . 
The operator T is formally self-adjoint. Hence from Kate’s inequality we get 
T, / u j 3 Re[(sgn u)Tu] = q 1 u / > 0. (3.1) 
Since the distributions in (3.1) are at most of order 2 and a, E C2(B,) and 
positive we may multiply (3.1) through by a, to get 
Tg 1 u ( > Re[(sgn ic)T%] = aa / u / > 0. (3.2) 
It follows from (3.2) and (2.7) that a.e. in a ball about y with radius say r/2 we 
have 
I 4x)l 9 c II u IIB, 9 
where C is a constant that depends only on e, r, and K. 
(3.3) 
Let {cj} be a sequence of positive numbers tending to zero. Let (Bj} be a 
sequence of balls with centers at the origin such that the square norm of u on 
Rn\Bj is less than cj/C. By hypothesis there exists an 52, so that Bj C Q, . It 
follows from (3.3) that a.e. in a neighborhood of aQR, we have 1 u(x)1 < Ej . Now, 
T,, is strongly uniformly elliptic in B, , and by Kato’s inequality T,, / u I >/ 0. 
It follows by Littman’s maximum principle that a.e. in Bj we have 
1 u(x)1 < cj . Allowing j -+ co we see that we must have u = 0. 
Remark. If n = 1 the considerations of the above proof give another 
proof to add to the many extant proofs of Weyl’s theorem. Indeed if ti EL*(R), 
then there exist sequences jrj + co and xej + - a, as j 4 00 so that u(x*~) + 0 
as j + ZCJ. Thus if Lu = 0 an application of the maximum principle shows 
that u = 0. 
gwzj ‘1-j 
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4. SOME OLDER RESULTS REVISITED 
Our object in this section is to prove a theorem which contains a number of 
results which have appeared in the literature under stronger hypotheses. We 
shall give a simple set of conditions on the coefficients which imply self-adjoint- 
ness for operators of the form (1.2). The conditions we give are modeled after 
those given by Hellwig [2], and contain her results as a special case. Actually 
Hellwig worked with rather general domains in Rn, while we work only with the 
whole space. However, our proof, which is considerably simpler than Hellwig’s, 
carries over mututis mutundis to the more general situation. As the reader will 
subsequently see, our theorem allows one to give conditions on the coefficients 
only within a sequence of spherical shells in R” converging toward infinity, or if 
a more general domain is used, on a sequence of shells converging toward the 
boundary of the domain. This is in the spirit of Theorem 1. 
Now that Theorem 1 has been established we can, roughly speaking, use 
the method of potential cutoff and get a result which allows for a potential with a 
negative falloff. The essential point of this method is contained in the proposition 
given below. Following Kato [3] we introduce the Hilbert space H,,l consisting 
of the completion of C,,r(Rn) under the norm 
D, = ak - ib, , 
where 1) .I/ denotes the norm of L*(Rn). We have the following 
PROPOSITION. Assume the smoothness hypotheses of Theorem 1 and that q is 
local& bounded below. If u and Lu are in L2(Rn), then for every C$ E Com(Rn), 
L(4u) E L2(R”), #u E HaI, and there exists a sequence {u,,} C C,“(R”) such that 
u, -+ qh in Hbl and Lu, -+ L(&) in L2(Rn). 
This proposition is local in nature and is essentially Proposition 8 of Kato [3]. 
The proof follows the one given in this latter paper, mutatis mutandis, using the 
technique of changing the principal coefficients and the potential outside of a 
compact set so that the new operator satisfies the hypotheses of Theorem 1. 
The conclusion of Theorem 1 can then be used to give the proof. 
THEOREM 2. dssume the smoothness hypotheses of Theorem 1 together with the 
following. 
The potential q is 1ocaIly bounded below, and there exists a nonnegative function 
X(t) E Cl([O, CO)) such that 
s 02 $-l/2 1 03 0 (4.1) 
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(4.2) 
where 1 < y < CD, and a, 6, c and d are positive constants. Then L, is self-&joint. 
Proof. Let u and Lu be in L2(Rn), Y > 0, and 4 E C,,“(R”) so that q5 = 1 
in a neighborhood of the ball B, . Let {urn} be a sequence in C,%(R”) so that 
u,, + #A in the norm of Hbl and Lu, -+ L(&) in L2(Rn). Let us put w(t, s) = 
s: ~h--l/~. For 0 < s < r, an integration by parts gives 
jB, x2eLI(I x I, S)’ aj,&u,&,, dx + jBS x”w2q 1 11, 1” d.r 
= [ x’w%~Lu,,, + 2 S, [x~wA-~‘~ - XX’W~] ~maj&kum(xj/l x I) dx, (4.4) 
‘BS I 
where x and X are evaluated at 1 x I, and w in all the integrands, as indicated in 
the first one, is evaluated at (I Y 1, s). We also note that we are using the summa- 
tion convention. 
In the last integrand we first apply the Schwarz inequality for the quadratic 
form ajktjtk , then apply Schwarz’ inequality to the integral over B, , and 
finally use the inequality 2c$ < 0~~ + 8”. We find that the last integral in (4.4) 
is dominated by 
f jB, [PX.‘h-l + u(X’)2 w’] 1 Urn I2 ajk * dx $ E [ Xzw2ajkDku,Djll, do, 
‘BS (4.5) 
where 0 < E < 1, and (1 /l) + (1 /v) = 1. If we use this inequality in (4.4) we 
get 
(1 - c> jB, X2W2aj&d,~, + 
s b 
B, X2@ I %n I2 
:g 
is x2w24Ju,, 1 + + jB, [;llx4k1 + u(x’)” w’] 1 u, I2 ajk s. (4.6) B, 
We would now like to let m + co. Clearly both integrals on the right and the 
first integral on the left converge to these integrals with urn replaced by u. To 
handle the second integral on the left we write q = q+ - q-, in an obvious 
notation. Since q is locally bounded below the integral involving q- will converge. 
To handle the integral involving q+ we take a subsequence of the m’s, if necessary, 
and apply Fatou’s lemma. Thus we see that (4.6) is valid with u?,, replaced by u. 
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Let us set w(t) = ~(0, t). Divide both sides of (4.6) (with II, replaced by u) 
by w*(s). We get 
(1 - 6) s,, x2 (1 - w)* uj,D,uDju 
where we have taken y = V[E. If we now use hypotheses (4.1), (4.2), and (4.3) 
and take into account the definition of h and that ) u I* and ziLu are integrable, it 
follows that 
- aj,DkuD,u = o(w*(s)). (4.7) 
Now that we have this estimate it is an easy matter to finish the proof. This 
time we perform an integration by parts using sB, w*(l x 1, s) &,,Lu, dx, then 
divide by w*(s), and let m -+ co. This gives 
I( 1 _ 4x I) * a,,D,uDT + lim 1 _ 41 x I) ~ !71%z12 B8 44 ) I’ ( m-m ‘B, 44 ! 
* 
(4.8) 
I( 
1_ w(lxl) *aLu+ 2 = 
B, w(s) 1 w20 j-, I xw(l x I, s) X-1’2iiuj,Dau $ . 
To estimate the last integral in (4.8) we proceed as before. We first apply the 
Schwarz inequality for the quadratic form aik&fk and then apply Schwarz’ 
inequality to the integral. We find then that the last term in (4.8) is dominated by 
2 II 11 II~ [JBs X*w*(l x I, s) n,,D,~Dfu]~‘~ = o(1) 
w2(4 
as s-+03. 
The o(1) in the last formula comes from (4.7). Using this estimate in (4.8) and 
letting s - co, we see that the limit on the left exists and is real, while the limit 
on the right is the inner product (Lu I u). Thus L must be self-adjoint and the 
proof is complete. 
5. OTHER RESULTS 
In this section we shall obtain results of a special nature concerning self- 
adjointness of operators of the form (I .2). Because of the nature of the computa- 
tions we shall proceed in a discursive way and then exact some specific results. 
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We shall make the same assumptions on the ai, , the b, , and 4 as in Theorem 1. 
Without loss of generality we may also assume that 4 > 1. For nonnegative s and 
t let us set w(t, s) = s: h, where h > 0 and in C([O, a)), and for T > 0 let B, 
be the ball about the origin in R” with radius Y. Let u be a square integrable 
solution to Lu = 0, and let 4 E CoLC(Rn) so that C$ = 1 in a neighborhood of B, . 
Finally let {u,,$ be a sequence in C,,“(R”) so that II,,, -+ $u in the norm of H,r and 
Lu, + L(+u) in L2(R”). The existence of such a sequence is given by the proposi- 
tion of the last section. For 0 < s < T, an integration by parts gives 
= Re 1 w@~Lu, + 4 1 haj,%, 1 u, Iz (xj:‘I s 1) dx. (5.1) 
‘B, ‘B, 
In (5.1) all of the functions w, as indicated in the first integral on the left, are 
evaluated at (1 x 1, s). An integration by parts of the second integral on the 
right-hand side of (5.1) gives that it is equal to 
Let us make the assumption that the first integrand in (5.2) is nonnegative, i.e., 
Let us use (5.3) and (5.2) in (5.1) and note that the first integral in (5.1) is 
nonnegative to get 
Now integrate both sides of this inequality with respect to s and then let in + ‘CD, 
noting that Lu = 0. We get 
f,. (I,:, (s - t) h(t) dt) q(x) 1 u(x)\’ dx < & 1’,, 1 u I2 haj, ~~ dx. 
(5.4) 
Several results can immediately be deduced from inequality (5.4). 
Under the smoothness assumptions of Theorem 1 and under the assumption that 
q is bounded below, the minimal operator associated with (1.2) is self-adjoint if any 
of the following conditions hold for all suJkiently large / x 1: 
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$Jz(~) = U(l x Oajk I cxjI& constant, 1 ,< j, k < n; P-5) 
Qc(~) = Q(x)Sjk 9 where a(x) = a(/ x I) /3(x/l x I); (5.6) 
UjkJx) = a(x)Sjk 9 where u(x) is a nondecreasing function of 
1 x / in ever)! radical direction and 
u(x) <K(xl”. (5.7) 
Suppose the three conditions are valid for / x / > r0 . To prove the assertion 
under (5.5) letg(t) = 0 for t < r,, and g(t) = 1 /u(t) for t > r0 . Let y(t) E C?(P) 
which is nondecreasing, y(t) = 0 for 0 < t < r, + I, y(t) = I for t 3 r0 + 2. 
Set h(t) = y(t)g(t), so that 
Thus (5.3) is satisfied. In this case the right-hand integral of the inequality (5.4) 
is simply 
If we divide both sides of (5.4) by s, and then allow s + co, since the integral in 
(5.8) is bounded, and the integral on the left is nonnegative and 4 3 1, it follows 
that u = 0. 
To prove the assertion under the condition (5.6) we choose g(t) = 0 for 
t-=cro,g(t)=I/a(t)fort>ro,y (t) as before and h(t) = y(t)g(t). To show 
that (5.3) is satisfied we have for this situation, since uj, = 0 for j # K, 
jfl aj [hU X I) ujj(x) &] 
= jJl ai [Al x I) B (-&) &] 
= Y’(l 32 I) B (fi) + Y(l x I) [aA3 (f$) + + B (%)I? 
where a, is the directional derivative in the increasing radical direction. Thus 
(5.3) is satisfied. The proof is finished as in the previous paragraph. 
The proof under condition (5.7) is similar. In this case we take g(t) = tdn+l for 
t > Y,, and y(t) and h(t) as before. Then we have 
gl aj [WI x I) ujj(x) &] = ~‘(1 .2: I> I x I-n+1 a(x) + h(l x I) &.a(4 3 0, 
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so that (5.3) is satisfied. Further h(l x 1) a(/ x 1) < K j s I, so that in dividing 
(5.4) by s and noting that u ELM it follows that the right-hand side goes to 
zero as s --f a~. Thus the assertion is proved in this case. 
Remarks. A form of the result we have obtained under the hypothesis (5.5) 
has already been noted by Kurss [4]. I am indebted to Hubert Kalf for calling 
this to my attention. We also may note that for n =- 1 our considerations together 
with Kodaira’s index theorem give yet another proof of Weyl’s theorem. 
By writing R” as a product of lower dimensional spaces and by integrating over 
a product of balls in the lower dimensional spaces, and proceeding as we did 
above, one may obtain a variety of results along the lines we have noted above. 
We only note the following analog of condition (5.5). 
L’nder the smoothness h_vpotheses of Theorem I nnd that q is bounded belout, 
every operator of the form 
L = -i (aj - ib,(x)) aj(l xj I)(aj ~- ib,(x)) + q(x) 
i=l 
is essentially self-adjoint when restricted to C,,m(R’l). 
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