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ABSTRACT 
In this paper we present research in progress that has the aim of developing a set of data quality metrics for two aspects of the 
dimension of consistency, the semantic and representational aspects. In the literature metrics for these two aspects are 
relatively unexplored, especially in comparison with the data integrity aspect. Our goal is to apply these data quality metrics 
to interconnected structured and unstructured data. Because of the prevalence of unstructured data in organizations today, 
many strive for “content convergence” by interconnecting structured and unstructured data. The literature offers few data 
quality metrics for this type of data, despite the growing recognition of its potential value. We are developing our metrics in 
the context of data mining, and evaluating their utility using data mining outcomes in an economic context. If our metric 
development is successful, a well-defined economic utility function for data quality metrics can be of direct use to managers 
making decisions. 
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INTRODUCTION 
Consistency is one of the fundamental dimensions of data quality. It is also a dimension viewed from many perspectives by 
researchers. Through these perspectives, we find three re-occurring aspects, those of data integrity, semantic, and 
representational consistency. The first is an intrinsic aspect, and prior work holds many well-developed metrics for it. 
However, prior work offers fewer metrics for the second and third aspects, motivating us to design and assess metrics tailored 
to the quality of semantic and representational consistency in data. 
 
We are developing our metrics to enable data quality measurements of interconnected structured and unstructured data. The 
literature holds many well-developed metrics for structured data, and though fewer, also holds metrics for unstructured data. 
However, not only has the sheer volume of unstructured data grown and come to dominate the type of data in enterprises 
today (Ziegler and Dittrich, 2007), but as the Gartner Group reports (White, Newman, Logan and Radcliffe, 2006), 
combining and utilizing both types of data is vitally important. 
 
According to the Gartner Group, by the end of 2010, 70% of all Fortune 1000 companies will have embarked on Master Data 
Management programs to ensure data quality (White et al., 2006). Master data has a “consistent and uniform set of identifiers 
and extended attributes”; the quality of consistency is clearly a factor in the quality of Master data. More significant to our 
research is the stress put on the value of “content convergence” by the Gartner Group, described as the convergence of 
unstructured and structured data. Free-form text and fixed database relations, the subject of our study, were cited as prime 
examples of unstructured and structured data. 
 
Data quality for both the semantic and representational aspects of consistency is extrinsic, and therefore metrics need 
development with reference to a context. The context we will provide for metric development is a representative data mining 
application, and to assess the utility of those metrics we will use the outcomes of that data mining application in an economic 
context. 
 
Relatively few data quality metrics are available to measure the semantic and representational aspects of consistency. Fewer, 
if any, are available to measure the quality of interconnected structured and unstructured data. Yet consistency is a very 
important dimension of data quality and effectively using interconnected structured and unstructured data is both an 
enormous problem and opportunity in practice. Next follows a literature review describing the aspects of consistency for our 
metrics, and the nature of data and the decision-making contexts we will use to develop those metrics. 
LITERATURE REVIEW 
Here we first establish the importance held for the dimension of consistency, and next review some of the many different 
perspectives taken of this dimension. We draw out three aspects of consistency and elaborate prior work related to the two for 
which we are developing our metrics of data quality. 
The importance of consistency 
Consistency has long been known as one of the most important dimensions of data quality. In 1985 Ballou and Pazer (1985) 
singled out consistency along with accuracy, completeness, and timeliness  as four dimensions for their process and data 
quality model. In 1996 consistency was reported as the seventh most highly cited dimension among a list of 26 (Wand and 
Wang, 1996); later consistency was taken as a basic dimension of data quality (Cappiello, Francalanci and Pernici, 2004) and 
one of the six dimensions used to define data quality itself (Scannapieco and Catarci, 2002). In the field of accounting, four 
major factors of information quality are understandability, usefulness, relevance, and reliability. Each of these rests on 
consistency, the base for all four. (Woelfel, 1993) 
 
Consistency appears in the majority of data quality frameworks (Cappiello et al., 2004). A survey of twelve frameworks 
conducted by Knight and Burn (2005) included some of the most well-known, including Wang and Strong’s (1996), Kahn et 
al.’s (2002), and Naumann and Rolker’s (2000). Other frameworks in the survey were developed for specific applications 
such as information retrieval from the Web (Zhu and Gauch, 2000) or  intranet systems (Leung, 2001). Consistency was 
among the four most frequently occurring dimensions within this wide range of frameworks. 
 
More recently, Parssian (2006) stated the four most important dimensions of data quality to be accuracy, completeness, 
consistency, and timeliness. There is no doubt that consistency is one of the most important dimensions of data quality.  
Definitions of consistency 
Just as the significance of consistency has been widely acknowledged, so has its nature as a multi-faceted dimension. Wand 
and Wang (1996) noted that the literature holds several aspects of consistency; Pipino, Lee, and Wang (2002) also explained 
that many views can be taken of this dimension. 
 
Definitions of consistency illustrate some of the multiple sides to this dimension. Ballou et al. (1985) defined consistency as 
meaning “the representation of the data value is the same in all cases”. Later, two of these authors defined it as “format and 
definitional uniformity within and across all comparable data sets” (Ballou and Pazer, 2003).  
 
Gomes, Farinha, and Trigueiros (2007) defined data as inconsistent if it “doesn’t convey heterogeneity, neither in contents 
nor in form”. They specifically included the representation of data and its adherence to a standard format, as in Ballou and 
Pazer’s definition. However, Gomes et al. also specifically defined logical consistency, or as we will term it, semantic 
consistency. To illustrate their definition with a logical inconsistency, they offered the contradiction of an order record in 
which a valid credit card number was present, but the method of payment was specified as “Check”. 
Aspects of consistency 
A wide range of perspectives has been taken within the scope of these definitions. For example, Naumann’s view of 
consistency was as a dimension best assessed with respect to a process (Naumann et al., 2000), similar to the categorization 
in the PSP/IQ model (Kahn et al., 2002).  
 
In Wang and Strong’s framework (1996) consistency was taken as representational, and clustered with other dimensions as 
Representational Data Quality; it was not clustered with either Intrinsic Data Quality or Contextual Data Quality (extrinsic) 
dimensions. This contrasts with the categorizations in the PSP/IQ model. The same four dimensions which were 
Representational Data Quality in Wang and Strong’s framework were evenly split in the PSP/IQ model into categories for 
which quality is defined as “conformance to specifications” (intrinsic quality) and quality defined as “fitness for use” 
(extrinsic quality). In another case, consistency in the framework elaborated by StVilia et al. (2007) was also split into 
intrinsic and extrinsic, but both intrinsic and extrinsic were split again for semantic consistency (data which has same values 
for the same concepts and meanings) and structural consistency (data having the same structure, format, and precision for 
similar values). Between perspectives and aspects of consistency as intrinsic, extrinsic, semantic, logical, format, 
standardized, and structural, consistency is a complex dimension of data quality. 
 
However, three aspects can be found running through many definitions, frameworks, and perspectives of consistency. The 
three aspects that are commonly defined and researched for consistency are the aspects of data integrity, semantic, and 
representational consistency. These are the same three clearly delineated by Lee, Pipino, Funk, and Wang (2006) and 
described as data integrity, agreement between two or more data values, and representation. This set of three also correspond 
to what Wand and Wang (1996) stated as data’s physical representation, values, and representation, respectively. The data 
integrity aspect has been well researched and the others less so. After briefly discussing the data integrity aspect, we turn to 
the semantic and representational aspects that are the subject of our metric development. 
The data integrity aspect of consistency 
For data quality researchers, data integrity is defined to encompass the types of integrity constraints in the relational model 
first developed by Codd (1970); these four are entity, referential, domain, and column integrity (Lee, Pipino, Strong and 
Wang, 2004). Entity integrity refers to data having non-null and unique primary keys; violations of entity integrity might 
create redundant or incomplete data that may, or may not, be inconsistent. Domain and column integrity refer to attribute 
values falling within valid ranges; if violated these may create quality problems in several dimensions and depending on the 
example may or may not be for consistency.   
 
Referential integrity is the type of data integrity that has been most closely linked by research to the dimension of 
consistency. Many well-developed data quality metrics for consistency have been based on referential integrity, such as the 
comprehensive metrics put forth by Ordonez and García-García (2008).  In their research, referential integrity factored into 
metrics defined with the absolute numbers and proportion of violations of referential integrity potentially occurring between 
primary and foreign keys in two relations.  Parssian et al. (2004) also defined data quality metrics for consistency based on 
referential integrity, demonstrating how they could be applied at different levels of granularity in a database. 
 
The literature holds many similar examples, demonstrating that the data integrity aspect of consistency has been well-studied 
(Batini, Catarci and Scannapieco, 2004) and well-developed data quality metrics have been designed. However, this is not the 
case for the other two aspects of consistency, the semantic and the representational aspects. We are therefore focusing on 
those aspects, prior work related to them next. 
The semantic aspect of consistency 
A semantic inconsistency occurs when two or more data items are contradictory (Lee et al., 2006). Huh et al. (1990) further 
differentiated strong consistency as distinct from semantic consistency. Semantic consistency was defined as Lee et al. do; 
two data items would be strongly consistent if the correctness of one could be inferred from the correctness of the other. The 
data items applicable to a semantic consistency can also be attributes entirely within a single relation (intra-relation), or 
spread across multiple relations (inter-relational) (Batini et al., 2004). These same authors illustrate an intra-relation semantic 
inconsistency by an instance having an attribute for marital status with the value of “Married” and an attribute for age with 
the value of “5”.  
 
Wand and Wang’s ontological model of data quality develops mappings of states in the real world (RW) to states of an 
information system (IS). Certain mappings were identified as potential deficiencies in specific data quality dimensions. In 
their model an ambiguity would exist if a single data value in an IS could be mapped back to more than one state in the RW. 
This scenario corresponds to what we term the semantic aspect of consistency. 
 
When ambiguities exist, Wand and Wang suggested that creating additional data values might be a potential repair. Statistical 
data editing methods do so by changing data values to bring the values into compliance with a set of rules, rules that are 
semantically correct within a RW state. Statistical data editing algorithms often use the Fellegi-Holt method (Fellegi and 
Sunter, 1969) to impute new values, a method which finds the minimum number of edit changes required to bring data into 
compliance. In the example above, the Felligi-Holt method might impute the marital status to be “Single” instead of 
“Married” by a rule specifying that a 5 year old cannot be married. The ambiguity is resolved. 
 
However, the resolution may be semantically incorrect. Statistical data editing methods change values using estimated 
probabilities of correctness. In our example, there is no way to know whether the value of “Married” was in error and should 
be set to “Single” because the person is really 5, or the age should be changed because 5 was a data entry error for someone 
who is 55 years old. Either resolves the ambiguity, but in Wand and Wang’s model only one will create a correct RW to IS 
mapping. Even with well-defined rules, ambiguities can be irresolvable.  
 
This difficulty may be one reason why few, if any, data quality metrics have been defined specifically for semantic 
inconsistency. Another may be that for this aspect, as for the representational aspect discussed next, data quality is extrinsic 
and metrics must be developed with respect to a context. 
 The representational aspect of consistency 
Representational consistency has been defined as data having uniformity of format for the same value (Wang et al., 1996). 
From a theoretical standpoint, inconsistent representations are not deficiencies; Wand and Wang (1996) point out that the 
multiple states in an IS resulting from multiple representations can each be mapped back to a single state in the RW. 
Inconsistent representations are thus outside the theoretical model.   
 
In practice, a low quality of representational consistency can pose major difficulties. Specific representational inconsistencies 
were elaborated in a taxonomy of dirty data put forth by Kim et al. (2003). Their taxonomy had four major categories of dirty 
data including one for data values that are unusable even though the values are possibly correct. The examples of dirty data 
the authors provided for this category were representational inconsistencies, including examples inconsistent formats, 
different measurement units, non standard representations, and different abbreviations.    
 
Semantic and representational consistencies are often considered extrinsic, meaning that quality is evaluated by “fitness for 
use” within a context. Coupled with the more straightforward nature of devising metrics for intrinsic dimensions, this may 
account for why metrics for semantic and representational consistency are less well developed. The next sections describe the 
several contexts for our metric development and evaluation for these extrinsic aspects of consistency.  
METRIC DEVELOPMENT 
We describe prior work related to interconnected structured and unstructured data before the context used for metric 
development.  
Interconnected structured and unstructured data 
Unstructured data has been defined as data “expressed in natural language and no specific structure or domain types are 
defined” (Batini and Scannapieco, 2006). The authors clearly delineate free-form text, which we use in this study, from semi-
structured data such as XML. 
 
For unstructured data, researchers often use meta-data to derive data quality metrics, including for the dimension of 
consistency. For example, Stvilia et al. (2007) elaborated a framework of data quality dimensions with separate dimensions 
for each of semantic and structural consistency. As we do, semantic consistency was defined as data without multiple values 
for the same concept or meaning, and data values that are not in contradiction with external standards. Their definition of 
structural consistency was as data having consistent structure, format, and precision, equating to our definition of 
representational consistency. To assess their metrics on unstructured data the authors chose the text in Wikipedia articles. 
Some of the meta-data metrics they used were the length of each article, number of edits, external links, and broken links. 
 
Eppler and Muenzenmayer (Eppler and Muenzenmayer, 2002) also devised metrics to measure the quality of unstructured 
data, and also for Web page text. Their metrics were proposed for consistency along with 15 other dimensions of data quality. 
As before, meta-data was the source for data quality metrics. The meta-data metric for consistency was the number of pages 
with variations in style guides, which suggests a metric for representational consistency. 
 
Prior work includes a considerable number of metrics devised for measuring the quality of consistency in structured data. 
Typically these metrics are objective and based on data integrity, and often on referential integrity. Several metrics for the 
quality of unstructured data have appeared in the literature; generally, these use meta-data as their metrics. Studies of data 
quality for interconnected structured and unstructured data are rare, and data quality metrics for it are rarer, if they appear in 
the literature at all. The metrics we are developing have not yet appeared in the literature, despite the known importance of 
consistency and the known importance of interconnected structured and unstructured data. As the aspects of consistency we 
are studying are extrinsic, we next describe the decision-making context using a case from an actual company to which our 
metrics could apply. 
Decision-making context 
The contexts of extrinsic data quality evaluations can be categorized into those of information systems or of decision-making 
(Ge and Helfert, 2006). Investigations of data quality assessment and management are within the information systems 
context. Research within the context of decision-making has generally examined the effects of data quality on the nature or 
effectiveness of decisions. For example, Chengular-Smith et al. (1999) examined the nature of decisions made by 
respondents using data with stated quality of varying levels.  
 We are developing our metrics in the context of data mining, which has provided a decision-making context for several 
studies of data quality. One example is the research by Amdt and Langbein (2002) which used data mining to evaluate data 
quality in a Customer Relationship Management (CRM) system.  The more specific context we are using to develop and test 
our metrics is the context of customer retention analysis, an analysis routinely used in practice. This type of analysis is used 
to predict whether customers will stay or leave a company, and has a structure in common to many other data mining 
applications including predictions of fraud or of responses to promotions. Analyses of this type are used in almost every 
industry, and among other industries are frequently conducted in publishing, direct marketing, telecommunications, 
transportation, travel, utilities, and retail. 
 
Next we illustrate the case of an actual company to more tangibly describe the context of retention analysis and type of data 
in our study. In the following case, the company is struggling with interconnected structural and unstructured data having 
quality problems in semantic and representational consistency. 
Representative example for metric application 
Tel-One is a company that bundles and re-packages voice and data telecommunications services from major providers, and 
resells them to businesses and consumers. Many customers joined Tel-One because they are highly sensitive to costs, and 
Tel-One’s competitive strategy is to provide lower rates even if only by a slight amount. Tel-One continuously scans the 
market to revise bundles and packages for lower costs. 
 
Customer retention is a particularly strong driver of profitability in the telecommunications industry. Fixed costs and the 
costs of acquiring new customers dominate the cost structure of this industry. Having steady customers who generate a 
recurrent revenue stream is critical to not only cover fixed costs, but to take advantage of large incremental profits after the 
break-even is reached. If enough customers were to leave the company, profitability can easily turn negative. 
 
To combat customer defection Tel-One routinely used data mining to predict which customers were most likely to be retained 
or leave the company, and this retention analysis is the context for our metrics. However, Tel-One also used data mining to 
predict which customers should be proactively contacted with offers to ensure they stay, and which might engage in 
“thrashing” – wherein a customer repeatedly cancels and reinstates their account hoping to take advantage of better deals the 
company may offer to entice them back. Either of these would be equally suitable as a context for our metrics. 
 
Tel-One’s customer service representatives entered a record in a contact log for every customer contact. The retention 
analysis was based on two items from the log; one was a numeric categorization and one free-form text documenting the 
contact. The numeric category was limited to a selection from a drop-down list; referential integrity is not an issue.    
 
Some of the 44 categories were straightforward, such as “Password” for customers asking to change their PIN, or “E-bill”, 
for customers requesting electronic statements. “Billing”, “Credit memo”, “Change Request”, or “Customer satisfaction” 
might seem easily applied, but in reality these were ambiguous categories applied differently by individual customer service 
representatives. For example, one representative recalled a customer complaining that toll call restrictions were not on her 
account, thinking she had previously requested them. On behalf of the customer, the representative placed a change of service 
order to add those restrictions. The most obvious category for the contact was “Service Request”. However, because of the 
vociferousness of the customer, the representative chose “Customer Satisfaction” as the category. More importantly, 
ambiguity could easily arise when a contact involved two or more categories. For example, customers would contact the 
company to ask for a credit on their bill for an outage in their service. “Credit memo” and “Service request” would be 
ambiguous categories.  
 
Furthermore, the company did not provide the customer service representatives with any standards for categorizing customer 
contacts. At best, the company provided informal guidance for new representatives as part of their orientation with no 
subsequent training or feedback. Semantic inconsistencies were evident in this structured data item. 
 
Neither training nor guidance was provided for free-form text entries. Not surprisingly, and perhaps typically for unstructured 
text data, representational inconsistencies riddled the database. Misspellings were common, such as “reqest” or “rquest” for 
request. Multiple abbreviations were also prevalent, such as the use of “AT&T”, “AT &T”, and “ATT” for the same 
company. Representational inconsistencies for frequently used words were used to save time; for example “serv”, “serv.”, 
“ser”, and “svc” were all entered intermittently for service;  rec”, “rcvd”, “rcvd”, and “recv'd” for received. Other 
inconsistencies came from short forms of words such as “s/w” for spoke with, or “c/b” for call back. 
Data quality metrics 
For each customer contact, the unstructured free-form text can hold far more semantic information than the inter-related 
structured data. That structured data has numeric values used to place each customer contact into one category; these 
categorizations are often ambiguous as is described above. Because single numeric values are associated with each contact, 
the inherent consistency in the benchmark dataset is difficult to determine. Accordingly, we are developing our metrics to 
measure the consistency of unstructured data first. We will vary the quality of that unstructured data and apply it to resolve 
varying degrees of ambiguity, and therefore data quality, in the structured data. Separate metrics are being developed for each 
form of consistency in unstructured data.  
 
Our metric for representational consistency is based on the degree a defined process is used to transform the unstructured data 
from the benchmark dataset. That process consists of several well-known steps: the first is to remove stop words, the second 
is to standardize acronyms and abbreviations by their frequency of appearance in the data, and the final is to apply the Porter 
stemming algorithm (Porter, 1980).  
 
Our metric for semantic consistency is calculated based on a cut-off point in the frequencies of n-grams as they appear in the 
stemmed text. The resulting set of n-grams along with a sample of customer data are used in a k-means cluster analysis to 
find associations between sets of n-grams and customer retention. Associations from the cluster analysis are in turn related to 
the structured benchmark data categorizations. Those n-grams and their associations with customer retention are applied to 
find probable alternative categorizations that might resolve ambiguities in the benchmark dataset’s categorizations. Table 1 
shows several contacts and their structured categorizations from the benchmark dataset, combined with alternative 
categorizations derived from the related unstructured data.   
 
  Category probabilities based on unstructured data 
Contact # 
Categorization in 
unstructured data Billing Credit memo Follow-up 
1 Credit memo .4 .5 .1 
2 Billing .8 .1 .1 
3 Billing .2 .5 .3 
… … … … … 
n Follow-up .5 .2 .3 
Table 1: Resolving potential ambiguities in structured data using inter-connected unstructured data 
 
The context of usage for evaluating data quality, customer retention analysis, predicts retention or loss from structured 
contact categorizations. By changing the levels of representational and semantic consistency in the unstructured data, and 
modifying the structured categorizations accordingly, we will be able to see the effects of varying levels of data quality. The 
means by which we will evaluate the utility of data quality is described next. 
UTILITY OF DATA QUALITY 
We will measure data quality and evaluate its utility through the outcomes of a series of data mining problems. Those 
problems will use the number of contacts within each categorization to attempt to determine whether a customer will be 
retained or lost. The F-Measure is commonly used to evaluate data mining outcomes, holding the advantage of being in the 
form of a single figure. It is defined as the harmonic mean of recall and precision; both routinely outputted by classification 
algorithms in a confusion matrix to indicate how well they are performing on test data. The confusion matrix consists of the 
number of true positives (TP), false positives (FP), true negatives (TN), and false negatives (FN). The elements in a 
confusion matrix for the general case of a binary classification are shown in Table 2 (Witten and Frank, 2005): 
 
 Actually 
positive 
Actually 
negative 
Predicted positive TP FP 
Predicted negative FN TN 
Table 2: The elements of a confusion matrix 
 
Recall ( ) is the percentage of all truly correct observations that are classified correctly, and precision  the percentage of 
those classified correctly that are truly correct. They are defined as: 
 
  and   
 where TP, FN, FP are as defined above. From R and P the F-Measure  is defined as:  
  
 
 
The F-Measure is apt for testing our data quality metrics within the general context of data mining, and particularly apt for 
testing them in our more specific context or a customer retention analysis.  
 
To elaborate, assume at a given point in time a customer will generate a future revenue stream with net value V, and the costs 
of attempting to retain that customer, for example the costs of discounts, special offers, and promotions, is C. Each element in 
a confusion matrix, TP, FP, TN, and FN, has a direct relation to V and C as shown in Table 2.  
 
 Customer actually 
stays (retained) 
Customer actually 
leaves (lost) 
Customer predicted 
to stay (retained) V 0 
Customer predicted 
to leave (lost) V-C -C 
Table 2: The economics of retention analysis 
 
In the definition of F above, R and P are equally weighted. In terms of V and C,  and The F-
Measure can be adjusted to weight R and P differently as where  is the weight of R relative to 
P. Putting    reflects the retention analysis in the weighted F-Measure,  as 
.  
 
By using a weighted F-Measure, we can assess the utility of our data quality metrics in a realistic economic context, making 
them more readily applied in practice and more related to other research such as theoretical models of the utility of data 
quality.  
SUMMARY 
This paper presents research in progress and outlines our path to develop data quality metrics for interconnected structured 
and unstructured data. Few metrics for this type of data have been developed; while they are different, perhaps the closest are 
metrics for web pages; unlike ours, these have typically been in the form of structured meta-data.   
 
Once our metrics are fully developed, we intend to use them for measuring data quality in the context of customer retention 
analysis, a routine decision-making scenario for many industries. The utility of data quality will be assessed using statistics 
from data mining models and the relative costs of accurate and inaccurate predictions of which customers will be retained and 
which lost. This work will contribute to the research of data quality metrics for a type of data that is found often, and to 
research of the utility of data quality in the context of decision-making. This context has a well-defined economic structure 
meaning that the metrics and utility functions we develop could be of direct use to managers. 
 
REFERENCES 
1. Arndt, D., and Langbein, N. "Data Quality in the Context of Customer Segmentation," 2002, pp. 47–60. 
 
2. Ballou, D.P., and Pazer, H.L. "Modeling data and process quality in multi-input, multi-output information systems," 
Management Science (31:2) 1985, pp 150-162. 
 
3. Ballou, D.P., and Pazer, H.L. "Modeling completeness versus consistency tradeoffs in information decision contexts," 
IEEE Transactions on Knowledge and Data Engineering (15:1) 2003, pp 240-243. 
 
4. Batini, C., Catarci, T., and Scannapieco, M. "A survey of data quality issues in cooperative information systems," 
International Conference on Conceptual Modeling, Shanghai, 2004. 
 
5. Batini, C., and Scannapieco, M. Data-Centric Systems and Applications Springer, Berlin, 2006. 
 
6. Cappiello, C., Francalanci, C., and Pernici, B. "Data quality assessment from the user’s perspective," 2004. 
 
7. Chengalur-Smith, I.N., Ballou, D.P., and Pazer, H.L. "The impact of data quality information on decision making: an 
exploratory analysis," in: IEEE Transactions on Knowledge and Data Engineering, 1999, pp. 853-864. 
 
8. Codd, E.F. "A relational model of data for large shared data banks," Communications of the ACM (13:6) 1970, pp 377-
387. 
 
9. Eppler, M., and Muenzenmayer, P. "Measuring Information Quality in the Web Context: A Survey of State-of-the-art 
Instruments and an Application Methodology," 2002, pp. 187-196. 
 
10. Fellegi, I.P., and Sunter, A.B. "A theory for record linkage," Journal of the American Statistical Association (64:328) 
1969, pp 1183-1210. 
 
11. Ge, M., and Helfert, M. "A framework to assess decision quality using information quality dimensions," Proceedings of 
the 2006 International Conference on Information Quality, Cambridge, MA, 2006. 
 
12. Gomes, P., Farinha, J., and Trigueiros, M.J. "A data quality metamodel extension to CWM," Proceedings of the fourth 
Asia-Pacific conference on conceptual modeling, 2007, pp. 17-26. 
 
13. Huh, Y.U., Keller, F.R., Redman, T.C., and Watkins, A.R. "Data quality," Information and Software Technology (32:8) 
1990, pp 559-565. 
 
14. Kahn, B.K., Strong, D.M., and Wang, R.Y. "Information quality benchmarks: product and service performance," 
Communications of the ACM (45:4) 2002, pp 185-192. 
 
15. Kim, W., Choi, B.J., Hong, E.K., Kim, S.K., and Lee, D. "A Taxonomy of Dirty Data," Data Mining and Knowledge 
Discovery (7:1) 2003, pp 81-99. 
 
16. Knight, S., and Burn, J. "Developing a Framework for Assessing Information Quality on the World Wide Web," 
Informing Science Journal (8:3) 2005, pp 159-172. 
 
17. Lee, Y.W., Pipino, L., Strong, D.M., and Wang, R.Y. "Process-embedded data integrity," Journal of Database 
Management (15:1) 2004, pp 87-103. 
 
18. Lee, Y.W., Pipino, L.L., Funk, J.D., and Wang, R.Y. Journey to Data Quality The MIT Press, 2006. 
 
19. Leung, H.K.N. "Quality metrics for intranet applications," Information & Management (38:3) 2001, pp 137-152. 
 
20. Naumann, F., and Rolker, C. Assessment Methods for Information Quality Criteria Professoren des Inst. für Informatik, 
2000. 
 
21. Ordonez, C., and García-García, J. "Referential integrity quality metrics," Decision Support Systems (44:2) 2008, pp 
495-508. 
 
22. Parssian, A. "Managerial decision support with knowledge of accuracy and completeness of the relational aggregate 
functions," Decision Support Systems (42:3) 2006, pp 1494-1502. 
 
23. Parssian, A., Sarkar, S., and Jacob, V.S. "Assessing data quality for information products: Impact of selection, 
projection, and cartesian product," Management Science (50:7) 2004, pp 967-982. 
 
24. Pipino, L.L., Lee, Y.W., and Wang, R.Y. "Data quality assessment," Communications of the ACM (45:4) 2002, pp 211-
218. 
 
25. Porter, M. "An Algorithm for Suffix Stripping Program," Program (14:3) 1980, pp 130-137. 
 
26. Scannapieco, M., and Catarci, T. "Data Quality under a Computer Science Perspective," Archivi & Computer (2) 2002. 
 
27. Stvilia, B., Twidale, M.B., and Smith, L.C. "A framework for information quality assessment," Journal of the American 
Society for Information Science and Technology (58:12) 2007, pp 1720-1733. 
 
28. Wand, Y., and Wang, R.Y. "Anchoring data quality dimensions in ontological foundations," Communications of the 
ACM (39:11) 1996, pp 86-95. 
 
29. Wang, R.Y., and Strong, D.M. "Beyond accuracy: what data quality means to data consumers," Journal of Management 
Information Systems (12:4) 1996, pp 5-33. 
 
30. White, A., Newman, D., Logan, D., and Radcliffe, J. "Mastering Master Data Management," G00136958, The Gartner 
Group. 
 
31. Witten, I.H., and Frank, E. Data Mining: Practical Machine Learning Tools and Techniques Morgan Kaufmann, 2005. 
 
32. Woelfel, C.J. Financial Statement Analysis: The Investor's Self-study Guide to Interpreting & Analyzing Financial 
Statements McGraw-Hill, 1993. 
 
33. Zhu, X., and Gauch, S. "Incorporating quality metrics in centralized/distributed information retrieval on the World Wide 
Web," ACM New York, NY, USA, 2000, pp. 288-295. 
 
34. Ziegler, P., and Dittrich, K.R. "Data Integration–Problems, Approaches, and Perspectives," Conceptual Modelling in 
Information Systems Engineering) 2007. 
 
 
 
 
