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Introduction
The subject of this thesis is the efficient solution of elliptic variational inequality problems and
optimization problems with convex constraints defined over some (infinite-dimensional) real
Banach space X. Given some operator A : X → X∗, the abstract variational inequality problem is
defined as follows:
Find u ∈ X : ⟨A(u), v− u⟩+ j(v)− j(u) ≥ ⟨l, v− u⟩, ∀ v ∈ X, (0.0.1)
where j : X → R ∪ {+∞} is a nonsmooth convex function and l ∈ X∗ denotes a bounded linear
functional on X. A large class of variational inequalities is determined as the optimality condition
to optimization problems of the type
inf F(v)− ⟨l, v⟩+ j(v) over v ∈ X, (0.0.2)
where F : X → R is a Gâteaux differentiable but not necessarily convex function with F′ = A. In
particular, the case of a convex constraint set K ⊂ X is formally contained in the above formulation
by setting j(v) = +∞ for all v /∈ K. The abstract problems (0.0.1) and (0.0.2) arise in a myriad of
applications involving physics, engineering, finance, life sciences and many more. In this thesis,
the focus is mainly on applications in quasi-static associative elasto-plasticity, where the variable
v describes the material behavior subject to a given external loading l. Material properties and
model parameters determine the operator A and the functional j.
In general, these problems cannot be solved directly apart from special cases. On one hand,
the fact that the above problems are posed in some infinite-dimensional Banach space already
underlines the necessity of an approximation in terms of a suitable finite-dimensional problem,
for example, using finite element methods. On the other hand, it is often preferable to replace
the original problem by some perturbed version even if a suitable discretization is established.
This may be motivated by the fact that the discrete problem is not solvable without unreasonable
effort or that the associated solver displays undesirable properties like mesh-dependence or lack
of robustness. Thus, the analysis of (0.0.1) (or (0.0.2)) is intimately linked to the investigation of
the behavior of the problem with respect to certain classes of perturbations including different
discretization and regularization approaches. In this context, the main paradigm of this work is
that the understanding of the underlying infinite-dimensional problem structure is crucial for both,
the analysis of the consistency of perturbation methods, as well as the properties of corresponding
solution algorithms. Here, we generally employ the term consistency whenever solutions of a
perturbed version converge (in a sense to specify) to a solution of the original problem.
Following a preliminary discussion of basic tools from Functional Analysis and Optimization
in Part I, Part II begins with a unified consistency analysis of standard perturbation methods
comprising, among others, Galerkin approximation, Moreau-Yosida-regularization, singular per-
turbation or a combination of the latter. This will be achieved by introducing the general class of
quasi-monotone perturbations, both, on the level of the variational inequality and the constrained
optimization problem. Using the concepts of Γ-convergence [37] and Mosco-convergence [95] in
this general framework, it turns out that certain density properties of intersections of the convex
constraint set K with dense subspaces Y of the Banach space X naturally arise as a necessary and
sufficient consistency criterion. The corresponding Γ- and Mosco limits, which can be understood
as appropriate limit problems to a sequence of perturbations, are determined by the closure of
1
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these intersections.
In the literature on variational inequality problems, density properties classically appear as
intermediate steps towards the convergence results of finite element methods under minimal
regularity [89, 53, 61]. In the context of plasticity problems, density results represent an important
ingredient for relaxation approaches [7, 38, 15]. However, the consideration of density properties
in such a general framework appears to be novel.
In Chapter 5, we mainly focus on the case where X = X(Ω) is a usual (vector-valued) Lebesgue
or Sobolev space over a bounded domain Ω ⊂ RN , Y = Y(Ω) is the subspace of continuous or
smooth vector fields and K prescribes a pointwise bound on the norm of the function value via an
obstacle function α defined on Ω, i.e.,
K = K(X(Ω)) = {w ∈ X(Ω) : |w(x)| ≤ α(x) a.e. in Ω}. (0.0.3)
We further introduce the problem formulation and give some new density results in Lebesgue
and Sobolev spaces for continuous obstacles relying on the theory of mollification. These state-
ments extend recent results from [69] which seems to be the only available reference which is
specifically dedicated to abstract density properties of sets of the type (0.0.3). With the help of
Mosco-convergence of convex sets, these results carry over to lower semicontinuous obstacles. A
different approach is proposed for upper bounds α which are supersolutions of an elliptic partial
differential equation (PDE). In the latter case, the smoothing is achieved by solving a sequence
of elliptic PDEs. It is further shown that results of this type cannot be expected in general if the
obstacle is just a Sobolev function, and for this purpose a concrete counterexample is given. In
Chapter 6, we make use of the preceding density results for the continuous setting to prove the
Mosco-convergence of various types of finite element-discretizations of K in the spirit of [53]. As a
consequence, the discretized problems are consistent with the corresponding infinite-dimensional
limit problem; see, for instance, [95, 53] or Theorem 3.1 and Theorem 6.3. In the last section,
we return to the infinite-dimensional setting by studying density properties in the context of
dualization in total variation based image restoration. The majority of the results in Part II have
been obtained within a joint project with M. Hintermüller and C.N. Rautenberg, and as of May
2016 the results are not yet published.
In Part III, we consider an elasto-plastic contact problem under the small strain assumption.
The problem is characterized by the presence of a rigid obstacle which restricts the deformation
of the material under a loading process. In contrast to elasticity, plastic material behaviour is
irreversible and the set of admissible stresses is constraint by definition. While the literature on
discrete plasticity is extensive (see Chapter 7 for many references), infinite-dimensional algorithms
are rather scarce and essentially only contain linearly convergent subspace correction methods [24].
In Chapter 9, an infinite-dimensional semismooth Newton method is proposed for the one-step
time-discretized contact problem of quasi-static elasto-plasticity with combined kinematic-isotropic
hardening. Neglecting friction, the combination of both effects, contact and plasticity, leads to the
problem of a variational inequality of the mixed kind, i.e., the functional j in (0.0.1) is nonsmooth
on its effective domain and the latter is a proper convex subset of X.
We note that the semismooth Newton method based on the notion of Newton- or slant dif-
ferentiability [31, 75] has received considerable attention throughout the last decade as it has
proved to be a remarkably efficient method, notably for the solution of various problems in PDE-
constrained optimization [75, 66, 67] and of variational inequalities [41, 68, 87], to mention only a
few. The fact that the original elasto-plastic contact problem does not allow for a Newton differ-
entiable reformulation motivates the consideration of a special Fenchel dual problem (Chapter 8)
of the so-called primal problem of quasi-static plasticity [61]. This dual problem turns out to be
amenable to a regularization scheme where the associated solution path is induced by a coupled
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Moreau-Yosida/Tikhonov regularization. The approach is presented in Chapter 9. Its consistency
hinges on the density of the intersection of certain convex sets, and we rely on the results from
Part II to prove that the sequence of solutions to the regularized problems converges strongly
to the optimal displacement-stress-strain triple of the original elasto-plastic contact problem in
the space-continuous setting. It is also argued that the mappings associated with the resulting
optimality conditions are Newton- or slantly differentiable in the continuous setting. As a conse-
quence, each regularized subsystem can be solved at a local superlinear rate of convergence and
mesh-independently upon discretization. The latter property marks the crucial difference to the
purely discrete approaches from the literature. For efficiency purposes, an inexact path-following
approach is proposed and the discretized version is derived with the help of a conforming finite
element approach. The chapter is closed with a numerical validation of the theoretical results. The
main results of Part III can also be found in the author’s joint publication with M. Hintermüller
[72] as well as the short summary [71].
Part IV is devoted to the time-discretized problem of quasi-static evolution in perfect plasticity.
In contrast to hardening plasticity, many difficulties arise from the fact that optimal displacements,
which in general are not uniquely determined, have to be sought in the non-reflexive Banach
space of functions with bounded deformation [82]. The time-dependent Prandtl-Reuss Model
as well as Johnson’s weak formulation [78] and the notion of quasi-static evolution in perfect
plasticity [38] are introduced in Chapter 10. In Chapter 11, we first consider the corresponding
time-incremental primal formulation from [38], which is a convex but nonsmooth constrained
minimization problem. An equivalent inf-sup problem in a standard reflexive Lebesgue space
is derived based on a reduced formulation of the primal problem. It is shown that the standard
incremental stress problem from [78] can be determined as a Fenchel dual problem to this reduced
formulation. In this way, the classical duality results from [7, 119] for Hencky plasticity, which is a
simplified plasticity model of limited practical relevance, are extended to Prandtl-Reuss plasticity,
and neccesary and sufficient optimality conditions can be derived. As an alternative to the
approximation by plasticity problems with vanishing hardening [15], a primal-dual stabilization
scheme based on a modified version of the visco-plastic regularization is proven to be consistent
with the initial problem. As a consequence, not only stresses but also displacement and strains are
shown to converge to a solution of the original problem in a suitable topology without imposing
a higher regularity of the displacements or the plastic strains. The resulting scheme gives rise
to a well-defined Fenchel dual problem, which is a modification of the usual stress problem in
perfect plasticity. Moreover, the dual problem has a simple structure and turns out to be well-
suited for numerical purposes. For the corresponding subproblems, we propose a path-following
semismooth Newton method in infinite-dimensions, which is based on the modified stress problem.
For details, see Chapter 12. Part IV is based on a preprint with M. Hintermüller which is not yet
submitted.
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Part I
Preliminaries: Functional Analysis, Optimization and
Variational Inequalities
5

1 Functional Analysis
In this chapter, we briefly introduce the general notation as well as the basic function spaces for
this text.
1.1 General Notation
All vector spaces in this thesis are defined over the field of real numbers R. Let X be an arbitrary
Banach space with norm ∥ . ∥X. The open ball around an element x with radius r in the norm
topology is indicated by Br(x) := {x˜ ∈ X : ∥x − x˜∥X < r}. The topological dual space of X is
denoted by X∗, and we write ⟨x∗, x⟩(X∗ ,X) for the duality pairing of an element x∗ ∈ X∗ with x ∈ X.
If X is a Hilbert space with inner product ( . , . )X, the Riesz Theorem states that for any element
x∗ ∈ X∗ there exists a unique element x0 ∈ X such that ⟨x∗, x⟩(X∗ ,X) = (x0, x)X for all x ∈ X, and
we may identify X ≃ X∗ isometrically. For an arbitrary subset A ⊂ X we denote by
A
X
, ∂X A, intX A
the closure, the boundary and the interior of A in X with respect to the norm topology, respectively.
The complement of A is denoted by Ac. Whenever the context leaves no ambiguity, we simply
write ∥ . ∥, ( . , . ), ⟨ . , . ⟩ and A, ∂A, int A without indicating the specific space. The functions
iA : X → R∪ {+∞}, iA(x) = 0, x ∈ A, iA(x) = +∞, x /∈ A,
and
χA : X → R∪ {+∞}, χA(x) = 1, x ∈ A, χA(x) = 0, x /∈ A,
are referred to as indicator and characteristic function of A with respect to X, respectively. We also
need the space L(X, W) of bounded linear operators between two Banach spaces X and W. For
Λ ∈ L(X, W), we designate by kerΛ := {x ∈ X : Λx = 0} and ranΛ := {Λx : x ∈ X} the kernel
and the range of Λ, respectively, and we denote by Λ∗ ∈ L(W∗, X∗) its adjoint operator,
⟨Λ∗w∗, x⟩(X∗ ,X) = ⟨w∗,Λx⟩(W∗ ,W), w∗ ∈ W∗, x ∈ X.
We further write
W ↪→ X
if the Banach space W embeds into the Banach space X, i.e., if there exists an injective mapping
ι ∈ L(W, X). For example, if W ↪→ X and the embedding ι has dense range, then the adjoint
operator
ι∗ : X∗ → W∗, ⟨ι∗x∗, w⟩ = ⟨x∗, ιw⟩,
is also an embedding. In the special case where X is a Hilbert space with W ⊂ X, ι(x) = x, x ∈ W,
one obtains the Gelfand triple
W
ι
↪→ X ≃ X∗ ι
∗
↪→ W∗,
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and ι∗ is simply the restriction operator,
ι∗ : X ∋ x ↦→ (x, . )|W ∈ W∗.
The identity mapping in X is written as idX. The strong convergence of a sequence (xk) ⊂ X to
x ∈ X is denoted by xk → x. On many occasions, we also endow X with its weak topology, and
we write xk ⇀ x whenever the sequence (xk) converges to x in the weak topology. If X = W∗ is
the dual space of a normed space W, we may alternatively equip X with the weak∗-topology and
sequential convergence in this space is denoted by xk
∗
⇀ x. By slight abuse of notation, we write
(xk) ⊂ X to indicate that {xk} ⊂ X. On some occasions we also use Urysohn’s principle, which
states that a sequence (xk) converges to x if and only if each subsequence of (xk) has a further
subsequence converging to x. In order to avoid ambiguities, n-tuples [x1, . . . , xn] are denoted in
brackets. For a function F : X → R∪ {+∞} on the Banach space X, we also introduce the lower
semicontinuous (l.s.c.) envelopes in the norm and weak topology;
sc- F(x) = sup{G(x) : G ≤ F, G is l.s.c.}, (1.1.1)
sc-w F(x) = sup{G(x) : G ≤ F, G is weakly l.s.c.}. (1.1.2)
In this text, | . | stands for an arbitrary norm onRN whereas | . |p designates the standard p-norm
on RN for 1 ≤ p ≤ ∞. The dual norm | . |∗ of | . | is given by
|x∗|∗ = sup
x∈RN ,|x|=1
x∗ · x.
We further make use of the spaceMN×N which consists of all symmetric matrices of dimension
N × N, as well as its subspace
MN×N0 := {A ∈MN×N : tr(A) :=
N∑
i=1
Aii = 0}.
The orthogonal projection onto the orthogonal complement ofMN×N0 inM
N×N is referred to as
the deviator of A, and it holds that
dev A = A− tr(A)N IN , (1.1.3)
where IN is the identity matrix of dimension N× N. OnMN×N , we usually consider the Frobenius
norm |A|F =
√∑
ij A
2
ij.
1.2 Some Frequently Used Function Spaces
1.2.1 Spaces of smooth functions
We start by introducing several standard function spaces defined on a nonempty open subset
Ω ⊂ RN , N ∈ N, which are frequently used in the present text. Let W be a Banach space. We
denote by
Ck(Ω; W) = { f : Ω→ W : f is k-times continously differentiable on Ω}
8
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the space of k-times continuously Fréchet differentiable functions on Ω with values in W, and we
write C(Ω; W) = C0(Ω; W) for the space of continuous functions on Ω as well as
C∞(Ω; W) =
∞⋂
k=0
Ck(Ω; W).
For Ω ⊂ RN nonempty, open and bounded, the space of k-times continuously differentiable
functions up to the boundary is given by
Ck(Ω; W) = { f : Ω→ W : f ∈ Ck(Ω; W),
∂s f has a continuous extension to Ω ∀ s ∈N, 0 ≤ |s|1 ≤ k}.
Here, ∂s f designates the classical partial derivative of a function f : Ω → W with respect to the
multi-index s ∈NN0 . Equipped with the norm
∥ f ∥Ck(Ω;W) =
∑
|s|1≤k
∥∂s f ∥C(Ω;W),
where ∥∂s f ∥C(Ω;W) := maxx∈Ω ∥∂s f (x)∥W , the vector space Ck(Ω; W) becomes a Banach space. A
function f : Ω→ W is called κ-Hölder-continuous (0 < κ < 1), if
sup
x,y∈Ω
∥ f (x)− f (y)∥W
|x−y|κ < +∞, (1.2.1)
and Lipschitz-continuous, if (1.2.1) holds for κ = 1. Furthermore, we designate by Ck,κ(Ω; W) the
space of functions in Ck(Ω; W) such that the partial derivatives of order equal to k are κ-Hölder-
continuous.
Moreover, the subspace of functions in Ck(Ω; W) with compact support in Ω is denoted by
Ckc (Ω; W) and the vector space C∞c (Ω; W) is defined by intersection as above. The space of restric-
tions to Ω of smooth functions on RN is designated by
D(Ω; W) := { f |Ω : f ∈ C∞c (RN ; W)}.
For an arbitrary nonempty subset Ω ⊂ RN , one further defines the space C0(Ω; W) of continuous
functions vanishing at infinity, which means that for all ε > 0 there exists a compact set Kε ⊂ Ω
such that
sup
x∈Ω\Kε
∥ f (x)∥W ≤ ε.
This vector space becomes a Banach space when equipped with the norm
∥ f ∥C0(Ω;W) = sup
x∈Ω
∥ f (x)∥W .
Note that C0(Ω; W) is the completion of Cc(Ω; W) with respect to ∥ . ∥C0(Ω;W). Finally, we define
the space AC(I; W) of W-valued absolutely continuous functions on the interval I ⊂ RN .
We further stipulate the notational convention that the indication of W in the definition of the
above spaces is omitted whenever W = R.
9
1 Functional Analysis
1.2.2 Smoothness of domains
A nonempty, open and connected subset of RN is called domain. Many of the theoretical results
associated with function spaces on domains demand a certain regularity of the boundary ∂Ω of Ω.
The following definition gives rise to a categorization of domains in terms of the smoothness of
their boundary.
Definition 1.1 (Ck,κ-domain). We say that a bounded domain Ω has a Ck,κ-boundary, k ∈ N0,
κ ∈ [0, 1], if there exists J ∈ N such that for each j ∈ {1, . . . J} there exists an orthonormal basis
{ej1, . . . , ejN} of RN together with a reference point yj ∈ RN−1, constants rj > 0 and hj > 0 as well
as a function gj ∈ Ck,κ(Brj(yj)) such that the sets
Ωj := {x =
N∑
i=1
xji e
j
i ∈ RN : |x˜j − yj| < rj, |xjN − gj(x˜j)| < hj ∈ RN},
with x˜j = [xj1, . . . , x
j
N−1], fulfill the following set of conditions:
(i) ∂Ω ⊂ ⋃Jj=1 Ωj,
(ii) Ωj ∩ ∂Ω = {x ∈ RN : |x˜j − yj| < rj, xjN = gj(x˜j)},
(iii) Ωj ∩Ω = {x ∈ RN : |x˜j − yj| < rj, gj(x˜j) < xjN},
(iv) Ωj ∩Ωc = {x ∈ RN : |x˜j − yj| < rj, gj(x˜j) > xjN}.
Conditions (i)-(iv) ensure, that ∂Ω is locally the graph of a Ck,κ-function and that the domain
is locally situated on one side of its boundary. In particular, this excludes domains with slits.
Domains with a C0,1-smooth boundary are referred to as Lipschitz domains, and in this case the
domain cannot have any cusp-like features.
1.2.3 Spaces derived from distribution theory
Lebesgue and Sobolev spaces
Let Ω ⊂ RN be nonempty and open, and let W be a Banach space. Following [4, 127], we define
Lp(Ω; W), 1 ≤ p ≤ ∞, as the space (of equivalence classes) of Bochner-Lebesgue measurable
W-valued functions for which the norm
∥u∥Lp(Ω;W) =
(ˆ
Ω
∥u(x)∥pW dx
)1/p
, 1 ≤ p < ∞,
∥u∥L∞(Ω;W) = ess sup
x∈Ω
∥u(x)∥W ,
is finite. Usually, we just need the definition for W = R or W = RN , which then reduces to the
conventional meaning of the Lebesgue space and we write Lp(Ω) = Lp(Ω;R). In some cases it is
also necessary to consider the following more general function space: A function u : Ω → W is
called weakly measurable if the mappings
Ω ∋ x ↦→ ⟨w∗, u(x)⟩(W∗ ,W) ∈ R,
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are Lebesgue measurable in the usual sense for any w∗ ∈ W∗. The space Lpw(Ω; W), 1 ≤ p ≤ ∞, is
then defined as above, with the only exception that the functions in Lpw(Ω; W) are only required to
be weakly measurable.
We further denote by Wk,p(Ω) the usual Sobolev space of real-valued functions which possess
distributional partial derivatives ∂s in the Lebesgue space Lp(Ω) up to order k. The corresponding
local space Wk,ploc (Ω) is given by
Wk,ploc (Ω) := {u : Ω→ Rmeasurable : u ∈ Wk,p(Ω0) for all Ω0 ⋐ Ω open},
where Ω0 ⋐ Ω means that Ω0 is compactly contained in Ω, i.e., Ω0 is compact and Ω0 ⊂ Ω. The
subspace Wk,p0 (Ω) of W
k,p(Ω) is given by the closure of C∞c (Ω) with respect to the norm in Wk,p(Ω),
which is defined by
∥u∥Wk,p(Ω) = (
∑
|s|1≤k
∥∂su∥pLp(Ω))1/p.
For p = 2, the Hilbert spaces Wk,2(Ω) and Wk,20 (Ω) are denoted by H
k(Ω) and Hk0(Ω), respectively.
The vector-valued versions Wk,p(Ω;Rd), Wk,p0 (Ω;R
d) are defined componentwise. If Ω ⊂ RN is a
bounded Lipschitz domain, then there exists a trace mapping
τ ∈ L(W1,p(Ω), Lp(∂Ω))
such that τ(u) = u|∂Ω for all u ∈ C(Ω) ∩W1,p(Ω). As is customary, in the definition of the space
Lp(∂Ω) it is tacitly assumed that ∂Ω is equipped with the (N− 1)-dimensional Hausdorff measure
denoted by HN−1.
Time-dependent Sobolev spaces on a given time-interval (0, T), T > 0, with values in a Banach
space X are defined as follows. Let u ∈ L1(0, T; X). A function v ∈ L1(0, T; X) is called weak
derivative of u, if and only if,
ˆ
(0,T)
uφ′ dx = −
ˆ
(0,T)
vφ dx ∀ φ ∈ C∞c (0, T);
in this case, we write u˙ := v. Note that the definition of weak derivative only requires local
integrability of u and v. In accordance with the spatial case, we set
W1,p(0, T; X) := {u ∈ Lp(0, T; X) : u has a weak derivative u˙ ∈ Lp(0, T; X)},
∥u∥W1,p(0,T;X) := (∥u∥pLp(0,T;X) + ∥u˙∥pLp(0,T;X))1/p,
and H1(0, T; X) = W1,2(0, T; X). By virtue of the embedding
H1(0, T; X) ↪→ C([0, T]; X),
initial (and final) values of a function u ∈ H1(0, T; X) are well-defined. These properties and many
further details on Sobolev spaces can be found, for instance, in [1, 48].
Spaces related to the divergence operator
Many variational problems in mechanics or fluid dynamics require spaces that are related to the
regularity of the distributional divergence. Let Ω ⊂ RN be a bounded domain. We define the
11
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spaces
H(div;Ω) := {v ∈ L2(Ω;RN) : div v ∈ L2(Ω)},
Q := L2(Ω;MN×N),
H(Div;Ω) := {σ ∈ Q : Div σ ∈ L2(Ω;RN)} = H(div;Ω)2 ∩Q,
where we distinguish between the scalar-valued divergence operator div and its vector-valued
counterpart Div;
div v :=
N∑
i=1
∂ivi, [Div σ]k :=
N∑
i=1
∂iσik, k = 1, . . . , N.
These spaces become Hilbert spaces when endowed with the scalar products
(v, v˜)H(div;Ω) = (v, v˜)L2(Ω)N + (div v, div v˜)L2(Ω),
(σ, σ˜)H(Div;Ω) = (σ, σ˜)Q + (Div σ, Div σ˜)L2(Ω)N .
To establish boundary values and Green’s formulae for these spaces, we rely on various trace
spaces which are introduced in Section 1.2.4. If Ω ⊂ RN is a bounded Lipschitz domain, there
exists a normal trace operator
τν : H(div;Ω)→ H−1/2(∂Ω) := H1/2(∂Ω)∗,
which extends τν|C1(Ω;RN) by continuity such that the Green’s formula
⟨τνv, u⟩(H−1/2(∂Ω),H1/2(∂Ω)) = (div v, u)L2(Ω) + (v,∇u)L2(Ω)N (1.2.2)
holds for any v ∈ H(div;Ω) and u ∈ H1(Ω). In an analogous fashion, the normal trace operator
on the space H(Div;Ω) is defined by extension of τν|C1(Ω;MN×N). This yields an operator
τν : H(Div;Ω)→ H−1/2(∂Ω)N .
At this point, we remark that the notation τν is used for normal trace operators on different spaces;
the domain should always be clear from the context. The vectorial version of (1.2.2) is given by
⟨τνσ, u⟩(H−1/2(∂Ω)N ,H1/2(∂Ω)N) = (Div σ, u)L2(Ω)N + (σ, ε(u))Q (1.2.3)
for any σ ∈ H(Div;Ω) and u ∈ H1(Ω)N , where
ε(u) := 12 (∇u +∇u⊤)
denotes the symmetrized gradient of u.
Now assume that ∂Ω is decomposed according to
∂Ω = Γ0 ∪ Σ ∪ I, Γ0 ∩ Σ = ∅,
where Γ0 and Σ are nonempty, relatively open and disjoint, and I = ∂Σ = ∂Γ0 denotes a common
Lipschitz interface in the sense of Definition 1.1. The restriction of τν to Σ has to be understood in
the sense of H−1/200 (Σ) = H
1/2
00 (Σ)
∗; for the definition of the space H1/200 (Σ) we refer to (1.2.16). The
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trace operators
τΣν : H(div;Ω)→ H−1/200 (Σ)
and
τΣν : H(Div;Ω)→ H−1/200 (Σ)N
are well-defined by
⟨τΣν v, u⟩(H−1/200 (Σ),H1/200 (Σ)) = (div v, u)L2(Ω) + (v,∇u)L2(Ω)N , (1.2.4)
for any v ∈ H(div;Ω), u ∈ H10,Γ0(Ω), and
⟨τΣν σ, u⟩(H−1/200 (Σ)N ,H1/200 (Σ)N) = (Div σ, u)L2(Ω)N + (σ, ε(u))Q, (1.2.5)
for any σ ∈ H(Div;Ω), u ∈ H10,Γ0(Ω)N , respectively. Here, the space of H1-functions with partially
vanishing trace is given by
H10,Γ0(Ω) := {u ∈ H1(Ω) : τ(u) = 0 a.e. on Γ0}, (1.2.6)
where ‘a.e.’ stands for almost everywhere. For the definition of various (trace) spaces for mixed
boundary value problems, we again refer to Section 1.2.4.
Spaces related to Borel measures
For a Borel measurable subset Ω ⊂ RN , M(Ω;Rd) denotes the space of Rd-valued Borel measures.
Note that in the literature, the notion of Borel measure is not unified. Here, we refer to a Borel
measure as an Rd-valued measure on B(Ω), where B(Ω) is the Borel σ-Algebra of Ω. In other
words, a mapping µ : B(Ω)→ Rd is a Borel measure, if and only if,
µ(∅) = 0, µ(∪k∈NBk) =
∑
k∈N
µ(Bk),
for all pairwise disjoint sets (Bk)k∈N with Bk ∈ B(Ω).
Given a Borel measure µ ∈ M(Ω;Rd) and a p-norm | . |p on Rd, we denote by |µ|p the total
variation, which is a (nonnegative) measure (µ ∈ M+(Ω)) defined by
|µ|p(B) := sup{
∑
k∈N
|µ(Bk)|p : (Bk) ⊂ B(Ω) pairwise disjoint, B = ∪k∈NBk} (1.2.7)
for all B ∈ B(Ω). Equipped with the norm ∥µ∥M(Ω;Rd) := |µ|p(Ω), M(Ω;Rd) becomes a Banach
space. Moreover, the Riesz-Alexandrov Theorem allows to identify M(Ω;Rd) and [C0(Ω;Rd)]∗
via the isomorphism
M(Ω;Rd) ∋ µ ↦→
[
φ ↦→
ˆ
Ω
φ · dµ
]
∈ C0(Ω;Rd)∗. (1.2.8)
In fact, (1.2.8) defines an isometric isomorphism if C0(Ω;Rd) is endowed with the norm
∥φ∥C0(Ω;Rd) = sup
x∈Ω
|φ(x)|p′ , p′ = pp−1 ;
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see for instance [6, Prop. 1.47]. Moreover, we often consider L1(Ω;Rd) as a subspace of M(Ω;Rd)
by understanding any v ∈ L1(Ω; Rd) as a density with respect to the Lebesgue measure λ on RN :
L1(Ω;Rd) ∋ v ↦→
[
φ ↦→
ˆ
Ω
φ · v dx
]
∈ C0(Ω;Rd)∗.
Let Ω ⊂ RN be a bounded domain. The space of functions with bounded variation on Ω is
denoted by
BV(Ω) = {u ∈ L1(Ω) : ∂iu ∈ M(Ω) ∀ i = 1, . . . , N},
and we set
∥u∥BV(Ω) := ∥u∥L1(Ω) + ∥Du∥M(Ω;RN).
Based on the Riesz-Alexandrov isomorphism, we may consider Du as an RN-valued distribution
which is also continuous on C∞c (Ω;RN) equipped with the supremum norm. Likewise, the space
of functions with bounded deformation is defined by
BD(Ω) = {u ∈ L1(Ω;RN) : ε(u) ∈ M(Ω;MN×N)},
where the standard norm on BD(Ω) is defined by
∥u∥BD(Ω) = ∥u∥L1(Ω;RN) + ∥ε(u)∥M(Ω;MN×N).
Further observe that BV(Ω)N ⊂ BD(Ω), and we recall that
BD(Ω) ↪→ Lp(Ω;RN), p ≤ NN−1 , (1.2.9)
the embedding being compact for any p < N/(N − 1). If ∂Ω ∈ C1, functions in BD(Ω) admit an
integrable trace on the boundary, i.e., u ∈ L1(∂Ω). In this case, the following Green’s formula for
functions u ∈ BD(Ω) and φ ∈ C1(Ω) is available:
ˆ
Ω
φ dε ij(u) = − 12
ˆ
Ω
ui∂jφ+ uj∂iφ dx +
ˆ
∂Ω
[γ(u)⊙ ν]ij φ dHN−1, (1.2.10)
where a ⊙ b = 12 (ab⊤ + ba⊤) denotes the symmetrized outer product of two vectors a and b.
Moreover, it can be shown that the functional
u ↦→ ∥u∥L1(Γ0;RN) + ∥ε(u)∥M(Ω;MN×N)
defines an equivalent norm on BD(Ω) whenever Γ0 ⊂ ∂Ω is nonempty and open. The space
BD(Ω) can be characterized as the dual space of a separable normed space giving rise to a weak*-
topology. For a sequence (un) ⊂ BD(Ω), it is known that (un) converges weakly* to u in BD(Ω),
if and only if,
un → u in L1(Ω), ε(un) ∗⇀ ε(u) in M(Ω;MN×N). (1.2.11)
For these results and further details on the space BD(Ω), we refer to [119, 116].
The space BV(0, T; X) denotes the space of X-valued functions with bounded variation on (0, T),
i.e., u ∈ BV(0, T; X) if and only if the total variation
sup{
J˜∑
j=1
∥u(tj)− u(tj−1)∥X : J˜ ∈N, 0 = t0 ≤ t1 ≤ . . . ≤ t J˜ = t}
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is finite.
1.2.4 Sobolev spaces on manifolds
Trace Spaces
In the present work, we will often make use of the function spaces associated to boundary traces
of Sobolev functions. In this section, we generally assume that Ω is a bounded Lipschitz domain.
We start by defining the common Hilbert space of trace functions,
H1/2(∂Ω) = τ(H1(Ω)),
where τ : H1(Ω) → L2(∂Ω) is the usual trace operator for Sobolev functions. This space is
endowed with the norm induced by the fractional 1/2-seminorm on ∂Ω,
|g|1/2,∂Ω =
(ˆ
∂Ω
ˆ
∂Ω
|g(x)−g(y)|2
|x−y|N dx dy
)1/2
, (1.2.12)
i.e.,
∥g∥H1/2(∂Ω) =
(
∥g∥2L2(∂Ω) + |g|21/2,∂Ω
)1/2
.
An equivalent norm on H1/2(∂Ω) can be obtained by using the quotient space norm of H1(Ω)/H10(Ω),
i.e.,
∥g∥H1/2(∂Ω) = inf
g˜∈H1(Ω)
g˜=g on ∂Ω
∥g˜∥H1(Ω),
because τ is also continuous as a mapping τ : H1(Ω)→ H1/2(∂Ω).
For a relatively open subset Γ ⊂ ∂Ω, the situation is more delicate. Following [57], one defines
analogously to (1.2.12) the space
H1/2(Γ) = {g ∈ L2(Γ) : |g|1/2,Γ < +∞}
with
∥g∥H1/2(Γ) =
(
∥g∥2L2(Γ) + |g|21/2,Γ
)1/2
, |g|21/2,Γ =
ˆ
Γ
ˆ
Γ
|g(x)−g(y)|2
|x−y|N dx dy. (1.2.13)
Alternatively, many authors, e.g. [33, 39, 93], define H1/2(Γ) to be the space of restrictions of
functions in H1/2(∂Ω). In analogy to the case of an open subset of RN , the two definitions are
equivalent if ∂Γ is Lipschitz, cf. [99, Theorem 1.3.1], and in this case the quotient norm
∥g∥H1/2(Γ) = inf
g˜∈H1/2(∂Ω)
g˜=g on Γ
∥g˜∥H1/2(∂Ω),
represents an equivalent norm on H1/2(Γ). The trace space H1/2(Γ) turns out to be well-behaved
with regard to superposition and multiplication with Lipschitz functions.
Lemma 1.2 (superposition). Let Ω ⊂ RN be a bounded Lipschitz domain and Γ ⊂ ∂Ω relatively open.
Then the superposition operator
θ : H1/2(Γ)→ H1/2(Γ), g ↦→ θ(g).
is well-defined and continuous for any Lipschitz function θ ∈ C0,1(R).
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Proof. The assertion follows from the definition of the 1/2-seminorm in (1.2.13).
Lemma 1.3 (multiplication). Let Ω ⊂ RN be a bounded Lipschitz domain and Γ ⊂ ∂Ω nonempty and
open. Then the following assertions hold true.
(i) It holds that g · φ ∈ H1/2(Γ) for all g ∈ H1/2(Γ) and φ ∈ C0,1(Γ).
(ii) If u ∈ H1(Ω) and φ ∈ C0,1(Ω), then τ(uφ) = τ(u)τ(φ).
Proof. (i) The assertion follows from the equivalent definition of H1/2(Γ) via the pullback operation
onto the local charts and basic results on multiplication with smooth functions in Sobolev spaces;
see for example [57, 1].
(ii) Standard results on the multiplication of Sobolev functions prove that uφ ∈ H1(Ω). Since
the equation is satisfied for all u ∈ C(Ω) ∩ H1(Ω), the assertion holds by a density argument.
Corollary 1.4 (normal trace). Let Ω ⊂ RN be a bounded Lipschitz domain with a nonempty, relatively
open C1,1-boundary portion Γ ⊂ ∂Ω . Then uν := u · ν ∈ H1/2(Γ) for all u ∈ H1(Ω)N .
Proof. Since Γ is C1,1-smooth, the unit outer normal ν to Ω is Lipschitz on Γ and the assertion
follows from Lemma 1.3(i).
Under the conditions of Corollary 1.4, the vector-valued space H1/2(Γ)N can be decomposed
into a tangential and a normal component,
H1/2(Γ)N = H1/2T (Γ)
N ⊕ H1/2ν (Γ)N , (1.2.14)
where
H1/2T (Γ)
N := {g ∈ H1/2(Γ)N : gν = 0 on Γ},
H1/2ν (Γ)
N := {g ∈ H1/2(Γ)N : ∃ gˆ ∈ H1/2(Γ) with g = gˆν on Γ}.
These spaces need to be suitably adapted for mixed Dirichlet-Neumann problems. Suppose the
boundary ∂Ω has the decomposition
∂Ω = Γ0 ∪ Σ ∪ I, Γ0 ∩ Σ = ∅, (1.2.15)
with a nonempty relatively open Dirichlet boundary part Γ0, a nonempty relatively open comple-
mentary boundary portion Σ and a common Lipschitz interface I = ∂Σ = ∂Γ0, which has zero
surface measure as a consequence. If the Dirichlet boundary condition posed on Γ0 is homogeneous,
one defines the space
H10,Γ0(Ω) = {u ∈ H1(Ω) : τ(u) = 0 on Γ0},
equipped with the H1(Ω)-norm. The image of this space under the trace operator is a strict
subspace of H1/2(Σ) denoted by
H1/200 (Σ) := {g ∈ L2(Σ) : ∃ u ∈ H10,Γ0(Ω) with τ(u) = g on Σ}. (1.2.16)
Again, this space becomes a Banach space when endowed with the quotient space norm
∥g∥H1/200 (Σ) = infg˜∈H10,Γ0 (Ω)
g˜=g on Σ
∥g˜∥H1(Ω),
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such that the associated trace operator restricted to the complement of the Dirichlet boundary
τΣ : H10,Γ0(Ω)→ H1/200 (Σ), τΣ(u) = τ(u)|Σ,
is surjective and continuous by definition. This implies that H1/200 (Σ) corresponds to the space of the
same name from [90] which is defined for C∞-submanifolds Σwith C∞-boundary ∂Σ independently
of an associated domain Ω. In case these smoothness properties are not given, the definition of
this space and its relation to the space from (1.2.16) remains rather obscure. For related issues, we
refer to [62] and [98, Chap. 5].
In case the trace operator is further restricted to a nonempty relatively open set Γwith Γ ⊂ Σ and
Lipschitz boundary ∂Γ, a standard cut-off function argument shows that any function g ∈ H1/2(Γ)
can be extended to a function g ∈ H1/200 (Σ) such that the trace mapping restricted to Γ,
τΓ : H10,Γ0(Ω)→ H1/2(Γ), τΓ(u) = τ(u)|Γ, (1.2.17)
is surjective. With the help of the decomposition of H1/2(Γ)N into normal and tangential compo-
nents, we can derive the following statement.
Corollary 1.5. Let Ω ⊂ RN be a bounded Lipschitz domain with a boundary decomposition according to
(1.2.15) and a nonempty open C1,1-boundary portion Γ with Γ ⊂ Σ and Lipschitz boundary ∂Γ. Then the
normal trace mapping restricted to Γ,
τΓν : H
1
0,Γ0(Ω)
N → H1/2(Γ), τΓν (u) = (τ(u) · ν)|Γ,
where τΓ is applied componentwise to u, is surjective.
Proof. Note that the decomposition (1.2.14) defines an isomorphism between H1/2(Γ)N and
H1/2T (Γ)
N × H1/2(Γ). Applied componentwise, the surjectivity of τΓ (1.2.17) yields the assertion.
In contact problems, a constraint of the type u · ν ≤ ψ is imposed on a given nonempty subset Γc
of Σ. If Γc does not have a positive surface measure, the inequality understood in the pointwise
almost everywhere sense represents a void condition. As a remedy, one considers the following
more general ordering in the space H1/200 (Σ), which is similar to the well known ordering in H
1(Ω)
appearing in the theory of capacity, cf. [80, 103] for an introduction. In the following, we simply
write uν = u · ν for the normal trace on a subset of the boundary.
Definition 1.6 (Cone of nonnegative functions in H1/200 ). We say that a function g ∈ H1/200 (Σ) is
nonnegative (g ≥ 0) on Γc in the sense of H1/200 (Σ), if there exists a sequence (φn) of functions
φn ∈ C0,1(Σ) ∩ H1/200 (Σ), n ∈N, with
φn → g in H1/200 (Σ), φn(x) ≥ 0 ∀ x ∈ Γc.
For a given upper bound ψ ∈ H1/200 (Σ) and under the assumption that
Σ is C1,1-smooth, Γc ⊂ Σ arbitrary, (1.2.18)
the definition of the cone is then used to define the constraint set
K1 = {u ∈ H10,Γ0(Ω)N : uν ≤ ψ on Γc in H1/200 (Σ)}, (1.2.19)
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where the inequality is defined in the obvious way using Definition 1.6. To justify this definition,
we state the following corollary of Lemma 1.3(ii).
Corollary 1.7. Let Ω be a bounded Lipschitz domain with the boundary decomposition (1.2.15) with
C1,1-smooth boundary portion Σ. Then the normal trace mapping restricted to Σ,
τΣν : H
1
0,Γ0(Ω)
N → H1/200 (Σ), τΣν (u) = (τ(u) · ν)|Σ,
is well-defined and surjective.
Proof. Let u ∈ H10,Γ0(Ω)N . By Kirszbraun’s Theorem [81] we may extend the field ν of unit outer
normals to a Lipschitz function ν˜ ∈ C0,1(Ω). Then it holds that u · ν˜ ∈ H1(Ω) and Lemma 1.3(ii)
implies that τ(uν˜) vanishes on Γ0 and equals uν on Σ, such that uν ∈ H1/200 (Σ), which proves that
τΣν is well-defined. The surjectivity can be argued analogously to the proof of Corollary 1.5.
Alternatively, if
Γc ⊂ ∂Ω is open , ∂Γc Lipschitz, Γc ⊂ Σ, (1.2.20)
it is customary to impose the constraint in the usual pointwise almost everywhere sense,
K1 = {u ∈ H10,Γ0(Ω)N : uν ≤ ψ a.e. on Γc}. (1.2.21)
In this case, only Γc is required to be C1,1-smooth. We refer to the classical monographs on elastic
contact problems [98, Chap. 5-6] and [76] for further details.
Sobolev spaces on smooth manifolds
The trace spaces from the preceding section may be considered in the much more general context
of Sobolev spaces on manifolds. Let Ω ⊂ RN be a Ck,κ-domain. Using the local parametrizations
given by Definition 1.1, the boundary ∂Ω defines an (N − 1)-dimensional Ck,κ-submanifold of RN
in a canonical way, see [126, Theorem 2.15]. When defining a Sobolev space on an open subset
Γ ⊂ ∂Ω, three major complications arise which do not occur in the Euclidean case:
(i) The smoothness of the manifold limits the order of the distribution.
(ii) The definition of the space has to be independent of the atlas (i.e., the local parametrizations).
(iii) The definition of the (distributional) gradient has to be independent of the atlas.
Based on the smoothness of the localized mapping, the space Cl(Γ) is only well-defined (i.e.,
independent of the local chart) for l ≤ k, as, by definition, coordinate changes are only in Ck,κ.
Accordingly, the definition of the Sobolev space W l,q(Γ) on Γ has to be based on lower order
distributions. Alternatively, some authors define the spaces W l,q(Γ) via the corresponding regular-
ity of the localized mapping using the local chart. Again, the regularity of the Sobolev space is
limited by the smoothness of Γ, cf. [57]. However, the literature on the calculus in these spaces is
rather fragmentary, see [14, p.353 ff.], [57, p.20]. In particular, the definition of the (distributional)
gradient, Poincaré type inequalities and embedding properties are not available.
By contrast, Sobolev spaces on smooth manifolds are easier to handle. Therefore assume that
Γ is an (N − 1)-dimensional C∞-submanifold of RN . More precisely, since Ω is assumed to be
some Ck,κ-domain, ∂Ω (possibly after an appropriate orthogonal coordinate transformation) is
given locally by the graph of functions gj ∈ Ck,κ , i = 1, . . . , m, on a bounded open subset of RN−1
(Definition 1.1); we assume that those gj whose graph have nonempty intersection with Γ are not
18
1.2 Some Frequently Used Function Spaces
only in Ck,κ but in C∞. Consequently, for each x ∈ Γ, the tangent space TxΓ at x then represents an
(N − 1)-dimensional subspace of RN and we may define the Riemannian metric
gx : TxΓ× TxΓ→ R, gx(v, w) := (v, w)RN ,
using the Euclidean inner product. The resulting construction (Γ, g) is the standard example for a
Riemannian manifold. In connection with the associated Riemannian measure (which corresponds
to the surface measure in this case), this approach leads to the definition of Sobolev spaces on
Riemannian manifolds to which the distribution theory from the Euclidean case carries over, cf.
[56]. For the alternative approach via the completion of smooth functions with respect to the
Wk,p-norm see [63]. Following the former reference, we define the space
→
Lp(Γ), 1 ≤ p < +∞,
as the set of equivalence classes of measurable vector fields
u : Γ→ TΓ, u(x) ∈ TxΓ ∀ x ∈ Γ,
for which the norm
∥u∥ →
Lp(Γ)
:=
(ˆ
Γ
|u|pdHn−1
)1/p
(1.2.22)
is finite. Analogously to the Euclidean case, the space W1,p(Γ) is then defined as the subspace of
Lp(Γ) which consists of all elements with p-integrable distributational gradient:
W1,p(Γ) := {u ∈ Lp(Γ) : ∇u ∈
→
Lp(Γ)}.
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Let F : X → R∪ {+∞} be an extended real-valued function. Then
dom F := {x ∈ X : F(x) < +∞}
stands for the effective domain of F, and F is called proper if dom F ̸= ∅.
2.1 Abstract Existence Results
In this section, we briefly introduce the standard paradigm of the existence theory for optimization
problems in Banach spaces which is known as the direct method in the calculus of variations. To
begin with, let X be an arbitrary nonempty set and, in order to include constrained problems, the
functional F : X → R∪ {+∞} is assumed to be an extended real-valued function. Consider the
general optimization problem (without topology)
inf F(x) over x ∈ X. (2.1.1)
A nonstandard way to formulate the existence result is the following:
Theorem 2.1. If there exists a topology t on X such that
(i) there exists c > infx∈X F(x) such that the lower level set
{x ∈ X : F(x) ≤ c}
is sequentially compact and
(ii) F is sequentially l.s.c.,
both with respect to t, then (2.1.1) has a solution.
In this way, the richness of the topology t is supposed to represent an appropriate trade-off
between the two competing goals (i) and (ii).
Proof. Let (xn) be an infimizing sequence, i.e., F(xk)→ infx∈X F(x). Hence, it holds that F(xk) ≤ c
for almost every k ∈ N. Using the sequential compactness of the lower level set, we find a
converging subsequence (xkl ) such that xkl
t→ x¯, i.e., (xkl ) converges to x¯ with respect to t. Using
the sequential lower semicontinuity of F, one obtains that
inf
x∈X
F(x) = lim inf
l→∞
F(xkl ) ≥ F(x¯) > −∞,
which implies that x¯ is indeed a minimizer of F on X.
Remark 2.2. For the existence of a minimizer to (2.1.1), it is sufficient that the objective function is
l.s.c. along one infimizing sequence.
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In this work, we mainly focus on optimization problems in Banach spaces (X, ∥ . ∥X) where the
objective function F is coercive, i.e.,
F(x)→ +∞ if ∥x∥X → ∞.
In this case, the lower level sets are necessarily bounded, and we may evoke classical results on
the sequential compactness of bounded sets in the weak topology (Eberlein-Šmulian Theorem) or
in the weak*-topology (Banach-Alaoglu-Bourbaki-Theorem); see for example [127].
Corollary 2.3. Let F : X → R∪ {+∞} be coercive. If one of the two following conditions is fulfilled, then
(2.1.1) has a solution.
(i) (X, ∥ . ∥X) is reflexive and F is sequentially weakly l.s.c..
(ii) (X, ∥ . ∥X) is the topological dual space of a separable normed space and F is sequentially weakly*
l.s.c..
In these cases, the existence result simply follows from Theorem 2.1 by choosing t to be the weak
or the weak* topology, respectively.
2.2 Convex Optimization and Fenchel Duality
In this section, we collect some standard results from convex optimization. Let X be a Banach space
and suppose that F : X → R∪ {+∞} is proper, l.s.c. and convex. The usual convex subdifferential
∂F(x) at x ∈ X is defined by
∂F(x) := {x∗ ∈ X∗ : F(x) + ⟨x∗, x˜− x⟩ ≤ F(x˜) ∀ x˜ ∈ X},
such that any solution x¯ to the optimization problem (2.1.1) is characterized by
0 ∈ ∂F(x¯).
Under these assumptions, the (sequential) weak lower semicontinuity of F is given by Mazur’s
Theorem such that the existence of x¯ is guaranteed by Corollary 2.3(i) provided, in addition, that F
is coercive and X is reflexive. In this text, we make consistent use of the following well-known
property [46]: It holds that
x∗ ∈ ∂F(x)⇐⇒ x ∈ ∂F∗(x∗)⇐⇒ ⟨x∗, x⟩ = F∗(x∗) + F(x),
where F∗ : X∗ → R∪ {+∞} denotes the Fenchel conjugate function to F;
F∗(x∗) := sup
x∈X
{⟨x∗, x⟩ − F(x)}.
As an important example for the computation of conjugate functions, we mention the following
result.
Lemma 2.4. Let 1 ≤ p ≤ ∞ and d ∈ N. Let β : Ω → R be measurable with β(x) ≥ 0 a.e. and
| . | : Rd → R an arbitrary norm on Rd with dual norm | . |∗. Let j : Lp(Ω)d → R∪ {+∞} be defined by
j(u) :=
ˆ
Ω
β(x)|u(x)| dx.
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Then the convex conjugate of j is given by j∗ : Lp′(Ω)d → R∪ {+∞} with
j∗(u∗) = iK(u∗) with K = {u∗ ∈ Lp′(Ω)d : |u∗|∗ ≤ β a.e. in Ω}.
Proof. Since the function jˆ(x, u) := β(x) |u| is a Carathéodory integrand, we obtain by [46, IX,
Prop. 2.1],
j∗(u∗) =
ˆ
Ω
jˆ∗(x, u∗(x)) dx,
where jˆ∗ denotes the Fenchel conjugate of jˆ with respect to u. It is further easy to show that
jˆ∗(x, u∗) = iKˆx (u
∗) with Kˆx = {v∗ ∈ Rd : |v∗|∗ ≤ β(x)}.
Let W be another Banach space and Λ ∈ L(X, W). Let G : W → R∪ {+∞} be proper, l.s.c. and
convex. Consider the abstract optimization problem{
inf F(x) + G(Λx)
over x ∈ X. (2.2.1)
In order to derive optimality conditions and duality results for (2.2.1), the following constraint
qualification is required:
0 ∈ int(dom G−Λdom F). (2.2.2)
In the literature, one often encounters the following constraint qualification as a particular case.
∃ x0 ∈ X : F(x0) < +∞, G(Λx0) < +∞, G is continuous at Λx0, (2.2.3)
cf. [46]. In fact, (2.2.3) is a stronger condition then the constraint qualification (2.2.2). Provided
(2.2.2) is satisfied, the following chain rule for the subdifferential of the objective in (2.2.1) is valid:
∂(F + G ◦Λ)(x) = ∂F(x) +Λ∗∂G(Λx);
see [11, IV, Theorem 5]. In this case, the necessary and sufficient optimality condition for x¯ to be a
solution to (2.2.1) is characterized by the existence of an element
w¯∗ ∈ ∂G(Λx¯)
such that
0 ∈ ∂F(x¯) +Λ∗w¯∗.
In some situations, it is further favorable to consider the Fenchel dual problem to (2.2.1). This
problem is defined by {
inf F∗(−Λ∗w∗) + G∗(w∗)
over w∗ ∈ W∗. (2.2.4)
The analogous constraint qualification for the dual problem reads
0 ∈ int(Λ∗ dom G∗ + dom F∗), (2.2.5)
and the following result relates the two problems, see [11, p. 221].
Theorem 2.5. Under the above hypotheses on the spaces X, W as well as F and G, the following assertions
hold true.
23
2 Optimization in Banach Spaces
(i) Assume that (2.2.2) is satisfied. Then there exists a solution w¯∗ to the dual problem (2.2.4) and there
is no duality gap, i.e., it holds that
inf (2.2.1) = − inf (2.2.4), the infima being finite. (2.2.6)
(ii) Let X be reflexive and assume that (2.2.5) is satisfied. Then there exists a solution x¯ to the primal
problem (2.2.1) and (2.2.6) is fulfilled.
In case one can show that there exists no duality gap, the primal-dual solution pairs are charac-
terized by the following statement.
Lemma 2.6. Under the standing assumptions on F, G and X, W, the following assertions are equivalent.
(i) x¯ is a solution of (2.2.1) and w¯∗ is a solution of (2.2.4) and there is no duality gap, i.e., (2.2.6) holds
true.
(ii) [x¯, w¯∗] is a solution to the following system of inclusions:
0 ∈ ∂F(x¯) +Λ∗w¯∗, Λx¯ ∈ ∂G∗(w¯∗). (2.2.7)
Proof. Suppose (i) is given. By (2.2.6), one obtains
0 = F(x¯) + F∗(−Λ∗w¯∗) + G(Λx¯) + G∗(w¯∗) (2.2.8)
= (F(x¯) + F∗(−Λ∗w¯∗)− ⟨−Λ∗w¯∗, x¯⟩) + (−⟨w¯∗,Λx¯⟩+ G(Λx¯) + G∗(w¯∗)).
By definition of the Fenchel conjugate function, each expression in parentheses is nonnegative,
which implies (ii).
The other implication can be shown as follows: First note that the biconjugate of the convex
marginal function
h : W → R∪ {+∞}, h(w) := inf
x∈X
(F(x) + G(Λx + w))
is given by
h∗∗(w) = − inf
w∗∈W∗
F∗(−Λ∗w∗) + G∗(w∗)− ⟨w∗, w⟩,
cf. [11, Chap. IV], such that the extremal values of the primal and the negative dual problem are
given by the value of h and its biconjugate h∗∗ at 0. From the inequality h∗∗(0) ≤ h(0), one obtains
−(F∗(−Λ∗w∗) + G∗(w∗)) ≤ F(x) + G(Λx), ∀ x ∈ X, ∀w∗ ∈ W∗. (2.2.9)
Suppose [x¯, w¯∗] is a solution to the system of inclusions (2.2.7). Then it follows from (2.2.8) that
−(F∗(−Λ∗w¯∗) + G∗(w¯∗)) = F(x¯) + G(Λx¯),
and together with (2.2.9) one obtains statement (i).
2.3 The Semismooth Newton Method
2.3.1 Basic properties and calculus
The notion of Newton differentiability that is of interest in this work can be found in [75] and reads
as follows.
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Definition 2.7 (Newton differentiability). Let X, W be Banach spaces and U ⊂ X an open set. A
mapping Ψ : U → W is called Newton differentiable in U if there exists a family of mappings
GΨ : U → L(X, W) which satisfy
lim
h→0
∥Ψ(x + h)−Ψ(x)− GΨ(x + h)h∥W
∥h∥X = 0,
for all x ∈ U.
Note that the Newton derivative GΨ is not necessarily uniquely determined, e.g., the mapping
Ψ : R→ R, Ψ(x) := |x| − b, b ∈ R,
has the Newton derivative
GΨ(x) =
⎧⎪⎨⎪⎩
−1, x < 0,
δ, x = 0,
1, x > 0,
where δ ∈ R is arbitrary.
Now suppose that we want to solve the equation
Ψ(x) = 0 (2.3.1)
for some (nonlinear) operator Ψ : X → W. For instance, the operator Ψ may represent the
stationarity condition of the optimization problem (2.1.1). Assuming that the nonlinear equation
(2.3.1) admits a solution x¯ ∈ X and that Ψ is Newton differentiable in an open neighborhood U(x¯)
of x¯ with nonsingular Newton derivative GΨ(x) for all x ∈ U, we consider the generalized Newton
iteration
x(k+1) = x(k) − GΨ(x(k))−1Ψ(x(k)), k ∈N, (2.3.2)
for some starting point x(0) ∈ U(x¯). The following local convergence result is well known, cf.
[31, 75]:
Theorem 2.8. If {∥GΨ(x)−1∥, x ∈ U(x¯)} is bounded, then there exists a radius r > 0 such that the
sequence (x(k)) generated by the generalized Newton iteration (2.3.2) is well-defined and converges super-
linearly to x¯ provided x(0) ∈ Br(x¯) := {x˜ ∈ X : ∥x˜− x¯∥X < r}.
Various applications of the semismooth Newton method in infinite dimensions, notably for
the solution of PDE-constrained optimization [75, 66, 67] and variational inequality problems
[41, 68, 87], have been investigated in the recent past.
We further recall two important calculus rules related to the Newton differentiability of several
nonsmooth functions. Let Ω ⊂ RN be a given domain. For 1 ≤ q ≤ p ≤ ∞, consider the Nemytskii
operator [ . ]+ defined by
[ . ]+ : Lp(Ω)→ Lq(Ω),
v ↦→ (x ↦→ max(0, v(x))).
The following remarkable result, which can be found in [75], represents a striking contrast to
the semismoothness of its finite-dimensional analogue in that the operator [ . ]+ is only Newton
differentiable for special combinations of domain and image space.
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Lemma 2.9 (Newton differentiability of the pointwise maximum). The pointwise maximum function
Ψ( . ) := [ . ]+,
Ψ : Lp(Ω)→ Lq(Ω),
is Newton differentiable for 1 ≤ q < p ≤ +∞. A corresponding Newton derivative is given by
GΨ(u)h :=
{
0, on I(u),
h, on A(u),
where A(u) := {x ∈ Ω : u(x) > 0} and I(u) := Ω \ A(u).
The analogous result is valid for Lebesgue spaces on HN−1-measurable subsets of the boundary
of a Lipschitz domain.
In optimization problems with pointwise constraints on the norm, it is further customary to treat
(the indicator function of) a constraint of the form
|u(x)|2 ≤ β(x), u ∈ L2(Ω)d, β ∈ L2(Ω), β ≥ 0 a.e. in Ω,
by a Moreau-Yosida regularization in L2(Ω); for an overview of the most important properties
of the Moreau-Yosida regularization, we refer to [10, Prop. 17.2.1]. The resulting regularized
functional involves the Fréchet differentiable mapping
u ↦→ 12∥[|u|2 − β]+∥2L2(Ω),
whose derivative is given by
m(u) := [|u|2 − β]+q(u),
where q( . ) : L2(Ω)d → L∞(Ω)d is defined by
q(v) :=
{
v
|v|2 if |v|2 > 0,
0 else.
(2.3.3)
The following result on the Newton differentiability of the mapping m is available; see [68].
Lemma 2.10 (Newton differentiability of a generalized maximum function). Let β ∈ L∞(Ω) with
β(x) ≥ c > 0 a.e. in Ω. Then the mapping
m : Lp(Ω)d → Ls(Ω)d
is Newton differentiable for 3 ≤ 3s ≤ p < +∞. A corresponding Newton derivative is given by
Gm(u) := χA(u) ·M(u)
where ⎧⎪⎪⎨⎪⎪⎩
ρ(u) := [|u|2 − β]+ 1|u|2 ,
M(u)( . ) := ρ(u)( . ) + (1− ρ(u)) uu⊤( . )|u|22 ,
A(u) := {x ∈ Ω : |u(x)|2 > β(x)}.
(2.3.4)
Again, the contrast to the discrete situation is blatant.
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2.3.2 Mesh independence
Let Ψ : X → W be a nonlinear operator. Consider again the problem of finding an x ∈ X that
solves the equation
Ψ(x) = 0. (2.3.5)
Assume that the finite-dimensional counterpart of (2.3.5) is to find an xh ∈ Xh such that
Ψh(xh) = 0, (2.3.6)
where Ψh : Xh → Wh is an approximation of Ψ, and the finite-dimensional spaces Xh, Wh represent
appropriate discretized versions of the spaces X and W, respectively. The parameter h is associated
with a mesh size h > 0 which characterizes the discrete spaces. Further suppose that we are given
an algorithm for the solution of (2.3.5) that generates a sequence of iterates (x(k)) converging to a
solution x¯ of equation (2.3.6), as well as a family of discrete versions of this algorithm that generate
sequences (x(k)h ) converging to a solution x¯h of (2.3.6). A desirable feature of this algorithm is
mesh-independence. From a computational point of view, mesh-independent convergence is often
characterized by iteration numbers of the underlying problem solver that are uniformly bounded,
or, in the ideal case, essentially constant with respect to a decrease in the mesh size. More precisely,
the concept is related to the local property that the convergence quotients
∥xk+1h − x¯h∥Xh
∥xkh − x¯h∥Xh
are, in a certain sense, stable with respect to mesh refinement. For instance, in the context of
semismooth Newton (SSN) methods, mesh-independence typically refers to the property that for
any given linear convergence rate θ ∈ (0, 1), there exists a radius ρ > 0 and a mesh width h0 such
that
∥xk+1 − x¯∥X ≤ θ∥xk − x¯∥X,
∥xk+1h − x¯h∥Xh ≤ θ∥xkh − x¯h∥Xh ,
provided that h ≤ h0 and max(∥x0 − x¯∥X, ∥x0h − x¯h∥Xh) ≤ ρ. For many solvers of variational
inequality or constrained optimization problems, mesh-independence cannot be proven rigorously.
However, semismooth Newton methods do admit mesh-independence results; cf. [65],[64]. In this
context, mesh-independent convergence requires the generalized differentiability (Definition 2.7)
of the nonlinear mapping associated with the root finding problem in infinite dimensions (2.3.5);
see [74, Theorem 3].
For variational problems, the property of Newton differentiability is closely related to a suffi-
ciently high regularity of the solution (or the Lagrange multipliers) in order to find a reformulation
that fulfills the norm gap requirement; cf. e.g. Lemma 2.9 and Lemma 2.10. Such an increased
regularity is often not available. This may result in a considerable computational overhead when
computing on very fine meshes; see for instance [16, Table 5.3] for the case of state-constrained
optimal control problems. In this regard, it is indispensable to analyze the infinite-dimensional
algorithm rather than just the corresponding discrete counterpart.
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2.4 Γ- and Mosco-convergence
The general concept of Γ-convergence, which was introduced by De Giorgi (cf. [40]) in the 1970s, is
a very useful tool to analyze the stability of an optimization problem
inf F(x), over x ∈ X,
with respect to certain perturbed problems
inf Fn(x), over x ∈ X,
in a very general framework. Here, we denote by X an arbitrary topological space and
F : X → R∪ {+∞}, Fn : X → R∪ {+∞},
are extended real-valued functions on X. For any x ∈ X, we denote by N (x) the set of all open
neighborhoods of x. Taking the perturbed problems as a starting point, Γ-convergence can be
considered as a way to define a limit function F which is suitable from an optimization point of
view. In this section, we give a basic account of the theory of Γ-convergence and its relation to
pointwise convergence. For a detailed discussion we refer to the monographs [37, 21].
Definition 2.11 (Γ-limits). The Γ-lower and the Γ-upper limit of (Fn) at x ∈ X are defined by
(Γ- lim inf
n→+∞ Fn)(x) = supU∈N (x)
lim inf
n→∞ infy∈U
Fn(y) (2.4.1)
(Γ- lim sup
n→+∞
Fn)(x) = sup
U∈N (x)
lim sup
n→∞
inf
y∈U
Fn(y), (2.4.2)
respectively. (Fn) is said to Γ-converge to F : X → R∪ {+∞}, if and only if,
F(x) = (Γ- lim inf
n→+∞ Fn)(x) = (Γ- lim supn→+∞
Fn)(x),
for all x ∈ X. In this case, we write F(x) = (Γ- limn→+∞ Fn)(x).
If X is a Banach space, it is further convenient to write Γw- lim supn→+∞ Fn and Γw- lim infn→+∞ Fn
for the Γ-upper and Γ-lower limit of (Fn), respectively, in the weak topology of X. We also write
Γw- lim
n→+∞ Fn = Γw- lim supn→+∞
Fn = Γw- lim inf
n→+∞ Fn
for the weak Γ-limit of (Fn) provided the latter equality is satisfied.
Furthermore, it is sufficient to use a local neighborhood base instead of the set N (x) in the
definition of the Γ-limits (2.4.1) and (2.4.2). For example, for the Γ-limits in the norm topology
of the Banach space X, one may use the open balls with center x, and for the limits in the weak
topology one may resign to sets of the form
U = U(x) = {y ∈ X : |⟨x∗i , y− x⟩| < r, i ∈ I},
with a finite index set I, x∗i ∈ X∗ for all i ∈ I and r > 0; see, e.g., [10, Prop. 2.4.5]. In particular, the
fact that the strong topology is finer than the weak topology implies that
Γw- lim inf
n→+∞ Fn ≤ Γ- lim infn→+∞ Fn, Γw- lim supn→+∞ Fn ≤ Γ- lim supn→+∞ Fn; (2.4.3)
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see also [37, Prop. 6.3].
An alternative sequential definition of Γ-convergence is also customary.
Definition 2.12 (Sequential Γ-convergence). The sequence (Fn) sequentially Γ-con-verges to F, if
and only if,
(i) F(x) ≤ lim infn→∞ Fn(xn) ∀ xn → x,
(ii) F(x) = limn→∞ Fn(yn) for some yn → x
In this case, we write F = Γs- limn→+∞ Fn.
Note that there is at most one sequential Γ-limit of the sequence (Fn). Following [37, Chap.
8], we summarize some sufficient conditions which ensure that Γ- limn→+∞ Fn and Γs- limn→+∞ Fn
coincide.
Proposition 2.13. The following relations between Γ-convergence and sequential Γ-con-vergence hold true:
(i) Let the topology of X be first countable. Then (Fn) Γ-converges to F if and only if (Fn) sequentially
Γ-converges to F.
(ii) Let X be a Banach space equipped with its weak topology whose normed dual X∗ is separable. If there
exists a coercive function H : X → R∪ {+∞} with Fn ≥ H for all n ∈N, then (Fn) Γ-converges
to F if and only if (Fn) sequentially Γ-converges to F.
(iii) Let X be a reflexive Banach space equipped with its weak topology. Assume there exists a weakly l.s.c.
and coercive function H : X → R ∪ {+∞} such that Fn ≥ H for all n ∈ N. If the functional F
fulfills conditions (i) and (ii) from Definition 2.12, i.e., F = Γs- limn→+∞ Fn, then (Fn) Γ-converges
to F.
A point xε is called ε-minimizer of F if
F(xε) ≤ inf
x∈X
F(x) + ε, if inf
x∈X
F(x) > −∞.
Otherwise, if infx∈X F(x) = −∞, any xε ∈ X with F(xε) ≤ − 1ε qualifies as an ε-minimizer. For a
sequence (xn) in a general topological space X, each point x ∈ X is called cluster point of (xn) if
any U ∈ N (x) contains infinitely many sequence members of (xn). The following theorem shows
that the Γ-limit Γ- limn→+∞ Fn is defined such that it inherits its minimizers from appropriate limit
points of generalized minimizers of the functions Fn. The proofs can be found in the literature; see
for instance [10, Theorem 12.1.1], [37, Corollary 7.2].
Theorem 2.14 (Convergence of minimizers). Let (xn) be a sequence of εn-minimizers of Fn where
εn → 0, εn > 0 for all n ∈N. The following assertions hold true:
(i) Assume (Fn) Γ-converges to F. Then each cluster point of (xn) in X is a minimizer of F, and it holds
that
lim sup
n→∞
Fn(xn) = inf
x∈X
F(x).
(ii) Assume (Fn) sequentially Γ-converges to F. Then the limit of each converging subsequence (xnk) in
X is a minimizer of F, and it holds that
lim
k→∞
Fnk(xnk) = infx∈X
F(x).
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It is further important to know the relation between Γ-convergence and pointwise convergence.
At this point we recall that sc- denotes the lower semicontinuous envelope; cf. (1.1.1).
Proposition 2.15 (Relation to pointwise convergence). The following assertions hold true:
(i) If (Fn) is an increasing sequence, then Γ- limn→+∞ Fn = limn→∞ sc- Fn.
(ii) If (Fn) is a decreasing sequence converging pointwise to F, then Γ- limn→+∞ Fn = sc- F.
Another important concept is the notion of Mosco-convergence which is widely used in the
perturbation analysis of convex functions and variational inequalities including regularization,
penalization and discretization methods. The following definition was first stated in [95].
Definition 2.16 (Mosco-convergence). Let X be a Banach space. The sequence (Fn) Mosco-
converges to F if
(i) F(x) ≤ lim infn→∞ Fn(xn) ∀ (xn) ⊂ X with xn ⇀ x,
(ii) F(x) = limn→∞ Fn(yn) for some (yn) ⊂ X with yn → x.
In other words, (Fn) Mosco-convergences to F if and only if F is the sequential Γ-limit of (Fn)
in both, the weak and strong topology of X. The sequence (yn) from Definition 2.16(ii) is called
recovery sequence.
Proposition 2.17. Let X be a Banach space. Suppose (Fn) Γ-converges to F in both, the strong and weak
topology. Then (Fn) Mosco-converges to F.
Proof. First notice that Proposition 2.13(i) implies that F coincides with the sequential Γ-limit in the
norm topology and thus (ii) of Definition 2.16 is valid. Secondly, let x ∈ X and xn ⇀ x. For given
U ∈ N (x), where N (x) is the set of all weakly open neighborhoods of x, there exists n0 ∈N with
xn ∈ U for all n ≥ n0. Consequently, one obtains
lim inf
n→∞ infy∈U
Fn(y) ≤ lim inf
n→∞ Fn(xn)
for all U ∈ N (x) such that
Γw- lim inf
n→+∞ Fn(x) ≤ lim infn→∞ Fn(xn).
Together with F = Γw- limn→+∞ Fn = Γw- lim infn→+∞ Fn, one obtains
F(x) ≤ lim inf
n→∞ Fn(xn),
which is precisely part (i) of Definition 2.16.
As an example, we consider the following abstract class of perturbations of the indicator function
iK : X → R ∪ {+∞} to a nonempty, closed and convex subset K ⊂ X of a Banach space X. This
general class turns out to be very useful when several types of perturbation methods, such as
discretization, regularization or penalization are considered or possibly combined.
Definition 2.18 (Quasi-monotone perturbation). A sequence of mappings
Rn : X → R∪ {+∞}
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is called a quasi-monotone perturbation of the indicator function iK with respect to a dense subspace Y of X
if there exist functions Rn : X → R∪ {+∞}, Rn : X → R∪ {+∞} such that
0 ≤ Rn ≤ Rn ≤ Rn ∀ n ∈N,
having the additional properties{
Rn ≤ Rn+1 ∀ n ∈N, limn→+∞ Rn(x) = iK(x) ∀ x ∈ X,
Rn is sequentially weakly l.s.c. ∀ n ∈N,
(2.4.4)
and
Rn ≥ Rn+1, ∀ n ∈N, lim
n→+∞ Rn(x) = iK∩Y(x) ∀ x ∈ X. (2.4.5)
Note that no additional assumptions are assumed for Rn.
Proposition 2.19. Let X be a Banach space and K ⊂ X a nonempty, convex and closed subset. Suppose
that (Rn) is a quasi-monotone perturbation of the indicator function iK with respect to some dense subspace
Y ⊂ X. Additionally, assume that the lower bound Rn from Definition 2.18 is weakly l.s.c.. Then if
K ∩YX = K,
i.e., K ∩Y is dense in K with respect to the norm of X, then (Rn) Mosco-converges to iK.
Proof. The proof is identical to the proof of Proposition 4.6 because the additional weak lower
semicontinuity assumption on Rn implies sc-w Rn = Rn, such that (4.1.5) holds true with F := 0.
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3 Variational Inequalities
3.1 Some Generalities
Consider the following optimization problem on a Hilbert space X:
inf F(v)− ⟨l, v⟩+ j(v) over v ∈ X. (3.1.1)
Here, F : X → R is assumed to be Gâteaux-differentiable, j : X → R∪ {+∞} is an extended real-
valued proper and convex functional and l ∈ X∗. Note that this general setting absorbs nonsmooth-
and convex-constrained problems at the same time. The necessary optimality condition (the
existence of a solution not being established yet) for a solution u to (3.1.1) is given by
⟨A(u), v− u⟩+ j(v)− j(u) ≥ ⟨l, v− u⟩, ∀ v ∈ X, (3.1.2)
where A := F′, and (3.1.2) is even a sufficient optimality criterion whenever F additionally is
convex. This type of problem falls into the class of variational inequality (VI) problems which
generalizes (3.1.2) to operators A which are not necessarily of potential type.
For the study of the existence theory for variational inequality problems, the following standard
class of variational inequalities suffices for our purposes: Let a : X× X → R be a continuous and
elliptic bilinear form, i.e., there exists c, κ > 0 such that
|a(u, v)| ≤ c∥u∥X∥v∥X, a(u, u) ≥ κ∥u∥2X,
for all u, v ∈ X. Further suppose that j is l.s.c., proper and convex. Then the Lions-Stampacchia-
Theorem states that the variational inequality problem of finding
u ∈ X : a(u, v− u) + j(v)− j(u) ≥ ⟨l, v− u⟩, ∀ v ∈ X, (3.1.3)
has a unique solution. For a general convex function j, the variational inequality in (3.1.3) is usually
referred to as of second kind whereas the case j = iK for some convex set K ⊂ X gives rise to a
variational inequality of the first kind. Existence results for the problem class (3.1.2) may be obtained
for nonlinear operators A which fulfill much weaker continuity and monotonicity assumptions,
and we refer to [128] for an extensive study of this matter.
3.2 Approximation of Variational Inequalities
The following result can be considered as a generalization of known approximation results for
variational inequalities, cf. [53, 89, 61, 54]. Furthermore, the method of proof is analogous to the
latter references but the formulation avoids the lower semicontinuity of the perturbed function.
This allows to also include singular perturbations of the elliptic operator governing the inequality
which is not contained in the original work on Mosco-convergence, cf. [95, Theorem B]. Here, all
possible perturbations are understood as perturbations of the nonsmooth function j. Moreover,
we call a sequence of functionals jn : X → R∪ {+∞} uniformly proper if there exists lˆ ∈ X∗ and
c ∈ R such that
jn(v) ≥ ⟨lˆ, v⟩+ c, ∀ v ∈ X. (3.2.1)
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Theorem 3.1 (Perturbation of VIs of the second kind). Let X be a Hilbert space, a : X × X → R a
continuous and elliptic bilinear form, j : X → R∪ {+∞} convex, l.s.c, proper and l ∈ X∗. Consider the
elliptic VI of the second kind,
find u ∈ X : a(u, v− u) + j(v)− j(u) ≥ ⟨l, v− u⟩, ∀ v ∈ X, (VI)
and the perturbed versions,
find un ∈ X : a(un, v− un) + jn(v)− jn(un) ≥ ⟨l, v− un⟩, ∀ v ∈ X, (VIn)
for a sequence of uniformly proper functions jn : V → R∪ {+∞}. Assume that
(i) (jn) Mosco-converges to j (Definition 2.16), and that
(ii) each problem (VIn) admits a solution un.
Then it holds that
un → u in X and jn(un)→ j(u).
Proof. (i) Boundedness of (un):
Let v ∈ X. By assumption (i), there exists a sequence (vn) ⊂ X with vn → v and jn(vn)→ j(v).
From (VIn) it follows that
a(un, un) + jn(un) ≤ a(un, vn) + jn(vn)− ⟨l, vn − un⟩. (3.2.2)
Since (jn(vn)) and (vn) are uniformly bounded and (jn) is uniformly proper (3.2.1), one obtains
from (3.2.2), using the properties of a,
∥un∥2 ≤ c1∥un∥+ c2,
for some constants c1, c2 ∈ R. This implies the boundedness of (un).
(ii) Weak limit of (un):
Since (un) is bounded, there exists a weakly convergent subsequence, which by abuse of notation
is also denoted by (un), with un ⇀ u˜ in X. By taking the lim inf in (3.2.2) and making use of
Definition 2.16(i), one obtains
a(u˜, u˜) + j(u˜) ≤ lim inf
n→∞ (a(un, vn) + jn(vn)− ⟨l, vn − un⟩)
= a(u˜, v) + j(v)− ⟨l, v− u˜⟩,
i.e., u˜ = u is the solution of (VI), and by Urysohn’s principle the entire sequence (un) converges
weakly to u.
(iii) Strong convergence of (un):
The assumptions on a as well as (3.2.2) yield
κ∥un − u∥2 + jn(un) ≤ a(un, un) + jn(un)− a(un, u)− a(u, un) + a(u, u)
≤ a(un, vn) + jn(vn)− l(vn − un)− a(un, u)− a(u, un) + a(u, u),
34
3.2 Approximation of Variational Inequalities
which implies
j(u) ≤ lim inf
n→∞ jn(un) ≤ lim supn→∞ jn(un)
≤ lim sup
n→∞
(κ∥un − u∥2 + jn(un))
≤ lim sup
n→∞
(a(un, vn) + jn(vn)− l(vn − un)− a(un, u)− a(u, un) + a(u, u))
= a(u, v− u) + j(v)− ⟨l, v− u⟩,
on account of un ⇀ u, vn → v and jn(vn) → j(v) as n → ∞. Since v was arbitrary, it is possible
to set v = u in the last estimate which proves jn(un) → j(u) and thus also ∥un − u∥ → 0 as
n → ∞.
We remark that the assumption (ii) compensates for the fact that jn is neither assumed to be l.s.c.
nor convex. It is further standard to generalize the above result to nonlinear strongly monotone
operators on reflexive Banach spaces [128].
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Part II
Density of Convex Intersections and Applications
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4 Motivation
The analysis of optimization problems and variational inequalities over a convex subset K of a
Banach space X as well as the design of suitable solution algorithms often involve the general
concepts of dualization and perturbation methods where the latter may comprise regularization,
penalization or discretization approaches, or possibly a combination of the latter. While keeping
the abstract framework in this chapter, it is shown that the stability properties of the respective
problem class with regard to a large class of perturbations rely on the closure property
K(Y)
X
= K, (4.0.1)
where Y is some dense subspace of X with respect to the norm topology of X and K(Y) is given by
K(Y) := {x ∈ Y : x ∈ K} = K ∩Y.
In general, for a Banach space X, an arbitrary dense subspace Y ⊂ X as well as a convex and closed
subset K ⊂ X the inclusion
K ∩Y ⊂ K ∩ X (4.0.2)
is not necessarily dense even for a linear subspace K: In fact, consider the following example.
Example 4.1. Let Ω = (−1, 1), X = L2(Ω), Y = H1(Ω) and K = {c fHS : c ∈ R}, where fHS
denotes the Heaviside-function,
fHS(ω) := 0 for ω < 0, fHS(ω) := 1 for ω ≥ 0.
It follows that K ∩Y = {0} and the density property (4.0.1) is violated.
4.1 Optimization Problems with Convex Constraints
In many variational problems one seeks the solution in a given convex, closed and nonempty
subset K of a Banach space (X, ∥.∥). To illustrate the problem, let us consider the following abstract
class of optimization problems: {
inf F(x), over x ∈ X,
s.t. x ∈ K. (4.1.1)
We assume that F : X → R is continuous, coercive and sequentially weakly lower semicontinuous
but not necessarily convex. Thus, if X is reflexive, problem (4.1.1) admits a solution. The problem
class (4.1.1) is ubiquitous, encompassing numerous fields, such as the variational form of partial
differential equations, variational inequality problems, optimal control of partial differential
equations with constraints on the state and/or control and many other.
The starting point of our analysis is the conjecture that the stability of (4.1.1) with respect to a
large class of perturbations depends on the density condition (4.0.1). In order to substantiate this
conjecture, we investigate the consistency of various perturbations with the help of the theory
of Γ-convergence, which is briefly introduced in Section 2.4. To begin with, we consider two
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important examples which are particular instances of the class of quasi-monotone perturbations, cf.
Definition 2.18. Thereupon, the more general case will be discussed. Note also that by convexity of
K there is no difference between the closure with respect to the norm in (4.0.1) and the weak and
the sequential weak closure taken in X. We will therefore write K(Y) instead of K(Y)
X
when no
confusion may occur.
Example 4.2 (Tikhonov-Regularization). Let (Y, ∥ . ∥Y) be a Banach space which is densely and
continuously embedded into X. For a sequence of positive non-decreasing parameters (γn) with
γn → +∞ and fixed α > 0, consider a Tikhonov regularization of (4.1.1) defined by
inf F(x) + Rn(x), over x ∈ X, (4.1.2)
where Rn(x) := iK(x) + 12γn ∥x∥αY, and it is understood that Rn(x) = +∞ if x /∈ Y. Setting
Rn(x) = iK(x) + 12γn ∥x∥αY, it is easily seen that (Rn) is a quasi-monotone perturbation according to
Definition 2.18: In fact, set Rn := iK for all n ∈N and Rn := Rn. Obviously, (2.4.4) and (2.4.5) are
satisfied.
The density property (4.0.1) naturally arises when considering the Γ-limit of the objective
function in (4.1.2).
Proposition 4.3. Let X be a Banach space which is reflexive or has a separable dual space X∗. Let (Y, ∥ . ∥Y)
be a subspace of X which is densely and continuously embedded in X. Assume K ⊂ X to be nonempty,
closed and convex and F : X → R continuous, coercive and sequentially weakly l.s.c.. Then it holds that
Γ- lim
n→+∞(F + iK +
1
2γn
∥ . ∥αY) = Γw- limn→+∞(F + iK +
1
2γn
∥ . ∥αY) = F + iK∩Y,
i.e, the objective function in Example 4.2 Γ-converges to F + iK∩Y in both, the weak and strong topology of
X.
Proof. Using the definition of the Γ-limits as well as its relation to pointwise convergence, cf.
Proposition 2.15, one obtains
Γ- lim sup
n→+∞
(F + iK + 12γn ∥ . ∥αY)
= Γ- lim
n→+∞(F + iK +
1
2γn
∥ . ∥αY) = sc-(F + iK∩Y) = F + iK∩Y,
where the last equality follows from the additivity of the lower semicontinuous envelope (F is
continuous) and the fact that sc- iK∩Y = iK∩Y. From the definition of the Γ-limits, it follows that the
strong Γ-lower limit is bounded below by the weak Γ-lower limit, cf. (2.4.3), such that
Γ- lim inf
n→+∞ (F + iK +
1
2γn
∥ . ∥αY) ≥ Γw- lim infn→+∞ (F + iK +
1
2γn
∥ . ∥αY)
≥ Γw- lim inf
n→+∞ (F + iK∩Y) = sc
-
w(F + iK∩Y) ≥ F + iK∩Y.
To justify the last estimate, note that the coercivity and the sequential weak lower semicontinuity
of F implies that the level sets {u ∈ X : F(u) ≤ t}, t ∈ R, are bounded and sequentially weakly
closed. Under the stated conditions on X, the level sets are also closed, since in these cases, the
sequential weak closure of bounded subsets coincides with the weak closure, see [37, Prop. 8.7,
Prop. 8.14]. This implies that F is weakly lower semicontinuous. With
F + iK∩Y ≤ Γ- lim infn→+∞ (F + iK +
1
2γn
∥ . ∥αY) ≤ Γ- lim sup
n→+∞
(F + iK + 12γn ∥ . ∥αY) ≤ F + iK∩Y,
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the assertion is proven.
Example 4.4 (Galerkin approximation). Let X be a separable Banach space. Let (Xn) be a Galerkin
approximation scheme of nested finite-dimensional subspaces Xn, i.e., Xn ⊂ X and Xn ⊂ Xn+1 for
all n ∈Nwith the Galerkin approximation property
⋃
n∈N
Xn
X
= X.
Consider the discrete version of problem (4.1.1) given by
inf F(x) + Rn(x), over x ∈ X, (4.1.3)
where Rn := iK∩Xn . Again, (Rn) fits into the framework of quasi-monotone perturbations: In fact,
setting Rn := iK, (2.4.4) is clearly fulfilled. Let Y =
⋃
n∈N Xn, then (2.4.5) is fulfilled with Rn := Rn.
In some cases, for example PDE problems with curved boundaries, it is hardly possible to ensure
that the subspaces (Xn) are nested. In this situation, density results are still useful; see section 4.2.
Proposition 4.5. Let X be a separable Banach space which is reflexive or has a separable dual space. Let
(Xn) be a nested Galerkin approximation scheme and K ⊂ X nonempty, closed and convex. Further assume
that F : X → R is continuous, coercive and sequentially weakly l.s.c.. Then it holds that
Γ- lim
n→+∞(F + iK∩Xn) = Γw- limn→+∞(F + iK∩Xn) = F + iK∩Y,
i.e, the objective function in Example 4.4 Γ-converges to F + iK∩Y in both, the weak and strong topology of
X.
Proof. The proof is analogous to the one of Proposition 4.3.
At this point, the remarkable feature of Examples 4.2 and 4.4 should be emphasized: Although
the pointwise limit of the perturbed problems is given in both examples by
inf F(x) + iK(x), over x ∈ Y,
which is the same problem as (4.1.1) only posed on a dense subset of X, we in general do not
retrieve the same infimum. This aspect stands in certain analogy with the Lavrentiev phenomenon
in the calculus of variations, cf. [35].
We now turn to the general case. To subsume as many different perturbation methods as possible
we consider the sequence of perturbed problems
inf F(u) + Rn(u), over u ∈ X, (4.1.4)
defined by a given quasi-monotone perturbation
Rn : X → R∪ {+∞}
of the indicator function iK : X → R∪ {+∞} with respect to a dense subspace Y ⊂ X. The follow-
ing result extends the previous propositions to the abstract class of quasi-monotone perturbations.
Proposition 4.6. Let X be a Banach space which is reflexive or which has a separable dual space X∗. If
the density property (4.0.1) holds true, then F + iK is the Γ-limit of (F + Rn) in both, the weak and strong
topology, and, in particular, (F + Rn) Mosco-converges to F + iK.
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Proof. Using (2.4.3) and the relations between Γ- and pointwise convergence (Proposition 2.15),
one obtains with (2.4.5) and the continuity of F,
Γw- lim sup
n→+∞
(F + Rn) ≤ Γ- lim sup
n→+∞
(F + Rn)
≤ Γ- lim sup
n→+∞
(F + Rn) = sc-(F + iK∩Y) = F + iK∩Y,
since (Rn) is monotonically decreasing and pointwise converging to iK∩Y. Similarly, (2.4.4) implies
Γw- lim inf
n→+∞ (F + Rn) ≥ Γw- lim infn→+∞ (F + Rn)
= lim
n→+∞ sc
-
w(F + Rn) = limn→+∞(F + Rn) = F + iK, (4.1.5)
where the second last equality follows from the fact that F + Rn is weakly l.s.c.. This property can
be argued as in the proof of Proposition 4.3. Eventually, it holds that
F + iK ≤ Γw- lim inf
n→+∞ (F + Rn) ≤ Γw- lim supn→+∞ (F + Rn) ≤ Γ- lim supn→+∞ (F + Rn) ≤ F + iK∩Y,
such that Γ- limn→+∞(F + Rn) = Γw- limn→+∞(F + Rn) = F + iK if (4.0.1) holds true. The second
assertion follows directly from Proposition 2.17.
Under the density assumption (4.0.1), one may infer that each (weak) cluster point of a sequence
of (generalized) minimizers (xn) of the perturbed problem (4.1.4) is a minimizer of (4.1.1). For
details see Section 2.4.
Algorithmically, it is often more favorable to replace the constrained problem (4.1.1) by a
sequence of unconstrained problems. For this purpose, we combine the approximation methods of
the examples above with a penalty approach using the Moreau-Yosida-regularization from convex
analysis. The resulting perturbations are shown to belong to the general class of quasi-monotone
perturbations and thus pertain to the abstract sequence of problems (4.1.4).
Example 4.7 (Conformal discretization and Moreau-Yosida regularization). Let X be a separable
Hilbert space and (Xn) a nested Galerkin scheme as in Example 4.4. With each n ∈ N, we also
associate an arbitrary sequence (γn) of positive non-decreasing parameters converging to +∞. The
combination of regularization and discretization leads to the definition
Rn(x) := γn2 infy∈K
∥x− y∥2 + iXn(x), (4.1.6)
where the spaces Xn are defined as in the previous example. Setting Rn(x) :=
γn
2 infy∈K ∥x− y∥2,
(2.4.4) is fulfilled owing to standard properties of the Moreau-Yosida regularization; see [10, Prop.
17.2.1]. Defining Rn := iK∩Xn , (2.4.5) is fulfilled for Y :=
⋃
n∈N Xn and the framework of (4.1.4)
applies.
Consequently, the perturbation approach of the preceding Example 4.7 is stable with respect to
(4.1.1) provided the density result (4.0.1) is satisfied. In particular, this is true for any combination
of n and γn in (4.1.6). Let us give a different perspective on this result: One may show the existence
of a suitable coupling of n and γn in order to retrieve F + iK as the sequential Γ-limit of (F + Rn) in
the strong topology without invoking the density property, see [94, Proposition 2.4.6]. However,
the proof is non-constructive and thus this coupling is not useful for algorithmic purposes. On
the other hand, if the density property (4.0.1) is not fulfilled there also exists a strictly increasing
42
4.1 Optimization Problems with Convex Constraints
sequence (γn) with γn → +∞ such that the F + iK is not the Γ-limit in the strong topology. This is
a consequence of the following result.
Lemma 4.8. Let the assumptions of Example 4.7 be satisfied. Further suppose that K ∩Y ⊊ K. Then for
all x ∈ K \ K ∩Y there exists a strictly increasing sequence (γn) with γn → ∞ such that there exists no
strong recovery sequence at x, i.e.,
F(yn) + Rn(yn)↛ F(x)
for all (yn) ⊂ X with yn → x, where (Rn) is given by (4.1.6).
Proof. Let x ∈ K \ K ∩Y and ρ > 0 such that Bρ(x) ∩ K ∩Y = ∅ where Bρ(x) := {x˜ ∈ X :
∥x− x˜∥ < ρ}.
(a) We first prove the following result:
∀ n ∈N ∃ γn > 0 :
[(
y ∈ Y ∧ dist(y, K ∩ Bρ(x))2 < 1γn
)
=⇒ y /∈ Xn
]
. (4.1.7)
Assume the opposite, i.e.,
∃ n0 ∈N :
[
∀ n ∈N ∃ xn ∈ Xn0 , vn ∈ K ∩ Bρ(x) : ∥xn − vn∥2 ≤ 1n
]
.
Since vn ∈ Bρ(x) ∩ K for all n ∈ N and Bρ(x) ∩ K is convex, bounded and closed, there exists a
subsequence (vnk) of (vn) with vnk ⇀ v and v ∈ Bρ(x) ∩ K. As xn − vn → 0, one also obtains
xnk ⇀ v and thus v ∈ Xn0 . Hence, v ∈ Xn0 ∩ K ∩ Bρ(x) = ∅, which is a contradiction.
(b) Non-existence of a strong recovery sequence:
Choose (γn) according to (4.1.7) and assume that there exists a recovery sequence (yn) to x which
means that yn → x and F(yn) + γn2 dist(yn, K)2 + iXn(yn)→ F(x). The continuity of F implies that
yn ∈ Xn and γn2 dist(yn, K)2 → 0. Consequently, using yn → x and x ∈ K, there exists n1 ∈N such
that
dist(yn, K)2 = dist(yn, K ∩ Bρ(x))2 ≤ 1γn
for all n ≥ n1. With the help of part (a), we conclude that yn /∈ Xn for all n ≥ n1 which is a
contradiction.
Example 4.9 (Combined Moreau-Yosida-Tikhonov-Regularization). Let X be a Hilbert space and
(Y, ∥ . ∥Y) a Banach space which is densely and continuously embedded into X. For two sequences
of positive non-decreasing parameters (γn), (γ′n) with γn,γ′n → +∞ and fixed α > 0, consider the
simultaneous Moreau-Yosida and Tikhonov regularization,
Rn(x) := γn2 infy∈K
∥x− y∥2 + 12γ′n ∥x∥αY, (4.1.8)
with α > 0 fixed, where it is understood that Rn(x) = +∞ if x /∈ Y. Setting Rn(x) := γn2 infy∈K ∥x−
y∥2 and Rn(x) := iK(x) + 12γn ∥x∥αY, (2.4.4) and (2.4.5) are verified as in the previous example.
Again, it is possible to show that the density property is a necessary condition for the existence
of a strong recovery sequence. This is the purpose of the following result which is similar to
Lemma 4.8.
Lemma 4.10. Let the assumptions of Example 4.9 be satisfied. Further suppose that K ∩Y ⊊ K. Let the
corresponding sequence (γ′n) be fixed. Then for all x ∈ K \ K ∩Y there exists a strictly increasing sequence
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(γn) with γn → ∞ such that there exists no strong recovery sequence at x, i.e.,
F(yn) + Rn(yn)↛ F(x)
for all (yn) ⊂ X with yn → x, where (Rn) is given by (4.1.8).
Proof. Let x ∈ K \ K ∩Y and ρ > 0 such that Bρ(x) ∩ K ∩Y = ∅.
(a) We first prove the following result:
∀ n ∈N ∃ γn > 0 :
[
y ∈ Y ∧ dist(y, K ∩ Bρ(x))2 < 1γn =⇒ ∥y∥2Y > γ′n
]
. (4.1.9)
Assume the opposite, i.e., there exists n0 ∈Nwith
∀ n ∈N ∃ yn ∈ Y, vn ∈ K ∩ Bρ(x) :
[∥yn − vn∥2 ≤ 1n ∧ ∥yn∥2Y ≤ γn0] .
As in the proof of Lemma 4.8 it follows that there exists a subsequence (vnk) of (vn) with vnk ⇀ v
and v ∈ Bρ(x)∩ K. As yn − vn → 0, one also obtains ynk ⇀ v. From ∥yn∥2Y ≤ γn0 for all n ∈N, one
deduces that v ∈ Y and thus v ∈ Y ∩ K ∩ Bρ(x) = ∅, which is a contradiction.
(b) Non-existence of a strong recovery sequence:
Choose (γn) according to (4.1.9) and assume that there exists a recovery sequence (yn) to x
which means that yn → x and
F(yn) + γn2 dist(yn, K)
2 + 12γ′n ∥yn∥2Y → F(x).
The continuity of F implies that 12γ′n ∥yn∥2Y → 0 and
γn
2 dist(yn, K)
2 → 0. Consequently, using
yn → x, there exists n1 ∈N such that
dist(yn, K)2 = dist(yn, K ∩ Bρ(x))2 ≤ 1γn
for all n ≥ n1. With the help of part (a), we conclude that ∥yn∥2 ≥ γ′n for all n ≥ n1 which
contradicts 12γ′n ∥yn∥2Y → 0.
As a consequence of the above statements, the density property K ∩Y = K is also a necessary
condition for the consistency of the perturbation approaches (4.1.6) and (4.1.8) with respect to the
limit problem (4.1.1) in the norm topology. It should also be emphasized that these examples only
represent an assorted variety of perturbations which fit into the problem class (4.1.4).
4.2 Elliptic Variational Inequalities
Closure properties of convex intersections of the type (4.0.1) are also of fundamental importance
for the analysis of perturbations of variational inequalities. Let X be a Hilbert space and K ⊂ X a
nonempty, closed and convex subset. In this section we consider the general variational inequality
problem of the first kind:
Find u ∈ X : ⟨A(u), v− u⟩ ≥ ⟨l, v− u⟩ ∀ v ∈ K, (4.2.1)
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for some, in general, nonlinear operator A : X → X∗ and l ∈ X∗. This problem can be equivalently
reformulated using the indicator function iK to K.
Find u ∈ X : ⟨A(u), v− u⟩+ iK(v)− iK(u) ≥ ⟨l, v− u⟩ ∀ v ∈ X. (4.2.2)
The operator A is assumed to be Lipschitz continuous, i.e., there exists L > 0 with
∥A(v)− A(u)∥ ≤ L∥v− u∥ ∀ u, v ∈ X,
and strongly monotone, i.e., there exists κ > 0 with
⟨A(v)− A(u), v− u⟩ ≥ κ∥v− u∥2 ∀ u, v ∈ X.
Under the standing assumptions, the Lions-Stampacchia-Theorem ensures that problem (4.2.1) has
a unique solution u¯ . In the following, we investigate three main classes of perturbations of (4.2.1)
and their relation to the density properties of K.
4.2.1 Quasi-monotone perturbation
Suppose (Rn) is a quasi-monotone perturbation of iK (Definition 2.18). Consider the perturbed
variational inequality problem,
find un ∈ X : ⟨A(un), v− un⟩+ Rn(v)− Rn(un) ≥ ⟨l, v− un⟩ ∀ v ∈ X, (4.2.3)
where (Rn) is a quasi-monotone perturbation of iK with respect to a dense subspace Y of X
according to Definition 2.18. The stability of the approximation scheme (4.2.3) hinges on the
density property (4.0.1). If the latter condition is fulfilled and, additionally, the lower bound Rn is
weakly l.s.c., then Proposition 2.19 implies that (Rn) Mosco-converges to iK. Thus one may invoke
Theorem 3.1 to conclude the consistency of the perturbation scheme.
4.2.2 Galerkin approximation
In general, finite-dimensional approximations of K are neither conformal nor nested as was the
case in Example 4.4 and Example 4.7, where K was ’discretized’ by K ∩ Xn which is numerically
realizable only in special cases. Instead, it is often more favorable to consider non-nested approxi-
mations Kn ⊂ Xn with Kn ⊈ K in general, such that the finite-dimensional variational inequality
problems,
find un ∈ X : ⟨A(un), v− un⟩+ iKn(v)− iKn(un) ≥ ⟨l, v− un⟩ ∀ v ∈ X, (4.2.4)
do not fit into the framework of quasi-monotone perturbations. According to Theorem 3.1, the
Mosco-convergence of (Kn) to K, or equivalently, the weak and strong sequential Γ-convergence of
iKn to iK, suffices to ensure that the approximation (4.2.4) is stable with respect to the limit problem
(4.2.2). This property is maintained in a very general context, that is, the monotone operator A and
the right hand side f may also be perturbed. Under mild monotonicity assumptions on A and its
possible perturbations one may even derive strong convergence for the discrete solutions (un), see
[95] for details. However, Mosco-convergence requires the existence of a recovery sequence for any
element u ∈ K. To construct this sequence in the context of finite element methods, one typically
uses an interpolation procedure which is only defined on the (supposedly) dense subset K ∩Y of
K where typically Y = C∞(Ω) or Y = C(Ω), cf. [53], which again leads to problem (4.0.1). At this
point, we refer to Section 6.1 for details and a variety of examples.
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4.2.3 Singular perturbation
In the context of variational inequalities, the closure property (4.0.1) also plays a role in the theory
of singular perturbations. Let A1 : Y → Y∗ be a Lipschitz continuous and strongly monotone
operator on the Hilbert space (Y, ∥ . ∥Y) which is supposed to embed densely and continuously
into X. For a sequence of regularization parameters (γn) with γn → +∞ consider the perturbed
problems,
find un ∈ K ∩Y : ⟨(A + 1γn A1)(un), v− un⟩ ≥ ⟨l, v− un⟩ ∀ v ∈ K ∩Y. (4.2.5)
Provided K ∩Y is closed in Y, observe that problem (4.2.5) admits a unique solution un ∈ K ∩Y.
In this case, the appropriate limit problem is given by
Find u ∈ K ∩YX : ⟨A(u), v− u⟩ ≥ ⟨l, v− u⟩ ∀ v ∈ K ∩YX, (4.2.6)
which corresponds to the initial variational inequality problem if the density property (4.0.1)
holds true. In this case the sequence (un) converges strongly in X to the solution of (4.2.6). Here,
the assumptions on A1 may be alleviated. For details, [103, Section 4.9] may be consulted. In a
similar fashion, the closure of K ∩Y also plays an important role in the analysis and the design of
algorithms for hyperbolic variational inequalities of first order in that it determines the limit of
vanishing viscosity approaches; see, e.g., [104, p.160 ff.].
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Spaces
From the discussion of the preceding chapter it follows that density properties of the given convex
constraint set K represent the basis for the consistency of various perturbation methods to solve
associated variational inequality or optimization problems over K. In this chapter, we are primarily
interested in density properties of pointwise constraint sets in Sobolev spaces which typically
arise in many variational problems involving PDEs and comprise a myriad of applications such as
elasto-plasticity, image restoration or Bingham flow problems, to mention only a few. They also
naturally appear as a physical or budgetary restriction in optimal control problems.
5.1 Cone Constraints
Before elaborating on sets involving pointwise constraints on the norm, we deal with the simpler
setting where the pointwise constraint represents a cone constraint. The subsequent results are
implicitly used on many occasions in this text, especially in the context of contact constraints in
elasto-plasticity. The most basic situation occurs when the metric projection is known to preserve
the regularity. This setting applies to some unilateral constraints.
Lemma 5.1. Let X be a Hilbert space and Y ⊂ X a dense subset of X. Let K ⊂ X be nonempty, convex
and closed. If the projection mapping πK : X → K is Y-invariant, i.e.,
πK(Y) ⊂ Y, (5.1.1)
then K ∩YX = K, i.e., K ∩Y is dense in K with respect to the norm in X.
Proof. By density, there exists for x ∈ K a sequence (xn) ⊂ Y with xn → x. Now, πK(xn) ∈ Y for
all n by assumption, such that
∥πK(xn)− x∥X = ∥πK(xn)− πK(x)∥X ≤ ∥xn − x∥X → 0,
as n → ∞.
Example 5.2. Consider the space X = L2(Ω) for a Lipschitz domain Ω ⊂ RN and the dense sub-
space Y = H1(Ω). Define K = L2−(Ω) := {u ∈ L2(Ω) : u ≤ 0 a.e. in Ω} as the cone of nonpositive
functions in L2(Ω). Hence, the projection onto K is given by πK(u)(x) = min(0, u(x)), x ∈ Ω,
where πK(u) ∈ Y for all u ∈ Y. Thus it holds that
{u ∈ H1(Ω) : u ≤ 0 a.e. in Ω}L
2(Ω)
= L2−(Ω).
Example 5.3. Let Ω ⊂ RN be a bounded Lipschitz domain. Consider the space X = L2(Γ) on a
nonempty open subset Γ ⊂ ∂Ω. Define K = L2−(Γ) := {z ∈ L2(Γ) : z ≤ 0 a.e. on Γ} as the cone of
nonpositive functions in L2(Γ). The projection onto K is given by πK(z)(x) = min(0, z(x)), x ∈ Γ.
47
5 Density Results for Pointwise Constraint Sets in Sobolev Spaces
As a consequence of Lemma 1.2, it holds that πK(u) ∈ Y = H1/2(Γ) for any u ∈ Y which implies
{z ∈ H1/2(Γ) : z ≤ 0 a.e. on Γ}L
2(Ω)
= L2−(Ω). (5.1.2)
In general, the Y-invariance (5.1.1) of the projection operator is not given. Therefore, density
properties require alternative proof strategies. Consider, for instance, the following result which
provides a stronger statement than Example 5.2. For Sobolev spaces on manifolds, we refer to
Section 1.2.4.
Lemma 5.4. Let Γ be a k-dimensional C∞-submanifold ofRN (k ≤ N) and consider (Γ, g), g := ⟨ . , . ⟩RN ,
as a Riemannian manifold. Then the density property,
L2−(Γ) ∩ C∞c (Γ)
L2(Γ)
= L2−(Γ) (5.1.3)
holds for L2−(Γ) := {u ∈ L2(Γ) : u ≤ 0 a.e. on Γ}.
Proof. Let u ∈ L2−(Γ). Since C∞c (Γ) is dense in L2(Γ) [56] there exists a sequence (φk) ⊂ C∞c (Γ),
such that φk → u in L2(Γ). We further denote by
ψk ∈ C0,1(R) ∩ C∞(R), k ∈N,
non-positive functions with uniformly bounded Lipschitz modules Lk, i.e. supk Lk < +∞, which
satisfy
ψk(t)→ min(0, t) ∀ t ∈ R.
Such a sequence (ψk) can be easily constructed [56, Example 5.3]. Using the triangle inequality we
infer
∥u− ψk(φk)∥L2(Γ) ≤ ∥min(0, u)− ψk(u)∥L2(Γ)  
→0
+ ∥ψk(u)− ψk(φk)∥L2(Γ)  
≤Lk∥u−φk∥L2(Γ)
where the convergence of the left summand follows from the Dominated Convergence Theorem.
This completes the proof.
If (X, ( . , . )) is a Hilbert space, the above results may be employed to draw useful conclusions
on the closure of K ∩ Y in the topology of the dual space. For the statement of the subsequent
result, we denote by
K◦ := {x ∈ X : (x, v) ≤ 0 ∀ v ∈ K},
the polar cone to a subset K ⊂ X in X upon the identification X ≃ X∗ provided by the Riesz
isomorphism.
Lemma 5.5. Let (Y, ∥ . ∥Y) be a reflexive Banach space which embeds densely and continuously into the
Hilbert space (X, ( . , . )) with embedding operator ι : Y ↪→ X and adjoint ι∗ : X → Y∗. Let K ⊂ X be a
nonempty convex cone. Provided the density property (4.0.1) is satisfied, it holds that
ι∗(K ∩Y)Y
∗
= (K◦ ∩Y)∗,
where
(K◦ ∩Y)∗ := {y∗ ∈ Y∗ : ⟨y∗, y⟩(Y∗ ,Y) ≤ 0 ∀ y ∈ K◦ ∩Y},
i.e., (K◦ ∩Y)∗ denotes the polar cone of K◦ ∩Y with respect to the pairing (Y∗, Y).
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Proof. By the Bipolar Theorem [102], it holds that ι∗(K ∩Y)Y
∗
= (ι∗(K ∩Y))∗∗, where the bipolar
cone (ι∗(K ∩Y))∗∗ is defined by
(ι∗(K ∩Y))∗∗ = {y∗ ∈ Y∗ : ⟨y∗, y⟩(Y∗ ,Y) ≤ 0 ∀ y ∈ (ι∗(K ∩Y))∗}.
Here, we employ the identification Y∗∗ ≃ Y for the elements of (ι∗(K ∩Y))∗ ⊂ Y∗∗. For that reason
it suffices to show that
ι∗(K ∩Y)∗ = K◦ ∩Y,
and indeed, the definition of the polar cone implies that any element y ∈ ι∗(K ∩Y)∗ is characterized
by
⟨y, ι∗y˜⟩(Y,Y∗) = (y, y˜) ≤ 0 ∀ y˜ ∈ K ∩Y.
With the density assumption one retrieves (y, x) ≤ 0 for all x ∈ K and thus y ∈ K◦ ∩Y, which ends
the proof.
Example 5.6. By virtue of the density property (5.1.2), we obtain
ι∗({z ∈ H1/2(Γ) : z ≤ 0 a.e. on Γ})H
−1/2(Γ)
= H1/2+ (Γ)
∗,
where
H1/2+ (Γ)
∗ = {z∗ ∈ H−1/2(Γ) : ⟨z∗, z⟩ ≤ 0 ∀ z ∈ H1/2(Γ), z ≥ 0 a.e. on Γ}
denotes the polar cone to the nonnegative functions in H1/2(Γ) and ι is the canonical embedding
of H1/2(Γ) into L2(Γ).
5.2 Continuous Obstacles
From now on, we mainly focus on the case where X = X(Ω) ⊂ L1(Ω)d is a usual (possibly vector-
valued) Lebesgue or Sobolev space over a bounded Lipschitz domain Ω ⊂ RN and Y = Y(Ω) is a
dense subspace of continuous or smooth vector fields. The constraint set KΛ prescribes a pointwise
bound on the norm of the function value, the gradient or the divergence, i.e.,
KΛ(X(Ω)) := {w ∈ X(Ω) : |Λw(x)| ≤ α(x) a.e. in Ω}, (5.2.1)
with Λ ∈ {id,∇, div}. Here, | . | designates an arbitrary norm on Rd, RN×d or R, respectively, and
α : Ω → R ∪ {+∞} is assumed to be a nonnegative Lebesgue measurable function. In the case
Λ = id, we simply write K = Kid. The space of functions that are restrictions to Ω of smooth
functions with compact support on RN is denoted by D(Ω), that is,
D(Ω) = {φ|Ω : φ ∈ C∞c (RN)}.
For real-valued uniformly continuous obstacles with
ess inf
x∈Ω
α(x) > 0, (5.2.2)
the following important result can be found in the recent paper [69].
Theorem 5.7. Let 1 ≤ p < +∞ and α ∈ C(Ω) with (5.2.2). Then the following density result for
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X(Ω) ∈ {Lp(Ω;Rd), W1,p0 (Ω;Rd), H0(div;Ω)}, holds true:
K(C∞c (Ω)d)
X(Ω)
= K(X(Ω)), (5.2.3)
where d = N if X(Ω) = H0(div;Ω). Moreover, it holds that
KΛ(C∞c (Ω)d)
X(Ω)
= KΛ(X(Ω)),
for Λ = ∇, X(Ω) = W1,p0 (Ω)d and Λ = div, X(Ω) = H0(div), where d = N in the latter case.
To analyze the case without homogeneous Dirichlet boundary conditions, a small modification
of the approximating sequence constructed in [69] is sufficient in order to arrive at the following
statement.
Theorem 5.8. Let 1 ≤ p < +∞. Let α ∈ C(Ω) fulfill (5.2.2). Then it holds that
K(D(Ω)d)W
1,p(Ω)d
= K(W1,p(Ω)d), (5.2.4)
i.e., K(D(Ω)d) is dense in K(W1,p(Ω)d) with respect to the norm topology in W1,p(Ω)d.
Proof. Let w ∈ K(W1,p(Ω)d). SinceΩ is a bounded Lipschitz domain we may extend w to a function
in W1,p(RN)d using for each component the extension-by-reflection operator. The resulting operator
E : W1,p(Ω)d → W1,p(RN)d has the properties Ew|Ω = w and E ∈ L(W1,p(Ω)d, W1,p(RN)d). The
extension is constructed as follows [4]: We first choose a partition of unity ηj, j = 0, . . . J,
ηj ∈ C∞c (Ωj), ηj ≥ 0,
J∑
j=0
ηj(x) = 1 ∀ x ∈ Ω,
subordinate to the covering
Ω ⊂
N⋃
j=0
Ωj, (5.2.5)
where Ωj, j = 1, . . . , J, are the sets given by the Lipschitz regularity of ∂Ω (Definition 1.1) supple-
mented by an open set Ω0 with Ω0 ⋐ Ω such that (5.2.5) holds true. The extension problem is
localized writing
w =
J∑
j=0
ηjw. (5.2.6)
Since η0 has compact support in Ω, we have η0w ∈ W1,p0 (Ω)d and we define
E0 : W
1,p
0 (Ω)
d → W1,p(RN)d
as the componentwise extension-by-zero operator. With the notation from Definition 1.1, we further
note that since Brj(yj) has a smooth boundary, the local parametrizations gj can be extended to
functions g˜j in Ck,κ(Rn−1) [51, Lemma 6.36]. For j ∈ {1, . . . , J}, one observes that ηjw ∈ W1,p(Ω˜j)d,
where Ω˜j denotes the interior of the epigraph of g˜j, i.e.,
Ω˜j = {x ∈ RN : g˜j(x˜j) < xjN}.
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Recall that x˜j = [xj1, . . . , x
j
N−1] where x = [x
j
1, . . . , x
j
N ] are the coordinates of x in the j-th local
coordinate system according to Definition 1.1. The functions ηjw are then extended to RN by
reflection on the graph of g˜j:
Ejw(x) :=
{
w(x), x ∈ Ω˜j,
w(x˜j, 2g˜j(x˜)− xjN), g˜j(x˜j) > xjN ,
such that Ejw|Ω˜j = w. Moreover, it can be shown that Ej ∈ L(W1,p(Ω˜j)d, W1,p(RN)d), cf. [4]. Using
(5.2.6), we set
Ew =
J∑
j=0
Ej(ηjw), (5.2.7)
which represents the desired extension operator E ∈ L(W1,p(Ω)d, W1,p(RN)d). From the definition
of the operators Ej, it can be deduced that (5.2.7) also defines an extension operator EC(Ω) : C(Ω)→
C(RN) which satisfies (EC(Ω)α)|Ω = α, and, since Ej(ηjαj) ∈ Cc(RN), also EC(Ω)α ∈ Cc(RN). In
addition,
|E0(η0w)(x)| ≤ E0(η0α)(x), |Ej(ηjw)(x)| ≤ Ej(ηjα)(x), j = 1, . . . J,
for a.e. x ∈ RN . Hence, we have
|Ew(x)| ≤
J∑
j=0
|Ej(ηjw)(x)| ≤
J∑
j=0
Ej(ηjα)(x) = EC(Ω)α(x), a.e. x ∈ RN . (5.2.8)
For a sequence (ρn) of smooth mollifiers ρn(x) = nNρ(nx) where
ρ ∈ D(RN), ρ ≥ 0, ρ(x) = 0 for |x| ≥ 1,
ˆ
RN
ρ(x) dx = 1, (5.2.9)
we define the approximating sequence Sn(w,Ω) to w by
Sn(w,Ω)(x) := (ρn ∗ Ew)(x) =
ˆ
RN
Ew(y) ρn(x− y)dy, x ∈ RN . (5.2.10)
It is well known that Sn(w,Ω)|Ω → w in W1,p(Ω)d as n → ∞ and, since Ew has compact support in
RN , it holds that Sn(w,Ω) ∈ C∞c (RN)d and in particular Sn(w,Ω)|Ω ∈ D(Ω)d. In order to achieve
feasibility, we use the scaling sequence
βn :=
(
1+
supx∈RN |αn(x)−EC(Ω)α(x)|
minx∈Ω α(x)
)−1
∈ (0, 1],
where αn(x) := ((EC(Ω)α) ∗ ρn)(x), x ∈ RN . Since EC(Ω)α ∈ Cc(RN), (αn) converges to EC(Ω)α
uniformly in RN and thus βn → 1 as n → ∞. In addition, (5.2.8) together with (5.2.10) yields
|Sn(w,Ω)| ≤ αn(x) for x ∈ RN and thus
β−1n α(x) = α(x) +
supx∈RN |αn(x)−EC(Ω)α(x)|
minx∈Ω α(x)
α(x) ≥ αn(x) ≥ |Sn(w,Ω)|, (5.2.11)
for all x ∈ Ω. Consequently, βnSn(w,Ω) ∈ K(D(Ω)d) and βnSn(w,Ω) → w in W1,p(Ω)d which
accomplishes the proof.
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Remark 5.9. In [69], an additional reparametrization appears in the definition of the approximating
sequence (5.2.10) in order to safeguard the homogeneous Dirichlet boundary condition. This is not
necessary in the context of Theorem 5.8.
5.3 Discontinuous Obstacles
5.3.1 A counterexample for obstacles in Sobolev spaces
Note that Theorem 5.8 requires continuous obstacles. In some applications, such as in the regular-
ization and discretization of elasto-plasticity or image restoration problems, it may be useful to
consider obstacles which are not continuous. Under such circumstances, the results of this section
show that density properties of the type (5.2.3) or (5.2.4) cannot be expected if the obstacle is just a
Sobolev function.
To begin with, the following Lemma generalizes the construction in [48, Example 4, p.247].
Lemma 5.10. Let Ω ⊂ RN be a bounded domain and {xk : k ∈N} ⊂ Ω a countable dense subset, i.e.,
{xk : k ∈N} = Ω.
Further let 1 ≤ p < +∞. Then it holds that for any u ∈ W1,ploc (RN) and any absolutely convergent series∑
k∈N ak, ak ∈ R, the function g defined by
g(x) =
∞∑
k=1
aku(x− xk), (5.3.1)
is well-defined and belongs to W1,p(Ω).
Proof. We write Ω− {xk} := {x− xk : x ∈ Ω}. Since Ω is bounded, there is an open set Ω0 ⋐ RN
which fulfills
⋃
k∈N(Ω− {xk}) ⊂ Ω0. To prove the convergence of the series
∑∞
k=1 aku( . −xk) in
W1,p(Ω), we first note that u ∈ W1,ploc (RN) implies that ∥u( . −xk)∥W1,p(Ω) is bounded uniformly in
k:
∥u( . −xk)∥pLp(Ω) =
ˆ
Ω
|u(x− xk)|p dx =
ˆ
Ω−{xk}
|u(x)|p dx ≤
ˆ
Ω0
|u(x)|p dx.
The same argument is valid for ∂i(u( . −xk)) = ∂iu( . −xk). Therefore one obtains
n∑
k=1
∥aku( . −xk)∥W1,p(Ω) ≤ ∥u∥W1,p(Ω0)
n∑
k=1
|ak|,
which means that the series
∑∞
k=1 aku( . −xk) is absolutely convergent and, since W1,p(Ω) is a
Banach space, also convergent in W1,p(Ω).
Remark 5.11. Since any absolutely convergent series in Lp(Ω) is also converging pointwise a.e. to
its Lp(Ω)−limit function [29, Theorem 2.9], the function g defined in (5.3.1) is also the pointwise
(a.e.) limit of the series
∑∞
k=1 aku(x− xk).
We are now ready to construct the counterexample. Without loss of generality, assume 0 ∈ Ω ⊂
RN with N ≥ 2 and denote by
Bε(x) := {y ∈ RN : |x− y|2 ≤ ε},
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the open ball with radius ε > 0 and center x ∈ RN with respect to the Euclidean norm | . |2 in RN .
Let {xk : k ∈N} be a countable dense subset, i.e.,
{xk : k ∈N} = Ω,
and r > 0 such that Br(0) ⊂ Ω. Consider the function
φ(x) := φ˜(x) · ln(ln(c|x|−12 )), c ≥ er fixed, (5.3.2)
where φ˜ ∈ C∞c (Br(0)) is a smooth cut-off function with φ˜(x) ≥ 0 for all x ∈ Br(0) and φ˜ ≡ 1 on
Br/2(0). We note that φ is nonnegative with a singularity at the origin and it belongs to W1,N(RN),
cf. [1, Example 4.43]. Further set
g(x) :=
∞∑
k=1
k−2φ(x− xk), (5.3.3)
and note that g ∈ W1,N(Ω) with g being unbounded at each xk, see Lemma 5.10. Further take a
function ϕ ∈ C1(R) with 0 ≤ ϕ(t) < 1, ϕ(t) → 1 for t → +∞ and |ϕ′(t)| ≤ c for all t ∈ R. Then
the obstacle
α := 2− ϕ ◦ g (5.3.4)
belongs to W1,N(Ω) (see, e.g., [80, Lemma A.3]). Notice also that α is bounded away from zero and
it is basically equal to 1 on the dense set {xk : k ∈N}. Consequently, any continuous function w
with w ≤ α a.e. in Ω fulfills w ≤ 1 on Ω:
Assume the latter is not the case. Then, there exist k0 ∈N as well as µ > 0, δ > 0 such that
w(x) ≥ 1+ µ ∀ x ∈ Bδ(xk0). (5.3.5)
Let R > 0 be such that ϕ(t) ≥ 1− µ2 for all t ≥ R. By continuity, there also exists δ′ > 0 such that
φ(x− xk0) ≥ Rk20 a.e. in Bδ′(xk0) such that
g(x) ≥ k−20 φ(x− xk0) ≥ R, a.e. x ∈ Bδ′(xk0),
which implies
w(x) ≤ α(x) = 2− ϕ(g(x)) ≤ 1+ µ2 a.e. x ∈ Bδ′(xk0),
contradicting (5.3.5). Hence, any sequence of continuous functions approximating α from below
is bounded above by 1. However, as α(x) > 1 for a.e. x ∈ Ω by definition, and convergence in
the norm topology of Lp(Ω) implies convergence pointwise a.e. (along a certain subsequence), we
obtain
α ∈ K(Lp(Ω)) \ K(C(Ω) ∩ Lp(Ω))L
p(Ω)
, (5.3.6)
for any 1 ≤ p ≤ +∞ and
α ∈ K(W1,p(Ω)) \ K(C(Ω) ∩W1,p(Ω))W
1,p(Ω)
, (5.3.7)
for all p ≤ N where α is defined by (5.3.4). At this point, we recall that
K(X(Ω)) = {w ∈ X(Ω) : |w(x)| ≤ α(x) a.e. on Ω}, X(Ω) ⊂ L1(Ω),
in accordance with the notation from (5.2.1).
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Remark 5.12 (Complements on the counterexample). An interesting point in the preceding coun-
terexample is the structure of the set of singularities S where g(x) is not well-defined as a real
number by the infinite sum (5.3.3) if φ from (5.3.2) is understood as the function (and not its
equivalence class), which is well-defined and continuous on Ω \ {0}. Extending φ to Ω by setting
φ(0) = +∞, we obtain g(xk) = +∞ for all k ∈ N and, understanding g : Ω → R ∪ {+∞} as an
extended real-valued function, we arrive at the following definition:
S := {x ∈ Ω : g(x) = +∞ with g(x) defined by (5.3.3) where φ(0) = +∞}.
By definition, the set {xk : k ∈ N} is contained in S . Besides, it is certain that S , and thus the
points where the infinite series does not converge, must have measure zero. If not, then the limit
function g which is also the pointwise a.e. limit, see Remark 5.11, would be equal to +∞ on a set of
positive measure, which contradicts the fact that g ∈ H1(Ω). On the other hand, S is in a certain
sense much “bigger” than {xk : k ∈N}. A first indication of this fact is the observation that the set
{xk : k ∈N} is strictly contained in S . Otherwise, we could consider the concrete representative
of α from (5.3.4) given by
α(x) =
{
1, on {xk : k ∈N}
2− ϕ(g(x)), on Ω \ {xk : k ∈N}.
This well-defined function α : Ω → R is continuous on {xk : k ∈ N} and discontinuous on
Ω \ {xk : k ∈ N} by the density property of {xk : k ∈ N} in Ω and the fact that α(x) > 1 for all
x /∈ {xk : k ∈N}. However, this is a contradiction, as the following standard topological argument
shows: It is well known that the set of discontinuities of a function defined on a metric space
is an Fσ-set [9, Theorem 8.2.6], i.e., it can be expressed as the countable union of closed subsets.
Applying this result to the above representative α : Ω→ R, one obtains a sequence of closed sets
Fi ⊂ RN such that
Ω \ {xk : k ∈N} =
⋃
i∈N
(Fi ∩Ω) =
⋃
i∈N
⎛⎝Fi ∩ ⋃
j∈N
Gj
⎞⎠ = ⋃
i,j∈N
(Fi ∩ Gj), (5.3.8)
where the second equality in (5.3.8) makes use of suitable sets Gj ⊂ RN which are closed in RN
and fulfill Ω =
⋃
j∈N Gj. Also note that Fi ∩ Gj is closed and nowhere dense in RN . Finally, we
obtain the countable decomposition
Ω =
⋃
k∈N
{xk} ∪
⋃
i,j∈N
(Fi ∩ Gj)
of Ω into nowhere dense subsets which is inconsistent with the Baire category theorem. Conse-
quently, it holds that {xk : k ∈N} ⊊ S .
The set S even turns out to be nonmeager. At this point we remark that in the literature related
to the Baire category theorem, a nonmeager set is often called of second category, i.e, it cannot
be expressed as the countable union of nowhere dense subsets of RN . To prove this property, we
define the nested sets
Sn :=
⋃
k∈N
Brnk(xk) ∩Ω, rnk := ce−e
nk2
,
which consist of the union of open balls with diminishing radius around the points xk. It can be
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verified that ⋂
n∈N
Sn ⊂ S .
To show this, let x ∈ ⋂n∈N Sn and n ∈ N arbitrary. By definition, there exists an index k0 with
x ∈ Brnk0 (xk0) ∩Ω. Hence,
g(x) =
∞∑
k=1
k−2φ(x− xk) ≥ k−20 ln ln(c|x− xk0 |−12 ) ≥ n.
Letting n → ∞ yields g(x) = +∞ and thus x ∈ S . On the other hand, we observe that any
complement S cn is closed and a similar argument as in (5.3.8) shows that(⋂
n∈N
Sn
)c
∩Ω =
⋃
n∈N
(Scn ∩Ω) =
⋃
j,n∈N
(Scn ∩ Gj).
Since all sets Sn contain the dense set {xk : k ∈N}, S cn ∩ Gj also has empty interior. Therefore the
complement of
⋂
n∈N Sn in Ω is meager, or, in other words, of first category. The Baire category
theorem implies that
⋂
n∈N Sn, and thus S , must be nonmeager. To summarize, the set S of
singularities of g has the following properties:
• for x ∈ Ω,∑∞k=1 k−2φ(x− xk) diverges, if and only if, x ∈ S ,
• λ(S) = 0,
• S is nonmeager (of second category),
• {xk : k ∈N} ⊊
⋂
n∈N Sn ⊂ S .
Remark 5.13 (Erratum). The preceding counterexample shows that the density property
K(C∞c (Ω)d)
L2(Ω)d
= K(L2(Ω)d)
which is stated in [72, Lemma B.3] does not hold for arbitrary obstacles α ∈ L2(Ω) which are
bounded away from zero unless further conditions on α are imposed, cf. below. Using the notation
of the latter reference, the proof of that Lemma fails in the case where the subsets
Kδj := {x ∈ Kj : dist(x,Ω \ Kj) < δ},
do not fulfill
λ(Kδj )→ 0 as δ→ 0. (5.3.9)
Here, Kj = Kj(δ) ⊂ Ω denotes a compact set such that the restriction to Kj of the approximated
function w ∈ K(L2(Ω)d) is continuous and λ(Ω \Kj) < δ. The existence of Kj is ensured by Lusin’s
theorem. Note that (5.3.9) fails, for example, if K˚j = ∅. In this situation, the continuous cut-off
function
wδ,j(x) :=
min(δ,dist(x,Ω\Kj))
δ wj,
where wj are the components of w, simply vanishes everywhere on Ω and the suggested approxi-
mating sequence defined in the proof of [72, Lemma B.3] does not fulfill the desired approximation
property. Observe that this is the case in the above counterexample, i.e., for d = 1 and w = α, as
the respective Kj from Lusin’s theorem cannot contain interior points since no representative of α is
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continuous on an open subset of Ω. However, the results of the subsequent sections in this chapter
indicate that the density property remains valid for a large class of discontinuous obstacles.
We summarize the preceding results on general discontinuous obstacles in the following state-
ment.
Theorem 5.14. The following density results hold true:
(i) Let N ≥ 2 and 1 ≤ p ≤ +∞. Then there exists an obstacle α ∈ W1,N(Ω) ∩ L∞(Ω) satisfying
(5.2.2) such that,
K(C(Ω) ∩ Lp(Ω))L
p(Ω)
⊊ K(Lp(Ω)),
the inclusion being strict.
(ii) Let N ≥ 2 and 1 ≤ p ≤ N. Then there exists an obstacle α ∈ W1,N(Ω) ∩ L∞(Ω) satisfying (5.2.2)
such that,
K(C(Ω) ∩W1,p(Ω))W
1,p(Ω)
⊊ K(W1,p(Ω)),
the inclusion being strict.
(iii) Let N < p < +∞ or p = N = 1. For any measurable obstacle function α : Ω→ R∪ {+∞} which
satisfies (5.2.2), it holds that
K(D(Ω)d)W
1,p(Ω)d
= K(W1,p(Ω)d).
Proof. We only prove assertion (iii) since (i) and (ii) follow immediately from (5.3.6) and (5.3.7). As
a consequence of the Sobolev Imbedding Theorem, any w ∈ K(W1,p(Ω)d) is contained in C(Ω)d.
Let w ∈ K(W1,p(Ω)d). Setting
αˆ(x) = max(|w(x)|, ess inf
x∈Ω
α(x)),
it follows that |w(x)| ≤ αˆ(x) a.e. in Ω. Since αˆ ∈ C(Ω) and (5.2.2) holds with αˆ instead of α, we
may invoke Theorem 5.8 to infer that there exists a sequence (wn) ⊂ D(Ω)d with wn → w in
W1,p(Ω)d and |wn(x)| ≤ αˆ(x) ≤ α(x) such that wn ∈ K(D(Ω)d)) which accomplishes the proof.
Adapting the approximation sequence in a suitable way, one may also infer the corresponding
statements for Sobolev spaces incorporating homogeneous Dirichlet boundary conditions.
Corollary 5.15. The following density results hold true:
(i) Let N ≥ 2 and 1 ≤ p ≤ N. Then there exists an obstacle α ∈ W1,N(Ω) ∩ L∞(Ω) satisfying (5.2.2)
such that,
K(C(Ω) ∩W1,p0 (Ω))
W1,p0 (Ω)
⊊ K(W1,p0 (Ω)),
the inclusion being strict.
(ii) Let N < p < +∞ or p = N = 1. For any measurable obstacle function α : Ω→ R∪ {+∞} which
satisfies (5.2.2), it holds that
K(C∞c (Ω)d)
W1,p0 (Ω)
d
= K(W1,p0 (Ω)
d).
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Proof. (i) For the upper bound α from (5.3.4), the set K(W1,p0 (Ω)) contains α · φˆ for a suitable cut-off
function φˆ ∈ C∞c (Ω), 0 ≤ φˆ ≤ 1 with φˆ ≡ 1 except on a small neighborhood of ∂Ω. The assertion
now follows directly from the discussion preceding Remark 5.12.
(ii) Taking account of Theorem 5.7, statement (ii) can be proven analogously to Theorem 5.14(iii).
At this point we want to give an alternative proof of (ii) which serves to clarify the proof of
Theorem 5.7 and its dependence on the regularity of Ω. Let w ∈ K(W1,p0 (Ω)d). As a consequence
of the Sobolev Imbedding theorem, w is contained in C0(Ω)d.
Step 1: On star-shaped bounded Lipschitz domains, we consider the approximating sequence
from [69, Lemma 2] which preserves zero boundary conditions: After a suitable translation, we
may assume that Ω is star-shaped with respect to the origin. For ε > 0 let λ ∈ (0, 1) such that
wλ := λw fulfills ∥wλ − w∥W1,p(Ω)d < ε/2. Define δλ := (1− λ) ess infx∈Ω α(x) > 0 and observe
that
|wλ(x)| ≤ α(x)− δλ for a.e. x ∈ Ω. (5.3.10)
Induced by a sequence of monotonically increasing parameters (θn) with θn ↑ 1, we consider the
following approximating sequence to wλ,
Sn(wλ,Ω) := ρn ∗ w˜θnλ . (5.3.11)
Here, ρn is defined as in (5.2.9) and wθnλ (x) := w˜λ(
x
θn
) where w˜λ denotes the extension by zero of
wλ to RN . This implies Sn(wλ,Ω) ∈ C∞c (Ω)d for sufficiently large n. Furthermore, [69, Lemma 2]
entails that
Sn(wλ,Ω)→ wλ in W1,p0 (Ω)d, Sn(wλ,Ω)→ wλ in C0(Ω)d, (5.3.12)
as n → ∞. Moreover, let n = n(λ) be sufficiently large to yield
∥Sn(wλ,Ω)− wλ∥W1,p(Ω)d < ε/2, ∥Sn(wλ,Ω)− wλ∥C(Ω)d < δλ.
Consequently, we obtain Sn(wλ,Ω) ∈ K(C∞c (Ω)d) from (5.3.10) and
∥Sn(wλ,Ω)− w∥W1,p(Ω)d < ε
by the triangle inequality.
Step 2: For a general bounded Lipschitz domain Ω, we cover ∂Ω by open sets Oj, j = 1, . . . J,
such that Ω ∩Oj is an open set with Lipschitz boundary which is star-shaped with respect to one
of its points, see [120]. Supplementing Oj by an open set O0 ⋐ Ω such that
Ω ⊂
J⋃
j=0
Oj, (5.3.13)
we consider a partition of unity (ηj), ηj ∈ C∞c (Oj), subordinate to (5.3.13) and set
wλ,n := ρn ∗ ˜(η0wλ) +
J∑
j=1
Sn(ηjwλ,Ω ∩Oj),
where Sn is well-defined by (5.3.11) since ηjwλ ∈ W1,p0 (Ω ∩Oj)d and Ω ∩Oj is star-shaped. Using
(5.3.12), this implies
wλ,n → wλ in W1,p0 (Ω)d, wλ,n → wλ in C0(Ω)d,
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as n → +∞. Employing the estimate (5.3.10), we obtain wλ,n ∈ K(C∞c (Ω)d) for sufficiently large n
and an ε/2-argument ends the proof.
5.3.2 Lower semicontinuous obstacles and Lp-spaces
Up to now, only the uniform continuity of the obstacle guarantees the validity of density properties
of the type (5.2.3) or (5.2.4). The following idea allows to enlarge the space of obstacles which are
compatible with the density property: If a set can be approximated in an appropriate way by a
sequence of sets for which the density result holds, then the density property is transferred to the
limit set. Employing this strategy directly leads to the following class of obstacles fulfilling a kind
of generalized lower semicontinuity requirement.
Definition 5.16. The set of functions LC(Ω) comprises all measurable functions α : Ω → R ∪
{+∞} for which there exists a sequence of functions αn : Ω→ Rwith
αn ∈ C(Ω), inf
x∈Ω
αn(x) > 0, αn ≤ α, (5.3.14)
for all n ∈N, such that limn→∞ αn(x)→ α(x) for a.e. x ∈ Ω.
Theorem 5.17. Let 1 ≤ p < +∞. If α ∈ LC(Ω), then it holds that
K(C∞c (Ω)d)
Lp(Ω)d
= K(Lp(Ω)d)
Proof. Let w ∈ K(Lp(Ω)d) for α ∈ LC(Ω). For a sequence (αn) given by Definition 5.16 consider
the functions
wn(x) := min{|w(x)|, αn(x)} w(x)|w(x)| ,
where it is understood that wn(x) := 0 if w(x)=0. It follows from Lebesgue’s theorem on dominated
convergence that wn → w in Lp(Ω)d. Further observe that wn ∈ Kn(Lp(Ω)d) where
Kn(X(Ω)) = {w ∈ X(Ω) : |w(x)| ≤ αn(x) a.e. on Ω}.
By the properties of αn, wn can be approximated by smooth functions w˜n ∈ Kn(C∞c (Ω)d) with
respect to the norm in Lp(Ω)d according to (5.2.3). Since αn ≤ α for all n ∈ N, we also have
w˜n ∈ K(C∞c (Ω)d) and an ε/2-argument completes the proof.
Under these assumptions, the statement of [72, Lemma B.3] holds, too. We proceed by consider-
ing some important special cases.
Corollary 5.18. Let 1 ≤ p < +∞. Let α : Ω→ R∪ {+∞} be lower semicontinuous and fulfill (5.2.2).
Then it holds that
K(C∞c (Ω)d)
Lp(Ω)d
= K(Lp(Ω)d).
Proof. Let w ∈ K(Lp(Ω)d). Without loss of generality, we may assume that α is proper and that
inf
x∈Ω
α(x) > 0.
Denote by α˜ the extension by zero of α, i.e.,
α˜ = α, on Ω, α˜ = 0 on RN \Ω,
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which is l.s.c. on RN . The Lipschitz regularization of α˜,
αn(x) = inf
y∈RN
{a˜(y) + n∥x− y∥},
is known to yield functions αn ∈ C0,1(RN) with infx∈Ω αn(x) ≥ infx∈Ω α(x) > 0 and αn(x) ↑ α(x)
for all x ∈ RN . Hence α ∈ LC(Ω) and Theorem 5.17 applies.
For instance, an important class of obstacles are the piecewise continuous functions: Suppose
there exists a partition of the bounded Lipschitz domainΩ into open subsetsΩl ⊂ Ωwith Lipschitz
boundary such that
Ω = ∪Ll=1Ωl , Ωi ∩Ωj = ∅ for i ̸= j, α|Ωl ∈ C(Ωl). (5.3.15)
The preceding theorem shows that for obstacles of this class the density result in the norm topology
of the Lp−spaces holds true, provided the obstacle is bounded away from zero. Additionally,
constraints that are only imposed on a regular subset of Ω may also be handled.
Corollary 5.19. Let 1 ≤ p < +∞. Let α : Ω → R ∪ {+∞} fulfill (5.2.2) and one of the following
additional assumptions.
(i) α is piecewise continuous in the sense of (5.3.15),
(ii) α is lower semicontinuous on a Lipschitz domain Ω0 ⊂ Ω and α = +∞ on Ω \Ω0.
Then the density property
K(C∞c (Ω)d)
Lp(Ω)d
= K(Lp(Ω)d)
is satisfied.
Proof. It suffices to observe that in both cases, α may be modified on a subset of measure zero to be
l.s.c. on Ω.
5.3.3 Lower semicontinuous obstacles and Sobolev spaces
Conditions on the obstacle α so that the density results for Sobolev spaces hold can be relaxed from
assuming that α ∈ C(Ω) to lower regularity requirements with the aid of Mosco-convergence of
closed and convex sets. The following definition goes back to [95].
Definition 5.20 (Mosco-convergence). Let X be a reflexive Banach space and (Kn) a sequence
of closed convex subsets with Kn ⊂ X. Then Kn M−→ K as n → +∞, i.e., (Kn) is said to Mosco-
converge to the set K ⊂ X, if and only if,
K ⊃ {v ∈ X : ( ∃ (vk) ⊂ X : vk ∈ Knk ∀ k ∈N, vk ⇀ v)}, (M1)
K ⊂ {v ∈ X : ( ∃ (vn) ⊂ X, ∃N ∈N : vn ∈ Kn ∀ n ≥ N, vn → v)}. (M2)
Note that the Mosco-convergence of (Kn) to K is equivalent to the Mosco-convergence or,
equivalently, the sequential weak-strong Γ-convergence, of the corresponding indicator functions,
cf. Section 2.4. We further define the following unilateral constraint sets for measurable functions
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αn, α : Ω→ R∪ {+∞}:
K−n (X(Ω)) := {w ∈ X(Ω) : w(x) ≥ −αn a.e. in Ω},
K+n (X(Ω)) := {w ∈ X(Ω) : w(x) ≤ αn a.e. in Ω},
K−(X(Ω)) := {w ∈ X(Ω) : w(x) ≥ −α a.e. in Ω},
K+(X(Ω)) := {w ∈ X(Ω) : w(x) ≤ α a.e. in Ω}.
From the theory of varying obstacle problems, i.e. X(Ω) = W1,p0 (Ω), it is known that the Mosco-
convergence of the unilateral sets,
K±n (W
1,p
0 (Ω))
M−→ K±(W1,p0 (Ω)) (5.3.16)
is characterized by the convergence of the capacities of the level sets of αn, see [36]. In order to use
the more tractable sufficient conditions for (5.3.16) from Boccardo and Murat [19, p.87], we define
the following class of functions fulfilling a generalized lower semicontinuity condition in the space
Wq(Ω).
Definition 5.21. For q ≥ 1 we denote by Wq(Ω) the set of functions α ∈ W1,q(Ω) for which
there exists a sequence of functions (αn) with αn satisfying (5.2.2), αn ≤ α a.e. in Ω and αn ∈
C(Ω) ∩W1,q(Ω) for all n ∈N such that αn ⇀ α in W1,q(Ω).
Note that the classWq(Ω) is strictly contained in W1,q(Ω)∩LC(Ω). Additionally, if the sequence
(αn) is non-decreasing, then the obstacle α is lower semicontinuous for being the pointwise limit of
a non-decreasing sequence of continuous functions: In fact, W1,q(Ω) embeds compactly in L1(Ω)
and hence αnj(x)→ α(x) a.e. in Ω for j → ∞ for some subsequence (αnj) (here we consider α as an
extended-real valued function). However, the functions inWq are not necessarily continuous: Let
N > 1, Ω = Br(0) and
α(x) = ln(ln(c|x|−1)), x ∈ Ω, c ≥ er. (5.3.17)
It follows that α ∈ W1,q(Ω) for all q ≤ N but α /∈ C(Ω), cf. (5.3.2). The sequence (αn) defined as
αn(x) = min(α(x), n) for n ∈N satisfies the requirements of the definition ofWq(Ω).
In order to be able to invoke the above results for the unilateral situation, we consider the case
where K(X(Ω)) is defined by the maximum norm, i.e.,
K(X(Ω); | . |∞) := {w ∈ X(Ω) : |w(x)|∞ ≤ α(x) a.e. in Ω}. (5.3.18)
The density result involving the classWq(Ω) for q ≥ 1 can now be established.
Theorem 5.22. Let 1 < p < ∞ and α ∈Wq(Ω) with p < q < +∞. Then it holds that
K(C∞c (Ω)d; | . |∞)
W1,p0 (Ω)
d
= K(W1,p0 (Ω)
d; | . |∞), (5.3.19)
where K(X(Ω)d, | . |∞) is defined in (5.3.18).
Proof. Without loss of generality, consider the one-dimensional case d = 1. Let w ∈ K(W1,p0 (Ω); | . |∞).
Since αn ⇀ α in W1,q(Ω) with q > p > 1, one obtains the Mosco-convergence result (5.3.16) from
[18, p.87]. Consequently, there exist two recovery sequences,
w±n ∈ K±n (W1,p0 (Ω)), (5.3.20)
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with w±n → w in W1,p0 (Ω). Using the continuity of max( . , 0), min( . , 0) : W1,p0 (Ω) → W1,p0 (Ω), it
follows that the sequence
wn = max(w+n , 0) +min(w
−
n , 0),
converges to w in W1,p0 (Ω). Moreover, it holds that |wn| ≤ αn. The assumptions on αn allow to use
Theorem 5.7 to infer the existence of a smooth function w˜n ∈ C∞c (Ω) with |w˜n| ≤ αn ≤ α a.e. in Ω
which approximates wn arbitrarily well. Using wn → w in W1,p0 (Ω)d, the assertion follows by an
ε/2-argument.
For piecewise continuous obstacles α : Ω → R according to (5.3.15), the above result can be
further refined in the following sense. If the Sobolev function which is to be approximated is
continuous along the jump interfaces determining the obstacle, then it is the limit of feasible
smooth functions. For instance, this is the case when the function originates from the solution of
an elliptic PDE such that the singularities are only expected near the boundary of Ω, for example
at a reentrant corner.
Therefore we define for η > 0 the enlarged interior boundaries of I = ∪Mk=1∂Ωk \ ∂Ω as
Iη := {x ∈ Ω : dist(x, I) ≤ η},
and we consider the space of functions C(I ;Ω) which are uniformly continuous across I ,
C(I ;Ω) := { f : Ω→ R : f |Iη ∈ C(Iη) for some η > 0}.
Theorem 5.23. Let 1 ≤ p < ∞. Let α be piecewise continuous in the sense of (5.3.15) and assume that
(5.2.2) is fulfilled. The following density result holds true:
K(D(Ω)d)W
1,p(Ω)d
= K(W1,p(Ω)d ∩ C(I ;Ω)d)W
1,p(Ω)d
.
Proof. Let w ∈ K(W1,p(Ω)d) so that |w| ≤ α a.e. in Ω and assume that w is uniformly continuous
on Iη . Consider Ew ∈ W1,p(RN)d to be the extension of w to the entire RN via the extension-by-
reflection operator E defined previously in (5.2.7). Let Eα : RN → R be the analogous extension of
α. As shown in the proof of Theorem 5.8, this extension is bound-preserving: |Ew| ≤ Eα a.e. inRN .
Denote by Sn(w,Ω) := ρn ∗ Ew and αn = ρn ∗ Eα the mollifications of Ew and Eα from (5.2.10),
respectively. Since α is continuous on Eη where Eη := (Iη)c ∩Ω, it follows that αn → α uniformly
on Eη . Further define
βn =
(
1+
supx∈Eη |α(x)− αn(x)|
ess infx∈Ω α(x)
)−1
,
where we use that ess infx∈Ω α(x) > 0. It follows that βn ↑ 1 as n → ∞ and we have that
βnαn(x) ≤ α(x) for all x ∈ Eη . Since |Ew(x)| ≤ Eα(x) a.e. in RN , this implies
βn|Sn(w,Ω)(x)| ≤ α(x), ∀ x ∈ Eη . (5.3.21)
To enforce the feasibility on the enlarged interface set Iη , we decompose Iη as Iη = A+ ∩ A−
where A+ = {x ∈ Iη : |w(x)| ≥ s} for fixed s > 0 with s < ess infx∈Ω α(x), and A− = Iη \ A+.
Define
γn =
(
1+
supx∈A+ |w(x)− Sn(w,Ω)(x)|
s
)−1
.
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Since Sn(w,Ω)→ w uniformly on Iη , then γn ↑ 1 as n → ∞. Moreover, the estimate
γn|Sn(w,Ω)(x)| ≤ |w(x)| ≤ α(x), ∀ x ∈ A+, (5.3.22)
can be shown analogously to (5.2.11). By definition, |w(x)| < s < ess infx∈Ω α(x) for all x ∈ A−.
Using once again the uniform convergence of Sn(w,Ω) to w on Iη , one observes that, for sufficiently
large n,
|Sn(w,Ω)| ≤ ess inf
x∈Ω
α(x), for all x ∈ A−. (5.3.23)
Finally, the sequence wn(x) = γnβnSn(w,Ω)(x) satisfies wn ∈ D(Ω) for all n ∈N and
wn → w in W1,p(Ω)d and |wn(x)| ≤ α(x), a.e. in Ω, (5.3.24)
for sufficiently large n; where we have used (5.3.21), (5.3.22) and (5.3.23). This completes the proof.
5.3.4 Supersolutions of elliptic PDEs
By now, density properties for pointwise constraints in Sobolev spaces of the type
K(C∞c (Ω)d)
W1,p0 (Ω)
d
= K(W1,p0 (Ω)
d), or K(D(Ω)d)W
1,p(Ω)d
= K(W1,p(Ω)d),
have been obtained on the basis of mollification and a subsequent procedure to enforce feasibility.
An alternative approach is the approximation of a function via the solution of an appropriate
sequence of elliptic PDEs. Using standard regularity theory, one may prove higher regularity of the
approximating sequence and one is left to prove feasibility. In this section we focus on obstacles
which are solutions of an elliptic PDE. Therefore consider a second order differential operator in
divergence form:
A =
N∑
i,j=1
− ∂
∂xi
aij(x)
∂
∂xj
+
N∑
i=1
bi(x)
∂
∂xi
+ c(x) (5.3.25)
where aij, bi, c ∈ L∞(Ω) for 1 ≤ i, j ≤ N, the matrix [aij(x)] is symmetric a.e. and uniformly elliptic,
i.e., there exists κa > 0 such that
N∑
i,j=1
aij(x)ξiξ j ≥ κa|ξ|2, ∀ ξ ∈ RN ,
for a.e. x ∈ Ω. It is further assumed that aij, bi, c are such that A is strongly monotone over H10(Ω),
i.e., there exists κ > 0 such that
⟨Au, u⟩(H−1(Ω),H10 (Ω)) ≥ κ∥u∥2H10 (Ω), ∀u ∈ H
1
0(Ω).
For example, this is the case if bi ≡ 0 for 1 ≤ i ≤ N and c(x) ≥ 0 a.e. in Ω. We call a function
α ∈ H1(Ω) a weak supersolution with respect to the elliptic operator A, if Aα ≥ 0 in the H−1(Ω)-
sense, that is,
⟨Aα, v⟩ ≥ 0, ∀ v ∈ H10(Ω), v ≥ 0 a.e. in Ω. (5.3.26)
The subsequent theorem covers density properties for obstacles that are weak supersolutions of an
elliptic PDE of type (5.3.25).
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Theorem 5.24. Suppose that α ∈ H1(Ω) is a weak supersolution for some A as in (5.3.25) in the sense of
(5.3.26) with α ≥ 0 on ∂Ω. For X(Ω) ∈ {L2(Ω)d, H10(Ω)d} it holds that
K(Y(Ω); | . |∞)X(Ω) = K(X(Ω); | . |∞),
in the following cases.
(i) ∂Ω ∈ C0,1, aij ∈ C0,1(Ω) or aij ∈ C1(Ω): Y(Ω) = (H2loc(Ω) ∩ H10(Ω))d,
(ii) ∂Ω ∈ C1,1 or Ω convex, aij ∈ C0,1(Ω): Y(Ω) = (H2(Ω) ∩ H10(Ω))d,
(iii) ∂Ω ∈ C0,1, aij, bi, c ∈ Cm+1(Ω), m ∈N0: Y(Ω) = (Hm+2loc (Ω) ∩ H10(Ω))d,
(iv) ∂Ω ∈ Cm+2, aij, bi, c ∈ Cm+1(Ω), m ∈N0: Y(Ω) = (Hm+2(Ω) ∩ H10(Ω))d.
Proof. Without loss of generality, assume d = 1. To begin with, observe that the maximum principle
implies α(x) ≥ 0 a.e. in Ω. Let w ∈ K(X(Ω)) be arbitrary. Consider the sequence (wn) where for
n ∈N, wn is defined as the unique solution to
find y ∈ H10(Ω) :
1
n
Ay + y = w in H−1(Ω). (5.3.27)
We denote by Tn the solution mapping to (5.3.27), i.e., wn = Tn(w).
Step 1: Tn-invariance of K(H10(Ω)). We now prove that for any n ∈N, we have that −α ≤ wn ≤ α
a.e., i.e.,
Tn : K(L2(Ω))→ K(H10(Ω)), (5.3.28)
given that Aα ≥ 0 in H−1(Ω). Proceeding as in [121], we consider (wn − α)+ as a test function for
(5.3.27). Then,
κ
n
∥(wn − α)+∥2H10 (Ω) + ∥(wn − α)
+∥2L2(Ω) ≤ ⟨(
1
n
A + I)(wn − α), (wn − α)+⟩
≤ ⟨w− α− 1
n
Aα, (wn − α)+⟩
≤ − 1
n
⟨Aα, (wn − α)+⟩ ≤ 0,
where we have used that w− α ≤ 0 a.e. in Ω. Therefore, wn ≤ α a.e. in Ω. Analogously, we
obtain that wn ≥ −α a.e., by considering (−α− wn)+ as test function and by adding to both sides
−⟨ 1n Aα+ α, (−α− wn)+⟩. This proves (5.3.28), i.e., wn ∈ K(H10(Ω)).
Step 2: Some convergence results for singular perturbations.
The desired convergence modes of the approximating sequences rely on standard arguments for
singular perturbations, cf. [103, Theorem 9.1, Theorem 9.4] for the case of singularly perturbed
variational inequalities. For the sake of coherence, we give here some details of the proofs. We first
prove for y ∈ L2(Ω):
yn → y in L2(Ω) =⇒ yˆn := Tn(yn)→ y in L2(Ω). (5.3.29)
In fact, yˆn solves
1
n Ayˆn + yˆn = yn in H
−1(Ω), (5.3.30)
for all n ∈N. Testing this equation with yˆn shows that (yˆn) is bounded in L2(Ω) and ((1/
√
n)yˆn)
is bounded in H10(Ω). Consequently, (5.3.30) implies that yˆn ⇀ y in L
2(Ω). One may further
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subtract 1n Av + v from (5.3.30) to obtain
( 1n A + I)(yˆn − v) = yn − ( 1n A + I)v,
where v ∈ H10(Ω) is arbitrary. Upon testing this equation with (yˆn − v) one obtains
κ
n∥yˆn − v∥2H10 (Ω) + ∥y˜n − v∥
2
L2(Ω) ≤ (yn − v, yˆn − v)− 1n ⟨Av, yˆn − v⟩,
which entails
lim sup
n→∞
(
κ
n∥yˆn − v∥2H10 (Ω) + ∥yˆn − v∥
2
L2(Ω)
)
≤ ∥y− v∥2L2(Ω) + lim sup
n→∞
− 1n ⟨Av, yˆn − v⟩, ∀ v ∈ H10(Ω). (5.3.31)
Since ((1/
√
n)yˆn) is bounded in H10(Ω), and H
1
0(Ω) is dense in L
2(Ω), estimate (5.3.31) ensues
that for any ε > 0, there exists vε ∈ H10(Ω) with
lim sup
n→∞
∥yˆn − vε∥2L2(Ω) ≤ ε2, ∥y− vε∥L2(Ω) ≤ ε.
One immediately infers that yˆn → y in L2(Ω). Thus, (5.3.29) is true.
Secondly, for y ∈ H10(Ω), one may also prove
yn → y in H10(Ω) =⇒ yˆn := Tn(yn)→ y in H10(Ω). (5.3.32)
In fact, since yn ∈ H10(Ω) and A is strongly monotone, we observe that
κ
n
∥yˆn − yn∥2H10 (Ω) + ∥yˆn − yn∥
2
L2(Ω) ≤ ⟨
(
1
n
A + I
)
(yˆn − yn), yˆn − yn⟩
=
1
n
⟨Ayn, yn − yˆn⟩
≤ 1
n
∥Ayn∥H−1(Ω)∥yn − yˆn∥H10 (Ω),
where we have used that yˆn solves (5.3.27) with yn as a right hand side. From this estimate, one
may infer that
κ∥yˆn − yn∥2H10 (Ω) ≤ c∥yn − yˆn∥H10 (Ω),
owing to the boundedness of (yn) in H10(Ω). Hence, also (yˆn) is bounded in H
1
0(Ω). Employing
(5.3.29) one obtains yˆn ⇀ y in H10(Ω) along a subsequence, and by uniqueness, it holds that yˆn ⇀ y
for the entire sequence (yˆn). Finally, from the inequalities above, we obtain that
κ lim sup
n→∞
∥yˆn − yn∥2H10 (Ω) ≤ lim supn→∞ ⟨Ayn, yn − yˆn⟩ = 0,
such that yˆn = Tn(yn)→ y in H10(Ω) and thus (5.3.32) is proven.
Thirdly, we define for wqn := T
q
n(w) where T
q
n(w) := Tn(T
q−1
n (w)) for q ∈N \ {1} and T1n(w) :=
Tn(w). It can be deduced from (5.3.29) and (5.3.32) by induction that, as n → ∞,
wkn → w in L2(Ω), ∀ k ∈N∪ {0}, (5.3.33)
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for w ∈ L2(Ω) and
wkn → w in H10(Ω), ∀ k ∈N∪ {0}, (5.3.34)
for w ∈ H10(Ω), respectively.
Step 3: Regularity and convergence of the approximating sequences.
The regularity of the H10(Ω) solution Tn(w) to (5.3.27) is different with respect to the statement
cases: If Ω has a Lipschitz boundary ∂Ω and aij ∈ C0,1(Ω) or aij ∈ C1(Ω) for 1 ≤ i, j ≤ N, the
solution Tn(w) belongs to H10(Ω) ∩ H2loc(Ω) (see [96] for the first case and [48] for the second one).
The solution Tn(w) belongs to H10(Ω) ∩ H2(Ω) if ∂Ω is C1,1-smooth [96] or when Ω is convex [57].
In case w ∈ K(L2(Ω)), (5.3.29) with yn ≡ w ensures that wn → w in L2(Ω). In conjunction with
the regularity and the feasibility of wn = Tn(w) described above, we have then established (i) and
(ii) for X(Ω) = L2(Ω). Secondly, note that if w ∈ K(H10(Ω)), then wn → w in H10(Ω) by (5.3.32)
with yn ≡ w and as seen above, wn ∈ K(H10(Ω)). This, together with the regularity of wn = Tn(w)
established above proves in turn (i) and (ii) for X(Ω) = H10(Ω).
It is left to argue for (iii) and (iv) as follows. If aij, bi, c ∈ Cm+1(Ω) for 1 ≤ i, j ≤ N and ∂Ω is
Lipschitz, then for each n ∈N, the operator Tn has the following increasing regularity properties
(see [48]),
w ∈ Hkloc(Ω) =⇒ Tn(w) ∈ Hk+2loc (Ω) ∩ H10(Ω), 0 ≤ k ≤ m;
and if aij, bi, c ∈ Cm+1(Ω) for 1 ≤ i, j ≤ N and ∂Ω is of class Cm+2, for each n ∈N,
w ∈ Hk(Ω) =⇒ Tn(w) ∈ Hk+2(Ω) ∩ H10(Ω), 0 ≤ k ≤ m.
Finally, this proves (iii) given that wmn ∈ Hm+2loc (Ω) ∩ H10(Ω), wmn ∈ K(H10(Ω)), and wmn → w as
n → ∞ in L2(Ω) or H10(Ω) depending on the regularity of w, cf. (5.3.33) and (5.3.34). The analogous
reasoning applies to (iv).
Let us briefly comment on the relation to the preceding density result from Theorem 5.22.
First, note that we do not require the obstacle to be bounded away from zero as in the previous
paragraphs. Moreover, a classical result by Trudinger [122, Cor. 5.3] for the case without lower
order terms (bi ≡ 0, c ≡ 0), states that any weak supersolution in the sense of (5.3.26) is upper
semicontinuous. For this reason, the class of obstacles considered in Theorem 5.24 differs from the
one of Theorem 5.22. On the other hand, the maximum principle implies that any weak subsolution
is nonpositive on Ω (provided it vanishes on an open portion of the boundary) which is why this
type of obstacles is irrelevant for the investigation of density properties.
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6.1 Finite Elements
In this section we want to show how the density results (5.2.3) and (5.2.4) can be used to derive
the Mosco-convergence of certain discretized versions Kh of K(X(Ω)) associated with standard
finite element spaces suitable for an approximation of X(Ω). The very general concept of Mosco-
convergence is typically useful for investigating the stability of variational inequality problems
that involve convex constraint sets, e.g, those of the type K(X(Ω)), with regard to a suitable
class of perturbations. In this context, the discretization of K(X(Ω)) can be seen as a special
type of perturbation. Applications are manifold and comprise, for instance, the discretization of
variational problems in mechanics, such as in elasto-plasticity with hardening (Section 9.3), or in
image restoration, with regard to the predual problem of total variation regularization (Section 6.2).
6.1.1 On the significance of Mosco-convergence
For the sake of convenience, we repeat at this point the notion of Mosco-convergence from
Definition 5.20.
Definition 6.1 (Mosco-convergence). Let X be a reflexive Banach space and (Kn) a sequence of
closed convex subsets with Kn ⊂ X. Then (Kn) is said to Mosco-converge to the set K ⊂ X, if and
only if,
K ⊃ {v ∈ X : ( ∃ (vk) ⊂ X : vk ∈ Knk ∀ k ∈N, vk ⇀ v)}, (M1)
K ⊂ {v ∈ X : ( ∃ (vn) ⊂ X, ∃ n0 ∈N : vn ∈ Kn ∀ n ≥ n0, vn → v)} (M2)
Here, (Knk) denotes an arbitrary subsequence of (Kn). Note that if (Kn) converges to K in the
sense of Mosco then K is necessarily closed and convex, too.
Remark 6.2. In some textbooks on finite-dimensional approximations of variational inequalities,
cf. e.g. [53, 61], condition (M2) is replaced by the following criterion:
There exists a dense subset K˜ ⊂ K and an operator rn : K˜ → X, (M2’)
such that for all v ∈ K˜ it holds that rnv → v in X and there exists n0 = n0(v) ∈N :
rnv ∈ Kn for all n ≥ n0.
It is easy to show that (M2’) implies (M2). In fact, let v ∈ K and denote by πKn v its (not necessarily
uniquely determined) projection onto Kn. By density, for ε > 0, there exists vε ∈ K˜ such that
∥vε − v∥ ≤ ε. Thus it holds that
∥v− πKn v∥ = infvn∈Kn ∥v− v
n∥ ≤ ∥v− rnvε∥ ≤ ε+ ∥vε − rnvε∥
for sufficiently large n such that limn→∞ ∥v− πKn v∥ ≤ ε where ε was arbitrary.
Condition (M2’) turns out to be convenient especially in the context of finite-dimensional
approximations, where rn is given by suitable interpolation operators which are only well-defined
on a dense subset of X(Ω) giving rise to sets K˜ which consist of sufficiently smooth functions in
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K such as K(C(Ω)d) or K(C∞c (Ω)d). In this respect, this is precisely the point where the density
results of Chapter 5 are required.
For the significance of Mosco-convergence in the context of convex constrained optimization
and variational inequality problems we refer to the various examples and statements in Chapter 4.
For instance, in the case of variational inequalities, it suffices to consider the situation of Theo-
rem 3.1 with jn := iKn to argue that the Mosco-convergence of (Kn) implies the consistency of the
discretization scheme. Moreover, each discretized problem is uniquely solvable by the properties
of Kn. For an even sharper result, we mention the following well-known result from [103, p.99],
which is a special case of the general results in [95] and allows for perturbations in the monotone
operator A as well as the linear functional l.
Theorem 6.3. Let X be a real Hilbert space and Kn ⊂ X nonempty, closed and convex subsets. Assume
An : Kn → X∗ to be uniformly Lipschitz and strongly monotone operators that fulfill
Anvn → Av in V∗
for all (vn) ⊂ X with vn → v and vn ∈ Kn for all n ∈ N. Further assume that (ln) ⊂ X∗ with (ln)
converging to l in X∗ and that (Kn) converges to K in X in the sense of Mosco; cf. (M1),(M2). Then the
sequence of unique solutions (un) of the problems
find un ∈ Kn : ⟨Anun, v− un⟩ ≥ ⟨ln, vn − un⟩, ∀ vn ∈ Kn,
converges strongly to the solution u of the limit problem
find u ∈ K : ⟨Au, v− u⟩ ≥ ⟨l, v− u⟩, ∀ v ∈ K. (6.1.1)
In the following, the perturbation is assumed to be originating from a finite-dimen-sional
approximation Kn = Khn of the set K(X(Ω)) in the framework of classical finite element methods
where the parameter n is associated with a sequence of mesh sizes (hn) tending to zero. In this
context, Mosco-convergence requires that each element of the set K(X(Ω)) can be approximated
by discrete feasible elements. Under this condition, Theorem 6.3 ensures that the solutions to the
discrete problems converge to the solution of the original infinite-dimensional problem irrespective
of the regularity of the data or the obstacle defining K(X(Ω)).
In this sense, Mosco-convergence is a powerful tool whenever the discrete spaces are fixed a
priori, i.e., irrespective of the data or the solution of the specific problem. The resulting sequence
of finite-dimensional problems can be understood as an approximation of any problem in a given
problem class. This applies, for example, to classical finite element methods.
In contrast, adaptive finite element methods intend to design the sets Khn in order to approximate
the solution of a specific problem. In fact, the sets Khn (and thus the discrete problems) are succes-
sively determined during the course of the adaptive algorithm and their definition builds upon
information on the preceding solution un−1 and the specific data. In the case of elliptic variational
inequalities, this is justified by Falk’s a priori estimate [49], which shows that in order to prove
convergence, it is sufficient to tailor the sets Khn in dependence on the original variational inequality
for specific data, e.g., A and l in the context of problem (6.1.1). In practice, this is achieved by
using a posteriori error estimators that consecutively exploit information from discrete solutions.
In this way, adaptive methods aim at a reduction of the discretization error whilst enlarging the
dimension of the discrete space as economically as possible. However, rigorous convergence proofs
with regard to adaptive discretizations of variational inequalities are restricted to special cases and
usually rely on rather strong assumptions. For instance, in the case of the obstacle problem with a
piecewise affine obstacle, we mention the article [111]. Moreover, density results may still be useful
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in the convergence analysis of adaptive schemes which require interpolation operators, cf. [110].
6.1.2 Finite Element discretized convex sets
In this section we assume thatΩ ⊂ RN is polyhedral. Together withΩ, a sequence of geometrically
conformal affine simplicial meshes (Th)h>0 of Ω with mesh size
h := max
T∈Th
diam T
is assumed to be given, see [47]. In analogy to the case N = 2 we refer to each Th as a triangulation.
The N-dimensional Lebesgue measure of an element T ∈ Th is denoted by λ(T). We also admit
the standard assumption that the sequence (Th) is shape-regular, i.e.,
∃ c > 0 : diam(T)ρT ≤ c ∀ T ∈ Th, ∀ h, (6.1.2)
where diam(T) = maxx,y∈T |x− y| denotes the diameter of T and ρT designates the diameter of
the largest ball that is contained in T. We further write xT for the (barycentric) midpoint of an
element T, and Mh = {xT : T ∈ Th}, Nh and Eh for the set of element midpoints, triangulation
nodes and faces with respect to Th, respectively. By abuse of notation, we write |Mh| and |Nh| for
the cardinality of the respective set. Let χT : Ω→ R designate the characteristic function of T with
respect to Ω, that is,
χT(x) = 0 ∀ x /∈ T, χT(x) = 1 ∀ x ∈ T.
We further make use of the standard H1(Ω)-conformal finite element space of globally continuous
piecewise affine functions associated to Th denoted by
P1,h(Ω) := {u ∈ C(Ω) : u|T ∈ P1 ∀ T ∈ Th}.
Here, P1 denotes the space of polynomials of degree less than or equal one. Together with the
finite-dimensional subspace P1,h(Ω) and its standard nodal basis {φx : x ∈ Nh} we consider the
global interpolation operator
Ih : C(Ω)→ P1,h(Ω), Ihu :=
∑
x∈Nh
u(x)φx. (6.1.3)
We note that Ih is only defined on a dense subspace of H1(Ω). Suitable to the discretization of
variational problems in H(div;Ω), we also define the H(div;Ω)-conforming space of Raviart-
Thomas finite elements of lowest order,
RTh(Ω) = {w ∈ L2(Ω)N : w|T ∈ RT ∀ T ∈ Th, [w · ν]|E = 0 ∀ E ∈ Eh ∩Ω}, (6.1.4)
where RT = {w ∈ PN1 : ∃ a ∈ RN , b ∈ R : w(x) = a + bx} and ν denotes the unit outer normal
to T. To incorporate homogeneous Neumann boundary conditions, one uses the H0(div,Ω)-
conforming subspace
RT0,h(Ω) := RTh(Ω) ∩ H0(div;Ω).
The construction of suitable edge-based basis functions {φE : E ∈ Eh} can be found in the
literature; cf.,e.g., [13]. As a result, the boundary condition in the definition of RT0,h(Ω) can be
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easily accounted for. The global Raviart-Thomas interpolation operator is given by
IRTh : W
1,1(Ω)N → RTh(Ω), IRTh w :=
∑
E∈Eh
(ˆ
E
w · ν dHN−1
)
φE. (6.1.5)
We emphasize that the subsequent results may be extended to higher order elements. However,
higher order elements are typically useful when the solution to the variational problem (6.1.1)
associated with K displays a higher regularity, which in turn relies on higher regularity of the
data and the obstacle, which we do not want to assume. In the latter case, the concept of Mosco-
convergence is not binding to prove the convergence of the finite element method and a priori error
estimates with a rate can be derived; cf.,e.g., [23]. Further, even for simple variational inequality
problems such as the classical elasto-plastic torsion problem, there is a regularity limitation for the
solution regardless of the smoothness of the data; cf. [53].
Note also that the subsequently covered problems comprise situations where the discrete feasible
sets Kh are not necessarily nested and non-conforming in the sense that they are in general not
contained in the continuous feasible set K(X). In the following, c denotes a positive constant which
may take different values on different occasions.
Continuous Obstacles
We first consider uniformly continuous upper bounds α.
Lemma 6.4 (Mosco-convergence, first condition). Let Ω ⊂ RN be a polyhedral domain and assume
that α ∈ C(Ω) with α(x) ≥ 0 in Ω. Let (wh) be a sequence which fulfills for all h, wh ∈ P1,h(Ω)d and
|wh(xT)| ≤ α(xT) for all T ∈ Th. If wh ⇀ w for h → 0 in L2(Ω)d then it holds that |w| ≤ α a.e. in Ω.
Proof. It suffices to show that iK(w) = 0 where K := {w ∈ L2(Ω)d : |w| ≤ α a.e.}. Moreover, it
holds that iK = j∗ where j∗ denotes the Fenchel conjugate
j∗(v∗) := sup
v∈L2(Ω)d
{(v∗, v)− j(v)}
of the mapping j : L2(Ω)d → R, j(v) := ´Ω α|v|∗ dx, see Lemma 2.4. We recall that
|v∗|∗ = sup
v∈Rd\{0}
v∗ · v/|v|
denotes the dual norm of | . |. From the definition of j∗, we obtain that iK(w) = 0 is equivalent to
(w, v) ≤
ˆ
Ω
α|v|∗ ∀ v ∈ L2(Ω)d. (6.1.6)
By a density argument, it suffices to prove this result for all v ∈ Cc(Ω)d. Denote by
αh :=
∑
T∈Th
α(xT)χT , vh :=
∑
T∈Th
v(xT)χT (6.1.7)
the piecewise constant interpolants of α and v, respectively. The uniform continuity of α and v
implies αh → α in L∞(Ω) and vh → v in L∞(Ω)d. By the weak convergence of wh, the strong
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convergence of αh and vh as well as the midpoint quadrature rule, we obtain in the limit as h → 0,
ˆ
Ω
w · v dx ←
ˆ
Ω
wh · vh dx =
∑
T∈Th
ˆ
T
wh · vh dx
=
∑
T∈Th
λ(T)wh(xT) · vh|T dx (6.1.8)
≤
∑
T∈Th
λ(T) α(xT) |vh|T |∗ dx
=
ˆ
Ω
αh|vh|∗ dx →
ˆ
Ω
α|v|∗ dx,
which proves (6.1.6).
Lemma 6.5. Let Ω ⊂ RN be a polyhedral domain and assume that α ∈ C(Ω) with α(x) ≥ 0 in Ω. Let
(wh) be a sequence which fulfills for all h, wh ∈ P1,h(Ω)d and |wh(x)| ≤ α(x) for all x ∈ Nh. If wh ⇀ w
for h → 0 in L2(Ω)d then it holds that |w| ≤ α a.e. in Ω.
Proof. The assertion follows by a slight modification of the proof of Lemma 6.4. Instead of the
piecewise constant interpolant we define αh as the piecewise affine interpolant of α, i.e., αh := Ihα
which fulfills α(x) = (Ihα)(x) for all x ∈ Nh and αh → α strongly in L∞(Ω). By (6.1.8) we obtain
ˆ
Ω
w · v dx ←
ˆ
Ω
wh · vh dx =
∑
T∈Th
λ(T)
N+1
∑
x∈Nh∩T
wh(x) · vh|T dx
≤
∑
T∈Th
λ(T)
N+1
∑
x∈Nh∩T
|wh(x)| |vh|T |∗
≤
∑
T∈Th
λ(T)
N+1
∑
x∈Nh∩T
α(x) |vh|T |∗
=
ˆ
Ω
αh|vh|∗ dx →
ˆ
Ω
α|v|∗ dx.
Theorem 6.6. Let Ω ⊂ RN be a polyhedral domain. Assume that α ∈ C(Ω) fulfills (5.2.2). Then the sets
Kh := {w ∈ P1,h(Ω)d : |w(xT)| ≤ α(xT) for all T ∈ Th} (6.1.9)
Mosco-converge for h → 0 to the set K(H1(Ω)d) in H1(Ω)d.
Proof. Since weak convergence in H1(Ω) implies weak convergence in L2(Ω), the preceding
Lemma 6.4 shows that (M1) is fulfilled. We now show (M2’). To prove the assertion we may use a
strategy that is similar to the one in [53, Theorem 3.3] and requires (5.2.4). Note that Theorem 5.8
implies that the set
K˜ := {φ ∈ C∞(Ω)d : |φ(x)| < α(x) for all x ∈ Ω} (6.1.10)
is dense in K(H1(Ω)d) w.r.t. the H1(Ω)d-norm. For the global interpolation operator Ih defined in
(6.1.3) we have the classical estimate,
∥u− Ihu∥L∞(Ω) ≤ ch2∥u∥W2,∞(Ω) ∀ u ∈ W2,∞(Ω). (6.1.11)
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Here, c denotes a constant independent of h on account of the shape-regularity of the triangulation
(6.1.2); cf. [47, p.61]. We set
rh : K˜ → P1,h(Ω)d, rhw := [Ihw1, . . . , Ihwd]
and it follows from [47, Corollary 1.109] that rhw → w as h → 0 in H1(Ω)d for all w ∈ K˜. Applying
estimate (6.1.11) to the components of w ∈ K˜ and using the equivalence of norms on Rd, one
obtains that
∥ |w− rhw| ∥L∞(Ω) ≤ ch2∥w∥W2,∞(Ω)d , (6.1.12)
for a suitable modification of c. This implies
|rhw(x)| ≤ |w(x)|+ ch2∥w∥W2,∞(Ω)d ∀ x ∈ Ω. (6.1.13)
Since any w ∈ K˜ is uniformly bounded away from α, it follows from (6.1.13) that there exists
h0 = h0(w) such that rhw ∈ Kh ∀ h ≤ h0, which implies (M2’).
Corollary 6.7. Under the conditions of Theorem 6.6, the sets (Kh) defined in (6.1.9) Mosco-converge for
h → 0 to the set K(L2(Ω)d) in L2(Ω)d.
Proof. Again, Lemma 6.4 implies that (M1) holds true with X = L2(Ω)d. For K˜ defined in (6.1.10)
it holds that K˜ is also dense in K(L2(Ω)d) with respect to the L2(Ω)d-norm, cf. (5.2.3). Thus, (M2’)
follows analogously to the proof of Theorem 6.6.
Corollary 6.8. Under the conditions of Theorem 6.6 the node-based discrete sets
Kh := {wh ∈ P1,h(Ω)d : |wh(x)| ≤ α(x) ∀ x ∈ Nh}, (6.1.14)
Mosco-converge for h → 0 to K(H1(Ω)d) in H1(Ω)d.
Proof. The proof is analogous to the proof of Theorem 6.6, noticing that (6.1.13) also implies that,
for any w ∈ K˜, it holds that rhw ∈ Kh ∀ h ≤ h0(w) with (Kh) according to the node-based definition
(6.1.14).
Remark 6.9. In view of the corresponding density result for homogeneous Dirichlet boundary
conditions, cf. (5.2.3), the set P1,h(Ω) in the definition of the discretized sets Kh in (6.1.9) and (6.1.14)
can be replaced by the space
P∂Ω1,h = {u ∈ C(Ω) : u|T ∈ P1 ∀ T ∈ Th, u(x) = 0 ∀ x ∈ Nh ∩ ∂Ω}.
The resulting discrete sets Kh incorporate the zero boundary condition and the corresponding
results on Mosco-convergence for h → 0 remain valid replacing H1(Ω)d by H10(Ω)d.
For the discretization of constraint sets in H(div;Ω) with the help of the Raviart-Thomas finite
element space (6.1.4), we state the following similar result.
Theorem 6.10. Let Ω ⊂ RN be a polyhedral domain. Assume α ∈ C(Ω) fulfills (5.2.2). Then the sets
Kh := {w ∈ RT0,h(Ω) : |w(xT)| ≤ α(xT) ∀ T ∈ Th}
Mosco-converge to K(H0(div;Ω)) in H(div;Ω) and to K(L2(Ω)N) in L2(Ω)N as h → 0.
72
6.1 Finite Elements
Proof. Let wh ∈ Kh for all h. First observe that if (wh) weakly converges to w in H(div;Ω) then it
also weakly converges to w in L2(Ω)N and using Lemma 6.4 one concludes that |w| ≤ α a.e in Ω.
The continuity of the normal trace mapping
H(div;Ω) ∋ w ↦→ ⟨wν, v⟩(H−1/2(∂Ω),H1/2(∂Ω)) ∈ R
for fixed v ∈ H1(Ω) implies wν = 0 in H−1/2(∂Ω) and we conclude that w ∈ K(H0(div;Ω))
whence it follows that (M1) is satisfied. Secondly, note that K(C∞c (Ω)N) is dense in K(H0(div;Ω))
with respect to the H(div;Ω)-norm, cf. (5.2.3). This entails that also
K˜ := {w ∈ C∞c (Ω)N : |w(x)| < α(x) ∀ x ∈ Ω}
is dense in K(H0(div;Ω)).
For the global Raviart-Thomas interpolation operator defined in (6.1.5), the following interpola-
tion error estimate holds true, cf. [47, Corollary 1.115]:
∥u− IRTh u∥L∞(Ω)N + ∥div u− div IRTh u∥L∞(Ω) ≤ ch∥u∥W1,∞(Ω)N (6.1.15)
for all u ∈ W2,∞(Ω)N . Setting rhw := IRTh w for any w ∈ K˜ and taking account of the fact that
IRTh w → w in H(div;Ω) for all w ∈ K˜, we may proceed analogously to the proof of Theorem 6.6 to
verify (M2’): Indeed, from the estimate (6.1.15) one deduces that rhw → w in H(div;Ω) and
|rhw(x)| ≤ |w(x)|+ ch∥u∥W1,∞(Ω)N , ∀ x ∈ Ω.
As a result, the definition of K˜ implies that there exists h0 = h0(w) such that rhw ∈ Kh for all h ≤ h0.
Consequently, (M2’) is fulfilled.
The preceding approaches can also be applied to derive corresponding statements for constraint
sets involving partial derivatives. To begin with, we consider the gradient-constraint sets
K∇(X(Ω)) = {w ∈ X(Ω) : |∇w| ≤ α a.e. in Ω},
for X(Ω) ⊂ H1(Ω)d.
Theorem 6.11. Let Ω ⊂ RN be a polyhedral domain and assume that α ∈ C(Ω) satisfies (5.2.2). Define
Kh := {w ∈ P∂Ω1,h (Ω)d : |∇w|T | ≤ α(xT) ∀ T ∈ Th}. (6.1.16)
Then the sets (Kh) Mosco-converge to K∇(H10(Ω)
d) in H10(Ω)
d.
Proof. To prove (M1) it suffices to notice that if wh ⇀ w in H10(Ω)
d then ∇wh ⇀ ∇w in L2(Ω)N×d.
Similar to the proof of Lemma 6.4, one obtains for v ∈ Cc(Ω)N×d that
ˆ
Ω
∇w : v dx ←
ˆ
Ω
∇wh : v dx ≤
ˆ
Ω
|∇wh||v|∗ dx ≤
ˆ
Ω
αh|v|∗ dx →
ˆ
Ω
α|v|∗ dx,
using αh from (6.1.7). Therefore, (6.1.6) holds with ∇w in place of w and (M1) is verified.
To prove (M2’) we consider again the global interpolation operator Ih from (6.1.3). The standard
estimate
∥∇u−∇Ihu∥L∞(Ω)N ≤ ch∥u∥W2,∞(Ω) ∀ u ∈ W2,∞(Ω),
holds true, see e.g. [47, Corollary 1.109]. Note also that K∇(C∞c (Ω)d) is dense in K∇(H10(Ω)
d) for
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the H10(Ω)
d-norm [69, Theorem 4]. Thus,
K˜ := {w ∈ C∞c (Ω)d : |∇w(x)| < α(x) ∀ x ∈ Ω}
is also dense in K∇(H1(Ω)d). Therefore one may argue as in the proof of Theorem 6.6 to deduce
(M2’).
We now consider constraints with respect to the divergence. For X(Ω) ⊂ H(div;Ω) let
Kdiv(X(Ω)) := {w ∈ X(Ω) : |div w| ≤ α a.e. in Ω}. (6.1.17)
Theorem 6.12. Let Ω ⊂ RN be a polyhedral domain. Assume that α ∈ C(Ω) fulfills (5.2.2). Then the sets
Kh := {w ∈ RT0,h(Ω) : |div w|T | ≤ α(xT) ∀ T ∈ Th}
Mosco-converge in H0(div;Ω) to the set Kdiv(H0(div;Ω)) as h → 0.
Proof. Taking account of the fact that wh ⇀ w in H(div;Ω), wh ∈ Kh, implies div wh ⇀ div w in
L2(Ω), (M1) follows analogously to the corresponding part of the proof of Theorem 6.11. Since
Kdiv(C∞c (Ω)N) is dense in Kdiv(H0(div;Ω)) [69, Theorem 4], the set
K˜ := {w ∈ C∞c (Ω)d : |div w(x)| < α(x) ∀ x ∈ Ω}
is also dense in Kdiv(H0(div;Ω)). Setting rh = IRTh , the estimate (6.1.15) implies rhw → w in
H(div;Ω) and
∥div w− div rhw∥L∞(Ω) ≤ ch∥w∥W2,∞(Ω)N
for all w in K˜. In particular, one may argue as in the proof of Theorem 6.6 to verify (M2’).
Discontinuous Obstacles
For general discontinuous upper bounds, a point-based discretization is obviously not possible.
As a remedy, the construction of the discrete sets Kh typically involves some kind of averaging
process. For this purpose we define the integral mean
 
T
α dx :=
ˆ
T
α dx/λ(T).
The practical computation of this integral depends on the type of discontinuity α exhibits on
T. Theorem 5.14 shows that the density results (5.2.3) and (5.2.4) for continuous α, as the main
ingredient to prove the consistency of the finite element approximation, may fail to hold true.
However, the results from Chapter 5 indicate that the density property is still guaranteed for a
large class of discontinuous obstacles. To maintain the greatest level of generality, we assume that
the nonnegative measurable function α : Ω→ R∪ {+∞} allows for the density property
K(C(Ω))
L2(Ω)d
= K(L2(Ω)d). (6.1.18)
Here, we focus on the consistency in the L2-topology but an extension to the other cases is possible
by appropriately modifying assumption (6.1.18). We stress the fact that the assumption is fulfilled
in relevant situations, cf. e.g., Corollary 5.18.
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Lemma 6.13. Let Ω ⊂ RN be a polyhedral domain and α ∈ L2(Ω) with α(x) ≥ 0 a.e. in Ω. Let (wh) be
a sequence which fulfills for all h, wh ∈ (P1,h(Ω))d and |wh(xT)| ≤
ffl
T α dx for all T ∈ Th. If wh ⇀ w for
h → 0 in L2(Ω)d then it holds that |w| ≤ α a.e. in Ω.
Proof. The assertion follows analogously to the proof of Lemma 6.4 by a slight modification of the
definition of αh. Instead of the piecewise constant interpolant we consider the piecewise constant
quasi-interpolant αh :=
∑
T∈Th χT
ffl
T α dx. Observe that (αh) converges strongly to α in L
2(Ω),
which is sufficient to retrace the proof of Lemma 6.4.
Theorem 6.14. Assume that the upper bound α ∈ L2(Ω) fulfills (5.2.2) and (6.1.18). Then the sets
Kh := {w ∈ P1,h(Ω)d : |w(xT)| ≤
 
T
α dx ∀ T ∈ Th}
Mosco-converge for h → 0 to the set K(L2(Ω)d) in L2(Ω)d.
Proof. We only need to prove (M2’) since Lemma 6.13 implies (M1). First note that assumption
(6.1.18) implies that K(C∞c (Ω)d) is also dense in K(L2(Ω)d): In fact, for any fixed w ∈ K(C(Ω)),
one may use the obstacle
αˆ(x) = max(|w(x)|, ess inf
x∈Ω
α(x))
in (5.2.3), and noting that αˆ(x) ≤ α(x) a.e. in Ω, the assertion readily follows. Secondly, we define
the set
K˜ := {w ∈ C∞c (Ω)d : ∃ δ = δ(w) > 0 such that |w(x)| ≤ α(x)− δ a.e. in Ω},
and note that K˜ is dense in K(L2(Ω)d) by (6.1.18) and (5.3.10). Furthermore, we set
rhw := [Ihw1, . . . , Ihwd]
for w ∈ K˜ and Ih as above. Integrating estimate (6.1.13) yields
|
 
T
rhw dx| ≤
 
T
|w(x)| dx + ch2∥w∥W2,∞(Ω)d ∀ T ∈ Th.
Let w ∈ K˜ be fixed. Since rhw is affine on each T ∈ Th, an application of the midpoint rule shows
|rhw(xT)| ≤
 
T
|w(x)| dx + ch2∥w∥W2,∞(Ω)d for all T ∈ Th,
which implies
|rhw(xT)| ≤
 
T
α dx− δ(w) + ch2∥w∥W2,∞(Ω)d ∀ T ∈ Th. (6.1.19)
This implies rhw ∈ Kh for all w ∈ K˜ and h ≤ h0(w). By (6.1.11) it holds that rhw → w in L2(Ω)d for
h → 0 which proves (M2’).
6.2 Image Restoration
A popular mathematical model to retrieve a “good” approximation u of a true image from blurred
or noisy data whilst preserving edges in the original image is defined by the problem of total
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variation (TV) regularization. This model has been introduced in [105]. For given data f ∈ L2(Ω)
on a Lipschitz domain Ω ⊂ R2 and a fixed blurring operator K ∈ L(L2(Ω)), the problem reads as
follows.
Problem (TV-P).
inf 12∥Ku− f ∥2L2(Ω) +
ˆ
Ω
α d|Du|r over u ∈ BV(Ω),
for fixed r with 1 ≤ r ≤ ∞.
In the standard model, α > 0 is a fixed parameter, such that
ˆ
Ω
α d|Du|r = α|Du|r(Ω),
where |Du|r ∈ M+(Ω) is the total variation of the (vector-valued) finite measure Du ∈ M(Ω;R2)
with respect to the r-norm on R2. The space M+(Ω) consists of all (nonnegative) finite measures
on Ω. For a detailed definition of these spaces we refer to Section 1.2. Moreover, from the vectorial
version (1.2.8) of the Riesz-Alexandrov Theorem, one obtains the dual characterization of the total
variation, i.e.,
|µ|r(Ω) = sup{
2∑
i=1
ˆ
Ω
φi dµi : φ ∈ C0(Ω;R2), |φ(x)|r′ ≤ 1 a.e. in Ω},
(6.2.1)
for all µ ∈ M(Ω;R2), where
1 = 1r +
1
r′ .
In order to guarantee existence and uniqueness of a solution to (TV-P) one may assume that
B := K∗K is invertible, otherwise an additional strictly convex and coercive term is needed. This
model is well understood and efficient solvers are available, see, for instance, [30, 73].
Only recently, also heterogeneous (distributed) regularizations have gained interest. Here, the
assumption that α is constant is dropped, and instead, it is assumed that α = α(x) is a nonnegative
function on Ω. From now on we consider the case of a uniformly continuous regularization
parameter. For α ∈ C(Ω), α ≥ 0, the integral
ˆ
Ω
α d|Du|r = |αDu|r(Ω) (6.2.2)
has to be understood as the integral of α with respect to the total variation |Du|r. If, additionally,
α is bounded away from zero, then there exists a unique solution to (TV-P). From an application
point of view, the distributed TV-regularization is preferable in many respects [70]. However, as in
the case for a constant parameter α, the variational formulation (TV-P) poses major difficulties for
numerical algorithms for being nonsmooth and posed in a nonreflexive Banach space. Instead, one
may consider the following problem.
Problem (TV-D).{
min 12∥div p + K∗ f ∥2B − 12∥ f ∥2L2(Ω) over p ∈ H0(div),
s.t. |p(x)|r′ ≤ α(x) a.e. in Ω,
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where ∥u∥2B := (u, B−1u)L2(Ω) for u ∈ L2(Ω).
With the help of the results from Section 5.2 it can be shown that problem (TV-D) is the (pre)dual
problem of (TV-P); cf. [65] for the case of a constant α.
Theorem 6.15. Let α ∈ C(Ω) be a positive function, i.e., (5.2.2) is assumed to hold. Then (TV-D) is a
Fenchel predual problem of (TV-P) and no duality gap occurs.
Proof. Define F : H0(div;Ω)→ R∪ {+∞} and G : L2(Ω)→ R by
F(p) := iK(H0(div;Ω);| . |r′ ))(p), G(u) :=
1
2∥u + K∗ f ∥2B − 12∥ f ∥2L2(Ω),
for
K(X(Ω); | . |r′) := {p ∈ X(Ω) : |p(x)|r′ ≤ α(x) a.e. in Ω}, X(Ω) ⊂ L2(Ω)2.
Further observe that (TV-D) can be equivalently written as
min F(p) + G(div p) over p ∈ H0(div;Ω). (6.2.3)
The dual problem to (6.2.3) is given by
inf F∗(−div∗ u) + G∗(u) over u ∈ L2(Ω),
and the constraint qualification (2.2.3) is fulfilled such that there is no duality gap. The Fenchel
conjugate G∗ of G can be computed in a straightforward way and one obtains
G∗(u) = 12 (u, Bu)L2(Ω) − (u, K∗ f )L2(Ω) + 12∥ f ∥2L2(Ω) = 12∥Ku− f ∥2L2(Ω), (6.2.4)
such that it suffices to determine F∗(−div∗ u) for u ∈ L2(Ω). Two cases are distinguished.
(i) u ∈ BV(Ω): From the density of K(C10(Ω;R2); | . |r′) in K(H0(div;Ω); | . |r′) according to
Theorem 5.7, one deduces that
F∗(−div∗ u) = sup
p∈K(H0(div;Ω);| . |r′ )
(u,−div p)
= sup
p∈K(C10(Ω)2;| . |r′ )
⟨Du, p⟩(C0(Ω;R2)∗ ,C0(Ω;R2))
= sup
p∈C10(Ω)2,
|p(x)|r′≤1 in Ω
⟨Du, αp⟩(C0(Ω;R2)∗ ,C0(Ω;R2)),
where the last equality follows from (5.2.2). Using the dual characterization (6.2.1) of |Du|r
as well as (6.2.2), one obtains
F∗(−div∗ u) = sup
p∈C10(Ω)2,
|p(x)|r′≤1 in Ω
⟨Du, αp⟩(C0(Ω;R2)∗ ,C0(Ω;R2)) = |αDu|r =
ˆ
Ω
α d|Du|r.
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(ii) u ∈ L2(Ω) \ BV(Ω): With the above density argument, one obtains with α := infx∈Ω α(x),
F∗(−div∗ u) = sup
p∈K(C10(Ω)d ;| . |r′ )
⟨Du, p⟩(C0(Ω;R2)∗ ,C0(Ω;R2))
≥ sup
p∈C10(Ω)d ,
|p(x)|r′≤ α in Ω
⟨Du, p⟩(C0(Ω;R2)∗ ,C0(Ω;R2)) = +∞,
as Du /∈ M(Ω;R2). Together with (6.2.4), one obtains problem (TV-P) as a Fenchel dual
problem to (TV-D).
From a numerical point view, problem (TV-D) is more favorable than the original formulation
in BV(Ω) in that it features a quadratic objective functional subject to pointwise constraints on
the function value. Most importantly, the unique solution to (TV-P) can be retrieved from any
solution of the (pre)dual problem (TV-D) using primal-dual optimality conditions. In addition, an
efficient semismooth Newton solver for the (pre)dual problem is available. For details we refer to
[65, 73, 70].
As for a novel numerical procedure to approximate the predual problem posed in H0(div;Ω), it
may prove worthwhile to discretize (TV-D) using the well known Raviart-Thomas finite element
space. To set the stage for this ansatz, assume for simplicity that Ω is polygonal. Upon establishing
a sequence of geometrically conformal (see [47]) and shape-regular (see (6.1.2)) triangulations
(Th) of Ω induced by a sequence of mesh widths h = (hn) , one obtains the following discretized
problems.
Problem (TV-Dh).{
min 12∥div p + K∗ f ∥2B − 12∥ f ∥2L2(Ω) over p ∈ RT0,h(Ω),
s.t. |p(xT)|r′ ≤ α(xT) ∀ T ∈ Th.
Observe that the pointwise constraints are realized on the midpoints of the triangulation. Note
that in contrast to the node values, the midpoint values are well-defined for Raviart-Thomas
functions. Using the results from Section 6.1 on the Mosco-convergence of discretized convex sets
(Theorem 6.10), one concludes that the (discrete) solutions ph converge weakly in H0(div;Ω) to
a solution of problem (TV-D) as h → 0. Many interesting questions regarding problem (TV-Dh)
remain to be investigated. This primarily concerns the effect of the discretization on the primal
problem and its implication for the application to image restoration as well as the realization of the
midpoint constraints within an efficient solver for (TV-Dh).
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for Elasto-Plastic Contact Problems
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7.1 Introduction
In this part we consider the quasi-static elasto-plasticity model with an associative flow law
(sometimes called Prandtl-Reuss normality law) and von Mises hardening under the small strain
assumption set forth in [61]. First investigations of the elasto-plastic problem from a mathemat-
ical point of view can be found in [44, 79], where [79] includes an existence result for the fully
continuous case which extends the corresponding result in the absence of hardening from [78].
The numerical analysis of semi-discrete and fully-discrete versions can be found, for example,
in [2, 60]. Appropriate discretization schemes for plasticity problems with hardening have been
investigated extensively in the recent past. Here we only mention [3, 27, 26, 108] for adaptive finite
element methods. Numerical solution methods comprise the multigrid approach in [123], various
generalized Newton methods in finite dimensions [32, 58, 107, 123, 125], including the standard
return mapping algorithm in [112] as well as interior point strategies, cf. e.g. [85].
A general introduction to elastic contact problems including corresponding numerical ap-
proaches can be found in the monographs [76, 98], and multigrid methods for elastic contact are
analyzed, e.g., in [83] and [84, 86], where the latter references are devoted to two-body contact.
For the treatment of elastic friction problems we refer to [34, 86] as well as to the efficient active
set algorithm proposed in [77]. Subspace correction methods for variational inequalities of the
second kind with application to frictional contact have been investigated in [12]. In [32, 59] plastic
material behavior is incorporated in addition to the contact constraints. In the latter references
the elasto-plastic friction problem is reformulated utilizing a nonlinear complementarity problem
(NCP) function yielding a nonsmooth system which can be solved efficiently by applying a gener-
alized Newton method in a discrete framework provided a set of damping parameters is chosen
appropriately.
While some attention has been paid to infinite-dimensional methods in linear elasticity with
(frictional) contact [87, 115], elasto-plastic problems are still less researched. Among the few
available references we mention [24] for domain decomposition methods leading to a linear rate of
convergence.
In the following sections, we introduce the model of elasto-plastic contact and the properties of
the appropriate (primal) weak formulation are reviewed based on the monograph [61]. In Chapter 8,
the corresponding time-incremental problem in terms of the displacement and the plastic strain is
discussed. The resulting problem may be further reduced to a problem in the displacement only
[58]. While the resulting optimality conditions are semismooth in the discrete setting, the approach
turns out to be problematic as far as function space convergence is concerned. In fact, due to the
lack of a sufficient norm gap between domain and image space of the mapping involved in the
underlying nonsmooth system in the displacement variable, generalized differentiability in the
sense of Section 2.3 does not hold true. The resulting lack of a well-defined infinite-dimensional
generalized Newton iteration usually results in a mesh-dependent solver.
As an alternative, we consider a specific Fenchel dual problem in terms of two stress-related
variables. Being equivalent to a variational inequality problem of the first kind, the dual problem
turns out to be structurally simpler as the original problem, which is a variational inequality of the
mixed (i.e. first and second) kind.
In Chapter 9, we introduce a suitable regularization which consists of a combination of the
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Moreau-Yosida- and the Tikhonov regularization. This allows to deal with the constraints of the
dual problem while achieving the necessary norm gap requirement for the application of the
semismooth Newton method by an appropriate choice of the Tikhonov regularization space. With
the help of the results from Part II, the regularization is shown to converge to the original problem
under certain density requirements involving the intersection of the convex constraint set with the
regularization space. In this regard, we may further exploit the results from Part II to verify that
these density properties are indeed fulfilled in relevant cases.
In contrast to the original problem, the regularized problems from Section 9.1 can be solved by
the SSN method in infinite dimensions and the convergence of the resulting solver is studied; cf.
Section 9.2. It should be emphasized that the entire convergence analysis is valid in, both, the two-
and three-dimensional case. In the last section, the infinite-dimensional setting is left and a simple
conforming finite element discretization is proposed. We further derive the discrete version of the
solver and the original problem is approximated by a path-following strategy with respect to the
regularization parameters. To verify the theoretical properties of the solver, we present numerical
results for three elasto-plastic contact problems in 2D which support the theoretical results of this
work.
7.2 Quasi-Static Plasticity with Hardening
In elasto-plasticity one models the behavior of an elasto-plastic material subject to a given loading
procedure in a time interval [0, T]. Adopting the point of view of continuum mechanics, the
specimen is represented by a bounded domain Ω ⊂ RN , N = 2, 3, whose boundary smoothness
will be specified in the forthcoming sections. For mathematical purposes, it will be assumed that
the body adheres to a fixed part Γ0 ⊂ ∂Ω with a positive surface measure in order to ensure that
the associated bilinear forms are elliptic. On the complement Σ = ∂Ω \ Γ0, a given surface load
represented by the density g = g(t, x) is applied. A given volume force density is denoted by
f = f (t, x). The quantities of interest in this respect are the displacement u = u(t, x) ∈ RN , the
plastic strain p = p(t, x) ∈MN×N0 , the mechanical stress σ = σ(t, x) ∈MN×N , internal variables
ξ = ξ(t, x) ∈ Rm and stress-conjugate forces χ = χ(t, x), which together model the evolution of
the given material. The variables χ and ξ are related by a given material-dependent hardening
modulusH through ξ = −Hχ. The fundamental difference to an elastic material is based on the
fact that plastic behavior is irreversible, i.e., if the load is removed, the material will in general not
return to its original state. In contrast to elasticity, the set of admissible stresses at each material
point is constraint to lie in a certain closed, convex and nonempty subset ofKwhich depends on
the internal variables. The boundary ∂K is referred to as the yield surface. The admissible set
K = {[σ,χ] ∈MN×N ×Rm : ϕ(σ,χ) ≤ 0}
is determined by a yield function ϕ : MN×N ×Rm → R ∪ {+∞} which is assumed to be non-
differentiable, proper, l.s.c. and convex [60]. We will further consider an associative flow rule, i.e.,
the generalized plastic strain rate [ p˙, ξ˙] lies in the normal cone to the yield surface;
[ p˙(t, x), ξ˙(t, x)] ∈ NK(σ(t, x),χ(t, x)),
where
NK(σ,χ) = {[p, ξ] ∈MN×N ×Rm :
p : (σ˜− σ) + ξ · (χ˜− χ) ≤ 0 ∀ [σ˜, χ˜] ∈ K}. (7.2.1)
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This implies that plastic straining can only occur if [ p˙, ξ˙] lies on the yield surface. It is also assumed
that the yield criterion is homogeneous, i.e.,K does not depend on the material point. Furthermore,
we only consider the quasi-static case which means that inertial forces are assumed to be negligible.
Consequently, in the balance of linear momentum,
ρu¨ = Div σ+ f ,
the term ρu¨ is omitted and one is left with the equilibrium condition
−Div σ = f .
We will further make use of the small strain assumption in that the total strain is reasonably well
approximated by the symmetric part of the displacement gradient,
ε(u) = 12 (∇u +∇u⊤),
and Hooke’s law from elasticity is additively supplemented by the quantity p which accounts for
the inelastic part of the strain such that
ε(u) = C−1σ+ p.
In this context,
C(x) ∈ RN×N×N×N ,Cijkl ∈ L∞(Ω), (7.2.2)
denotes the fourth-order elasticity tensor which is assumed to be symmetric, i.e. Cijkl = Cklij = Cjikl
and pointwise stable, i.e., ∃ κ1 > 0 with
C(x)σ : σ ≥ κ1|σ|2F ∀ σ ∈MN×N and a.e. x ∈ Ω,
where A : B =
∑
i,j=1...N aij · bij for A, B ∈ RN×N . Analogous properties are supposed to be fulfilled
by the hardening modulusH(x) ∈ Rm×m: Hij(x) ∈ L∞(Ω), and ∃ κ2 > 0 with
H(x)ξ · ξ ≥ κ2|ξ|22 ∀ ξ ∈ Rm and a.e. x ∈ Ω.
The above relations are complemented by appropriate initial value conditions. For a linear
hardening law and a given proper, l.s.c. and convex yield function ϕ, the following set of conditions
in strong form models quasi-static elasto-plastic evolution.
Problem 7.1. Given f = f (t, x) and g = g(t, x) with f (0, x) = 0 in Ω and g(0, x) = 0 on Σ, find
[u, p, σ, ξ] = [u, p, σ, ξ](t, x) with
[u, p, σ, ξ](0, x) = 0 in Ω,
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such that
u(t, x) = 0 on Γ0, (7.2.3)
σν(t, x) = g(t, x) on Σ, (7.2.4)
−Div σ(t, x) = f (t, x) in Ω, (7.2.5)
ε(u)(t, x) = C−1(x)σ(t, x) + p(t, x) in Ω, (7.2.6)
[σ(t, x),−H(x)ξ(t, x)] ∈ K in Ω, (7.2.7)
[ p˙(t, x), ξ˙(t, x)] ∈ NK(σ(t, x),−H(x)ξ(t, x)) in Ω, (7.2.8)
and for t ∈ [0, T].
Here, NK denotes the normal cone to the convex setK defined in (7.2.1).
7.3 Contact Condition
Often, the displacement of the body is restricted by a given rigid obstacle giving rise to an elasto-
plastic contact problem. Therefore we fix a set Γc ⊂ Σ which potentially contains the contact region
with the obstacle. The actual contact zone is a priori unknown. To measure the gap between the
initial configuration Ω and the obstacle we use a given function ψ = ψ(x),ψ ≥ 0, defined on Γc,
which does not vary in time; see [98]. We further assume that friction effects are negligible such
that the tangential component of the normal stress vanishes on Γc, i.e.,
(σν)T = 0 on Γc, σν = (σν)νν+ (σν)T , (7.3.1)
where (σν)ν = σν · ν. The contact constraint is simply incorporated by a kinematic non-penetration
condition on the normal component of the displacement u:
u · ν =: uν ≤ ψ on Γc. (7.3.2)
Concerning the splitting of the boundary we further assume
∂Ω = Γc ∪ Γ1 ∪ Γ0, Γc ∩ Γ1 ∩ Γ0 = ∅, (7.3.3)
where Γ1 is the boundary portion subject to a surface force. By (7.3.3) and (7.3.1) it follows that the
normal stress σν on Γc can only be nonzero on the actual contact zone. Moreover, as the obstacle
itself is assumed to be rigid, the normal component of the stress field on Γc is always nonpositive
which results in the following complementarity conditions of contact
(σν)ν ≤ 0, uν ≤ ψ, (σν)ν(uν − ψ) = 0 on Γc. (7.3.4)
Combining the frictionless obstacle problem with the plastic evolution of Section 7.2, one finally
arrives at the following set of conditions.
Problem 7.2. Given f = f (t, x) and g = g(t, x) with f (0, x) = 0 in Ω and g(0, x) = 0 on Σ, find
[u, p, σ, ξ] = [u, p, σ, ξ](t, x), with
[u, p, σ, ξ](0, x) = 0 in Ω,
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such that
u(t, x) = 0 on Γ0, (7.3.5)
σν(t, x) = g(t, x) on Γ1,
−Div σ(t, x) = f (t, x) in Ω, (7.3.6)
ε(u)(t, x) = C−1(x)σ(t, x) + p(t, x) in Ω, (7.3.7)
[σ(t, x),−H(x)ξ(t, x)] ∈ K in Ω, (7.3.8)
[ p˙(t, x), ξ˙(t, x)] ∈ NK(σ(t, x),−H(x)ξ(t, x)) in Ω, (7.3.9)
(σν)T = 0 on Γc, (7.3.10)
(σν)ν ≤ 0, uν ≤ ψ, (σν)ν(uν − ψ) = 0 on Γc. (7.3.11)
for t ∈ [0, T].
Note that (7.3.7)-(7.3.9) determine the plasticity behavior and (7.3.11) represents the complemen-
tarity conditions of contact; for details cf. [61, 98].
7.4 Function Space Setting and Variational Formulation
7.4.1 Elasto-plasticity
Appropriate variational formulations for Problem 7.1 together with the existence theory can for
example be found [60, 78] or [61, Chapter 7,8]. Our notation is loosely based on the latter reference.
First of all, we assume that Ω is a bounded domain with Lipschitz boundary ∂Ω, cf. Definition 1.1,
and Γ0 is a nonempty open subset of ∂Ω. To reformulate the problem of quasi-static plasticity we
define the Hilbert spaces
V := [H10,Γ0(Ω;R
N)], Q := [L2(Ω;MN×N)],
suitable for the displacement u and the stress σ, respectively. Note that the space V is the vector-
valued version of the space of H1(Ω)-functions with trace vanishing on Γ0, cf. (1.2.6). These spaces
are endowed with the standard scalar products. In order to mirror the plastic incompressibility
condition, p is required to be an element of the closed subspace Q0 of Q defined by
Q0 := {q ∈ Q : tr(q) = 0 a.e. in Ω},
which inherits the scalar product of Q. To derive the so-called primal variational formulation for
Problem 7.1, (7.3.7) is used to eliminate σ and the standard weak form of (7.3.5)-(7.3.7) is given by
ε∗C(ε(u)− p) = l in V∗, (7.4.1)
where ε ∈ L(V, Q) and l = l(t) is given by
l(u˜) :=
ˆ
Ω
f u˜ dx +
ˆ
Σ
gu˜ dHN−1,
with f = f (t) ∈ L2(Ω) and g = g(t) ∈ L2(Σ). Concerning the variational formulation of the flow
law (7.3.9) we recall the following abstract statement which is based on standard arguments from
convex analysis. For the sake of coherence, we will sketch the short proof.
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Lemma 7.3. Let d ∈N, Ω ⊂ RN open and w(x), w∗(x) ∈ L2(Ω)d. Let j : Rd → R∪ {+∞} be proper,
convex and l.s.c.. Then the following assertions are equivalent:
(i) w∗(x) ∈ ∂j(w(x)) for a.e. x ∈ Ω.
(ii) It holds that w∗ ∈ ∂G(w), where G : L2(Ω)d → R∪ {+∞} is defined by
G(w) :=
ˆ
Ω
j(w(x)) dx.
Proof. Assertion (i) is equivalent to
j∗(w∗(x)) + j(w(x))− w∗(x) · w(x) = 0, for a.e. x in Ω.
This is equivalent to ˆ
Ω
j∗(w∗(x)) + j(w(x))− w∗(x) · w(x) dx = 0, (7.4.2)
as the integrand is always nonnegative. Since j is l.s.c., it is also a Borel function and thus a normal
integrand. By [46, Prop. IX.2.1], it holds that
G∗(w∗) =
ˆ
Ω
j∗(w∗(x)) dx, ∀w∗ ∈ L2(Ω)d.
Hence, (7.4.2) is precisely assertion (ii).
Applying assertion (ii) of Lemma 7.3 to the dual variant of (7.3.9) together with (7.4.1) leads to
the coupled formulation
ε∗C(ε(u)− p) = l in V∗, (7.4.3)ˆ
Ω
i∗K( p˜, ξ˜) dx ≥
ˆ
Ω
i∗K( p˙, ξ˙) +C(ε(u)− p) : ( p˜− p˙)−Hξ · (ξ˜ − ξ˙) dx
∀ [ p˜, ξ˜] ∈ Q0 × L2(Ω)m. (7.4.4)
Using the notation
a1([u, p, ξ], [u˜, p˜, ξ˜]) := (C(ε(u)− p), (ε(u˜)− p˜))Q + (Hξ, ξ˜)L2(Ω)m ,
D( p˜, ξ˜) :=
ˆ
Ω
i∗K( p˜, ξ˜) dx, (7.4.5)
and testing the weak form (7.4.3) of the equilibrium condition with (u˜ − u˙) one derives the
equivalent formulation as a time-dependent variational inequality problem known as the primal
problem of quasi-static elasto-plasticity.
Problem 7.4. Let l ∈ H1((0, T); V∗) with l(0) = 0. Find
[u, p, ξ] : [0, T]→ V ×Q0 × L2(Ω)m,
with [u, p, ξ](0) = 0 such that for a.e. t ∈ (0, T) it holds that
a1([u, p, ξ], [u˜, p˜, ξ˜]− [u˙, p˙, ξ˙]) + D(ξ˜, p˜)− D( p˙, ξ˙) ≥ l(u˜− u˙) (7.4.6)
∀ [u˜, p˜, ξ˜] ∈ V ×Q0 × L2(Ω)m
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It has thus been shown that any solution of Problem 7.1 which is smooth in the space variable
solves the variational inequality formulation Problem 7.4. On the other hand, if the solution to
Problem 7.4 is sufficiently smooth in the space variable then standard arguments using integration
by parts prove that it is also a solution of Problem 7.1. The formal equivalence has thus been
shown. Similarly, an alternative variational formulation in terms of [u, σ,χ] can be obtained if the
formulation of the flow law from (7.3.9) is kept and an elimination of p through (7.3.7) is employed.
The so-called dual problem can be further reduced to what is known as the stress problem in the
literature on plasticity. We refer to [78], [61, Chapter 8] and Section 10.2 for details.
Based on the analysis of an abstract time-dependent variational inequality generalizing (7.4.6),
the existence result for Problem 7.4 is obtained through a time-discretization process and a sub-
sequent limiting argument for the linear interpolates of the incremental solutions as the time
step goes to zero. The argument depends on the ellipticity of the bilinear form a1 associated to
(7.4.6) and requires hardening. In the following we will focus on the case of combined linearly
isotropic-kinematic hardening with the von Mises yield criterion. In this case, it holds that⎧⎪⎨⎪⎩
ξ = [p, η] ∈MN×N0 ×R, χ = [χ1,χ2] ∈MN×N ×R,
H[p, η] =
[
k1 p 0
0 k2η
]
, k1, k2 ≥ 0, (7.4.7)
where k1, k2 ∈ L∞(Ω) with ess infΩ(k1 + k2) > 0. This is a natural condition, otherwise there
would be no hardening effect and a problem of perfect plasticity arises which requires a different
functional analytic framework. This is discussed in detail in Part IV. However, the resulting
problem may be approximated consistently by a sequence of plasticity problems with vanishing
hardening [15].
The von Mises yield function is given by
ϕ(σ,χ) = |dev σ+ devχ1|F − σy + χ2 + iR−(χ2), (7.4.8)
where σy > 0 is a positive constant associated to the (one-dimensional) yield stress. Note that
this setting also formally includes the cases of isotropic (k1 = 0, ξ = η,χ = χ2) and kinematic
(k2 = 0, ξ = p,χ = χ1) hardening by making the appropriate dimensional adaptations inH and ϕ.
At this point, we can state the existence result from [61, Theorem 7.3].
Theorem 7.5 (Existence and uniqueness in Bochner Space). For combined linearly isotropic-kinematic
hardening there exists a unique solution
[u, p, η] ∈ H1((0, T), V ×Q0 × L2(Ω))
of Problem 7.4.
The analogous statement holds true for the cases of linearly kinematic and linearly isotropic
hardening.
7.4.2 Elasto-plastic contact problem
In order to be consistent with the trace theory in Sobolev spaces discussed in Section 1.2.4, a couple
of regularity assumptions on the different boundary portions from (7.3.3) are in order. First assume
that the Lipschitz boundary ∂Ω is split according to (1.2.15), i.e.,
∂Ω = Γ0 ∪ Σ ∪ I, Γ0 ∩ Σ = ∅,
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with a nonempty relatively open Dirichlet boundary part Γ0, a nonempty relatively open com-
plementary boundary portion Σ and a common Lipschitz interface I = ∂Σ = ∂Γ0. The zone of
potential contact is denoted by Γc, where Γc ⊂ Σ and the gap function ψ ∈ H1/200 (Σ) is assumed
to fulfill ψ ≥ 0 a.e. on Γc. In accordance with Section 1.2.4, we will assume that either (1.2.18) or
(1.2.20) is fulfilled. In the latter case we define
K1 := {u ∈ V : uν ≤ ψ a.e. on Γc},
otherwise we set
K1 := {u ∈ V : uν ≤ ψ on Γc in H1/200 (Σ)}.
The given surface force g = g(t) ∈ L2(Γ1) is assumed to act on the remaining part Γ1 = Σ \ Γc.
For the variational formulation of (7.3.5)-(7.3.7) together with the complementarity conditions of
contact (7.3.11), the variational equality (7.4.3) has to be replaced by the variational inequality
problem of finding u ∈ K1 ⊂ V with
ˆ
Ω
C(ε(u)− p) : ε(u˜− u) dx ≥ l(u˜− u) ∀ u˜ ∈ K1, (7.4.9)
where l = l(t) is given by
l(u˜) =
ˆ
Ω
f u˜ dx +
ˆ
Γ1
g(u˜) dHN−1.
The formal equivalence to the strong formulation is discussed in [98, 76]. Adding (7.4.9) to the weak
form (7.4.4) of the plastic flow law, we are now able to state the quasi-static elasto-plastic evolution
problem with a rigid frictionless time-independent obstacle as a time-dependent variational
inequality.
Problem 7.6. Let l ∈ H1((0, T); V∗) with l(0) = 0. Find
[u, p, ξ] : [0, T]→ K1 ×Q0 × L2(Ω)m,
with [u, p, ξ](0) = 0 such that for a.e. t ∈ (0, T) it holds that
a1([u, p, ξ], [u˜, p˜, ξ˜]− [u, p˙, ξ˙]) + D( p˜, ξ˜)− D( p˙, ξ˙) ≥ l(u˜− u) (7.4.10)
∀ [u˜, p˜, ξ˜] ∈ K1 ×Q0 × L2(Ω)m
Note that in contrast to Problem 7.4 there is no time derivative on u involved. Instead, the
non-penetration constraint has to be fulfilled. Existence results for this type of (time-dependent)
contact problem are discussed, e.g., in [5].
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8.1 Problem Formulation
In this section an appropriate time-discretization of Problem 7.6 is employed and it is shown that
the time-incremental problem reduces to a variational inequality of the mixed, i.e., first and second
kind. Furthermore, the unique solvability of the time-discretized problems corresponding to the
case of combined linearly isotropic-kinematic hardening in conjunction with the von Mises yield
criterion is established. Finally this gives rise to a numerical scheme to approximate the solution of
Problem 7.6 by a well-defined time-stepping procedure.
8.1.1 The general case
To begin with, we assume that the time interval [0, T] is partitioned into J subintervals
0 = t0 < t1 < . . . < tJ = T, tn − tn−1 = △t ∀ n = 1, . . . , J,
of uniform length △t = T/J and we denote by
[un, pn, ξn] ≈ [u(tn), p(tn), ξ(tn)],
an approximation of the state of the system at time t = tn which is defined as follows. Starting
from [u0, p0, ξ0] = 0 we replace the time derivatives in (7.4.10) by a backward Euler scheme,
δpn :=
pn−pn−1
△t ≈ p˙(tn), δξn := ξn−ξn−1△t ≈ ξ˙(tn)
where [un, pn, ξn] ∈ K1 ×Q0 × L2(Ω)m is defined as the solution of
a1([un, pn, ξn], [u˜, p˜, ξ˜]− [un, δpn, δξn]) + D( p˜, ξ˜)− D(δpn, δξn) ≥ ⟨ln, u˜− un⟩,
∀ [u˜, p˜, ξ˜] ∈ K1 ×Q0 × L2(Ω)m,
where ln := l(tn). The existence and uniqueness of [un, pn, ξn], which depends on the ellipticity of
a1, is discussed below. Decoupling the variational inequality again by testing with [u˜, δpn, δξn] and
[un, p˜, ξ˜], one obtains
a1([un, pn, ξn], [u˜− un, 0, 0]) ≥ ⟨ln, u˜− un⟩ ∀ u˜ ∈ K1 (8.1.1)
and
a1([un, pn, ξn], [0, p˜− δpn, ξ˜ − δξn]) + D( p˜, ξ˜)− D(δpn, δξn) ≥ 0
∀ [ p˜, ξ˜] ∈ Q0 × L2(Ω)m,
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respectively. Multiplying by △t and using the positive homogeneity of D, the latter inequality is
equivalent to
a1([un, pn, ξn], [0, p˜−△pn, ξ˜ −△ξn]) + D( p˜, ξ˜)− D(△pn,△ξn) ≥ 0 (8.1.2)
∀ [ p˜, ξ˜] ∈ Q0 × L2(Ω)m,
where △pn = pn − pn−1,△ξn = ξn − ξn−1. Adding (8.1.1) to (8.1.2), one obtains
a1([un, pn, ξn], [u˜− un, p˜−△pn, ξ˜ −△ξn]) + D( p˜, ξ˜)− D(△pn,△ξn)
≥ ⟨ln, u˜− un⟩ ∀ [u˜, p˜, ξ˜] ∈ K1 ×Q0 × L2(Ω)m,
that is,
a1([un,△pn,△ξn], [u˜− un, p˜−△pn, ξ˜ −△ξn]) + D( p˜, ξ˜)− D(△pn,△ξn)
≥ ⟨ln, u˜− un⟩ − a1([0, pn−1, ξn−1], [u˜− un, p˜−△pn, ξ˜ −△ξn])
∀ [u˜, p˜, ξ˜] ∈ K1 ×Q0 × L2(Ω)m.
Since a1 is symmetric, this variational inequality problem is equivalent to the minimization problem
of finding [un,△pn,△ξn] which solves⎧⎪⎨⎪⎩
inf 12 a1([u,△p,△ξ], [u,△p,△ξ]) + D(△p,△ξ)
−ln(u) + a1([0, pn−1, ξn−1], [u,△p,△ξ])
over [u,△p,△ξ] ∈ K1 ×Q0 × L2(Ω)m,
which means that [un, pn, ξn] solves{
inf 12 a1([u, p, ξ], [u, p, ξ]) + D(p− pn−1, ξ − ξn−1)− ln(u)
over [u, p, ξ] ∈ K1 ×Q0 × L2(Ω)m.
(8.1.3)
One may alternatively derive the time-incremental problem (8.1.3) by considering the weak formu-
lation of the elasto-plastic contact problem (7.3.5)-(7.3.11) with the time-derivative appearing in
(7.3.9) replaced by backward divided differences.
8.1.2 The case of von Mises plasticity and linear hardening
From now on (and for the rest of Part III) we consider the case of combined linearly isotropic-
kinematic hardening together with the von Mises yield criterion. The existence and uniqueness
of [un, pn, ξn] can be seen as follows. Using the characteristic assumptions (7.4.7), one may easily
show that
i∗K(p, η) =
{
σy|p|F, if |p|F ≤ η,
+∞, else;
see [61, Example 4.10]. As a result, (8.1.3) reads⎧⎪⎪⎪⎨⎪⎪⎪⎩
inf 12
´
Ω C(ε(u)− p) : (e(u)− p) + k1|p|2F + k2η2 dx
+
´
Ω σy|p− pn−1|F dx− ln(u)
s.t. |p− pn−1|F ≤ η − ηn−1, u ∈ K1
over [u, p, η] ∈ V ×Q0 × L2(Ω).
(8.1.4)
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Hence, the isotropic hardening variable η may be eliminated from the optimization problem by
setting
ηn = |p− pn−1|F + ηn−1.
It will further turn out to be convenient to make a variable transformation replacing △pn =
p− pn−1 by p. Setting
β := σy + k2ηn−1, (8.1.5)
such that β ∈ L2(Ω), β ≥ σy a.e. in Ω, we obtain the following reduced optimization problem. For
notational convenience, we do not explicitly indicate the time-dependence of β = β(tn−1).
Problem 8.1. {
inf J(u, p) over (u, p) ∈ V ×Q0
s.t. u ∈ K1,
where
J(u, p) := 12
ˆ
Ω
C(ε(u)− p) : (ε(u)− p) + k¯ p : p dx +
ˆ
Ω
β|p|F dx + l˜n(u, p),
with k¯ := k1 + k2, and the linear functional l˜n ∈ (V ×Q0)∗ is given by
l˜n(u, p) := −(g(tn), u)L2(Γ1;RN) − ( f (tn), u)L2(Ω;RN)
+ (k1 pn−1, p)Q − (C(ε(u)− p), pn−1)Q.
Note that Problem 8.1 is equivalent to an elliptic variational inequality of the mixed kind. Writing
y := (u, p) ∈ Y := V ×Q0,
πQ0(u, p) := p, πQ0 ∈ L(Y, Q0),
a([u, p], [u˜, p˜]) :=
ˆ
Ω
C(ε(u)− p) : (ε(u˜)− p˜) + k¯ p : p˜ dx,
yields a more compact form of J : Y → R:
J(y) = 12 ⟨Ay, y⟩(Y∗ ,Y) + l˜n(y) +
ˆ
Ω
β · |πQ0 y|F dx, (8.1.6)
where A ∈ L(Y, Y∗) is the linear and continuous operator associated to the bilinear form a :
Y×Y → R given by
A =
[
ε∗Cε −ε∗C
−Cε C+ k¯ idQ0
]
. (8.1.7)
We note that a is Y-elliptic since ess infΩ k¯ > 0, cf. [60], and standard arguments show that
Problem 8.1 admits a unique solution y¯ = [u¯, p¯] ∈ Y. Consequently, the time-incremental problem
(8.1.4) has a unique solution determined by
un = u¯, pn = p¯ + pn−1, ηn = ηn−1 + | p¯|F, (8.1.8)
and [un, pn, ξn] is well-defined in the case of linearly isotropic-kinematic hardening. Again, the
cases of isotropic (k1 = 0) and kinematic hardening (k2 = 0) are implicitly contained in Problem 8.1.
In the absence of the contact constraint, which corresponds to K1 = V, and without higher
regularity assumptions, one can show that the solutions [un, pn, ηn] = [u
△t
n , p
△t
n , η
△t
n ], converge to
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the solution [u, p, η] of Problem 7.6 in the sense that, for △t → 0,
max
n∈{1,...,J(△t)}
∥[u△tn , p△tn , η△tn ]− [u(t△tn ), p(t△tn ), η(t△tn )]∥ → 0;
see [61, Theorem 11.9].
Without loss of generality, we will henceforth assume that (1.2.20) is fulfilled, i.e.,
Γc ⊂ ∂Ω is open with Lipschitz boundary ∂Γc, Γc ⊂ Σ,
such that the constraint set K1 with respect to the displacement is given by (1.2.21); cf. Section 1.2.4.
For ease of notation, we designate by
Z := H1/2(Γc)
the space of traces of H1(Ω)-functions restricted to Γc. Consequently, the non-penetration con-
straint on the displacement u reads
uν − ψ ∈ Z−, Z− := {z ∈ Z : z ≤ 0 a.e. on Γc},
i.e., Z− denotes the standard negative cone in H1/2(Γc). Moreover, Corollary 1.5 ensures that the
normal trace mapping restricted to Γc,
τΓcν : V → Z, u ↦→ τΓcν (u) = (τ(u) · ν)|Γc ,
is a well-defined, surjective, bounded linear operator. For further reference we restate Problem 8.1
of the n-th time-step of the time-discretized elasto-plastic contact problem with linearly isotropic-
kinematic hardening and the von Mises yield criterion in compact form:
Problem (EPC). Find the solution [u¯, p¯] of{
min J(u, p) over [u, p] ∈ V ×Q0,
s.t. uν ≤ ψ a.e. on Γ1,
(8.1.9)
where
J(u, p) = J(y) = 12 ⟨Ay, y⟩(Y∗ ,Y) + l˜n(y) +
ˆ
Ω
β · |πQ0 y|F dx.
This is the problem of interest in the forthcoming sections.
8.1.3 A reduced formulation
With the help of Moreau’s theorem, (8.1.4) can be further reduced to a (Fréchet) differentiable
problem in the displacement only, cf. [58]: To see this, one may endow Q with the alternative scalar
product
(q˜, q)C := (Cq, q˜)Q, ∥q∥C :=
√
(q, q)C,
such that (8.1.4) takes the compact form{
inf J˜(u, p) := 12∥ε(u)− p∥2C + G˜(p)− ln(u),
over [u, p] ∈ K1 ×Q,
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with a convex, proper and l.s.c. function G˜ : Q → R∪ {+∞} defined by
G˜(p) := k1|p|2F + k2(ηn−1 + |p− pn−1|F)2 +
ˆ
Ω
σy|p− pn−1|F dx, p ∈ Q0,
and G˜(p) = +∞ if p /∈ Q0. Observe that the term
inf
p∈Q
1
2∥ε(u)− p∥2C + G˜(p) (8.1.10)
represents the Moreau-Yosida regularization (with regularization parameter equal to one) of the
function G˜ at ε(u) in the space (Q, ∥ . ∥C). The standard result for the Moreau-Yosida regularization
ensures that, for fixed u ∈ V, the problem (8.1.10) admits a unique solution p = pˆn(ε(u)) and that
the reduced problem in the displacement only,
inf Jˆ(u) := J˜(u, pˆn(ε(u))), over u ∈ K1, (8.1.11)
has a Fréchet differentiable objective function Jˆ : V → R. However, the resulting optimality
condition is not eligible to Newton differentiation (in the sense of Definition 2.7) in infinite
dimensions: For the sake of illustration, assume that there is no contact constraint and consider
the case of isotropic hardening. Then, the optimality condition for the solution un to (8.1.11) with
K1 = V is given by
⟨ Jˆ′(un), u˜⟩ = (ε(un)− pˆn(ε(un)), ε(u˜))C − ln(u˜) = 0, ∀ u˜ ∈ V,
and pˆn : Q → Q is given by
pˆn(ε(u)) = c m(devC(ε(u)− pn−1)) + pn−1, (8.1.12)
where,
m( p˜) = [| p˜|F − cn]+q( p˜), p˜ ∈ Q0,
with a material-dependent constant c > 0 and a nonnegative function cn ∈ L2(Ω), see [58,
Theorem 3.8]. Here we follow the notation of Lemma 2.10 except that q is defined with respect to
the | . |F-norm. The Newton differentiability of the mapping Jˆ′ : V → V∗ hinges on the Newton
differentiability of u ↦→ pˆn(ε(u)) as a mapping from V → Q. From the discussion of Lemma 2.10 it
follows that the latter requires
devC(ε(u)− pn−1) ∈ L6(Ω;MN×N0 ), cn ∈ L∞(Ω),
which is certainly not fulfilled even if the data is more regular. In the discrete setting, this issue is
of no relevance such that the analogous discrete semismooth Newton algorithm is well-defined
and locally superlinearly convergent. However, the lack of a well-defined Newton iteration in the
continuous setting usually results in mesh-dependent convergence of the associated generalized
Newton scheme.
8.2 A Fenchel Dual Problem
8.2.1 Fenchel duality set-up
For numerical purposes it turns out that the Fenchel dual problem to Problem (EPC) is favorable in
the sense that, upon regularization, it can be solved efficiently by semismooth Newton techniques.
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In order to suit the application of the Fenchel duality theory set forth in Section 2.2, Problem (EPC)
is rewritten in the form
min F(y) + G(Λy), over y ∈ Y,
with a Gâteaux-differentiable function F, a l.s.c., proper, and convex function G and a linear and
continuous operator Λ. In fact, we define F : Y → R by
F(y) := 12 ⟨Ay, y⟩(Y∗ ,Y) + l˜n(y).
and G : Z× L2(Ω)d → R∪ {+∞} by
G(z, q) := G1(z) + G2(q) := iψ+Z−(z) +
ˆ
Ω
β|q|2 dx.
Furthermore, we set
Λ :=
[
τΓcν 0
0 M1/2F P
−1
]
∈ L(Y, Z× L2(Ω)d),
where iψ+Z− is the indicator function of the set ψ+ Z−, and
P : (L2(Ω)d, ∥ . ∥L2(Ω)d)→ (Q0, ∥ . ∥Q0),
with d = N(N+1)2 − 1, denotes the canonical parametrization of Q0 given by
[q1, q2]
P↦→
[
q1 q2
q2 −q1
]
; [q1, q2, q3, q4, q5]
P↦→
⎡⎣q1 q3 q4q3 q2 q5
q4 q5 −(q1 + q2)
⎤⎦ ; (8.2.1)
for N = 2, 3, respectively. The symmetric positive definite matrix MF is determined by the
condition
|M1/2F P−1 p|2 = |p|F, ∀ p ∈MN×N0 ,
i.e., we require Pp : Pq = MF p · q for all p, q ∈ Rd. For example, it holds that
MF =
[
2 0
0 2
]
; MF =
⎡⎣2 1 01 2 0
0 0 2
⎤⎦ ;
for N = 2, 3, respectively. Comparing with the Fenchel duality set-up presented in [115] for elastic
contact problems, the novel definition of the operator Λ entails a partially different interpretation
of the dual variable q, cf. (8.2.10). We next compute and analyze the dual problem to (EPC).
8.2.2 Computation of the Fenchel conjugates
For the adjoint operator of Λ we just note that, identifying Q∗0 ≃ Q0 and [L2(Ω)d]∗ ≃ L2(Ω)d, P∗ is
given by P∗ = MFP−1 since
(Pq, q˜)Q = (Pq, PP−1q˜)Q = (MFq, P−1q˜)L2(Ω)d = (q, MFP
−1q˜)L2(Ω)d ,
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for all q ∈ L2(Ω)d, q˜ ∈ Q0, such that
Λ∗ =
[
τΓcν
∗ 0
0 PM−1/2F
]
∈ L(Z∗ × L2(Ω)d, V∗ ×Q∗0).
Since F is just a linear-quadratic form, the convex conjugate F∗ : Y∗ → R can be computed in a
straightforward fashion;
F∗(y∗) = 12 ⟨y∗ − l˜n, A−1(y∗ − l˜n)⟩(Y∗ ,Y),
where A is defined in (8.1.7).
Upon identifying [Z× L2(Ω)d]∗ ≃ Z∗ × L2(Ω)d, we first observe that the Fenchel conjugate for
the nondifferentiable part G,
G∗ : Z∗ × L2(Ω)d → R∪ {+∞},
can be computed separately in z and q, i.e.,
G∗(z∗, q) = G∗1 (z
∗) + G∗2 (q),
where G∗2 : L
2(Ω)d → R∪ {+∞} is given by G∗2 (q) = iK(q) for
K := {q ∈ L2(Ω)d : |q|2 ≤ β a.e. in Ω};
cf. Lemma 2.4. The definition of Fenchel conjugation implies
G∗1 : Z
∗ → R∪ {+∞}, G∗1 (z∗) = sup
z∈ψ+Z−
⟨z∗, z⟩ = iZ∗−(z∗) + ⟨z∗,ψ⟩,
where the polar cone of Z− is given by
Z∗− = {z∗ ∈ Z∗ : ⟨z∗, z⟩ ≤ 0 ∀ z ∈ Z−}
= {z∗ ∈ Z∗ : ⟨z∗, z⟩ ≥ 0 ∀ z ∈ Z with z ≥ 0 a.e. on Γc}.
In abstract form, the dual problem to (EPC) is defined by
inf F∗(−Λ∗[z∗, q]) + G∗(z∗, q) over [z∗, q] ∈ Z∗ × L2(Ω)d.
Applying the above calculations and changing the sign of the dual variables we may equivalently
state the dual problem as follows.
Problem (D). The Fenchel dual problem to Problem (EPC) is given by⎧⎪⎪⎪⎨⎪⎪⎪⎩
inf 12 ⟨[τΓcν
∗z∗, PM−1/2F q]− l˜n, A−1([τΓcν ∗z∗, PM−1/2F q]− l˜n)⟩ − ⟨z∗,ψ⟩
s.t. z∗ ≤ 0,
|q|2 ≤ β a.e. in Ω,
over [z∗, q] ∈ Z∗ × L2(Ω)d.
The first inequality constraint has to be understood in the sense that z∗ ∈ Z∗+ where Z∗+ is the
polar cone to the set Z+ := −Z−.
Since the constraints in Problem (D) do not contain interior points, the generalized Slater
condition (2.2.3) fails to hold. Hence, the hypothesis of the Fenchel Duality Theorem in its usual
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version is not satisfied, see, for instance, [46, III, Theorem 4.1]. However, in this special situation it
is still possible to exclude the presence of a duality gap.
Proposition 8.2 (Duality). There is no duality gap, i.e., it holds that
inf (EPC) = − inf (D).
Moreover, there exists a unique solution [z¯∗, q¯] ∈ Z∗ × L2(Ω)d to the dual problem.
Proof. (i) inf (EPC) = − inf (D): We make use of the constraint qualification (2.2.5) which reads
0 ∈ int (Λ∗ dom G∗ + dom F∗) . (8.2.2)
As F∗ is finite everywhere, we have dom F∗ = Y∗. Further, dom G∗ ̸= ∅ implies Λ∗ dom G∗ +
dom F∗ = Y∗ such that (8.2.2) is always satisfied. It follows that no duality gap occurs.
(ii) Existence and uniqueness of solutions to (D): We first note that the surjectivity of τΓcν implies
that Λ is surjective, too. Hence, Λ∗ is injective. The continuity and the strong convexity of F∗
indicate that the dual objective function is strictly convex and continuous. Moreover, the coercivity
of the objective function follows from the ellipticity of the bilinear form associated to A−1. Indeed,
with κ > 0 denoting the corresponding ellipticity constant, it follows that
F∗(Λ∗[z∗, q])− ⟨z∗,ψ⟩
= 12 ⟨Λ∗[z∗, q]− l˜n, A−1(Λ∗[z∗, q]− l˜n)⟩(Y∗ ,Y) − ⟨z∗,ψ⟩
≥ κ2∥Λ∗[z∗, q]∥2Y∗ − ∥ΛA−1 l˜n + [ψ, 0]∥∥[z∗, q]∥Z∗×L2(Ω)d + κ2∥l˜n∥2
≥ κ2∥Λ−∗∥2 ∥[z∗, q]∥2Z∗×L2(Ω)d − ∥ΛA−1 l˜n + [ψ, 0]∥∥[z∗, q]∥Z∗×L2(Ω)d + κ2∥l˜n∥2,
where the last estimate follows from the fact that Λ∗ has a bounded inverse on its (closed) range
owing to the closed range theorem. With these properties of the objective function and the
closedness of the constraint set, the assertion follows from standard arguments.
8.2.3 Primal-dual optimality conditions
By the absence of a duality gap (Proposition 8.2), the solution y¯ = [u¯, p¯] of the primal problem
(EPC) is related to the solution [z¯∗, q¯] of (D) by the primal-dual optimality system
Λ∗[z¯∗, q¯] = Ay¯ + l˜n, (8.2.3)
−[z¯∗, q¯] ∈ ∂G(Λy¯), ; (8.2.4)
see (2.2.7). This is equivalent to⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
Λ∗[z¯∗, q¯] = Ay¯ + l˜n,
τΓcν u¯ ≤ ψ a.e. on Γc,
−z¯∗ ∈ NZ−(τΓcν u¯− ψ),
−q¯(x) ∈
{{
β(x)M
1/2
F P
−1 p¯(x)
| p¯(x)|F
}
, if p¯(x) ̸= 0,
Bβ(x)(0) , else,
a.e. in Ω,
where Bβ(x)(0) := {q ∈ Rd : |q|2 ≤ β(x)}.
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Due to the constraint qualification (2.2.5), the necessary and sufficient optimality conditions for a
solution [z¯∗, q¯] ∈ Z∗ × L2(Ω)d to (D) are characterized by the existence of λ¯ = [µ¯, ν¯] ∈ Z× L2(Ω)d
satisfying
ΛA−1Λ∗[z¯∗, q¯]−ΛA−1 l˜n − [ψ, 0] + λ¯ = 0, (OC1)
z¯∗ ≤ 0 in Z∗, |q¯|2 ≤ β a.e. in Ω, (OC2)
⟨µ¯, z∗ − z¯∗⟩ ≤ 0, (ν¯, q− q¯) ≤ 0 ∀ z∗ ≤ 0, ∀ |q|2 ≤ β a.e. in Ω, (OC3)
where (OC3) determines λ¯ as an element of the normal cone to Z∗+ × K at [z¯∗, q¯]. Note that the
conditions |q¯|2 ≤ β and ν¯ ∈ NK(q¯) can be characterized with the help of a pointwise NCP-function,
i.e., a function ϕ : R2 → Rwith the property
a ≥ 0, b ≥ 0, ab = 0 ⇐⇒ ϕ(a, b) = 0.
For solving complementarity problems with the semismooth Newton method, it is convenient to
use
ϕ(a, b) = a−max(0, a− cb), c > 0, (8.2.5)
as an NCP-function. Applied to this context, (OC1)-(OC3) is equivalent to the existence of [µ¯, ζ¯]
with
ΛA−1Λ∗[z¯∗, q¯]−ΛA−1 l˜n − [ψ, 0] + [µ¯, ζ¯ q¯] = 0, (8.2.6)
ζ¯ −max(0, ζ¯ + c(|q¯|2 − β)) = 0, (8.2.7)
z¯∗ ≤ 0, (8.2.8)
⟨µ¯, z∗ − z¯∗⟩ ≤ 0 ∀ z∗ ≤ 0, (8.2.9)
where c > 0 is fixed. In general, these conditions are not directly eligible to the semismooth
Newton method in the sense of Equation (2.3.2): Firstly, for generalized differentiation of the
mapping associated with the left hand side of (8.2.7) in infinite dimensions, the setting lacks a
suitable norm gap, see Section 2.3. Secondly, (8.2.9) cannot be reformulated with the help of an
pointwise NCP-function such as (8.2.5). This is due to the fact that elements of Z∗ in general do
not allow for a pointwise interpretation. Note that these issues are absent if a direct discretization
is applied, which may, however, be at the cost of mesh dependent convergence rates. For these
reasons, we employ a penalization-regularization approach in the next sections.
8.2.4 Interpretation of the dual variables
Considering the second component in (8.2.3) and using P∗ = MFP−1, we obtain a direct relation
between q¯ and the stress σn = C(ε(un)− pn);
P(M−1/2F q¯) = −C(ε(u¯)− p¯) + k¯ p¯ + k1 pn−1 +Cpn−1 in Q∗0 .
Further using (8.1.8), it follows that
P(M−1/2F q¯) = −σn + k1 pn + k2(pn − pn−1) in Q∗0 .
This implies
P(M−1/2F q¯) = dev(−σn + k1 pn) + k2(pn − pn−1) in Q0, (8.2.10)
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such that |q¯|2 determines the value of the von Mises yield function in the case of kinematic
hardening, cf. (7.4.8). Thus, the norm of q¯ characterizes the elasto-plastic material behavior.
Moreover, by multiplying (8.2.3) by [u, 0], u ∈ V, it can be shown that
z¯∗ = (σnν)ν, in Z∗,
i.e., z¯∗ corresponds to the normal component of the stress at the contact boundary. We refer to [114,
p.63] for the analogous derivation of this result in the elastic case.
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9.1 The Regularized Problem
As explained in the preceding section, it is not possible to apply the semismooth Newton method
to the optimality conditions (OC1)-(OC3) in the infinite-dimensional setting. To overcome this
drawback, a standard Moreau-Yosida-regularization is applied to algorithmically handle the
constraints in the dual problem (D). This modification is combined with a Tikhonov regularization
governed by an appropriate dense subspace of Z∗ × L2(Ω)d in order to fulfill the norm gap
requirement of the semismooth Newton method, see Section 2.3. This approach has been proposed
in a similar context in [41]. To set the stage for the Tikhonov regularization we first choose a
separable Hilbert subspace H = H1 × H2 ⊂ L2(Γc)× L2(Ω)d with dense embedding
H = H1 × H2 ↪→ L2(Γc)× L2(Ω)d,
together with a symmetric, continuous and elliptic bilinear form b : H×H → R represented
by the operator B ∈ L(H,H∗) with ellipticity constant κb > 0. We are now ready to state the
regularized version of Problem (D).
Problem (Dγ). Let γ > 0. Find the solution [zγ, qγ] of
min J∗γ(z, q) over [z, q] ∈ H
with
J∗γ(z, q) := F
∗(Λ∗ι∗[z, q])− (z,ψ)L2(Γc) + M1γ(z) + M2γ(q) + Tγ(z, q),
where we employ the following Moreau-Yosida-type regularizations of the indicator function associated with
the inequality constraints in (D):
M1γ(z) :=
1
2γ∥[µˆ+ γz]+∥2L2(Γc),
M2γ(q) :=
1
2γ∥[νˆ+ γ(|q|2 − βγ)]+∥2L2(Ω),
as well as a regularization term of Tikhonov type:
Tγ([z, q]) := 12γ b([z, q], [z, q]), (9.1.1)
A few explanations are still in order. For algorithmic reasons, a nonnegative shift parameter
[µˆ, νˆ] ∈ Z+ × L∞+(Ω),
has been included in the Moreau-Yosida regularization. This is motivated for example in [66]. With
regard to the assumptions on the Newton differentiability result of Lemma 2.10, the pointwise
upper bound β = σy + k2ηn−1 is replaced by an approximation βγ ∈ L∞(Ω) with the additional
properties
σy ≤ βγ ≤ β a.e., ∥βγ − β∥L2(Ω) ≤ 1γ , (9.1.2)
for all γ. Note that this additional modification is only necessary in the case of isotropic hardening
with ηn−1 /∈ L∞(Ω). Under these assumptions it is standard to show that Problem (Dγ) has a
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unique solution [zγ, qγ]. It should also be remarked that the dependence on the state of the system
at the preceding time step is hidden in the definition of F∗ and β, cf. Section 8.2.
In the following it is sometimes useful to specify the different canonical injections arising
from the problem statement and the Tikhonov regularization. We define the pivot space L2 :=
L2(Γc)× L2(Ω)d and denote by
ι = [ι1, ι2] : Z× L2(Ω)d → L2
the canonical injection into the pivot space. The corresponding adjoint operator
ι∗ = [ι∗1, ι
∗
2] : L2 ↪→ [Z× L2(Ω)d]∗ ≃ Z∗ × L2(Ω)d
is given by
[z, q] ↦→ [(z, . )L2(Γc)|Z, q]. (9.1.3)
Likewise, the embedding i˜ : H ↪→ L2 is given by
[z, q] ↦→ ([z, q], . )L2 |H ∈ H∗.
Building upon these canonical injections, the Tikhonov regularization is based on the dense
embedding
ι˜ : H → Z∗ × L2(Ω)d, [z, q] ↦→ ι∗ i˜[z, q]
of H into Z∗ × L2(Ω)d. The embedding framework together with the different Gelfand triples are
illustrated in Figure 1. In this section only ι and ι∗ will be mentioned explicitly whereas the other
Z× L2(Ω)d ↘ ↙
ι
→→
Z∗ × L2(Ω)d
L2 = L2(Γc)× L2(Ω)d
↘ ↙
ι∗ →→
↘ ↙
ι˜∗
→→H = H1 × H2
↘ ↙
ι˜ →→
H∗
Figure 1: Gelfand triple framework for the regularization
injections are employed tacitly. Since J∗γ is strictly convex and Fréchet differentiable, the unique
solution vγ = [zγ, qγ] ∈ H of (Dγ) is characterized by
0 = Nγvγ − ιlˆn + ([µγ, νγ], . )L2 in H∗, (OC1γ)
with ⎧⎪⎨⎪⎩
lˆn := ΛA−1 l˜n + [ψ, 0],
µγ := [µˆ+ γzγ]+ ∈ L2(Γc),
νγ := [νˆ+ γ(|qγ|2 − βγ)]+ q(qγ) ∈ L2(Ω)d,
(OC2γ)
where q is defined in (2.3.3) and the homeomorphism Nγ ∈ L(H,H∗) is defined as
Nγ := ιΛA−1Λ∗ι∗ + 1γB.
Finally, we want to study the consistency of the regularized problems (Dγ) with respect to the
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original problem (D). In view of the results from Section 4.1, H1 and H2 are expected to satisfy the
following density property.
Assumption 9.1 (Density of convex intersections). The following density assertions are supposed to
hold:
ι∗1({z ∈ H1 : z ≤ 0 a.e. on Γc})
Z∗
= Z∗+, (9.1.4)
{q ∈ H2 : |q|2 ≤ β a.e. in Ω}L
2(Ω)d
= {q ∈ L2(Ω)d : |q|2 ≤ β a.e. in Ω}, (9.1.5)
where Z∗+ := {z∗ ∈ Z∗ : ⟨z∗, z⟩(Z∗ ,Z) ≤ 0 ∀ z ≥ 0} and ι∗1 is given by (9.1.3).
Density properties of this type are extensively studied in Chapter 5 and we emphasize that
Assumption 9.1 is satisfied in relevant cases. Several suitable examples for H1 and H2 with regard
to Assumption 9.1, possibly depending on the smoothness of Γc, are provided in Section 9.3. The
section is closed with an important consistency result concerning the convergence of the solutions
of the regularized problems as γ → +∞. The result suggests a path-following-type method to
approximate the solution of (D) and the associated primal-dual-path is induced by an appropriate
sequence (γn) with γn > 0. For notational convenience, we only consider one sequence of positive
parameters (γn) and we omit the subscript n by abuse of notation. The generalization of the
subsequent results to different regularization-penalization parameter sequences does not pose any
difficulty, see Section 4.1. The statement is obtained by verifying that the regularization defines a
quasi-monotone perturbation (Definition 2.18) of the convex constraint set in (D).
Theorem 9.2 (Convergence of regularized dual solutions). Let (γ) ⊂ R+,γ→ +∞. Under Assump-
tion 9.1 it holds that
(i) vγ = [zγ, qγ]→ [z¯∗, q¯] in Z∗ × L2(Ω)d,
(ii) λγ = [µγ, νγ] ⇀ [µ¯, ν¯] in H∗ = H∗1 × H∗2 ,
as γ→ +∞.
Proof. (i) First observe that Problem (D) is equivalent to the variational inequality problem of the
first kind of finding v¯ = [z¯∗, q¯] ∈ Z∗ × L2(Ω)d such that
a(v¯, v− v¯) + iK(v)− iK(v¯) ≥ l(v− v¯) ∀ v = [z∗, q] ∈ Z∗ × L2(Ω)d,
where
a([z∗, q], [z˜∗, q˜]) := ⟨Λ∗[z∗, q], A−1Λ∗[z˜∗, q˜]⟩, K := Z∗+ × K, l := lˆn.
For the definition of lˆn see (OC2γ). Similarly, vγ = [zγ, qγ] is the unique solution of (Dγ) character-
ized by
a(vγ, v− vγ) + jγ(v)− jγ(vγ) ≥ l(v− vγ) ∀ v ∈ Z× L2(Ω)d,
with the perturbed functionals jγ : Z∗ × L2(Ω)d → R∪ {+∞},
jγ([z, q]) =
{
M1γ(z) + M2γ(q) +
1
2γ b([z, q][z, q]), if [z, q] ∈ H,
+∞, else.
It can further be proven that (jγ) is a quasi-monotone perturbation (Definition 2.18) of iK with
respect to the dense subspace H in Z∗ × L2(Ω)d. In fact, set
jγ(z, q) := iK([z, q]) +
∥µˆ∥2
2γ +
∥νˆ+γ(β−βγ)∥2
2γ +
1
2γ b([z, q], [z, q]).
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It is easily seen that jγ ≤ jγ for all γ. The assumptions on βγ from (9.1.2) imply that jγ converges
pointwise to iK∩H. Thus, (2.4.5) is fulfilled. Moreover, we set
jγ([z∗, q]) := γ2 r(z
∗) + γ2 ∥[(|q|2 − β)]+∥2L2(Ω),
where
r(z∗) = (max{ sup
z∈Z+
∥z∥Z=1
⟨z∗, z⟩, 0})2.
The functional r : Z∗ → R is weakly l.s.c. and fulfills
(a) r(z∗) = 0 for all z∗ ∈ Z∗+,
(b) r(z∗) > 0 for all z∗ /∈ Z∗+,
(c) r(z) ≤ ∥z+∥2L2(Γc) for all z ∈ L2(Γc).
In fact, as the composition of a convex, continuous and monotone function with a supremum of l.s.c.
and convex functions, r : Z∗ → R is weakly l.s.c.. Assertions (a) and (b) are direct consequences of
the definition of Z∗+. For
z ∈ L2−(Γc) = {z ∈ L2(Γc) : z ≤ 0 a.e. in Ω},
it holds that g(z) = 0 and (c) is always satisfied. Assume now z /∈ L2−(Γc). By the density of
Z+ = H1/2+ (Γc) in L2+(Γc), it holds that
sup
z˜∈Z+
∥z˜∥Z=1
⟨z, z˜⟩ = sup
z˜∈Z+
∥z˜∥Z=1
(z, z˜⟩) > 0.
Moreover, one obtains
∥z+∥L2(Γc) = sup
z˜∈L2(Γc )
z˜ ̸=0
1
∥z˜∥L2(Γc )
(z+, z˜)
≥ sup
z˜∈L2(Γc )
z˜ ̸=0,z˜≥0 a.e.
1
∥z˜∥L2(Γc )
(z, z˜) ≥ sup
z˜∈Z+
z˜ ̸=0
1
∥z˜∥Z (z, z˜) = r(z)
1/2,
which implies (c). For the q-component we observe that
M2γ(q) =
γ
2 ∥[ νˆγ + (|q|2 − βγ)]+∥2L2(Ω) ≥ γ2 ∥[|q|2 − β]+∥2L2(Ω).
This implies that jγ is a convex l.s.c. function which satisfies the lower bound assumptions (2.4.4).
Consequently, (jγ) is a quasi-monotone perturbation with weakly l.s.c. lower bound jγ. Under
Assumption 9.1, Proposition 2.19 implies that (jγ) Mosco-converges to iK. An application of
Theorem 3.1 to the above setting yields the assertion.
(ii) Testing (OC1γ) with vγ = [zγ, qγ] yields
⟨Λ∗ι∗vγ, A−1Λ∗ι∗vγ⟩(Y∗ ,Y) + 1γ b(vγ, vγ)− (lˆn, vγ)L2 + (λγ, vγ)L2 = 0,
which implies
∥ 1√γvγ∥2H ≤ (ιlˆn, vγ)L2 − (λγ, vγ)L2 . (9.1.6)
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Next we consider the boundary term (µγ, zγ)L2(Γc);
(µγ, zγ)L2(Γc) = (µγ,
1
γ µˆ+ zγ − 1γ µˆ)L2(Γc)
= 1γ∥µγ∥2L2(Γc) − 1γ (µγ, µˆ)L2(Γc)
= 12γ∥µγ − µˆ∥2L2(Γc) + 12γ∥µγ∥2L2(Γc) − 12γ∥µˆ∥2L2(Γc)
≥ − 12γ∥µˆ∥2L2(Γc).
Since (νγ, qγ)L2(Ω)d is nonnegative, this entails that (λγ, vγ)L2 is bounded below. Together with the
estimate (9.1.6) and the regularity of lˆn, we find that
∥ 1√γvγ∥2H ≤ ∥lˆn∥Z×L2(Ω)d∥vγ∥Z∗×L2(Ω)d + c (c > 0).
From the boundedness of (vγ) in Z∗ × L2(Ω)d (cf. part (i)), one deduces that (√γ−1vγ) is bounded
in H.
Taking the ∥.∥H∗ -norm in (OC1γ) yields
∥[µγ, νγ]∥H∗ ≤ ∥ιlˆn∥H∗ + ∥ιΛA−1Λ∗ι∗vγ∥H∗ + 1γ∥Bvγ∥H∗
≤ ∥ιlˆn∥H∗ + ∥ιΛA−1Λ∗∥L(Z∗×L2(Ω)d ,H∗)∥ι∗vγ∥Z∗×L2(Ω)d + 1γ∥B∥∥vγ∥H ,
which proves that [µγ, νγ] is bounded in H∗. Consequently, there exists [µ˜, ν˜] ∈ H∗ such that
[µγ, νγ] ⇀ [µ˜, ν˜] in H∗,
along a subsequence.
Next, testing (OC1γ) with an arbitrary v ∈ H yields
0 = ⟨ι∗vγ,ΛA−1Λ∗ι∗v⟩(Z∗×L2(Ω)d ,Z×L2(Ω)d) + 1γ b(vγ, v)
− (ιlˆn, v)L2 + ([µγ, νγ], v)L2 . (9.1.7)
With the help of the above results, we may now pass to the limit as γ→ +∞ in (9.1.7), such that
0 = ⟨ΛA−1Λ∗[z¯∗, q¯], ι∗v⟩(Z×L2(Ω)d ,Z∗×L2(Ω)d) − (ιlˆn, v)L2 + ⟨[µ˜, ν˜], v⟩(H∗ ,H)
= (ΛA−1Λ∗[z¯∗, q¯], v)L2 − (ιlˆn, v)L2 + ⟨[µ˜, ν˜], v⟩(H∗ ,H).
From the density of H in L2 we infer that
−[µ˜, ν˜] = ΛA−1Λ∗[z¯∗, q¯]−ΛA−1ln − [ψ, 0],
which corresponds to (OC1). Hence, it holds that [µ˜, ν˜] = [µ¯, ν¯] and by uniqueness the entire
sequence [µγ, νγ] weakly converges to [µ¯, ν¯].
As an immediate consequence of the previous theorem and the primal-dual optimality condi-
tions, the sequence of approximations of the optimal displacement-strain pair and the sequence of
trial stresses converge strongly to the corresponding solution of the original elasto-plastic contact
problem (EPC).
Corollary 9.3 (Convergence of primal solutions). Under Assumption 9.1, the following assertions hold
true:
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(i) For yγ := A−1(Λ∗ι∗[zγ, qγ]− l˜n) it holds that yγ → y¯ in Y as γ→ +∞.
(ii) For σγ := C(ε(uγ)− pγ) it holds that σγ → σ¯ in Q as γ→ +∞.
Proof.
(i) The statement follows from the continuity of the operator A and (8.2.3).
(ii) The assertion follows from (i).
9.2 A Semismooth Newton Method for the Regularized Problem
The goal of this section is to apply the semismooth Newton method to solve the dual regularized
problems (Dγ) using the necessary and sufficient optimality conditions (OC1γ) - (OC2γ). For that
reason, the optimality conditions are reformulated with the help of a suitable semismooth operator
equation. For the definition and main properties of the semismooth Newton method we refer to
Section 2.3 and the references therein.
To begin with, observe that given a solution vγ = [zγ, qγ] of (Dγ), λγ = [µγ, νγ] defined in (OC2γ)
is a solution of the nonsmooth operator equation
Ψγ(λ) = 0 (9.2.1)
where the operator Ψγ : H∗ → H∗ is defined by
Ψγ
[
µ
ν
]
:=
[
µ
ν
]
− ι˜∗
[
[µˆ+ γz(λ)]+
[νˆ+ γ(|q(λ)|2 − βγ)]+q(q(λ))
]
,
where v(λ) := [z(λ), q(λ)] := N−1γ (ιlˆn − λ) ∈ H denotes the solution to (OC1γ) given some
candidate λ for λγ. Consider the generalized Newton method
λ(j+1) = λ(j) − GΨγ(λ(j))−1Ψγ(λ(j)) (9.2.2)
to solve (9.2.1). The convergence of this iteration (at a superlinear rate) depends, among others, on
the Newton differentiability of Ψγ in the sense of Definition 2.7. In order to comply with the norm
gap requirements for the calculus rules in Section 2.3, additional restrictions on the choice of the
spaces H1 and H2 have to be taken into account to ensure the Newton differentiability of Ψγ.
Assumption 9.4 (Norm gap). The space H satisfies the continuous embedding
H ↪→ L2+ε(Γc)× [L6(Ω)]d,
for some ε > 0.
We emphasize that Assumption 9.4 is satisfied for relevant candidates of H1 and H2, see Sec-
tion 9.3 below for specific examples. From now on, it is assumed that the regularization space H
is selected in such a way that Assumption 9.4 is fulfilled. Under this premise, one may invoke
Lemma 2.9 and Lemma 2.10 to infer the Newton differentiability of the involved pointwise (gener-
alized) maximum functions. As a result, the operator Ψγ : H∗ → H∗ is Newton differentiable and
we proceed by computing a particular Newton derivative using the aforementioned calculus rules
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and the chain rule for the composition with affine continuous functions. A Newton derivative of
Ψγ is given by
GΨγ(λ)( . ) = idH∗( . ) + γι˜
∗
[
χZγ(z(λ)) 0
0 χQγ(q(λ))M(q(λ))
]
◦ N−1γ ( . ),
which includes the following quantities:
ρ(q) := [|q|2 + νˆγ − βγ]+ 1|q|2 ,
M(q(λ))( . ) = ρ(q(λ))( . ) + (1− ρ(q(λ))) q(λ)q(λ)⊤( . )|q(λ)|22 ,
as well as the active set approximations
Zγ(z) := {x ∈ Γc : (z + µˆγ )(x) > 0}, Qγ(q) := {x ∈ Ω : (|q|2 + νˆγ − βγ)(x) > 0}.
We begin the analysis of the generalized Newton iteration with the following lemma.
Lemma 9.5 (Uniform invertibility). The operator
GΨγ(λ) ∈ L(H∗,H∗)
is uniformly invertible with respect to λ, i.e., GΨγ(λ) is bijective for all λ ∈ H∗ and there exists a constant
c1(γ) > 0 independent of λ such that
∥δ∥H∗ ≤ c1(γ)∥GΨγ(λ)δ∥H∗ ,
for all δ ∈ H∗,λ ∈ H∗.
Proof. Similarly to [41] we write GΨγ(λ) = N˜γ(λ) ◦ N−1γ with
N˜γ(λ) =
(
Nγ + γι˜∗
[
χZγ(z(λ)) 0
0 χQγ(q(λ))M(q(λ))
])
.
Since Nγ is independent of λ, it suffices to prove that the operator N˜γ(λ) ∈ L(H,H∗) has a uniform
ellipticity constant, i.e., independent of λ. Therefore let [z, q] ∈ H and note that
⟨ι˜∗
[
χZγ(z(λ)) 0
0 χQγ(q(λ))M(q(λ))
] [
z
q
]
,
[
z
q
]
⟩(H∗ ,H)
= (χZγ(z(λ))z, z)L2(Γc) + (χQγ(q(λ))M(q(λ))q, q)L2(Ω)d
≥
ˆ
Qγ(q(λ))
ρ(q(λ))
(
|q|22 − (q(λ)·q)
2
|q(λ)|22
)
≥ 0.
This implies that
⟨N˜γ(λ)v, v⟩(H∗ ,H) ≥ ⟨Nγv, v⟩(H∗ ,H) ≥ κbγ ∥v∥2H ∀ v ∈ H,
which proves the assertion.
Lemma 9.5 guarantees that the iteration (9.2.2) and the subsequent algorithm are well-defined.
The local superlinear convergence of the Newton iteration follows immediately from Theorem 2.8.
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Algorithm SSNλ(γ): SSN algorithm in λ
input :λ(0) := (µ(0), ν(0)) ∈ H∗ = H∗1 × H∗2
1 set j := 0;
2 while some stopping rule is not satisfied do
3 compute the solution δ(j)λ ∈ H∗ of GΨγ(λ(j))δ(j)λ = −Ψγ(λ(j)) ;
4 set λ(j+1) := λ(j) + δ(j) and j := j + 1 ;
Corollary 9.6 (Semismooth Newton algorithm). If λ(0) ∈ H∗ is sufficiently close to λγ, then the
following assertions hold true:
(i) The Newton iterates (λ(j)) ⊂ H∗ generated by Algorithm SSNλ(γ) converge superlinearly to λγ in
H∗.
(ii) The Newton iterates (v(j)) ⊂ H defined by v(j) = N−1γ (ιlˆn − λ(j)) converge superlinearly to vγ in
H.
Moreover, if λ(0) ∈ L2, then (λ(j))j∈N ⊂ L2.
Proof.
(i) The assertion follows directly from Theorem 2.8.
(ii) The assertion is a consequence of the fact that superlinear convergence is preserved by the
topological isomorphism Nγ.
If λ(j) ∈ L2, then we have Ψγ(λ(j)) ∈ L2.
The definition of the Newton step (9.2.2) yields
GΨγ(λ
(j))δ
(j)
λ = −Ψγ(λ(j))⇐⇒
δ
(j)
λ + γ ι˜
∗
[
χZγ(z(λ(j))) 0
0 χQγ(q(λ(j)))M(q(λ
(j)))
]
◦ N−1γ δ(j)λ  
∈L2
= −Ψγ(λ(j))  
∈L2
which proves the assertion.
Up to now, the Newton algorithm, whose local properties are analyzed in Corollary 9.6, is only
guaranteed to converge if the starting point is chosen appropriately. To achieve a globalization of
the iterative approach, the Newton-scheme may be embedded into a line search procedure. For
this purpose it is convenient to formulate the infinite-dimensional semismooth Newton algorithm
in v (rather than in λ). The convergence properties of the globalized algorithm depend on the
descent property of the search directions in Algorithm 1, say δ(j)v , with respect to the objective
function J∗γ. Therefore, we study the relation between δ
(j)
v and the gradient of J∗γ. The subsequent
proposition serves to verify the gradient-relatedness of the search directions.
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Algorithm SSN(γ): Globalized SSN algorithm in v
input : v(0) ∈ H
1 set j := 0;
2 while some stopping rule is not satisfied do
3 compute λ(j) := −Nγv(j) + ιlˆn ;
4 compute the solution δ(j)v ∈ H of N˜γ(λ(j))(−δ(j)v ) = −Ψγ(λ(j));
5 determine α(j) > 0 by a line search method based on α ↦→ J∗γ(v(j) + αδ(j)v );
6 set v(j+1) := v(j) + α(j)δ(j)v and j := j + 1 ;
Proposition 9.7 (Gradient-relatedness). The search directions (δ(j)v ) generated by Algorithm SSN(γ)
satisfy
⟨J∗γ ′(v(j)), δ(j)v ⟩(H∗ ,H) ≤ − κbγc2(γ)2 ∥J∗γ
′(v(j))∥2H∗ ,
where c2(γ) = supλ ∥N˜γ(λ)∥ ∈ (0,+∞).
Proof. Note that J∗γ
′(v(j)) = −Ψγ(λ(j)). Using the definition of δ(j)v we conclude that
⟨J∗γ ′(v(j)), δ(j)v ⟩(H∗ ,H) = ⟨J∗γ ′(v(j)),−N˜γ(λ(j))
−1
(J∗γ
′(v(j)))⟩(H∗ ,H)
≤ − κb
γ∥N˜γ(λ(j))∥∥J
∗
γ
′(v(j))∥2H∗ ,
since it holds for arbitrary v∗ = N˜γ(λ)v ∈ H∗, v ∈ H, that
⟨N˜γ(λ)−1v∗, v∗⟩ = ⟨N˜γ(λ)v, v⟩ ≥ κbγ ∥v∥2H ≥ κbγ 1∥N˜γ(λ)∥2 ∥v
∗∥2H∗ .
Besides, the definition of M, cf. (2.3.4), yields
∥N˜γ(λ)v∥H∗ ≤ ∥Nγv∥H∗ + γ
ι˜∗ [ χZγ(z(λ))z
χQγ(q(λ))M(q(λ))q
] 
H∗
≤ ∥Nγ∥∥v∥H + γc∥v∥L2 ≤ (∥Nγ∥+ γc)∥v∥H,
for all v = [z, q] ∈ H where c > 0 is a constant. This prove that
sup
λ
∥N˜γ(λ)∥ < +∞.
With the help of Proposition 9.7 and the strong convexity of the objective function J∗γ, it is
standard to infer that the sequence (v(j)) generated by SSN(γ) equipped with an Armijo line search
is globally convergent in the following sense.
Corollary 9.8 (Global convergence). For any starting point v(0) ∈ H, the entire sequence of Newton
iterates (v(j)) generated by the semismooth Newton algorithm SSN(γ) endowed with an Armijo line search
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converges strongly to the solution of (Dγ) in the norm of H;
v(j) → [zγ, qγ] in H.
We refer, e.g., to [20] for details.
9.3 The Discrete Solver
9.3.1 Regularization setting
In the previous sections, a solid theoretical algorithmic framework for an infinite-dimensional
semismooth Newton solver for the elasto-plastic contact problem (EPC) has been developed. The
purpose of this section is to formulate a stable discrete counterpart and to verify the theoretical
property of mesh-independent superlinear convergence by suitable numerical tests. To start with,
a proper choice of the Tikhonov regularization setting [H, b] should be both, computationally prac-
tical and admissible with respect to the theoretical requirements for the regularization framework.
Recall that [H, b] is supposed to meet two assumptions. First, the density property Assumption 9.1
has to be fulfilled in order to guarantee the consistency of the regularization approach, cf. The-
orem 9.2. Secondly, the Newton differentiability of the operator Ψγ representing the optimality
conditions hinges on Assumption 9.4 about the norm gap, cf. (9.2.1). We propose two choices for
the Tikhonov regularization pair [H, b].
(R1) If Γc is C∞-smooth, we set H := H1(Γc)× H1(Ω)d and define
b([z, q], [z˜, q˜]) := (z, z˜)H1(Γc) + (q, q˜)H1(Ω)d .
(R2) Setting H := H1/2(Γc)× H1(Ω)d, we define
b([z, q], [z˜, q˜]) := (z, z˜)H1/2(Γc) + (q, q˜)H1(Ω)d .
The H1−inner product on Γc is defined analogously as for the usual domain case, i.e.,
(z, z˜)H1(Γc) := (z, z˜)L2(Γc) + (∇z,∇z˜) →L2(Γc),
where the Hilbert space
→
L2(Γc) is the space of equivalence classes of measurable vector fields on
Γc with integrable Riemannian product, cf. (1.2.22). It should also be noted that the additional
regularity requirement on Γc in (R1) can be alleviated if the definition of the space H1(Γc) from
[63, 56] is properly adapted to the regularity of Γc by establishing a definition of the space H1(Γc)
(and the distributional gradient) based on lower order distributions. We refer to Section 1.2.4 for
further details about this issue.
Whereas (R2) is primarily of theoretical interest, alternative choices such as H10 -regularizations
are also possible in view of the Poincaré-Friedrichs inequality on manifolds [118] and the results of
Chapter 5. However, due to the stress-like nature of the dual variables, cf. (8.2.10), we prefer not to
impose additional boundary conditions.
Since N ∈ {2, 3}, the Sobolev Imbedding Theorem ensures that Assumption 9.4 on the norm gap
is satisfied for both choices [1]. From the analysis of Section 5.1, it follows that the density property
(9.1.4) is fulfilled in both cases. The validity of (9.1.5) reduces to the condition
K(H1(Ω)d)
L2(Ω)d
= L2(Ω)d, (9.3.1)
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which depends on the upper bound β = σy + k2ηn−1, cf. Chapter 5. For this purpose, only little
extra regularity is required, e.g., β ∈ LC(Ω) is sufficient (Theorem 5.17). In particular, the case
of kinematic hardening (k2 = 0) is always covered. In fact, the weaker closure property (9.3.1) is
sufficient for the validity of Assumption 9.1.
In view of Theorem 9.2 and Corollary 9.3, Algorithm SSN(γ) is embedded into an update
scheme for γ, i.e., once Algorithm SSN(γ) terminates successfully for a given γ, the (set of)
penalty/regularization parameter(s) is increased and Algorithm SSN(γ) is restarted. In order to
avoid the inverse of A in the computation of the Newton step, we explicitly involve the primal
variable y by solving the coupled elliptic second-order system[
A −Λ∗ι∗
ιΛ 1γB + ι˜
∗GM(v)
] [
δy
δv
]
=
[
0
−ιΛy + ι[ψ, 0]− 1γBv− ι˜∗M(v)
]
, (9.3.2)
where
M(z, q) :=
[
[µˆ+ γz]+
[νˆ+ γ(|q|2 − βγ)]+q(q)
]
, GM(z, q) := γ
[
χZγ(z) 0
0 χQγ(q)M(q)
]
.
9.3.2 The discrete semismooth Newton algorithm
In the following numerical examples Ω ⊂ R2 is polygonal, Γc is a line segment and we choose
option (R1) for the Tikhonov regularization. We employ a conforming finite element method
to solve (9.3.2) numerically: let (Th) be a sequence of geometrically conformal shape-regular
triangulations of Ω with |Th| elements and mesh width h [47]. Denote by (Sh) the sequence of
partitions of Γc into |Sh| line segments induced by the triangulation of Ω, i.e., Sh is defined by
those mesh nodes of Th that lie on the contact boundary Γc. The discrete counterparts of Y and H
are given by
Yh := [PΓ01,h(Ω)]
2 × [P0,h(Ω)]2, Hh = H1,h × H2,h := P1,h(Γc)× [P1,h(Ω)]2, (9.3.3)
with the usual P0- and P1−finite element spaces
PΓ1,h(Ω) = {u ∈ L∞(Ω) : u|T ∈ P1 ∀ T ∈ Th, u|Γ = 0 a.e. } ∩ C(Ω),
P0,h(Ω) = {u ∈ L∞(Ω) : u|T ∈ P0 ∀ T ∈ Th},
P1,h(Γc) = {u ∈ L∞(Γc) : u|S ∈ P1 ∀ S ∈ Sh} ∩ C(Γc),
for Γ ⊂ ∂Ω. Here, Pk denotes the set of polynomials of total degree less than or equal to k and we
omit the superscript Γ whenever Γ has vanishing surface measure. The discretization [P0,h(Ω)]2 of
the space Q0 is realized using the parametrization P defined in (8.2.1). The superscript h stands for
the discrete version of a given linear operator corresponding to the discrete spaces (9.3.3). In order
to simplify the numerical realization of the constraints, we assume that ψ and β are continuous on
Ω. For the time being, we also set µˆ = νˆ = 0.
In the discretized setting, computational cost is kept as low as possible by approximating the
L2-norm-penalty terms in the definition of the objective in (Dγ) by the standard (barycentric)
midpoint quadrature rule. The analogous node-based approach is readily derived. Moreover, in
the definition of F∗, we replace the operator A by its discrete counterpart Ah, which yields
F∗h (y
∗) = 12 ⟨y∗ − l˜hn, (Ah)−1(y∗ − l˜hn)⟩, y∗ ∈ Y∗h .
109
9 A Duality-Based Path-Following Strategy
Employing the P0,h(Γc)-midpoint interpolant ψh of ψ, as well as the midpoint evaluation maps
πhΓc : H1,h → R|Sh |, πhΩ = [πhΩ,1,πhΩ,2] : H2,h → R|Th |×2 ≃ R2|Th |,
one finally obtains the discretized-regularized problems
min J∗γ,h(z, q) over [z, q] ∈ Hh, (Dγ,h)
with
J∗γ,h(z, q) := F
∗
h (Λ
∗ι∗[z, q])− (z,ψh)L2(Γc) + 1γ (z, z)H1(Γc) + 1γ (q, q)H1(Ω)d
+ γ2
|Sh |∑
i=1
sh,i([πhΓc z]
+
i )
2 + γ2
|Th |∑
i=1
ah,i([|[πhΩq]i|2 − βh,i]+)2,
where βh,i is the value of β at the midpoint of the i-th element of the triangulation Th, and
sh = [sh,1, . . . , sh,|Sh |] ∈ R|Sh | and ah = [ah,1, . . . , ah,|Th |] ∈ R|Th | denote the vectors of side lengths and
element areas corresponding to the partitions Sh and Th, respectively. The discrete counterparts of
µγ and νγ are given by
µhγ(z) := γdiag(sh)[π
h
Γc z]
+ ∈ R|Sh |, (9.3.4)
νhγ(q) := diag(kron(
[
1 1
]⊤ , ζhγ(q)))πhΩ(q) ∈ R2|Th |, (9.3.5)
with
ζhγ,i(q) := γah,i[|[πhΩq]i|2 − β]+
1
|[πhΩq]i|2
, i = 1, . . . , |Th|.
The discrete optimality system to problem (Dγ,h) reads
Ψhγ([z
h
γ, q
h
γ]) = 0, (9.3.6)
where the operator Ψhγ : Hh = H1,h × H2,h → H∗h is defined by
Ψhγ([z, q]) := N
h
γ[z, q]− ι lˆhn + [πh∗Γc µhγ(z),πh∗Ω νhγ(q)],
for lˆhn := Λ(Ah)−1 l˜hn − [ψh, 0] and Nhγ := ιΛ(Ah)−1Λ∗ι∗ + 1γBh. Each step computation of the
finite-dimensional semismooth Newton iteration applied to (9.3.6) requires solving the discretized
version of (9.3.2). The discrete analogue Mh to M corresponding to the approximation by the
midpoint quadrature rule is given byMh(v) = [µhγ(z), νhγ(q)], and its Newton derivative is denoted
by GMh . Consequently, the resulting semismooth Newton system at [y, v] ∈ Yh ×Hh reads[
Ah −Λ∗ι∗
ιΛ 1γB
h + GMh(v)
] [
δy
δv
]
=
[
0
−ιΛy + ι[ψh, 0]− 1γBhv−Mh(v)
]
, (9.3.7)
which is posed in the space Y∗h ×H∗h . For a given Newton differentiable operator Ψγ = [Ψγ,1,Ψγ,2]
we summarize the following discrete version of Algorithm SSN(γ) for fixed regularization-
penalization parameter γ, mesh width h, starting point v(0) and tolerance εin to solve (9.3.6):
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Algorithm SSN(γ, h): Globalized discrete semismooth Newton algorithm
input : ε in > 0, v(0) ∈ Hh
1 initialize primal variables: y(0) ∈ Yh by solving Ahy(0) = Λ∗ι∗v(0) − l˜hn;
2 set j := 0;
3 while (∥Ψhγ(v(j))∥H∗h < ε in) not fulfilled do
4 compute the solution [δ(j)y , δ(j)v ] of (9.3.7);
5 determine α(j) > 0 by Armijo line search based on α ↦→ J∗γ,h(v(j) + αδ(j)v );
6 update [y(j+1), v(j+1)] := [y(j) + α(j)δ(j)y , v(j) + α(j)δ(j)v ];
7 set j := j + 1;
The discrete norm ∥ . ∥H∗h in step 3 of Algorithm SSN(γ, h) is computed by solving the corre-
sponding homogeneous coercive Neumann problems. For the implementation of the operator Ah
we incorporate the zero-trace condition in the definition of the space Q0 using the parametrization
P defined in (8.2.1). In our numerical tests, the stopping criterion for Algorithm SSN(γ, h) is
usually set to εin = 10−10.
9.3.3 An inexact path-following algorithm
In order to study convergence with regard to the regularization-penalization-parameter γ we
implement a heuristic version of the inexact path-following (IPF) approach designed for the
obstacle problem [66]. In contrast to the foregoing sections, we assume that the penalization-
regularization parameters are not equal, that is, we assume γ = [γ1,γ2,γ3,γ4] ∈ R4+ where the
objective functional in (Dγ,h) is given by
J∗γ,h(z, q) := F
∗
h (Λ
∗ι∗[z, q])− (z,ψh)L2(Γc) + 1γ1 (z, z)H1(Γc) + 1γ2 (q, q)H1(Ω)d
+ γ32
|Sh |∑
i=1
sh,i([πΓc z]
+
i )
2 + γ42
|Th |∑
i=1
ah,i([|[πΩq]i|2 − βh,i]+)2, (9.3.8)
and the semismooth Newton algorithm is embedded into an outer loop which determines a
positive parameter set
γ(k) = [γ
(k)
1 ,γ
(k)
2 ,γ
(k)
3 ,γ
(k)
4 ] ∈ R4+
at the k-th outer iteration. The paradigm of inexact path-following consists in the idea that each
subproblem (Dγ(k) ,h) is only solved approximately with increasing precision using Algorithm
SSN(γ, h) with γ := γ(k). In fact, for fixed τin > 0, the modified (inexact) stopping criterion(
∥Ψhγ,1(v˜)∥H∗1,h < max( τinγ3 , 0.1 · εout)
)
∧
(
∥Ψhγ,2(v˜)∥H∗2,h < max( τinγ4 , 0.1 · εout)
)
,
(9.3.9)
replaces line 3 of SSN(γ, h). Here, Ψhγ = [Ψhγ,1,Ψ
h
γ,2] denotes the splitting into z- and q-component,
respectively. After a suitable update of the parameter set γ(k), which is based on the individual
residuals (lines 5 and 9), the computed approximate solution v˜ ≈ vh
γ(k)
is accepted as the next outer
iterate v˜(k) := v˜ and v˜(k) is used as a starting point for the solution of the subsequent problem
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(Dγ(k+1) ,h). As for the path-parameter update, it proved to be efficient to start with comparably
large Tikhonov regularization parameters γ(0)1 ,γ
(0)
2 so that line 5 of IPF(h) is rarely executed. The
selection of an appropriate initial parameter set is guided by tests on very coarse meshes, cf. Tables
2 and 3. In this way the effort of approximatively solving the subproblems can be expected to be
kept rather low. Differently from [66] we are testing a constant augmentation of γ(k) driven by a
factor θ > 0. For the outer stopping criterion we consider the optimality conditions for the solution
[zh, qh] of the discrete limit problem⎧⎪⎨⎪⎩
min F∗h (Λ
∗ι∗[z, q])− (z,ψh) over [z, q] ∈ Hh
s.t. [πΓc z]i ≤ 0, i = 1, . . . , |Sh|,
|[πΩq]i|2 ≤ βh,i, i = 1, . . . , |Th|,
which are given by
Ψh(zh, qh) := ιΛAh
−1
Λ∗ι∗[zh, qh]− ι lˆhn + [πh∗Γc µh,πh∗Ω νh] = 0 in H∗h ,
µh −max(0, µh + πhΓc zh) = 0 in R|Sh |,
νh − diag(kron([1 1]⊤ , ζh))πhΩ(qh) = 0 in R2|Th |
ζh −max(0, ζh + |πhΩqh|2 − βh) = 0 in R|Th |.
For given iterates [z, q] and associated multipliers [µ(z), ν(z)] we define the associated residuals
rh ∈ R4, rh = [rh,1, . . . , rh,4], by
rh,1(z, q) := ∥Ψh1(z, q)∥H∗1,h ,
rh,2(z, q) := ∥Ψh2(z, q)∥H∗2,h ,
rh,3(z, q) := ∥µ(z)−max(0, µ(z) + πhΓc z)∥L2h(Γc),
rh,4(z, q) := ∥ζ(q)−max(0, ζ(q) + |πhΩqh|2 − βh)∥L2h(Ω),
where ∥ . ∥L2h( . ) denotes the L2-norm of the corresponding piecewise constant midpoint interpolant.
In Step 2 of Algorithm IPF(h), the Lagrange multiplier candidates for µ, ν are chosen as µhγ(z˜(k))
and νhγ(q˜(k)) which have been defined in (9.3.4) and (9.3.5).
112
9.3 The Discrete Solver
Algorithm IPF(h): Inexact path-following algorithm
input :γ(0) ∈ R4+, θ > 1, τin > 0, εout > 0, v˜(0) = [z˜(0), q˜(0)] ∈ H1,h × H2,h
1 set k := 0;
2 while (|rh(v˜(k))|∞ < εout) not fulfilled do
3 apply Algorithm SSN(γ, h) with γ = γ(k), v(0) = v˜(k) to find v˜ ∈ H1,h × H2,h satisfying (9.3.9) ;
4 if max(rh,3(v˜), rh,4(v˜)) < εout then // i.e., feasibility achieved
5 [γ
(k+1)
1 ,γ
(k+1)
2 ] = θ · [γ(k)1 ,γ(k)2 ] // update regularization parameters
6 else
7 for i = 3, 4 do
8 if rh,i(v˜) > εout then
9 γ
(k+1)
i := γ
(k)
i · θ ; // update penalization parameters
10 update v˜(k+1) := v˜ set k := k + 1;
9.3.4 Numerical tests
In all our numerical tests we assume that we compute the first step (n = 1) of the time-incremental
problems (EPC). In particular, the initial conditions are given by p0 ≡ 0, u0 ≡ 0 and, in the
presence of isotropic hardening, η0 ≡ 0.
Example (a) - Screw wrench
In this example we consider an elasto-plastic screw wrench, whose geometry can be extracted
from Figure 3. The elastic behavior is described by Cε = µ1 tr(ε)I + 2µ2ε with µ1 ≡ 1.15e01,
µ2 ≡ 7.69e00, and the material is assumed to satisfy the isotropic hardening law (k1 ≡ 0) with
k2 ≡ 4.0e-01 and σy = 2e-01. The deformation is caused by a pressure force g(t1, x) = −6.0e-03
·ν(x) on Γ1 = conv({(5, 2.6), (8, 2)}). Volume forces are assumed to be absent; f (t1) ≡ 0. The
domain is split into the Dirichlet part Γ0 := ((0, 1)×{2})∪ ((0, 1)×{3}), and the potential contact
zone Γc := (0, 1)× {4} with ψ ≡ 1.0e00, such that the contact constraint can be expected to be
inactive at the solution and only plasticity effects have to be taken account of. The results obtained
by Algorithm SSN(γ, h) are summarized in Table 1. To verify mesh-independent convergence,
we compute the solution for various fixed parameters γ on meshes with decreasing mesh width
starting from approximately 1.25 · 104 nodes to about 1.6 · 106 nodes, cf. Table 1, using uniform
mesh refinement. The solution on a given mesh is prolongated to the next finer mesh to serve as a
starting point v(0) of Algorithm SSN(γ, h) on the refined triangulation. For validation purposes
a restart strategy using the zero function as a starting point on each mesh is also tested. It is
observed that the iterations count for the restart strategy stays bounded as the number of nodes
are increased. Variations may be caused by the necessity for globalization in SSN(γ, h) for higher
values of γ . The iteration numbers for the nested strategy even tend to decrease with decreasing
mesh width. The theoretical property of local mesh-independent superlinear rate of convergence is
verified experimentally by investigating the convergence quotients Qj associated with the iterates
(v(j)) generated for fixed (γ, h),
Qj :=
∥v(ω−5+j)−v⋆∥H
∥v(ω−6+j)−v⋆∥H , j = 1 . . . , 5,
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where ω denotes the iteration count for Algorithm SSN(γ, h) and v⋆ denotes the solution obtained
by applying the same algorithm with higher precision εin = 10−14. As predicted by the theory,
1 2 3 4 5
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
 
 
DL2
DL3
DL4
DL5
DL6
Figure 2: Example (a): Qj, j = 1, . . . , 5, for γ = 1.0e05 and various discretization levels (DL)
the convergence quotients Qj tend to zero and rest stable under decreasing mesh width even
for large γ, cf. Figure 2. This clearly indicates mesh-independent convergence behavior for each
fixed γ. Applying the heuristic inexact path-following approach IPF(h) with regard to the penalty
parameter set γ, we display in Figure 4 the resulting approximate optimal plastic strain as well the
regions of extensive plastic straining on the deformed configuration. In Figure 3, relation (8.2.10) is
employed to plot the approximate yield function.
Figure 3: Example (a): initial configuration (left), yield functional (right)
Example (b) - L-shape
We consider an L-shaped domain Ω = (0, 0.5]× (0.5, 1) ∪ (0.5, 1)× (0, 1) and assume that the
elastic behavior of the material is described by Cε = µ1 tr(ε)I + 2µ2ε with µ1 = µ2 ≡ 5.0e02.
It is further assumed that the material obeys the kinematic hardening law, i.e., k2 ≡ 0. The
plastic material parameters are given as follows: σy = 2.0e01, k1 ≡ 5.0e01. The body shall be
fixed at Γ0 = (0.5, 1)× {0}. We set ψ ≡ 4.0e-02 on Γc = (0, 1)× {1} and apply a pressure force
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γ / # nodes 12,5k 25k 50k 100k 200k 400k 800k 1.6M
1.0e01 1 1 1 1 1 1 1 1
1.0e02 4 4 3 3 2 2 2 2
1.0e03 7 7 6 5 5 4 5 3
1.0e04 32 18 21 16 15 11 10 9
1.0e04∗ 22 29 28 22 22 24 22 24
1.0e05 79 64 54 66 67 60 51 30
1.0e05∗ 62 66 61 57 63 71 63 58
Table 1: Algorithm SSN(γ, h), Example (a), εin=1.0e-10: no. of iterations w.r.t. mesh size and γ, ∗ fixed starting point
Figure 4: Example (a): plastic strain |p|F (left), dominant plastic zones (dark), i.e. |p|F > 1e-02 (right)
g(t1, x) = −2.0e01 ·ν(x) on Γ1 = (0, 0.5)× {0.5} which leads to a nonempty contact region at
the solution. Volume forces are assumed to be absent; f (t1) ≡ 0. To verify mesh-independent
convergence of Algorithm SSN(γ, h), we compute the solution for each fixed γ on meshes with
decreasing mesh width starting from approximately 1.6 · 103 nodes to about 1.6 · 106 nodes, cf.
Table 2, using uniform mesh refinement. The solution on a given mesh is prolongated to the next
finer mesh to serve as a starting point v(0) of Algorithm SSN(γ, h) on the refined triangulation.
It is observed that below γ ≈ 1.0e04, both active set approximations of contact and plasticity
constraints are empty. For γ between 1.0e04 and 1.0e05, only the contact constraint has a nonempty
active set. Starting from γ ≈ 1.0e05, both, plastic and contact effects need to be dealt with. For
validation purposes, a restart strategy using the zero function as a starting point on each mesh
is also tested. The iterations count for the restart strategy stays bounded as the number of nodes
are increased whereas the iteration numbers for the nested strategy even tend to decrease with
decreasing mesh width.
As the result of the application of the inexact path-following approach IPF(h) with regard to
the penalty parameter set γ, we display in Figure 5 the approximate optimal plastic strain as well
as the regions of extensive plastic straining in the deformed configuration. Employing relation
(8.2.10), we also plot the approximate yield function in the deformed configuration and the normal
stress component on the initial configuration in Figure 6.
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Table 2: Algorithm SSN(γ, h), Example (b), εin=1.0e-10: no. of iterations w.r.t. mesh size and fixed γ, ∗ fixed starting point,
† for vector-valued γ cf. (9.3.8)
γ / # nodes 1.6k 6k 25k 100k 400k 1.6M
1.0e03 1 1 1 1 1 1
1.0e04 4 4 3 3 1 1
5.0e04 4 9 8 4 3 5
1.0e05 22 24 25 16 13 9
[2.0e07, 2.0e07, 1.0e00, 1.0e00]† 15 13 8 6 6 5
[2.0e07, 2.0e07, 1.0e00, 1.0e00]∗ 15 14 21 25 23 22
Figure 5: Example (b): |p|F (left), dominant plastic zones (dark), i.e. |p|F > 0.1 (right)
Figure 6: Example (b): yield functional Figure 7: Example (b): normal stress approxi-mation (σν)ν on Γc
Example (c) - Sine-shaped obstacle
In this example we consider a rectangular domain Ω = (0, 5) × (0, 1). The elastic behavior is
described by Cε = µ1 tr(ε)I + 2µ2ε with µ1 ≡ 8.0e01, µ2 ≡ 5.3e01. The material is assumed
to satisfy the isotropic hardening law (k1 ≡ 0) with k2 ≡ 1.0e02 and σy = 8.0e00. We apply a
pressure g(t1, x) = −8.0e00 · ν(x) on Γ1 = (1, 4)× {0}. We further admit a vanishing volume
force f ≡ 0. Moreover, Γ0 = ({0} × (0, 1)) ∪ ({1} × (0, 1)), and Γc = (1, 4)× {1} with Ψ(x, 1) =
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0.2+ sin(5π (x− 1.5)) for x ∈ (1.5, 3.5) and Ψ(x, 1) ≡ 0.2, else. The results obtained by Algorithm
SSN(γ, h) are summarized in Table 3. As in the previous examples, we verify mesh-independent
convergence by computing the solution for each fixed γ on meshes with decreasing mesh width.
Again, we choose the (prolongated) solution of the preceding coarser mesh as a starting point
for Algorithm 1 . It is observed that, both, plastic and contact effects need to be taken account of
starting from γ ≈ 5.0e03. Considering Table 3 we observe that the number of iterations even tends
to decrease with smaller mesh width. This clearly indicates mesh-independent convergence for
fixed γ as the mesh width tends to zero. As for the preceding examples, the results of the inexact
path-following approach IPF(h) (cf. below), are displayed in Figure 8,9 and 10.
Table 3: Algorithm SSN(γ, h), Example (c), εin=1.0e-10: no. of iterations w.r.t. mesh size and fixed γ, † for vector-valued γ
cf. (9.3.8), ∗ fixed starting point
γ / # nodes 1.3k 5k 21k 83k 300k 1.3M
1.0e03 1 1 1 1 1 1
5.0e03 11 11 8 7 5 5
1.0e04 17 23 17 11 8 9
[1.0e06,1.0e06,1.0e00,1.0e00]† 13 10 8 6 5 4
[1.0e06,1.0e06,1.0e00,1.0e00]∗ 13 12 13 15 17 15
Figure 8: Example (c): |p|F (left), dominant plastic zones (dark), i.e. |p|F > 0.01 (right)
Performance of the path-following approach
Tables 4-6 show the results for the application of Algorithm IPF(h) to the previous test examples
for fixed outer stopping criterion εout = 10−5. For validation purposes, we first test IPF(h) on
various meshes using for each mesh the zero function as a starting outer iterate v˜(0). This restart
strategy is observed to converge with a constant number of outer iterations. This indicates that for
fixed required precision εout in the outer loop of IPF(h), the appropriate path-parameter set does
not depend on the mesh width. Moreover, the total number of inner iterations stays bounded as
the mesh width goes to zero, which indicates that even for this heuristic the inexact path-following
algorithm behaves almost mesh-independent. It should be pointed out that automated path-
following methods from variational inequalities of the first kind bear a high potential to further
improve the performance of the path-following algorithm, see [66]. To keep high-dimensional
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Figure 9: Example (c): yield functional Figure 10: Example (c): normal stress approx-imation (σν)ν on Γc
calculations as low as possible we also test a nested iteration. In this approach the solution on
a given mesh is prolongated to the next finer mesh to serve as a starting point v˜(0) of Algorithm
IPF(h) on the refined mesh together with the final parameter set of the coarser mesh. In this way,
the major part of the computations related to the identification of the appropriate parameter set is
transferred to the smallest mesh and the nested approach proves to be particularly efficient for
Example (a) and (b). With this strategy, no further γ-updates are necessary after the computations
on the coarsest mesh and the total number of inner Newton-iterations decreases significantly as
the number of nodes increases.
The efficiency of our path-following approach can be numerically verified as follows. On a fixed
mesh associated with a mesh width h, denote by γ(end) the final parameter set from the application
of IPF(h). A straightforward application of Algorithm SSN(γ, h) to (Dγ(end),h), where the stopping
criterion is replaced by the respective inexact version (9.3.9), typically requires a multiple of the
iterations. This shows the advantage of our path-following approach.
# nodes 12,5k 25k 50k 100k 200k 400k 800k 1.6M
restart 9(40) 9(38) 9(40) 9(41) 9(32) 9(30) 9(30) 9(26)
nested 1(21) 1(13) 1(23) 1(19) 1(14) 1(15) 1(14) 1(9)
Table 4: No. of outer(total inner) iterations IPF(h), γ(0) = 1.0e03 ·[1, 1, 1, 1], εout = 1.0e-05, θ = 2 and τin = 1.0e00 for
Example (a)
# nodes 1.5k 6k 25k 100k 400k 1.6M
restart 21(41) 21(37) 21(49) 21(52) 21(52) 21(57)
nested 21(41) 1(79) 1(63) 1(48) 1(38) 1(20)
Table 5: No. of outer(total inner) iterations for IPF(h), γ(0) = [2.0e07,2.0e07,1.0e00,1.0e00],εout = 1.0e-05, θ = 1.5 and
τin = 1.0e00 for Example (b)
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# nodes 1.3k 5k 21k 83k 320k 1.3M
restart θ = 1.5 26(29) 26(48) 26(71) 26(65) 26(51) 26(57)
restart θ = 2.0 16(23) 16(40) 16(54) 16(52) 16(40) 16(53)
nested θ = 1.5 16(21) 1(221) 1(172) 1(141) 1(141) 1(90)
nested θ = 2.0 16(23) 1(239) 1(209) 1(142) 1(164) 1(138)
Table 6: No. of outer(total inner) iterations IPF(h), γ(0) = [1e08,1e08,1,1], εout = 1.0e-05, τin = 1.0e00 for Example (c)
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Duality Results and Regularization Schemes for
Perfect Plasticity
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10 Perfect Plasticity
10.1 Introduction
The analysis of the time-dependent problem of quasi-static small strain associative perfect plasticity
or Prandtl-Reuss plasticity goes back to [44, 78], where [78] includes the first existence result for
the time-dependent case based on a suitable stress-based dual formulation. In [92], existence
as well as approximation results are given for time-varying yield criteria. The understanding
of the appropriate functional analytic setting of the weak formulation of perfect plasticity has
been considerably improved in [117], which builds on the functional analytic framework for the
corresponding static problem usually referred to as Hencky plasticity [116, 119]. The requirement
for a more involved functional analytic setting is physically justified by the possible presence of
strain localization. Simulations of this phenomenon are carried out in [88, 97]. In the static case,
which itself is of limited practical use, existence results for the appropriate primal formulation in
terms of the displacement, also called strain problem, have been obtained on the basis of relaxation
principles. The relation of the strain problem to the stress problem is discussed within the theory
of Fenchel duality [7, 119]. These developments build upon a proper weak formulation of the flow
law which depends on a suitable pairing of stresses and strains. The pairing cannot be derived in a
straightforward way, owing to the fact that the strain in perfect plasticity is just a measure [82].
Although the literature on mathematical plasticity and related issues is rather vast, it was not
until the relatively recent work [38] that the corresponding primal problem of quasi-static perfect
plasticity has been formulated and studied in a satisfying way. The appropriate setting of this
problem is gained from the abstract theory of energetic formulations for a very general class of
rate-independent systems [91, 94]. One of the key points of the approach in [38] consists in a proper
extension of the stress-strain duality from Hencky plasticity to the time-dependent case. Moreover,
the equivalence to the stress-based weak formulation from [78] is set forth and the existence of a
quasi-static evolution is proven by an appropriate time-discretization. Important extensions, for
example, to heterogeneous materials [50, 113] and with respect to regularity theory [42] are also
established.
The numerical analysis of finite element methods in perfect plasticity is mainly governed by
regularization techniques, and a convergence result for the discretized stresses for a suitable
coupling of discretization and regularization parameter is known [101]. In the quasi-static case,
perfect plasticity can be characterized as a limit of plasticity problems with vanishing hardening.
The approach can be coupled with a standard finite element discretization and convergence of
displacement, stresses and strains, as the mesh size goes to zero, can be proven under minimal
regularity [15]. For a discussion of the static case in the context of adaptive methods, we also refer
to [100], [109] and [25]. To the best of the author’s knowledge, there is no convergence result for a
direct finite element approximation of the Prandtl-Reuss model under minimal regularity.
As for algorithmic approaches to the discrete problems of perfect plasticity, we mention the
standard return mapping algorithm from [112]. The superlinear convergence of this generalized
Newton method is explained by the semismoothness of the plastic response function [107]. Other
approaches, like SQP [124] and multigrid techniques [123], typically depend on the smoothness of
the yield surface. The convergence usually displays a high degree of mesh-dependence whereas
the convergence of infinite-dimensional Augmented Lagrangian methods hinges on the higher
regularity of the strain which is often not given [106]. We also refer to [45] for a survey on the
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various complications in both theoretical and algorithmic Prandtl-Reuss plasticity.
The outline of this part is as follows. In the remainder of this chapter, the system of equations of
the Prandtl-Reuss model of perfect plasticity is given. Thereupon, the properties of the different
weak formulations, their interrelation and the generalized stress-strain duality is reviewed. In
Chapter 11 we consider the time-discretized problem of quasi-static evolution in perfect plasticity
which represents a convex minimization problem over the space of functions with bounded
deformation and the space of Borel measures. An equivalent inf-sup problem formulation which is
posed in a usual separable and reflexive Lebesgue space is derived. With the help of this reduced
formulation we prove that the classical incremental stress problem from [78] is a Fenchel dual
problem to the primal problem. As a result, we can derive new necessary and sufficient optimality
conditions for the time-discrete problem.
In the subsequent chapter we propose a primal-dual regularization scheme which combines
the visco-plastic regularization with a penalty type approach with respect to the mechanical
equilibrium condition. The approach can be considered as an alternative to techniques that are
based on the approximation by plasticity problems with vanishing hardening; see [15] and Part III.
The regularization is shown to be consistent with the initial problem in that displacements, stresses
and strains are shown to converge to a solution of the initial problem in suitable topologies.
The scheme gives rise to a well-defined Fenchel dual problem, which is a modification of the
usual stress problem in perfect plasticity. Moreover, the regularized dual problem has a simple
structure, which appears to be well-suited for numerical purposes. In order to design a mesh-
independent solver for the corresponding subproblems, we propose an algorithmic approach
in the infinite-dimensional setting based on the semismooth Newton method, and we include
a convergence result for the regularized problems. Finally, we give an outlook on the finite-
dimensional counterpart of the solver, and we discuss some of the difficulties related to the stability
of finite-dimensional approximations.
10.2 The Prandtl-Reuss Model of Perfect Plasticity
In this chapter, the fundamental set of conditions that describes the evolution of an elasto-plastic
material subject to time-dependent applied forces given by the densities f = f (t, x) and g = g(t, x)
is set forth. We assume that the loading process takes place in the time interval [0, T] and that
the body is represented by a bounded domain Ω ⊂ RN , N ∈ {2, 3}. As in Chapter 7, we focus
on the quasi-static regime under the small strain assumption, and the flow rule is assumed to
be associative. Again we assume that the body is fixed on a given portion Γ0 of the boundary
∂Ω whereas g acts on the complement Γ1 = ∂Ω \ Γ0. The mechanical quantities of interest,
u = u(t, x), σ = σ(t, x) and p = p(t, x), are introduced in Section 7.2 to which we refer for details.
The elastic behavior of Ω is described by a fourth order elasticity tensor C = C(x) ∈ (MN×N)2
which is assumed to have the properties specified in (7.2.2). In particular, C is assumed to be
symmetric,
Cijkl = Cklij = Cjikl ,
and pointwise stable, i.e., there exists κ1 > 0 with
C(x)σ : σ ≥ κ1|σ|2F for all σ ∈MN×N and a.e. x ∈ Ω.
In contrast to Chapter 7, the Prandtl-Reuss model of perfect plasticity does not account for
hardening effects. In the absence of hardening, the loading procedure may cause the material to
form shear bands which are surfaces along which shear strains concentrate and discontinuities
in the displacement may occur. The standard example is the formation of a slip surfaces. These
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are surfaces in the material along which the tangential component of the displacement exhibits
a jump-type discontinuity. On the mathematical level, this is reflected by the observation that
optimal displacements may exhibit discontinuities on (N − 1)-dimensional submanifolds which
rules out the usual Sobolev setting. Thus, perfect plasticity requires a different functional analytic
framework. Without hardening effects, the set of admissible stresses has to be adapted in a suitable
way. In accordance with the notation from Section 7.2 on hardening plasticity, we assume that
the set of admissible stresses K ⊂ MN×N is a nonempty, convex and closed set determined by
some yield function ϕ : MN×N → R∪ {+∞}. Together with an initial condition at time t = 0, the
classical set of conditions for the elasto-perfectly plastic evolution of a body subject to the external
forces f and g is given as follows.
Problem 10.1 (Prandtl-Reuss plasticity). Given f = f (t, x) and g = g(t, x) with f (0, x) = 0 in Ω and
g(0, x) = 0 on Γ1, find [u, p, σ] = [u, p, σ](t, x), with
[u, p, σ](0, x) = 0 in Ω
such that
u(t, x) = 0 on Γ0, (10.2.1)
σν(t, x) = g(t, x) on Γ1, (10.2.2)
−Div σ(t, x) = f (t, x) in Ω, (10.2.3)
ε(u)(t, x) = C−1(x)σ(t, x) + p(t, x) in Ω, (10.2.4)
σ(t, x) ∈ K in Ω (10.2.5)
p˙(t, x)) ∈ NK(σ(t, x)) in Ω, (10.2.6)
for all t ∈ [0, T].
Here, NK denotes the normal cone ofK inMN×N , i.e.,
NK(σ) = {p ∈MN×N : p : (σ˜− σ) ≤ 0 ∀ σ˜ ∈ K}.
The plastic flow rule p˙(t, x) ∈ NK(σ(t, x)) implies that the plastic strain can only evolve if σ(t, x) is
an element of the yield surface ∂K. In comparison with hardening plasticity, the set of admissible
stresses, and in particular the yield surface, does not change in time. At this point we emphasize
that the yield surface is not necessarily smooth. Discrete plasticity solvers sometimes require the
smoothness of the yield surfaces in order to work with a multiplier-based reformulation of the
flow rule; cf., for instance, [124].
If the yield criterion of the considered material is pressure-insensitive then the set K that
determines the yield criterion is given by
K = K0 +RIN , (10.2.7)
whereK0 is a nonempty, compact and convex neighborhood of the origin of the space of trace-free
symmetric matrices MN×N0 , and IN is the identity matrix of dimension N. In particular, (10.2.7)
together with the flow rule (10.2.6) implies that p(t, x) ∈MN×N0 and (10.2.5), (10.2.6) are equivalent
to
dev σ ∈ K0 and p˙(t, x) ∈ NK0(dev σ(t, x)),
where dev σ = σ − tr σN IN and NK0(dev σ(t, x)) denotes the normal cone of K0 at dev σ(t, x) in
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MN×N0 . Using the support function ofK0,
i∗K0 : M
N×N
0 → R∪ {+∞}, i∗K0(σ) = sup
τ∈K0
τ : σ,
(10.2.6) can be equivalently written as
i∗K0( p˙) = p˙ : dev σ. (10.2.8)
10.3 Function Space Setting and Variational Formulations
We begin the analysis of the conditions (10.2.1)-(10.2.6) by reviewing several notions of weak
solutions and their relation. In the following, we will assume that Ω ⊂ RN , N ∈ {2, 3}, is a
bounded Lipschitz domain with nonempty open Dirichlet boundary portion Γ0 ⊂ ∂Ω. For a fixed
subspace X(Ω) ⊂ Q, the set of admissible stresses in X(Ω) is denoted by
Sad(X(Ω)) := {σ ∈ X(Ω) : σ(x) ∈ K a.e. in Ω},
and for X(Ω) = Q we simply write Sad = Sad(Q). We also define the space
Σ(Div;Ω) := {σ ∈ Q : Div σ ∈ LN(Ω)N}.
The applied forces are given by f = f (t) ∈ LN(Ω)N and g = g(t) ∈ L∞(Γ1)N and we set
l(u˜) = ⟨l(t), u˜⟩ :=
ˆ
Ω
f · u˜ dx +
ˆ
Γ1
g · u˜ dHN−1, u˜ ∈ V.
The correct functional analytic setting requires that the displacement is sought in the space of
functions with bounded deformation
BD(Ω) = {u ∈ L1(Ω)N : ε(u) ∈ M(Ω;MN×N)}.
Consequently, the plastic strains are only measures which may also be supported on the boundary.
Hence, the plastic strains are expected to lie in the space of Borel measures M(Ω∪ Γ0;MN×N0 ). This
setting sharply contrasts with the case of hardening plasticity. We refer to Section 1.2 for important
properties of these spaces.
10.3.1 Johnson’s weak formulation
Dating back to the two seminal works of [44] and [78], a weak formulation of (10.2.1)-(10.2.6) in
terms of the stress and the velocity can been formulated by replacing p˙ in the flow law (10.2.6)
using the strain decomposition (10.2.4). In this way we obtain
(ε(u˙)−C−1σ˙, σ˜− σ) ≤ 0, ∀ σ˜ ∈ Sad(Σ(Div;Ω)), σ˜ν = g on Γ1.
We also note that each function σ˜ ∈ Σ(Div;Ω) has a normal trace on Γ1 according to (1.2.5), such
that the equality σ˜ν = g has to be understood in the sense of H−1/200 (Γ1)
N . By a (formal) application
of Green’s formula, one obtains the variational inequality
⟨u˙, Div σ˜−Div σ⟩+ (C−1σ˙, σ˜− σ) ≥ 0, ∀ σ˜ ∈ Sad(Σ(Div;Ω)), σ˜ν = g on Γ1,
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where ⟨ . , . ⟩ stands for the duality pairing of LN/(N−1)(Ω)N with LN(Ω)N . Together with the
standard weak formulation of the equilibrium condition (10.2.3) using the adjoint of the operator
ε : V → Q, ε(u) = 12 (∇u +∇u⊤),
this leads to the following coupled variational inequality problem for the displacement rate and
the stress.
Problem 10.2 (Johnson’s weak formulation). Let f ∈ C([0, T]; LN(Ω)N), and g ∈ C([0, T]; L∞(Γ1)N)
with f (0) = 0, g(0) = 0. Find
[u˙, σ] : [0, T]→ BD(Ω)×Q, with σ(0) = 0,
such that σ ∈ Sad(Σ(Div;Ω)) and
(σ, ε(u˜)) = ⟨l(t), u˜⟩ ∀ u˜ ∈ V, (10.3.1)
⟨u˙, Div σ˜−Div σ⟩+ (C−1σ˙, σ˜− σ) ≥ 0 ∀ σ˜ ∈ Sad(Σ(Div;Ω)), σ˜ν = g(t) on Γ1, (10.3.2)
for a.e. t ∈ (0, T).
In the initial analysis of Johnson [78], the formulation is oblivious of the precise spatial reg-
ularity of u. Under a suitable assumption on the load, existence of a solution to Problem 10.2
in L2w(0, T; BD(Ω)) × L∞(0, T; Q) is proven in the latter reference by a combination of a time-
discretization with a Moreau-Yosida regularization of iK. The choice of the space BD(Ω) and the
refined regularity statements for the displacement are attributed to Suquet [117]. The latter refer-
ence also provides one-dimensional examples exhibiting non-unique and discontinuous velocity
solutions u˙. For a further discussion of the possible types of discontinuities of the displacement
or the velocity, we refer to [45] and the references therein. By contrast, the stress solution is
uniquely determined by Problem 10.2. Indeed, upon testing (10.3.2) with σ˜ ∈ Sad(Σ(Div;Ω)),
where σ˜ν = g on Γ1 and −Div σ˜ = f , it can be observed that any stress solution also solves the
following problem, which is uniquely solvable owing to the properties of C.
Problem 10.3 (Johnson’s stress problem). Let f ∈ C([0, T]; LN(Ω)N) and
g ∈ C([0, T]; L∞(Γ1)N) with f (0) = 0, g(0) = 0. Find
σ : [0, T]→ Q, with σ(0) = 0,
such that σ ∈ Sad(Σ(Div;Ω)) and
(σ, ε(u˜)) = ⟨l(t), u˜⟩ ∀ u˜ ∈ V,
(C−1σ˙, σ˜− σ) ≥ 0 ∀ σ˜ ∈ Sad(Σ(Div;Ω)), σ˜ν = g(t) on Γ1,−Div σ˜ = f (t),
for a.e. t ∈ (0, T).
At this point, many theoretical questions still remain open. This primarily concerns the interpre-
tation of the flow law, since the equality p = ε(u)−C−1σ implies that p does not have a pointwise
(a.e.) interpretation. Also, it is not clear in what way solutions u to Problem 10.2 fulfill the Dirichlet
boundary condition. These questions are answered by the study of an appropriate primal problem
in u and p. For an overview of the various approaches to the stress problem we also refer to [45]
and the references therein.
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10.3.2 Quasi-static evolution
In [38], the problem of Prandtl-Reuss perfect plasticity is studied within the general context of
energetic formulations for rate-independent systems which are defined by the axioms of energy
stability and energy balance. Establishing a suitable time-discretization, problems in this class are
approximated consistently as the time step goes to zero by the corresponding time-incremental
procedure. For details we refer to [91] and the recent monograph [94].
Assumptions and notation
In the remainder of this chapter, we collect some important results from [38]. In doing so, we focus
on a homogeneous boundary condition on Γ0 and zero initial conditions, i.e.,
[u, e, p](0) = 0, l(0) = 0,
but the definition and the subsequent results can be extended to time-dependent prescribed
boundary displacements and nontrivial initial conditions. To begin with, we introduce some
additional notation. The elastic part of the strain is denoted by
e := C−1σ.
The strain decomposition (10.2.4) motivates the definition of the set of admissible states
Wad := {(u, e, p) ∈ BD(Ω)×Q× M(Ω ∪ Γ0;MN×N0 ) :
ε(u) = p⌊Ω+ e, p⌊Γ0 = −(u⊙ ν)Hn−1}, (10.3.3)
where p⌊Ω and p⌊Γ0 designate the restriction of the measure p to Ω and Γ0, respectively. With the
symmetrized outer product
a⊙ b := 12 ab⊤ + ba⊤, a, b ∈ RN ,
the boundary condition on Γ0 is the appropriate relaxation of the Dirichlet boundary condition
u = 0 on Γ0 in plasticity theory, cf. [119].
Another technical assumption concerns the smoothness of the bounded domain Ω and the
interface joining the parts of the different boundary conditions;
∂Ω ∈ C2, ∂Γ0 = ∂Γ1 is C2-regular [82]. (10.3.4)
The elasticity tensor C ∈ (MN×N)2 is assumed to be positive definite and invariant with respect to
the orthogonal subspacesMN×N0 and {cIN : c ∈ R}. Consequently, there exists a positive definite
tensor Cdev ∈ (MN×N0 )2 and a scalar λ0 > 0 such that
Cσ = Cdev dev σ+ λ0 tr σIN , ∀ σ ∈MN×N . (10.3.5)
We also assume that the yield criterion is pressure-insensitive, such that the flow law (10.2.6) can
be equivalently expressed by (10.2.8). In order to derive a weak primal formulation, the mapping
D defined in (7.4.5),
D( p˜) =
ˆ
Ω
i∗K0( p˜) dx, p˜ ∈ Q,
has to be extended to the measure space M(Ω ∪ Γ0,MN×N0 ). This is achieved with the help of the
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theory of convex functions of measures [55, 119] by setting
i∗K0( p˜) := i
∗
K0
( p˜/| p˜|)| p˜|, p˜ ∈ M(Ω ∪ Γ0;MN×N0 ),
where p˜/| p˜| denotes the Radon-Nikodým derivative of p˜ with respect to its total variation | p˜|. We
note that p˜/| p˜| ∈ L1| p˜|(Ω ∪ Γ0;MN×N0 ), i.e., p˜/| p˜| is Lebesgue integrable on Ω ∪ Γ0 with respect to
the measure | p˜|. Consequently, i∗K0( p˜) ∈ M+(Ω ∪ Γ0). The mapping
D : M(Ω ∪ Γ0;MN×N0 )→ R
is then defined by
D( p˜) :=
ˆ
Ω∪Γ0
i∗K0( p˜/| p˜|) d| p˜| = i∗K0( p˜)(Ω ∪ Γ0).
Note that the properties ofK0 ensure that D is nonnegative and finite. The dissipation in the time
interval [0, t], t ≤ T, is measured by the generalized total variation functional with respect to D,
D(p; 0, t) := sup{
J˜∑
j=1
D(p(tj)− p(tj−1)) : J˜ ∈N, 0 = t0 ≤ t1 ≤ . . . ≤ t J˜ = t}.
The notion of quasi-static evolution turns out to be essential for a weak formulation of perfect
plasticity. We recall that we assume the system to be initially at rest.
Definition 10.4 (Quasi-static evolution). A function [0, T] ∋ t ↦→ [u(t), e(t), p(t)] ∈ BD(Ω)×Q×
M(Ω ∪ Γ0;MN×N0 ) with [u, e, p](0) = 0 is called quasi-static evolution if the following conditions are
fulfilled.
(i) Stability: For every t ∈ [0, T], it holds that [u(t), e(t), p(t)] ∈ Wad and
1
2 (Ce(t), e(t))− ⟨l(t), u(t)⟩ ≤ 12 (Ce˜, e˜) + D( p˜− p(t))− ⟨l(t), u˜⟩
for all [u˜, e˜, p˜] ∈ Wad.
(ii) Energy equality: It holds that p ∈ BV([0, T], M(Ω ∪ Γ0;MN×N0 )), and for every t ∈ [0, T] the
equation
1
2 (Ce(t), e(t))− ⟨l(t), u(t)⟩+D(p; 0, t) = −
ˆ t
0
⟨l˙(s), u(s)⟩ds
is valid.
Problem 10.5 (Existence of quasi-static evolutions). Given
f ∈ AC([0, T]; LN(Ω)N), g ∈ AC([0, T]; L∞(Γ1)N) (10.3.6)
with f (0) = 0 and g(0) = 0, find
[u, e, p] : [0, T]→ BD(Ω)×Q× M(Ω ∪ Γ0;MN×N0 )
with [u, e, p](0) = 0 such that t ↦→ [u(t), e(t), p(t)] is a quasi-static evolution.
It is well-known that in order to establish the existence of weak solutions in perfect plasticity
only certain qualified f and g are admissible.
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Assumption 10.6 (Safe-load condition). There exists σˆ ∈ AC([0, T]; Q) and ρ > 0 such that
(i) dev σˆ ∈ AC([0, T]; L∞(Ω;MN×N0 )),
(ii) for every t ∈ [0, T] it holds that
Div σˆ(t) = − f (t) in Ω, σˆ(t)ν = g(t) on Γ1,
dev σˆ(t) + B(0; ρ) ⊂ K0 a.e. in Ω,
where Bρ(0) := {τ ∈MN×N0 : |τ|F < ρ}.
Note that Assumption 10.6(ii) ensures that there exists an element in the feasible set to Prob-
lem 10.2 that has a Slater-type property. In other words, the condition essentially requires the
applied forces f and g to be nondegenerate in the sense that they allow for an admissible stress
state corresponding to a purely elastic material response. For instance, consider the following
practically relevant situation.
Example 10.7. Let
f (t) := 0, ∀ t ∈ [0, T], g(t, x) := c(t)ν(x),
where c(t, x) ≡ c(t), c ∈ AC([0, T]), describes a time-dependent homogeneous traction or pressure.
In this case,
σˆ(t, x) := c(t)IN
represents the desired element to ensure that f and g comply with Assumption 10.6.
If, additionally, the (mild) assumptions on the boundary regularity (10.3.4), the pressure insensi-
tivity of the yield criterion (10.2.7) and the standard assumptions on C (10.3.5) are given, then there
exists a solution [u, e, p] ∈ AC([0, T]; BD(Ω)×Q×M(Ω∪ Γ0,MN×N0 )) of Problem 10.5. Moreover,
e : [0, T]→ Q (and thus σ : [0, T]→ Q) is uniquely determined by its initial condition [38, Theorem
4.5, 5.2 and 5.9]. The solutions are obtained by a time-discretization process, which is defined in
the subsequent section.
The connection between the two types of weak solutions to the system (10.2.1)-(10.2.6) relies
on a suitable extension of the meaning of the flow law (10.2.6) to linearized strains ε(u) that are
only measures, and which reduces to the conventional (pointwise a.e.) meaning if p˙ ∈ Q. For that
reason, a duality pairing between admissible stresses and strains can be defined, which extends
earlier approaches within the context of Hencky plasticity set forth by Kohn and Temam [82].
Stress-strain duality
LetK be pressure-insensitive, i.e., (10.2.7) holds true. For σ ∈ Σ(Div;Ω)with dev σ ∈ L∞(Ω;MN×N0 )
and u ∈ BD(Ω) with div u ∈ LN/(N−1)(Ω), one may then define the distribution [dev σ, dev ε(u)]
by
⟨[dev σ, dev ε(u)], φ⟩ := −⟨Div σ, φu⟩ − 1N ⟨tr σ, φdiv u⟩ − ⟨σ, u⊙∇φ⟩, (10.3.7)
for all φ ∈ C∞c (Ω). Note that all (LN , LN/(N−1))-pairings on the right hand side of (10.3.7) are well-
defined since any σ ∈ Σ(Div;Ω) with dev σ ∈ L∞(Ω;MN×N0 ) fulfills the integrability condition
σ ∈ Lr(Ω;MN×N), ∀ r ∈ [1,+∞);
see [82]. It even holds that [dev σ, dev ε(u)] ∈ M(Ω) as shown in [82, 119]. With the help of this
generalized duality pairing, one may use the additive strain decomposition (10.2.4) to define a
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pairing between admissible stresses and plastic strains. In fact, for σ ∈ Σ(Div;Ω) with dev σ ∈
L∞(Ω;MN×N0 ) and [u, e, p] ∈ Wad, define the measure [dev σ, p] ∈ M(Ω ∪ Γ0) by
[dev σ, p] :=
{
[dev σ, dev ε(u)]− dev σ : dev e, in Ω,
−(σν)T · uHN−1, on Γ0,
(10.3.8)
where (σν)T := σν− (σν)νν is the tangential component of σν. Note that (σν)T ∈ L∞(∂Ω;RN)
such that [dev σ, p] is well-defined, [82, Lemma 2.4]. With the help of this duality pairing, it can be
shown that Problem 10.5 is essentially equivalent to Problem 10.2. We recall the corresponding
result from [38, Theorem 6.1].
Theorem 10.8. Let (10.2.7), (10.3.4), (10.3.5), (10.3.6) and Assumption 10.6 hold true. The following
assertions are equivalent.
(i) [u, e, p] : [0, T]→ BD(Ω)×Q× M(Ω ∪ Γ0;MN×N0 ) is a quasi-static evolution (Problem 10.5).
(ii) [u˙, σ] solves Johnson’s weak formulation (Problem 10.2) and
a) [u, e] ∈ AC([0, T]; BD(Ω)×Q),
b) p(t)⌊Ω= ε(u)(t)− e(t), p(t)⌊Γ0= −u(t)⊙ νHN−1 for all t ∈ [0, T].
(iii) a) [u, e, p] ∈ AC([0, T]; BD(Ω)×Q× M(Ω ∪ Γ0;MN×N0 )),
b) [u, e, p](t) ∈ Wad for all t ∈ [0, T],
c) for all t ∈ [0, T] it holds that
σ(t) ∈ Sad(Σ(Div;Ω)), −Div σ(t) = f (t) a.e. in Ω, σ(t)ν = g(t) a.e. on Γ1,
d) D( p˙(t)) = [dev σ(t) : p˙(t)](Ω ∪ Γ0) for a.e. t ∈ (0, T).
Thus, under slightly improved regularity in time, quasi-static evolutions correspond to solutions
of Problem 10.2. Moreover, (iii)(d) represents the appropriate weak form of the flow rule (10.2.8).
We proceed by considering a time-discretized version of Problem 10.5.
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11.1 Problem Statement
In this section we formulate the incremental problem of quasi-static evolution in perfect plas-
ticity. Therefore we assume from now on and for the rest of Part IV that the assumptions
(10.2.7),(10.3.4),(10.3.5), (10.3.6) required for the theory of [38] are fulfilled. The dependence on the
safe-load condition will be explicited whenever necessary. To begin with, let
0 = t0 < t1 < · · · < tJ = T,
denote a partition of the time interval [0, T] with △t = maxn∈{1,...,J}(tn − tn−1). We define
[un, en, pn], n = 1, . . . , J, inductively as follows. Starting from [u0, e0, p0] = 0, at each fixed point in
time we are given the state of the system [un−1, en−1, pn−1] ∈ Wad from the preceding time instance
and the current applied forces fn := f (tn) ∈ LN(Ω;RN), gn := g(tn) ∈ L∞(Γ1;RN), which define
the total load ln = l(tn) ∈ BD(Ω)∗,
ln(u˜) :=
ˆ
Ω
fn · u˜ dx +
ˆ
Γ1
gn · u˜ dHN−1, u˜ ∈ BD(Ω). (11.1.1)
The triple [un, en, pn] is defined as a solution to the following problem.
Problem (P). {
inf J(u, e, p) over [u, e, p] ∈ BD(Ω)×Q× M(Ω ∪ Γ0,MN×N0 )
s.t. [u, e, p] ∈ Wad,
where the objective functional J is defined by
J(u, e, p) := 12 (Ce, e) + D(p− pn−1)− ⟨ln, u⟩.
Under the safe-load condition (Assumption 10.6), Problem (P) has a solution, which is in general
only unique in the elastic strain e. Following the existence proof from [38, Theorem 3.3], one may
reformulate Problem (P) by eliminating the dependence on u from the objective function using a
suitable integration by parts formula for the generalized pairing of stresses and strains (10.3.8) and
an element σˆ ∈ Σ(Div;Ω) which meets the requirements of the safe-load condition. Thereupon we
obtain the equivalent problem{
inf J˜(u, e, p) over [u, e, p] ∈ BD(Ω)×Q× M(Ω ∪ Γ0;MN×N0 ),
s.t. [u, e, p] ∈ Wad
(11.1.2)
with
J˜(u, e, p) := 12 ⟨Ce, e⟩ − (σˆ, e) + D(p− pn−1)− [dev σˆ, p− pn−1](Ω ∪ Γ0),
where Assumption 10.6 guarantees the coercivity of the mapping
p ↦→ D(p)− [dev σˆ, p](Ω ∪ Γ0)
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on M(Ω∪ Γ0;MN×N0 ); see [38, Lemma 3.2]. Below, we provide an alternative existence proof based
on another reformulation of Problem (P).
The time-incremental problems allow for a consistent approximation of Problem 10.5 in that the
piecewise constant time interpolates
[u△t, e△t, p△t] : (0, T)→ BD(Ω)×Q× M(Ω ∪ Γ0;MN×N0 )
constructed from the time-incremental solutions (the superscript △t indicating the dependence on
the step size)
[un, en, pn] = [u△tn , e
△t
n , p
△t
n ], n = 1, . . . , J(△t),
converge for △t → 0 (along a subsequence) to a quasi-static evolution [u, e, p] in the sense that
u△t(t) ∗⇀ u(t) in BD(Ω),
p△t(t) ∗⇀ p(t) in M(Ω ∪ Γ0;MN×N0 ),
e△t(t)→ e(t) in Q,
for all t ∈ [0, T], see [38, Theorem 4.8].
11.2 Inf-Sup Problem Formulation
As a result of the nonsmoothness of the objective function and the structure of the constraint
set in conjunction with the non-reflexive Banach space setting, the convex Problem (P) poses a
variety of complexities, which complicates a direct numerical approach to this problem. The
goal of this section is to establish a suitable problem reduction, which yields an unconstrained
reformulation posed in a conventional Lebesgue space. This reformulation is the main step to
establish a Fenchel duality result that relates the primal formulation (P) to the incremental version
of the stress problem (Problem 10.3).
With the help of the results from [38] on the various characterizations of the generalized stress-
strain duality, the plastic strain p can be eliminated from the optimization problem using the
definition of Wad; in fact, for given [u, e] ∈ BD(Ω)×Q, p = p(u, e) is uniquely determined by
p⌊Ω= ε(u)− e, p⌊Γ0= −u⊙ ν HN−1, (11.2.1)
such that only the plastic incompressibility condition tr p = 0 is left to be taken into account in
order to ensure [u, e, p] ∈ Wad. The resulting reduced objective function, which is derived in the
subsequent Lemma 11.1, turns out to be given by
Jˆ(u, e) := 12 (Ce, e) + sup
σ∈Sad(Σ(Div;Ω))
σν=gn on Γ1
{−⟨ pˆn−1, σ⟩ − (σ, e)− ⟨Div σ, u⟩} − ⟨ fn, u⟩, (11.2.2)
where pˆn−1 is understood as an element of Σ(Div;Ω)∗ defined by
⟨ pˆn−1, σ⟩ = −(σ, en−1)− ⟨Div σ, un−1⟩, σ ∈ Σ(Div;Ω). (11.2.3)
Note that pˆn−1 = pn−1 if un−1 ∈ H10(Ω;RN). The elimination of p from the initial problem (P) is
detailed in the following statement.
Lemma 11.1. Let Jˆ : BD(Ω)× Q → R be defined by (11.2.2). Then Problem (P) is equivalent to the
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problem ⎧⎪⎨⎪⎩
inf Jˆ(u, e) over [u, e] ∈ BD(Ω)×Q,
s.t. div u = tr e in Ω,
u · ν = 0 on Γ0,
(11.2.4)
in the following sense.
(i) If [u¯, e¯, p¯] is a solution of Problem (P) then [u¯, e¯] solves (11.2.4).
(ii) For each solution [u¯, e¯] to (11.2.4), it holds that [u¯, e¯, p(u¯, e¯)] is a solution to Problem (P), where
p(u¯, e¯) is defined by (11.2.1).
Proof. Let [u, e, p] ∈ Wad. As the safe-load condition is assumed to hold, we have [38, Prop. 2.4]
D(p) = sup{[dev σ, p](Ω ∪ Γ0) : σ ∈ Sad(Σ(Div;Ω)), σν = gn on Γ1},
where the measure [dev σ, p] ∈ M(Ω ∪ Γ0) is defined by the generalized duality pairing between
admissible stresses and strains (10.3.8). The integration by parts formula from [38, Prop. 2.2]
provides a useful characterization of the generalized duality. In fact, for any σ ∈ Sad(Σ(Div;Ω))
with σν ∈ L∞(Γ1;RN), it holds that
[dev σ, p](Ω ∪ Γ0) = −(σ, e)− ⟨Div σ, u⟩+ ⟨σν, u⟩Γ1 . (11.2.5)
Here, we use the shorthand notation ⟨ . , . ⟩Γ1 for the duality pairing of L∞(Γ1;RN) and L1(Γ1;RN).
By (11.2.5) we obtain for all σ ∈ Sad(Σ(Div;Ω)) with σν = gn on Γ1,
[dev σ, p− pn−1](Ω ∪ Γ0) =− (σ, e)− ⟨Div σ, u⟩+ ⟨gn, u⟩Γ1
− ⟨ pˆn−1, σ⟩ − ⟨gn, un−1⟩,
where pˆn−1 is defined in (11.2.3). Hence, we may remove the dependence on p of the objective
functional;
J(u, e, p) = Jˆ(u, e) ∀ [u, e, p] ∈ Wad. (11.2.6)
Now let [u¯, e¯, p¯] ∈ Wad be a solution of Problem (P) and [u, e] ∈ W˜ad, where
W˜ad := {[u, e] ∈ BD(Ω)×Q : div u = tr e in L2(Ω), u · ν = 0 a.e. on Γ0}.
By taking the trace in the two conditions (10.3.3) of the definition of Wad, one may observe that
(11.2.1) defines an element p ∈ M(Ω∪ Γ0;MN×N0 ) such that [u, e, p] ∈ Wad if and only if [u, e] ∈ W˜ad.
Using (11.2.6), one deduces that
Jˆ(u¯, e¯) = J(u¯, e¯, p¯) ≤ J(u, e, p(u, e)) = Jˆ(u, e),
for all [u, e] ∈ W˜ad. This proves assertion (i).
Let [u¯, e¯] ∈ W˜ad be a solution of (11.2.4). Following the above discussion, we find that for any
[u, e, p] ∈ Wad it holds that [u, e] ∈ W˜ad. Hence, (11.2.6) implies that
J(u¯, e¯, p(u¯, e¯)) = Jˆ(u¯, e¯) ≤ Jˆ(u, e) = J(u, e, p),
for all [u, e, p] ∈ Wad, which accomplishes the proof of assertion (ii).
As usual in plasticity problems with pressure-insensitive yield criteria, it can be expected that
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there is no need to explicitly take account of the plastic incompressibility constraint tr p = 0 as
it is already contained in the variational formulation. For this aspect we refer to the discussion
following (10.2.7) and [24]. In fact, it can be shown that the plastic incompressibility constraints in
(11.2.4) are redundant.
Lemma 11.2. Let Jˆ be given by (11.2.2). Assume the safe-load condition (Assumption 10.6) is fulfilled.
Then the problem
inf Jˆ(u, e) over [u, e] ∈ BD(Ω)×Q (11.2.7)
is equivalent to Problem (P) in the sense of Lemma 11.1.
Proof. Let [u, e] ∈ BD(Ω)×Q. For arbitrary φ ∈ C1(Ω) with φ = 0 on Γ1 we define σφ := σˆ+ φIN ,
where σˆ ∈ Σ(Div;Ω) denotes an element fulfilling the safe-load assumption. Thus, it holds that
σφ ∈ Sad(Σ(Div;Ω)) with σφν = gn on Γ1. Consequently, one may derive the following estimate;
sup
σ∈Sad(Σ(Div;Ω)),
σν=gn on Γ1
{−⟨ pˆn−1, σ⟩ − (σ, e)− ⟨Div σ, u⟩} − ⟨ fn, u⟩
≥ sup
φ∈C1(Ω),φ=0 on Γ1
{−⟨ pˆn−1, σφ⟩ − (σφ, e)− ⟨Div φIN , u⟩}
= −⟨ pˆn−1, σˆ⟩ − (σˆ, e) + sup
φ∈C1(Ω),
φ=0 on Γ1
{−⟨ pˆn−1, φIN⟩ − (φ, tr e)− ⟨∇φ, u⟩} .
Taking the trace in the Green’s formula (1.2.10) implies that
ˆ
Ω
u · ∇φ dx = −
ˆ
Ω
φ d(div u) +
ˆ
∂Ω
uν φ dHN−1 (11.2.8)
for all φ ∈ C1(Ω), such that
−⟨ pˆn−1, φIN⟩ = (φ, tr en−1) + ⟨∇φ, un−1⟩ = 0. (11.2.9)
The latter term vanishes since [un−1, en−1, pn−1] ∈ Wad implies that
div un−1 = tr en−1, un−1 · ν = 0 a.e. on Γ0.
By (11.2.9) and (11.2.8), one obtains
sup
σ∈Sad(Σ(Div;Ω)),
σν=gn on Γ1
{−⟨ pˆn−1, σ⟩ − (σ, e)− ⟨Div σ, u⟩} − ⟨ fn, u⟩
≥ −⟨ pˆn−1, σˆ⟩ − (σˆ, e) (11.2.10)
+ sup
φ∈C1(Ω),
φ=0 on Γ1
{ˆ
Ω
φ (d(div u)− tr e dx)−
ˆ
Γ0
u · ν φ dHN−1
}
,
which implies that Jˆ(u, e) = +∞ unless
div u− tr e = 0 in Ω. (11.2.11)
The redundancy of the boundary condition can be derived as follows. It can be verified that the
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density property
{φ⏐⏐Γ0 : φ ∈ C1(Ω), φ = 0 on Γ1}C0(Γ0) = C0(Γ0) (11.2.12)
is fulfilled; in fact, let g ∈ Cc(Γ0) and choose an extension g˜ ∈ Cc(ω) of g to a nonempty open
set ω ⊂ RN with ω ∩ Γ1 = ∅, supp g ⊂ ω and g˜|w∩Γ0 = g. Let gn := ρn ∗ g˜ ∈ Cc(RN) be the
standard mollification of g˜; cf. (5.2.9). As g˜ ∈ Cc(ω), (gn) converges uniformly to g˜ in ω. For
sufficiently large n, it further holds that supp gn ⊂ ω, and in particular, the sequence of restrictions
(gn|Γ0) of (gn) to Γ0 represents a feasible approximating sequence in the sense of the left hand side
of (11.2.12). Taking account of the fact that (gn|Γ0) converges uniformly to g on Γ0, the density
property (11.2.12) is verified.
Consequently, it holds that ˆ
Γ0
u · ν φ dHN−1 = 0,
for all φ ∈ C1(Ω) with φ = 0 on Γ1, if and only if,
∥u · νHN−1∥M(Γ0) = ∥u · ν∥L1(Γ0) = 0. (11.2.13)
Finally, (11.2.10) together with (11.2.11) and (11.2.13) imply that Jˆ(u, e) < +∞ requires that u · ν
vanishes on Γ0.
As a conclusion, the constraints in problem (11.2.4) are redundant and the assertion follows from
Lemma 11.1.
Observe also that the reformulation comes at the loss of the finiteness of the objective function.
The goal of the subsequent lemma is to show that the objective functional in (11.2.4) can be
extended to displacements u in the space LN/(N−1)(Ω;RN).
Lemma 11.3. Assume the safe-load condition is satisfied. Then the objective function Jˆ = Jˆ(u, e) from
(11.2.2) is coercive in BD(Ω)×Q. More precisely, there exist constants c0 ∈ R, c1 > 0 such that
sup
σ∈Sad(Σ(Div;Ω))
σν=gn on Γ1
{−⟨ pˆn−1, σ⟩ − (σ, e)− ⟨Div σ, u⟩} − ⟨ fn, u⟩ (11.2.14)
≥ c0 − c1∥e∥Q + ρmax(∥ε(u)∥M(Ω;MN×N),−∥ε(u)∥M(Ω;MN×N) + 1√2∥u∥L1(Γ0;RN))
for all [u, e] ∈ BD(Ω)×Q. Here, ρ > 0 is the constant from Assumption 10.6.
Proof. First, we state the elementary result
|dev τ|F ≤ |τ|F for all τ ∈MN×N . (11.2.15)
Making use of Assumption 10.6 and (11.2.15), it holds that
sup
σ∈Sad(Σ(Div;Ω)),
σν=gn on Γ1
{−⟨ pˆn−1, σ⟩ − (σ, e)− ⟨Div σ, u⟩} − ⟨ fn, u⟩
≥ sup
τ∈C1(Ω,MN×N),τ=0 on Γ1,
∥τ∥C(Ω;MN×N )≤ρ
{−⟨ pˆn−1, σˆ+ τ⟩ − (σˆ+ τ, e)− ⟨Div τ, u⟩}
≥ c + sup
τ∈C1(Ω;MN×N),τ=0 on Γ1,
∥τ∥C(Ω;MN×N )≤ρ
{−⟨ pˆn−1, τ⟩ − (σˆ+ τ, e)− ⟨Div τ, u⟩},
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for all e ∈ Q and u ∈ BD(Ω), where c ∈ R denotes a constant which may take different values on
different occasions. Using Green’s formula for BD(Ω)-functions (1.2.10), one obtains
−⟨ pˆn−1, τ⟩ = (en−1, τ) + ⟨un−1, Div τ⟩
≥ −c∥en−1∥Q −
ˆ
Ω
τ : ε(un−1) +
ˆ
Γ0
(un−1 ⊙ ν) : τ dHN−1
≥ −c∥en−1∥Q − ρ(|ε(un−1)|F(Ω) + ∥un−1 ⊙ ν∥L1(Γ0;MN×N))
and
−(σˆ+ τ, e) ≥ −(∥σˆ∥Q + ρ|Ω|1/2)∥e∥Q
for all τ ∈ C1(Ω,MN×N) with ∥τ∥C(Ω,MN×N) ≤ ρ and τ|Γ1 = 0. This implies that
sup
σ∈Sad(Σ(Div;Ω)),
σν=gn on Γ1
{−⟨ pˆn−1, σ⟩ − (σ, e)− ⟨Div σ, u⟩} − ⟨ fn, u⟩
≥ c0 − c1∥e∥Q + sup
τ∈C1(Ω;MN×N),τ=0 on Γ1,
∥τ∥C(Ω;MN×N )≤ρ
{−⟨Div τ, u⟩}, (11.2.16)
where
sup
τ∈C1(Ω,MN×N),τ=0 on Γ1,
∥τ∥C(Ω;MN×N )≤ρ
{−⟨Div τ, u⟩} ≥ sup
τ∈C10(Ω;MN×N),
∥τ∥C0(Ω;MN×N )≤ρ
{−⟨Div τ, u⟩}
= ρ∥ε(u)∥M(Ω;MN×N). (11.2.17)
Furthermore, it is well known that for ∂Ω ∈ C2 each τ ∈ C1(∂Ω) may be extended to a function
Tτ ∈ C1(Ω); see [51]. This can be achieved by
Tτ(x) := θ(r dist(x, ∂Ω))τ(π(x)),
where π denotes the locally uniquely determined projection of x onto the boundary ∂Ω, r ∈ R is
sufficiently large, and θ ∈ C∞(R) denotes a smooth function with
θ ∈ [0, 1], θ(t) = 0 for t ≥ 2 and θ(t) = 1 for t ≤ 1.
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Again using (1.2.10), one obtains
sup
τ∈C1(Ω;MN×N),τ=0 on Γ1,
∥τ∥C(Ω;MN×N )≤ρ
{−⟨Div τ, u⟩}
≥ sup
τ∈C10(Γ0;MN×N),τ=0 on Γ1
∥τ∥C0(Γ0;MN×N )≤ρ
{−⟨Div Tτ , u⟩}
= sup
τ∈C10(Γ0;MN×N),
∥τ∥C0(Γ0;MN×N )≤ρ
(ˆ
Ω
Tτ : ε(u)−
ˆ
Γ0
(u⊙ ν) : τ dHN−1
)
≥ ρ(−∥ε(u)∥M(Ω;MN×N) + ∥u⊙ ν∥L1(Γ0;MN×N))
≥ ρ
(
−∥ε(u)∥M(Ω;MN×N) + 1√2∥u∥L1(Γ0;RN)
)
.
In the last estimate we use the elementary property
|a⊙ b|F ≥ 1√2 |a|2|b|2,
and together with (11.2.16), (11.2.17), the proof of (11.2.14) is accomplished. The coercivity of the
objective function Jˆ in BD(Ω)×Q now follows from (11.2.14), the ellipticity property
(Ce, e) ≥ κ1∥e∥2Q
and the fact that
u ↦→ ∥u∥L1(Γ0;RN) + ∥u∥M(Ω;MN×N)
defines an equivalent norm on BD(Ω), cf. Section 1.2.3.
The significance of the preceding lemma is twofold. First, note that the objective function
Jˆ(u, e) has a natural extension to LN/(N−1)(Ω)N ×Q. Indeed, by definition, Jˆ is well-defined as an
extended real-valued function on LN/(N−1)(Ω)N ×Q; cf. (11.2.2). Moreover, from the proof of the
preceding lemma one obtains that
u ∈ LN/(N−1)(Ω)N \ BD(Ω) =⇒ Jˆ(u, e) = +∞, (11.2.18)
for all e ∈ Q, since the regularity constraint ε(u) ∈ M(Ω) is implicitly contained in the objective
function owing to the estimates (11.2.16) and (11.2.17). Consequently, we obtain the following
equivalent problem.
Problem (Pred).
inf Jˆ(u, e) over [u, e] ∈ LN/(N−1)(Ω)N ×Q,
where Jˆ : LN/(N−1)(Ω)N ×Q → R∪ {+∞} is given by (11.2.2).
A similar situation arises in the context of total bounded variation regularization in image
restoration; see Section 6.2. However, the argument here additionally relies on the validity of the
safe-load condition.
Secondly, Lemma 11.3 gives rise to an alternative existence proof to Problem (P). These results
are summarized in the following theorem.
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Theorem 11.4. Let Jˆ be given by (11.2.2). Assume the safe-load condition (Assumption 10.6) is fulfilled.
Then Problem (Pred) is equivalent to Problem (P) in the sense of Lemma 11.1, and Problem (P) has a solution
[u¯, e¯, p¯], which is unique in e¯.
Proof. The equivalence of the problems (P) and (Pred) is induced by Lemma 11.1, Lemma 11.2 and
(11.2.18). For the existence proof, we use the problem formulation (11.2.7). As a pointwise limit of
affine continuous functions, the mapping
[u, e] ↦→ sup
σ∈Sad(Σ(Div;Ω)),
σν=gn on Γ1
{−⟨ pˆn−1, σ⟩ − (σ, e)− ⟨Div σ, u⟩} − ⟨ fn, u⟩ (11.2.19)
is sequentially l.s.c. in LN/(N−1)(Ω)N ×Q equipped with the weak×weak topology. If uk ∗⇀ u in
BD(Ω) then (uk) is bounded in BD(Ω) and fulfills uk → u ∈ L1(Ω)N . By the continuous embed-
ding (1.2.9), each subsequence of (uk) has a subsequence converging weakly in LN/(N−1)(Ω)N to u.
Urysohn’s principle implies that the entire sequence (uk) weakly converges to u in LN/(N−1)(Ω)N .
Consequently, the mapping from (11.2.19) is also sequentially l.s.c. in BD(Ω) × Q endowed
with the weak∗×weak topology. Together with the coercivity property in BD(Ω)× Q given by
Lemma 11.3, the direct method can be applied to prove the existence of a solution [u¯, e¯] to (11.2.7).
The existence of a solution to (P) follows by Lemma 11.2 and the uniqueness of e¯ is an immediate
consequence of the strict convexity of the mapping e ↦→ (Ce, e)Q.
In contrast to the original problem, (Pred) is an unconstrained minimization problem in a reflexive
Banach space (even Hilbert space for N = 2). This seems to be more attractive from a numerical
point of view, and it facilitates the analysis of the primal problem (P) within Fenchel duality theory.
In fact, a Fenchel duality result can be derived based on the alternative functional analytic setting
provided by the reduced problem formulation (Pred). This is precisely the purpose of the following
section.
11.3 The Incremental Stress Problem as a Fenchel Dual Problem
In Hencky plasticity, equality of the extremal values between the stress problem, and the initial
strain problem posed in a Sobolev space and its relaxation in BD(Ω) is well known; cf. [119, p.251
ff.], and it is expected that a similar result is true for perfect plasticity. Indeed, the goal of this
paragraph is to demonstrate that the standard incremental stress problem of perfect plasticity can
be derived from the primal problem (P) within the theory of Fenchel duality (see Section 2.2) using
the reduced formulation problem (Pred). In this regard, the subsequent developments justify the
formal duality approaches to perfect plasticity; cf. [106].
For further reference, we introduce the set of admissible stresses which fulfill a boundary
condition for a given function g˜ on Γ1;
Sad(g˜) := {σ ∈ Sad(Σ(Div;Ω)) : σν = g˜ in [H−1/200 (Γ1)]N}, g˜ ∈ [H−1/200 (Γ1)]N . (11.3.1)
Note that the regularity of the boundary trace is ensured by the property Sad(g˜) ⊂ H(div;Ω).
Under Assumption 10.6, Sad(gn) is nonempty, such that the indicator function
iSad(gn) : Σ(Div;Ω)→ R∪ {+∞} (11.3.2)
of the convex set Sad(gn) in the space Σ(Div;Ω) is proper. We also define the bounded linear
operator
Λ ∈ L(LN/(N−1)(Ω)N ×Q,Σ(Div;Ω)∗), Λ(u, e) := −Div∗ u− e. (11.3.3)
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Furthermore, we set
F(u, e) := −⟨ fn, u⟩+ 12 (Ce, e), G(σ∗) := i∗Sad(gn)(σ∗), (11.3.4)
for [u, e] ∈ LN/(N−1)(Ω)N × Q and σ∗ ∈ Σ(Div;Ω)∗. The Fenchel conjugate function of iSad(gn) in
Σ(Div;Ω) is denoted by
i∗Sad(gn) : Σ(Div;Ω)
∗ → R∪ {+∞}.
With these definitions, (Pred) takes the equivalent compact form{
min F(u, e) + G(Λ[u, e]− ⟨ pˆn−1, . ⟩)
over [u, e] ∈ LN/(N−1)(Ω)N ×Q.
A straightforward computation leads to
F∗(u∗, e∗) = i{− fn}(u
∗) + 12 (C
−1e∗, e∗), G∗(σ) = i∗∗Sad(gn)(σ),
for [u∗, e∗] ∈ [LN(Ω)]N ×Q and σ ∈ Σ(Div;Ω). The adjoint of Λ is given by
Λ∗σ = [−Div σ,−σ] ∈ [LN(Ω)]N ×Q. (11.3.5)
Since Sad(gn) ⊂ Σ(Div;Ω) is convex and closed, it holds that i∗∗Sad(gn) = iSad(gn). According to (2.2.4),
the Fenchel dual problem of (Pred) corresponding to the above setting is given by
Problem (DP). ⎧⎪⎨⎪⎩
inf 12 (C
−1σ, σ) + ⟨ pˆn−1, σ⟩
s.t. −Div σ = fn, σν = gn on Γ1, σ ∈ Sad
over σ ∈ Σ(Div;Ω).
Problem (DP) is exactly the stress problem (Problem 10.3) of perfect plasticity in incremental
form resulting from an implicit Euler time discretization;
σ˙(tn) ≈ σ(tn)−σ(tn−1)tn−tn−1 .
We summarize the result in the following theorem.
Theorem 11.5. Suppose that Assumption 10.6 is satisfied. A Fenchel dual problem of the time-incremental
problem of quasi-static evolution in perfect plasticity in reduced form (Problem (Pred)) is given by Prob-
lem (DP), which is the stress problem in incremental form. There is no duality gap between primal and dual
problem, i.e., it holds that
inf(Pred) = − inf(DP). (11.3.6)
Proof. To show that a duality gap between (Pred) and (DP) can be precluded, it suffices that the
following constraint qualification is fulfilled;
− pˆn−1 ∈ int(dom G−Λdom F); (11.3.7)
cf. (2.2.2). The validity of (11.3.7) can be seen as follows: From the definition of the adjoint (11.3.5),
it follows directly that Λ∗ is injective, which implies that ranΛ is dense in Σ(Div;Ω)∗. By the
Closed Range Theorem, Λ is surjective if and only if the range of Λ∗ is closed. The latter is
obvious from the definition of Λ∗. Together with dom G ̸= ∅ and dom F = LN/(N−1)(Ω)N × Q,
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the surjectivity of Λ implies that
dom G−Λdom F = Σ(Div;Ω)∗,
such that the constraint qualification (11.3.7) is satisfied.
Under Assumption 10.6, the direct method allows to derive that (DP) has a solution σ¯ ∈
Σ(Div;Ω), which is unique owing to the strict convexity of the mapping σ ↦→ (C−1σ, σ). By
virtue of (2.2.2) and Lemma 2.6, σ¯ can be linked to solutions [u¯, e¯] of the primal problem (P) by the
following primal-dual optimality system;
σ¯ ∈ Sad(gn), Div σ¯ = − fn, Ce¯ = σ¯, (11.3.8)
− pˆn−1 −Div∗ u¯− e¯ ∈ NSad(gn)(σ¯), (11.3.9)
with NSad(gn)(σ¯) = ∂iSad(gn)(σ¯), where ∂iSad(gn) denotes the usual (convex) subdifferential of the
function iSad(gn) defined in (11.3.2) in the space Σ(Div;Ω). Note that (11.3.9) is equivalent to
⟨u¯− un−1, Div σ˜−Div σ¯⟩+ (e¯− en−1, σ˜− σ¯) ≥ 0 ∀ σ˜ ∈ Sad(gn); (11.3.10)
that is, the optimality system (11.3.8)-(11.3.9) represents precisely the time-discretized version
of Johnson’s weak formulation (Problem 10.2). Moreover, our result shows that the necessary
optimality conditions for the time-discretized primal problem (P) given in [38, Theorem 3.6(c)]
can be supplemented by the normal cone condition (11.3.10) to obtain necessary and sufficient
optimality conditions for the solution of the time-incremental problem in quasi-static perfect
plasticity. A rigorous Fenchel duality result for the time-discrete primal problem of perfect
plasticity and the dual stress problem has thus been established. We stress that the proof of the
Fenchel duality result requires the correct choice of the topology in which primal and dual problem
are set.
Finally, one may use the definition (11.2.3) of pˆn−1 as an element of Σ(Div)∗ together with the
weak form of the equality constraints in (DP) in order to derive the following equivalent problem
to (DP).
Problem 11.6. ⎧⎪⎨⎪⎩
inf 12 (C
−1σ, σ)− (C−1σn−1, σ)
s.t. ε∗σ = ln in V∗, σ ∈ Sad,
over σ ∈ Q.
Here, we make use of the adjoint ε∗ of the operator ε ∈ L(V, Q) to pose Problem 11.6 in the less
regular space Q. The linear functional ln is defined in (11.1.1).
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12.1 Visco-Plastic Regularization
In perfect plasticity, the flow law is given by the nonsmooth inclusion
p˙ ∈ NK(σ) = ∂iK(σ), (12.1.1)
where admissible stresses are supposed to lie in the setK; cf. Problem 10.1. A classical approach
to the problem of perfect plasticity is the visco-plastic regularization. The idea of this approach
is to replace the indicator function iK associated with the constraint σ(x) ∈ K by a smooth
approximation iγK such as the Moreau-Yosida regularization. In this way, (12.1.1) is transformed
into a smooth equation where the stresses may lie outside the feasible set K, and the Fréchet
derivative of the regularization of iK serves as an approximation of the plastic strain rate. In this
way, perfect plasticity can be seen as the limit of visco-plasticity as γ→ +∞, which is the basis for
the existence proofs in [78, 117]. Replacing p˙ by an implicit Euler scheme, the time-incremental
version of the flow law in visco-plasticity is then given by
pn = pn−1 +△tn iγK′(σn), △tn := tn − tn−1. (12.1.2)
On the level of the weak formulation in terms of the stress (Problem 11.6), we employ a Moreau-
Yosida regularization corresponding to the constraint σ ∈ Sad. For fixed parameter γ > 0, this
leads to the stress problem of visco-plasticity.
Problem (VPγ). ⎧⎪⎨⎪⎩
inf 12 (C
−1σ, σ)− (C−1σn−1, σ) + iγSad(σ)
s.t. ε∗σ = ln ∈ V∗,
over σ ∈ Q.
(12.1.3)
In order to find a practical characterization of the projection onto the set of admissible stresses
(cf. equation (12.1.6) below), one usually employs the Moreau-Yosida regularization iγSad(σ) of
iSad : Q → R∪ {+∞} with respect to the scalar product
(σ, σ˜)C−1 := (C
−1σ, σ˜)Q =
ˆ
Ω
C−1σ : σ˜ dx,
on Q. By the properties of C according to (10.3.5),
√
( . , . )C−1 yields an equivalent norm on Q.
Consequently, we obtain that
iγSad(σ) =
γ
2 ∥σ− πSadσ∥2C−1 , q ∈ Q,
where πSad : Q → Sad denotes the projection onto Sad with respect to (Q, ( . , . )C−1). At this point,
we mention that in the literature on plasticity, the stress problem in incremental visco-plasticity is
usually derived by considering the weak form of (12.1.2). This results in Problem (VPγ), where γ
is replaced by the time-dependent parameter △tnγ; cf. [78, p.436]. In this approach, the magnitude
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of the product △tnγ determines whether the approximative material behavior is dominated by
perfectly plastic (△tnγ → +∞) or elastic material behavior (△tnγ → 0). For a more detailed
discussion we refer to [106, p.79].
In order to derive the corresponding predual formulation of incremental visco-plasticity, we
apply Fenchel duality theory according to (2.2.4) with
F(σ) := 12 (σ, σ)C−1 − (σn−1, σ)C−1 + iγSad(σ), σ ∈ Q;
G(u∗) := i{−ln}(u
∗); u∗ ∈ V∗, Λ := −ε∗.
As a result of this setting, the primal problem of visco-plasticity in the Sobolev space V is given by{
inf supσ∈Q{(ε(u), σ)− 12 (σ, σ)C−1 + (σn−1, σ)C−1 − iγSad(σ)} − ln(u)
over u ∈ V. (12.1.4)
Further note that the constraint qualification (2.2.2) is satisfied since ε∗ ∈ L(Q, V∗) is surjective by
Korn’s inequality, which states that there exists a c > 0 such that
∥ε(u)∥Q ≥ c∥u∥H1(Ω;RN), ∀ u ∈ V;
see, e.g., [61, p. 147]. Consequently, there is no duality gap, i.e.,
inf(VPγ) = inf (12.1.4).
In order to eliminate the inner sup-problem in (12.1.4), one may use the corresponding optimality
conditions. To begin with, the derivative of the Moreau-Yosida term is given by
iγSad
′
(σ) = γC−1(σ− πSad(σ)),
such that the unique solution σ = σ(u) of the inner optimization problem in (12.1.4) is characterized
by
σ = Cε(u) + σn−1 − γ(σ− πSad(σ)). (12.1.5)
Consequently, (Cε(u) + σn−1) is on the line joining σ and the projection πSad(σ), which entails that
πSad(σ) = πSad(Cε(u) + σn−1); (12.1.6)
see [106, Lemma 3.2]. Using (12.1.6) in (12.1.5), one finds that
σ = 11+γ (Cε(u) + σn−1 + γπSad(Cε(u) + σn−1)). (12.1.7)
Using (12.1.7), one may eliminate the inner sup-problem, such that problem (12.1.4) can be given a
closed form in u. Furthermore, it can be shown (see, e.g., [106, Theorem 5.2]) that (12.1.4) has a
unique solution uγ ∈ V, which is linked to the unique solution σγ ∈ Q of Problem (VPγ) by
ε(uγ) = C−1((1+ γ)σγ − σn−1 − γπSad(σ)) in Q,
ε∗σ = l in V∗.
Note the fact that in visco-plasticity the optimal displacement uγ lies in the Sobolev space V
which sharply contrasts with the case of perfect plasticity. In [106, Lemma 3.8], it is shown that
the visco-plastic regularization is equivalent to a problem of plasticity with kinematic hardening
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where the hardening modulus depends on the regularization parameter γ . From the discussion
of Chapter 9, it follows that this problem class requires itself further regularization techniques to
design an efficient algorithm in function space. Moreover, the convergence of related Augmented
Lagrangian methods hinges on the pointwise interpretation of the flow rule (10.2.6) which requires
the L2-regularity of the plastic strain; see, for instance, [112, 106]. In perfect plasticity however, p is
in general only a measure and as already stated in Theorem 10.8, (10.2.6) holds only in a measure
space sense.
For these reasons, it appears to be worthwhile to consider an alternative regularization scheme
which is different from a vanishing hardening approach, and which maintains the original function
space setting of the primal problems (P) and (Pred).
12.2 A Modified Visco-Plastic Regularization
In this section we propose a primal modification which combines the usual visco-plastic regular-
ization of the flow law with a Tikhonov regularization of the objective functional in (Pred). As it
turns out, this approach allows to recover a one-to-one relation between the approximations of
the primal variable pair [u, p] and the solution of a suitably modified version of the incremental
stress problem (DP) in the original infinite-dimensional setting. In particular, the approxima-
tions of u are not assumed to be elements of the Sobolev space V. For N′ := N/(N − 1), recall
that BD(Ω) ↪→ LN′(Ω)N (see (1.2.9)) and consider the following family of regularized problems
induced by a sequence of positive parameters µ > 0.
Problem (MVPµ). {
inf Jˆµ(u, e)
over [u, e] ∈ LN′(Ω)N ×Q,
where
Jˆµ(u, e) := 1µN′ ∥u∥N
′
LN′ (Ω)N − ⟨ fn, u⟩+ 12 (Ce, e)
+ sup
σ∈Σ(Div;Ω),
σν=gn on Γ1
{−⟨ pˆn−1, σ⟩ − (σ, e)− ⟨Div σ, u⟩ − iµSad(σ)}.
Existence and uniqueness of a solution to (MVPµ) then follows by standard arguments from
convex analysis as summarized in the following proposition.
Proposition 12.1. Assume that the safe-load condition (Assumption 10.6) is fulfilled. Then Problem (MVPµ)
admits a unique solution [uµ, eµ] which satisfies uµ ∈ BD(Ω), uµν = 0 on Γ0 and div uµ = tr eµ in Ω.
Proof. The function
[u, e] ↦→ sup
σ∈Σ(Div;Ω),
σν=gn on Γ1
{−⟨ pˆn−1, σ⟩ − (σ, e)− ⟨Div σ, u⟩ − iµSad(σ)}
represents the pointwise supremum of a sequence of affine functions on LN′(Ω)N × Q and as
such, it is convex and weakly-l.s.c. in LN′(Ω)N ×Q. Under Assumption 10.6 it is also proper. The
additional strictly convex term
1
N′µ∥u∥N
′
LN′ (Ω)N (12.2.1)
yields the coercivity of Jˆµ on LN
′
(Ω)N ×Q. Existence and uniqueness of a solution now follows by
the direct method. The regularity statement ε(u) ∈ M(Ω;MN×N) follows under Assumption 10.6
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by
sup
σ∈Σ(Div;Ω),
σν=gn on Γ1
{−⟨ pˆn−1, σ⟩ − (σ, e)− ⟨Div σ, u⟩ − iµSad(σ)} − ⟨ fn, u⟩
≥ sup
σ∈Sad(Σ(Div;Ω)),
σν=gn on Γ1
{−⟨ pˆn−1, σ⟩ − (σ, e)− ⟨Div σ, u⟩} − ⟨ fn, u⟩, (12.2.2)
together with the estimate (11.2.14). Since uµ ∈ BD(Ω), the validity of the plastic incompressibility
conditions uµ · ν = 0 on Γ0 and div uµ = tr eµ can be deduced from (12.2.2) as in the proof of
Lemma 11.2.
Unlike the case of the visco-plastic regularization, we do neither dispose of an explicit problem
formulation of Problem (MVPµ) in terms of u nor is it possible to prove that the optimal displace-
ment in Problem (MVPµ) is an element of the Sobolev space V. Therefore Problem (MVPµ) does
not fall into the realm of hardening plasticity. However, the above regularization seems to be
useful for devising stable algorithmic schemes to solve (P) via its approximation (MVPµ), which
has the advantage of being uniquely solvable. It can also be expected that (MVPµ) yields a close
approximation of (Pred), at least for large µ. Before discussing this issue, we proceed by computing
the associated Fenchel dual problem. This problem turns out to be a penalized version of the
incremental stress problem, which is unconstrained apart from the Neumann boundary condition.
Problem (Dµ). ⎧⎪⎨⎪⎩
inf J∗µ(σ)
s.t. σν = gn on Γ1
over σ ∈ Σ(Div;Ω).
with
J∗µ(σ) :=
1
2 (C
−1σ, σ) + ⟨ pˆn−1, σ⟩+ µ
N−1
N ∥Div σ+ fn∥NLN(Ω)N + iµSad(σ).
Proposition 12.2. Under the safe-load condition (Assumption 10.6), a Fenchel dual problem to (MVPµ) is
given by the modified stress problem (Dµ). Moreover, (Dµ) has a unique solution σµ and there is no duality
gap, i.e.,
min(MVPµ) = −min(Dµ). (12.2.3)
Proof. Existence and uniqueness of a solution σµ to (Dµ) follows by the direct method noting that
σ ↦→ 12 (C−1σ, σ) + µ
N−1
N ∥Div σ+ fn∥NLN(Ω)N
defines a strictly convex and coercive functional on Σ(Div;Ω). Similar to (11.3.5), we employ the
linear operator Λ from (11.3.3) and we rewrite (MVPµ) in compact form as
min F(u, e) + G(Λ[u, e]− pˆn−1) over [u, e] ∈ LN′(Ω)N ×Q, (12.2.4)
with slightly altered definitions of the functionals F and G;
F : LN
′
(Ω)N ×Q → R∪ {∞}, F(u, e) := 1µN′ ∥u∥N
′
LN′ (Ω)N − ⟨ fn, u⟩+ 12 (Ce, e),
G : Σ(Div;Ω)∗ → R∪ {∞}, G(σ∗) := sup
σ∈Σ(Div;Ω),
σν=gn on Γ1
{⟨σ∗, σ⟩ − iµSad(σ)}.
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An application of [46, I, Remark 4.1] leads to
F∗(u∗, e∗) = µ
N−1
N ∥u∗ + fn∥NLN(Ω)N + 12 (C−1e∗, e∗),
for all [u∗, e∗] ∈ LN(Ω)N ×Q. Moreover, it holds that G(σ∗) = G˜∗(σ∗) for
G˜(σ) := iΣgn (Div;Ω)(σ) + i
µ
Sad(σ), σ ∈ Σ(Div;Ω),
where
Σg˜(Div;Ω) := {σ ∈ Σ(Div;Ω) : σν = g˜ on Γ1}, g˜ ∈ H−1/200 (Γ1).
Since G˜ is convex, l.s.c. and proper, one obtains
G∗ = G˜ = iΣgn (Div;Ω) + i
µ
Sad .
The Fenchel dual problem of (MVPµ) corresponding to this setting is given by
− inf F∗(−Λ∗σ) + G∗(σ) + ⟨ pˆn−1, σ⟩, (12.2.5)
which is exactly problem (Dµ). Since dom F∗ = LN(Ω)N ×Q and dom G∗ ̸= ∅, we infer that (2.2.5)
is valid and thus
inf(MVPµ) = − inf(Dµ).
Hence, adding the strictly convex term (12.2.1) to (Pred) results in a penalty approach to the
mechanical equilibrium constraint −Div σ = fn in the space LN(Ω)N . This type of penalization is
also useful for a posteriori error estimation in adaptive strategies [109]. Since both problems are
uniquely solvable, we retrieve a one-to-one relation between regularized stresses and strains via the
primal-dual optimality conditions (2.2.7) for the saddle point [uµ, eµ; σµ] ∈ BD(Ω)×Q×Σ(Div;Ω).
In fact, [uµ, eµ; σµ] is characterized by the existence of λµ ∈ Σ(Div;Ω)∗ such that
Ceµ = σµ in Q, σµν = gn on Γ1 (12.2.6)
|uµ|1/(N−1) ⋆ sign(uµ) = µ( fn +Div σµ) in Ω (12.2.7)
− pˆn−1 −Div∗ uµ − (1+ µ)C−1σµ + µC−1πSad(σµ)− λµ = 0, (12.2.8)
λµ ∈ NΣgn (Div;Ω)(σµ), (12.2.9)
where πSad denotes the projection on Sad from Section 12.1. The application of the absolute value
and the sign operation in equation (12.2.7) has to be understood componentwise, and
|a|p := [|a1|p, . . . , |ad|p], a ⋆ b := [a1b1, . . . , adbd]
denotes the Hadamard product for vectors a, b ∈ Rd.
This shows that the displacement can be easily computed from the solution σµ of the dual
problem using (12.2.7). In contrast to the primal problem (MVPµ), which is only given in inf-sup-
form, the dual problem is again given explicitly. This facilitates the analysis of the consistency of
the regularization with regard to the limit problems (P) and (DP).
Theorem 12.3 (Consistency). Under the safe-load condition (Assumption 10.6), the following assertions
about the solutions to Problem (MVPµ) and Problem (Dµ) hold true.
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(i) The sequence of approximate elastic strains (eµ) fulfills
eµ → e¯ in Q, for µ→ ∞.
The sequence of approximate displacements (uµ) is bounded in BD(Ω) and for any limit u¯ ∈ BD(Ω)
of a weakly∗-convergent subsequence of (uµ) ⊂ BD(Ω), it holds that [u¯, e¯] is a solution to (Pred).
(ii) The sequence of approximate stresses (σµ) fulfills
σµ ⇀ σ¯ in Σ(Div;Ω), σµ → σ¯ in Q, for µ→ ∞.
Proof. Step 1 (primal problem). We first show that any sequence of minimizers [uµ, eµ] is uniformly
bounded. Since
c ≥ Jˆµ(un−1, en−1) ≥ Jˆµ(uµ, eµ) ≥ Jˆ(uµ, eµ)
≥ c0 − c1∥eµ∥+ κ1∥eµ∥2 + ρmax(∥ε(uµ)∥M(Ω),−∥ε(uµ)∥M(Ω) + 1√2∥uµ∥L1(Γ0;RN))
by Lemma 11.3, (eµ) is bounded in Q and (uµ) is bounded in BD(Ω), uniformly in µ. Thus, along
an appropriate subsequence, we have
uµ
∗
⇀ u¯ in BD(Ω), eµ ⇀ e¯ in Q.
Using the sequential weak∗×weak lower semicontinuity of Jˆ, (cf. the proof of Theorem 11.4), one
obtains
Jˆ(u¯, e¯) ≤ lim inf
µ→∞ Jˆ(uµ, eµ) ≤ lim infµ→∞ Jˆµ(uµ, eµ) (12.2.10)
= lim inf
µ→∞ min(MVPµ) = − lim supµ→∞ min(Dµ),
where the last equality follows from (12.2.3). Under the safe-load condition (Assumption 10.6), the
objective function J∗µ of the dual problem (Dµ) is proper, l.s.c. and convex. Moreover, J∗µ is weakly
l.s.c. and pointwise monotonically increasing, where the pointwise limit is given by
lim
µ→∞(J
∗
µ(σ) + iΣgn (Div;Ω)(σ)) =
1
2 (C
−1σ, σ) + ⟨ pˆn−1, σ⟩+ iSad(gn)(σ). (12.2.11)
An application of Proposition 2.15(i) yields that (12.2.11) also holds as the Γ-limit in the space
Σ(Div;Ω) endowed with the weak topology. Moreover, it is easy to show that the sequence
of minimizers (σµ) of problem (Dµ) is bounded in Σ(Div;Ω) such that a subsequence of (σµ)
converges weakly in Σ(Div;Ω) to the solution σ¯ of (DP) (Theorem 2.14). By uniqueness, this also
holds for the entire sequence (σµ). According to Theorem 2.14, it further holds that
lim sup
µ→∞
min(Dµ) = lim
µ→∞min(Dµ) = min(DP).
With the help of (11.3.6), the above estimate (12.2.10) then implies that
Jˆ(u¯, e¯) ≤ −min(DP) = min(Pred),
i.e., [u¯, e¯] solves (Pred).
Step 2 (dual problem) First observe that J∗µ defines a quasi-monotone perturbation of the indicator
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function iSad(gn) : Σ(Div;Ω)→ R∪ {+∞} via
Rµ(σ) :=
µN−1
N ∥Div σ+ fn∥NLN(Ω)N + iµSad(σ) + iΣgn (Div;Ω)(σ), σ ∈ Σ(Div;Ω). (12.2.12)
In fact, setting
K := Sad(gn), Y := X := Σ(Div;Ω), Rµ := Rµ, Rµ := iΣgn (Div;Ω),
the conditions of Proposition 2.19 are satisfied and (Rµ) Mosco-converges to iSad(gn) in Σ(Div;Ω).
In particular, there exists a sequence (σ˜µ) with σ˜µ → σ¯ in Σ(Div;Ω) and Rµ(σµ)→ iSad(gn)(σ¯) = 0.
Further note that by convexity, the unique solution σµ of (Dµ) is characterized by the variational
inequality
(C−1σµ, σ˜− σµ) + Rµ(σ˜)− Rµ(σµ) ≥ ⟨− pˆn−1, σ˜− σµ⟩ ∀ σ˜ ∈ Σ(Div;Ω),
which is equivalent to
Rµ(σµ) + (C−1σµ, σµ) ≤ (C−1σµ, σ˜) + Rµ(σ˜) + ⟨ pˆn−1, σ˜− σµ⟩ (12.2.13)
for all σ˜ ∈ Σ(Div;Ω). Arguing as in the proof of Theorem 3.1, we obtain using (12.2.13) with
σ˜ = σ˜µ,
0 ≤ lim inf
µ→∞ Rµ(σµ) ≤ lim supµ→∞ (κ˜1∥σµ − σ¯∥
2
Q + Rµ(σµ))
≤ −2(C−1σ¯, σµ) + (C−1σ¯, σ¯) + (C−1σµ, σµ) + Rµ(σµ)
≤ −2(C−1σ¯, σµ) + (C−1σ¯, σ¯) + (C−1σµ, σ˜µ) + Rµ(σ˜µ) + ⟨ pˆn−1, σ˜µ − σµ⟩.
Here, κ˜1 denotes an ellipticity constant of C−1;
(C−1σ, σ) ≥ κ˜1∥σ∥Q, ∀ σ ∈ Q.
With the properties σµ ⇀ σ¯ in Σ(Div;Ω) (see step 1), σ˜µ → σ¯ in Σ(Div;Ω) and Rµ(σ˜µ) → 0, the
latter inequality entails
lim sup
µ→∞
(κ˜1∥σµ − σ¯∥2Q + Rµ(σµ)) = 0,
which implies that σµ → σ¯ in Q for µ → ∞. Since Ceµ = σµ, it also holds that eµ → e¯ in Q for
µ→ ∞. Hence, the proof is accomplished.
12.3 An Infinite-Dimensional Dual Solver for the Regularized
Time-Incremental Stress Problem
This section aims to provide a theoretical framework for an efficient infinite-dimensional algorith-
mic scheme to solve the initial problem (P) via its reduced formulation (Pred). For that reason, we
rely on the consistency properties of the sequence of problems (MVPµ) with regard to the limit
problem (P) established in the preceding section. In particular, Theorem 12.3 justifies to assume
that (MVPµ) is a given acceptable approximation of (P) for some µ≫ 1, which is considered to be a
fixed parameter in this section. In contrast to standard methods in plasticity, our approach is based
on the modified (incremental) stress problems (Dµ), and as such it is a purely stress-based dual
method. From the solution of the modified dual problem, it is possible to retrieve corresponding
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primal approximations [uµ, pµ] using the primal-dual optimality condition (12.2.7). For simplic-
ity, we focus on the case N = 2 which entails that the incremental stress problem as well as its
regularization is posed in the well-known Hilbert space H(Div;Ω).
12.3.1 The shifted problem
Let N = 2. On account of the safe-load condition (Assumption 10.6), there exists an element
σˆ ∈ H(Div;Ω) that fulfills
−Div σˆ = fn, σˆν = gn on Γ1, dev σˆ ∈ L∞(Ω;MN×N0 ).
Employing the element σˆ, we may shift Problem (Dµ) to obtain the equivalent homogeneous
problem ⎧⎪⎨⎪⎩
inf Jˆ∗µ(σ)
s.t. σν = 0 on Γ1
over σ ∈ H(Div;Ω).
(Dˆµ)
with
Jˆ∗µ(σ) :=
1
2 (C
−1σ, σ) + ⟨lˆn−1, σ⟩+ µ2 ∥Div σ∥2L2(Ω)2 + iµSad(σ+ σˆ)
and ⟨lˆn−1, σ⟩ := ⟨ pˆn−1, σ⟩+ (C−1σˆ, σ).
Solving the optimality conditions associated with the discrete formulation of (Dµ) by a semis-
mooth Newton method in the sense of [31, 75] usually results in a mesh-dependent solver. This is
a result of the fact that mesh-independent convergence requires the Newton differentiability of the
operator defined by the optimality conditions from the continuous problem (Dˆµ). However, being
posed in H(Div;Ω), which does not embed into a more regular Lp-space for p > 2, the problem
lacks the necessary norm gap; cf. Lemma 2.10. On the discrete level, a conformal discretization
of the space H(Div;Ω) requires that the symmetry property as well as the regularity of the diver-
gence is incorporated in an appropriate way. This problem already emerges in elasticity. In fact,
the dual problem of elasticity may formally be considered as a special case of Problem (DP) by
setting Sad := Q. In this approach, the displacement is considered as a Lagrange multiplier to
the divergence constraint. Mixed finite element methods are characterized by the reformulation of
the (two-dimensional) elasticity problem as a saddle point system involving both, displacement
and stress, as unknown variables. To achieve a stable approximation in the sense of the LBB
condition [22], it is necessary to simultaneously deal with symmetry and divergence constraints
in the definition of the space H(Div;Ω). Therefore, relatively complex elements such as those
of Arnold and Winther [8], where the symmetry constraint is imposed in the strong sense, are
required. We also refer to the overview on mixed finite element methods for elasticity [28].
12.3.2 Tikhonov regularization
In order to overcome these drawbacks associated to an immediate discretization of (Dˆµ), we suggest
to replace problem (Dµ) by a Tikhonov-type regularized problem in the dense Hilbert subspace
H1(Ω;M2×2) ↪→ H(Div;Ω).
Note that by approximating the stress in the Sobolev space H1(Ω;M2×2), the divergence condition
in H(Div;Ω) is automatically fulfilled and the symmetry condition can be easily imposed using
a parametrization. Together with the space H1(Ω;M2×2), we consider a continuous and elliptic
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symmetric bilinear form
b( . , . ) : H1(Ω;M2×2)× H1(Ω;M2×2)→ R
with associated bounded linear operator B ∈ L(H1(Ω;M2×2), H1(Ω;M2×2)∗). Induced by a
sequence of positive parameters (γ), we now contemplate the approximation of the modified
stress problem (Dˆµ) by the regularized problems⎧⎪⎨⎪⎩
inf Jˆ∗µ,γ(σ)
s.t. σν = 0 on Γ1,
over σ ∈ H1(Ω,M2×2),
(Dˆµ,γ)
where
Jˆ∗µ,γ(σ) :=
1
2 (C
−1σ, σ) + ⟨lˆn−1, σ⟩
+ µ2 ∥Div σ∥2L2(Ω)2 + iµSad(σ+ σˆ) + 12γ b(σ, σ).
The assumptions on b ensure that the problems (Dˆµ,γ) have a unique solution which is henceforth
denoted by σµ,γ. The problem (Dˆµ,γ) further promises a good approximation of (Dµ) at least for
large γ. In fact, in order to relate the problems (Dˆµ,γ) to (Dµ) we need the following assumption.
Assumption 12.4. The splitting of ∂Ω = Γ0 ∪ Γ1 ∪ ∂Γ0 is regular enough to ensure that the density result
C∞0,Γ1(Ω)
H1(Ω)
= H10,Γ1(Ω) (12.3.1)
for H10,Γ1(Ω) = {u ∈ H1(Ω) : u = 0 on Γ1} and
C∞0,Γ1(Ω) := {φ ∈ C∞(Ω), φ = 0 on Γ1} (12.3.2)
holds true.
Assumption 12.4 does not represent a restriction from a practical point of view since only very
irregular boundaries are critical with respect to (12.3.1); see [43, 17]. As the following lemma shows,
the density property (12.3.1) suffices to extend the density result
C∞c (Ω;MN×N)
H(Div;Ω)
= H0(Div;Ω),
see [52, I, Theorem 2.6], to problems with mixed boundary conditions. For this purpose we define
the appropriate subspace
H0,Γ1(Div;Ω) := {σ ∈ H(Div;Ω) : σν = 0 on Γ1}
of H(Div;Ω)-functions whose normal component vanishes on Γ1 in the sense of the space H−1/200 (Γ1);
cf. (1.2.16).
Lemma 12.5. Let N ∈N and suppose Assumption 12.4 holds true. Then the density property
C∞0,Γ1(Ω;M
N×N)
H(Div;Ω)
= H0,Γ1(Div;Ω)
is satisfied, where
C∞0,Γ1(Ω;M
N×N) := {φ ∈ C∞(Ω;MN×N) : φ|Γ1 = 0},
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Proof. The continuity of the normal trace operator restricted to Γ1 [14],
τΓ1ν : H(Div;Ω)→ [H−1/200 (Γ1)]N , τΓ1ν (σ) := τν(σ)
⏐⏐
Γ1
,
shows that H0,Γ1(Div;Ω) = ker τΓ1ν is a closed subspace of H(Div;Ω). Hence, the inclusion
C∞0,Γ1(Ω;M
N×N)
H(Div;Ω) ⊂ ker τΓ1ν
is valid. To show equality, we adapt the strategy of the proof of [52, I, Theorem 2.6], which
deals with the case Γ1 = ∂Ω, by showing that any linear form σ∗ ∈ (ker τΓ1ν )∗ that vanishes on
C∞0,Γ1(Ω;M
N×N) is identical to zero. By the Riesz Representation Theorem, σ∗ can be identified
with an element σ0 ∈ ker τΓ1ν such that
⟨σ∗, σ⟩ = (σ0, σ)Q + (q0, Div σ)L2(Ω)N , ∀ σ ∈ ker τΓ1ν , (12.3.3)
where q0 := Div σ0. Since, by assumption, σ∗ vanishes on C∞c (Ω;MN×N), one deduces that
ε(q0) = σ0 and thus
q0 ∈ H1(Ω)N . (12.3.4)
We further prove that q0 = 0 on Γ0. Together with the hypothesis on σ∗, Green’s formula for
H(Div;Ω)-function (1.2.3) and (12.3.3) imply that
⟨σ∗, σ⟩ = (ε(q0), σ)Q + (q0, Div σ)L2(Ω)N
= ⟨σν, q0⟩(H−1/2(∂Ω)N ,H1/2(∂Ω)N)
=
ˆ
Γ0
(σν)q0 dHN−1 = 0, (12.3.5)
for all σ ∈ C∞0,Γ1(Ω;MN×N). By the density property (12.3.1) and the continuity of
τΓ0ν : H
1
0,Γ1(Ω,M
N×N)→ [H1/200 (Γ0)]N , τΓ0ν (σ) := τν(σ)|Γ0 ,
(12.3.5) also holds for all σ ∈ H10,Γ1(Ω;MN×N). As the operator τΓ0ν is surjective (cf. Corollary 1.7),
one obtains that
ˆ
Γ0
zq0 dHN−1 = 0 ∀ z ∈ H1/200 (Γ0)N ,
and by the density of H1/200 (Γ0) in L
2(Γ0), we have that q0 = 0 on Γ0. It follows from (12.3.4) that
q0 ∈ H10,Γ0(Ω)N and, by definition, also q0
⏐⏐
Γ1
∈ H1/200 (Γ1)N . Let σ ∈ ker τΓ1ν . Using q0 ∈ H10,Γ0(Ω)N ,
we infer that
⟨σ∗, σ⟩ = (ε(q0), σ) + (q0, Div σ)L2(Ω)N = ⟨σν, q0⟩(H−1/200 (Γ1)N ,H1/200 (Γ1)N) = 0,
which shows that σ∗ is the zero functional on ker τΓ1ν .
With the help of the density property provided by Lemma 12.5, the main consistency result for
γ→ ∞ can be derived on the basis of the general results from Section 4.1.
Theorem 12.6. Let µ > 0 be fixed and assume that Assumption 12.4 is fulfilled. For a sequence of positive
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parameters (γ) ⊂ R+ with γ→ ∞, the solutions σµ,γ ∈ H1(Ω;M2×2) to (Dˆµ,γ) fulfill
σˆ+ σµ,γ → σµ in H(Div;Ω), as γ→ ∞,
where σµ is the solution to (Dµ).
Proof. By convexity, the solution σˆµ := σµ − σˆ of the shifted problem (Dˆµ) is characterized by the
variational inequality
a(σˆµ, σ˜− σˆµ) + jµ(σ˜)− jµ(σˆµ) ≥ ⟨−lˆn−1, σ˜− σˆµ⟩, ∀ σ˜ ∈ H(Div;Ω),
where
a(σ, σ˜) := (C−1σ, σ˜) + µ(Div σ, Div σ˜)L2(Ω)2 ,
jµ(σ˜) := i
µ
Sad(σ˜+ σˆ) + iH0,Γ1 (Div;Ω)(σ˜).
On the other hand, the solution σµ,γ of (Dˆµ,γ) is characterized by the variational inequality
a(σµ,γ, σ˜− σµ,γ) + jµ,γ(σ˜)− jµ,γ(σµ,γ) ≥ ⟨−lˆn−1, σ˜− σγ,µ⟩, ∀ σ˜ ∈ H(Div;Ω),
where
jµ,γ(σ˜) := i
µ
Sad(σ˜+ σˆ) + iH0,Γ1 (Div;Ω)(σ˜) +
1
γ∥σ˜∥H1(Ω;M2×2).
Here, it is understood that jµ,γ(σ˜) = +∞ for σ˜ /∈ H1(Ω;M2×2). It is further easy to see that the
functional
Rγ(σ˜) := iH0,Γ1 (Div;Ω)(σ˜) +
1
γ∥σ˜∥H1(Ω;M2×2), Rγ(σ˜) = +∞ for σ˜ /∈ H1(Ω;M2×2),
defines a quasi-monotone perturbation of the indicator function iH0,Γ1 (Div;Ω) in H(Div;Ω) with
respect to the dense subspace H1(Ω;M2×2). Indeed, the premises of Definition 2.18 are satisfied
with Rγ := iH0,Γ1 (Div;Ω) and Rγ := Rγ.
Further note that Proposition 4.3 applies to (jµ,γ) despite the fact that i
µ
Sad( . +σˆ) is not coercive.
However, iµSad( . +σˆ) is convex and continuous on Q for any γ > 0. As a result, i
µ
Sad( . +σˆ) is
weakly l.s.c. in H(Div;Ω), and thus, one may retrace the proof of Proposition 4.3 to find that (jµ,γ)
Mosco-converges in H(Div;Ω) to
iµSad( . +σˆ) + iH0,Γ1 (Div;Ω)∩H1(Ω;M2×2)
H(Div;Ω) .
From Assumption 12.4 and Lemma 12.5, it follows that
H0,Γ1(Div;Ω) ∩ H1(Ω;M2×2)
H(Div;Ω)
= H0,Γ1(Div;Ω),
which entails that (jµ,γ) Mosco-converges to jµ in H(Div;Ω) for γ → ∞. An application of
Theorem 3.1 concludes the proof.
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12.3.3 An infinite-dimensional semismooth Newton method
The von Mises yield criterion
In this section, we assume that the set of admissible stresses is determined by the von Mises yield
criterion, i.e,
K := {σ ∈M2×2 : |dev σ|F ≤ σy}, σy > 0 fixed,
which is one of the most frequently used yield criteria in practice. It is obvious that this criterion is
pressure-insensitive, such that the theory of Section 10.3 applies. In this case the projection onto
the feasible set Sad in Q, where Q is equipped with the inner product ( . , . )C−1 , is known to be
given by
πSad(σ) = σ− [|dev σ|F − σy]+ dev σ|dev σ|F , (12.3.6)
provided the elastic behavior is isotropic, cf. [112]. If the elastic behavior is not isotropic, one may
replace πSad by the projection with respect to the standard inner product on Q to retrieve (12.3.6).
Under these premises, the problem (Dˆµ,γ) takes the form⎧⎪⎨⎪⎩
inf 12 (C
−1σ, σ) + ⟨lˆn−1, σ⟩+ µ2 ∥Div σ∥2L2(Ω)2
+ µ2 ∥[|dev(σ+ σˆ)|F − σy]+∥2L2(Ω) + 12γ b(σ, σ).
over σ ∈ H10,ν(Ω;M2×2),
(12.3.7)
where
H10,ν(Ω;M
2×2) := {σ ∈ H(Ω;M2×2) : σν = 0 on Γ1}.
We proceed by the derivation of a reformulation of problem (Dˆµ) by means of a Newton
differentiable operator equation.
Semismooth reformulation
By abuse of notation, we denote the solution σµ,γ to (Dˆµ,γ) by σγ. The convexity of problem
(Dˆµ,γ) implies that the necessary and sufficient optimality condition for a solution σγ to (Dˆµ,γ), is
characterized by the nonsmooth operator equation
Ψγ(σγ) = 0, (12.3.8)
where the operator Ψγ : H10,ν(Ω;M
2×2)→ H10,ν(Ω;M2×2)∗ is defined by
Ψγ(σ) := C−1σ+ lˆn−1 + µDiv∗ Div σ+ µdev∗m(dev(σˆ+ σ)) + 1γBσ. (12.3.9)
Here,
m(σ) := [(|σ|F − σy)]+q(σ), where q(σ) =
{
σ/|σ|F, if σ ̸= 0,
0, else;
denotes the nonlinear operator associated with the Fréchet derivative of the Moreau-Yosida
regularization. We proceed by showing that this equation can be solved efficiently by a generalized
Newton scheme which relies on the notion of Newton differentiability (Section 2.3).
Using Lemma 2.10, the Sobolev imbedding theorem and the fact that the composition with
affine continuous operators preserves the Newton differentiability, one may infer that the mapping
Ψ defined in (12.3.9) is Newton differentiable. Using the chain rule, one infers that a Newton
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Algorithm SSN(µ,γ): Globalized SSN algorithm
input :σ(0) ∈ H10,ν(Ω;M2×2)
1 set j := 0;
2 while some stopping rule is not satisfied do
3 compute the solution δ(j) ∈ of GΨγ(σ(j))δ(j) = −Ψγ(σ(j));
4 determine α(j) > 0 by an Armijo line search based on α ↦→ Jˆ∗µ,γ(σ(j) + αδ(j));
5 set σ(j+1) := σ(j) + α(j)δ(j) and j := j + 1 ;
derivative
GΨγ(σ) ∈ L(H10,ν(Ω;M2×2), H10,ν(Ω;M2×2)∗)
of Ψγ at σ is given by
⟨GΨγ(σ)σ˜, . ⟩ := (C−1σ˜, . ) + µDiv∗ Div σ˜+ µdev∗ Gm(dev(σˆ+ σ))[dev σ˜] + 1γBσ˜,
for all σ˜ ∈ H10,ν(Ω;M2×2). Here, Gm denotes the Newton derivative of m according to Lemma 2.10.
Analogously to Lemma 9.5, one may show that GΨγ is uniformly invertible, i.e., independent of σ.
As a result of Theorem 2.8, it can be inferred that the corresponding Newton iteration
σ(j+1) = σ(j) − GΨγ(σ(j))Ψγ(σ(j))
is well-defined provided the starting point σ(0) is sufficiently close to σγ. Moreover, the iterates
(σ(j)) converge locally at a superlinear rate, which is mesh-independent upon discretization. To
enforce global convergence, one may equip the search directions
δ(j) := −GΨγ(σ(j))Ψγ(σ(j))
with a step size determined by the Armijo line search procedure. The resulting method is sum-
marized in Algorithm (SSN(µ,γ)). In a manner entirely analogous to Section 9.2, it can be shown
that the semismooth Newton solver (SSN(µ,γ)) is a globally convergent method in the sense of
Corollary 9.8.
12.3.4 Outlook on a discrete solver
While the semismooth reformulation of Problem (Dµ) based on a Tikhonov regularization resembles
the approach for hardening plasticity from Chapter 9, cf. Problem (Dγ), the construction of a stable
discrete counterpart necessitates a more involved inspection. In fact, consider a discretization of
the dual problem (Dˆµ,γ) in terms of conformal P1-finite elements in the spirit of Problem (Dγ,h)
from Part III . For the inspection of the limiting case as h → 0 and µ,γ→ +∞, one may resign to
the stability analysis of Part II. However, the presence of the additional equality constraints
−Div σ = fn, σν = gn on Γ1,
defining the feasible set of the limit problem (DP) complicates the verification of the Mosco-
convergence of the perturbed indicator function, which is necessary to infer the convergence of
the discretized-regularized problems with the help of Theorem 3.1. For example, the extension of
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the required density result (cf., e.g., Example 4.7 in Part II) to problems with equality constraints
does not seem to be possible. Moreover, a numerical realization of the boundary condition σν = 0
is only obvious if ν is (at least locally) constant, and even in this case, one obtains another side
restriction for the discrete approximations.
Another aspect concerns the convergence of the discrete primal solutions. Even if the conver-
gence of the discrete regularized stresses arising from a finite element discretization of (Dˆµ,γ) can be
shown, it is still necessary to pass to the limit in the resulting discretized version of the primal-dual
optimality conditions (12.2.6)-(12.2.9) in order to make statements about the convergence of the
discretized-regularized displacements and plastic strains. In the case of elasticity, which formally
corresponds to Problem (DP) with the pointwise constraint σ ∈ Sad being absent, the convergence
of the discrete stress-displacement pair in mixed finite element methods hinges on the validity
of the LBB condition for saddle point problems [22]. In this case, the LBB condition necessitates
the usage of rather sophisticated finite elements for a conformal discretization of the stress space
H(Div;Ω), for example those of Arnold and Winther [8]. The resulting finite-dimensional approx-
imation involves a large number of (local) degrees of freedom. As a consequence, this type of
discretization entails a considerable amount of computational complexity, especially when applied
in the context of a path-following semismooth Newton approach to solve the problem Problem (P)
via the regularized problems (Dµ) or (Dˆµ,γ). In the latter case, the discretization with the elements
of Arnold and Winther represents a non-conforming discretization.
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This thesis is devoted to variational inequality and constrained optimization problems over a
convex subset K of a Banach space X with applications to elasto-plasticity. The focus of Part II is on
the significance of density properties of K with respect to the consistency of various perturbation
methods. As discussed in Chapter 4, many approaches, including finite-dimensional approxima-
tions as well as Tikhonov regularizations, lead to a limit problem which is defined over the closure
of the intersection of the convex constraint set K with respect to certain dense subspaces of X. In
order to be consistent with the original problem, it is therefore of fundamental importance to study
whether this closure corresponds to the initial constraint set K. If this is the case, one may prove
the unconditional consistency of various penalization/regularization schemes in the sense that the
solutions of the perturbed problems converge to the solution of the original problem without any
special coupling of regularization or discretization parameters. These arguments are rigorously set
forth in Chapter 4 and their derivation relies on the theory of Γ-convergence. In this regard, the
introduction of the class of quasi-monotone perturbations (Definition 2.18) provides an abstract
framework to unify the analysis of a large amount of approximation methods.
Chapter 4 represents the basic motivation to prove density properties for specific convex subsets
in Lebesgue and Sobolev spaces with respect to the subspace of continuous or smooth functions
defined over a Lipschitz domain. In Chapter 5 we consider pointwise constraint sets which are
either defined by a sign condition on the function value or an upper bound on the norm of the
function. Whereas the former case gives rise to a cone constraint which yields a couple of positive
results (Section 5.1), the latter case demands further attention as a simple mollification is not
sufficient to produce a feasible approximating sequence of smooth functions. However, if the
upper bound is uniformly continuous and strictly positive, further scaling techniques allow to
derive density properties in Lp, W1,p, W1,p0 and H0(div); see Section 5.2. Using the invariance
of convolution and differentiation, some results extend to pointwise constraints on the partial
derivatives [69]. This does not concern the gradient-constrained case in W1,p. Due to the lack of a
suitable extension operator, also the case X = H(div;Ω) remains open. The ensuing question of
whether these results can be extended to discontinuous obstacles is analyzed in Section 5.3. Notably,
we prove that the density result is not valid in general in case the obstacle is just a Sobolev function
(Theorem 5.14). However, one may enlarge the admissible set of obstacles to functions which fulfill
a generalized lower semicontinuity condition as long as the respective set is an appropriate limit
of a sequence of sets for which the density property holds; cf. Theorem 5.17 and Theorem 5.22. For
supersolutions of elliptic PDEs, a different strategy is the smoothing approach via elliptic PDEs
with vanishing coefficient. In this case, one may even drop the condition that the upper bound is
bounded away from zero. On the other hand, the regularity of the dense subspace is limited by
elliptic regularity theory; see Theorem 5.24.
Even if the perturbation lacks a generalized monotonicity property in the sense of Definition 2.18,
density results are still useful to prove convergence of finite element schemes under minimal
regularity (Chapter 6). More precisely, density properties allow to deduce the Mosco-convergence
of the discretized constraint sets. In this respect, the construction of a suitable recovery sequence
is achieved by resigning to a dense subset of K on which the respective interpolation operator is
well-defined. Several results for piecewise affine and Raviart-Thomas elements are achieved in
various function spaces. Before embarking on the application of density results in elasto-plasticity,
we also consider the case of total variation based image restoration (Section 6.2), where a density
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result in H0(div;Ω) is required to prove a Fenchel duality result. We also propose an alternative
Raviart-Thomas finite element scheme to solve the dual problem. This approach necessitates the
design of an efficient solver for the discrete problems. Moreover, the effect of the discretization for
the image restoration problem remains to be investigated.
In Part III we establish an infinite-dimensional solver for the incremental contact problem of
quasi-static elasto-plasticity under the small strain assumption and combined linear kinematic-
isotropic hardening. Since the original problem (EPC) as well as the displacement-only refor-
mulation from [58] does not allow for a Newton differentiable reformulation in the sense of
Definition 2.7, one cannot ensure mesh-independent convergence of the associated solvers; see
Chapter 8. As an alternative, we consider the special Fenchel dual problem (D) to the primal prob-
lem of quasi-static plasticity and prove that there is no duality gap (Proposition 8.2). Employing the
yield criterion of von Mises, the dual problem (D) is a smooth and uniformly convex minimization
problem subject to pointwise constraints of the type discussed in Part II. Again, the optimality
conditions are not Newton differentiable in infinite dimensions. As a remedy, we replace the dual
problem by the combined Moreau-Yosida/Tikhonov regularized problem (Dγ) which is set in
a dense subspace. Resigning to the density conditions from the abstract perturbation analysis
from Chapter 4, we prove the consistency of the approximation in that regularized displacement,
stresses and strains converge strongly to the solution of the original elasto-plastic contact problem;
cf. Theorem 9.2. In this respect, it would also be of interest whether a similar approach can be
established for other yield criteria. Another condition on the regularization subspace arises from
the norm gap requirement for the Newton differentiability of the mapping associated with the
optimality conditions of the regularized problem. Under this condition, the semismooth Newton
method is shown to converge globally in the original infinite-dimensional setting giving rise to a
locally superlinearly convergent solver, which converges mesh-independently upon discretization.
This is studied in detail in Section 9.2. The approach suggests a path-following strategy with
respect to the penalization-regularization parameters which is set forth in Section 9.3 together with
the choice of a suitable dense subspace for the Tikhonov regularization. In fact, the weaker density
condition (9.3.1) is sufficient to ensure the consistency of the regularization. But it remains an open
issue whether the conditions on the obstacle can be considerably alleviated in comparison to the
conditions stated in Chapter 5. Furthermore, three two-dimensional numerical tests are given
to corroborate the theoretical results. Indeed, for each path problem, the semismooth Newton
method is observed to converge locally superlinearly and the convergence is mesh-independent.
The heuristic path-following strategy IPF(h) is proposed to solve the limit problem and we observe
(almost) mesh-independent convergence. A suitable path-following strategy based on a reliable
model of the path-value functional
γ ↦→ J∗γ([zγ, qγ])
leading to an automated regularization-discretization update procedure promises a higher effi-
ciency. For some classes of variational inequalities of the first kind, these methods are already well
established and prove to be remarkably efficient; see e.g. [66]. Furthermore, the usage of adaptive
strategies is strongly recommended in view of the singularities of the solutions corresponding to
Examples (a),(b) and (c) from Section 9.3; we refer to [26] for adaptive methods in elasto-plasticity.
It should be emphasized that the approach presented in this paper can be extended to contact
problems with Tresca friction. These problems are characterized by an additional weighted L1-
norm functional on the contact zone resulting in an additional inequality in the dual problem.
Tresca friction problems serve as a high-level substep of the standard fixed point approach to the
quasi-variational inequality problem of Coulomb friction [98].
Part IV is dedicated to the time-incremental problem of quasi-static evolution in perfect plasticity
stated in [38]. The yield criterion is assumed to be pressure insensitive but the yield surface is
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not necessarily smooth. It is a convex nonsmooth constrained minimization problem with respect
to the displacement, the elastic strain and the plastic strain. Moreover, the problem is posed in a
non-reflexive Banach space since the plastic strain is just a Borel measure and the displacement is a
function of bounded deformation. The constraint is given by the additive split of the linearized total
strain and the relaxed form of the Dirichlet boundary condition. With the help of this constraint,
one may either eliminate the elastic strain as described in [15], or, and this is our approach, one
eliminates the plastic strain. The resulting minimization problem must incorporate the plastic
incompressibility condition (Lemma 11.1). However, it can be shown that any solution of the
minimization problem already fulfills this restriction (Lemma 11.2). Furthermore, Lemma 11.3
states that the regularity of the linearized strain is also implicitly contained in the minimization
process, such that the displacement may equivalently be sought in a suitable Lebesgue space. The
resulting new inf-sup formulation gives rise to an alternative existence proof; see Theorem 11.4.
More importantly, one may retrieve the standard incremental stress problem as a Fenchel dual
problem, which entails new optimality conditions for the time-incremental problem of quasi-static
perfect plasticity: this is examined in Theorem 11.5 and the subsequent discussion. We also point
out that, unlike the case of linear hardening plasticity [58], an explicit (primal) problem formulation
only in terms of the displacement is still not available.
In Chapter 12 we discuss alternatives to vanishing hardening approaches to perfect plasticity;
see e.g. [15]. A modified version of the visco-plastic regularization using an additional Tikhonov
regularization for the displacements is proposed. The resulting regularized problems (MVPµ) are
uniquely solvable and do not enforce higher regularity of displacements and strains. In terms
of the stress problem, the regularization induces an additional penalty term with respect to the
equilibrium condition (see Proposition 12.2), and Theorem 12.3 guarantees the consistency of the
approximation with respect to the original time-incremental problem of perfect plasticity.
In the two-dimensional case and under the von Mises yield criterion, we propose the additional
Tikhonov regularization (Dˆµ,γ) in the subspace H1 to solve each subproblem (Dµ) by an infinite-
dimensional semismooth Newton method (Algorithm SSN(µ,γ)). Upon discretization, this would
lead to a mesh-independent solver for each subproblem. In order to efficiently approximate the
limit case (µ = γ = +∞), one may embed SSN(µ,γ) into a path-following procedure with respect
to the parameters γ and µ along the lines of Section 9.3 in Part III. The construction of a suitable
discretization for the (regularized) dual problem in conjunction with an efficient path-following
approach, which is stable in the limit, can be considered as a natural follow-up project to this thesis.
In this regard, it should be remarked that even the purely elastic case requires a considerable
amount of complexity; we refer to the mixed finite element methods from [8] and the discussion at the
end of Chapter 12 for this matter.
Moreover, the extension of (Dˆµ,γ) to three-dimensional problems is not straightforward since
H1(Ω;M3×3) does not embed into Σ(Div;Ω). Naturally, imposing the H1-regularity of the stresses
in (Dˆµ,γ) is not necessary to ensure the norm gap requirement for the Newton differentiability of
the term
σ ↦→ dev∗m(dev(σˆ+ σ))
in (12.3.9). Instead, it is sufficient to impose a higher regularity just on the deviatoric part, for
instance by means of a Tikhonov regularization
σ ↦→ γr ∥dev σ∥rLr(Ω;MN×N0 ), γ≫ 0,
where r > 2 is sufficiently large to guarantee the premises of Lemma 2.10. The resulting regulariza-
tion can be expected to be consistent with the limit problem (DP) as γ, µ→ +∞. However, a proof
of (uniform) invertibility of the resulting Newton derivative seems to be beyond reach. A remedy
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consists of employing a so-called lifting step. For related issues in the case of pointwise gradient
constraints in Sobolev spaces we refer to the discussion in [68, Section 7].
We conclude the thesis with a summary of the main results.
Central Results
• Part II: The significance of density properties of constraint sets for the consistency of a
very general class of perturbation approaches to nonsmooth optimization problems and
variational inequalities is investigated.
• Part II: Several density results for pointwise constraint sets in Sobolev spaces for continuous
as well as large classes of discontinuous obstacles are proven. The study of a suitable
counterexample shows the limits of the closure property in terms of the regularity of the
upper bound as a Sobolev function.
• Part III: We propose a path-following method for the contact problem of quasi-static elasto-
plasticity based on a novel Fenchel dual problem to the primal problem. The convergence of
this scheme is proven based on conditions set forth in Part II.
• Part III: Each subproblem can be solved by the semismooth Newton method in the continuous
setting. Upon discretization, the efficiency of the resulting solver is verified by several
numerical tests.
• Part IV: The primal problem of incremental quasi-static evolution in Prandtl-Reuss plasticity
is equivalently reformulated as an inf-sup problem. The latter problem can be characterized
as a Fenchel predual to the classical incremental stress problem. As a consequence, we obtain
necessary and sufficient optimality conditions for the time-discretized problem.
• Part IV: We study a modified visco-plastic regularization which may be attractive from a
numerical point of view.
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