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Abstract
Determining the ideal size of compact thermal energy storage containers has been an
issue for many building designers due to the difficulty of determining the transient
performance of the thermal storage systems. Research and development of compact
thermal energy storage systems has been ongoing for more than 80 years with phase
change materials (PCMs) used to replace conventional water based thermal stores.
PCMs have the potential to store larger amounts of energy when compared to water-
based thermal stores over a narrow temperature range, providing a greater thermal
storage capacity for the same available volume. This research was undertaken to
investigate theoretically and experimentally the thermal behaviour of various PCMs
and the overall decarbonisation potential when integrated into current heating and
cooling systems. The overall aim was to develop algorithms that could determine
optimal and cost effective compact thermal storage geometries and their system
integration into the various heating and cooling applications studied. Three op-
erating temperatures were selected based on the application: office space cooling
(10 to 24◦C), residential domestic hot water and space heating (40 to 65◦C) and
district heating (55 to 80◦C). The algorithms developed predict the energy perfor-
mance and CO2 emissions reduction for each application with a latent heat thermal
storage system compared to a reference (current system design) case in each appli-
cation. Previous research has focused on the melting behaviour of the PCM within
a specific geometry, modelling the heat transfer fluid (HTF) in a separate analysis.
The algorithms developed focus on the modelling of these 2 elements simultaneously
within the respective application. This provided a useful tool to evaluate the ther-
mal performance of each storage technology compared to the reference case in each
application studied. The levelized costs of energy (LCOE) in each application were
compared. It was found that in all cases studied, the latent heat thermal energy
storage system is an expensive solution, compared to the reference case in each ap-
plication (72% more expensive in the office space cooling study, 69% more expensive
in the domestic hot water and space heating study and 9% more expensive in the
district heating study); although the obtained emission reductions are considerable
(36% by shifting daily cooling loads, 57% by shifting domestic hot water and space
heating loads and 11% by utilizing industrial waste heat via a compact portable
thermal store). Further integration of renewable energy sources and the electrifi-
cation of current heating and cooling applications with the possibility of shifting
heating and cooling loads into periods with lower carbon emissions can significantly
contribute to meet the UK’s 80% carbon emissions reduction targets by 2050.
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Chapter 1
Introduction
The main challenge that our society is facing today is the threat to the environment.
The levels of carbon dioxide (CO2) in the atmosphere have risen by more than 33%
since the industrial revolution in the late 18th century [32]. Initial global responses to
this reality were taken in the 1992 United Nations Framework Convention on Climate
Change (UNFCCC) in Kyoto [33], concluding that global warming was caused by
human action mainly due to the amount of CO2 emissions directly derived from
the burning of fossil fuels. Emission targets were established based the development
index for each country and GDP per capita, with currently 192 applicants already
committed to the protocol.
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Figure 1.1: Average global surface temperatures from 1880 to 2015, data from [1]
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Global measures adopted to stabilize global temperature rise below the 2◦C tar-
get are considered to be insufficient [34], as seen in the upward trend presented by
the red curve of figure 1.1 over the last 40 years. If this target is to be achieved,
there must be an increased effort to decarbonize global energy consumption, still
relying heavily on fossil fuel sources [35] either by the use of renewable sources of
energy or by energy consumption reduction.
1.1 Global Energy Consumption
Since 1965, annual energy consumption worldwide has already increased by more
than 350% reaching an estimated 14 186.6 million tonnes of oil equivalent (mtoe)
by 2016 [2]. Figure 1.2 shows that approximately 86% of the total global primary
energy consumption in 2016 was derived from fossil fuels (oil, natural gas and coal),
whereas only 10% from renewable sources and 4% from nuclear energy.
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Figure 1.2: Estimated evolution of global primary energy consumption by fuel type
from 1965 to 2016, data from [2]
In the UK, primary energy consumption has remained at around 200mtoe for the
last 50 years, as seen in Figure 1.3, with its energy mix relying less on coal, turning
to natural gas instead. With a population growth of 21% and a GDP growth of
2635% over the last 50 years, primary energy consumption in the UK has had an
efficiency gain per capita of around 21% and of 96% per GDP [2].
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Figure 1.3: Estimated evolution of primary energy consumption by fuel type in the
UK from 1965 to 2016, data from [2]
Although fossil fuels are currently the primary energy sources in the UK, Figure
1.3 shows that this fuel dependency has decreased from 98% in 1965 to 81% in
2016 [2]. Oil and gas in the UK had an estimated peak production in 1999 of
approximately 226mtoe and of 84mtoe in 2016, a reduction of 63%. To be less
dependent on fossil fuel sources there must be a strong focus on using renewable
energy sources and improving energy efficiency in various sectors of the economy
(buildings and services, transportation, supply chains, industry, etc.).
Main sources of renewable energy currently used are wind, hydro and solar pho-
tovoltaic due to their technological maturity and commercial acceptance. Global
deployment and investment on these sources is steadily increasing, as can be seen
from the literature [34, 2]. The trend towards decreasing costs of renewable energy
generation, independence from fossil fuels and environmental considerations have
been the main drivers for increasing the exploitation of the renewable energy poten-
tial during the last 5 decades [36]. In order to shift towards more renewable energy
integration, energy storage needs to be addressed to reduce the mismatch between
their intermittent supply and the energy demand.
Conventional heating and cooling in the domestic, commercial and public admin-
istration sectors had a combined natural gas and petroleum products consumption of
around 22% of the final energy consumption in the UK in 2016 [3]. The distribution
of fuel type in each sector is presented in figure 1.4.
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Figure 1.4: Final energy consumption in the UK in 2016 by fuel type in the Trans-
port, Domestic and Services and Industry sectors, data from [3]
Due to their quoted low thermal hysteresis (temperature difference below 20◦C)
between charging and discharging processes, relatively low volume changes in the
melting/solidification process and high storage density, latent heat storage systems
in heating and cooling applications below 250◦C can obtain greater [CO2] emissions
reduction potential by replacing conventional heating and cooling applications in the
domestic, commercial and public administration sectors with more energy efficient
systems, such as heat pumps operating in specific off-peak periods of the electrical
grid during the day using a thermal energy storage system to meet heating loads of
peak periods [37].
1.2 Energy storage technologies
Energy storage is the capture of energy produced at one time for use at a later
time. It can be characterized by the amount of energy stored measured in hours
of use, the power rates able to be achieved and the energy lost by converting from
and to the initial received energy form, also known as round trip efficiency. Proven
storage technologies already on the market are pumped hydropower, compressed air,
flywheels, electrochemical, hydrogen and thermal energy storage.
Pumped hydro energy storage (PHES) collects the energy potential of water
between 2 distinct heights. It is one of the most mature energy storage systems [36]
that offers a high round trip efficiency (70 to 80%), long lifespan and low operation
and maintenance (OM) costs. Their usual storage capacity varies between hours to
days, with nominal power outputs ranging from a few kW to 3GW. The investment
cost is usually very high, due to the extended civil works required to build the water
reservoirs/damns. It is currently the most used grid-scale energy storage technology
with 129GW of installed capacity worldwide.
Compressed air energy storage (CAES) collects energy by compressing air into
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an enclosed volume. The round trip efficiency is lower than pumped hydro storage
(from 40 to 75%), and also has a lower quoted lifespan [38]. Technical constraints
arise when designing large pressurized vessels over ground and requires considerable
geological research to assess feasible underground caverns [39].
Flywheel energy storage collects energy in the revolution of high inertia masses
that rest on very low friction bearings. Their usual power capacity is in the range of
100kW to 20MW, although their storage capacity ranges from seconds to minutes.
It has limited time span due to the deterioration of its mechanical components, but a
very fast response, suitable for frequency regulation and power quality applications
[40].
Electrochemical batteries can be divided into three groups: solid-state, sodium-
sulphur and redox batteries. Solid-state batteries such as the lead acid [41], nickel-
cadmium or lithium-ion (Li-ion) [42], are used in the 100W to 2MW range, and their
storage capacity ranges from 1 to 12 hours [41]. Sodium-sulphur batteries (Na-S),
a type of molten salt battery, are more energy dense than solid state batteries, but
require working temperatures between 300-350◦C, usually in the same output and
capacity range of solid-sate batteries. They are quoted to have a high round trip
efficiency, but relatively high static heat losses due to the high temperatures involved
[43]. Redox or flow batteries such as the vanadium battery (VRB) are potential
energy storage systems where the chemical components with reduction potential are
stored in separate tanks, permitting larger storage capacities [44]. Their charge and
discharge operation is made via forced circulation of the chemical components and
indirect contact via a a plate heat exchanger [45].
Table 1.1: Key parameters comparison of commercially available energy storage
technologies.
Storage technology
Capacity
range [h]
Power output
range [MW]
Round trip
efficiency [%]
Life-cycle
expectancy [Years]
Cost [£]
/ kWh / kW
PHES [46] 4 - 72 0.1 - 3000 75 - 85 50 4 - 75 400 - 1500
CAES [46] 4 - 72 50 - 300 50 - 70 20-40 2 – 40 300 - 600
Flywheel ES [44] 2.7E-7 – 0.1 0.1 - 20 85 - 95 20 1E3 – 4E3 150 – 260
Lead acid [44] 0.001 - 72 0.1 - 20 70 - 90 20 150 - 300 200 - 400
Li – ion [44] 0.001 - 12 0.1 - 50 75 - 90 5 - 15 400 – 2E3 900 – 3E3
Na-S [44] 0.001 - 12 0.1 - 10 75 - 85 5 - 15 250 - 400 750 – 2E3
VRB [44] 4 - 96 0.1 - 3 65 -80 25 - 30 100 - 750 400- 1.2E3
1.2.1 Thermal energy storage
Thermal energy storage (TES) systems collect energy on the temperature differen-
tial of a large mass preferably with high heat capacity. It can be achieved through 3
distinct ways: sensible; latent or thermochemical heat storage. Sensible heat storage
relies on the specific heat capacity of the material. Latent heat storage relies on the
phase change enthalpy of the material to store heat within a narrow temperature
range. It provides greater energy density [kWh/m3] than that achievable with sensi-
ble heat storage over the same temperature interval; however volumetric expansions
during the melting process can reach 10 to 15% for some materials.
Thermochemical heat storage is more energy dense than latent heat storage and
relies on adsorption / desorption or other chemical reactions. Reaction kinetics and
reactor design significantly determine their actual performance, and require distinct
charging and discharging temperatures [4] (usually between 100 and 300◦C depend-
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ing on the reaction), having potential interest for inter-seasonal storage applications.
Figure 1.5 presents the heat storage capacity [kWh/m3] of water sensible heat stor-
age and a PCM over a 20◦C temperature interval; the PCM can store 2.9 times more
energy than water over the same temperature range.
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Figure 1.5: Heat stored vs. Temperature diagrams comparison of a paraffin wax,
water, magnesium sulphate heptahydrate (data from [4]) and granite rock
1.3 Scope of research
The overall aim of this research is to develop a numerical model that would deter-
mine the optimum thermal storage geometry for the required storage capacity and
heat transfer rates in the operational temperature range available for each applica-
tion, as well as to determine potential energy savings and CO2 emissions reductions.
An economic comparison was also made for each application studied to assess their
economic feasibility. The research work developed in this thesis is driven by the
importance of shifting peak heating and cooling loads hence allowing further renew-
able energy integration into the grid, further increasing its stability and potentially
reducing the need for backup ancillary services such as combined cycle gas turbines
and coal. The objectives of the research are to:
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• Review phase change materials and indirect heat exchanger designs for latent
heat storage systems and thermal performance enhancement mechanisms for
temperatures between 0 and 250◦C.
• Review governing heat transfer mechanisms occurring within thermal energy
storage containers and how the phase change process is numerically modelled
and solved for each time step.
• Material properties characterization from a selection of 50 PCMs in the given
temperature range to determine their latent heat of fusion, melting and crys-
tallization point, solid and liquid heat capacities and degree of subcooling.
• Assess the integration of compact and encapsulated latent heat storage con-
tainers into domestic hot water and space heating systems to determine their
energy savings, economic feasibility and decarbonisation potential.
• Assess the integration of encapsulated latent heat storage containers into an
office space cooling system and determine their energy savings, economic fea-
sibility and decarbonisation potential.
• Assess the integration of industrial waste heat into district heating networks
via a continuous supply of portable latent heat storage containers and deter-
mine their energy savings, economic feasibility and decarbonisation potential.
In the 2nd chapter, a comprehensive review of phase change materials (PCMs)
with phase transition temperatures between 0 and 250◦C is presented, followed by
an assessment of indirect heat exchanger designs for latent heat storage systems and
possible thermal performance enhancement mechanisms.
In the 3rd chapter a comprehensive review is made of the heat transfer mech-
anisms occurring in a latent heat storage container when a fluid flow is circulated
through it, how the phase change process is numerically modelled and solved for
each time step.
In the 4th chapter, a selection of 50 promising PCMs are characterized in the
given temperature range using scanning calorimetry and thermogravimetric analysis
to accurately determine their latent heat of fusion, melting and crystallization point
and degree of subcooling of the materials.
In the 5th chapter the thermal performance of four active cooling (cooling systems
that require an energy input such as heat pumps and centrifugal fans) approaches
to meet daytime office cooling requirements is assessed in an open plan office using
London climate data using a developed Matlab finite-volume numerical model. The
four cooling approaches simulated were: a conventional heating, ventilation and air
conditioning (HVAC) system; the HVAC system with extra ventilation on demand;
the HVAC system with a thermal store with a 15◦C melting point wax charged
with cool night time ambient air and the HVAC system with a thermal store with
a 8◦C melting point wax charged using night time off peak electricity. The aim was
to evaluate the decarbonisation impact and economic feasibility of each solution
compared to the reference HVAC only scenario by the reduction in the electrical
consumption for space cooling.
In the 6th chapter the decarbonisation potential of using latent heat storage sys-
tems in current domestic hot water systems in the UK is assessed. A performance
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comparison is presented to four domestic space and hot water heating systems: con-
ventional gas boiler, air source heat pump (ASHP) with water buffer tank, ASHP
with a packed bed buffer tank and an ASHP with a smaller water tank and a com-
pact latent heat store. All systems with ASHP were simulated with solar thermal
collectors for a typical UK climate, to demonstrate the potential of phase change
material based energy storage systems in domestic heating applications. An eco-
nomic analysis to each system was then made to assess their economic feasibility
and main constraints.
In the 7th chapter the decarbonisation potential of using portable compact latent
storage to provide industrial waste heat into a district heating network by reducing
gas consumption in the gas boiler and gas engine units is assessed. The levelized cost
of energy of the integration of 1 to 3 portable storage units operating simultaneously
is compared to the reference scenario with no portable latent heat storage.
In the final chapter the conclusions of the decarbonisation potential of phase
change materials into heating and cooling applications are presented, as well as the
main limitations and promising areas to benefit from latent heat storage devices.
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Chapter 2
Review of phase change materials
and their potential applications
In order to assess the potential of latent heat storage applications, a comprehensive
review of the PCMs physical properties during phase change is critical. This chapter
details a comprehensive review of phase change materials (PCMs) with phase tran-
sition temperatures between 0 and 250◦C is presented. From the literature review
made, promising PCMs were presented based on their latent heat of fusion and bulk
price. For the comparative economic evaluation, market prices for industrial grade
materials were used to provide a common approach. The aim of this literature re-
view is to assess active heating and cooling systems that will be further studied in
the next chapters. PCMs for passive heating and cooling applications are prominent
in the building environment increasing the thermal mass of plaster walls, trombe
walls and other building components [47, 48], although the approaches later devel-
oped in this thesis are for higher power applications (relying on forced fluid flows
passing through them).
Practical indirect heat exchanger designs for latent heat storage systems were
also assessed and feasible heat enhancement mechanisms reviewed. The focus on
this temperature range is due to the potential CO2 emissions reduction that can be
achieved by replacing conventional gas heating applications in the domestic, com-
mercial and public administration sectors (comprising a fifth of the UK’s final energy
consumption in 2016 [3]), with heat pumps operating on a selective electricity tariff
[37], using phase change materials to develop more compact buffer tanks to meet the
heating loads of the building during peak times. Other potential applications for
compact thermal energy storage systems is buffering cooling loads with night time
ambient cooling [49] and buffering district heating loads with hot water tanks [50].
2.1 Organic PCMs
Organic compounds, characterized by having carbon-hydrogen bonds in their molec-
ular structure, generally have low thermal conductivity (0.1 to 0.5W/m.K), hence
requiring enhancing mechanisms to achieve reasonable heat transfer rates. Table
2.1 presents the thermophysical properties of the organic compounds identified as
promising for thermal energy storage based on their relative low price, stability in
their molten state and enthalpy of phase change. The organic compounds reviewed
that appeared to be promising in this temperature range are some of the saturated
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fatty acids [51], sugar alcohols [52, 53], carboxylic acids [54], amides [55] and alkanes
[18]. Urea [56], not a promising compound in its pure state due to its instability in
the liquid state [57], has some eutectic mixtures with suitable properties for latent
heat storage systems, details shown in Table 2.1. The economical comparison was
based on a market evaluation made through the Alibaba online platform [58].
Table 2.1: Thermophysical properties of selected organic compounds.
Compound
Tm ∆Hm Cps−l λs−l ρs Vexp Edensity Price Ref.◦C kJ/kg kJ/kg.K W/m.K kg/m3 % kWh/m3 £/m3 £/kWh
Formic Acid 8 277 1− 1.17 0.3− 0.27 1227 12 96 255 4.2 [59, 60]
Acetic Acid 17 192 1.33− 2.04 0.26− 0.19 1214 13.5 71 327 7.2 [59, 61]
Lauric acid 44 212 2.02− 2.15 0.22− 0.15 1007 13.6 66 276 6.5 [59, 61]
Stearic acid 54 157 1.76− 2.27 0.29− 0.17 940 9.9 49 345 11 [57, 60, 62, 63]
Palmitic acid 61 222 1.69− 2.2 0.21− 0.17 989 14.1 67 354 8.3 [59, 62, 64, 65]
Paraffin Wax 0 - 90 150 -250 3− 2 0.2 880-950 12− 14 50− 70 400− 800 7.1− 9.5 [59, 66, 20]
Acetamide 82 260 2− 3 0.4− 0.25 1160 13.9 93 1318 22.2 [59, 67]
Erythritol 117 340 2.25− 2.61 0.73− 0.33 1450 10.3 148 1287 13.6 [52, 57, 68]
HDPE 130 255 2.6− 2.15 0.48− 0.44 952 80 463 9 [59, 69]
Phthalic anhydride 131 160 1.85− 2.2 1530 85 2042 37.4 [70]
Urea 134 250 1.8− 2.11 0.8− 0.6 1320 16.7 97 189 3 [70]
Maleic acid 141 385 1.17− 2.08 1590 184 1059 9 [70]
2-Chlorobenzoic acid 142 164 1.3− 1.6 1544 83 1861 35.1 [71]
Adipic acid 152 275 1.87− 2.72 1360 20.2 109 584 8.4 [72]
d-Mannitol 165 300 1.31− 2.36 0.19− 0.11 1490 139 1027 11.5 [52, 73, 74, 75]
Hydroquinone 172 258 1.59− 1.64 1300 105 3415 50.9 [59, 76]
Oxalic acid 190 356 1.62− 2.73 1900 211 524 3.9 [54, 77]
2.2 Salt hydrates
Salt hydrates, formed by water absorption of an anhydrous salt at ambient temper-
ature and atmospheric pressure, have their phase change temperature below 120◦C,
low bulk prices and a relatively high storage density [78]. Subcooling during crys-
tallization [79], phase segregation [80] and corrosion with commonly used metals
(copper, aluminum, stainless steel) [59], are the main issues inhibiting their use in
latent heat energy storage systems. Table 2.2 presents the thermophysical properties
for a selection of salt hydrates.
Table 2.2: Thermophysical properties of selected salt hydrates.
Compound
Tm ∆Hm Cps−l λs−l ρs Vexp Edensity Price Ref.◦C kJ/kg kJ/kg.K W/m.K kg/m3 % kWh/m3 £/m3 £/kWh
Water 0 333 3.3− 4.18 1.6− 0.61 1000 -8.7 109 0 0 [59, 81]
Calcium chloride hexahydrate 30 125 1.42− 2.2 1.09− 0.53 1700 11 64 93 2 [59, 66, 82, 83]
Sodium sulphate decahydrate 32 180 1.93− 2.8 0.56− 0.45 1463 4 82 48 1 [59, 66, 82]
Calcium nitrate tetrahydrate 43 139 1.58− 1.92 0.43− 0.34 1750 2.9 104 343 4 [84]
Sodium thiosulfate pentahydrate 46 210 1.46− 2.39 0.76− 0.38 1750 6 103 199 3 [59, 69, 85]
Sodium acetate trihydrate 58 266 1.68− 2.37 0.43− 0.34 1450 3 113 233 3 [59, 86, 87]
Barium hydroxide octahydrate 78 280 1.34− 2.44 1.26− 0.66 2180 11 171 422 4 [59, 88, 89]
Magnesium nitrate hexahydrate 89 140 2.5− 3.1 0.65− 0.5 1640 5 74 131 3 [59, 66, 79]
Oxalic acid dihydrate 105 264 2.11− 2.89 0.9− 0.7 1653 0 133 339 4 [57, 77]
Magnesium chloride hexahydrate 117 150 2− 2.4 0.7− 0.63 1570 8 72 56 1 [59, 79, 90]
2.2.1 Phase separation
Water separation, related to poor molecular bonding between water and the salt
hydrate [80, 90] is the main factor determining thermal stability in the molten
phase. Suitable encapsulation could help reduce the effects of water segregation,
by preventing the release of partially evaporated water. Other technique would be
the use of gelling agents, which will be further discussed in the thermal performance
techniques section.
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2.2.2 Subcooling
The onset of solidification can occur at a significantly lower temperature than the
melting point of the salt, remaining in some cases in its meta-stable liquid form until
activated [64]. Adding higher melting point salts with similar crystal structures has
already proven to supress this limitation, although there is no scientific evidence as
to why the additives are effective [79]. Table 2.3 presents a review on nucleating
agents already used and successfully tested by the authors [79, 91, 92, 77, 90].
Table 2.3: Used nucleating agents for each salt hydrate.
Compound
Tm Subcooling Nucleator %Wt
Subcooling with agent
Ref.◦C ◦C
Calcium chloride hexahydrate 30 22.5
Strontium chloride hexahydrate 1 0
[79]Barium iodide hexahydrate 0.5 0
Barium hydroxide 0.5 0
Sodium sulphate decahydrate 32 25 Sodium tetraborate decahydrate 3 5 [91]
Calcium nitrate tetrahydrate 43 30 Barium hydroxide octahydrate 5 [92]
Magnesium nitrate hexahydrate 89 11
Magnesium sulphate tetrahydrate 0.5 0
[77]Magnesium hydroxide 0.1 0.17
Magnesium oxide 0.1 0.12
Magnesium chloride hexahydrate 117 36.8
Strontium carbonate 0.5 1.2
[90]
Strontium hydroxide 0.5 0.1
2.3 Eutectic PCMs
Binary (two component) and ternary (three component) mixtures of inorganic salts
have been widely studied for thermal storage applications. Nitrate, chloride and
sulphate salts of alkali and alkaline metals, such as lithium, sodium, potassium,
magnesium and calcium, are the main compounds used to produce medium tem-
perature eutectic mixtures [93]. Due to their higher density and stability in their
liquid state, they have been widely used as ionic liquids in high-temperature sensible
thermal storage systems such as concentrated solar thermal power [94, 95, 96].
Due to the lack of experimental data for some of the thermophysical properties
of eutectic mixtures, weighting methods were used to predict the missing thermo-
physical properties, namely heat capacity (Cp), density (ρ), thermal conductivity
(λ) and melting enthalpy (∆Hm), based on the correlations used by Yanping [97],
Rowlinson [98] and Mehling [99]; presented in equations 2.1 to 2.6.
wmi = xmi ·Mi(
∑
i
xmi ·Mi)−1 (2.1)
zvi =
wmi
ρi
· (∑
i
wmi
ρi
)−1 (2.2)
Cpeut =
∑
i
Cpi · wmi (2.3)
ρeut =
∑
i
ρi · zvi (2.4)
λeut =
∏
i
λzvii (2.5)
∆Heut = Tmeut ·
∑
i
∆Hi · wmi
Tmi
(2.6)
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These correlations use available properties of the mixture and its constituents,
molar ratio (xmi), mass ratio (wmi) volumetric ratio (zvi) and their melting point
(Tm) to predict the unknown values. A comparison was made with some eutectic
salts for which experimental data was available the difference between predictions
and measurements was less than 10%. Table 2.4 presents the physical properties
of the selected eutectic compounds in the 0-250◦C range, with the predicted latent
heat values shown in bold.
Table 2.4: Thermophysical properties of selected eutectic compounds.
Eutectic compound Mass ratio
Tm ∆Hm Cps/l λs/l Edensity Price Ref.◦C kJ/kg kJ/kg.K W/m.K kWh/m3 £/m3 £/kWh
CaCl2.(H2O)6 - MgCl2.(H2O)6 67-33 25 127 1.62-1.27 0.93-0.55 57 80 1.4 [59, 69]
Urea - CH3COONa.(H2O)3 60-40 30 200 1.75-2.21 0.63− 0.48 74 206 2.8 [69, 100]
Mg(NO3)2.(H2O)6 - NH4NO3 61-39 52 125 2.13-2.67 0.59-0.5 58 188 3.3 [69, 100]
Urea – Acetamide 38-62 53 224 1.92-2.66 0.51-0.34 73 924 13 [83]
Stearic acid - Palmitic acid 36-64 53 182 1.72-2.23 0.23-0.17 46 351 8 [101]
Mg(NO3)2.(H2O)6 - MgCl2.(H2O)6 59-41 59 132 2.29-2.81 0.67-0.53 58 99 1.7
[59, 69]Stearic Acid - Acetamide 83-17 65 213 1.8-2.4 0.3-0.18 56 485 8.6
LiNO3 - MgNO3.(H2O)6 14-86 72 180 2.38-2.9 0.7-0.51 84 718 8.5
Urea - LiNO3 82-18 76 218 1.77-2.02 0.85-0.6 84 851 10.1
[100]
Urea - NaNO3 71-29 83 187 1.6-2.03 0.75-0.59 76 220 2.9
Urea - NH4Cl 85-15 102 214 1.77-2.09 0.76-0.58 77 174 2.3
Urea – K2CO3 15-85 102 206 1.66-2.02 0.78-0.58 78 269 3.4
Urea - KNO3 77-23 109 195 1.6-1.91 0.81-0.58 74 255 3.4
Urea – NaCl 90-10 112 230 1.72-2.02 0.82-0.6 85 180 2.1
Urea - KCl 89-11 115 227 1.69-1.96 0.83-0.6 83 197 2.4
LiNO3 - NaNO3 - KNO3 30-18-52 123 140 1.17-1.44 0.79-0.53 79 1979 25 [102, 103]
LiNO3 - KNO3 34-66 133 150 1.17-1.35 0.96-0.52 82 2167 26 [102, 104]
KNO3 - NaNO2 56-44 141 97 1.18-1.74 0.73-0.57 52 504 9.7 [105]
KNO3 - NaNO3 - NaNO2 53-6-41 142 110 1.17-1.73 0.72-0.57 60 497 8.3 [59, 105]
KNO2 - NaNO3 48-52 149 124 1.05-1.63 0.58-0.52 70 994 14 [105]
LiNO3 - NaNO2 62-38 156 233 1.57-1.91 1.12-0.66 143 3816 27
LiNO3 – KCl 58-42 160 272 1.26-1.35 1.31-0.59 161 3409 21 [59, 106]
LiNO3 - NaNO3 – KCl 45-50-5 160 266 1.32-1.69 0.88-0.59 166 2852 17
HCOONa – HCOOK 45-55 176 175 1.15-0.93 0.63-0.43 92 421 4.6 [107]
LiOH - LiNO3 19-81 183 352 1.6-2 1.33-0.69 202 5165 26 [105]
LiNO3 - NaNO3 49-51 194 262 1.35-1.72 0.87-0.59 165 3084 19 [59, 105]
LiNO3 - NaCl 87-13 208 369 1.54-1.56 1.35-0.63 235 5254 22 [59, 106, 108]
KNO3 - KOH 80-20 214 83 1.03-1.35 0.88-0.54 43 611 14 [59]
KNO3 - NaNO3 55-45 222 110 1.01-1.49 0.73-0.51 61 482 8
LiBr - LiNO3 27-73 228 279 1.34-1.38 1.14-0.57 196 6134 31
[105, 109]
LiOH - NaNO3 – NaOH 6-67-27 230 184 1.3-2 0.78-0.67 107 538 5
NaNO2 - NaNO3 55-45 233 163 1.31-2.13 0.59-0.64 97 382 3.9
CaCl2 - LiNO3 13-87 238 317 1.5-1.53 1.37-0.69 204 5325 26
LiCl - LiNO3 10-90 244 342 1.58-1.61 1.37-0.64 218 6019 28
NaNO3 – NaOH 86-14 250 160 1.19-1.86 0.66-0.6 97 339 3.5 [59]
2.4 Performance enhancement methods
Most PCMs have low thermal conductivity, which can seriously affect the storage
system charge and discharge heat transfer rates. To address this limitation, extended
metal surfaces [7], conductive powders [5] or conductive matrices [6] have proven to
be effective in increasing the PCMs heat transport properties, leading to a more
uniform temperature distribution within the PCM and consequently better charge
and discharge performances for the latent heat storage container/system. Other
thermal enhancement solutions improve heat transfer between the flow and the PCM
through direct contact between the PCM and their respective heat transfer fluid,
allowing higher convective currents within the solid PCM whilst preventing flow
mixing in the molten PCM due to different densities [110].
Another technique could be shape stabilization through the use of polymeric
adsorbents such as polyethylene or polystyrene [111], that would prevent leakage of
molten PCM. On the case of salt hydrates, the use of inorganic adsorbents, such as
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diatomaceous earths containing silica [69], could prevent water separation from the
inorganic salt, maintaining its phase change enthalpy.
2.4.1 Heat transfer enhancement using extended metal sur-
faces
One of the most widely used heat transfer enhancement techniques is the addition of
extended metal surfaces, fins, to increase the heat exchange area between the PCM
and the flow. Numerous studies on modelling the phase change process with different
fin geometries have already been made [112, 113]. Agyenim [66] tested a compact
horizontal tube in tube container with erythritol as the PCM, using longitudinal
fins to enhance heat transfer.
(a) longitudinal fins [66] (b) annular fins [5]
Figure 2.1: Schematic representation of extended metal surfaces in a tube in tube.
They concluded that the system with longitudinal fins had an adequate melt-
ing/solidifying process that could provide the required heat flux suitable to act as
the heat source for driving Li-Br absorption cooling systems. Figure 2.1a and 2.1b
illustrates two common fin geometries widely used in the literature [5].
2.4.2 Heat transfer enhancement using carbon
Exfoliated graphite, also known as expanded graphite (EG) is presented in figure
2.2a, 2.2b and 2.2c. It has a thermal conductivity ranging from 24 to 470 W/m.K
depending on the measuring direction, with the potential to increase thermal con-
ductivity within the PCM [88] using low volume ratios (usually around 10-15% [59]).
EG is generally obtained from the corrosion of natural graphite with a mixture of
nitric and sulphuric acid, followed by drying and rapid heating in a furnace at 800
to 900circC to obtain the desired volumetric expansion. To produce EG/PCM com-
posites, the PCM is impregnated into the EG in vacuum to suppress the formation
of air gaps within the composite material [69, 5]. This technique is the most ef-
fective procedure currently used to enhance the PCM thermal conductivity [94]. It
could also provide a shape-stabilized (SS) form to the PCM since pore cavities can
withstand the thermal expansion typical during phase change and prevent leakage
of molten PCM [69].
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(a) carbon fiber cloth (b) carbon fibre brush (c) Expanded graphite
Figure 2.2: Three examples of heat transfer enhancement using carbon [5]
The container studied by Nakaso [6] presented in figure 2.3 was predicted to
double its heat output (from 25 to 50kWth) if a carbon fibre cloth comprising 0.8%
of the storage volume was incorporated into the system. The system would then
provide a nearly constant heat output of 50kW for around 10h and 20 minutes.
Figure 2.3: A schematic diagram of the 18 770L compact latent heat storage unit
designed by Nakaso [6], comprised of 18 parallel 28mm copper tubes, each having
14 passes through the PCM volume.
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2.4.3 Heat transfer enhancement using metal matrices
Using sparse metal matrices is another way to increase thermal conductivity within
the bulk PCM, providing also multiple nucleation points. The impregnation of a
PCM medium with steel wool can be more cost effective than using EG, although
the potential risk of thermal gaps due to poor contact between conductive surfaces
can reduce their thermal conductivity improvement. Due being a sparse matrix
and not a rigid and porous foam as expanded graphite, it would not provide shape
stabilization of the molten PCM.
Including small percentages by volume of metallic particles such as lessing rings,
presented in figure 2.4a and 2.4b, could increase thermal diffusion within low thermal
conductivity PCMs [5], would have the benefit of increasing the number of nucleation
points, potentially enhancing crystallization within the PCM. However, the risk
of thermal gaps would be even higher than using steel wool, due to their sparse
distribution and also the conductive material could lose its miscibility when the
PCM is in its molten state due to differences in density, separating from the storage
material and sinking to the base of the container. This could be prevented by
including gelling agents in the PCM [69], with a consequent reduction in the PCM
volume ratio.
(a) aluminum lessing rings (b) stainless steel lessing rings
Figure 2.4: Two examples of metal matrices, from Agyenim [7]
2.4.4 Direct heat transfer techniques
Another technique to improve heat transfer is to provide direct contact between the
heat transfer fluid and the PCM. It effectively increases heat transfer during the
melting process due to the additional flow mixing between the heat transfer fluid
and molten PCM, increasing the convective heat transfer on the solid-liquid PCM
interface [8]. Weilong [114] studied the performance of a direct contact latent heat
storage container using erythritol and a heat transfer oil, seen in figure 2.5a to 2.5c,
concluding that at the beginning of the melting process the oil has a low flow rate
due to the blockage of solid erythritol, the top surface of the PCM melts faster
than the bottom due to the higher heat transfer rate and the melting time varies
significantly with the oil flow rate.
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(a) initial stage (b) middle stage (c) final stage
Figure 2.5: A temporal variation of the melting process in a direct contact heat
transfer container using erythritol as PCM and oil as heat transfer fluid, from Wei-
long [8].
To overcome the initial blocking of the fluid flow path when the PCM is in the
solid state, Shaopeng [9] studied the insertion of electric heaters, seen in figure 2.6,
and concluded that the overall energy spent on melting the initial flow pathways
was 5% of the total thermal energy stored.
Figure 2.6: Schematic cross section showing the locations of the inlet pipes electric
heaters, studied by Shaopeng [9]
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2.4.5 Shape stabilization
Shape-stabilized PCMs are obtained adsorbing the molten PCM into the structure
of a porous adsorbent. Common inorganic adsorbents such as some diatomaceous
earths containing silica (SiO2) are generally used to adsorb salt hydrates due to
their affinity with water [65]; however their maximum adsorption capability is usu-
ally below 50% of its weight. Organic polymeric adsorbents such as high-density
polyethylene, polystyrene [111] and polyvinyl chloride (PVC) are generally used to
adsorb paraffin waxes, fatty acids and their blends and can generally adsorb up to
80% of its weight [115].
Alkan [116] prepared shape stabilized fatty acid PCMs by blending them with
solutions of Poly(methyl methacrylate) (PMMA) in chloroform. They concluded
that the composite PCM could maintain its shape up to 80%wt of PCM and that
they could be considered as candidates for latent heat storage systems integrated
into underfloor space heating applications.
2.5 Potential applications for indirect latent heat
storage containers
The integration of latent heat storage containers into specific heating or cooling
applications is dependent on the heat transfer fluid used: gas or liquid. Using water
as the heat transfer fluid, latent heat storage containers could be integrated into
conventional domestic central heating systems with common water radiators, ideal
when retrofitting gas boilers for heat pumps [117], as illustrated in figure 2.7a. Due
to their higher storage capacity when compared to sensible water storage, they would
allow the heat pump to be operated during off-peak times preventing the overload of
the local electrical grid demand [37]. Using air as the heat transfer fluid, latent heat
storage containers could be integrated into centralized ventilation systems, typical
in large office areas and commercial buildings [118], as illustrated in figure 2.7b.
(a) into a domestic space heating system
(b) into a ventilated heating and cooling
system system
Figure 2.7: Simplified diagrams of the integration of LHTES into two different
heating systems
Most latent heat storage containers can be divided into two groups: compact and
encapsulated. In compact latent heat storage containers, the PCM is enclosed within
a large container with an embedded heat exchanger [7], a general configuration used
is the shell and tube type, presented in figure 2.8a.
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Encapsulated latent heat storage containers are those in which the PCM is en-
capsulated within small containers, over which the heat transfer fluid flows, leading
to a heat storage system that contains a greater component of sensible heat storage
than compact latent heat storage systems over the same temperature range [119],
due to the larger volumetric ratio of heat transfer fluid. Such encapsulated designs
have the versatility to be integrated with both air and water heating networks, due
to their shape versatility and leak proof construction. Figure 2.8b and 2.8c present
the simplified cross sections of 2 different types of encapsulated latent heat storage
containers.
It is imperative that a void fraction is included in the design of any PCM storage
container to allow for thermal expansion that occurs during the melting process.
(a) compact tube in tube (b) encapsulated packed bed
(c) encapsulated staggered cylinders
Figure 2.8: Cross sections of three geometries used in latent heat storage containers
2.5.1 Compact latent heat storage systems
Compact latent heat storage systems can have higher PCM volumetric ratios than
encapsulated latent heat systems [m3PCM/m
3
Container], theoretically providing longer
isothermal outputs; however low rates of thermal diffusion within the bulk PCM can
limit their heat transfer rate [120].
For domestic and small district water heating requirements, characterized by
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heating rates typically below 50kW, more complex heat exchanger configurations can
be used to obtain higher inlet-outlet temperature differentials, since flow head losses
are not the main challenge. Figure 2.3 presents a schematic diagram of an 18 770L
PCM container modeled by Nakaso [6], with a predicted thermal storage capacity of
516.7kWhth, using a paraffin wax with a melting point of 49
◦C (discharged from 53◦C
to 40◦C). Nakaso [6] predicted numerically that without any thermal enhancement,
the system could provide a constant 25kW thermal power output for 80% of its total
capacity, around 16h and 32 minutes.
For larger process heating applications, large parallel arrays of tubes should be
used, to overcome the heat transfer limitation imposed by the PCMs low thermal
conductivity [50], rather than using complex heat exchanging geometries [6]. Large
parallel tube bundles can reduce fluid flow passing through a single tube and their
inherent frictional head losses, maintaining a high power output through the bundle
combination, multiplying the flow passing through a single tube by the total number
of tubes in the bundle. Figure 2.9a illustrates the longitudinal cross section of a
storage container with 100 tubes running in parallel for the heat transfer fluid. The
illustrated storage system could contain up to 827L of PCM within a container 2m
high, with a square cross section of 800mmx800mm.
(a) cross-section of 827L
thermal store
(b) top and cross section view of thermal store studied
by Colella [50]
Figure 2.9: Schematic representations of compact thermal store geometries for dis-
trict heating applications
Latent heat storage for use with district heating networks has been studied by
Colella [50], and compared to traditional water storage which is commonly used in
many district heating systems. Colella studied numerically the use of the commer-
cial wax RT100 from Rubitherm [20] in a 15x15 matrix of 25mm copper pipes 2.9m
length, theoretically storing 446kWhth from 65◦C to 120◦C, the tube bundle ar-
rangement is displayed schematically in Figure 2.9b. The study concluded that the
LHTES unit could be capable of covering a 130kW–400kW heat request depending
on the operating conditions, charged during the night and discharged in daytime
operation.
Due to the high energy density of latent heat storage systems, portable containers
charged from industrial waste heat streams could be of potential interest in providing
heat to the nearby district heating networks. Figure 2.10 presents the design of a
prototype thermal storage system for use with a district heating system housed
in a 20 foot long cargo container tested by Deckert [10]. The system stored a
maximum capacity of 1758kWhth, using sodium acetate trihydrate between 90 and
19
25◦C; supplied by a biogas plant located 6km from the district heat network with the
charged store being physically transported between locations. Limiting the practical
storage capacity to 80%, the compact latent heat storage system could provide 40kW
of nearly constant thermal output over a discharge time of 38h. Chapter 7 will
further study this storage approach.
Figure 2.10: Structure of the prototype storage system developed by Deckert [10] to
meet the heat demands of a district heating network.
2.5.2 Encapsulated latent heat storage systems
Systems using encapsulated PCMs generally offer higher heat transfer area per stor-
age material volume [m2HTarea/m
3
PCM ], but present lower PCM volumetric ratios
[m3PCM/m
3
Store]. Another advantage is the ease of obtaining leak-proof solutions
[40], suitable for volatile materials. Their geometrical flexibility provides them with
easiness of integration into any given storage container, regardless of size; hence
their popularity [119, 121].
The geometries used vary significantly with the application, but they commonly
have cylindrical or spherically shaped capsules, which can be inserted into off the
shelf storage containers. Cabeza [11] undertook a study in which 2 to 6 small
cylinders containing a mixture of 90% sodium acetate trihydrate with 10% graphite
as the PCM, were inserted in the upper part of a domestic hot water tank, making
good use of the water tank thermal stratification, seen in figure 2.11. The study
concluded that the addition of 2% by volume of PCM (2 tubes) to the top region of
the store could increase 40% of a 146L water tank thermal storage capacity over a
temperature difference of 1◦C around the PCM solidification point (around 54◦C).
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Figure 2.11: Schematic representation illustrating the location of the encapsulated
PCM modules inside the water tank of the experimental work undertaken by Cabeza
et al. [11].
Encapsulating a PCM into spherical capsules, seen in figure 2.12a and 2.12b,
provides closer packing within the storage system [106] and higher heat transfer fluid
flow mixing, consequently obtaining better convective heat transfer coefficients [119]
than vertical cylinders, illustrated in figure 2.11. However, lower rates of thermal
diffusion within the spherical capsules can reduce their effectiveness in exchanging
heat to and from the heat transfer fluid [12].
(a) modeled container (b) cross section view of a node
Figure 2.12: Simplified representation of the packed bed model studied by Regin
[12].
Direct space cooling applications in which the thermal store charging occurs
during the night and discharging during the day (from 10.00 to 18.00) to provide
space cooling in office areas have been studied by Mosaffa [13] and Jiao [122]. Using
air as the heat transfer fluid, a thermal store was made with rectangular slabs
containing CaCl2.6H2O as PCM1 and RT25 [20] as PCM2. Figure 2.13a and 2.13b
illustrate the system studied by Mosaffa with a PCM store in an office air duct. The
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storage unit was composed by 80 rectangular slabs with 10mm thickness, 500mm
width, and 1.3m length, with air gaps of 3.2mm thickness. The modeling results
demonstrated that the system could provide a constant cooling rate between 2.5kW
and 5kW, with the air flow varying from 800m3/h to 1600m3/h respectively; for an
inlet air temperature of 36◦C, the calculated coefficient of performance of the system
was around 7.
(a) cross-section view (b) store integration
Figure 2.13: Schematic representation of the ventilated thermal store studied by
Mosaffa [13].
Another possible application for an encapsulated latent heat storage system was
studied by Reyes [123] and is illustrated in figure 2.14a and 2.14b. Heat from solar
thermal collectors is absorbed by a 10x30 matrix of black aluminum soda cans filled
with paraffin wax, and then air is used as the heat transfer fluid to discharge the
5.267kWhth latent heat store (from 80
◦C to 20◦C). Due to poor convective heat
transfer from the outer shell and poor thermal diffusivity of the wax within the can,
aluminum strips were used between the soda cans and within the wax, obstructing
the air flow and providing multiple thermal bridges within the soda can, increasing
the overall heat transfer area and providing a substantial increase in the latent heat
storage system effectiveness and global solar collector system efficiency.
(a) store top view picture (b) schematic top view
Figure 2.14: Schematic representation of the solar collector developed by Reyes
[110].
Micro-encapsulation
Microcapsules with a diameter varying from around 1 − 1000µm [59] offer another
effective method to encapsulate PCMs. Such microcapsules when introduced into
a liquid form a slurry, effectively increasing the thermal storage capacity of the
working fluid and potentially its convective heat transfer properties.
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Current production methods for microencapsulated PCMs are coacervation, sus-
pension and emulsion polymerization, poly-condensation and poly-addition. Huang
[124] undertook a study in which a cylindrical container filled with a PCM slurry
was heated and cooled using a helical coil heat exchanger. The slurry varied be-
tween 25, 35 and 50% composition by volume of PCM capsules to the carrier fluid.
It was concluded that higher volumetric ratios (50% respectively) reduced natural
convection heat transfer within the storage container.
Another disadvantage of using PCM filled microcapsules is the low PCM volu-
metric ratios per capsule, normally around 50%, which when accounting the slurry
total volume leads to a very low PCM volumetric ratio, suppressing the typical heat
capacity increase obtained when using PCMs [78, 84].
2.6 Discussion and conclusions from the review
of phase change materials and their potential
applications
This literature review has laid out the framework to assess suitable PCMs according
to the operational temperature range and also showcased the most quoted techniques
to improve the performance of active latent heat storage systems. With this infor-
mation, the active integration of PCMs three different applications will be studied
and their potential energy savings and CO2 emissions reductions will be assessed.
Phase change materials have the potential to store large amounts of energy within
a smaller temperature range when compared to common sensible heat storage ma-
terials. Due to the low thermal conductivity of many PCMs, poor rates of thermal
diffusion within the PCM can seriously affect the storage system charge and dis-
charge rates that can be achieved.
A comprehensive review of PCMs melting between 0 and 250◦C has been made
and the relevant properties of promising phase change materials presented. Be-
low 100◦C, organic compounds and salt hydrates are the most promising materials.
Eutectic mixtures with Urea seem promising around 100◦C, and in the range from
130◦C up to 250◦C eutectic mixtures of inorganic salts appear to be the most promis-
ing PCMs.
A review of potential indirect latent heat storage containers and systems suitable
for integration with various process heating and cooling networks is also reported.
Due to its geometrical versatility, encapsulated systems seem more feasible since
they can be integrated to any existing system without major technical constraints,
although they have lower PCM volume ratios. Compact systems can offer larger
periods of constant temperature due to their higher PCM volume ratios.
For active heating/cooling applications where higher power outputs are required,
heat transfer enhancement among the PCM is imperative to achieve reasonable
heating and cooling outputs, since PCMs low thermal conductivity can be a major
constraint.
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Chapter 3
Review of heat transfer processes
and mathematical procedures to
model thermal energy storage
containers
Thermal energy storage (TES) systems can store heat or cold to be later released,
under a given temperature differential and fluid flow. TES systems are divided in
three types already described in the previous chapter: sensible heat, latent heat,
and thermochemical [125]. In general TES refers to the process of storing enthalpy
in a specified thermal gradient of a given mass with a given heat capacity, as it is
presented in equation 3.1. The amount of stored heat is directly proportional to all
the thermophysical properties referred above.
E(ρ, V, Cp,∆T ) = ρ · V · Cp ·∆T ; [J ] (3.1)
3.1 Modes of heat transfer
To obtain the desired heat transfer rates, the storage heat transportation methods
must also be taken into account, all dependent on the thermal gradient that the heat
storage system can provide to the end user. Those can be conduction, convection,
advection, and radiation heat transfer.
Conduction heat transfer refers to the enthalpy transfer in a static material,
where there is no macroscopic movement of particles, also known as diffusion heat
transfer. This heat flux is related to the random translation movement, and also
the internal rotation and vibration movements of its molecules [126], and can be
calculated using Fourier’s Law, equation 3.2.
q˙cond = −λ · dT
dx
; [W/m2] (3.2)
Convection heat transfer is a superficial phenomenon and refers to the heat flux
driven by the macroscopic movement of particles next to a surface, equation 3.3.
Such fluid movement is associated to, at any given moment, a considerable number
of molecules moving collectively or as an aggregate [126]. Conduction heat transfer
still occurs within the fluid inter-molecular movements; however, the fluid global
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movement is imposed as the ruling heat transfer mechanism. The Nusselt number
[127] is the adimensional coefficient used to quantify the ratio between convection
and conduction heat transfer, presented in equation 3.4.
q˙cv = hcv(Tsurf − T∞); [W/m2] (3.3)
Nu = hcv · Lc
λ
(3.4)
Advection heat transfer refers to the heat transfer process imposed by the macro-
scopic movement of particles, a flow. It differs from convection heat transfer since
it relates to a heat flux in the bulk of a material, similar to conduction, not surface
related, presented in equation 3.5.
q˙adv = ρ · V˙
A
· Cp · dT
dx
; [W/m2] (3.5)
Radiation heat transfer refers to the heat flux obtained when a temperature
difference exists between 2 surfaces in sights of each other, equation 3.6 (the tem-
peratures in the equation are in Kelvins). The radiative emitting limit is defined by
Stefan-Boltzmann constant (σ), and the emission coefficient () is to account the in-
efficiencies of non-black bodies in emitting and absorbing electromagnetic radiation,
photons.
q˙rad =  · σ(T 4surf − T 4env); [W/m2] (3.6)
3.1.1 Analogy with electrical circuits
There is an analogy between thermal and electrical circuits, and it can be useful
to expose the heat transfer problem more schematically. Comparing the voltage
driving potential to a temperature differential, the resistance to the heat flux would
be given by the inverse of the heat transfer coefficients, demonstrated in equation
3.7.
Re =
∆V
I
[V/A] ≡

Rtcond =
∆T
Q˙cond
= dx
λ·A ; [
K/W ]
Rtconv =
∆T
Q˙conv
= 1
αconv ·A ; [
K/W ]
Rtrad =
∆T
Q˙rad
= 1
·σ·(T 2
surf
+T 2env)·(Tsurf+Tenv)·A ; [
K/W ]
(3.7)
As it has been previously said thermal energy storage is related to the temporal
variation of enthalpy in a given mass, it is therefore a transient problem. The
following section describes the transient mode of transportation in the bulk of a
phase change material.
3.2 Transient methods to account phase change
In order to predict and optimize latent heat systems, reliable modelling solutions
are required. Melting or solidification of a material accounts for several different
mechanisms. Those involve heat, often also mass transfer, possible subcooling, ab-
sorption or release of latent heat and changes in the thermophysical properties of
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the storage material [128]. Phase change is described by a particular kind of moving
boundary, where the phase process is occurring. This problem was initially studied
by Clapeyron and Lame in 1831 when analyzing the cooling process in the forma-
tion of the crust of the Earth [129]. Nevertheless, the variable that characterizes the
speed of a melting/solidification front, the Stefan number (equation 3.8), is named
after Jozef Stefan, the Slovene physicist who introduced the general class of such
problems in 1889 when studying the problem of ice formation [130].
St =
Cp · (Tm − Twall)
∆Hm
; (3.8)
3.2.1 Governing equations
Any given stationary liquid with buoyancy driven forces, can be assumed incom-
pressible, with constant physical properties, laminar and with no viscous dissipation
[131]. Thus, the equations describing the overall balance of a given volume are
usually the conservation of mass and the Navier Stokes equations of momentum, as
reported in [132].
Those governing equations require a velocity field for each spatial coordinate and
a scalar Pressure dependent field, where buoyancy forces are assumed to act in the
z-direction following a linear density-temperature relation known as the Boussinesq
approximation [131]. After determining the velocity profiles for each spacial coor-
dinate (to determine convection and advection heat transfer), the energy balance
of each spacial coordinate can be determined, presented in equations 3.9 and 3.10.
The source term S is to account for heat generation within the control volume [14].
• In cartesian coordinates
ρ ·V ·Cp ·
(
∂T
∂t
+ u
∂T
∂x
+ v
∂T
∂y
+ w
∂T
∂z
)
= λ ·
(
∂2T
∂x2
+
∂2T
∂y2
+
∂2T
∂z2
)
+S (3.9)
• In cylindrical coordinates
(3.10)
ρ · V · Cp ·
(
∂T
∂t
+ ur
∂T
∂r
+
uθ
r
∂T
∂θ
+ uz
∂T
∂z
)
= λ ·
(
1
r
∂
∂r
(
r
∂T
∂r
)
+
1
r2
∂2T
∂θ2
+
∂2T
∂z2
)
+ S
3.3 Numerical methods to solve partial differen-
tial equations
The governing set of coupled partial differential equations, with three distinct ve-
locity directions, pressure and temperature components possess a major computa-
tional challenge due to the non-linearity of the convective terms and the moving
melting front. Since the focus of this research is the overall performance of heat
storage systems and their subsequent integration into practical applications, only
thermal diffusion models will be developed (known as enthalpy methods), reducing
the governing equations for each control volume to one (equation 3.9 for Cartesian
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coordinates and equation 3.10 for cylindrical coordinates). the initial step is to di-
vide the physical domain into a matrix to later assign an unknown to each cell and
solve it for each time step.
To account phase change, the heat capacity terms in the left part of the equation
3.10 are considered dependent of its nodal temperature (Cp(T), demonstrated in
equation set 3.11) [133, 134, 135], and its integration between a specified temperature
interval above and below its melting point totals its latent heat of fusion [133]:
Cp (T ) =

Cps : T < Tm − Tsl/2
Cps+Cpl
2
+ Hl
Tsl
: Tm − Tsl/2 ≤ T ≤ Tm + Tsl/2
Cpl : T > Tm + Tsl/2
(3.11)
3.3.1 Spatial discretization
In order to divide the physical domain, two types of grids can be used: steady
and transient. Steady grids maintain their spatial discretization over time; whereas
transient grids deform themselves to follow the solid-liquid interface [133]. Tran-
sient grids use two independent domains to describe solid and liquid phases [136],
being the interface speed and direction calculated using the Stefan condition [134],
described in equation 3.12.
ρs · V ·∆Hm · ~nn = λs
{
∂T
∂n
}
s
− λl
{
∂T
∂n
}
l
(3.12)
Besides the time constraint, grids can be structured and unstructured. Struc-
tured grids are those where the spatial discretization has orthogonal axes, and can
easily be implemented in the matrix form. Examples of those are the Cartesian,
Cylindrical (figure 3.1a) and Spherical grid systems. For more complex geometries,
transformation techniques are commonly used to shape the grid into the physical
domain [136].
Unstructured grids (figure 3.1b) are often used in finite element techniques [133],
using elements such as the tetrahedron, the cube and the hexahedron; where the
number of nodes for each element defines the mesh complexity.
(a) 2D cylindrical grid (b) 2D unstructured grid
Figure 3.1: Simplified diagrams of a structured and unstructured grid, from [].
The algorithms developed in this thesis consider only structured grids with Carte-
sian, Cylindrical and spherical coordinates, depending on the geometry.
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3.3.2 Domain boundaries
The physical boundaries of a heat transfer model can have 3 types of interaction.
The Drichilet or 1st order boundary condition (figure 3.2a) is considering constant
the value of a transient scalar variable (a temperature imposition). Newman or 2nd
order boundary condition (figure 3.2b) [133] defines the surface interaction with a
heat flux, constant or transient in time.
Third order or convective surface border condition (figure 3.2c) defines a convec-
tion interaction with another domain, being able to represent a transient boundary
condition interacting with both domains. The algorithms developed in this thesis
utilize this type of interaction to model the fluid flow passing through the heat stor-
age material surface considering a convective heat transfer coefficient determined
according to the flow geometry and Reynolds number (laminar, transient or turbu-
lent flows).
(a) drichilet (b) neumann (c) 3rd order boundary
Figure 3.2: Simplified diagrams of the three available types of boundary conditions,
from [14].
3.3.3 Model computation
After defining the spatial discretization and physical boundaries of our problem, the
2 most common techniques to solve numerically the partial differential equations
are the finite difference method and the finite element method. The algorithms
developed on this thesis were based on the finite difference method, although a
general description of the finite element method will be made as well.
Finite element method
When complex geometrical constraints appear in the physical model, a nodal ap-
proach can provide greater versatility (figure 3.3a). The finite element method relies
on having non-overlapping elements with nodal interactions with other elements, be-
ing those elements easily deformed to the desired shape.
The initial process is to discretize the solution domain, dividing it into a finite
number of sub domains (elements) of simple geometry such as triangles or quadri-
laterals, figure 3.3a and 3.3b) obtaining the finite element mesh. The mesh will later
be refined until a desirable accuracy is achieved.
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(a) 3 and 6 nodes triangular
element
(b) weighting method in quadrilateral element
Figure 3.3: Simplified diagrams of two different elements.
The following procedure is to develop an integral formulation for the governing
equations, either by the method of weighted residuals or the variational method. The
method of weighted residuals is based on the minimization of a residual term R by
approximating the integral formulation to the governing equation. The variational
formulation relies on a minimization obtained through a variational form of the gov-
erning equation. Both methods use classical variational method of approximations
to solve the integral equations [132].
After selecting the integral formulation, an approximation function is chosen to
develop equations to approximate the solutions for each element. The appropriate
function with unknown coefficients is chosen to approximate the solution; usually a
polynomial [14].
With all the polynomials selected accounting the nodal percentage of in each
element, figure 3.3b, an element characteristics equation is formed. The direct sub-
stitution of the approximation function in the integral form of the governing equation
of the element results in individual characteristics equation for each element. After
having the characteristics equation for each element, all elements are assembled into
the general stiffness matrix, [Ke], displayed in equation 3.13. The assembly process
is governed by the concept of continuity, where neighbouring elements with common
nodes must have equivalent unknown values or its derivative values.
[Ke] {Φ} = {f e} (3.13)
Then, the boundary conditions are imposed; the system of equations is solved
for each time step minimizing its round-off error due to the truncation of the partial
differential equations. Finally, a post processing of the solved data allows us to
determine relevant parameters such as total heat transfer rate, energy stored, etc.
Finite difference method
Such algorithms use Taylor’s polynomial expansions to numerically approximate
the partial differential equations [132]. The computational method involves a 2 step
process. Initially, appropriate finite difference formulas are selected according to the
physical process described by governing equation; afterwards, these formulas are
replaced in the governing equation to obtain the discretized equation.
The algorithms developed in the thesis rely on the finite volume method (figure
3.4), where the domain is divided into a finite number of non-overlapping cells, and
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in each cell the governing diffusivity equation is discretized using Taylor polynomial
expansions [132]. To accurately model the storage material enclosure, the boundary
nodes with the enclosure would have half the control volume so that the change in
domain is accurately represented (as shown in figure 3.4).
Figure 3.4: 2D finite volume method using Cartesian coordinates detailing the spa-
tial discretization near the boundary between the storage material and enclosure
By suppressing the convective velocity terms in governing equation 3.9, the en-
ergy balance of a control volume in its Cartesian coordinates is detailed in equation
3.14. The capacitance term C [J/K] is the multiplication of the control volume
density, volume and specific heat capacity.
C · ∂T
∂t
=
∂
∂x
(
λx · ∂T
∂x
)
+
∂
∂y
(
λy · ∂T
∂y
)
+
∂
∂z
(
λz · ∂T
∂z
)
(3.14)
There are three common techniques to solve the partial difference in time pre-
sented in equation 3.14. Acknowledging that time is a one-way coordinate [132]; its
integration can either be using an explicit, implicit or the Crank-Nicholson method.
Figure 3.5 presents a simplified comparison between these 3 time integration proce-
dures.
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Figure 3.5: Graphical comparison between the different time approximation
schemes, from [14].
The explicit method considers that the value of the dependent variable of the
next time step will only be function of the previous values. The implicit method
considers the dependent variable value only function of its values in the next time
step, and the Crank Nicholson considers that the solution will account the previous
and next time step values.
Solving equation 3.14 over the control volume using Taylor’s polynomial expres-
sions, gives equation 3.15. The tri-dimensional problem then inherits a fourth di-
mension, time (spatial dimensions i,j,k and time dimension l presented in equation
3.15). For simplification purposes, the models developed in this thesis accounted
heat propagation on 2 directions only (transversal and axial to the fluid flow).
(3.15)
C
T l+1i,j,k − T li,j,k
∆t
= λx
(
f
T l+1i+1,j,k + T
l+1
i−1,j,k − 2T l+1i,j,k
∆x
+ (1− f)T
l
i+1,j,k + T
l
i−1,j,k − 2T li,j,k
∆x
)
∆y∆z
+ λy
(
f
T l+1i,j+1,k + T
l+1
i,j−1,k − 2T l+1i,j,k
∆y
+ (1− f)T
l
i,j+1,k + T
l
i,j−1,k − 2T li,j,k
∆y
)
∆x∆z
+ λz
(
f
T l+1i,j,k+1 + T
l+1
i,j,k−1 − 2T l+1i,j,k
∆z
+ (1− f)T
l
i,j,k+1 + T
l
i,j,k−1 − 2T li,j,k
∆z
)
∆x∆y
Re-arranging equation 3.15, the governing energy balance equation for node
(i,j,k), it can be expressed in a single algebraic equation function of the bordering
control volumes from the current and future time step. The solution for each time
step will be a vector with all the unknown variables [14]. The solving procedure
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presented in equation 3.16, considers a transport matrix [Γ] that will account all
nodal heat transfers (heat conduction within the bulk material, conduction between
the storage material and the encapsulant and convection between the encapsulant
and fluid flow), a capacitance matrix [C] that accounts all the variables thermal
capacitance (the multiplication of volume, mass and specific heat capacity), and
the vector {S} to account all nodal external interactions (such as the thermal stor-
age system heat losses to ambient). A brief explanation of possible solvers will be
described further below.
[Γ2] = f · [Γ1] + [C]
{m} = (1− f) ·
{
[Γ1] · {Φl}
}
+ [C] · {Φl}+ {S}
[Γ2] · {Φl+1} = {m}
(3.16)
3.3.4 Numerical solvers
Observing the last equation of the set 3.16, the equation can be re-arranged to
[A] · {x} = {b} where the unknown values are the temperatures of each control
volume in the next time step {Φl+1}.
That means that the entire problem can be expressed by a system of linear
algebraic equations, solved at each time step. In the following sections it will be
briefly explained the direct and iterative methods commonly used to solve large
system of equations [14].
Iterative methods
Iterative methods rely on successive iterations from an initial guess solution until the
specified tolerance limit has been reached. The most common solver is the Gauss-
Seidel algorithm [132] that converges to the solution by solving each variable using
the former values for the indexes above i and the already calculated values for the
indexes below i. Equation 3.17 describes the general formula.
xk+1i =
ci −∑i−1j=1 ai,j · xk+1j −∑nj=i+1 ai,j · xkj
ai,j
(3.17)
The solution is computed until the Euclidean norm, equation 3.18, is below a
pre-defined tolerance limit, usually below 0.1% [14].
‖xk+1i − xki ‖e
‖xk+1i ‖e
≤ s (3.18)
Sometimes the convergence process requires various iterations to achieve an ac-
ceptable tolerance limit. In such cases a coefficient can be used to weight the com-
puted solution, named the successive over-relaxation, equation 3.19
xk+1i = Λ
[
ci −∑i−1j=1 ai,j · xk+1j −∑nj=1 ai,j · xkj
ai,j
]
+ (1− Λ)xki (3.19)
Direct methods
Direct methods perform a finite number of steps to obtain the solution. One of the
most used is the Gaussian elimination method. Gaussian elimination aims to reduce
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the system of equations into an upper triangular matrix. That is achieved by com-
bining equations until all the lower triangular coefficients are eliminated. Equation
3.20 presents a generalized formula for the elimination process [14]. Special consid-
eration must be undertaken if the denominator coefficient is zero. In those cases,
pivoting that equation into a lower place in the matrix might solve the problem,
however making the solving process more complex.
aki,j = a
k−1
i,j −
ak−1
k,j
ak−1
k,k
aki,k; fork + 1 ≤ j ≤ m; k + 1 ≤ I ≤ n; m = n+ 1 (3.20)
Once the upper triangular system of equations is defined, a back substitution
process will numerically solve each unknown; according to the generalized equation
presented in 3.21.
xi =
aii,m −
∑n
j=i+1 a
x−1
i,j · xj
ax−1i,j
(3.21)
A more common solver used in 2D and 3D heat transfer problems is the LU
factorization method [132], which decomposes the matrix [A] into the product of a
lower triangular and a upper triangular matrices ([A] = [L][U ]). After decomposing
the matrix, the solution of [L] · [U ] · {x} = {b} is made by two steps. Initially,
[U ] · {x} is expressed as a new vector of variables {y} obtained by solving the lower
triangular matrix [L] · {y} = {b} by forward substitution. The vector of variables
{x} is then obtained by solving the upper triangular matrix [U ] · {x} = {y} by
backward substitution [14].
The algorithms developed in this thesis in Matlab used their ”linsolve” code
(which uses the LU factorization method) to obtain the unknown temperatures in
each time step. The construction of matrix [A] varied according to the geometry of
the thermal energy storage system, explained in the next chapters (chapter 5, 6 and
7) for each case studied.
3.4 Discussion and conclusions from the review
of heat transfer processes and mathematical
procedures to model thermal energy storage
containers
A review of heat transfer processes involved in thermal energy store systems has
been made, followed by the review of computational methods to model transient
heat transfer problems.
Regarding the computational methods, the control volume approach approxi-
mates its governing equations by a point wise discretization scheme, where deriva-
tives are replaced by finite difference formulas that involve the unknown values at
the nodal points. The finite element method also provide the discretization of the
solution domain by assembling simply shaped sub-regions, the finite elements. The
approximate function is derived over each finite element by a linear combination of
interpolation functions. Its actual approximation is then obtained by minimizing
the weighted residual of the problem over each element.
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Phase change materials have usually low thermal conductivity, which limits the
storage containers nominal heat transfer rate. This problem is usually tackled using
the thermal performance enhancement techniques discussed in the previous chap-
ter. However, focusing on the containers geometry and fluid flow arrangement can
minimize the impact of the PCMs low thermal conductivity, leading to a higher
utilization of the latent heat stage.
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Chapter 4
Thermal analysis of phase change
materials
Fifty phase change materials (PCMs) with phase transition temperatures between
0 and 250◦C have been analyzed using differential scanning calorimetry (DSC) and
thermogravimetric analysis (TGA) to assess their thermal stability above the melt-
ing point and measure their latent heat of fusion. The two main reasons for this
material characterization was to verify if some of the PCMs quoted in the literature
had a freezing point with relatively low subcooling (or a freezing point at all) and
to use the measured heat capacity diagrams in the developed enthalpy models.
The materials analyzed can be classified into organic compounds, salt hydrates,
and eutectic mixtures. They were evaluated based on their phase change enthalpy,
thermal stability above the melting point, and a low degree of subcooling.
From the thermal analysis made, 11 potential candidates were shortlisted based
on their working temperature range, low bulk price and relatively low degree of
subcooling; and subjected to a slow DSC scan (1◦C/min) to obtain a more accurate
thermal response on their phase change. A brief explanation on the theoretical
background of the thermal analysis devices commonly used, followed by a description
of the experimental procedure employed will be made in the next 2 sections.
4.1 Thermal analysis measurement devices
4.1.1 Calorimetric analysis
Differential scanning calorimetry
Standard DSC analysis, also known as heat flux DSC, measure a temperature dif-
ferential between a pan with the sample and an empty pan. The heat flux is then
calculated at each instant through the relation presented in equation 4.1. Q is
the sample heat flow, ∆T the temperature difference between the sample and the
reference and R the thermal resistance from the sample mass to the sample holder.
Q =
∆T
R
; in
[
W
m2
]
(4.1)
Current measuring techniques do not use such a simplistic approach due to po-
tential errors obtained from the transient behaviour of the sample, the difference
between the sample and reference capacitances (Cs and Cr) and possible differences
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in the thermal resistance between the sample and reference sensors (Rs, Rr). Equa-
tion 4.2 presents the current formulation used to calculate the instantaneous heat
flow.
Q = −∆T
R
+ ∆T0 ·
(
Rr − Rs
Rr ·Rs
)
+ (Cr − Cs) · dTs
dt
− Cr · d∆T
dt
(4.2)
T-history method
One of the main disadvantages of the DSC analysis is that they measure low mass
samples (usually lower than 10 mg) and if the liquid PCM does not crystallize
readily at temperatures just below its melting point, a more energetic reaction takes
place when the nucleation eventually occurs at lower temperatures, also known as
subcooling. When there is enough energy to start the solidification process, the
subcooled PCM tends to increase its temperature to near its melting point, leading
to a peak heat flow in the measured signal. One of the main techniques used to
prevent this excessive subcooling is the T-History method.
The T-history method, first developed by Yinping [15], determines the crystal-
lization temperature more accurately due to the higher mass of the sample, schema-
tized in figure 4.1. The procedure consists in heating the tubes above the PCM
melting temperature followed by a rapid cooling in a controlled environment with
high convective heat transfer to obtain a homogeneous temperature.
Figure 4.1: Schematic diagram of a T-History method comparison between the PCM
and a reference, usually a material with know properties, from [15].
By recording the temperature drop of both tubes in the controlled environment,
as presented in figure 4.2a to 4.2c, knowing the tube and reference mass and heat
capacities, it is possible to obtain the heat capacity and melting enthalpy of the
PCM.
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(a) reference (b) sample
(c) sample with subcooling
Figure 4.2: T-History method typical temperature recordings, from [15].
An energy balance is made for the 3 different regions, liquid state, the melting
area and solid state, and in each the following equations are applied:
hi =
Cpw ·mw + Cpt ·mt
Ac · A′i
· (Ti−1 − Ti);
[
W
m2 ·K
]
(4.3)

(mt · Cpt +mp · Cpl) · (T0 − Tm1) = h1 · Ac · A′1;
(mt · Cpt +mp ·∆Hm) · (Tm1 − Tm2) = h2 · Ac · A′2;
(mt · Cpt +mp · Cps) · (Tm2 − Tr) = h3 · Ac · A′3;
(4.4)
The first step is to obtain the respective heat transfer coefficient with the refer-
ence material for the specific temperature band (graph A), expressed in equation4.3.
With that heat transfer coefficient and knowing the heat transfer area and mass of
the PCM, its heat capacity is determined for the specific temperature band, as ex-
pressed in equation 4.4. It is therefore important that both the reference and PCM
temperature readings have a similar ending time, usually meaning that the reference
has a higher mass.
4.1.2 Thermogravimetric analysis
TGA analysis measure the weight loss of a material sample with temperature by
using a precise mass balance to measure the difference between the pan with the
material and an empty pan.
The device uses platinum pans, presented in figure 4.3a and 4.3b, to hold the
sample and an infrared oven coated with graphite give a precise thermal response.
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(a) available pans (b) balance system
Figure 4.3: Pans used and balance relative weighting method of the TGA.
4.1.3 Thermal conductivity measurements
In any thermal management application, the material thermal diffusivity is a key pa-
rameter to determine the system nominal heat transfer rates. Thermal conductivity
can be measured through steady state techniques and transient techniques. Steady
state techniques have the advantage of simplicity in the analysis of the measured
signal, although they require longer periods of time to take measurements.
Figure 4.4: Overview of the TPS 2500s device and its customized sample holder
[16].
The transient plane source technique, presented in figure 4.4, is based on the
measurement of the temporal evolution of a sample being heated in its bulk. It is
composed by a nickel spiral 20µm thick sandwiched between 2 Kapton films 25 µm
thick to protect the nickel film and provide electrical insulation. The sensor acts
both as the heating element and as the resistance temperature detector (RTD).
Figure 4.5: Basic principle of Transient plane source method, from [17].
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The average sensor temperature is measured with the RTD and it is expected
to follow the transient variation [137] described in equation 4.5. P is the heating
power input, r the sensor radius, and the shape function D is dependent of the
adimensional time, τ
T (τ) =
P
pi1.5rλ
D(τ); (4.5)
The adimensional time is obtained with equation 4.6. The characteristic time Θ
is obtained through equation 4.7; where (a) is the thermal diffusivity of the material.
τ =
√
t
Θ
; (4.6)
Θ =
r2
a
; (4.7)
4.2 Experimental method
The experimental procedure taken started by measuring the thermal stability of
each PCM in the TGA, followed by a heating ramp in the DSC. If the PCM showed
no decomposition when the temperature was increased to at least 20◦C above their
melting point, the subsequent DSC cycling test would use normal aluminum lids on
the DSC sample holder. If the material showed some degree of vaporization above
its melting point, hermetic aluminum lids would be used to prevent the loss of the
volatile gases from the test sample. After the selection of the appropriate DSC
sample holder lid, 20 heating and cooling cycles were performed in the DSC cycling
to at least 20◦C above the PCM melting point and 20◦C below their crystallization
point at a ramp rate of 5◦C/min. By measuring the difference in enthalpy between
the 1st and the 20th cycle, the stability and reversibility of phase change for each
tested PCM could be assessed.
After shortlisting the most promising PCMs, another DSC test using 2 different
ramp rates (a 5◦C/min and a 1◦C/min), determined the melting point more precisely
and subsequently the heat capacity thermogram for the melting and freezing process.
In order to obtain comparable results for different PCMs, reagent grade quality
materials were purchased from [138] and [139]. The costs of the materials purchased
in bulk were obtained from a price assessment using Alibaba for industrial grade
PCM materials, with no geographical preference, similar to the method employed
in chapter 2 [140].
The latent heat of each PCM was obtained by integrating the area between the
endothermic peak curve and a baseline between the solid and liquid normalized heat
flow curve, then multiplied by a coefficient determined by prior calibration using In-
dium. The TA software used, TRIOS, has a sigmoidal baseline curve that integrates
a phase change accurately, accounting for the difference in the solid and liquid heat
capacities of the tested material. For an estimation of the total heat stored, the
temperature range selected was +/-20◦C around its melting point. For the commer-
cial PCMs tested [20, 19], the specified temperature range by the manufacturer was
used.
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To determine the thermal behaviour of a material, the 2 most used techniques are
the differential scanning calorimetry (DSC) and thermogravimetric analysis (TGA)
[141], presented in figure 4.6.
Figure 4.6: Discovery TGA (left apparatus on the image) and DSC (right apparatus
on the image), from CREST thermal analysis laboratory.
4.3 Thermal property measurements
4.3.1 Measured thermal properties of selected organic
PCMs
The organic compounds selected were alkanes (pentadecane, hexadecane, octade-
cane, and high-density polyethylene), sugar alcohols (xylitol, sorbitol, erythritol
and mannitol), fatty acids (stearic and palmitic acid), dicarboxylic acids (maleic
and adipic acid), benzoic acid, phthalic anhydride and 2-chlorobenzoic acid. The
selection criteria was based on the economic analysis performed by the authors [140].
All the alkanes and fatty acids demonstrated good stability near their melting point,
usually being in a stable molten form with little weight loss for at least 50◦C above
their melting point, as seen in Figure 4.7.
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Figure 4.7: Overlay of the DSC and TGA measurement results for HDPE and Stearic
acid.
The sugar alcohols analyzed seen in figure 4.8, present a smaller stability plateau
above their melting point, slowly losing weight. They also possess larger subcooling
than the alkane and fatty acid seen in the previous image. Measuring the enthalpy
of solidification in materials that exhibit a considerable degree of subcooling (the
difference between the exothermic and endothermic peaks shown in figure 4.8) can
be challenging due to the sudden increase of the sample temperature, as can be seen
in figure 4.8.
Figure 4.8: Overlay of the DSC and TGA measurements for d-Mannitol and Ery-
thritol.
Besides sugar alcohols and HDPE, all the organic PCMs melting above 100◦C
were unstable in their molten state. Figure 4.9 presents the overlay of the TGA and
DSC results for benzoic acid and adipic acid.
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Figure 4.9: Overlay of the DSC and TGA measurement results for Benzoic acid and
Adipic acid.
Benzoic acid evaporated completely at 150◦C, having lost almost 50% of its
mass below its melting point. Adipic acid demonstrated better thermal stability
than benzoic acid, slowly evaporating with increasing temperature in its molten
state. Both components also presented subcooling, with a large exothermic peak in
Benzoic acid (around 45W/g).
Thermal cycling
Presented in figure 4.10 are the two fatty acids tested that melted below 100◦C,
stearic and palmitic acid, which demonstrated good cycle repeatability (the 1st and
20th cycle curves are very similar in figure 4.10), with no apparent enthalpy losses
over 20 cycles and little subcooling (around 3 to 5◦C). The latent heat measured of
stearic acid was 199kJ/kg with a melting point of 69°C, values that were 20kJ/kg less
energy dense and a melting point 5◦C higher than the experimental measurements
reported by Sharma [142] Palmitic acid melted at 63◦C absorbing 200kJ/kg during
its phase change.
Figure 4.10: DSC thermal cycling measurements for Palmitic and Stearic acid.
Both components demonstrated subcooling, and Palmitic acid presented 2 peaks
in its solidification process, possibly indicating the presence of a solid-solid phase
change prior to its melting point.
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The DSC thermal cycling measurements for the two sugar alcohols melting be-
low 100◦C, xylitol and sorbitol are presented in figure 4.11. These materials did
not crystallize during the DSC thermal cycling tests, a partial crystallization was
measured to occur at a temperature of approximately -20◦C, but no reversible phase
change was observed at its reported melting point. The measured latent heat values
for both sugar alcohols were similar to those obtained by Tong [143] (5kJ/kg lower
for xylitol and 9kJ/kg lower for sorbitol).
Figure 4.11: DSC thermal cycling measurements for Xylitol and Sorbitol.
Table 4.1 presents an analysis of the DSC measurements. For the economic
comparison, the enthalpy values obtained were measured between the Tmax and Tmin
temperature range. Nearly all the measured organic compounds with a melting point
below 100◦C were stable in their molten state, with the exception of Acetamide.
Table 4.1: Key parameters from the DSC thermal cycling analysis for the organic
PCMs with a melting point below 100◦C.
Organic PCMs Enclosure
Tmelt Subcooling Tmin Tmax ∆Hm ∆Htot ∆H
20cycles
loss Price
◦C kJ/kg kWh/m3 % £/m3 £/kWh
Pentadecane Normal 8 0.1 0 15 143 179 38 0 2000 52
Hexadecane Normal 17 2.5 -5 28 202 271 58 0 2027 35
Octadecane Normal 27 3.5 10 35 205 258 56 0 3757 68
Palmitic acid Normal 63 4 35 75 200 300 70 0.6 650 9.2
Stearic acid Normal 69 3 40 80 207 308 81 0.1 488 6.1
Acetamide Hermetic 74 29 60 100 245 348 106 10 1859 17
Xylitol Normal 93 75 115 241 327 138 100 2261 16
Sorbitol Normal 95 75 115 149 216 89 100 1198 13.4
As stated previously, most organic materials with a phase change above 100◦C
required hermetic encapsulation to ensure no loss of mass in their molten state. The
measurements from the DSC cycling experiments for benzoic acid and erythritol are
presented in figure 4.12. Benzoic acid demonstrated good stability and reversibility
during the cycling experiment, having almost no change in melting enthalpy from
the 1st to the 20th cycle, with its latent heat in accordance with those reported
by Maki [49]. The measured latent heat of fusion of Erythritol in the 100-130◦C
temperature range was 321kJ/kg, with a melting point of 119◦C in its first cycle.
After the initial cycle, the measured melting point reduced to approximately 107◦C
and its measured latent heat of fusion decreased by nearly 5% over the remaining
20 cycles, 6kJ/kg lower than the values reported by Tong [68].
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Figure 4.12: DSC thermal cycling measurement for Benzoic acid in a hermetic
enclosure and Erythritol in a normal enclosure.
The DSC cycling measurements for HDPE and Phthalic anhydride are presented
in figure 4.13. Both PCMs demonstrated good cycling stability, with no apparent
loss in their melting enthalpy or change in their melting point. Phthalic anhydride
had an increase in the degree of subcooling, 15◦C for the 1st cycle and 28◦C for
the 20th cycle. High-density polyethylene did not demonstrate any subcooling, but
with a wide range of phase change. Comparing the measured properties with those
from the literature, the phase change enthalpy of Phthalic anhydride was 7kJ/kg
less than that reported by Lorz [70].
Figure 4.13: DSC thermal cycling measurements for HDPE in a normal enclosure
and Phthalic anhydride in a hermetic enclosure.
Figure 4.14 presents the DSC thermal cycling measurements for maleic and 2-
chlorobenzoic acid. The measured enthalpy of 2-Chlorobenzoic acid reduced ap-
proximately 18% after 20 cycles, indicating some irreversibility in its phase change.
It also had the least subcooling of the tested organic compounds, measured to be
between 2 and 4◦C. From the measurements of maleic acid, in 20 cycles its enthalpy
of phase change reduced 86% while the melting temperature continuously reduced,
indicating cycle instability and unsuitability for use as a phase change material.
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Figure 4.14: DSC thermal cycling measurements for Maleic acid and
2-chlorobenzoic acid in hermetic enclosures.
Figure 4.15 presents the DSC cycling measurements for Mannitol and Adipic
acid. Mannitol had around 45◦C of subcooling and lost 2% of its initial melting
enthalpy in 20 cycles, while adipic acid had only 6◦C of subcooling and no apparent
change in enthalpy. Compared to the values reported by Barreneche [144], the
measured phase change enthalpy for mannitol was 26kJ/kg lower. The measured
phase change enthalpy for adipic acid was 5kJ/kg lower than that reported by Haillot
[57].
Figure 4.15: DSC cycling measurements for Mannitol and Adipic acid in hermetic
enclosures.
Table 4.2 presents a summary of the key parameters obtained from the DSC ther-
mal cycling analysis. The economic comparison used the same procedure described
in chapter 2.
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Table 4.2: Key parameters from the DSC thermal cycling analysis for the organic
PCMs with a melting point above 100◦C.
Organic PCMs Enclosure
Tmelt Tcryst Subcooling Tmin Tmax ∆Hm ∆Htot ∆H
20cycles
loss Price
◦C kJ/kg kWh/m3 % £/m3 £/kWh
Erythritol Normal 119 54 65 90 130 334 412 166 4.7 4726 28.45
Benzoic acid Hermetic 123 104 19 95 135 142 219 77 0.5 1469 19.04
HDPE Normal 130 113 17 100 140 146 280 74 0.6 755 10.2
Phthalic anhydride Hermetic 130 115 15 100 140 152 211 90 0.7 2880 32.066
Maleic acid Hermetic 130 118 12 110 150 306 395 175 86 1728 9.9
(2-Chlorobenzoic acid) Hermetic 136 134 2 105 145 146 218 93 17.8 3035 32.47
Adipic Acid Hermetic 151 146 5 120 160 245 320 121 0.8 961 7.94
d-Mannitol Normal 155 118 37 140 180 274 378 156 2 3575 22.85
Almost all the organic compounds required some degree of subcooling to initiate
crystallization, leading to exothermic peaks increasing with the PCMs subcooling.
Only HDPE had a smooth crystallization, with no exothermic reaction in its solid-
ification process. 2-Chlorobenzoic acid showed the lowest level of subcooling, but
also had a lower phase change enthalpy.
4.3.2 Measured thermal properties of selected salt hydrates
The overlay of the TGA results and DSC results for magnesium nitrate hexahydrate
and magnesium chloride hexahydrate are presented in figure 4.16. It can be seen
from the TGA curves that these salt hydrates undertake a continuous dehydration
process; hence requiring hermetic enclosures for the DSC cycling tests.
Figure 4.16: Overlay of the TGA and DSC measurements for magnesium nitrate
and magnesium chloride hexahydrates.
Thermal cycling
The DSC cycling measurements for tap water and Glauber’s salt in hermetic con-
tainers are shown in figure 4.17. The DSC measurements for tap water showed that
it subcooled by 15◦C before crystallizing. Sodium sulfate decahydrate demonstrated
good cycle repeatability, no loss of its initial melting enthalpy was evident and the
level of subcooling was approximately 18◦C.
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Figure 4.17: DSC cycling measurements for tap water and Glauber’s salt in hermetic
enclosures.
The DSC measurements for calcium chloride hexahydrate and calcium nitrate
tetrahydrate are presented in figure 4.18. Between the 1st and 20th cycles calcium
chloride hexahydrate lost approximately 4% of its melting enthalpy (138kJ/kg in
the 1st cycle) values that were 27kJ/kg less than that reported by Jankowsky [59].
It had a subcooling of 54◦C, with 2 distinct exothermic peaks in their solidification
process, as seen in figure 4.18. Calcium nitrate tetrahydrate had a measured latent
heat of 144kJ/kg, 7kJ/kg less than the value reported by Jankowsky [59]; and did
not recrystallize within the limits of the DSC, which can ramp down the temperature
up to -80◦C. The salt hydrate had a phase change at -57◦C, but not as energetic as
the initial melting.
Figure 4.18: DSC thermal cycling measurements for calcium chloride hexahydrate
and calcium nitrate tetrahydrate in hermetic enclosures.
The DSC cycling measurements for the hydrated salts of sodium acetate and
sodium thiosulfate in hermetic containers are presented in figure 4.19. Sodium
thiosulfate pentahydrate subcooled 69◦C, and its melting point shifted after the
first cycle from 49 to 34◦C, with a 16.9% decrease in its latent heat. Sodium acetate
trihydrate did not crystallize within the temperature range used, similar to the
previous calcium nitrate tetrahydrate. The measured values for latent heat capacity
were 8kJ/kg less for both materials compared to values reported in the literature
[85].
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Figure 4.19: DSC thermal cycling measurements for sodium acetate trihydrate and
sodium thiosulfate pentahydrate in hermetic containers.
Figure 4.20 shows the thermal cycling measurements for magnesium nitrate hex-
ahydrate and magnesium chloride hexahydrates. Magnesium nitrate hexahydrate
demonstrated good cycling properties with no loss in melting enthalpy, its subcool-
ing reducing from 26 to 23◦C between the 1st and 20th cycles. There was a 15% re-
duction in melting enthalpy between the 1st and 20th cycles for magnesium chloride
hexahydrate, and subcooling increased from 20 to 22◦C. Comparing its measured
latent heat values with those in the literature, the value measured for magnesium
chloride hexahydrate was 36kJ/kg lower than that from El-Sebaii [145] and magne-
sium nitrate hexahydrate 29kJ/kg lower than that measured from Nagano [146].
Figure 4.20: DSC thermal cycling measurements for magnesium chloride hexahy-
drate and magnesium nitrate hexahydrate in hermetic enclosures.
The DSC measurements for barium hydroxide octahydrate and oxalic acid di-
hydrate are presented in figure 4.21. Barium hydroxide octahydrate lost all of its
melting enthalpy between the 1st and 20th cycle, proving that it is unsuitable for use
as a thermal energy storage material. Oxalic acid dihydrate demonstrated a slight
reduction in its melting point and a 36% reduction in melting enthalpy between the
1st to the 20th cycle. The level of subcooling for both the 1st and 20th cycle remained
at 12◦C. The non-linearity of the freezing curve is related to the temperature in-
crease in the measuring sample due to the reaction taken during its freezing process,
trying to reach its melting point.
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Figure 4.21: DSC thermal cycling measurements for oxalic acid dihydrate and bar-
ium hydroxide octahydrate in hermetic containers.
The subcooling that occurred for all salt hydrates tested was in agreement with
previous studies reported in the literature [56, 61, 62]. Adding specified salts has
been proven to reduce the subcooling of some salt hydrates [79], as reported in chap-
ter 2. Table 4.3 reports the measured enthalpy values of the selected salt hydrates.
Table 4.3: Key parameters from the DSC thermal cycling analysis for the salt hy-
drates tested in hermetic enclosures.
Salt hydrates
Tmelt Tcryst Subcooling Tmin Tmax ∆Hm ∆Htot ∆H
20cycles
loss Price
◦C kJ/kg kWh/m3 % £/m3 £/kWh
H2O 0 -15 15 -20 20 333 458 127 3.6 0 0
Na2SO4.10(H2O) 23 3 20 0 40 126 234 97 2.4 91 0.94
CaCl2.6(H2O 29 -25 54 10 50 144 148 70 4 185 2.64
$Ca(NO 3) 2.4(H 2O) 43 20 60 145 219 115 425 3.69
Na2SO3.5(H2O) 49 -20 69 25 65 207 296 137 16.9 324 2.36
CH3COONa.3(H2O) 59 35 75 254 368 148 381 2.57
BaOH.8(H2O) 78 52 26 50 90 232 379 229 100 757 3.3
Mg(NO3)2.6(H2O) 89 63 27 60 100 121 232 105 0.2 192 1.82
Oxalic acid dihydrate 102 88 14 70 110 405 491 225 35.4 718 3.18
MgCl2.6(H2O) 117 96 21 85 125 108 203 88 15 86 0.97
4.3.3 Measured thermal properties of selected eutectic and
non-eutectic mixtures
The selected eutectic mixtures were prepared by combining the required mass ratios
of the compounds in the mixture, then gently heating to a temperature slightly
above their melting point and stirring until a homogeneous melt was observed. The
molten PCM was then poured into a mortar to solidify after which it was ground
to a fine powder and inserted into the appropriate pans/containers for the DSC or
TGA analysis.
Eutectic and non-eutectic mixtures melting below 100◦C
Eutectic mixtures of fatty acids due to their low subcooling and relatively affordable
bulk prices are attractive for use as PCMs. The DSC measurements of a commercial
PCM developed by Croda [19] for ambient temperature control applications are
presented in Figure 4.22. The DSC measurement results of Crodatherm 21 indicated
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its melting point at 19◦C, with a total enthalpy between 10 and 25◦C of 199 kJ/kg,
corresponding to a volumetric storage capacity of 48kWh/m3. The eutectic mixture
of hexadecane and octadecane had a melting point of 13.5◦C, storing 204kJ/kg
between 5 and 20◦C, a similar value to Croda21, however with a lower melting
point.
Figure 4.22: DSC measurement for the eutectic mixture of hexadecane and octade-
cane (88/12) [18] and Crodatherm 21 [19] in normal enclosures.
Other organic PCM mixtures widely studied are the paraffin waxes. The DSC
measurements for 2 commercial paraffin waxes tested supplied by Rubitherm [20]
are presented in figure 4.23. Both waxes have two crystallization peaks. For RT42,
Rubitherm defines its working temperature range around the highest peak, from 33
to 50◦C; while for the RT44HC, their chosen temperature range, from 35 to 55◦C,
covers both peaks. Comparing the measured total enthalpy values with the com-
mercial data sheets available, RT 42 measured 15kJ/kg less enthalpy while RT44HC
measured enthalpy were according to the values reported by Rubitherm.
Figure 4.23: DSC measurements for two paraffin wax blends; RT42 and RT44HC
[20].
The DSC thermal cycling measurements for the eutectic mixtures of magnesium
nitrate hexahydrate with ammonium nitrate and stearic acid with palmitic acid are
presented in figure 4.24. The ammonium nitrate mixture, studied by Griffith [147],
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subcooled by approximately 17◦C, with no significant change in melting enthalpy
between the 1st and 20th cycles. The eutectic mixture of stearic acid and palmitic
acid had no subcooling, no enthalpy loss and its measured enthalpy values were in
accordance with the experimental work performed by Baran [101].
Figure 4.24: DSC thermal cycling measurements for the eutectic mixtures of
stearic acid and palmitic acid (36/64) in the normal enclosure and
Mg(NO3)2.(H2O)6 – NH4NO3 (61/39) in a hermetic enclosure.
Figure 4.25 shows the DSC measurements for eutectic mixtures of magnesium
nitrate hexahydrate with magnesium chloride hexahydrate and lithium nitrate. Both
eutectic mixtures had a high melting enthalpy and low subcooling (being around 3◦C
with lithium nitrate, taking the inflection of the solidification curve as the reference
point). Being relatively dense compared to other PCMs tested, they have higher
volumetric energy density, one of their main advantages when compared with organic
PCMs. Comparing the measured latent heat with the values reported by Jankowski
[59]; both the eutectic mixtures were in accordance with the published results by
author.
Figure 4.25: DSC thermal cycling measurements for Mg(NO3)2.(H2O)6
- MgCl2.(H2O)6 (59/41) and Mg(NO3)2.(H2O)6 - LiNO3 (86/14) eutectic
mixtures in hermetic enclosures.
DSC thermal cycling measurements of urea eutectic mixtures with sodium and
lithium nitrate are presented in figure 4.26. The mixture with sodium nitrate seemed
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stable in the molten state with a loss of only 1.8% of its initial melting enthalpy
in 20 cycles; the degree of subcooling was approximately 42◦C. There was also a
continuous increase in the melting peak heat flow in the 20 cycles. The mixture
with lithium nitrate had its melting enthalpy decreased by around 43kJ/kg in the
20 cycles performed, with no significant endothermic peak evident by the 20th cycle
during the melting process, making it unsuitable to be used as a PCM.
Figure 4.26: DSC thermal cycling measurements for Urea −LiNO3 (82/18) and
Urea - NaNO3 (71/29) eutectic mixtures in hermetic enclosures.
A summary of the measurements from the DSC analysis made of eutectic PCMs
with a melting point below 100◦C is presented in table 4.4. It is important to
notice that the salt hydrate mixtures have the highest volumetric thermal energy
storage capacity below 100◦C mainly due to their higher density. From the mea-
surements made, the PCMs likely to have potential for process heat applications
are Crodatherm 21, RT42 and 44HC and the two eutectic mixtures of magnesium
nitrate hexahydrate with lithium nitrate and magnesium chloride hexahydrate due
to the low hysteresis between their melting and solidification temperatures and their
relatively low bulk prices.
Table 4.4: Key parameters from the DSC thermal cycling analysis for Eutectic PCMs
melting below 100◦C.
PCM mixtures
melting below 100◦C
Tmelt Tcryst Subcooling Tmin Tmax ∆Hm ∆Htot ∆H
20cycles
loss Price
◦C kJ/kg kWh/m3 % £/m3 £/kWh
88% Hexadecane +12% Octadecane 13.5 13.5 0 5 20 123 204 44 0 2017 45.9
Crodatherm 21 19 18 1 10 25 161 199 48 2463 51.8
paraffin wax (RT42) 42 42 0 35 50 109 150 36 813 22.9
Paraffin wax (RT 44 HC) 47 47 0 35 50 232 255 59 813 13.7
61%Mg(NO3)2.(H2O)6 + 39%NH4NO3 48 37 11 20 60 131 217 101 0 265 2.63
36% Stearic acid + 64% Palmitic acid 54 53 1 25 65 192 285 77 0.6 589 7.66
59%Mg(NO3)2.(H2O)6 + 41%MgCl2.(H2O)6 61 48 13 30 70 137 214 96 0.3 147 1.54
86%Mg(NO3)2.(H2O)6 + 14%LiNO3 70 67 3 50 90 143 236 112 0.3 1151 10.2
82% Urea +18%LiNO3 72 52 20 45 85 175 321 128 42.6 1388 10.8
71% Urea +29%NaNO3 79 37 42 55 95 153 228 95 1.8 359 3.78
Eutectic mixtures melting above 100◦C
Most eutectics mixtures melting above 100◦C are mainly composed of inorganic ma-
terials, some of which are widely used in their liquid state as molten salts [37–39]
to store sensible heat in concentrated solar power systems. Due to their known
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thermal stability in the molten state, their DSC measurements demonstrated ex-
cellent thermal cycling properties. To represent and compare the different eutectic
mixtures of inorganic salts, only one cycle is represented for each mixture in their
respective graphs. Other eutectics melting above 100◦C are the eutectic mixtures
of urea with nitrates, chlorides and carbonates; and the eutectic mixture of sodium
and potassium formate.
DSC thermal cycling measurements of urea eutectic mixtures with ammonium
chloride and potassium carbonate are presented in figure 4.27. The mixture with
ammonium chloride had a high latent heat of fusion (185kJ/kg), with 5◦C of sub-
cooling and lost 19% of its initial melting enthalpy in the 20 cycles made, indicating
poor cycling properties; although cycling in hermetic pans could improve thermal
stability. The eutectic mixture of Urea with potassium chloride lost 8% of its initial
melting enthalpy in 20 cycles and subcooled 32◦C.
Figure 4.27: DSC thermal cycling measurements for Urea - NH4Cl (86/14) and
Urea - K2CO3 (85/15) eutectic mixtures in normal enclosures.
Figure 4.28 presents the DSC thermal cycling measurements of urea eutectic
mixtures with potassium nitrate and potassium chloride. The mixture with potas-
sium chloride measured high latent heat values (193kJ/kg) and exhibited a reduction
in subcooling from 26 to 22◦C in 20 cycles, however losing nearly 6% of its initial
melting enthalpy. The mixture with potassium nitrate had no considerable loss in
its melting enthalpy in 20 cycles and demonstrated subcooling of around 37◦C.
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Figure 4.28: DSC thermal cycling measurements for Urea - KNO3 (78/22) and Urea
- KCl (89/11) in non-hermetic pans.
Figure 4.29 presents an overlay of the DSC measurements for two nitrate eutectic
mixtures [103, 148] melting below 150◦C. The binary eutectic mixture of lithium and
potassium nitrate (34/66) had a subcooling of approximately 19◦C and a melting
point around 125◦C with a volumetric thermal energy storage capacity from 105
to 145◦C of approximately 108kWh/m3. The measured latent heat capacity was
24kJ/kg less than that reported by Roget [80]. The ternary eutectic mixture of
lithium, sodium and potassium nitrates (30/18/52) subcooled by 15◦C, had a melt-
ing point of approximately 112◦C and a volumetric storage capacity of 101kWh/m3
between 92 and 132◦C. Its measured latent heat capacity was 32kJ/kg lower than
that obtained by Roget [103].
Figure 4.29: DSC measurements for LiNO3 - KNO3 (33/66) eutectic and LiNO3 -
NaNO3 - KNO3 (30/18/52) ternary eutectic mixtures in normal enclosures.
The DSC measurements for Hitec salt [21], a mixture melting below 150◦C,
are presented in figure 4.30. The mixture has a melting point around 142◦C with
negligible subcooling; its measured latent heat of 64kJ/kg is 46kJ/kg less than the
value reported by Wang [21]. The mixture had much lower melting enthalpy than
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other eutectic mixtures of lithium tested, with a volumetric thermal storage capacity
of 78kWh/m3 between 122 and 162◦C; however, it was less hydrophilic and had lower
bulk prices than the other lithium mixtures. The binary eutectic mixture of sodium
nitrite with potassium nitrate (44/56) had a similar melting point to Hitec salt with
3◦C of subcooling and was 8kJ/kg less energy dense.
Figure 4.30: DSC measurements for the Hitec salt [21] and NaNO2 - KNO3 (44/56)
eutectic mixtures in normal enclosures.
Figure 4.31 presents the DSC measurements for a eutectic mixture of sodium
and potassium formate (55/45) which had the highest melting point of the organic
eutectic mixtures tested. The mixture had a melting point of 164◦C, subcooled 44◦C
and lost 1% of its initial melting enthalpy in 20 cycles with a normal enclosure,
indicating some thermally stability.
Figure 4.31: DSC thermal cycling measurements for a eutectic mixture of sodium
formate - potassium formate (55/45) in the normal enclosure.
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From figure 4.32 the lithium nitrate/ potassium chloride eutectic mixture (52/48)
had a melting point of 165◦C with 9◦C of subcooling. The mixture could store up
to 144kWh/m3 of heat between 140 and 180◦C. The lithium nitrate/sodium nitrate
eutectic mixture (53/47) tested had a melting point of 195◦C with 3◦C of subcooling.
This material could store up to 208kWh/m3 of heat between 175 and 215◦C. The
main disadvantage of these materials is their high bulk material prices.
Figure 4.32: DSC measurements for LiNO3 - KCl (52/48) eutectic and LiNO3 -
NaNO3 (53/47) eutectic in normal enclosures.
Figure 4.33 presents the DSC measurements for three eutectic mixtures melting
above 200◦C. The image on the left allows the comparison of solar salt [93], a mixture
of sodium and potassium nitrate (41/59) with the eutectic mixture of lithium nitrate
and sodium chloride (87/13); and the image on the right compares solar salt with
the eutectic mixture of sodium nitrate and sodium nitrite (59/41). It can be seen
from figure 4.33 that solar salt had a melting point of approximately 223◦C and no
subcooling; its measured latent heat (73kJ/kg) was 22kJ/kg less than that reported
by Kenisarin [108]. The eutectic mixture of lithium nitrate with sodium chloride,
melting at 227◦C had 7◦C of subcooling and a measured latent heat of 422kJ/kg,
63kJ/kg more than that reported by Gasanaliev [106]. The eutectic mixture of
sodium nitrite with sodium nitrate, detailed in Gamataeva [104], melted at 226◦C,
4◦C above solar salt with a latent heat 50kJ/kg higher than solar salt.
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Figure 4.33: Overlays comparing the DSC measurements for solar salt
NaNO3 - KNO3 (41/59) with those of LiNO3 - NaCl (87/13) and NaNO2 -
NaNO3 (59/41) eutectic mixtures in normal enclosures.
A summary of the thermal properties obtained from the DSC analysis of eu-
tectic mixtures melting above 100◦C is presented in table 4.5. All the inorganic
eutectic mixtures analysed have their melting and solidification point within a nar-
row temperature range (less than 30◦C). Their relatively high bulk material costs
are their main disadvantage. The urea eutectic mixtures, with high enthalpy values
and low bulk material costs, may be cost effective options; most eutectics however
still require research into potential nucleating agents to reduce their high levels of
subcooling. The eutectic mixture of urea with ammonium chloride (86/14) appears
to be the only suitable candidate for process heating applications, although it will
require encapsulation. The eutectic mixtures of sodium and potassium formate had
high measured values of enthalpy, but their excessive subcooling still needs to be
addressed.
Table 4.5: Key parameters from the DSC measurements for eutectic PCMs melting
above 100◦C.
PCM mixtures
melting above 100◦C
Tmelt Tcryst Subcooling Tmin Tmax ∆Hm ∆Htot Price
◦C kJ/kg kWh/m3 £/m3 £/kWh
86% Urea + 14%NH4Cl 103 94 9 70 110 185 268 100 285 2.84
85%Urea+ 15%K2CO3 113 81 32 90 130 124 226 89 438 4.92
78%Urea+ 22%KNO3 107 69 38 80 120 171 239 94 416 4.42
89%Urea+ 11%KCl 117 87 30 90 130 193 267 102 321 3.15
30%LiNO3 + 52%KNO3 + 18%NaNO3 112 97 15 92 132 123 176 101 3229 31.9
34%LiNO3 + 66%KNO3 125 106 19 105 145 138 193 108 3535 32.7
41%NaNO2 + 53%KNO3 + 6%NaNO3 (Hitec salt) 142 142 0 122 162 64 142 79 811 10.3
44%NaNO2 + 56%KNO3 142 139 3 122 162 77 137 76 822 10.8
55%HCOONa+ 45%HCOOK 164 120 44 144 184 189 249 132 687 5.2
52%LiNO3 + 48%KCl 165 156 9 145 185 176 237 145 5562 38.5
53%LiNO3 + 47%NaNO3 195 192 3 175 215 261 323 208 5461 26.2
41%NaNO3 + 59%KNO3 (Solar salt) 223 223 0 203 243 73 125 70 798 11.4
59%NaNO2 + 41%NaNO3 227 226 1 207 247 117 186 114 627 5.49
87%LiNO3 + 13%NaCl 227 219 8 207 247 422 514 336 8571 25.5
4.4 Material screening and characterization
Based on the measurements made, a selection of the most promising PCMs in the
temperature range from 0 to 250◦C is presented in table 4.6. The selection was firstly
based on their stability, secondly their subcooling (less than 30◦C) and thirdly their
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bulk price. The PCMs marked in bold are those requiring encapsulation to ensure
thermal stability.
Table 4.6: Key parameters from the DSC measurements for selection of most suitable
candidate PCMs in the temperature range from 0 to 250◦C.
Material (%wt
Tmin Tmax ∆Htot Cps Cpl Price
◦C kJ/kg kWh/m3 kJ/kg.K £/m3 £/kWh
H2O -20 20 423 117 1.94 4.18 0 0
Crodatherm 21 10 25 170 41 1.83 2.15 2463 60.6
RT 44 HC 35 50 261 58 2.04 2.62 813 14
59%Mg(NO3)2.(H2O)6 + 41%MgCl2.(H2O)6 30 70 190 85 1.65 2.28 147 1.73
Stearic acid 40 80 291 76 2.4 2.25 488 6.4
86%Urea+ 14%NH4Cl 70 110 263 99 1.85 2.1 285 2.89
34%LiNO3 + 66%KNO3 95 135 189 106 1.18 1.48 3535 33.3
41%NaNO2 + 53%KNO3 + 6%NaNO3 (Hitec salt) 120 160 126 70 2.22 1.52 811 11.6
52%LiNO3 + 48%KCl 140 180 249 152 1.45 1.5 5562 36.7
53%LiNO3 + 47%NaNO3 175 215 311 201 1.33 1.69 5461 27.2
59%NaNO2 + 41%NaNO3 205 245 153 94 1.62 1.74 627 6.7
Extended calorimetric analysis to promising PCMs
Following the previous calorimetric analysis made, 11 PCMs were subjected to an-
other DSC analysis at a lower ramp rate (1◦C/min), to obtain a more precise thermal
response [148] and their subsequent heat storage thermograms, presented in figure
4.34 and figure 4.35.
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Figure 4.34: Measured thermograms of promising PCMs melting below 100◦C.
It can be seen that most of the organic compounds and their mixtures presented
higher enthalpy properties when compared per kg to inorganic PCMs and lower (or
no) subcooling. Their lower bulk density provides them with lower volumetric en-
thalpy (kWh/m3) and higher specific enthalpy (kJ/kg), when compared to inorganic
PCMs.
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Figure 4.35: Measured thermograms of promising PCMs melting above 100◦C.
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4.5 Discussion and conclusions from the thermal
analysis performed of phase change materials
with melting points between 0 and 250◦C
From the thermal analysis made of 50 potential PCMs with a solid to liquid phase
change in the 0 to 250◦C temperature range, 11 were identified to have promising
properties based on their thermal stability, low subcooling tendency, operating tem-
peratures and relatively low bulk price, making them suitable for thermal storage
applications.
Despite that DSC analyses provide a rapid way to screen and characterize a
large selection of PCMs, they cannot provide an accurate representation of the PCM
solidification behavior if the compound demonstrates subcooling, since nucleation
effects are volume dependent [149]. For such determinations, T-history tests or
similar larger sample based methods should be the adopted analysis technique.
For space cooling applications, Crodatherm 21 appears to be an appropriate ma-
terial, being able to store 41kWh/m3 in the temperature range from 10 to 25◦C.
Candidate materials for space heating applications identified are the paraffin wax
RT44HC and the mixture of magnesium nitrate hexahydrate with magnesium chlo-
ride hexahydrate (61/39) which have little subcooling and relatively high latent heat
of fusion of 190kJ/kg.
Stearic acid and a mixture of urea with ammonium chloride (86/14) can be
used at temperatures up to 110◦C making them candidates for higher temperature
applications such as district heating networks. The urea mixture can store nearly
100kWh/m3 of heat between 70 and 110◦C.
For thermal storage at temperatures above 100◦C, suitable for process heat appli-
cations, only ionic liquids appear to be suitable, since all the organic materials tested
demonstrated high levels of subcooling with the exception of HDPE and adipic acid.
A eutectic mixture of lithium nitrate with potassium nitrate (34/66) which can
store up to 106kWh/m3 in the temperature range from 95 to 135◦C, can be a
promising storage material for solar cooling when using Li-Br absorption systems.
The main disadvantage of this material is its relatively high bulk price.
Using the measured DSC diagrams, the potential of integrating latent heat stor-
age systems into the space cooling, domestic heating and district heating sectors was
numerically studied. That would enable a more accurate prediction of the thermal
performance of each developed thermal store.
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Chapter 5
The potential of phase change
energy storage for office cooling
load shifting in the UK
In light of the global warming threat, the demand for space cooling is rapidly grow-
ing worldwide [150]. Currently, it is estimated that 40 to 45% of the EU total
energy demand [151] is used in buildings. Of this consumption in buildings, around
3% is used for cooling and humidification, as seen in figure 5.1a. According to the
European Union approved directive 91 in 2002 [152] and ratified in 2010, all new
buildings in the EU are expected to reduce or consume “nearly zero” energy after
2020 [150]. Although currently minimal, the energy used for cooling and humidifi-
cation is expected to grow [150] and efforts should be made to reduce its associated
emissions.
From the UK 2016 final energy use [3], electrical consumption in the public
administration and commercial sectors accounted for 8mtoe, around 6% of the total
energy used, according to the report made by the Department of Business, Energy
and Industrial Strategy [22]. From [22], it is estimated that 3.3% of the energy used
in buildings was consumed for cooling and humidification mostly in offices. For
offices, cooling and humidification represented 8% of the total energy consumed in
the sector, seen in figure 5.1b.
(a) buildings
Heating
42%Hot water
5%Cooling & Humid.
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Cooled storage
7%
ICT equipment
5%
Small power
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4%
Lighting
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(b) offices
Heating
34%
Hot water
5%Cooling & Humid.
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ICT equipment
25%
Small power
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5% Lighting
9% Catering
2% Other
4%
Figure 5.1: Energy consumption by end use in all buildings (A) and in offices (B),
from [22].
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A total of 58% of CO2 emissions associated with cooling & humidification in
buildings is in retail and office buildings with combined emissions of 1.3MtCO2/year,
as seen in figure 5.2. The emission values were determined based on the marginal
emissions factors of the UK grid in 2015, based on the study made by Hawkes [25].
Shifting the energy required for cooling and humidification in offices during the
day to the night by storing that required daily cooling in a compact latent heat
storage system with the benefit of using cold nigh time ambient air could potentially
reduce those emissions.
Offices
40%
Retail
18%
Industrial
13%
Health
9%
Storage
4%
Hospitality
4%
Other
12%
Figure 5.2: CO2 emissions associated with electrical consumption for cooling and
humidification, from [22].
This chapter will focus on 3 cooling approaches (charging a thermal store with
cool night time air, charging a store using off peak night time electricity or us-
ing mechanical ventilation on demand), comparing them with a standard heating,
ventilation and air conditioning (HVAC) system [23].
The CIBSE guide [153] categorizes office buildings into 4 types: naturally ven-
tilated cellular, naturally ventilated open-plan offices, air-conditioned standard and
prestige buildings. This study focuses on open plan office buildings, since they usu-
ally have standard HVAC systems installed in a centralized air distribution system.
Additionally, for these medium or highly glazed buildings, improving building fabric
to reduce winter heating demand [154] can significantly increase summer cooling
loads.
5.1 Building thermal model
To assess the potential reduction in CO2 emissions achievable with the integration
of a compact latent heat storage unit into a building space cooling network, a typical
open plan office was chosen, based on the study made by Korolija [23]. The office
building is a three-storey full building with a 32 by 16 meter footprint, and a floor-
to-ceiling height of 3.5 meters and is shown schematically in figure 5.3a. Each
floor is divided in 2 zones: zone 1 is the open-office area and zone 2 comprises the
common areas (kitchen, corridors, toilets, etc.). The proposed heating and cooling
system is a centralized air distribution system, with a thermal store, heat pump
and centrifugal blower installed on the building rooftop, as illustrated in figure 5.3b.
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For the conventional approach, the thermal store and the extra centrifugal fan are
removed, retaining the heat pump to supply the required heating and cooling needed.
(a) 3-storey building (b) system integration
Figure 5.3: Schematic drawing of the studied 3-storey building, from [23] and rep-
resentation of the thermal store integration in the rooftop.
Table 5.1 presents the standard values for compliance with the building regula-
tion appraisal document L for 1990 (building fabric 1) and the new best practice
values, in compliance with the building regulations appraisal document L2 for 2010
(building fabric 2) [155]. Using the new best practice values made the building more
insulated and consequently more prone to overheating due to internal and solar gains
[23].
Table 5.1: Building fabric U-values [W/m2.K], from [23].
Building
components
Building fabric 1
[W/m2.K]
Building fabric 2
[W/m2.K]
Cavity wall 0.53 0.25
Flat roof 0.45 0.15
Ground floor 0.84 0.15
Glazing 3.21 1.98
The building indoor temperature was considered uniform with no stratification,
the heat exchanging with the external environment was calculated using the “build-
ing fabric 2” U-values expressed in table 5.1. The building yearly energy consump-
tion results were verified with the model of the same building studied by Korolija
[154] using the EnergyPlus software [24]. The heat balance calculation for each floor
was based on equation 5.1. A fresh air ventilation rate of 10 l/s per person was re-
quired to meet the building ventilation standards. The auxiliary heat input (Q˙aux)
will be positive or negative according to the required auxiliary energy to achieve the
set point temperature.
(5.1)Q˙indoor = ρair · Cpair · (Fair + Vperson ·Nperson)
· (Tamb − Tindoor) + Q˙gain + Q˙LHS + Q˙aux + Q˙fabrics
Climate data for Gatwick; available from the open access weather data files in the
EnergyPlus software [24] was used in the simulation. Adopting the recommended
values from the CIBSE guides [153], the building indoor temperature was either
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heated to 20◦C or cooled to 24◦C during the occupied hours (from 07.00 to 19.00)
[23], with the indoor temperature maintained between 12 and 28◦C during unoccu-
pied hours. The casual gains from office appliances and lighting were assumed to
be 27W/m2, the casual gains were 108W/person with an occupant for each 9m2 of
floor area was considered, in line with the CIBSE guide recommendations [153].
(a) cavity wall (b) double glazing
(c) flat roof
Figure 5.4: Simplified energy balance of each building component used.
A simplified energy balance was made for each building component, as shown in
figure 5.4a to 5.4c. The total heat transfer through the building fabric to the indoor
air (Q˙fabrics) is expressed in equation 5.2.
Q˙fabrics = [3 · Area1 · (Twall,N(k) + Twall,S(k) + Tglass,N(k) + Tglass,S(k)) + 3 · Area2
· (Twall,E(k) + Twall,W (k) + Tglass,E(k) + Tglass,W (k))− 12 · Tindoor(k)
· (Area1 + Area2)] · Uint,vert
+ [Areaspace · (Troof (k) + Tfloor(k) + 4 · Tdeck(k) + 3 · ksolid · Tsolid(k))
− Tindoor(k) · Aspace · (6 + 3 · ksolid)] · Uint,hor
(5.2)
All the exterior building surface temperatures were calculated assuming an in-
stantaneous heat balance between the absorbed solar radiation and ambient air at
each surface, using the simple combined external convective heat transfer correla-
tion from EnergyPlus engineering reference handbook [156], expressed in equation
5.3. Coefficients D, E and F varied according to the external surface material and
surface roughness (detailed in [156]) and Vz is the local wind speed.
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hcv = D + E + F · V 2z (5.3)
Table 5.2 summarizes the assumptions made and the building characteristics
assumed. To calculate the respective thermal mass of each building component ex-
changing heat with the indoor zone temperature, as expressed in equation 5.2. The
materials used were aerated concrete for the inner wall leaf, concrete slabs for the
floor and roof and a single layer of glass for the double glazing. The internal convec-
tive heat transfer was assumed to be 4W/m2.K for all vertical and 2W/m2.K for all
horizontal surfaces, based on the EnergyPlus engineering reference [156]. Radiative
heat transfer from the indoor building components to the indoor ambient tempera-
ture were considered negligible since the temperature difference is not significant.
To account for the extra thermal mass added by office appliances (tables, desks,
chairs, etc.) a solid mass was included for each floor, representing 2% of the air
volume of each floor. The total building thermal mass (the indoor air volume com-
bined with all of the building fabric in direct contact with the indoor volume) was
calculated to be 517 514kJ/K.
Table 5.2: Modelled building thermal characteristics.
Cavity wall height [m] 1.75 Floor area [m2] 512
Glass height [m] 1.75 Floor air volume [m3] 1750
Brick thickness [mm] 103 Glazing percentage [%] 50
Rockwool insulation thickness [mm] 210 C wall N/S [kJ/K]/floor 2 792
Aerated concrete thickness [mm] 100 C wall E/W [kJ/K]/floor 1 396
Glass thickness [mm] 6 C glass N/S [kJ/K]/floor 2 116
Glass cavity thickness [mm] 6 C glass E/W [kJ/K]/floor 1 058
EPS insulation thickness [mm] 250 C roof [kJ/K] 96 829
Concrete slab thickness [mm] 80 C floor [kJ/K] 96 829
Brick thermal conductivity [W/m.K] 0.77 C solid [kJ/K]/floor 28 672
Aerated concrete thermal conductivity [W/m.K] 0.11 N occupants per floor 57
Rockwool thermal conductivity [W/m.K] 0.04 Air infiltration rate [m3/s] 0.149
EPS thermal conductivity [W/m.K] 0.04 Ventilation rate [m3/s] 0.57
Concrete slab thermal conductivity [W/m.K] 0.8 Q appliances [W] 13 824
U intvert [W/m2.K] 2 Q occupants [W] 6 156
U inthor [W/m2.K] 4
U wallint [W/m2.K] 0.152 α wall [%] 80
U glassint [W/m2.K] 2.37 α glass [%] [157] 7
U roofint [W/m2.K] 0.152 α roof [%] 90
U floorint [W/m2.K] 0.152 τ glass [%] 66
Passive solar gains were determined in each floor calculating the transmitted
radiation through each glass area and then absorbed by the respective floor. Each
wall had a specific angle of incidence with the sun calculated according to the set of
equations 5.4, from [158]. For obtaining each wall azimuth, it was considered that
each wall was facing a cardinal direction; the longer walls to north and south and
shorter walls east and west. Each surface azimuth (azsurf ) was the relative azimuth
angle towards south.
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HA =
(
GHA+ EOT
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+ Long
15
− 12
)
· 15
EOT = 229, 18 · (7, 5E−5 + 1, 87E−3cos(γ)− 3, 2E−2sin(γ)− 1, 45E−2cos(2γ)− 4, 08E−2sin(2γ))
γ = 2pi
365
(day − 1)
δ23, 45 · sin
(
360
365
(day − 81)
)
hsol = asin (sin(δ) · sin(Lat) + cos(δ) · cos(Lat) · cos(HA)) az = acos
(
sin(hsol)·sin(Lat)−sin(δ)
cos(hsol)·cos(Lat)
)
inc = acos [sin(hsol) · cos(βsurf ) + cos(hsol) · sin(βsurf ) · cos(azsurf − az)]
Q˙solar =
∑4
k=1Asurf
[
I˙dir,n · cos(inck)sih(h) + I˙diff,hor · 1−cos(βsurf )2 + Iglob,hor · ρg · 1+cos(βsurf )2
]
(5.4)
Considering the building properties presented in table 5.2, the calculated yearly
cooling loads with the conventional HVAC system were considerably higher than its
heating loads, as presented in table 5.3, in accordance with the values obtained with
the EnergyPlus software in the study of Korolija et al. [23]. It can be seen that the
highest cooling loads were obtained during the Summer and Autumn months and
the bulk of the yearly heating demands occurred during the winter months.
Table 5.3 presents the average daily heating and cooling demand for each month.
The cooling demand, peaks in August and is almost non-existent during winter
months. In order to meet the base load during the cooling season (when the daily
cooling load surpasses its heating demand), from April to October, an average of
349kWh/day of cooling is required.
Table 5.3: Calculated open office daily heating and cooling loads for each month.
Month Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
Cooling load
[kWh/day]
6 0 11 91 309 403 577 594 340 110 13 0
Heating load
[kWh/day]
223 249 140 62 10 2 0 1 4 35 106 236
Figure 5.5 presents the average daily profiles of external ambient temperature
and building cooling demand in each season. The average daily cooling required to
maintain CIBSE comfort values [153], vary considerably between spring and autumn
to summer months. The rooftop heat pump chosen provided 72.6kW of cooling and
69.8kW of heating [159]. To charge a thermal store using economy 7 tariff times, the
total charging time available would be 7 hours, consequently limiting the maximum
storage capacity to 508kWh with the selected heat pump.
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Figure 5.5: Average daily profiles of dry bulb ambient temperature for London-
Gatwick climate data [24] and building cooling demand for each season.
Two thermal energy storage system capacities were designed and simulated with
the aim of reducing the building cooling loads: 1) using cold night time air temper-
atures (with a thermal storage capacity of 349kWh between 8 and 24◦C using PCM
RT15), and 2) using cold night time air temperatures with off-peak electrical cool-
ing (with a thermal storage capacity of 508kWh between 1 and 24◦C using PCM
RT8HC) operating during economy 7 electricity tariff times [160]. Both thermal
stores were designed to be fully charged in 7h and discharged in 10h, leading to
a charging/discharging cooling rates of 50/35kW for the store using RT15 and a
73/51kW for the store using RT8HC.
5.2 Numerical models developed
Two finite volume models were developed in Matlab to simulate the impact of the
thermal stores in an office cooling system. They assumed pure diffusion, with no
volume changes during the melting process and isotropic heat propagation within the
PCM. The 2 geometries modelled were parallel slab and staggered cylinder. These
algorithms were then added to the lumped capacitance thermal model developed
based on the EnergyPlus engineering reference [156].
5.2.1 Parallel slab thermal model
The parallel slab model simulated an air flow through a rectangular duct containing
PCM on its outer walls. Its side walls contained half of a rectangular PCM slab
and it was insulated on the top and bottom walls. Figure 5.6a and 5.6b presents
a simplified diagram of the heat transfer mechanism and top view of the air flow
distribution.
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(a) air flow distribution (b) model discretization
Figure 5.6: Schematic diagram of the thermal store top view and air flow distribution
and the spatial discretization employed for simulation.
The air flow Reynolds number was calculated using the hydraulic diameter of
the air gap between slabs (Dh = (
4·Asection
Psection
). The laminar Nusselt number was
calculated using equation 5.5, retrieved from VDI heat atlas [161]. For turbulent
flow regimes, the Gnielinski’s expression was used [161] for turbulent pipe flow,
expressed in equation 5.6, and assuming the “pipe” diameter to be the hydraulic
diameter expressed above.
Nulam =
3
√√√√√4, 8613 + (1, 841 · 3
√
Re · Pr · Dh
Lslab
)3
+
 2
1 + 22 · Tr
1
6 ·
√
Re · Pr · Dh
Lslab
3 (5.5)
Nuturb =
0, 125 · ζ ·Re · Pr
1 + 12, 7 ·
√
0, 125 · ζ ·
(
Pr
2
3 − 1
)
1 + ( Dh
Lslab
) 2
3
 (5.6)
5.2.2 Staggered cylinder model
The model for the staggered cylinder thermal stores developed simulated an air flow
passing through a staggered arrangement of PCM cylinders, with unidirectional
radial propagation among the PCM, as shown in figure 5.7a to 5.7c.
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(a) top view (b) side view (c) PCM cylinder
Figure 5.7: Modelled staggered cylinder thermal store top view, side view and radial
heat propagation within each PCM cylinder.
The air flow Reynolds number was calculated considering the streamlined flow
passing a single tube (half of the perimeter of one cylinder), accounting for the
store void fraction as presented in equation 5.7. Coefficients a and b are transversal
and longitudinal tube spacing ratios based on the cylinder diameter, expressed in
equation 5.8. The Nusselt number was calculated based on the correlation presented
in [161], all expressed in equations 5.9 to 5.11.
Re =
V · dcylinder · pi
2 ·Ψ · ν (5.7)
a = S1
dcylinder
; b = S2
dcylinder
Ψ = 1− pi
4·a ; ifb ≤ 1;
Ψ = 1− pi
4·a·b ; ifb < 1;
(5.8)
Nulam = 0, 664 ·
√
Re · 3
√
Pr (5.9)
Nuturb =
0, 037 ·Re0,8 · Pr
1 + 2, 443 ·Re−1
(
Pr
2
3 − 1
) (5.10)
Nubundle =
(
1 +
2
3b
)
·
(
0, 3 +
√
Nu2lam +Nu
2
turb
)
(5.11)
5.3 Experiments undertaken to validate the nu-
merical models
To determine the accuracy of the numerical models developed, a ventilated open-
loop experimental rig was assembled to test the 2 thermal stores developed. The
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temperature of the rig was controlled via an adapted shell and tube heat exchanger
by circulating a silicon oil on the shell side, controlled by a Huber Tango temperature
control unit. A centrifugal fan mounted on the air inlet blower air through the shell
and tube heat exchanger, delivering the required air flow to the thermal store, as
shown in figure 5.8.
Figure 5.8: Simplified representation of the rig assembled to test ventilated thermal
st res.
5.3.1 Shape stabilized PCM produced
A shape stabilized PCM composite was prepared in situ by blending Croda 21, an
organic esters mixture developed by Crodatherm [19] with a 18◦C melting point, with
an enhanced polymeric adsorbent. The polymeric adsorbent consisted of a mixture
of graphite powder, a hydrogenated styrene block copolymer and a diatomaceous
earth developed by Phase Energy Ltd [162]. The enhanced composite had a higher
thermal conductivity and an extra 10J/g enthalpy compared to the base mixture
of Croda21 with the block copolymer only. This resulted from the higher density
provided by the diatomaceous earth as seen in table 5.4.
Table 5.4: Material properties of the selected PCMs used in the experiment.
Material (%wt)
Tmin − Tmax ∆Hstored λsolid λliquid Price
◦C kWh/m3 W/m.K £/kg £/kWh
Croda 21
12-24
53 0.18 0.15 4 69.7
Croda 21/adsorbent (80/20) 40 0.2 0.18 4.02 91.9
Croda 21/composite adsorbent (77/23) 43 0.47 0.35 3.5 81.1
5.3.2 Uncertainty measurement
The experimental rigs developed measures the temperature difference between the
inlet and outlet air passing through the heat storage system and flowrate. According
to [163], the combination of errors from a sum or multiplication of two measured
variables can be calculated according to equation 5.12.
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 a = b− c; (∆a)
2 = (∆b)2 + (∆c)2
a = bc;
(
∆a
a
)2
=
(
∆b
b
)2
+
(
∆c
c
)2 (5.12)
The relative error on the measured heat transfer rate passing through the latent
heat storage system is then calculated according to equation 5.13. It can be seen
that the measured uncertainty will increase for low temperature differences and low
measured air flow velocities.
∆T = Tin − Tout; ∆Terr =
√
(Tinerr)2 + (Touterr)2
Q = ρ
Vflow
A
Cp∆T ; Qerr
Q
=
√(
∆Terr
∆T
)2
+
(
V flowerr
Vflow
)2 (5.13)
The temperature measurement is made with T-type thermocouples (with an ab-
solute measured error of +-0.5◦C) and the the air flow is calculated multiplying
the section area of the outlet duct by the measured air velocity (using a hot wire
anemometer with an absolute measurement error of +-0.1m/s). To minimize the
measurement error, the thermocouples were calibrated using an oil bath controlled
with a Pt100 reducing the error to +-0.01◦C (the resolution of the DAQ reader) and
the hot wire anemometer through the calibration sheet provided by the manufac-
turer.
5.3.3 Numerical models developed
Two PCM stores were developed to verify the accuracy of the algorithms developed.
For the parallel slab model, a thermal store was built using 1mm thick HDPE
sheet and wooden bars. Figure 5.9a and 5.9b represents schematically the parallel
slab store constructed. It consisted of 5 PCM slabs 9mm thick of 1000x1000 mm
dimensions and 12mm air gaps between them, it was able to contain 40L of PCM.
Wooden spacers were inserted between the PCM slabs to ensure a 12mm air gap was
maintained and enabled the 1000mm long air flow pass to be extended to 5 times
this length, as seen in figure 5.9a and 5.9b.
(a) thermal store section view (b) air gap
Figure 5.9: Cross-section drawing of the parallel slab store developed and detailed
view of the air gap/slab construction.
Figure 5.10a and 5.10b shows photographs of the empty store and the store filled
with 3 PCM slabs. In the filling process, the shape stabilized PCM was produced
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separately and allowed to naturally cool down to ambient temperature on a casting
plate. When the slab temperature was near ambient, it was removed from the
casting plate, weighed, and placed into the respective slot of the store. When a full
layer was complete, another HDPE sheet was inserted; this was followed by filling
the next layer.
(a) empty store (b) filled with 3 PCM slabs
Figure 5.10: General view of the empty parallel slab store and with 3 PCM slabs
filled.
When all 5 PCM layers were complete, the store was sealed with duct tape and
calibrated T-type thermocouples were placed in the locations presented in figure
5.11a and 5.11b. Using a Huber tango to control the shell and tubes heat exchanger,
the store inlet air temperature was regulated from 5 to 30◦C to fully charge and
discharge the PCM.
(a) view of the rig (b) air flow path
Figure 5.11: General view of the assembled parallel slab store and a schematic
diagram showing the thermocouples location in the test rig.
The shape stabilized PCM produced could store up to 173.2J/g in the temper-
ature range between 6 and 24◦C, corresponding to a volumetric storage capacity of
45kWh/m3. The thermal store developed had a storage capacity of 1.89kWh for
the same temperature range, as seen in table 5.5.
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Table 5.5: Geometric and heat transfer properties of the constructed parallel slab
thermal store.
Store height [mm] 1000 HTF:
Store length [mm] 1000 Flow rate (predicted/actual) [m3/h] 75.4/45.8
Store width [mm] 117 Re (predicted/actual) 3277/3490
PCM slab width [mm] 9 hcv [W/m2.K] 9.22/25
∆P store [Pa] 328
Number of PCM slabs 5 Experimental results obtained:
Number of air passings 5 Fan efficiency (at45.8m3/h)[%] 8
Fan cons. (at45.8m3/h)[W ] 54.9
PCM fraction [%] 39 Charging time [h] 21
Store Volume [m3] 0.103 Thermal energy charging [kWh] 2.092
PCM volume [m3] 0.04 Diff. to experimental result [%] -3.91
Discharging time [h] 25
Total store capacity from 6 to 24◦C [kWh] 1.89 Thermal energy discharging [kWh] 1.666
Specific HT area [m2/m3PCM ] 222 Diff. to experimental result [%] -4.66
Insulation thickness [mm] 0.05 Cycle efficiency [%] 79.6
λ insulation [W/m.K] 0.04 System COP 0.66
Charging kWhth uncertainty [%] 3.24 Discharging kWhth uncertainty [%] 3.25
Figure 5.12 presents the experimental results obtained and the simulation predic-
tions. The obtained simulation results are in good agreement with the experimental
results obtained (both charging and discharging enthalpy measured a relative dif-
ference less than 5%), with a slight variation in the heat transfer rate during the
charging process (freezing of the PCM). This might be due to dimensional changes
not considered during the freezing of the shape stabilized PCM slab (contraction of
the storage material allowing the formation of air gaps within the PCM slabs).
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Figure 5.12: Experimental results and simulation predictions for the parallel slab
store outlet temperature, heat transfer rate and storage capacity.
To verify the accuracy of the developed numerical model for the staggered cylin-
der store, a thermal store containing 80L of PCM was constructed. The proposed
geometry was a staggered arrangement of cylinders similar to a shell-and-tube heat
exchanger, as seen in figure 5.13a and 5.13b. It consisted of 42 cylinders with 40mm
OD and 2m length, distributed in 3 concentric rings and displaced 50mm from each
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other. The inner ring had 8 cylinders, the middle ring 12 and the outer ring 20
cylinders. The chosen geometry was considering the air flow to propagate radially,
passing through 3 rows of PCM cylinders between each air division, as shown in
figure 5.13a. The selection of the chosen geometry was to maximize the air passing
through each PCM cylinder to provide an outlet temperature closer to the PCM
temperature.
(a) air baffle (b) flow distribution
Figure 5.13: Top view of the air baffles and detailed view of the air flow distribution
within the thermal store.
Figure 5.14a to 5.14c presents a general view of the store constructed. The baffles
and outer shell were made of 1mm thick HDPE sheet, the 40mm diameter cylinders
were fabricated from general purpose plastic pipes. The numerical model developed
predicted no significant differences in using higher conductivity construction mate-
rials such as aluminum or steel compared to the plastic used due to the flow length
provided by the 20 baffles spaced at 100mm. The optimized flow distribution pro-
vided by the baffles ensured an acceptable effectiveness between the outer air flow
and the PCM used.
(a) empty store (b) cylinder distribution (c) insulated store
Figure 5.14: General view of the staggered cylinder store constructed, the cylinder
distribution and thermal store with 50mm of Rock-wool insulation.
The shape stabilized PCM produced could store up to 161J/g in the tempera-
ture range between 12 and 28◦C, corresponding to a volumetric storage capacity of
43kWh/m3. The staggered cylinder thermal store developed had a storage capacity
of 3.45kWh for the same temperature range, as seen in table 5.6.
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Table 5.6: Geometrical and heat transfer properties of the constructed staggered
cylinder thermal store.
Cylinder length [mm] 2000 HTF:
Cylinder outer diameter [mm] 40 Flow rate (predicted/actual) [m3/h] 75.4/45.8
Cylinder wall thickness [mm] 2.4 Re (predicted/actual) 5742/3490
Transversal spacing (S1) [mm] 52.36 hcv [W/m2.K] 33/25
Longitudinal spacing (S2) [mm] 52.36 ∆P store [Pa] 335
Number of cylinders 40 Experimental results obtained:
Number of rows 3 Fan efficiency (at45.8m3/h)[%] 8
Number of baffles 20 Fan cons. (at45.8m3/h)[W ] 54.9
Charging time [h] 43
PCM fraction [%] 35 Thermal energy charging [kWh] 4.46
Store Volume [m3] 0.231 Diff. to experimental result [%] -0.33
PCM volume [m3] 0.080 Discharging time [h] 30
Total store capacity from 6 to 24◦C [kWh] 3.45 Thermal energy discharging [kWh] 3.33
Specific HT area [m2/m3PCM ] 126 Diff. to experimental result [%] 3.1
Insulation thickness [mm] 0.05 Cycle efficiency [%] 74.7
λ insulation [W/m.K] 0.04 System COP 0.83
Charging kWhth uncertainty [%] 5.94 Discharging kWhth uncertainty [%] 5.95
The simulated results obtained from the numerical model using the actual ex-
perimental flow rate were in good agreement with the experimental measurements
(both charging and discharging enthalpy measured a relative difference of less than
5%), as seen from the predicted and measured air outlet temperature presented in
figure 5.15. The measurement uncertainty on the results obtained is higher than the
parallel slab thermal store due to the longer measurement duration of the staggered
cylinder thermal store.
0 6 12 18 24 30 36 42 48
10
12
14
16
18
20
22
24
26
28
Time [h]
T
em
p
er
at
u
re
◦ C
inletcharge exp.charge
modelcharge inletdischarge
exp.discharge modeldischarge
(a) temperature readings
0 6 12 18 24 30 36 42 48
0
60
120
180
240
300
Time [h]
H
ea
t
tr
an
sf
er
ra
te
[W
]
Q˙exp.charge Q˙
model
charge Q˙
exp.
discharge
Q˙modeldischarge
0
1
2
3
4
5
H
ea
t
st
or
ed
[k
W
h
]
Q˙exp.discharge
Eexp.charge E
model
charge
Eexp.discharge E
model
discharge
(b) heat transfer rate and storage capac-
ity
Figure 5.15: Experimental measurements and model predictions for the inlet and
outlet temperature; storage capacity and heat transfer rate of the staggered cylinder
thermal store.
The 3.45 kWh storage container had an average charging rate of 104W and
a slightly higher discharging rate of 111W, requiring 43h to fully charge and 30h
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to discharge. The extended charge-discharge cycle duration of 73h and the low
centrifugal fan efficiency lead to a system COP of 0.83, as detailed in table 5.6.
Using the fan from the suction side, the air flow could be increased by 65% (to
75.4 m3/h) also increasing the blower efficiency from 8% to 12.1%. This would
reduce the charging and discharging times to 22h and 18h respectively, leading to
a system COP of 1.65, assuming that the charging temperature was 12◦C and the
discharging temperature 28◦C. The restrictions to the air flow due to the baffles
restricted the air flow within the thermal store, limiting its heat transfer rates.
5.4 Thermal stores optimization
For cooling the studied office building, higher heat transfer rates are needed hence
larger flow rates are required, leading to thermal stores with no baffles in the air
flow, thus eliminating air flow obstructions, as seen schematically in figure 5.16a and
5.16c. Two sets of simulations were carried out for each proposed geometry testing
the day time cooling reduction potential of using free night cooling with the RT15
[41] composite. The possibility of shifting cooling load with night time charging
was simulated with RT8HC. The models were used to simulate a scenario in which
each latent heat store was fully utilized. In regard to the operational temperature
range, the store filled with RT8HC was charged at 1◦C and the store filled with
RT15 charged at 7◦C; both were discharged at 24◦C.
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(a) staggered cylinder top view (b) staggered cylinder fins detail
(c) parallel slab top view (d) parallel slab side view
Figure 5.16: Simplified diagrams of the staggered cylinder and parallel slab thermal
stores geometry and detailed view of the proposed fins.
To obtain higher heat outputs, the admissible flow rates need to be considerably
higher, leading to a staggered arrangement of cylinders with no baffles. The heat
transfer area can be increased by adding fins transversal to the flow path. Two
thermal store designs were then optimized for the two cooling approaches: using
night time cold air (using RT15) and using night time load shifting (using RT8HC)
charged during economy 7 tariff times. Table 5.7 presents the designed parallel slab
store geometrical parameters for each PCM.
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Table 5.7: Geometric properties of the 2 optimized parallel slab thermal stores.
Parameter Using RT8HC Using RT15
Store length [m] 1.48
Store width [m] 7.814 7.562
Store height [m] 2
Air gap [mm]
20
PCM slab thickness [mm]
Enclosure thickness [mm] 1
Number of fins per gap 400 (in figure 5.16c and 5.16d)
Specific HT area [m2/m3PCM ] 806
Area increase with fins [%] 910
Number of slabs 186 180
Store Volume [m3] 23.124 22.378
PCM volume [m3] 11.011 10.045
PCM fraction [%] 47.62
Insulation conductivity [W/m.K] 0.04
Insulation thickness [mm] 200
Figure 5.17 presents the simulated results for the parallel slab optimized stores
with and without fins. The model simulated a full utilization scenario for each latent
heat store. The store using RT8HC was charged at 1°C and at 7◦C using RT15;
both discharged at 24◦C. Both stores were designed to provide 10 hours of cooling
at a constant rate of 50.8kW for the store filled with RT8HC and 34.9kW for the
store filled with RT15. Both stores were charged in 7 hours, the predicted charging
rates were 72.6kW for the store filled with RT8HC and 49.86kW for the store filled
with RT15.
The centrifugal fan flow rate was controlled between 50% and 150% of the nom-
inal flow rate, according to the heat demand needed. Both stores with fins allowed
higher charging rates and longer periods of constant cooling rates during the dis-
charge, taking advantage of nearly all the storage capacity over the 10h discharging
time.
Figure 5.17: Simulation predictions for the optimized parallel slab thermal store
with RT8HC and for the thermal store with RT15 with and without fins.
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Table 5.8 presents the designed staggered cylinder store geometrical parameters
for each PCM. It can be seen that the PCM fraction is much smaller than in the
parallel slab stores, leading to a greater heat transfer area increase when fins are
included. The main consequence is the larger area occupied by the store if sized to
meet the storage capacity required.
Table 5.8: Geometric and heat transfer properties of the 2 optimized staggered
cylinder thermal stores.
Parameter Using RT8HC Using RT15
Store length [m] 10.71 10.3
Store width [m] 25.23
Store height [m] 2
Transversal spacing (S1) [mm] 238
Longitudinal spacing (S2) [mm] 206
Cylinder outer diameter [mm] 38.1
Enclosure thickness [mm] 1.6
Number of fins per gap 400
Specific HT area [m2/m3PCM ] 125
Area increase with fins [%] 16 103
Cylinders per row 211 210
Number of cylinders 5 486 5 250
Store Volume [m3] 540.48 519.7
PCM volume [m3] 10.496 10.045
PCM fraction [%] 2
Insulation conductivity [W/m.K] 0.04
Insulation thickness [mm] 200
Figure 5.18 presents the simulated results for the staggered cylinder optimized
thermal stores with and without fins. The variation between the store with and
without fins is smaller than for the parallel slab geometry, but a clear performance
increase is still noted with the use of fins.
Figure 5.18: Simulation predictions for the optimized staggered cylinder thermal
store with RT8HC and for the thermal store with RT15 with and without fins.
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Industrial-scale centrifugal fans can obtain an isentropic efficiency of up to 70%
[164], significantly increasing the COP of the system when compared to the tested
thermal stores, as seen in table 5.9. By adding 400 fins to each tube spaced 5mm and
with 10mm length increased the heat transfer area by 16 103%, as detailed in table
5.9. The optimized thermal stores were integrated in the developed building model,
charged during economy 7 [167] off peak times (00.00 to 07.00) and discharged during
office working hours from 07.00 to 19.00. The designed thermal storage capacity of
the thermal store with RT8HC (from 1 to 24◦C) is equivalent to 15.5% of the total
building thermal mass, while the store using RT15 (from 7 to 24◦C) is only equivalent
to 14.3% of the building thermal mass.
Table 5.9: Heat transfer properties for the 4 thermal stores modelled.
PCM Using RT8HC Using RT15
Geometry Parallel slab Staggered cyl Parallel slab Staggered cyl
Storage capacity [kWh] 508 349
Nominal air flow rate [m3/h] 16 509 13 522
Air velocity [m/s] 0.62 0.091 0.52 0.074
Reynolds number of the air flow 1683 265 1425 217
Air hcv [W/m
2.K] 3.86 5.01 3.08 4.53
Charging efficiency (w/fins) [%] 88 92 94 92
Fan consumption (w/fins) [kWh] 54.6 51.4 52.8 52.69
System COP 8.21 9.14 6.2 6.12
Cavg [kJ/K] 80 296 73 906
λsolid [W/m.K] 0.45
λliquid [W/m.K] 0.178
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5.5 Yearly results
Using London Gatwick climate data and the building design parameters specified
in table 5.2, simulations were performed with HVAC systems and thermal stores
for a whole year to determine potential enhancements in the daily performance and
consequently reductions in yearly energy requirements with each approach. Four
cases with extra fresh air provision were compared to the conventional HVAC system
(A): on demand (B), using a store filled with RT15 (C) and using a store filled with
RT8HC and with electrical night cooling (D). The modelled space cooling network
is schematically illustrated in figure 5.19a.
(a) thermal store rooftop integration (b) detailed view of heat pump
Figure 5.19: Schematic representation of the staggered cylinder latent heat storage
system integration into the building model and detailed view of the rooftop heat
pump.
All cooling systems modelled were activated during daytime office hours when
the indoor air temperatures were above 22.5◦C. The heat pump was activated only
if the indoor air temperature increased above 24◦C. The coefficient of performance
(COP), used for the heat pump during office working hours was 3 [159]. For the
simulation using extra ventilation on demand, valve V2 would open (shown in figure
5.19a) and the centrifugal fan activated when indoor temperature increased above
22.5◦C, allowing colder outdoor air to be introduced reducing the building cooling
load during office working hours.
For the simulation with a thermal store filled with RT15, during the night valve
V1 and V4 would open, directing the outside ambient air flow to cool/charge the
thermal store. During office working hours (from 07.00 to 18.00), if the indoor
temperature increased above 22.5◦C valve V4 closes, V2 and V3 open and the cen-
trifugal fan is activated, reversing the air flow through the store and consequently
discharging it to provide space cooling to the office building, as shown schematically
in figure 5.19a. The air flow from the centrifugal fan could vary between 50% and
150% of its nominal flow-rate.
For the simulations using the heat store filled with RT8HC, the heat pump was
assumed to charge the latent heat store with a COP of 4.5, based on the Daikin
UATYQ-CY1 rooftop air conditioners service manual [159]. During store charging,
valve V5 and V4 are open, allowing the ambient air flow to be cooled by the heat
pump if the ambient air temperature is above the required cooling temperature
of 1◦C. To effectively work and improve energy efficiency, all the specified cooling
systems are only operated if their COP, calculated according to equation 5.14, is
above 3.5. Using the centrifugal fan specifications from SODECA [165], the 3kW
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electrical input to the fan had an estimated 65% efficiency reported at 15 000m3/s
(varying its flow-rate and electrical consumption according to the required cooling
demand), meaning the designed cooling systems were only activated for cooling loads
above 16kW.
COP (t) =
ρ · V˙fan(t) · Cp · (T outstore(t)− Tindoor(t)) · ηfan(t)
∆Pfan(t)
(5.14)
Figure 5.20 presents the aggregated yearly results for each studied case. The
obtained reduction in electricity use for cooling by using only extra air circulation
can reach up to 34%. Using RT15 with ambient night time cooling gave slightly
better results, 36% for the staggered cylinder store and 39% in the parallel slab
store. Shifting daily cooling loads with RT8HC did not reduce the yearly electricity
consumption for cooling with the staggered cylinder store and a 15% reduction was
achieved with the parallel slab store. The poor performance values are due to the
parasitic heat gains from ambient occurring when the thermal store is not being
used.
Figure 5.20: Aggregated electricity consumed for cooling in the building for all the
cases studied over a year period.
Figure 5.21 presents the daily cooling load for each season and for each simulated
cooling approach. The most significant levels of energy reduction with the extra
ambient fresh air provision on demand are predicted mainly during the spring and
autumn months and the reductions are minimal in summer months due to the higher
ambient temperature. The reduction in the cooling load during office working hours
in summer is larger using a store filled with RT15 with free night cooling; however,
the overall gain is reduced by the additional energy required for the fan to charge
the store during the night.
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Figure 5.21: Seasonal results for daily cooling loads with extra air circulation, for
the parallel slab thermal stores with RT15 and with RT8HC.
The predicted energy used for cooling in the system with RT8HC charged during
the night with the heat pump presented in figure 5.21, successfully enabled daily
cooling loads to be shifted into off peak times in both Spring and Autumn months
and significantly reduced the cooling load during the Summer months, shifting the
Summer peak cooling load to 19.00 (when the thermal energy storage system is
nearly depleted).
Figure 5.22 presents the instantaneous coefficient of performance (COP) for each
modelled system, calculated according to equation 5.14. For the extra ambient fresh
air provision on demand system, no thermal energy storage is used and extra ambient
air is ventilated through the building is the exterior temperature is lower than the
indoor temperature.
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Figure 5.22: Seasonal results for the system instantaneous COP with extra air cir-
culation, for the parallel slab thermal stores with RT15 and with RT8HC.
The increase in predicted COP for the thermal storage system using RT15 com-
pared to the extra ambient fresh air provision on demand system was more pro-
nounced during summer months and only slightly higher during spring and autumn
months. The predicted daily profile for the COP for the storage system with RT8HC
was very similar to that of the system with RT15 during spring and autumn months.
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The predicted COPs are considerably higher during summer months where the sys-
tems predicted gains in efficiency were more pronounced due to the higher required
cooling power, making more use of the thermal energy storage system.
Figure 5.23 presents the average daily profiles for each season predictions of the
electrical consumption for the three systems. The lower values predicted from 08.00
to 10.00 are the result of simulating a variable speed centrifugal fan to provide
the ventilation, with the fan electricity consumption regulated to meet the required
cooling load. At the start of the daily cooling cycle (07.00), the latent heat stores
were charged, hence the temperature difference was at its maximum value, with
lower flow rates required to achieve the cooling output.
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Figure 5.23: Seasonal daily profiles of the fan electrical consumption for the system
with extra air circulation, with RT15 and using RT8HC with night cooling.
The thermal store filled with RT8HC shifted daily cooling loads into off peak
periods of electrical tariffs for Spring and Autumn months effectively. Full load
shifting during summer months was prevented by the thermal capacity of the selected
heat pump (due to restricted charging period, the maximum energy able to be
charged was 7h · 16.13kW · 4.5 = 508kWh, less than the maximum required in
summer months, 594kWh).
Table 5.10 presents the predicted electrical consumption for heating and cooling
for each season and the calculated value for a year for the three systems simulated
and the case using a conventional HVAC system approach. The thermal storage
system with RT8HC and night time cooling provided the greatest reduction in elec-
tricity use during peak times due to its ability to effectively shift the building cooling
load, although greatly increasing electricity consumption during off peak times.
84
Table 5.10: Seasonal electricity used for heating and cooling during peak time and
off-peak times in each modelled system.
Electricity used [kWh] Winter Spring Summer Autumn Yearly
Conventional
Off peak 0 0 0 0 0
Peak time 8527 7671 19390 7360 42 948
+ extra circulation
Off peak 0 0 0 0 0
Peak time 8464 5178 15051 3994 32 687
Storage system
with RT15
(ambient cooling)
Staggered cylinder
thermal stores
Off peak 598 1002 1581 976 4 157
Peak time 8464 4354 11977 3242 28 037
Parallel slab
thermal stores
Off peak 89 653 1523 785 3 050
Peak time 8463 4357 12080 3236 28 137
Storage system
with RT8HC
(electric night cooling)
Staggered cylinder
thermal stores
Off peak 1662 4133 9389 5727 20 912
Peak time 8464 3838 7292 2527 22 121
Parallel slab
thermal stores
Off peak 455 2361 8997 3825 15 638
Peak time 8463 3806 7879 2531 22 679
5.6 Economic comparison of all modelled systems
A general financial assessment was made to assess the three approaches described
and compared with the conventional HVAC system. Each systems component costs
and operation and maintenance costs were compared with the reference scenario of
using the heat pump only.
Table 5.11 presents the initial capital expense (CAPEX) and operational ex-
pense (OPEX) costs for the 4 cases studied. For the heat pump system, Daikin
UATYQ700MCY1 [159] was selected due to meeting the heating and cooling re-
quired. An industrial-scale centrifugal fan [164] with a nominal flow rate of 15
000m3/h was selected from SODECA [165].
For the finned cylinder thermal stores, market research indicated a price of
3.8£/m, commonly found for stainless steel condenser tubes [166]. For the par-
allel slab thermal stores, assuming that the shape-stabilized PCM would not leak
through the rectangular slab and the galvanized steel sheets enclosing that slab
would be compressed with the corrugated sheets serving as fins in the rectangular
air gaps (as seen schematically in figure 5.16d), a cost of 650£/ton was considered
[167] as a reference for the metal.
Due to the larger size of the designed systems, the whole system installation
costs were assumed to be 5% of the initial CAPEX [168]. The cylinder costs were
the largest capital component in the staggered cylinder, representing 37% of the
total system cost for both thermal stores. In the parallel slab thermal stores, the
composite PCM was the largest capital component, representing 53% of the initial
CAPEX. Operation and maintenance costs were assumed to be 0.9£/m2 of office
space, in accordance with [169]. The waxes used were assumed to have an indica-
tive price of 4£/kg [20] and the composite adsorbent material developed by [162]
an indicative price of 2.65£/kg, both mixed with a 80/20 mass ratio, providing a
composite storage material cost of 3.73£/kg.
For the standard electricity tariff, Npower provided a price of 0.1664£/kWh
with a standing charge of 55.1£/year. Using economy 7 electrical tariffs, Npower
provided a peak tariff of 0.2131£/kWh and an off-peak tariff of 0.0765£/kWh, with
the same standing charge. The levelized cost of energy (LCOE) for each system was
calculated using equation 5.15, from [170].
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LCOE =
(
CAPEX·r
1−(1+r)−n +OPEX + Eused + Etariff
)
· n
Wproduced · n
[
£
kWh
]
; (5.15)
Table 5.11: CAPEX and OPEX costs comparison for the systems studied.
Component
HVAC
(heat pump
only)
+ extra
circulation
Staggered Cylinder Parallel Slab
Ref.
With
RT15
With
RT8HC
With
RT15
With
RT8HC
Thermal
store cost
[£]
Insulation
+structure
11 953 12 356 1 057 1 089 [171]
PCM
enclosure
39 900 41 694 6 317 6 527 [167]
PCM +
composite
31 669 32 929 32 474 33 556 [20]
Centrifugal
fan
3 142 [165]
Heat pump cost [£] 17 305 [172]
Installation costs [£] 865 1 022 5 198 5 371 3015 3081 [168]
CAPEX [£] 18 170 21 469 109 167 112 797 63 310 64 700
Yearly system
maintenance [£/year]
1 382 [169]
Yearly electricity
used [kWh]
7 206 5 504 5 412
6 371
(econ 7)
5 245
6 087
(econ 7)
-
OPEX [£/year] 8 588 6 886 6 794 7 753 6 627 7 469
LCOE [£/MWh] 97.17 84.45 166.75 179.11 120.77 129.89
For a 20-year life cycle with an annual interest rate of 8%, the LCOE calculated
for each system is presented in table 5.11. The system with extra air circulation
presents the lowest LCOE due to the reduction in the energy required to meet
the cooling load achieved with ambient air cooling for a typical London Gatwick
climate. Due to the high CAPEX costs of the thermal stores, their yearly reduction
in electricity costs compared to the conventional system were not enough to provide a
more economical cost of energy. The parallel slab thermal stores offered lower LCOE
than the staggered cylinder stores due to their higher PCM fraction (requiring less
area to be insulated) and the cost-effective steel enclosure.
In order to obtain the same LCOE as the conventional HVAC system, a CAPEX
reduction in the staggered cylinder thermal stores of 77% would be required for the
store with RT8HC and 67% for the store with RT15. The parallel slab thermal
stores would require lower cost reductions: 40% for the store using RT15 and 54%
for the store using RT8HC
5.7 Conclusions from the analysis of 2 systems
integrating PCMs into centralized ventilation
systems
Medium to highly glazed buildings with lower U-value building fabric such as the
building simulated, generally consume more energy for cooling than for heating
due to the high solar gains transmitted through the glazing, high occupancy and
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electronic devices emitting heat. From the three approaches numerically simulated,
the use of extra mechanical ventilation can have a significant positive impact for a
typical UK climate, since the ambient temperature during office working hours is
mostly below 24◦C, (97% for the London Gatwick IWEC climate data).
When compared to extra fresh ambient air provision on demand, making use of
colder night air does not achieve major reductions in electricity use, because the
extra free cooling obtained during working hours is off set by the energy required to
charge the stores during the night.
Using a thermal store filled with RT8HC with off peak electrical cooling with a
COP of 4.5 successfully shifted office daily cooling loads into off peak electrical tariffs
during Spring and Autumn months. The staggered cylinder thermal store did not
obtain any yearly electricity reductions due to the greater external surface area of the
thermal stores, increasing its parasitic heat gains. The parallel slab thermal store
reduced yearly electricity consumption by 15% compared to the reference HVAC
approach, although still less than using extra mechanical ventilation only. Shifting
daily cooling loads to Summer months in economy 7 electrical tariffs is capped by
the capacity of the heat pump used.
Using extra air ventilation or night time ambient cooling can contribute to the
decarbonisation of current office HVAC systems through electricity consumption
reduction, that reduction being more attractive with night time ambient cooling.
Shifting daily cooling loads with electrical off peak cooling has a lower decarboni-
sation potential with the parallel slab thermal store and no effect for the staggered
cylinder thermal store, although it successfully shifted 67% of the daily electrical
demand for cooling to off peak times.
From the economic analysis, the high capital costs of installing the thermal stores
reduce significantly their economic benefit, with the lowest price of energy obtained
by using extra ambient fresh air provision on demand, 84.45£/MWh, for a 20-year
life cycle with an annual interest rate of 8%.
Shifting daily electrical peak loads into off peak times can have a significant
decarbonization impact by allowing the consumption of low carbon electricity (such
as wind and hydro) to be made in off peak times, potentially reducing the need for
backup ancillary services such as combined cycle gas turbines and coal.
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Chapter 6
The potential of phase change
energy storage to reduce peak
electrical demands for space and
water heating in domestic sector
in the UK
6.1 Daily demand on the UK National electricity
grid
In line with the increasing global concern about climate change, the Kyoto Protocol
[33] established greenhouse gas emissions baseline to be that of 1990 of each country,
and proposed a reduction in CO2 emissions by 12.5% for the UK. This objective
was achieved in 2008, when the UK government introduced a new reduction goal of
80% by 2050, with the climate change act [173]. It is estimated that 45% of CO2
emissions are attributed to the building sector [174].
In 2015, 22% of the final energy consumption in the UK was used for domestic
hot water and space heating applications using natural gas and petroleum products
[3]. In order to decarbonize the sector, the use of renewable heat sources such as solar
thermal could be implemented, backed up by either heat pumps or gas boilers. Heat
pump operation should, where possible, be restricted to off peak times to prevent
an increase in the peak electrical grid demand [117].
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Figure 6.1: Daily variation of CO2 emissions in each season associated with each
electricity source supplied by the UK national grid in 2016 [25, 26].
The daily variation of CO2 emissions in each season in the UK are presented in
figure 6.1. Values were obtained from the generation mix for the UK national grid
with CO2 marginal emission factors applied similar to those estimated by Hawkes
[25].
To achieve 80% emissions reduction in this sector, heat pump CO2 emissions
should be less than the currently emitted by conventional gas burning domestic
heating systems (around 204gCO2/kWhth [25, 37]), operation during off peak elec-
trical load times will minimize both carbon emissions and peak electrical load. This
can be achieved if heat pumps are operated using either economy 10 or economy 7
electricity tariffs [37], with hot water buffer tanks used to store the required heat
load during peak times, offsetting the electrical load while meeting the heat demand
required.
The higher CO2 grid emissions during the winter months are mainly due to the
higher consumption of coal and natural gas, a consequence of a greater electrical
demand in this season in the UK. It can be seen in figure 6.1 that the lowest CO2
daily emission period is from 23.00-05.00 and that a small reduction in the marginal
emissions curve occurs from 12.00-16.00 in all seasons.
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6.2 English housing stock
Of the estimated 23.5 million households in England in 2015, the vast majority are
owner occupiers (63%), although this share has been reducing from the maximum
of 71% reached in 2003.The share of buildings with an efficiency rating of A-C
has also significantly increased [175], representing 28% of the total housing stock,
with a higher share (48%) in the social rented sector. The dwelling types in which
this study focused on terraced, semi-detached and detached houses. The reason for
selecting these types of dwellings is due to their importance, since they represent
70% of the total British housing stock in 2015, around 16.7 million dwellings, based
on the English housing survey report made by the Department for Communities and
Local Government [27], as presented in figure 6.2.
Semi-detached
25%
medium-large terrace
19%
detached
17%
flat low rise
15%
small terrace
9% Bungalow
9%
conv. flat
4% flat high rise
2%
Figure 6.2: Dwellings by type, from the UK English housing survey report of 2015
[27].
6.2.1 Reference household consumption model
Using the building parameters and domestic hot water flow consumption from the
high resolution stochastic integrated thermal and electrical domestic demand model
developed by Mckenna [176], the daily variation of heat demand in the three se-
lected dwelling types was simulated and analyzed for the equinox and solstice days
assuming that they were in Leicester. Figure 6.3 shows a schematic diagram of
the simulated gas boiler domestic hot water and space heating system used as the
reference system.
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Figure 6.3: Simplified diagram of the gas boiler hot water and space heating system
used as reference.
Each modelled dwelling thermal properties assumed were based on CREST
demand model building specifications [31], as seen in table 6.1. The minutely-
resolution domestic hot water consumption profiles and daily climate data generated
by the stochastic model [31] were also used. All dwellings were considered to have
been previously insulated to meet A grade efficiency standards [155].
Table 6.1: Thermal properties of each modelled building and daily heat consumption
in each season.
Building type Terraced Semi-detached Detached
Units
Season (Winter/Spring/Summer/Autumn)
Daily SH
demand
15.40/16.71/0.00/1.85 25.37/16.14/2.57/2.64 26.40/18.25/0.00/6.53
kWh
Daily DHW
demand
9.52/6.14/11.14/10.62 5.16/23.17/8.58/5.26 11.48/10.88/8.62/12.29
Yearly total
gas demand
7287 (729m3 of gas) 9903 (990m3 of gas) 7436 (744m3 of gas)
Daily DHW
cons.
0.223/0.144/0.261/0.249 0.121/0.543/0.201/0.116 0.269/0.255/0.202/0.288 m3
UAvalue/m
2
floorarea 1.297 1.031 0.909 W/m
2.K
Building thermal
capacitance
492.5 530.7 917.3 kJ/K
Floor area 58 87 136 m2
Heat emitters
total water volume
0.0296 0.0424 0.0503 m3
Heat emitters
total surf. area
34.71 49.72 58.99 m2
The yearly energy use for each system was then obtained by multiplying the
values of each day by 91.25 and summing them (assuming a typical year with 365
days, divided by 4 gives 91.25 days in each season). The gas boiler was then replaced
in the model with a heat pump and 3 thermal energy storage systems were studied,
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two with phase change materials (one using compact modules and one using a packed
bed with encapsulated PCM spheres) and one with a water buffer tank. All the
savings obtained for the storage systems studied were compared with to the reference
case.
6.3 PCM screening for DHW applications
Hot water buffer tanks have constant heat capacity over the working temperature
range used for conventional space heating of 40 to 65◦C [175], hence requiring a
considerable volume to meet 8h of domestic space heating load. Phase change ma-
terials with a phase transition temperature between 40 and 65◦C can effectively
increase the storage capacity within this narrow temperature range, hence reducing
the required buffer tank water volume, allowing more heat to be stored for a given
volume.
Organic PCMs melting in this temperature range are the paraffin waxes
(RT54HC [20]) and fatty acids, as the eutectic mixture studied by Baran [101]. Other
candidate PCMs working in this temperature range are salt hydrates, but their high
subcooling usually prevents their use in hot water and space heating applications;
however, the eutectic mixture of magnesium chloride hexahydrate with magnesium
nitrate hexahydrate previously tested, presented low levels of subcooling and a high
phase change enthalpy. Figure 6.4 presents the thermogram curves for the salt
hydrate eutectic mixture and the candidate organic PCM materials measured in the
DSC as reported in Chapter 4.
Figure 6.4: Measured heat capacity thermograms for the three candidate PCMs
selected for domestic hot water and space heating applications.
It can be seen from figure 6.4 that the salt hydrate eutectic mixture has higher
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volumetric storage capacity for the given temperature range. Table 6.2 presents the
properties of the three candidate materials, and the salt hydrate eutectic mixture
is nearly 3 times more energy dense than water, within the 40 to 65◦C working
temperature range.
Table 6.2: Thermal storage properties of the three selected PCMs.
PCM candidates
Temp.
range
∆Hstored ∆H/∆HH2O
λsolid λliquid Price Ref.
◦C kWh/m3 W/m.K £/kg £/kWh
41%MgCl2.(H2O)6 +
59%Mg(NO3)2.(H2O)6 (SH-SH)
40 65 78 2.72 0.6 0.606 0.061 1.19 [146, 177]
36% stearic acid +
64% palmitic acid (SA-PA) [101]
61 2.11 0.288 0.168 0.381 5.72 [61, 178]
RT 54HC [20] 52 1.8 0.215 0.165 0.51 7.63 [179, 180]
6.4 Household space heating models
According to the survey made by the Department of Energy and Climate Change
(DECC) [28], domestic space heating in the UK is generally restricted to 6 months,
with most households operating their heating systems between October and April,
as can be seen in the histogram of figure 6.5.
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Figure 6.5: Results from DECC survey of the duration of the heating period [28].
Each latent heat storage system was designed to meet the highest 8 hour heat
demand during the whole yearly simulation for each dwelling, using the salt hydrate
eutectic mixture as PCM. The properties of the thermal stores are presented in table
6.3. The highest heat demand occurred during the winter months. The thermal
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energy store system was sized to meet these heat demands, being oversized for the
remaining months.
Table 6.3: Key properties of the thermal stores modelled (A-Buffer tank; B-Packed
bed and C-Compact LHS).
Dwelling Terraced Semi-detached Detached
System A B C A B C A B C
Store capacity [kWh] 18.72 24.53 18.68
Water tank vol [L] 653 354 125 856 461 210 652 353 210
H/D ratio 3 1 3 1 3 1
PCM vol [L] 181 185 238 227 180 155
Z PCM [%] 51 55.2 51.5 48.4 51 40.1
SpecificHTarea [m
2/m3PCM ] 127 38.63 115 38.63 127 39.72
QPCM [kWh] 14.1 14.46 18.54 17.67 14.06 12.08
Qwater+encapsulant [kWh] 18.72 4.63 4.27 24.53 6 6.86 18.68 4.62 6.6
Packed beds have higher specific heat transfer areas compared to the compact
systems, as seen in table 6.3. The PCM fraction of each modelled compact latent
heat store is reduced by the additional DHW tank required to meet high heat de-
mands from hot water appliances, this effect is more evident in the smallest system
for the terraced house.
The hot water buffer tank storage system presented schematically in figure 6.6,
was initially compared to the conventional gas boiler system. Daikin Altherma
V high temperature air source heat pump [181], operating during off peak hours
based on economy 10 electricity tariffs (00.00-05.00/13.00-16.00) [37], was used in
the simulation, coupled with a solar thermal collector array, as seen in figure 6.6
and 6.7.
Figure 6.6: Simplified diagram showing the integration of a hot water buffer tank
into a domestic hot water and space heating system using an air-source heat pump
and solar thermal collectors.
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In the model, circulation pump (P1) transferred heat from the heat pump water
heat exchanger to charge the store, with a maximum flow of 20l/min which was
adjusted based on the building needs and the store capacity. Pump (P2) transferred
heat from the buffer tank to the building heat emitters, with a water flow-rate of
12l/min, controlling the inside building air in the temperature band between 19.5
and 20.5◦C from 07.00 to 22.00 and 15.5 to 16.5◦C in the remaining hours.
Pump (P3) transferred heat from the solar collectors (1 considered for the ter-
raced dwelling and 2 thermal collectors for the semi-detached and detached dwellings)
to the thermal store at a constant water flow of 2 l/min and an absorber area of 2m2
per solar collector [158], having its operation given priority over the heat pump. The
pump (P3) would be turned on whenever the solar thermal collector water tempera-
ture was higher than the top temperature of the buffer tank. Whenever a hot water
appliance was activated, valve V1 would open and the thermostatic valve Vt would
regulate the hot water flow coming from the buffer tank to maintain a constant 52◦C
temperature output to the hot water appliances.
Figure 6.7: Simplified diagram showing the integration of a packed bed latent heat
store into a domestic hot water and space heating system using an air-source heat
pump and solar thermal collectors.
Figure 6.7 presents the integration of a packed bed latent heat store into the hot
water and space heating system of a domestic building. The thermal store integra-
tion to the hot water and space heating system is the same as the hot water buffer
tank shown in figure 6.6. The main difference is the volume reduction (reference
case shown in table 6.8 and buffer tank system shown in table 6.10) of the buffer
tank due the higher thermal storage from the PCM spheres.
The integration of a compact latent heat store into a domestic hot water and
space heating system with an air source heat pump is shown in figure 6.8. The
integration of the latent heat store into the building heating system is made on the
coldest zone of the heat network of the dwelling to promote a higher thermal strati-
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fication between the hot water tank outlet and the cold-water inlet from the mains.
The reason for using a small hot water tank is to compensate for the temperature
drop of the latent heat store in periods of high heat demand, a consequence of having
a low water volume within the compact latent heat store.
Figure 6.8: Simplified diagram showing the integration of a compact latent heat
store into a domestic hot water and space heating system using an air-source heat
pump and solar thermal collectors.
The compact latent heat store, comprising from 62% to 77% of the total system
thermal storage capacity from 40 to 65◦C depending on the dwelling type (values
presented in table 6.3), would be connected with the heat emitter cold loop and the
mains, to maintain the highest thermal stratification possible, as seen in figure 6.8.
The convective heat transfer coefficient of the heat emitters (equation 6.3) was
determined during each time step by calculating the Rayleigh number (equation 6.1)
and Nusselt coefficient for a vertical surface (equation 6.2) using the instantaneous
emitter-ambient temperature difference, and considering a typical emitter height of
600mm [175]. The radiative heat transfer coefficient, assuming the heat emitter
area much smaller than the walls of the building and a surface infrared emissivity of
0.9 [182], can be calculated according to equation 6.4 using also the instantaneous
emitter-ambient temperature, from [161]. The emitter global heat transfer coefficient
would be the sum of the 2 coefficients, seen in equation 6.5. The convective heat
transfer coefficient is multiplied by 4 since convection occurs on the 2 sides of each
heat emitting surface, considering a double panel convector radiator [175].
Ra(t) =
g · β · h3 · (Tamb(t)− Tem(t))
ζ2
· Prair (6.1)
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NuRa =
0, 825 + 0, 387 ·
Ra
1 + (0, 492
Pr
) 9
16
− 169

1
6

2
(6.2)
hcv =
Nu · λair
Lemitter
(6.3)
hrad = σ · emitter ·
(
T 2amb + T
2
emitter
)
· (Tamb + Temitter) (6.4)
UAemitter = Aemitter · (4 · hcv + hrad) (6.5)
Figure 6.9a to 6.9e presents the balance equations for the 5 extra nodes added to
the model to simulate the hot water tank volume (A and B), solar thermal collector
volume (C) building heat emitters volume (D) and building indoor volume (E). The
two balance nodes for the hot water tank were due to the reversibility of the water
flow coming from the latent heat store. Stratification within the hot water tank is
not considered due to the reduced size of the tank, as seen in figure 6.9a and 6.9b.
In the buffer tank and packed bed systems, the hot water tank nodes are removed
being replaced by the stratified thermal store, explained in the next section.
(a) hot water tank with solar (b) hot water tank no solar
(c) solar thermal collector (d) heat emitters
(e) indoor ambient
Figure 6.9: Nodal balance equations for the various components considered within
the building model.
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6.4.1 Daily carbon emissions
To calculate the daily carbon emissions associated with the heating system the grid
CO2 emissions used were those presented in figure 6.1. To determine the coefficient
of performance (COP) of the heat pump, technical data sheets for Daikin Altherma
V were used [29] with a 65◦C outlet temperature assumed, the effect of defrost cycles
was also included, as seen in figure 6.10.
Figure 6.10: Daikin Altherma air-source heat pump COP dependency on ambient
temperature, from [29].
6.4.2 Energy pricing
In order to perform an economic comparison, the gas and electricity (economy 10
[37]) prices were based on a price consultation made in January 2018 to SSE (Scottish
and Southern Energy plc), presented in table below table 6.4.
Table 6.4: Energy tariffs used in the economic comparison.
Utility Price [£/kWh] Standing charge [£/day]
Gas 0.0372
0.148
Electricity 0.0846 (off peak price)
6.5 The developed numerical models for domestic
hot water and space heating
Two 2-dimensional finite volume models were developed in Matlab to simulate all
the designed thermal energy storage systems: one for the compact latent heat stores
and one for the buffer tank thermal stores (with a packed bed and without). The
numerical models assumed that the thermal conductivity of the PCM was isotropic,
and that no volume change occurred during phase change. To simulate the phase
change of the selected PCM, heat capacity curves were experimentally determined
as reported in Chapter 4.
The thermophysical properties of water (viscosity and density) used were also
temperature dependent, due to its influence on convective heat transfer rates, since
the Prandlt number of water varies considerably between 20◦C and 70◦C.
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The packed bed in the simulation consisted of a specified number of horizontal
layers each having a set number of spheres, illustrated in figure 6.11a. The spheres
in each layer were considered to behave in the same way with identical temperatures;
the model thus required that equations were solved for a single sphere in each row,
as illustrated in figure 6.11b and 6.11c.
(a) longitudinal cross section
(b) transversal cross section (c) PCM sphere discretization
Figure 6.11: Schematic representation of the packed bed model in longitudinal cross
section, transversal cross section with possible arrangement of spheres and detailed
view of the spatial divisions used within the sphere.
Charge and discharge of the container was obtained simulating a fluid flowing
through the packed bed, exchanging heat by convection with the spheres. The HTF
Reynolds number was calculated using equation 6.6, based on the void fraction
between the spheres within the container (Ψ), and the flow length specified to be
half of the cross sectional perimeter of an individual sphere. The convective heat
transfer coefficient was determined using the method detailed by Wakao [183], where
the average Nusselt Number is expressed in equation 6.7, and the convective heat
transfer coefficient in equation 6.8.
ReΨ =
2 · ρhtf · Q˙ · dsphere
µhtf ·D2contΨhtf
(6.6)
Nu = 2 + 1, 1 · (Re0,6Pr0,33) (6.7)
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hcv =
Nu · λf
Dsphere
(6.8)
The compact tube-in-tube simulated comprised a long copper tube inserted into
a rectangular PCM slab, as illustrated in figure 6.12a. To meet the required storage
capacity, the model added numerous slabs in parallel connected through a bigger
copper manifold pipe, distributing the water flow evenly throughout them, as seen
in figure 6.12b. The model employed backward spatial discretization for the water
flow in the HTF, and unidirectional radial and axial heat propagation within the
copper tube and PCM, as presented schematically in figure 6.12c and 6.12d.
The heat loss of the container to the ambient was included at the last PCM node
adjacent to the outer surface, and was determined using the insulation properties
specified for the container (insulation thickness, type and ambient temperature) and
divided by the number of axial nodes and strings meaning that the total heat loss of
the compact thermal store would be shared in each axial section of each individual
PCM slab.
(a) slab transversal view (b) slabs top view
(c) longitudinal discretization (d) transversal discretization
Figure 6.12: Transversal representation of the copper tube disposition within a
PCM slab, top view of the parallel of slabs in each module representation of the
axial driscretization for each tube and transversal discretization in each node.
The Heat Transfer Fluid (HTF) Reynolds number was calculated using equation
6.9, for pipe flow. For laminar flows, the average Nusselt Number was obtained con-
sidering a constant wall temperature, according to the correlation of Martin [161],
expressed in equation 6.10. For fully turbulent flows, with a Reynolds number above
10000, Nusselt numbers were obtained with the correlation put forward by Gnielin-
ski [161], expressed in equation 6.13. For transitional flows, a linear interpolation
according to the Reynolds number (equation 6.11) between the laminar (equation
6.12) and turbulent regimes was adopted.
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Re =
4 · ρhtf · Q˙
pi · µhtf · d2tube
(6.9)
Nutrans = f ·Nulam,2300 + (1− f) ·Nuturb,10000 (6.10)
f =
Re− 2300
7700
(6.11)
Nulam =
3
√√√√√3, 66 + 0, 73 +
1, 615 3
√
Re · Pr · dtube
ltube
− 0, 7
3 +
( 2
1 + 22 · Pr
) 1
6
√
Re · Pr · dtube
ltube
3 (6.12)
Nuturb =
0, 124 · ζ ·Re · Pr
1 + 12, 7
√
0, 125 · ζ ·
(
Pr
2
3 − 1
)
1 + (dtube
ltube
) 2
3
 (6.13)
The developed numerical model calculated new mass and transport matrices
at each time step to enable the transient accounting for changes in heat capacity
(phase change) and thermal conductivity of the PCM. The spatial discretization
seen in figure 6.12c and 6.12d employed 9 radial nodes and 40 axial nodes giving a
modelled cylinder height to thickness ratio between 125 and 170.
6.5.1 Packed bed model verification
Tanvir [30] studied a packed bed with 770 capsules containing the PCM sodium
nitrate [119]. The latent heat store was charged and discharged with air 20◦C
above and below the PCM melting point respectively. A schematic view of their
rig configuration is presented in figure 6.13a and 6.13b. The system could store a
total of 1.05kWhth between 286
◦C and 326◦C. Air heaters were used to maintain the
charge and discharge temperatures at the required levels. The system performance
was recorded by measuring the temperature throughout the experiment at 4 rows of
thermocouples spaced 50.8mm axially and 25.4mm radially, as illustrated in figure
6.13b.
For representation purposes, only the modelled row 1 (at 50.8mm) and row 4 (at
203.2mm) were presented in figure 6.14.
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(a) experimental rig
(b) thermocouples disposi-
tion
Figure 6.13: Schematic representation of the experimental rig used and diagram of
thermocouple radial and axial locations in the packed bed by Tanvir [30].
The packed bed store was formed from a 254mm length of a 114.3mm diameter
carbon steel tube insulated with flexible insulation 152mm thick. The key system
properties are presented in table 6.5.
Table 6.5: Store dimensions and heat transfer fluid flow properties for the experi-
ments made by Tanvir [30].
Bed height [mm] 254
Bed Diameter [mm] 254
Total Volume of packed bed [m3] 0.01287
Bed Porosity 0.35
Insulation thickness [mm] 152
λinsulation [W/m.K] 0.1
HTF:
Flow rate [m3/s] 0.0419
Reynolds Number (Re) 1293 - 1171
Prandlt (Number) 0.77
Nusselt Number (Nu) 52.3 – 49.6
Convection HT coefficient (hcv) [W/m
2.K] 86 - 87
The model predictions using the developed Matlab model and experimental re-
sults presented by Tanvir et al. [30] are presented in figure 6.14. The predictions
from the developed model are in good agreement with both the experimentally mea-
sured air and PCM temperature profiles. The abrupt temperature changes at 0 and
225 minutes are due to the higher temperature differential between the HTF in-
let and the store temperatures, leading to surge in the heat transfer rate of the
container, as it can be seen in figure 6.15.
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Figure 6.14: Experimentally measured [30] and model predicted values of air flow
and PCM temperatures at rows 1 and 4 within the thermal store.
The slight discrepancies observed during both charging and discharging processes
may be due to some geometrical irregularities within the experimental packed bed
resulting from the molten PCM, leading to an uneven air flow distribution among
the packed bed of spheres [30].
The predicted values for power input/output and stored energy are presented
in figure 6.15. Of the 1.05kWhth transferred to the store, only 0.98kWhth were
effectively discharged, with 0.07kWhth lost through heat losses to ambient.
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Figure 6.15: Predictions of the heat transfer input/output rates and energy stored
within the PCM packed bed storage system.
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6.5.2 Compact model verification
A compact latent heat storage module was developed to investigate the performance
of PCMs in a rectangular container. The rectangular container was made from 3mm
aluminum sheet bolted to four 37mm aluminum C profiles. A 15mm copper pipe
heat exchanger was inserted within the container to exchange heat between the
water flow and the PCM. The copper pipe comprised of 39 U-bends soldered to
511mm straight tube sections. Copper metal fins were soldered to the tube outer
surface to improve heat transfer to the PCM to provide the charge illustrated in
figure 6.16a and 6.16b. A simplified view of the experimental gravity–fed water test
rig is presented in figure 6.16a.
(a) experimental rig assembled (b) PCM slab section view
Figure 6.16: A schematic diagram of the experimental test rig used with the dis-
position of the thermocouples employed and simplified diagram demonstrating the
heat balances of the thermal store tested.
The rectangular storage contained 18.3L of RT44HC [20], theoretically able to
store 1.39kWhth when heated/cycled from 20 to 70
◦C. The thermal store key dimen-
sions and main characteristics are presented in table 6.6. Water was used as the heat
transfer fluid, while the PCM filled the remaining volume around the tube within
the rectangular container. The PCM rectangular container was inserted within a
wooden enclosure 12mm thick MDF board (thermal conductivity of 0.101W/m.K)
with 20mm air gaps between the container sides and the PCM rectangular enclosure.
Adding 5 copper fins spaced 32mm apart soldered transversally to the copper pipe
increased the total heat transfer area within the PCM by 52%.
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Table 6.6: Thermal store key dimensions, heat transfer fluid flow and storage ma-
terial properties for the experimental work performed.
PCM store width [mm] 600 Number of fins 5
PCM store length [mm] 950 PCM fraction [%] 89
PCM store thickness [mm] 37 Specific HT area [m2/m3PCM ] 48
Coil length [m] 12 Charging/Discharging error [+−%] 2.37/2.55
Tube OD (ID) [mm] 15.86 (12.45)
Store volume [m33] 0 PCM (RT44HC)
PCM volume [m3] 0 Hsl (37-46◦C) [kWh/m3] 50
Cps (20-37◦C) [kWh/m3.K] 0.469+0.0045*T
HTF(average values): Cpl (46-70◦C) [kWh/m3.K] 0.368+0.0027*T
Flow rate [g/s] 143 λs (20-37
◦C) [W/m.K] 0.450-0.00096*T
Re 25 504 λl (46-70
◦C) [W/m.K] 0.188-0.00036*T
Pr 4 β [1/K]× 10−4 8
Nu 155 ζ [m2/s]× 10−6 9
hcv [W/m
2.K] 7399 Pr 150-1.333*T
A Huber Unistat Tango was used to indirectly exchange heat with the gravity-fed
water loop, using a programmable proportional-integral-derivative (PID) controller
to maintain the set point temperature at constant values during the store charg-
ing and discharging. Thermocouples were fixed at the HTF inlet and outlet of the
thermal store. The PCM temperature was monitored using thermocouples located
at the 2 positions illustrated in figure 6.16a, and the flow rate was monitored by
a turbine flow meter from Icenta, its signal converted to current and recorded in
a compact DAQ card from National Instruments. The uncertainty of the turbine
flowmeter reading is +-0.15% quoted in the supplier data sheet and the thermocou-
ples uncertainty was already determined and reported in Chapter 5 (+-0.01◦C).
Figure 6.17: Comparison between experimental and predicted measurements for the
inlet/outlet water temperatures and PCM store temperature.
The experiment was carried out in two modes: charging and discharging; and
the data presented in figure 6.17 and figure 6.18 refers only to the 5th cycle. In
the charging mode, the initial state of the PCM was solid at room temperature of
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20.3◦C. The HTF was heated to the required temperature by the Huber tango heat
exchanger and pumped through the copper pipe. The charging was completed when
all the PCM in the tank had melted fully and its temperature stabilized around 70◦C
and temperature readings were taken every minute. In the discharging mode, the
HTF temperature was reduced to 20◦C and temperature readings continued until
the PCM temperature had stabilized around 20◦C. Figure 6.17 presents the exper-
imental temperature measurements and model predictions obtained for the water
flow inlet/outlet and PCM store during the charging and discharging processes. The
PCM had fully melted at 180 minutes, as can be seen in figure 6.17.
Figure 6.18 presents the experimental measurements and model predictions for
the heat transfer rates and stored energy. The heat transfer rate was constant
at around 800W between t=30 and t=80 minutes during charging. During the
discharge a lower rate of around 700W occurred between t=360 and t=460 minutes.
In the model, neglecting buoyancy driven convection currents in the molten PCM
led to a slower change in temperature the charging cycle, as shown in figure 6.18.
This led to a lower charging rate and consequently less energy charged.
Figure 6.18: Experimental measurements and model predicted profiles of the thermal
store for the heat transfer rate and storage capacity.
To improve the model accuracy for the melting process, an equivalent thermal
conductivity increase to account for convection in the molten PCM was calculated
based on the Rayleigh number of the temperature difference between the melting
point of the PCM and the actual temperature of the PCM, expressed in equation
6.14.
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Figure 6.19: Schematic diagram of the discretization between the transversal fins
used to enhance thermal conductivity within the PCM.
Based on [161], the Nusselt number was then calculated using correlations for
free convection on a vertical annulus [161], displayed in equation 6.15, and applied
to each PCM node. The annulus height (Hfin) considered was the spacing between
fins and the annulus thickness (s) varied according to the fraction of molten PCM.
Rai,j =
g · β · s3i,j · (Ti,j − Tm
ζ2
· Pri,j (6.14)
NuRai,j =
0, 49 ·Rai,j ·
(
Hfin
si,j
)2
862 ·
(
Hfin
si,j
)4 · ( rtube
Hfin
)
+
(
Rai,j
(
Hfin
si,j
)3)0.95 · ( rtube
Hfin
)0.8 · Pri,j (6.15)
It can be seen from figure 6.17 and 6.18 that conductivity enhancement in the
PCM led to a more accurate prediction of the melting process of the PCM, pre-
dicting the water flow outlet temperature more accurately when compared with the
experimental measurements.
Observing the discharge profiles of figure 6.18, it can be seen that the conduc-
tivity enhancement in the PCM has negligible effect on the water flow inlet/outlet
temperature difference, mainly because convection in the melt is suppressed dur-
ing the freezing process, and both model predictions agree with the experimental
results.
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6.6 Simulation results
Using the building parameters, climate data and cumulative domestic hot water
consumption profiles (space heating consumption is presented by the heat emitters
temperature variation) from the high-resolution stochastic integrated domestic de-
mand model developed by McKenna and Thomson [176, 31], a daily simulation was
performed for each dwelling in Matlab, presented in figure 6.20, to be used as the
reference case (with gas boiler).
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Figure 6.20: Daily model predictions for the reference case using a conventional gas
boiler for each dwelling in each season, data from [31].
It can be seen from figure 6.20 that the space heating systems of all buildings
modelled were more active during winter and spring months. To meet the highest
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8h of space and water heating (from 05.00to 13.00) the energy consumption data
obtained from the simulation predictions for the reference case were analyzed for each
day and the maximum demand in each dwelling in this time interval are underlined
in table 6.7. The reason for the larger daily heat use in the semi-detached dwelling is
due to the higher domestic hot water consumption considered in the winter season,
as seen in figure 6.20.
Table 6.7: Maximum daily heat use in each building on the studied intervals.
Household Terraced Semi-detached Detached Units
Total energy use 31.43 51.92 45.45
kWh
Used from 0.01 to 05.00 0.62 9.25 4.43
Used from 05.01 to 13.00 15.6 20.44 15.57
Used from 13.01 to 16.00 2.92 7.12 10.32
Used from 16.01 to 24.00 12.29 15.11 15.13
Solar thermal collectors were added to each dwelling to compare which system
would have a better use of its solar thermal energy. The terraced dwelling was
simulated with one solar collector; the semi-detached and detached dwellings were
simulated with two solar flat plate collectors, all empirically selected. A fluid circu-
lation of 2l/min and an absorber area of 2m2 were assumed for each collector, with
an optical efficiency (τα) of 78% of 0.78 and an heat loss U value of 4.87W/m2.K,
from [31].
6.6.1 Air source heat pump with a water buffer tank
Estimating an overcapacity of 20% to cope with consumption peaks, table 6.8
presents the geometrical properties of the buffer tank system simulated in each
dwelling, integrated according to figure 6.6. To obtain a cyclic temperature evo-
lution characteristic of the chosen design day, each daily simulation modelled the
same design day three times (in order to reach nominal performance parameters).
Table 6.8: Water buffer tank geometrical properties and storage capacities for each
simulated hot water and space heating system.
Household Terraced Semi-detached Detached Units
Storage capacity 18.725 24.532 18.679 kWh
Tank height 1 956 2 140 1 955
mm
Tank diameter 652 713 652
Water volume 0.653 0.856 0.652 m3
H/D ratio 3
Figure 6.21 presents the simulation results of each dwelling for the packed bed
tank storage system; it can be seen that the tank effectively uses its thermal stratifi-
cation to meet the dwelling heat demands whilst maintaining an outlet temperature
nearly constant. To estimate yearly economical savings, economy 10 electricity tar-
iffs [37] were compared with the conventional gas boiler system. Table 6.9 presents
the simulation seasonal and yearly results for the heat pump and solar use, the kg
CO2 emitted in each season and their subsequent yearly reduction compared to the
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gas boiler system. It can be seen that the yearly saving are around 70-73%. The
predicted reduction in carbon emissions based on the current grid emission values
[3, 25] for the heat pump systems with buffer tank was 48% for the terraced, 54% for
the semi-detached and 52% for the detached dwelling, compared to the conventional
boiler system, as presented in table 6.9.
Table 6.9: Calculated seasonal results for heat pump and solar thermal consumption
and yearly CO2 emissions reductions and savings for the buffer tank system.
Dwelling Season
Heat pump Solar collector CO2 emissions Year reductions
[kWh] [kgCO2]
[CO2] Energy
[%]
Terraced
Winter 971 5 369
48 70
Spring 662 100 230
Summer 320 90 99
Autumn 343 182 113
Semi-detached
Winter 1315 60 495
54 73
Spring 939 810 317
Summer 254 221 75
Autumn 298 191 107
Detached
Winter 1286 484 758
52 71
Spring 626 212 377
Summer 319 90 90
Autumn 306 86 86
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Figure 6.21: Modelled daily simulation results for all dwellings in each season using
an air source heat pump with a water buffer tank.
The temperature oscillation of the solar thermal collector is due to the binary
operation of the circulation pump and the intermittent behaviour of incident solar
radiation.
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6.6.2 Air source heat pump with a PCM packed bed buffer
tank
With the eutectic mixture of magnesium nitrate hexahydrate and magnesium chlo-
ride hexahydrate (specs detailed in table 6.2) occupying around 50% of the thermal
store volume, the thermal energy storage capacity was nearly doubled, when com-
pared to the same store volume using only water, between 40 and 65◦C, due to
the increased heat capacity of the PCM between 56 and 62◦C, as shown in figure
6.4. That lead to more compact buffer tanks, compared to the water-based tank, as
presented in table 6.10. For comparison purposes, the packed bed buffer tank had
the same thermal storage capacity and H/D ratio than the water buffer tank.
Table 6.10: Packed bed container properties used in the numerical model.
Household Terraced Semi-detached Detached Units
Storage capacity 18.72 24.53 18.68 kWh
Tank height 1 595 1 742 1 594 mm
Tank diameter 532 581 531
Tank volume 0.354 0.461 0.353 m3
N spheres 2577
Sphere outer diameter 53.2 58.1 53.1
mm
Sphere thickness 1
H/D ratio 3
Overcapacity 20
%
Sphere volumetric fraction 42.7
Table 6.11 presents the general heat transfer characteristics of the latent heat
stores. The Reynolds number and convective heat transfer coefficient are presented
for the minimum and maximum flows used, 2 and 20L/min respectively. The heat
transfer fluid flow is laminar for all stores. It can be seen by reducing the spheres di-
ameter, the flow Reynolds number increases, consequently increasing the convective
heat transfer coefficient.
Table 6.11: Heat transfer characteristics for all packed bed latent heat storage sys-
tems modelled.
Household Terraced Semi-detached Detached Units
Heat transfer area 22.88 27.29 22.85 m2
Specific HT area 127 115 127 m2/m3
Thermal storage capacity to same volume water buffer tank 1.84 1.85 1.84
kWh/kWh
Reynolds Number HTF flow 37-352 32-322 35-352
HTF hcv 240-692 168-602 192-693 W/m2.K
Storage capacity [40 to 65◦ C] 18.73 24.53 18.68
kWhPCM heat storage capacity 14.1 18.54 14.06
Water + encapsulant sensible heat storage capacity 4.63 5.99 4.62
λ insulation 0.036 W/m.K
t insulation 80 mm
The predicted temperatures obtained from simulations using the developed nu-
merical model for the packed bed systems are presented in figure 6.22. The mod-
elling results demonstrate that the water tanks temperatures converged to the PCM
melting point whenever there was no heat consumption from the dwelling.
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Figure 6.22: Predicted temperatures obtained using the numerical model developed
with the packed bed latent heat storage system for all dwellings.
The predictions also demonstrate that the higher thermal capacity around 60°C
of the PCM, allows the packed bed latent heat store to provide heat for two 8h
periods (from 05.00 to 13.00 and from 16.00 to 24.00) of space heating, successfully
offsetting the heat pump operation to economy 10 low tariff periods.
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The predicted reduction in carbon emissions based on the current grid emission
values [19], [20] for the heat pump systems with stores was higher in all dwellings
when compared to the water buffer tank, as can be seen in table 6.12.
Table 6.12: Calculated seasonal results for heat pump and solar thermal consump-
tion and yearly CO2 emissions reductions and savings for the packed bed buffer
tank.
Dwelling Season
Heat pump
Solar
collector
CO2 emissions
Year reductions
CO2 Energy
[kWh] [kgCO2] [%]
Terraced
Winter 941 5 356
50 71
Spring 691 98 239
Summer 296 95 91
Autumn 325 159 94
Semi-detached
Winter 1303 64 490
53 74
Spring 943 767 318
Summer 219 218 62
Autumn 263 184 148
Detached
Winter 1244 150 467
53 72
Spring 675 581 231
Summer 309 652 87
Autumn 252 421 71
The obtained energy savings and CO2 emissions reduction for the packed bed
latent heat store were better than the buffer tank results. That was due to the
lower outlet temperature of the thermal store allowing better solar fraction, and
the tank temperatures convergence on the PCM melting point. The storage tank
temperatures had temperature rises when no heat flow was passing through the store
due to the thermal lag caused by the PCM spheres.
6.6.3 Air source heat pump with a PCM compact module
next to small buffer tank
Using a compact latent heat store next to a small buffer tank lead to higher energy
savings compared to the packed bed heat storage system. The full system had higher
PCM volumetric ratios for the terraced and semi-detached storage containers and
lower for the detached container due to the smaller size of the thermal store and
the same 210L buffer tank used in the semi-detached dwelling, as seen in table 6.13.
The PCM volumetric fractions of the compact thermal store without the buffer tank
are higher than the packed bed thermal store, hence its reduced dimensions.
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Table 6.13: Compact thermal energy storage system properties used in the numerical
model.
Household Terraced Semi-detached Detached Units
Storage capacity 18.72 24.53 18.68 kWh
Container height 609 609 574
mmContainer width 855
Container length 405 495 360
Container volume 0.211 0.258 0.177 m3
DHW tank volume 0.125 0.21
Number of PCM units 9 11 8
Tube length per unit 10.62 10.62 9.98 m
Tube outer Diameter 15.875 mm
Tube thickness 1.245
Overcapacity 20
%
PCM volumetric fraction 55.2 48.4 40
Comparing its heat transfer characteristics with the packed bed heat storage
system, it has lower specific heat transfer area (even with the fins used to increase
heat transfer area), mainly due to the higher storage density of the module, and
higher convective heat transfer coefficients due to the pipe flow regime with turbulent
Reynolds numbers.
Table 6.14: Heat transfer characteristics for all compact latent heat storage systems
modelled.
Household Terraced Semi-detached Detached Units
Heat transfer area 7.16 8.75 6.147 m2
Specific HT area 38.63 38.63 39.72 m2/m3
To water buffer tank 1.94 1.83 1.69 kWh/kWh
Reynolds Number HTF flow 651-6510 533-5330 733-7329
HTF hcv 305-2332 288-1898 323-2050 W/m2.K
Storage capacity [40 to 65◦C] 18.72 24.53 18.68
kWhPCM heat storage capacity 14.46 17.67 12.08
Sensible heat storage capacity 4.26 6.86 6.6
λ Insulation 0.036 W/m.K
t insulation 80 mm
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Figure 6.23: Predicted temperatures obtained from the numerical model simulating
the compact latent heat storage for all dwellings.
The calculated yearly energy savings and CO2 reduction were better than the
results for the packed bed storage system mainly due to the lower outlet temperature
of the buffer tank. That may be due to the larger volumetric fraction of the compact
thermal store itself, allowing a larger thermal gradient to develop between the fluid
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flow and the PCM, hence bigger temperature recoveries when the thermal store is
idle.
Table 6.15: Calculated seasonal results for heat pump and solar thermal consump-
tion and yearly CO2 emissions reductions and savings for the compact latent heat
store with smaller buffer tank.
Dwelling Season
Heat pump
Solar
collector
CO2 emissions
Year reductions
CO2 Energy
[kWh] [kgCO2] [%]
Terraced
Winter 895 12 336
55 73
Spring 624 99 215
Summer 272 76 80
Autumn 266 165 77
Semi-detached
Winter 1269 86 472
57 75
Spring 906 816 306
Summer 201 228 62
Autumn 268 183 81
Detached
Winter 1229 176 456
61 78
Spring 495 592 171
Summer 79 728 25
Autumn 172 448 48
6.7 Economic comparison of all modelled systems
To estimate a simple payback period for a 20-year life cycle, an assessment of likely
costs was made for all the required components and installation costs of the proposed
systems. In terms of the heat source, table 6.16 presents the capital difference cost of
installing an air-source heat pump unit with solar thermal collectors unit compared
to a conventional gas boiler unit. Based on the studies performed by Najera [184],
installation costs were considered 10% of the initial capital expense (CAPEX) and
yearly operation and maintenance 2% of the initial CAPEX.
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Table 6.16: Heating system price description by component for the 3 modelled
dwellings, and total difference to a gas combi boiler system.
Prices Component Terraced Semi-detached Detached Ref.
Solar thermal
system [£]
Thermasol (TS8001) panel 300 600 [185]
Grundfos UPS pump 89 110 [186]
Solar control box 164 [187]
Hydraulics
(tubing+valves+filters)
150 225 [188]
Total solar thermal system 703 1099 -
Air-source
heat pump
[£]
11kW Outdoor Unit
(ERSQ011AV1)
2472 [29]
11kW Hydrobox
(EKHBRD011ACV1)
2985
Combi-boiler
[£]
Worcester combi boilers 996 1098 [172]
Cost difference between ASHP + solar
thermal to gas boiler [£]
5164 5458 -
Table 6.17 presents a general comparison of the thermal storage costs of each
modelled system. For the buffer tank pricing, a correlation based on the buffer tank
water volume (in liters) was adopted by Na´jera [184] was used, presented in equation
6.16.
Cvol(V ) = 3E
−8 · V 3 − 4E−4 · V 2 + 2, 312 · V [£]; (6.16)
Packed bed spherical enclosures were considered to be mass produced similar to
the production of polyethylene ice bags, where the molten PCM would be injected
in a large polyethylene bag and a hot metal mould heat seal the plastic enclosure,
producing small PCM spheres.
The compact latent heat storage system presents the lowest CAPEX, mainly due
to the estimated cost of the buffer tanks. the copper tube was considered to cost
3.491£/m based on [188] and the tube bending was assumed to be mass produced
at a cost of 1.115£/U − turn. The packed bed heat storage system has a lower
CAPEX than the buffer tank due to the cost reduction obtained by reducing the
buffer tank size.
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Table 6.17: Estimated storage system prices for each modelled dwelling.
Component costs [£] Terraced Semi-detached Detached Reference
Gas boiler (reference) CAPEX 996 1099 [172]
ASHP + buffer
tank
ASHP +
solar thermal
6160 6556 -
Buffer tank 1348 (653L) 1705 (856L) 1346 (652L) [184]
CAPEX 8259 9087 8692 -
ASHP +
Packed bed
buffer tank
ASHP + solar
thermal
6160 6556 -
Buffer tank 770 (354L) 984 (461L) 768 (353L) [184]
Spherical
enclosures
215 [189]
PCM 18 (181L) 24 (238L) 18 (180L) [177, 190]
CAPEX 7879 8556 8312 -
ASHP + buffer
tank + Compact heat
storage
ASHP + solar
thermal
6160 6556 -
Buffer tank 283 (125L) 468 (210L) [184]
U turns 181 (162) 221 (198) 161 (144)
[188]
Copper tube 334 (95.58m) 408 (116.82m) 279 (79.84m)
Soldering 46.1 (3.3h) 54.5 (3.9h) 100.6 (7.2h) [191]
PCM 18 (185L) 22 (227L) 15 (155L) [177, 190]
CAPEX 7724 8503 8338 -
Table 6.18 presents the levelized cost of heat (LCOH) for each system according
to dwelling size. Equation 6.17 presents the procedure used to determine, for a
lifetime of 20 years [170] and an interest rate (the ”r” variable in equation 6.17)
of 3.5%, the LCOH for each system (assuming a “zero-risk” investment), based on
Andrew [170].
LCOH =
CAPEX·r
1−(1+r)−n +OPEX +Qused + Etariff
Heatproduced
· 1000
[
£
kWh
]
(6.17)
Table 6.18 presents a comparison between all the systems studied in regards
to their yearly operational expenses, fuel consumption and levelized cost of heat
(LCOH). The LCOH for all storage systems reduces with increasing storage capacity;
the compact thermal storage systems offer the lowest values of the 3 storage systems
studied. The buffer tank presents the highest CAPEX of the storage systems studied;
its LCOH is still higher than the other two storage systems due to its lower energy
savings. Gas boilers at current gas prices are still the most economical option,
however they match the LCOH of the studied compact systems if a carbon tax of
11£/ton is added to the fuel price, a value below that estimated by Brink [192] of
around 17£/ton for 2016.
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Table 6.18: Detailed OPEX and fuel consumption prices and LCOH for each system
modelled.
Component Terraced Semi-detached Detached
OPEX /Fuel
[£/year]
Gas boiler system 36/341 31/445 31/384
ASHP + Buffer tank system 150/249 165/293 158/269
ASHP + Buffer tank
packed bed system
143/245 156/286 151/265
ASHP + Buffer tank +
compact system
140/229 155/279 152/222
Yearly heat used [kWh/year] 6 559 8 942 7 546
LCOH
[£/MWh]
Gas boiler system 70.99 66.87 71.14
ASHP + Buffer tank system 149.45 122.69 137.69
ASHP + Buffer tank
packed bed system
143.77 116.7 132.6
ASHP + Buffer tank +
compact system
139.15 115.37 127.25
Assuming the 11£/tonCO2 applied to current natural gas boilers, the payback
period and total return on investment (ROI) were calculated for the replacement of
current natural gas heating system in each dwelling using equation 6.18 and 6.19.
The calculated savings are the difference in fuel consumption costs between the
reference gas boiler and the studied system.
ROI =
Savingsyear −OPEX − CAPEX·r1−(1+r)−n
CAPEX·r
1−(1+r)−n +OPEX +Qused · Etariff
(6.18)
CAPEX · r
1− (1 + r)−npayback = Savingsyear −OPEX −Qused · Etariff (6.19)
Table 6.19 presents the ROI and payback period for all systems studied. From
the analysis made, compact latent heat storage systems offer the lowest payback
periods and a higher return on investment for a 20-year period for all dwellings.
The values between brackets on table 6.19 represent the required CAPEX reduction
to obtain an average ROI of 60% for all dwellings in each storage system. The value
chosen was assuming the investment would meet the annual inflation rate of 3% over
20 years.
Table 6.19: ROI for the 20-year life cycle and projected payback period for each
system, assuming a replacement for the gas boiler system used as reference.
Component Terraced Semi-detached Detached
Total ROI
[%]∗
Buffer tank system (41%) 33.5 89.9 59.8
Packed bed system (35%) 32.5 92.0 58.1
Compact system (31%) 35.2 86.0 62.6
Payback
[years]
Buffer tank system 24.6 14.9 18.9
Packed bed system 21.6 13.1 16.9
Compact system 19.5 12.7 15.1
∗ values in parenthesis correspond to the CAPEX discount applied to the whole system
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6.8 Conclusions from the integration of phase change
materials into domestic water heating systems
Thermal stores including phase change materials have the potential to store larger
amounts of thermal energy within smaller temperature ranges when compared to
water-based thermal stores. Due to the low thermal conductivity of many PCMs,
poor rates of thermal diffusion within the PCM can reduce significantly the nominal
storage system charge and discharge heat transfer rates.
Due to the versatility in store geometry possible with encapsulated packed bed
systems they appear to be a feasible option for integrating PCMs into conventional
domestic space heating systems. Inserting the PCM filled spheres into standard
water buffer tanks can be achieved without major technical challenges. The lower
PCM volume fraction achievable when compared to more compact store designs
such as the tube in tube, can limit the increase in heat storage capacity; however,
the increase in specific heat transfer area reduces the effect of having low thermal
conductivity.
The numerical models developed to evaluate the replacement of conventional gas
fired boilers with heat pumps coupled with a PCM thermal store to offset heat pump
operation from peak electrical demand periods, predicted that CO2 emissions for all
the three dwelling studied could be reduced yearly by 51.8% using a packed bed
of PCM spheres and 57.3% using the compact latent heat store with current grid
emission values, as shown in table 6.20.
Table 6.20: Comparison of the results obtained for all the systems studied.
Yearly energy used [kWh/year] Yearly CO2 emitted [kgCO2/year] Average
energy savings
[%]
Average
CO2 savings
[%]
Terraced Semi detached Detached Terraced Semi detached Detached
Reference 7717 10520 8878 1574 2146 1811
Buffer tank system 2305 2819 2546 763 1153 939 71.5 51.2
Packed bed system 2262 2741 2489 385 606 496 72.2 51.8
Compact system 2066 2656 1985 212 346 304 74.8 57.3
Economically, the integration of PCMs into domestic hot water systems is a
costly solution, using current energy prices, the best levelized cost of heat obtained
with the compact latent heat storage system was 127.77£/MWh. A carbon tax
added to current natural gas consumption of 11£/tonCO2 is required to make the
levelized cost of energy supplied using natural gas equal to that using the compact
latent heat storage system, assuming a 20 years life cycle, this value is still less than
the assumed 17£/tonCO2 by the UK government for 2016. If 31% of the initial
capital expense is supported by the government, replacing current gas boilers with
air source heat pumps with a compact latent heat store had an average return on
investment for a 20-year cycle around 60% for all the dwellings modelled.
Shifting domestic hot water and space heating loads into off peak periods of the
national grid by using compact thermal energy storage systems will allow further
integration of heat pumps, so that its use does not adversely affect the electrical
supply system.
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Chapter 7
The potential of phase change
energy storage to integrate
industrial waste heat into district
heating networks
District heating (DH) systems are comprised of insulated piping networks which
deliver heat via steam or hot water to serve the space and water heating demands
of multiple buildings [28]. They are generally seen as a convenient, economic and
environmental-friendly way to supply heat to a large amount of buildings.
While the technical components of DH are relatively mature [193], their inte-
gration into the UK’s space and water heating market is somewhat unsuccessful
(around 2%, compared to 47% in Denmark and 55% in Sweden in 2012 [28]).
There are two main limitations to significantly scale up DH installations in the
UK. First, while DH is an inherently local infrastructure, it is competing in a lib-
eral and private market, where the main players international scope challenges the
development of locally-specific systems [193]. Secondly, shifts in the role of local
government, from service provision to enabling others to provide services led to an
increase in public and private service providers, reducing the in-house capabilities
of local authorities to plan, design and operate technically and financially viable
schemes [193].
Integrating industrial waste heat into a district heating network can offer the
possibility to provide cost effective hot water and space heating, improving also the
industrial process efficiency, although the process industry heat source distance to
the DH network often minimizes available heat and economic gains due to increased
piping heat losses and costs. Phase change materials could improve the economic
feasibility of such systems by providing a portable thermal storage solution, charged
with industrial process waste heat and discharged to nearby DH networks.
7.1 Overview of the district heating networks in
the UK
There are 81 district heating schemes implemented in the UK as of the end of 2016
according to [194]. In practical terms, a DH network should operate between 58-
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82◦C [195], in order to obtain relatively low flows, hence minimizing the district
heating pipe cross section and its heat losses. A brief description of some of those
schemes will be made in the next paragraphs.
7.1.1 Aberdeen heat and power Ltd.
Aberdeen heat and power ltd. was created in 2002 by the Aberdeen city council
to develop Combined Heat and Power (CHP) schemes for the city to investigate
the potential cost reductions in providing communal heat and reduce the council
CO2 emissions. It has four projects running (Seaton, Hazlehead, Stockethill and
Tillydrone).
In Seaton, a gas engine sells 2.1MWe to the electrical grid whilst providing
7MWth (backed up by a gas boiler) to a district heating network composed of 14
multi-storey blocks consisting of 1243 flats, 5 public buildings and a swimming pool.
The second project installed was the Hazlehead energy centre, with a CHP pro-
ducing 212kWe and distributing 350kWth to four multi-storey blocks comprising 209
flats, a sheltered housing scheme, Hazlehead academy, public swimming pool and
sports pavilion. Due to the different heat profiles of the public buildings and the
blocks of flats, the CHP can run throughout the year.
Stockethill energy centre has 2 steam boilers producing steam to a 212kWe steam
generator and distributing 300kWth to 4 blocks with a total of 268 flats. Due to the
load being only domestic flats, the steam generators do not operate 24/7 due to the
heat profiles of the domestic users. The site has been extended to provide heat to 4
more blocks comprising 350 flats and a bigger generator is being installed.
7.1.2 Thameswey Energy Ltd.
Thameswey energy Ltd was created in 1999 by Woking borough council, part of the
Greater London urban area. The company developed a joint venture with a Danish
company to develop a CHP with DH network unit in Woking and one in Milton
Keynes.
Woking CHP unit comprises a Deutz DK-TBG620 V16K gas engine providing
1.4MWe and 1.4MWth and 2 backup gas boilers with 1.5MWth capacity, providing
district heating to 2000 residential buildings and 170 commercial offices.
Milton Keynes CHP unit comprises two GE Jenbacher J624 gas engines that
provide 3.2MWe and 3MWth each, and a 10MWth backup gas boiler to supply
district heating to nearly 3000 residential buildings and over 1100 commercial offices.
7.1.3 Birmingham Distric Energy Company Ltd.
In 2006, the Birmingham city council developed a partnership agreement with the
energy services company ENGIE, to construct a CPH with district heating network
under a 25-year “concession contract”.
Birmingham district heating network comprises 3 individual schemes: Broad
street scheme, Aston University and Birmingham children’s Hospital. The broad
street scheme comprises one CHP unit with a capacity of 3.6MWe and 3.5MWth,
backed up by a gas boiler with 11.8MWth of capacity. It provides district heating
to 5 public buildings, one hotel and to Cambridge and Crescent residential towers,
with a total daily heat consumption of 55.6MWh.
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The Eastside scheme, completed in 2009, has 2 gas engines in Aston Univer-
sity (one with 2.0MWe and one with 1.0MWe) with a total electrical capacity of
3.0MWe and a thermal capacity of 2.9MWth, backed up by a combined capacity of
14.3MWth backup/top-up gas boilers (two with 3.5MWth and one with 7.3MWth).
A new energy centre was added to Birmingham children’s hospital and connected
to the East side heat network with a 1.6MWe gas engine and two 4.5MWth back
up gas boilers. The heat network provides 4 public buildings (Aston University,
Birmingham children’s hospital, new Birmingham magistrate’s court and Lancaster
circus) and 3 clusters of buildings (Bagot street, Woodcock street and Masshouse
block M), with a daily heat consumption of 54.8MWh The 2 heat networks were
connected in 2015, with the addition of a new gas engine providing 1.6MWe and
1.55MWth in Birmingham new street station.
All of the example district heating networks briefly detailed in the paragraphs
above are agnostic to the heat source being used; hence the indirect integration of
industrial waste heat via a portable latent heat store could have some economic
feasibility, and potentially avoid more CO2 emissions by reducing the use of the
backup gas boilers.
7.2 Industrial waste heat
UK industry represented 16.2% of the final energy consumption in the UK in 2016
(23.6Mtoe), with almost 73% of its energy demand for heating purposes [3]. Most
of the heat (66%, 11.37Mtoe) is used for low temperature processes (below 250
◦C),
with medium temperature processes (between 250◦C and 500◦C) representing 5%
and high temperature processes (above 500◦C) representing 29% of the total energy
used for heating purposes [196].
Within UK industry, six large sub-sectors constitute 67% of the total demand
for heat and account for nearly 70% of greenhouse gas emissions from the sector,
thus making them a natural focus for decarbonisation. Those industrial sub-sectors
are: coke and petroleum products, food and drink, pulp and paper, basic metals,
non-metallics and chemicals.
7.2.1 Coke and petroleum products
The oil refinery sector has been reducing its throughput since its 1997 peak of 97
million tonnes of crude oil. In 2012 it produced 69million tonnes of crude oil, an 8%
drop compared to 2011. Around 80% of that production is petrol, diesel, jet fuel,
gas oil and fuel oils.
This sub-sector, responsible for 30% of the UK’s industrial CO2 emissions, de-
rives 75% of its energy input through firing of oil and gas, 20% from steam (derived
also from oil and gas) and 5% from electricity. More than 67% of the energy input
is rejected to cooling systems and therefore dissipated to the atmosphere.
The refineries tend to be heat integrated, using the high temperature process
streams to pre-heat lower temperature streams before cool down. Table 7.1 presents
the waste heat from the refining processes hot flue gases feasible for integration of
PCM thermal energy storage for DH purposes. The total amount of waste heat from
flue gases is around 31.7kWh per barrel of oil refined.
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Portable thermal energy storage could potentially capture 38% of this energy
source by reducing the flue gas temperature from 150◦C to 100◦C via a heat ex-
changer, charging a thermal store from 85 to 95◦C.
Table 7.1: Waste flue gases form oil refineries that could be used in conjunction with
portable heat storage systems.
Process Type Unit Operation
Heat source
medium
Heat supply flow
[kWh/boe]
Source
Temp. [◦C]
Ref.
Distillation
Atmospheric
distillation
Gas
3.3
150 [197]
Vacuum distillation 0.9
Coking Delayed coking 2.7
Cracking
Fluid catalytic
cracking
7.3
Catalytic
hydrocracking
14.3
Combination Catalytic reforming 3.2
The six operational UK refineries have an average annual throughput of 12 mil-
lion tonnes of oil, an estimated daily energy consumption of around 12 356 barrels of
oil equivalent (boe) in each site [198]. The theoretical available waste heat from the
flue gases of the atmospheric distillation, vacuum distillation and coking is around
85.25MWh/day in each site, each site having a potential of 32.8MWh/day that could
be recovered by the use of an integrated portable thermal store discharged to a DH
network system.
7.2.2 Food and drinks sector
The food and drinks sector presents a wide heterogeneity of processes and type of
product output (sugar, beer, coffee, canned food, etc). The majority of energy used
in the sector, around 75%, is for heating/cooking, baking, drying and evaporation
processes. On average, more than 80% of the required heat is produced by CHP
units, steam boilers and gas fired ovens.
Most of the on-site heat recovery measures such as economizers for the boilers
and burners for the waste heat from fryers are available for deployment; however,
due to the competitiveness of the sector, such efficiency measures are difficult to
implement if the investment payback period is longer than one year. Nevertheless,
their close proximity to urban areas could present opportunities for a portable latent
heat storage unit, with the main waste heat sources presented in table 7.2.
Table 7.2: Industrial waste heat from the food and beverages sector that could be
used in conjunction with portable heat storage systems.
Process Type Unit Operation
Heat source
medium
Heat supply flow
[kWh/kgendproduct]
Source
Temp. [◦C]
Ref.
Boilers Atmospheric distillation
Flue gas
0.025 145
[199]Baking Delayed coking 0.018 170
Drying Fluid catalytic cracking Hot air 0.035 125
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Of all the food industry sources of waste heat, sugar plants present the largest
percentage of CO2 emissions, due to the energy intensity of the distillation process.
On average, a sugar production plant in the UK produces around 220 000 tonnes of
sugar [28], with nearly 1.17kWhth for each kg of sugar produced lost through flue
gases exiting at 210◦C [200].
Inserting an economizer in the tube stack to charge a thermal store could capture
31.5% of this waste heat, cooling the flue gas down to 150◦C and charging a thermal
store from 90 to 145◦C. This would lead to a total of 222.1MWhth of waste heat
that could theoretically be retrieved by using thermal energy storage to transport
heat and discharge to a DH network each day.
7.2.3 Pulp and paper sector
There are 51 pulp and paper mills operating in the UK [3], with the largest 10 sites
representing 70% of the whole production. The sector has suffered a continuous
decline over the past ten years; packaging materials (48%) and graphic papers (27%)
form the vast majority of the sector. All the main processes operate near ambient
temperature, with the exception of drying. The normal energy consumption per
tonne of paper is around 1400kWhth and 425kWhe.
There is some heat recovery commonly from the CHP condensates and steam
boiler economizers, with limited scope for heat recovery around the wet processes
prior to the paper dryers [206]. Table 7.3 presents the waste heat processes suitable
to be recovered by thermal energy storage for DH networks in the sector.
Table 7.3: Industrial waste heat from the paper and pulp sector that could be used
in conjunction with portable heat storage systems.
Process Type
Unit
Operation
Heat source
medium
Heat supply flow
[kWh/tonneofpaper]
Source
Temp. [◦C]
Ref.
Air
compressors
Vacuum
production
Exhaust air 270 160 [196]
With a relatively small percentage (less than 10% of final energy demand in
the sector, according to [196]) when compared to the waste heat from the drying
process, the exhaust air from the compressors has an acceptable temperature to
recover up to 41% of that waste heat, cooling the exhaust air of the compressors
from 160 to 100◦C. The annual paper production of 2015 was 3970 thousand tonnes
of paper and paperboard. If the 10 largest production sites cover 70% of the total
production, then an estimated daily output for each site can be determined to be
around 205.6MWh of waste heat from the air compressors [201]. That would lead
to 88.1MWh of available waste heat to be recovered for DH networks by cooling the
exhaust air from 160 to 100◦C.
7.2.4 Basic metals sector
The UK iron and steel sector can be divided into three sub-sectors: integrated (con-
tinuous process using blast furnaces), mini mills (batch-like process using electric arc
furnaces) and others (comprising a large group of miscellaneous plants for annealing,
re-rolling, etc.).
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There are 3 integrated production sites that produced 7.5 million tonnes of crude
steel in 2012. The blast furnace process blows hot air (at 900◦C) from the furnace
base and pours the iron ore, coke (previously carbonized from coal in a coke oven)
and limestone from the top of the furnace.
Oxygen combustion from the hot air with coke producing carbon monoxide and
heat removes the process oxygen from the iron ore. Then, the iron is melted, and
the resulting liquid iron flows towards the basic oxygen vessel, previously charged
with scrap steel. In that vessel, pressurized pure oxygen is blown, reacting with the
remaining carbon, separating them from the metal and producing steel.
Table 7.4: Industrial waste heat from the steel and iron sector that could be used
in conjunction with portable heat storage systems.
Process Type Unit Operation Heat source medium
Heat supply flow
[kWh/tonneofsteel]
Source
Temp. [◦C]
Ref.
Coke ovens
Sensible heat
removal
Gas 82 980
[198]
Heat recovery
from hot coke
Solid 62 800
Exhaust gas
from blast stoves
Exhaust gas 58 200
Blast furnaces
Heat recovery
from hot slag
Solid 100 1300
Exhaust gas
from blast stoves
Exhaust gas 82 250
Basic Oxygen Furnaces
Heat recovery
from hot off-gases
Gas 141 1700
Heat recovery
from slag
Solid
6 1500
Steel casting
Heat recovery
from hot cast steel
352 1600
Hot rolling
Heat recovery
from hot rolled steel
1395 400
Most of the wasted heat derived from the hot slag, hot cast and hot rolled
steel is difficult to capture due to the technical barriers of directing their radiant
heat to an active heat transfer device. In 2015, steel output from blast furnaces
was 8.7 million tonnes and coke output from coke ovens was 2.7 million tonnes
[202]. Recovering heat from processes with operational temperatures above 500◦C
presents some technical difficulties due to the special material requirements for the
heat exchangers and the narrower selection of heat transfer fluids available (air or
molten salts [203]).
Focusing on the most feasible waste heat sources, retrieving the exhaust gases
from blast furnaces could generate 651.5MWh and from coke ovens 143MWh. By
cooling the blast furnaces exhaust gas from 250 to 150◦C and the coke ovens exhaust
gas from 200 to 120◦C would lead to a theoretical waste heat capacity of 283.3MWh
and 63.6MWh/day, respectively.
7.2.5 Non-metallics sector
The non-metallics sector comprises two major energy users: glass and cement pro-
duction sites. The UK glass industry has an annual throughput of around 4 million
tonnes of glass, which can be divided into 3 different products: container flat and
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domestic. Container glass such as bottles and jars accounts for 60% of UK glass pro-
duction and is divided into 6 manufacturers. In the flat glass industry, 3 companies
produce 32.5% of the total UK glass production.
Energy is a major consideration in the industry, representing one of the largest
operational costs (36% of the gross value added). Nearly all the thermal energy is
used in the melting/refining furnace. Waste heat is generally recovered from the
firing process via regenerators, recovering nearly 50% of the heat from the process.
Waste heat available from furnace flue gases still has high exergetic value (316kWh
per tonne of glass at 500◦C), a temperature suitable for a Rankine steam power cy-
cle. If used to charge a thermal energy storage system, it would have a theoretical
259.5MWh for each site to charge a thermal store from 90 to 145◦C, cooling the flue
gas from 500 to 150◦C.
The UK cement sector consists of 11 production sites with a typical annual
throughput of 10 million tonnes of cement. Cement production can be divided into
2 steps: clinker production and the grinding and mixing. Clinker is made in a
rotary kiln at temperatures up to 1450◦C, then it is ground with the other minerals
(gypsum and limestone), to produce cement.
The typical cement kiln burns 50-55% coal and 35-40% of waste derived fuels
(tires, sludge, bone meal, etc), and most of its CO2 emissions are derived from
the decomposition of Calcium carbonate (around 60%) [198]. Similar to the glass
production sites, energy represents a huge portion of the operational costs, around
34% [19]. Main heat recovery tasks applied are using pre-heat chambers to pre-heat
the raw material, although nearly 39% of the energy input is still wasted through the
flue gases from the pre-heater and the pre-calciner (417kWh/tonofcement) at around
338◦C.
By cooling that flue gas to 150◦C, a theoretical 519.6MWh of waste heat could
be used to charge a portable latent heat store from 85 to 145◦C per production site
each day via an economizer installed in the flue gases tube stack.
The ceramics industry is the last main production group in the non-metallics
sector. Brick production consumes approximately half of the energy consumption in
the ceramics industry. The firing process is the most energy intensive in the brick
making process, usually using natural gas because of its clean burn characteristics
and easier maintenance [198]. The drying process is the second largest energy user,
although most of its heat is recovered from the firing kiln. A typical brick production
site consumes around 694kWh of gas and 69kWh of electricity, wasting 228kWh in
the flue gas from the kiln per tonne of brick made. The flue gas exit temperature is
around 165◦C. By cooling it down to 100◦C, a theoretical 21.4MWh of waste heat
could be captured by charging a thermal store from 85 to 95◦C.
7.2.6 Chemicals sector
The chemicals industry comprises a variety of different products, from (in)organic
bulk chemicals to small volume special products. It was the largest energy con-
suming industrial sub sector in 2016, responsible for 13% of the final industrial
energy consumption [3]. Most chemical production facilities are already heavily
heat-integrated, usually due to their close proximity with local urban areas, facili-
tating its integration into DH networks [198].
The UK chemical manufacturing is largely centred in the north of England and
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due to the heterogeneity of the sector, the functional unit would have to be the
energy input, as seen in table 7.5.
Table 7.5: Industrial waste heat from the chemical sector that could be used in
conjunction with portable heat storage systems.
Process Type Unit Operation
Heat source
medium
Heat supply flow
[kWh/kWhinput]
Source
Temp. [◦C]
Ref.
Curing
Processing
Furnace exhaust Exhaust gas
0.07
200 [198]
Cleaning/drying
/heating
Boiler exhaust 0.08
Due to the heterogeneity of the sector and its inherent heat integration philoso-
phy into DH networks, portable thermal storage systems would not be used in the
sector. Table 7.6 presents a compilation of the potential waste heat sources in the
various industrial sectors detailed above. The focus is on flue gases from the various
heat treatment processes, hence requiring the installation of an economizer on the
exhaust gas outlet, prior to the chimney.
Table 7.6: Potential industrial waste heat sources that could be used in conjunction
with portable latent heat storage systems.
Industry Unit Operation
Daily heat supply capacity
per site [MWh/day]
Source temperature
band [◦C]
Ref.
Refineries
Flue gases from the
distillation and
coking process
32.8 150-100
[199]
Sugar
Flue gases from
the evaporator
222.1 210-145
Pulp and paper
Exhaust air from
vacuum pumps
88.1 160-100 [196]
Iron and steel
Exhaust gas from
coke ovens
63.6 200-120
[198]Iron and steel
Exhaust gas from
blast furnaces
283.3 250-150
Cement
Rotary kiln flue
gases
519.6 338-150
Glass
Furnace kiln flue
gases
259.5 500-150
Ceramics
Firing kiln flue
gases
21.4 165-100
7.3 Thermal storage system integration into a DH
network
Typical district heating networks supply hot water to a set of public buildings as
well as domestic clusters, usually designed in highly populated areas to maximize the
heat sold and minimize circulation energy losses. To successfully integrate portable
thermal energy storage system with DH it should operate at a higher temperature
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band (between 200 and 90°C), providing useful heat to a DH water buffer tank
indirectly through a heat exchanger.
The energy used with hot water and space heating in domestic and commercial
buildings varies considerably throughout the year, with the heat consumption reach-
ing its maximum during winter months and minimum during summer months, as
seen in figure 7.1.
Figure 7.1: Half hourly variation of heat demand compared to the electrical demand
for the domestic and commercial sectors in 2010, from [28].
Assuming that the average daily heat demand would follow a harmonic similar
to the behaviour presented in figure 7.1, with its maximum values during the winter
months and minimum values during the summer months, the estimated annual share
of heat demand for each season is presented in table 7.7.
Table 7.7: Annual share of heat demand for each season in the UK.
Nov-Jan Feb-Apr May-Jul Aug-Oct
Annual share [%] 38.9 35.9 11.6 13.6
7.3.1 Integration of the portable latent heat store into the
DH network
The indirect integration of a compact latent heat store should be made next to
the water buffer tank, as seen schematically in figure 7.2. The thermal store would
integrate the piping heat source of the system via a heat exchanger, charging the hot
water buffer tank indirectly. The portable thermal storage system studied in this
approach would comprise a set of 25-foot cargo containers being delivered constantly
by road to the district heating network, further details of the whole system are
reported in the economic comparison of this chapter.
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Figure 7.2: Schematic integration of a portable latent heat store in a district heating
network supplied by a gas engine and a gas boiler.
To base the calculations on a practical heat demand and thermal capacity, the
heat network of Milton Keynes was chosen due to the availability of heat consump-
tion data and the mix of public and domestic buildings supplied by the district heat
network.
7.3.2 Milton Keynes heat network
The heat network of Milton Keynes has two gas engines installed in 2006 each with
an electrical capacity of 3.2MWe and a thermal capacity of 3MWth. The energy
centre also has a 10MWth back-up/top-up boiler for peak heat demands.
The heat network comprises several residential buildings, network rail company
offices, an innovation centre, some retail areas (Sainsbury’s, WHS smith, Argos) and
other commercial offices, as seen in table 7.8.
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Table 7.8: List of buildings connected in Milton Keynes Heat network
Building type Building Name
Annual heat
demand [MWh/year]
Offices Luminous House 18
Offices/Residential Moonstone House 212
Residential
Petersfield Green 240
Petersfield Green 2 240
Offices/Residential
/Commercial
Sainsbury’s and Amethyst, Topaz,
Jade, Sapphire, Quartz, Emerald,
Jasper, Pearl and Garnet Houses
4270
Residential
Ruby House 332
Opal House 402
Commercial
/Residential
Metropolitan House 906
Staten and Brooklyn Houses 955
Chelsea House 1040
Dakota House 804
Carnegie House 1070
Manhattan House 867
Offices
The Pinnacle/Innovation centre 2760
The Quadrant/Network rail 4204
Total 18310
Combining the annual shares detailed in table 7.7 with the data from the Milton
Keynes heat network presented in table 7.8, the estimated seasonal heat consumption
of Milton Keynes heat network is presented in table 7.9.
Table 7.9: Annual share of heat demand for each season in the UK.
Nov-Jan Feb-Apr May-Jul Aug-Oct
Seasonal heat consumption [MWh] 7 124 6 582 2 118 2 486
Daily heat consumption [MWh] 79.16 71.54 23.03 27.31
Using the high-resolution stochastic integrated thermal-electrical domestic de-
mand simulation tool developed by Mckenna and Thomson [31], daily heat demand
profiles were determined for each design day (21st January, 21st March, 21st June
and 21st December) to represent a typical day for each season. The high resolution
curve from the model was adjusted (multiplied by a constant coefficient) so that its
integration would represent the same daily values seen in table 7.9, obtaining the
graphs presented in figure 7.3. The maximum value during the winter months is
within the capacity of the heat source (16MW).
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Figure 7.3: Daily heat demand profiles for the Milton Keynes district heating net-
work for each season.
7.4 Numerical model developed
A 2D finite volume model was developed in Matlab to simulate the performance of a
compact latent heat store suitable for integration in the district heating network de-
scribed in figure 7.2. Similar to the algorithm developed previously for the compact
latent heat store for domestic appliances, the model simulated pure diffusion only,
with no volume changes during the melting process and isotropic heat propagation
in the PCM.
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(a) store longitudinal section (b) store transversal section
(c) tube longitudinal discretization (d) tube transversal discretization
Figure 7.4: Modelled compact latent heat store section view, thermal store top view,
longitudinal and transversal cross-section of a single tube.
The fluid flow Reynolds number used the inner diameter of the tube, with its
Nusselt number, described in equation 6.12 and from VDI heat atlas [161]. For tur-
bulent flow regimes the Gnielinski’s expression was used [161], expressed in equation
6.13 and for transitional regimes the same procedure of the compact module detailed
in chapter 6 was used as expressed in equation 6.10 and 6.11.
7.4.1 Storage material screening
From the PCM analysis made previously, for the given operational temperature
range there were 3 candidates: Magnesium Chloride Hexahydrate, Erythritol and
the eutectic mixture of urea with ammonium chloride.
The DSC analysis of magnesium chloride hexahydrate measured a melting point
of 117°C with 21◦C of subcooling. Using the 3-layer-calorimeter, the measured
subcooling was reduced to 2◦C [204].
The DSC analysis of erythritol measured a subcooling of 65◦C and a shift of
its initial melting point from 119◦C to 107◦C, due to a change of its crystal struc-
ture [74]. Hohlein measured its melting and solidification curve using the 3-layer-
calorimeter and still determine 47◦C subcooling. Agyenim [7] experienced lower
levels of subcooling around 2◦C.
Table 7.10 presents the thermal properties of the 3 candidate materials that could
be used as portable latent heat stores for district heating networks. It can be seen
that erythritol had the highest storage capacity (141kWh/m3 between 85◦C and
125◦C), although its higher bulk price makes it less competitive when compared to
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magnesium chloride hexahydrate. The salt hydrate can store twice as much thermal
energy in the described temperature range than water. All the quoted bulk prices
were based of industrial grade materials.
Table 7.10: My caption
PCM candidates
(%wt)
Temp.
Range
Heat stored
∆H/∆HH2O
λs λl Price Ref
[◦C] [kWh/m3] [W/m.K] [£/kg] [£/kWh]
Urea+NH4Cl (85/15)
85-125
88 1.95 0.76 0.58 0.214 1.49 [205, 206]
MgCl2.(H2O)6 92 2.03 0.7 0.63 0.067 0.76 [204]
Erythritol 141 3.12 0.89 0.33 3.191 14.23
7.4.2 Thermal store designed
The compact latent heat storage system was designed to fit within a 25-foot cargo
container, maximizing its storage capacity, thermal output, and minimizing its heat
losses. The cargo container would have a section for the thermal store and a section
for ancillary equipment (using a shell and tubes heat exchanger + circulation pumps
+ hydraulics) as seen in figure 7.5.
Figure 7.5: Daily heat demand profiles for the Milton Keynes district heating net-
work for each season.
Due to the expected head loss of 100kPa in the shell and tube heat exchanger
developed by EJ Bowman [207] (the PK600-3880-8), the limiting factor of the heat
exchanger was the oil pump used to circulate the oil flow on the shell side. A
catalogue research was made of Grundfos pumps and the TP series (the TP80-60/4
[208]) seemed to have the highest efficiency, providing the required head and flow
rates for the complete discharge of the portable 2MWhth in 6h.
Three sets of simulations were carried out testing the charging and discharging
process of the thermal store, aiming for a charging/discharging time of 6h, followed
by a standby test of 12h to determine its parasitic losses. Two of the thermal stores
tested had a higher PCM volumetric ratio, one with no fins (A) and one with 43
transversal fins (B). The last thermal store tested (C) had a lower PCM volumetric
136
fraction, with the same specific heat transfer area compared to the store with fins.
Table 7.11 details the properties of each thermal store studied. All of the systems
could store more than 2000kWh in the temperature range from 85 to 125◦C, using
magnesium chloride hexahydrate (with a melting point of 116◦C).
Table 7.11: Geometrical properties of the 2 designed compact thermal stores.
Parameter A B C
Thermal store capacity [kWh] 2251 2046
Store length [mm] 6400
Store width [mm] 2300 2308
Store height [mm] 2200
Transversal tubes 42 68
Longitudinal tubes 124 200
Tube spacing [mm] 50 31
Number of axial fins 0 43 0
Specific HT area [m2/m3PCM ] 21.52 64.52
Area increase [%] 0 300 0
Number of tubes 5 208 13 600
Tube ID/OD [mm] 13.31/15.79
Modelled store Volume [m3] 26.040 26.139
PCM volume [m3] 24.002 20.816
PCM fraction [%] 92.17 79.64
Insulation conductivity [W/m.K] 0.040
Insulation thickness [mm] 100
Figure 7.6a and 7.6b presents the simulated results for the designed thermal store
A (without fins), B (with fins) and C (without fins but same specific heat transfer
area than store B). The model started by a discharge process of the thermal store
from 125◦C to 85◦C in 6h, followed by a 6h charging process up to 125◦C and then
a 12h standby process, where the flow-rate was maintained and the store outlets
connected.
Using magnesium chloride hexahydrate as the PCM, the storage charging process
would be more prolonged than the discharging process, due to the closer proximity
of the melting point of the PCM (116◦C) to the maximum temperature (125◦C).
That would eventually lead to a higher discharging heat transfer rate due to the
larger temperature range available from the melting point of the PCM to the DH
temperature of 85◦C.
The thermal stores with higher PCM volumetric fraction did not manage to fully
charge within the 6h time interval. The thermal store with the lowest PCM fraction
had the highest charging and discharging heat transfer rates and the quickest tem-
perature changes within the PCM, hence obtaining the best performance parameters
of the three stores studied.
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(a) heat transfer rate
storage capacity
(b) thermal store
temperature readings
Figure 7.6: Simulation predictions of the three storage configurations studied for
their heat transfer rate and thermal storage capacity and for the PCM temperature
and thermal store inlet/outlet temperature difference with time.
Table 7.12 presents the performance results for the simulation of the thermal
stores. The average heat transfer rate was measured including only values above
50kW. None of the thermal stores managed to fully recharge in 6h. The fastest
discharging time was achieved for store C, 4.11h. Between the thermal stores with
larger PCM fraction, the inclusion of the 43 transversal fins increased the thermal
energy charged in 6h from 1300 to 1800kWhth, although it did not fully charge the
thermal store, as seen in figure 7.6a.
Table 7.12: Fluid flow properties and thermal performance results obtained for the
3 thermal stores studied.
Thermal store A B C
Storage capacity [kWh] 2251 2046
Temperature range [◦C] 85-125
HTF mass rate [kg/s] 9.95
HTF pipe velocity [m/s] 0.017 0.006
HTF Reynolds 41 16
HTF convective heat transfer [W/m2.K] 46 39
Average discharging rate [kW ] 333 476 559
Average charging rate [kW ] 155 229 247
Charging/Discharging time [h] 6/6+ 5.1/6 4.11/6
Charging capacity in 6h [%] 48.18 64.11 75.29
Self- discharge rate [W ] 182 655 954
From the numerical results obtained, latent heat store C was chosen due to the
better thermal performance obtained: fastest discharging time and highest discharg-
ing rate. Thermal store C had the highest self-discharging rate of 954W, although
it is still negligible compared to the storage capacity (around 0.57% heat lost in
12h). The store had also a lower flow Reynolds number due to the larger number
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of tubes. The inefficiencies of the thermal stores A and B were due to their wider
tube spacing among the PCM (50mm).
7.5 Predicted daily performance in each season
Using the thermal demand profile detailed in figure 7.3, the portable latent heat
store was integrated into the modelled Milton Keynes district heating network. The
model included 3 hot water buffer tanks with a capacity of 160m3 each, providing
a hot outlet of 85◦C and receiving a cold inlet from the heat network of 55◦C, a
temperature range commonly used by commercial district heating plants [50].
A series of portable latent heat stores could be charged at a nearby cement plant
located in Rugby, 40 miles away from the energy centre. They could be discharged
to the hot water buffer tanks, being rotated every 6 hours. Three sets of storage
systems can work continuously between the energy centre and the cement factory,
with 2 sets at the cement plant charging and a set at the energy centre discharging.
This would allow a period of 12h for charging and 6h for discharging for each set.
With 2 thermal stores at any given time in the cement plant would allow the flue
gas heat exchanger from cement plant to operate at a constant heat flow. Figure
7.7a and 7.7b present a general view of the portable latent heat store designed.
(a) section view (b) isometric view
Figure 7.7: Schematic representation of a 2000kWhth portable latent heat store
within a 25-foot cargo container.
Three different scenarios were assessed: none, one and three portable thermal
stores; to evaluate the potential reduction in the gas boiler use for each scenario. The
gas boiler is activated when the water tanks thermal storage capacity goes below 40%
and is deactivated when it reaches 65%. The CHP was activated during peak hours
(from 07.00 to 22.00) and deactivated if the water tanks reach 80% storage capacity.
The portable latent heat storage set would operate until the thermal storage capacity
of the tank reaches 90% and be replaced when its outlet temperature drops below
100◦C.
Table 7.13 presents the yearly energy consumption for each heat source in each
case studied. The obtained reduction in gas boiler use increases with increasing
number of portable latent heat stores, reducing the CHP unit operating time.
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Table 7.13: Yearly boiler, CHP unit and latent heat store system (LHS) thermal
energy supply.
System No LHS 1 LHS 3LHS
Boiler use [MWhth/year] 5497 4 111 2 826
CHP use [MWhth/year] 12 806 11 407 9 159
CHP use [MWhe/year] 13 659 12 168 9 770
LHS use [MWhth/year] 0 3 410 9 417
Figure 7.8 presents the daily temperature profiles for each season for the PCM
and the water buffer tanks top and bottom temperatures in each case studied. The
hot water tanks temperature gradient is nearly identical in all cases, and there are
moments in the case using 3 portable latent heat stores simultaneously where the
portable latent heat storage system is deactivated due to lower heat consumption
from the district heating network. In both cases employing portable thermal stores,
the PCM temperature does not diverge much from the compact latent heat store
flow outlet temperature, indicating a good heat exchange between the PCM and the
heat transfer oil.
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Figure 7.8: Daily predictions of the buffer tank top and bottom and PCM average
temperature for the 3 cases modelled: no portable thermal store, with 1 and with 3
portable stores discharging simultaneously.
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Figure 7.9: Daily cumulative heat output profiles for the 3 scenarios simulated: no
portable thermal store, with 1 and with 3 portable stores discharging simultaneously.
Figure 7.9 presents the thermal energy delivered by the boiler, CHP unit and
portable latent heat stores in each case studied. The number of actuations from the
142
gas boiler clearly reduces with the introduction of a portable latent heat store, with
the storage daily contribution surpassed when 3 portable latent heat stores are used
simultaneously.
The cement plant located in Rugby has a waste heat potential from its rotary
kiln flue gases of 519.6MWh/day as seen on table 7.6, assumptions made estimating
a daily throughput of 2490 tonnes of cement [28]. Using 1 portable latent heat store
reduced gas consumption by 10.8% and the gas boiler consumption by 21.32%, using
only 0.89% of the daily waste heat of the plant. When using 3 portable latent heat
stores simultaneously, the system gas consumption reduction was 31.11%, the boiler
had a more pronounced reduction in use of 45.92% achieved using 2.48% of the daily
waste heat available from the Cement plant.
7.6 Economic comparison of all modelled systems
A general price assessment of the whole system cost was made to assess the levelized
cost of energy of the 3 scenarios studied. In the portable latent heat store cases,
a slow charging period at the cement plant was considered, with 2 thermal stores
constantly charging and 1 store at the DH network discharging. The number of
portable stores reported previously refers to the number of sets used simultaneously.
Table 7.14 presents the initial capital expense (CAPEX) and operational expense
(OPEX) costs for the 3 cases studied. Regarding the costing of the PCM, the
database of materials presented in Chapter 4 was used. For Rock-wool insulation,
an indicative cost of 4.98£/m2 store external area was used, based on [209].
The stainless steel tubes were the most expensive component of the portable
latent heat storage system, representing 93.9% of its whole cost. Their price of
8.633£/m was based on Metals4U indicative prices [210]. The enclosure cost as-
sumed the same insulation area and a 3mm stainless steel sheet, with a price of
117.6£/m2 [211].
The circulation pumps were selected from GRUNDFOS [208] because they meet
the operational flow rate and have a pumping pressure lift of around 1bar. The price
was 1430£ for each unit, based on [212]. The shell and tube heat exchanger selected,
based on the EJ Bowman PK600-8 [207], had an indicative price of 5000£. The econ-
omizer to be installed at the cement production unit to charge the portable latent
heat stores was assumed to cost 10000£, giving a specific power cost of 16.7£/kWth.
For the 25-foot cargo container, [213] indicated 200£/unit as a reference price.
The heat transfer oil used in the simulation was shell S2 heat transfer fluid, with a
price of 2.83£/L when sold in 209L barrels [214]. The yearly transportation costs
of replacing the LHS units accounted for the 72km distance from the energy centre
to the cement unit, with a truck fuel consumption of 45L/100km at 50km/h and a
driver hourly rate of 10£/h.
For the cost analysis of the gas boiler unit, an indicative price of 0.08e/Wth was
used, based on [215]. For the CHP unit, a specific price of 32£/kWel was used ,
based on [216]. The water buffer tank capital cost, an indicative price of 962£/m3
was used based on [217]. System installation costs were assumed 5% of the initial
CAPEX [168]. Operation and maintenance costs were assumed 5% of the CAPEX
for the gas boiler and buffer tanks, and 1% for the CHP unit, in accordance with
[216]. The heat network operation and maintenance costs were based on [217],
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assuming a total of 30£/MWhth produced. For the standard gas tariff, a price of
3.2£/kWh provided by Npower was used.
Table 7.14: CAPEX and OPEX costs comparison for the systems studied.
System
No portable
store
1 LHS 3 LHS Ref.
Thermal
store
PCM cost (volume) 6 715 (62.4m3) 20 146 (187.3m3) [90]
Insulation cost (area) 1 014 (203.6m2) 3 041 (610.7m2) [209]
Tubes cost 704 480 (40 800) 2 113 440 (122 400) [210]
Enclosure cost (area) 47 880 (203.6m2) 143 641 (610.7m2) [211]
TP 80-60/4 pump 8 580 25 740 [212]
PK600-8 heat exchanger 15 000 45 000 [207]
25-foot container 6 000 18 000 [213]
Economizer 10 000 10 000 [207]
HT oil 32 107 (11 346L) 96 320 (34 038L) [214]
Total [£] 0 792 283 2 359 848
10MW Gas boiler 531 361 [215]
3.2MW Gas engine 146 073 [216]
3× 160m3 water buffer tanks 461 760
[217]Heat connections 457 500
Heat network 2 745 00
CAPEX 4 341 694 5 173 470 6 817 022
OPEX
OM boiler + CHP + water tank 66 452
[231]
OM LHS system 0 8318 24753
Gas consumption cost 972221 885969 696130
LHS yearly replacement cost 0 118336 98614
OM heat network 550 830 [217]
Total [£/year] 1 549 661 1 552 570 1 436 979
The main capital component in the CAPEX of the system is the respective heat
network and subsequent heat-metered connections (representing 83% of the initial
capital cost in the case with no portable store, 68% in the case with 1 store and
51% in the case with 3 portable thermal stores) as seen in table 7.14.
The levelized cost of energy (LCOE) for each system was calculated using equa-
tion 7.1, from [170]. It considered both the thermal energy and electricity produced
by the system.
LCOE =
CAPEX·r
1−(1+r)−n +OPEX
Eproduced
[
£
kWh
]
(7.1)
Table 7.15 summarizes the yearly results obtained with each system studied in
regards to the energy used in the gas boiler, the CHP unit and by the portable
thermal energy storage system. For a 20-year cycle and considering an annual in-
terest rate of 3.5% the LCOE obtained for each system are presented in table 7.15.
The system with no portable latent heat store presents the lowest LCOE, with the
difference to the systems with latent heat store being relatively small due to the
high CAPEX cost of the heat network itself, as seen in table 7.15.
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Table 7.15: Energy provided by each source in each system, and its respective
levelized cost of energy, for a 20-year life-cycle.
System No portable store 1 LHS 3 LHS
Boiler use [MWhth/year] 5 225 4 111 2 826
CHP use [MWhth/year] 12 173 11 407 9 159
CHP use [MWhel/year] 12 984 12 168 9 770
LHS use [MWhth/year] 0 1 704 4 706
LCOE [£/MWhenergy] 62.37 67.94 70.12
The integration of portable latent heat stores and their priority over the other
heat sources led to a decrease in the CHP unit operation time, reducing also the
yearly electricity produced. That reduction provided a lower value of energy produce
throughout the year, increasing the cost of energy of the latent heat stores.
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Figure 7.10: -Impact of the distance and of the cost reduction on the LCOE for the
portable latent heat storage systems studied.
Figure 7.10 presents the impact of the distance to the heat source and cost
reduction of the portable heat store on the LCOE of the system. For the system
with 1 portable heat store there is a bigger impact on the distance of the heat
source whilst on the system with 3 portable heat stores delivered continuously, the
cost reduction of the thermal stores has a greater impact. In none of the cases
studied the LCOE could be matched to the reference case.
7.7 Conclusions from the integration of industrial
waste heat into district heating networks with
portable phase change energy storage
The adoption of district heating networks in the UK requires strong local govern-
ments to involve and aware local communities of the economic potential of central-
ized heating solutions. Due to the flexibility of connecting any heat source to the
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district heating network, the integration of industrial waste heat does not impose
any major technical obstacles.
The UK industry sector possesses various continuous thermal processes suitable
for integration into district heating networks, mainly in the refineries flue gases from
the distillation and coking processes, flue gases from sugar evaporators, exhaust air
from vacuum pumps in the pulp and paper sector and flue gases from the various
kilns used in the cement, glass and ceramic producers.
Some of these intensive energy users are located more than 20km from local
district heating networks, where the continuous supply of portable latent heat stores
by road might be more economically feasible than connecting them to the district
heating pipe network.
A 25-foot cargo container with 26.139m3 of magnesium chloride hexahydrate
charged at 125◦C and discharged to 85◦C using a heat transfer oil can store around
2MWhth, in the ideal temperature band for an indirect discharge to a hot water
buffer tank in a district heating network. A string of these containers being con-
stantly charged at a nearby cement factory and discharged 72km away has been
studied and found to have a relatively small economic impact on the Milton Keynes
district heating network, successfully reducing the gas boiler use by 21%, while in-
creasing its cost of energy by 2£/MWh to 64.07£/MWh, an overall system yearly
decarbonisation potential of 10.8%.
To obtain better levelized costs of energy, the CHP unit should have priority to
operate at specific times, hence maintaining its electricity production. The utiliza-
tion of electric vehicles to transport the portable stores could also improve to further
decarbonize this storage solution.
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Chapter 8
Conclusions
Phase change materials can store larger amounts of thermal energy within a smaller
temperature range when compared to common sensible heat storage materials. Due
to the low thermal conductivity of PCMs, poor rates of thermal diffusion within
the PCM can seriously affect the storage system charge and discharge heat transfer
rates that can be achieved.
From the literature review made, organic compounds and salt hydrates are the
most promising materials below 100◦C due to their relative low bulk price and high
thermal storage energy density [kWh/m3]. The eutectic mixtures of urea seem
promising in the temperature band from 80 to 110◦C, and eutectic mixtures of ni-
trate salts appear promising in the range from 130◦C up to 250◦C. The utilization
of encapsulated PCMs offers the versatility of integration into any existing thermal
storage system with no major technical constraints. The lower PCM volume ratio
that encapsulated thermal storage systems have provides them with higher specific
heat transfer areas [m2/m3PCM ] when compared to more compact geometries, mini-
mizing the impact on heat transfer of the PCM inherent low thermal conductivity.
More compact systems do offer larger constant temperature output periods; however
heat transfer enhancement within the PCM is critical to achieve reasonable thermal
power output rates, since PCMs thermal conductivity can be a major issue. In gen-
eral terms, increasing the specific heat transfer area of any given thermal storage
volume to its heat transfer fluid flow will increase its heat transfer rates, however it
reduces the PCM volumetric fraction, making the thermal store less energy dense.
From the thermal analysis made, 11 promising PCMs were identified and 3 were
selected for three different applications: space cooling (5 to 25◦C), domestic heating
(40 to 65◦C) and district heating (50 to 85◦C). The decarbonisation potential and
economic feasibility of the integration of phase change materials was theoretically
analyzed for these three applications.
In office space cooling systems, using extra air ventilation or night time ambi-
ent cooling can contribute to the decarbonisation of current office HVAC systems
through electricity consumption reduction, however that reduction is more attrac-
tive with night time ambient cooling via a thermal store. Shifting daily cooling
loads with electrical off peak cooling using a heat pump has a lower decarbonisation
potential, although it successfully shifted 37% of the daily cooling demand into off
peak times. Shifting daily cooling loads into off peak times can have a significant im-
pact on the peak grid demand because building cooling loads can be met with night
time renewable generation such as wind, wave or hydro power, hence consuming low
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carbon electricity.
Shifting office space cooling demands with latent heat stores is an expensive
solution compared to increasing the building fresh air intake only (with a levelized
cost of energy of 84.45£/MWh), and the thermal stores parasitic heat losses to
ambient minimize the electricity savings of storing cooling loads during the night,
those losses being very dependent on the type of storage geometry used. The most
feasible thermal storage solution was using night time ambient cooling to charge
the thermal store and obtained a levelized cost of energy of 120.66£/MWh and
the highest overall decarbonisation of 27% of the heating and cooling system of the
building.
For domestic heating applications, packed bed buffer tanks present a promising
solution to increase the thermal storage capacity of a water buffer tank, as well
as to improve its thermal stratification. Its successful implementation relies on
the assumption that affordable small spherical or cylindrical enclosures (50-70mL
volume) will not be a constraint.
The results show that shifting domestic hot water and space heating demands
using PCMs is more economically feasible than using larger water buffer tanks due
to the reduction in storage volume achieved, although using gas boilers is still the
most cost effective solution. Integrating PCM spherical capsules into the buffer
tank reduces the required storage volume by 46%, and the levelized cost of heat by
5.65£/MWh to 131.39£/MWh. Coupling a compact latent heat store next to a
smaller buffer tank obtained the lowest levelized cost of heat of 127.77£/MWhth
and an overall decarbonisation of 57.3% of the domestic hot water and space heating
system.
The integration of a compact PCM module next to a buffer tank presents the
highest solar fraction mainly due to the lower temperature that the compact PCM
module can operate at benefitting the highest thermal stratification. The storage
system presented large temperature drops upon high heat demands (when DHW
was needed by the household). To minimize this problem, these storage containers
would perform better when there is laminar flow within the heat transfer fluid flow.
The reduction of district heating loads can be made via portable latent heat
stores and still provide a cost-effective solution when an industrial surplus of heat
is located relatively far from the district heating network. The main economic
limitations of the portable storage systems proposed is the relatively high cost of
the tube-in-tube configuration, the tubes being responsible for 89% of the total
portable thermal store cost.
To meet the UK’s 80% carbon emissions reduction targets by 2050, the decar-
bonisation of the heating and cooling sector must continue. The main conclusions
of this thesis are related to the decarbonization potential of latent heat thermal
energy storage system in the heating and cooling sector and can be summarized in
the following points:
• Shifting office cooling loads using a thermal storage system charged with nigh
time ambient cooling can reduce the electricity used for cooling by 40% (meet-
ing most of the daily cooling loads in spring, winter and autumn months and
part of cooling loads during summer months) in highly glazed office buildings
(50% glazing area);
• Shifting domestic hot water and space heating demand into economy 10 elec-
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tricity tariff periods and a solar thermal system can decarbonize the heating
system by up to 57.3% (when replacing a gas boiler with air source heat pump)
when using a buffer tank next to a compact PCM module;
• The integration of industrial waste heat into a remote district heating network
made via a continuous delivery of portable latent heat storage systems can
reduce the use of peak gas boilers up to 46%;
Thermal energy storage can provide the ability to shift peak heating and cooling
loads along with further integration of heat pumps, potentially reducing electrical
peak loads and the need for backup ancillary services such as coal and combined
cycle gas turbines required to meet that demand. Further decarbonisation of the
UK electrical grid, already achieving 15% emissions reduction from 2015 to 2016,
will have a larger impact if heating and cooling systems are further electrified.
The algorithms developed demonstrated that for a successful integration of PCMs
into any given application, the minimization of heat losses, optimization of the heat
transfer and overall cost are the three main parameters. The flexibility of the de-
veloped algorithms to simulate both the thermal store fluid flow as well as the heat
propagation within the storage material provided a useful tool to determine the
energy performance of selected geometries with relative ease for any given heat gen-
eration or demand profile. This offers a valuable tool to compare thermal energy
storage technologies for any given heating or cooling application.
The contributions to knowledge from this research can then be summarized in
the numerical domain:
• Development of numerical models to predict the thermal performance of dif-
ferent store geometries:
– Parallel slabs;
– Staggered cylinders;
– Packed beds in buffer tanks;
– Compact vertical tube in tube;
• Stratification modelling by accounting flow reversion within fluid flow;
• Integration of thermal stores into heating/cooling networks:
– Office space cooling;
– Domestic hot water and space heating;
– District heating networks;
In the material domain:
• Novel shape stabilization technique using a polymeric adsorbent (composite
adsorbent developed by [162]);
In the systems domain:
• Fast transient analysis to predict energy efficiency gains and emissions reduc-
tion (based on climate data) for a building by integrating any of the discussed
above thermal storage geometries;
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8.1 Recommendations for further work
The following recommendations are suggested for further research linked to the 3
thermal energy storage systems analyzed in this research. For office space cooling
applications:
• The experimental thermal stores constructed for ventilated appliances were not
designed for high power outputs in the 10-50kW range. The development of a
larger and optimized parallel slab thermal store should be made adopting the
heat transfer enhancement suggested for the air flow of introducing corrugated
metal sheets operating as fins to determine their thermal behaviour.
• Using the solid-liquid latent heat energy of water might be a promising storage
technology due to the storage material low cost and high storage density.
Further research should be made on the design of storage geometries that
accommodate volumetric expansions during the freezing process and how to
tackle the cooling capacity limitation of heat pumps, in order to charge larger
amounts of ice in off-peak times. Direct contact heat exchangers could offer
a cost-effective heat transfer approach to be used within ice tanks, increasing
convective flow in the liquid water.
• The integration of solar thermal into large space cooling systems is usually
made supplying part of heat required by absorption chillers. Compact latent
heat stores could increase the solar gain in such systems by maintaining the
heat source at 90-120◦C whilst increasing thermal storage capacity 3-5 times
compared to current oil based buffer tanks within that temperature band.
For the integration into domestic hot water and space heating applications:
• The impact on thermal storage capacity and thermocline degradation within
domestic-scale water buffer tanks could be investigated with and without en-
capsulated PCM.
• A compact module could also be tested in low fluid flow regimes or even within
a solar thermal system in closed loop, exchanging heat indirectly with a hot
water tank via a shell and tube heat exchanger. This would maximize the en-
ergy provided by solar thermal collectors by maintaining the compact thermal
store at a lower temperature around 25-35◦C. Using a lower temperature ther-
mal store would also require the use of low temperature convector radiators
or even underfloor heating, maximizing the COP of the heat pump.
For the integration of thermal energy storage into district heating networks:
• The increase in thermal storage capacity of current water buffer tanks by the
direct integration of PCM capsules to the tank should be studied within the
55-85°C working temperature range to determine their thermal behaviour.
• Large compact thermal energy stores offer the possibility to transport heat
into nearby integrated heat networks. The theoretical system studied in this
research of a high power latent heat store relied on the assumption that the
heat transfer fluid flow would distribute itself evenly throughout all the tubes.
An experimental prototype could be developed to measure the inefficiencies
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of the fluid flow distribution and to determine where parasitic heat losses are
more likely to occur.
Other potential applications that could benefit from latent heat storage could
be electrical ancillary services such as nuclear power plants, allowing them to flex
some of its daily heat production according to the required demand:
• Pressurized water-cooled nuclear reactors operate around the 290-330°C tem-
perature band and are a potential candidate to decarbonize the electrical sup-
ply. Allowing their electrical production to be more flexible whilst maintaining
a near constant heat output could be made possibly via large thermal storage
containers using molten salts. Using encapsulated PCMs within those molten
salt tanks could increase thermal storage capacity around 4-6 times over the
operating temperature range, potentially making more cost effective storage
solutions possible.
• Sodium-cooled fast reactors are considered a promising recycling solution for
used nuclear fuel. Flexing their electrical output by integrating large molten
salt tanks is also an option to be considered, but due to the larger temperature
band available between 320 and 475◦C, using encapsulated PCMs can only
increase the thermal storage capacity by 60%.
The characterization of other key material properties during phase change
(mainly viscosity, density and thermal diffusivity) should also be made for the
promising PCMs studied. That would allow a more detailed theoretical analysis
to calculate the velocities due to buoyancy effects in the molten PCM, since it has
a great impact on the thermal behaviour within the storage material.
Enhancement techniques such as the shape stabilization are promising solutions
to improve thermal performance of organic PCMs below 100◦C due to the feasibility
of currently used adsorbents and their bulk thermal conductivity can be increased
50-100% with a relatively low mass fraction of bulk graphite (5%wt). Novel thermal
storage containers with these shape stabilized materials could be more accurately
optimized to the required heating or cooling profiles of a specific application using
the algorithms developed since there would be no molten PCM within the container
and only thermal diffusion would occur. After being validated for the respective
application, these algorithms could be implemented into the thermal storage system
control unit to provide real-time predictions of the thermal storage capacity and
allow the heating or cooling system to adapt its operation more accordingly to the
actual demand.
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