Investigation of REFINED CNN ensemble learning for anti-cancer drug
  sensitivity prediction by Bazgir, Omid et al.
Investigation of REFINED CNN ensemble
learning for anti-cancer drug sensitivity
prediction
Omid Bazgir1, Souparno Ghosh2, and Ranadip Pal1*
1Department of Electrical and Computer Engineering, Texas Tech
University
2Department of Mathematics and Statistics, University of
Nebraska-Lincoln
Abstract
Anti-cancer drug sensitivity prediction using deep learning models for indi-
vidual cell line is a significant challenge in personalized medicine. REFINED
(REpresentation of Features as Images with NEighborhood Dependencies) CNN
(Convolutional Neural Network) based models have shown promising results in
drug sensitivity prediction. The primary idea behind REFINED CNN is represent-
ing high dimensional vectors as compact images with spatial correlations that can
benefit from convolutional neural network architectures. However, the mapping
from a vector to a compact 2D image is not unique due to variations in consid-
ered distance measures and neighborhoods. In this article, we consider predictions
based on ensembles built from such mappings that can improve upon the best sin-
gle REFINED CNN model prediction. Results illustrated using NCI60 and NCI-
ALMANAC databases shows that the ensemble approaches can provide significant
performance improvement as compared to individual models. We further illustrate
that a single mapping created from the amalgamation of the different mappings
can provide performance similar to stacking ensemble but with significantly lower
computational complexity.
1 Introduction
A primary objective of precision medicine for cancer is the selection of an anti-cancer
drug or a drug combination that is most effective for the individual patient [33]. A
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multitude of methods have been proposed to address the issue of anti-cancer drug sen-
sitivity prediction using high-dimensional genomics or chemical drug descriptors data,
but the results still imply a significant capacity for improvement [34, 29, 35, 18]. To of-
fer enhanced predictive performance, numerous deep learning based models have been
introduced recently [16, 19, 9, 36, 38, 17, 21], that are primarily either deep neural
network (DNN) or convolutional neural network (CNN) based approaches. The DNN
and 1D CNN based methods take the input data as a 1-D vector whereas the 2D CNN
based method either reshape the 1-D vector into a 2D matrix which doesn’t preserve
the embedded pattern of the data or use a problem specific tool to utilize the input
data akin to images for 2D CNN. However, in our prior work we have introduced RE-
FINED (REpresentation of Features as Images with NEighborhood Dependencies) [1]
as a general unsupervised mapping to convert any high-dimensional data into images
for training CNN models. We have shown that REFINED CNN model provides better
predictive performance as compared to DNN or random-based projection CNN models
[1]. The primary idea behind REFINED CNN is representing high dimensional vectors
as compact images maintaining spatial correlations that can benefit from CNN based
architectures. For instance, the ordering of the chemical descriptors in drug data does
not reflect the co-representation of descriptors and a random or a one by one mapping
from the vector to a 2D space will not spatially capture the dependencies. REFINED
uses a distance measure along with Bayesian Multi-dimensional scaling approaches to
map the features (e.g. genes , drug descriptors) from the vector space to the 2D plane
that spatially captures the distance relationships among the features. However, the map-
ping from a vector to a compact 2D image is not unique due to variations in considered
distance measures (such as Euclidean or Geodesic distances) and neighborhoods (such
as local or global neighborhoods). In this article, we consider predictions based on
ensembles built from such diverse mappings that can improve upon the best single RE-
FINED CNN model prediction. We investigate feasibility of ensemble learning using
different images that can be generated for each sample using REFINED. We illustrate
the advantages of three different ensemble methods including image stacking, model
stacking, and integrating REFINED with ensemble distance based learning approach
using NCI60 and NCI-ALMANAC datasets. Figure 1 illustrates the framework utilized
to train each deep CNN model. Note that we are illustrating the REFINED framework
using the problem of drug sensitivity prediction but it can be applied to any prediction
problem involving sample inputs represented as high dimensional vectors.
2 Methodology
Creating REFINED images by itself is an unsupervised learning process that enhances
performance of a CNN as a supervised model. Thus using REFINED images to train a
CNN (REFINED CNN) is a multiple step process, where at each step ensemble learn-
ing can be deployed to enhance the overall performance of the predictive model. To
perform ensemble learning in REFINED CNN models, we investigate three different
approaches, where each of them incorporates ensemble learning at a different stage.
First, we briefly explain the process of creating REFINED images, then we describe
three ensemble learning approaches we used in this study. We also define the CNN ar-
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chitectures and Bayesian optimization framework that we utilized to select the CNNs’
hyper-parameters.
2.1 REFINED CNN
REFINED [1] maps high dimensional vectors to mathematically justifiable images for
training CNN models. REFINED first obtains the Euclidean distance matrix of the fea-
tures as a distance measure to generate a 2-dimensional (2D) representation of features
where neighboring features are closely related using multidimensional scaling (MDS)
[2]. The MDS is used to create an initial feature map that preserve the feature distance
in the 2D space. Then a hill-climbing algorithm is applied on the initial feature map
with the constraint that each pixel can contain at most one feature. The hill-climbing
algorithm minimizes the cost function of absolute difference between distance matrix
in the 2D space and estimated true distance matrix, iteratively. Once the hill climbing
arrives to its optimal configuration, a unique set of coordinates will be generated for the
features that are used to map the features into the 2D space, and then create a unique
REFINED image for each sample.
By using different dimensionality reduction (DR) techniques instead of MDS as the
initialization step of REFINED, the created pattern in the images and consequently the
REFINED CNN performance will be different. As shown in [1], REFINED CNN ini-
tialized with MDS provides better prediction error as compared to Isomap [3], Locally
linear embedding (LLE) [5], and Laplacian eigenmaps (LE) [6] on the NCI60 dataset.
2.2 Model stacking
REFINED CNN Model stacking is a linear combination of REFINED CNN models
predictions trained on REFINED images. Each CNN model is trained on one set of
images created by REFINED initialized with each DR technique illustrated in section
2.1. For model stacking, we train a linear regression model on the validation set i.e.
yf = y˜w + b (1)
where w is our set of linear weights for each model that are solved through the least
squares solution [20]. The y˜ are covariates of the linear regression model, which are
indeed prediction values of each CNN model. We considered REFINED CNN model
stacking as a potential approach as earlier studies [22, 29, 35] have shown that ensemble
of models usually provide better performance than a single integrated model.
The REFINED CNN model stacking exemplifies ensembling models is more effi-
cient than a single model [22].
2.3 Image stacking
As the name implies, image stacking is simply concatenating created images for each
sample using REFINED in z-direction that creates a 3D tensor. The 3D tensor is used
to train a CNN model for anti-cancer drug sensitivity prediction with 3D convolution
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blocks as shown in figure 1. The 3D convolution blocks learn to extract joint represen-
tation of features throughout the back propagation process. Therefore image stacking
can be considered as a non-linear model stacking category.
CNN CNN CNN CNN
Stacking
Prediction
CNN
Prediction
Integration
Hill climbing
CNN
Prediction
(I) (II) (III)
Figure 1: Illustrates three ensemble learning approaches of this study where I) is stack-
ing four different REFINED CNN models to achieve the ultimate prediction. II) is
REFINED image stacking CNN model that stack images in the z-direction prior CNN
modeling and III) is integrated REFINED CNN model that integrates all the created
REFINED images into one image and then trains a CNN model.
2.4 Integrated REFINED
REFINED has twomain components, initial DR and hill climbing. Depending onwhich
DR technique we use, the initial coordinates of the features in 2-dimensional (2D) space
and their corresponding distance matrix will be different. Thus, the hill climbing algo-
rithm begins to find the optimum coordinates for the features from different starting
points, however the hill climbing may trap into different local minimum. Hence if we
use only one DR technique for initialization, there is no guarantee after the hill climbing
we will find the optimum coordinates for the features. To minimize this effect we uti-
lize ensemble of DR techniques. We use four different DR techniques including MDS,
Isomap, LE, and LLE for initialization of REFINED, where each of them produces co-
ordinates for each feature in a 2D space (Note that the coordinates may have overlaps
at this stage). Then we use the set of coordinates in 2D space to calculate Euclidean
distance matrix associated with each DR technique. Next, we calculate the average
of distance matrices. Afterwards, we incorporate the average distance matrix as the
dissimilarity matrix of Non-metric MDS (NMDS) [23]. The NMDS discovers a non-
parametric monotonic relationship between features’ pairwise Euclidean distances in
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the high-dimensional space and 2D space. Then, the coordinates produced by NMDS
are adjusted by hill climbing algorithm to avoid overlapping between them.
2.4.1 Averaging distance matrices
Among three classical Pythagorean means, for all positive values, the harmonic mean is
always the least, the arithmetic mean is always the largest, and geometric mean is always
in between [24]. Here, we used geometric mean (equation 2) and the arithmetic mean
(equation 3) to calculate the average distance matrix of distance matrices associated
with each DR technique.
GM = (
n∏
i=1
xi)
(1/n) = n
√
x1x2...xn (2)
AM =
1
n
n∑
i=1
xi (3)
2.4.2 Non-metric MDS
Suppose that for n objects that we have their experimental dissimilarity values δij . For
a configuration of points x1, ..., xn in t-dimensional space, with pairwise distances dij ,
we define the stress of the configuration:
S =
√
S∗
T ∗
=
√
Σ(dij − dˆij)2
Σd2ij
(4)
where the scaled monotonic transformation of proximity values of dˆij are those num-
bers which minimizes S subject to the constraint that the dˆij have the same rank order
as the δij . More precisely, the constraints are that dˆij ≤ ˆdi′j′ whenever δij ≤ δi′j′ . In
other words, if we consider the non-metric MDS algorithm as a twofold optimization
process: at first we need to find the optimal monotonic transformation of the features’
proximities; Secondly, the points of a configuration has to be optimally arranged, so
that their distances match the scaled proximities as closely as possible.
To investigate if the ordering of the distances are preserved under various projec-
tions, we calculated pairwise Spearman’s rank correlation between all the distance ma-
trices calculated using the coordinates associated with each DR technique as well as
the geometric and arithmetic mean of the distance matrices. As shown in figure 2, in
general, geometric and arithmetic mean of distance matrices are highly correlated with
distance matrices calculated using the coordinates associated with each DR technique.
The only low correlation value corresponds to the correlation between arithmetic mean
and LLE, where it is mainly because of low correlation of LLE with other projection
methods. Furthermore, the distribution of initial coordinates in a unit square and their
distances for each projection method is shown in figure 3. As the distribution of coordi-
nates indicates, for each DR technique, at least one of the X or Y coordinates are dense
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in one region, as shown by the mode of distribution. These modes denote that, each
DR technique discovers a unique sub-optimum embedded surface in the n-dimensional
manifold. Whereas, the distribution of coordinates and their distances of the arithmetic
and geometric mean shown in figure 3, represent more outspread non-uniform distribu-
tion as ensemble of the utilized DR techniques. Figure 4 shows images created using
REFINED at different stages ,prior and post applying hill climbing.
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Figure 2: Spearman’s rank correlation between the distance matrices calculated using
the coordinates associated with each DR technique as well as the geometric and arith-
metic mean of the distance matrices.
2.5 Datasets and Prepossessings
To evaluate our framework, we considered two datasets: (a) NCI60 dataset consisting
of drug responses following application of more than 52,000 unique compounds on 60
human cancer cell lines [25] (b) NCI-ALMANAC dataset consisting over 5,000 pairs of
more than 100 drug responses on 60 human cancer cell lines [10]. In both scenarios, we
use the chemical descriptors of drugs to predict drug responses in a specific cell line.
2.5.1 NCI60
The US National Cancer Institute (NCI) screened more than 52,000 unique drugs on
around 60 human cancer cell lines. The drug responses are reported as average growth
inhibition of 50 % (GI50) across the entire NCI cell panel [27] [25] . All the chemi-
cals have an associated unique NSC identifier number. We used the NSC identifiers to
obtain the chemical descriptor features and then used PaDEL software [26] to extract
these features for each one of the chemicals. The chemicals with more than 10 % of
their descriptor values being zero or missing were discarded. The final dataset con-
sists of 52,126 chemicals, each with 672 descriptor features and 59 cancer cell lines.
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Figure 3: Distribution of coordinates computed using four different DR techniques and
their corresponding arithmetic and geometric mean. Comparison of both X and Y coor-
dinates distribution in geometric and arithmetic coordinates indicates central tendency
of geometric mean towards the corners relatively.
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Figure 4: REFINED images created using 4 DR technique including MDS, Isomap,
LLE, LE, and arithmetic and geometric average of them as initialization step at the
first row before applying the hill climbing. The second Row represents the REFINED
images after applying the hill climbing algorithm on each initialization step.
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To incorporate the logarithmic nature of dose administration protocol, we calculated
the normalized negative-log concentration of GI50s (NORMLOGGI50). The drug re-
sponse distribution for three illustrative cell lines are shown in figures 5. We selected
17 cell lines with more than 10k drugs, to ensure availability of enough data points for
training deep learning models.
Figure 5: Normalized log of GI50 for three cell lines selected randomly from NCI60
dataset.
2.5.2 NCI-ALMANAC
The recently published NCI-ALMANAC (A Large Matrix of Anti-Neoplastic Agent
Combinations) dataset [10] provides systematic evaluation of over 5,000 pairs of 104
FDA-approved anticancer drugs were scanned against a panel of 60 human tumor cell
lines (NCI60) to discover those with enhanced growth inhibition or cytotoxicity pro-
files [32]. Combination activity was reported as a "ComboScore" that quantifies the
advantage of combining two drugs which is a modified version of Bliss independence
[11, 37]. The ComboScore is calculated based on the growth of the cell line exposed
to the drug normalized by its growth under controlled condition, it is not dependent
on the division rate of the cell line as compared to the metrics such as GI50 [12, 9].
Normalized growth percentage of ComboScore distribution for three cell lines selected
randomly from NCI-ALMANAC dataset are shown in figure 6. For each drug we used
the same chemical descriptors obtained for NCI60 dataset using the NSC identifiers.
2.6 Bayesian optimization
We used a Bayesian optimization framework [7] to optimize the all the CNN models
used for training NCI60 and NCI-ALMANAC datasets. We inherited the core of the
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Figure 6: Normalized growth percentage of ComboScore distribution for three cell lines
selected randomly from NCI-ALMANAC dataset.
CNN architectures from [1], however we searched for their optimum hyper-parameters
using the Bayesian optimization framework. We had two different CNN architectures;
one for modeling the NCI60, and another for NCI-ALMANAC dataset. The REFINED
CNN used to model NCI60 dataset, contains two convolutional and two fully connected
(FC) hidden layers where each followed by a batch normalization (BN) and ReLu activa-
tion function layer. Each ReLu activation function layer after the FC layers followed by
a dropout layer to avoid overfitting. The REFINED CNN models of NCI-ALMANAC
dataset which predict the ComboScore of two drugs, contain two input as two different
drugs in two arms. Each arm contains two convlotional layers followed by a BN and
ReLu activation layer. The two arms’ output then concatenated and flattened as a 1-D
vector as an input of two sequential FC layers, each followed by a BN, ReLu activation
function and a dropout layer. The hyper-parameters of the CNN models optimized by
the Bayesian framework includes:
• Learning rate, decay rate, and decay step of the adam optimizer
• Number of kernels, kernel size, and stride size per each convolutional layer
• Number of nodes per each fully connected layer
Bayesian optimization is a statistical framework for global optimization of expensive
black-box functions [8, 39], which contains two main components; a Bayesian objective
functionmodel (surrogatemodel), and a sampling acquisition function. The framework,
based on Bayes rule in (5), performs sampling from a distribution over the black-box
model (here is the REFINED CNN) M defined by a surrogate model, or simply put,
constructs a posterior probability distribution over an objective function mapped from
the input space to optimize the objective of interest. Specifically, we prescribe a prior
belief P (Θ |M) over the possible objective function f and then sequentially refineM
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as data are observed through updating the Bayesian posteriorP (Θ |M,D) representing
our updated belief on the likelihood of f givenN observation pairs,D = {(xi, yi)}Ni=1.
P (Θ |M,D) = P (D | Θ,M) P (Θ |M)
P (D |M) (5)
The posterior of model hyper-parameter Θ is then queried sequentially to reason about
where to seek the global optimum. The promise of a new experiment is quantified using
an acquisition function, which, applied to the posterior mean and variance provides a
trade-off between exploration and exploitation. The acquisition function evaluates the
utility of candidate points for the next evaluation, therefore, the next subset of hyper-
parameters is selected where the uncertainty is maximum dependent on the currently
seen sets. For constructing the distribution over f , Gaussian processes (GP) are widely
used due to their flexibility, well-calibrated uncertainty, and analytic properties.
3 Results
In this section, we report the performance of each ensembling approach including: inte-
grated REFINEDCNN (iREFINED); REFINEDCNNmodels stacking; and REFINED
CNN image stacking model; along with singe REIFNED CNN models including RE-
FINED CNN initialized with MDS, Isomap, LLE, and LE on the previously described
NCI60, and NCI-ALMANAC datasets.
We evaluated the performance of each model using (a) normalized root mean square
error (NRMSE), (b) normalized mean absolute error (NMAE) (c) Pearson correlation
coefficient (PCC) between the predicted and target values and (d) bias reduction. The
NRMSE (6) is the root mean squared error (RMSE) of a given model normalized by
the RMSE with mean as the predictor. It represents the overall potential of the model
to minimize prediction error, which is calculated using the following formula:
NRMSE =
√√√√∑Ni=1(yi − yˆi)2∑N
i=1(yi − y¯)2
(6)
where the y, y¯ , and yˆ are respectively the observed drug response, mean of the drug
responses, and predicted drug responses. We use NRMSE to implicitly compare all the
models with respect to the baseline intercept-only model.
The NMAE (7) is the mean absolute error (MAE) of a given model normalized
by the MAE with mean as the predictor. Same as NRMSE, it reflects error minimiza-
tion capability of a model, however it influences each error in direct proportion to the
absolute value of the error, which is not the case for NRMSE.
NMAE =
∑N
i=1 | yi − yˆi |∑N
i=1 | yi − y¯ |
(7)
PCCquantifies linear association between the predicted and observed drug responses.
Lack of linear association often implies lack of predictive capability.
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To represent the bias of a model, we first generated the scatter plot of the residual
(ordinate) and the observed response (abscissa) of that model. Then we calculate the
bias via the angle (θ) between the best fitted line through the ordinate and the abscissa.
An unbiased model is expected to produce an angle of 0◦. Therefore, a smaller value
of θ indicates that the model is less biased.
We used Gap statistics [28] to report the significance of the difference in perfor-
mance across methods. We paired each model with a null model [29] with bootstrap
sampling, where the bootstrap sampling was done on the drug response values of the test
set along with their corresponding predicted values for each model. Then we used the
null model to randomly predict drug response values for the sampled test set using the
distribution of the training set drug responses. The process is repeated for 10,000 times
and a distribution of NRMSE, PCC, and Bias, is made for each model along with the
null model. The distribution per each metric for each model is paired with null models’
metric distribution. In order to cluster the distributions, we first ensure appropriateness
of using 2 clusters via the Gap statistics, then we calculate the cluster centroids using
K-means (k = 2) clustering. The difference (divergence) between each model and the
null model cluster centroids per metric represents the difference between them. The
larger divergence associated with a model, the better predictive capability of the model.
In addition to the Gap statistics, all models were subjected to a robustness analysis [29],
where we calculate howmany times each ensemble REFINEDmodel outperforms other
competing models in 10,000 repetition of bootstrap sampling process [1]
We calculated 95 % confidence interval for each metric that is used to measure the
performance of the methodologies in modeling NCI60 and NCI-ALMANAC datasets
using a pseudo Jackknife-After-Bootstrap confidence interval generation approach [31].
Multiple Bootstrap sets were selected from the test samples and then the error metrics
calculated resulting in a distribution for each error metric which was used to calculate
the confidence interval for a given cell line for NCI60 and NCI-ALMANAC datasets
[1].
3.1 NCI60
The NCI60 dataset was randomly split into 80% , 10% , and 10% sets for training,
validation and test purpose, respectively. The same training, validation and test set
were used for models’ comparison. The performance of each model was evaluated
using NRMSE, NMAE, PCC and bias.
Table 4 in the appendix details the performance of each model with respect to the
foregoing metrics for different cell lines. Table 4 is summarized in figure 7, as bar plots.
The 95 % confidence interval for all the models per each cell line are provided in the
figure figs. 9 to 12 of the appendix.
We note that all the ensembling models with the order of 1) stacked REFINED
CNNs, 2) integrated REFINED and 3) stacked REFINED images outperform all the sin-
gle REFINED CNNmodels in average. The average improvement in NRMSE, NMAE,
PCC and bias for: stacked REFINED CNN models are 7-11%, 5-10%, 5-8%, and 1-
2%; integrated REFINED are 6-10%, 7-12%, 5-8%, and 3-7%; and Stacked REFINED
images are 4-8%, 3-8%, 3-6%, and 0-2% as compared to other single REFINED CNN
models.
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We used Gap statistics and robustness analysis as described in the evaluation met-
ric section to compare integrated REFINED and stacked REFINED CNN models with
other single REFINED CNN models. The average results of the robustness analysis
per each metric for integrated REFINED are provided in table tables 8 to 15 of the ap-
pendix, of which indicates that integrated REFINED has better performance in terms of:
NRMSE between 68-71%, NMAE 54-85%, PCC between 67-75%, and Bias 54-64%
of the times on average as compared to other single REFINED CNN models. Further-
more, as the robustness analysis results of table tables 16 to 19 of the appendix repre-
sent, stacked REFINED CNN model offers better performance in terms of: NRMSE
between 72-80%, NMAE 72-80%, PCC 68-76%, and Bias 47-54% of the times. The
Gap statistics results are provided in table tables 20 and 21 of the appendix, which in-
dicates superior performance of stacked CNNs and integrated REFINED as compared
to the other models in all the metrics in average. The NRMSE and NMAE distribution
of all the eight models along with the null model are plotted for three cell lines of the
NCI60 dataset in figure 17 of the appendix.
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Figure 7: Summary of integrated REFINED CNN (iREFINED) with arithmetic mean
(AM) and geometric mean (GM), and 6 other competing REFINED CNN regressor
models performance on randomly selected cell lines of NCI60 database, using the
NRMSE, Pearson correlation coefficients (PCC) and bias metrics.
Furthermore, we compare our proposed approaches with state-of-the-art models in-
cluding: Kernelized Bayesian Multitask Learning (KBMTL) [45], Gradient Boosting
Machine [40], Random Forests [42], Support Vector Regressor [44], and Elastic Nets
[43]. The average performance of all the models on NCI60 dataset are provided in ta-
ble 1. The detailed results including performance of each model for each cell line is
provided in table 5 of the appendix.
12
Table 1: Comparison of performance of proposed approaches and state-of-the-art meth-
ods on NCI60 dataset.The bold values indicate best performance.
Model NRMSE NMAE PCC Bias
Stacked CNNs 0.708 0.659 0.706 0.498
iREFINED AM 0.719 0.636 0.702 0.472
iREFINED GM 0.720 0.637 0.702 0.454
Stacked images 0.740 0.679 0.679 0.496
KBMTL [45] 0.856 0.768 0.547 0.733
XGBoost [40] 0.842 0.806 0.513 0.781
SVR [44] 0.870 0.806 0.525 0.755
RF [42] 0.880 0.846 0.486 0.816
EN [43] 0.976 0.942 0.287 0.968
3.2 NCI-ALMANAC
In this section, we consider the comparison of all three different ensemble REFINED
CNN approaches’ performance and 4 other single REFINED CNN competing models
in integrating two types of homogeneous datasets. Our predictors now consist of two set
of PaDel chemical descriptors representing two drugs for each cell line. The response
consists of the "ComboScore" for each drug pair. We used the REFINED approach to
generate the images corresponding to the drug descriptors for each drug compound in
the NCI-ALMANAC dataset.
Considering pairing more than 2 drugs with more than 100 unique NSCs for each
cell line, the total number of samples for modeling each cell line in the dataset is close
to 5K. We randomly divided the dataset into 80% training, 10% validation and 10%
test sets, where each set covariates contains 672 chemical drug descriptors per each
drug. Figure 8 summarizes performance of each model as bar-plot. Stacked REFINED
CNNs and integrated REFINED CNN model outperforms all other four single RE-
FINED CNN models whereas stacked REFINED images under-performs them in aver-
age. The stacked REFINEDCNNmodel and integrated REFINEDCNNmodel achieve
improvement over single REFINED CNN models in the range of: 7-10% and 2-6% for
NRMSE; 8-12% and 2-6% for NMAE; 2-3% and 1-2% for PCC; 5-12 % and 1-8% for
Bias. The 95 % confidence interval for all the models per each cell line are provided in
the figure figs. 13 to 16 of the appendix.
Similar to NCI60 data analysis, we used Gap statistics and robustness analysis for
further comparison of the models. The average results of the robustness analysis for
each metric of the integrated REFINED are provided in table tables 22 to 29 of the
appendix. The provided results indicate better performance of integrated REFINED
in terms of: NRMSE between 52-67% ; NMAE between 52-68%; PCC between 53-
63%; Bias 43-77% of the times on average as compared to other single REFINED CNN
models. Furthermore, as the robustness analysis results of table tables 30 to 33 of the
appendix represent, stacked REFINED CNN model offers better performance in terms
of: NRMSE between 88-90%; NMAE 93-95%; PCC 83-86%; Bias 78-89% of the
times.
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Figure 8: Summary of integrated REFINED CNN (iREFINED) with arithmetic mean
(AM) and geometric mean (GM), and 6 other competing REFINED CNN regressor
models performance on randomly selected cell lines of NCI-ALMANAC database, us-
ing the NRMSE, Pearson correlation coefficients (PCC) and bias metrics.
Gap statistics results are provided in tables 34 and 35 of the appendix respectively,
which indicates stacked REFINED CNNs and integrated REFINED CNNs are offering
better performance as compared to the single REFINED CNNs. The Gap statistics
distribution plots per NMRSE and NMAE metrics of each model paired with the null
model along with their corresponding cluster centroids for three randomly selected cell
lines are provided in figures 18 of the appendix.
We further compare the performance of our proposed approaches with state-of-the-
art models including: DeepSyenrgy [41], Xia et al. [9], Gradient Boosting Machine
[40], Random Forests [42], Support Vector Regressor [44], and Elastic Nets [43]. The
average performance of the models on NCI-ALMANAC dataset are provided in table 2.
The detailed results including performance of each model for each cell line is provided
in table 7 of the appendix. The Xie et al. [9] network takes cell line molecular features
and drug descriptors as inputs, but since we only use drug descriptors in this study, we
discarded the section of their network which handles the cell line features. We only
use drug descriptors because according to [9], although their set-up provides extremely
high accurate predictive performance, but it is not able to predict on completely unseen
drugs.
4 Discussion
This study investigates exploitation of various various ensemble learning methods of
multiple REFINED CNN models to improve the prediction performance as compared
to the best single REFINED CNN model. The proposed methodology was conceived
from the observation that ensemble of predictive models is more efficient than single
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Table 2: Comparison of performance of proposed approaches and state-of-the-art meth-
ods on NCI-ALMANAC dataset.The bold values indicate best performance.
Model NRMSE NMAE PCC Bias
Stacked CNNs 0.422 0.364 0.904 0.173
iREFINED AM 0.488 0.444 0.882 0.243
iREFINED GM 0.470 0.426 0.892 0.214
Stacked images 0.568 0.530 0.845 0.370
Xie et al. [9] 1.574 1.295 0.435 0.991
DeepSynergy [41] 1.109 1.058 0.176 0.929
XGBoost [40] 0.518 0.680 0.859 0.327
RF [42] 0.525 0.053 0.851 0.290
SVR [44] 0.561 0.052 0.830 0.255
EN [43] 0.618 0.065 0.789 0.428
predictive models [22, 20], and also each single method of creating REFINED images
captures a different embedded pattern of the data, hence their corresponding REFINED
CNNs could be complement for each other throughmodel stacking. Our ensembling ap-
proaches, incorporate all the methods of creating REFINED images into a CNN model
to produce better predictive performance as compared to each single REFINED CNN
models.
Through the application on both NCI60 and NCI-ALMANAC datasets, we have
established the superior performance of stacked REFINED CNNs at first place and in-
tegrated REFINED CNN at the second place in predicting drug sensitivity summary
metrics such as NLOGGI50 and ComboScore as compared to single REFINED CNN
models trained on these metrics as output. However, the stacking REFINEDCNNmod-
els is almost 4 times more time-consuming than the integrated REFINED approach.
Stacking REFINED CNN models, requires training both REFINED algorithm and the
following CNN model four times, whereas for the integrated REFINED we train the
REFINED algorithm and the CNN model only once. We provide a detailed compari-
son of execution time of each elements of the integrated REFINED CNN and stacked
REFINED CNNs approaches in table 3. As the results in the table 3 indicates for the
selected single cell line, the training time of stacked REFINED CNN model is around
9 hours and 45 minutes as compared to the 2 hours and 28 minutes training time of
integrated REFINED CNN model.
One limitation of both stacked REFINED CNNs and integrated REFINED CNN
is, it doesn’t guarantee they provide better performance as compared to the best single
REFINED CNN for each and every cell line. However the improvement is achieved in
average over all the cell lines in both NCI60 and NCI-ALMANAC datasets.
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Table 3: Comparing execution time of each step of integrated REFINED CNN model
and stacked REFINED CNN model trained on HCC_2998 cell line data of NCI60
dataset.
Steps iREFINED Stacked CNN
MDS 7s 7s
Isomap 21s 21s
LE 23s 23s
LLE 28s 28s
NMDS + DA 47s –
Hill climbing 8m & 23s 33m & 32s
CNN 2h & 17m & 36s 9h & 10m & 24s
LR – 1s
Total 2h & 28m & 25s 9h & 45m & 19s
Data availability
• NCI60: TheGI50 data and associated drug chemical information that support the
results of this study are available in the Development Therapeutic Program (DTP)
repository (https://dtp.cancer.gov/databases_tools/bulk_data.htm)
at National Cancer Institute (NCI) and the PubChemdatabase (https://pubchem.
ncbi.nlm.nih.gov/) at National Library of Medicine (NLM).
• NCI-ALMANAC: The screening results as ComboScore along with their cor-
responding NSC vales of NCI-ALMANAC data is available at (https://dtp.
cancer.gov/ncialmanac/initializePage.do)
• PaDEL: The PaDEL software that was used to convert the drug chemical infor-
mation to molecular descriptors is available at http://www.yapcwsoft.com/
dd/padeldescriptor/.
Code availability
The source code and scripts used in the paper have been deposited in GitHub (https:
//github.com/omidbazgirTTU/IntegratedREFINED).
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Table 4: NCI60 dataset drug sensitivity prediction using eight REFINED CNN based
regression models. The NRMSE, NMAE, PCC, and bias of each model is used for
comparison
Cell lines NRMSE NMAE PCC BiasMDS Isomap LE LLE Stacked images Stacked CNNs iREFINED AM iREFINED GM MDS Isomap LE LLE Stacked images Stacked CNNs iREFINED AM iREFINED GM MDS Isomap LE LLE Stacked images Stacked CNNs iREFINED AM iREFINED GM MDS Isomap LE LLE Stacked images Stacked CNNs iREFINED AM iREFINED GM
HCC_2998 0.776 0.760 0.787 0.783 0.727 0.694 0.714 0.704 0.710 0.725 0.725 0.739 0.678 0.657 0.620 0.620 0.656 0.660 0.657 0.642 0.700 0.721 0.712 0.716 0.452 0.502 0.432 0.492 0.437 0.502 0.468 0.459
MDA_MB_435 0.804 0.812 0.839 0.858 0.735 0.730 0.716 0.728 0.756 0.811 0.811 0.836 0.667 0.680 0.640 0.643 0.625 0.610 0.613 0.591 0.682 0.684 0.704 0.699 0.500 0.562 0.499 0.538 0.500 0.543 0.467 0.422
SNB_78 0.776 0.814 0.795 0.858 0.799 0.743 0.770 0.748 0.692 0.731 0.731 0.802 0.714 0.672 0.630 0.640 0.651 0.621 0.624 0.530 0.619 0.675 0.660 0.671 0.474 0.489 0.519 0.659 0.528 0.489 0.470 0.498
NCI_ADR_RES 0.808 0.842 0.835 0.901 0.754 0.741 0.729 0.749 0.735 0.749 0.749 0.890 0.692 0.686 0.664 0.667 0.611 0.619 0.603 0.563 0.662 0.672 0.687 0.670 0.533 0.433 0.627 0.527 0.527 0.517 0.506 0.522
DU_145 0.780 0.784 0.795 0.817 0.724 0.715 0.726 0.710 0.688 0.718 0.718 0.744 0.674 0.663 0.646 0.649 0.647 0.647 0.626 0.605 0.692 0.700 0.692 0.708 0.506 0.464 0.522 0.531 0.490 0.492 0.516 0.453
786_0 0.779 0.790 0.779 0.811 0.717 0.688 0.690 0.688 0.698 0.697 0.697 0.769 0.666 0.643 0.605 0.611 0.659 0.667 0.654 0.624 0.697 0.727 0.729 0.732 0.432 0.570 0.543 0.489 0.519 0.499 0.439 0.392
A498 0.783 0.790 0.751 0.788 0.749 0.710 0.719 0.719 0.714 0.685 0.685 0.719 0.668 0.659 0.656 0.634 0.649 0.647 0.671 0.648 0.678 0.705 0.697 0.704 0.460 0.466 0.473 0.451 0.512 0.516 0.481 0.428
A549_ATCC 0.732 0.735 0.761 0.769 0.697 0.673 0.689 0.691 0.644 0.694 0.694 0.719 0.621 0.617 0.591 0.593 0.695 0.689 0.687 0.653 0.723 0.740 0.733 0.730 0.445 0.457 0.389 0.491 0.414 0.447 0.421 0.404
ACHN 0.725 0.794 0.767 0.765 0.702 0.680 0.666 0.692 0.677 0.711 0.711 0.679 0.654 0.648 0.582 0.620 0.695 0.627 0.652 0.663 0.719 0.734 0.752 0.731 0.452 0.524 0.501 0.531 0.428 0.479 0.393 0.384
BT_549 0.844 0.819 0.789 0.839 0.765 0.742 0.759 0.755 0.746 0.721 0.721 0.825 0.703 0.699 0.714 0.673 0.589 0.597 0.642 0.605 0.649 0.671 0.663 0.678 0.545 0.586 0.469 0.540 0.538 0.532 0.492 0.423
CAKI_1 0.767 0.796 0.786 0.904 0.730 0.708 0.716 0.716 0.703 0.707 0.707 0.888 0.654 0.661 0.633 0.647 0.659 0.635 0.633 0.564 0.688 0.706 0.705 0.701 0.469 0.492 0.571 0.536 0.473 0.514 0.474 0.460
DLD_1 0.739 0.795 0.759 0.743 0.738 0.686 0.725 0.692 0.669 0.693 0.693 0.661 0.669 0.635 0.621 0.613 0.679 0.645 0.660 0.676 0.681 0.729 0.691 0.724 0.483 0.567 0.494 0.560 0.581 0.468 0.499 0.454
DMS_114 0.761 0.739 0.792 0.790 0.780 0.704 0.743 0.741 0.685 0.734 0.734 0.787 0.764 0.656 0.649 0.684 0.665 0.684 0.658 0.619 0.659 0.711 0.696 0.681 0.506 0.492 0.514 0.572 0.460 0.484 0.470 0.565
DMS_273 0.764 0.745 0.789 0.748 0.790 0.694 0.716 0.746 0.750 0.757 0.757 0.658 0.740 0.636 0.602 0.636 0.654 0.678 0.651 0.685 0.616 0.720 0.711 0.687 0.543 0.483 0.456 0.434 0.588 0.479 0.485 0.538
CCRF_CEM 0.818 0.780 0.803 0.776 0.740 0.720 0.736 0.732 0.721 0.704 0.704 0.714 0.665 0.674 0.681 0.642 0.618 0.639 0.631 0.641 0.677 0.694 0.683 0.689 0.584 0.552 0.576 0.517 0.510 0.522 0.503 0.473
COLO_205 0.774 0.755 0.759 0.777 0.691 0.682 0.682 0.677 0.714 0.678 0.678 0.703 0.630 0.635 0.607 0.584 0.672 0.682 0.663 0.660 0.726 0.732 0.735 0.743 0.413 0.414 0.489 0.432 0.421 0.461 0.459 0.379
EKVX 0.803 0.827 0.812 0.852 0.748 0.732 0.738 0.752 0.746 0.730 0.730 0.782 0.691 0.688 0.667 0.679 0.621 0.602 0.617 0.578 0.669 0.681 0.680 0.673 0.507 0.595 0.497 0.526 0.500 0.526 0.484 0.458
Average 0.778 0.787 0.788 0.811 0.740 0.708 0.719 0.720 0.709 0.720 0.720 0.760 0.679 0.659 0.636 0.637 0.650 0.644 0.644 0.620 0.679 0.706 0.702 0.702 0.488 0.509 0.504 0.519 0.496 0.498 0.472 0.454
Table 5: NCI60 dataset drug sensitivity prediction using state-of-the-art models. The
NRMSE, NMAE, PCC, and bias of each model is used for comparison.
Cell lines RF SVR EN XGBoost KBMTLNRMSE NMAE PCC Bias NRMSE NMAE PCC Bias NRMSE NMAE PCC Bias NRMSE NMAE PCC Bias NRMSE NMAE PCC Bias
CCRF_CEM 0.893 0.857 0.465 0.839 0.874 0.810 0.521 0.750 0.978 0.943 0.259 0.973 0.856 0.818 0.492 0.804 0.861 0.772 0.543 0.729
COLO_205 0.892 0.856 0.467 0.837 0.867 0.804 0.535 0.746 0.974 0.939 0.288 0.968 0.855 0.817 0.495 0.802 0.854 0.765 0.556 0.724
DU_145 0.903 0.864 0.434 0.838 0.882 0.816 0.507 0.773 0.976 0.941 0.268 0.970 0.866 0.826 0.462 0.803 0.869 0.779 0.529 0.752
EKVX 0.904 0.865 0.433 0.842 0.881 0.815 0.503 0.769 0.978 0.943 0.252 0.972 0.867 0.827 0.461 0.807 0.867 0.778 0.524 0.748
HCC_2998 0.880 0.846 0.488 0.815 0.858 0.796 0.542 0.740 0.968 0.934 0.312 0.961 0.842 0.806 0.515 0.780 0.844 0.757 0.563 0.719
MDA_MB_435 0.912 0.872 0.412 0.849 0.897 0.828 0.477 0.781 0.982 0.946 0.234 0.977 0.875 0.834 0.439 0.814 0.884 0.792 0.498 0.759
SNB_78 0.842 0.816 0.558 0.769 0.847 0.788 0.555 0.745 0.964 0.931 0.352 0.958 0.805 0.775 0.585 0.734 0.833 0.747 0.577 0.723
NCI_ADR_RES 0.908 0.868 0.434 0.860 0.903 0.833 0.476 0.799 0.984 0.948 0.275 0.981 0.871 0.830 0.462 0.825 0.889 0.797 0.497 0.777
786_0 0.887 0.851 0.481 0.832 0.878 0.813 0.521 0.767 0.974 0.939 0.289 0.968 0.849 0.812 0.509 0.796 0.865 0.775 0.542 0.746
A498 0.890 0.854 0.465 0.827 0.859 0.798 0.551 0.750 0.972 0.938 0.312 0.967 0.853 0.815 0.493 0.791 0.846 0.758 0.572 0.729
A549_ATCC 0.870 0.838 0.511 0.806 0.857 0.796 0.555 0.743 0.969 0.935 0.308 0.962 0.832 0.798 0.539 0.771 0.843 0.756 0.577 0.722
ACHN 0.880 0.846 0.494 0.822 0.868 0.805 0.529 0.759 0.975 0.940 0.284 0.970 0.842 0.806 0.521 0.787 0.855 0.766 0.550 0.737
BT_549 0.888 0.852 0.478 0.832 0.870 0.807 0.514 0.755 0.977 0.942 0.279 0.972 0.850 0.813 0.506 0.797 0.857 0.768 0.536 0.734
CAKI_1 0.901 0.863 0.444 0.845 0.885 0.818 0.507 0.773 0.982 0.946 0.241 0.977 0.864 0.825 0.471 0.810 0.872 0.781 0.529 0.751
DLD_1 0.847 0.820 0.557 0.783 0.867 0.804 0.529 0.763 0.975 0.941 0.270 0.968 0.810 0.779 0.585 0.747 0.854 0.765 0.551 0.741
DMS_114 0.832 0.808 0.568 0.746 0.834 0.778 0.571 0.689 0.985 0.950 0.332 0.958 0.795 0.766 0.595 0.711 0.821 0.736 0.592 0.668
DMS_273 0.829 0.805 0.568 0.735 0.860 0.798 0.538 0.728 0.984 0.949 0.318 0.955 0.792 0.763 0.596 0.700 0.846 0.759 0.560 0.707
Average 0.880 0.846 0.486 0.816 0.870 0.806 0.525 0.755 0.976 0.942 0.287 0.968 0.842 0.806 0.513 0.781 0.856 0.768 0.547 0.733
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Figure 9: NRMSE with 95 % confidence interval of each model trained on 17 cell lines
of NCI60 dataset, reported for each line per model separately.
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Figure 10: NMAE with 95 % confidence interval of each model trained on 17 cell lines
of NCI60 dataset, reported for each line per model separately.
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Figure 11: PCC with 95 % confidence interval of each model trained on 17 cell lines
of NCI60 dataset, reported for each line per model separately.
Table 6: NCI-ALMANAC dataset drug sensitivity prediction using eight REFINED
CNN based regression models. The NRMSE, NMAE, PCC, and bias of each model is
used for comparison
Cell lines NRMSE NMAE PCC BiasMDS Isomap LE LLLE Stacked images Stacked CNNs iREFINED AM iREFINED GM MDS Isomap LE LLLE Stacked images Stacked CNNs iREFINED AM iREFINED GM MDS Isomap LE LLLE Stacked images Stacked CNNs iREFINED AM iREFINED GM MDS Isomap LE LLLE Stacked images Stacked CNNs iREFINED AM iREFINED GM
786-0 0.749 0.794 0.700 0.868 0.736 0.565 0.512 0.512 0.736 0.818 0.657 0.863 0.738 0.499 0.446 0.480 0.724 0.777 0.817 0.802 0.755 0.833 0.869 0.876 0.662 0.440 0.356 0.423 0.672 0.354 0.314 0.332
A498 0.488 0.585 0.539 0.504 0.602 0.452 0.612 0.520 0.427 0.564 0.479 0.458 0.551 0.394 0.601 0.479 0.881 0.872 0.851 0.874 0.799 0.893 0.858 0.870 0.224 0.250 0.187 0.296 0.361 0.160 0.288 0.301
A549/ATCC 0.420 0.391 0.408 0.439 0.398 0.353 0.393 0.396 0.377 0.341 0.360 0.401 0.328 0.299 0.339 0.357 0.915 0.924 0.921 0.920 0.924 0.937 0.922 0.929 0.230 0.217 0.262 0.332 0.241 0.156 0.209 0.196
ACHN 0.416 0.380 0.434 0.402 0.394 0.353 0.374 0.381 0.367 0.331 0.380 0.357 0.343 0.292 0.312 0.328 0.920 0.927 0.908 0.920 0.921 0.936 0.928 0.925 0.282 0.191 0.246 0.238 0.207 0.132 0.181 0.159
CCRF-CEM 0.405 0.438 0.436 0.410 0.410 0.373 0.405 0.394 0.351 0.385 0.388 0.347 0.354 0.310 0.351 0.346 0.918 0.905 0.911 0.916 0.914 0.929 0.916 0.921 0.148 0.274 0.160 0.154 0.201 0.096 0.155 0.101
COLO205 0.432 0.411 0.434 0.518 0.476 0.378 0.439 0.392 0.371 0.356 0.389 0.496 0.440 0.318 0.391 0.336 0.908 0.915 0.913 0.901 0.905 0.927 0.904 0.921 0.256 0.176 0.143 0.088 0.365 0.171 0.259 0.194
DU-145 0.406 0.495 0.420 0.447 0.459 0.383 0.436 0.456 0.354 0.435 0.369 0.410 0.389 0.326 0.388 0.390 0.914 0.905 0.913 0.907 0.903 0.925 0.911 0.910 0.166 0.207 0.235 0.303 0.183 0.177 0.201 0.153
EKVX 0.489 0.481 0.488 0.498 0.504 0.454 0.474 0.459 0.444 0.432 0.443 0.462 0.449 0.404 0.428 0.415 0.874 0.877 0.876 0.869 0.872 0.891 0.881 0.889 0.276 0.216 0.297 0.251 0.345 0.182 0.204 0.232
HCC-2998 0.504 0.467 0.475 0.698 0.700 0.453 0.619 0.483 0.468 0.425 0.438 0.702 0.680 0.404 0.575 0.444 0.874 0.885 0.883 0.848 0.845 0.893 0.835 0.888 0.244 0.188 0.194 0.466 0.369 0.164 0.144 0.249
HCT-15 0.459 0.408 0.491 0.470 1.123 0.465 0.420 0.535 0.392 0.347 0.447 0.417 1.145 0.327 0.366 0.499 0.890 0.914 0.896 0.908 0.885 0.886 0.909 0.891 0.207 0.149 0.232 0.181 0.379 0.197 0.223 0.091
HCT-116 1.204 0.681 0.502 0.693 0.505 0.391 0.552 0.546 1.287 0.653 0.438 0.650 0.460 0.396 0.512 0.486 0.782 0.861 0.873 0.815 0.696 0.921 0.854 0.842 0.165 0.384 0.250 0.301 0.533 0.125 0.338 0.274
HL-60(TB) 0.447 0.512 0.465 0.456 0.464 0.389 0.419 0.441 0.403 0.448 0.428 0.434 0.421 0.342 0.364 0.408 0.903 0.899 0.891 0.904 0.890 0.922 0.911 0.910 0.264 0.220 0.294 0.196 0.263 0.122 0.210 0.165
HOP-62 0.515 0.429 0.398 0.442 0.450 0.366 0.428 0.399 0.487 0.371 0.345 0.398 0.397 0.304 0.377 0.342 0.908 0.908 0.921 0.912 0.907 0.931 0.914 0.922 0.137 0.233 0.214 0.281 0.286 0.152 0.260 0.204
HOP-92 0.421 0.427 0.447 0.514 0.531 0.378 0.663 0.416 0.387 0.370 0.398 0.484 0.500 0.327 0.666 0.369 0.913 0.915 0.897 0.894 0.867 0.926 0.853 0.927 0.252 0.112 0.222 0.423 0.385 0.120 0.215 0.189
HT29 0.496 0.514 0.499 0.535 0.577 0.474 0.485 0.567 0.431 0.447 0.424 0.483 0.523 0.390 0.425 0.533 0.873 0.872 0.868 0.860 0.863 0.882 0.877 0.867 0.243 0.167 0.217 0.298 0.318 0.195 0.268 0.247
IGROV1 0.487 0.454 0.469 0.465 0.557 0.421 0.464 0.478 0.421 0.394 0.423 0.409 0.527 0.352 0.401 0.424 0.875 0.895 0.885 0.887 0.857 0.907 0.886 0.880 0.258 0.275 0.262 0.255 0.431 0.170 0.223 0.199
K-562 0.468 0.582 0.496 0.479 0.467 0.429 0.472 0.501 0.413 0.599 0.444 0.425 0.417 0.367 0.414 0.447 0.888 0.897 0.887 0.884 0.886 0.904 0.887 0.875 0.288 0.134 0.271 0.275 0.258 0.171 0.153 0.224
KM12 0.654 0.869 0.785 0.843 0.961 0.625 0.731 0.696 0.612 0.890 0.774 0.848 0.979 0.578 0.721 0.683 0.757 0.762 0.753 0.678 0.469 0.782 0.689 0.772 0.428 0.395 0.370 0.674 0.870 0.362 0.517 0.372
LOXIMVI 0.371 0.403 0.413 0.397 0.595 0.335 0.413 0.363 0.331 0.373 0.382 0.353 0.552 0.296 0.394 0.325 0.929 0.921 0.920 0.924 0.845 0.942 0.934 0.933 0.153 0.110 0.223 0.210 0.442 0.110 0.262 0.170
MALME-3M 0.457 0.448 0.477 0.442 0.455 0.405 0.440 0.459 0.422 0.421 0.453 0.406 0.412 0.360 0.399 0.418 0.899 0.908 0.892 0.897 0.897 0.914 0.905 0.896 0.297 0.194 0.124 0.204 0.287 0.149 0.240 0.230
Average 0.514 0.508 0.489 0.526 0.568 0.422 0.488 0.470 0.474 0.470 0.443 0.490 0.530 0.364 0.444 0.426 0.877 0.887 0.884 0.876 0.845 0.904 0.882 0.892 0.259 0.227 0.238 0.292 0.370 0.173 0.243 0.214
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Figure 12: Bias with 95 % confidence interval of each model trained on 17 cell lines of
NCI60 dataset, reported for each line per model separately.
Table 7: NCI-ALMANAC dataset drug sensitivity prediction using state-of-the-art
models. The NRMSE, NMAE, PCC, and bias of each model is used for comparison.
Cell lines Deep Synergy Gradient Boosting Xie et al. RF SVR ENNRMSE NMAE PCC Bias NRMSE NMAE PCC Bias NRMSE NMAE PCC Bias NRMSE MAE PCC Bias NRMSE MAE PCC Bias NRMSE MAE PCC Bias
786-0 1.031 1.020 0.095 0.967 0.552 0.687 0.842 0.373 1.287 1.179 0.410 0.991 0.545 0.05 0.84 0.322 0.612 0.049 0.797 0.342 0.653 0.064 0.771 0.484
A498 1.057 1.025 0.117 0.944 0.501 0.673 0.868 0.300 1.488 1.293 0.511 0.991 0.508 0.035 0.861 0.241 0.575 0.037 0.825 0.236 0.647 0.049 0.763 0.435
A549/ATCC 1.084 1.047 0.112 0.959 0.534 0.691 0.852 0.361 1.822 1.399 0.475 0.993 0.511 0.059 0.86 0.28 0.556 0.059 0.831 0.301 0.602 0.076 0.806 0.439
ACHN 1.029 1.024 0.234 0.916 0.482 0.654 0.884 0.313 1.519 1.258 0.542 0.986 0.493 0.062 0.874 0.306 0.472 0.053 0.883 0.193 0.553 0.071 0.838 0.368
CCRF-CEM 0.985 0.992 0.221 0.923 0.474 0.646 0.883 0.263 1.486 1.238 0.550 0.985 0.495 0.061 0.869 0.249 0.487 0.06 0.875 0.192 0.584 0.076 0.813 0.374
COLO 205 1.009 1.003 0.136 0.957 0.509 0.672 0.862 0.295 1.444 1.213 0.529 0.984 0.498 0.053 0.867 0.259 0.536 0.053 0.849 0.205 0.619 0.069 0.786 0.412
DU-145 0.970 0.983 0.299 0.903 0.518 0.674 0.858 0.321 1.466 1.222 0.563 0.990 0.541 0.061 0.842 0.31 0.566 0.058 0.829 0.253 0.616 0.074 0.791 0.42
EKVX 1.010 1.017 0.328 0.836 0.577 0.718 0.819 0.382 1.420 1.260 0.435 0.995 0.574 0.056 0.819 0.343 0.594 0.055 0.806 0.314 0.634 0.063 0.777 0.457
HCC-2998 1.274 1.151 0.011 0.994 0.556 0.711 0.839 0.330 1.387 1.211 0.403 0.992 0.554 0.045 0.834 0.287 0.564 0.044 0.832 0.226 0.634 0.054 0.776 0.431
HCT-15 1.342 1.155 0.078 0.972 0.514 0.670 0.866 0.351 1.457 1.220 0.472 0.993 0.504 0.056 0.865 0.293 0.53 0.054 0.849 0.249 0.639 0.075 0.773 0.466
HCT-116 1.254 1.118 0.154 0.904 0.513 0.663 0.864 0.326 1.913 1.430 0.398 0.993 0.552 0.041 0.834 0.315 0.582 0.04 0.819 0.253 0.632 0.052 0.779 0.443
HL-60(TB) 1.008 0.999 0.144 0.951 0.562 0.698 0.828 0.340 1.718 1.326 0.504 0.987 0.59 0.078 0.808 0.323 0.619 0.076 0.793 0.287 0.623 0.089 0.783 0.411
HOP-62 0.990 0.985 0.206 0.935 0.473 0.646 0.888 0.309 1.548 1.266 0.520 0.992 0.485 0.053 0.877 0.291 0.517 0.054 0.856 0.256 0.578 0.067 0.825 0.414
HOP-92 1.139 1.083 0.208 0.932 0.490 0.672 0.877 0.308 1.846 1.419 0.313 0.996 0.481 0.055 0.877 0.243 0.509 0.055 0.863 0.212 0.579 0.069 0.822 0.409
HT29 1.022 1.019 0.167 0.936 0.534 0.696 0.852 0.342 1.896 1.431 0.165 0.998 0.537 0.05 0.844 0.312 0.573 0.05 0.822 0.276 0.623 0.063 0.785 0.423
IGROV1 1.194 1.119 0.137 0.955 0.549 0.699 0.839 0.332 1.635 1.331 0.537 0.989 0.55 0.052 0.837 0.285 0.664 0.056 0.767 0.285 0.661 0.067 0.753 0.415
K-562 1.338 1.207 0.292 0.857 0.539 0.696 0.845 0.347 1.367 1.213 0.543 0.991 0.547 0.05 0.837 0.307 0.533 0.047 0.847 0.255 0.623 0.06 0.789 0.457
KM12 1.161 1.079 0.193 0.897 0.558 0.728 0.834 0.361 1.899 1.456 -0.147 1.002 0.566 0.039 0.824 0.32 0.664 0.04 0.763 0.302 0.688 0.049 0.727 0.496
LOX IMVI 1.219 1.118 0.269 0.893 0.436 0.640 0.908 0.278 1.442 1.238 0.489 0.988 0.463 0.05 0.887 0.253 0.481 0.049 0.88 0.167 0.54 0.062 0.845 0.349
MALME-3M 1.072 1.008 0.113 0.955 0.491 0.671 0.875 0.303 1.445 1.290 0.479 0.992 0.515 0.047 0.858 0.27 0.578 0.047 0.818 0.286 0.636 0.06 0.775 0.449
Average 1.109 1.058 0.176 0.929 0.518 0.680 0.859 0.327 1.574 1.295 0.435 0.991 0.525 0.053 0.851 0.290 0.561 0.052 0.830 0.255 0.618 0.065 0.789 0.428
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Figure 13: NRMSE with 95 % confidence interval of each model trained on 17 cell
lines of NCI-ALMANAC dataset, reported for each line per model separately.
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Figure 14: NMAE with 95 % confidence interval of each model trained on 17 cell lines
of NCI-ALMANAC dataset, reported for each line per model separately.
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Figure 15: PCC with 95 % confidence interval of each model trained on 17 cell lines
of NCI-ALMANAC dataset, reported for each line per model separately.
78
6-
0
A4
98
A5
49
_A
TC
C
AC
HN
CC
RF
-C
EM
CO
LO
 2
05
DU
-1
45
EK
VX
HC
C-
29
98
HC
T-
11
6
HC
T-
15
HL
-6
0(
TB
)
HO
P-
62
HO
P-
92
HT
29
IG
RO
V1
K-
56
2
KM
12
LO
X 
IM
VI
M
AL
M
E-
3M
Cell lines
0.0
0.1
0.2
0.3
0.4
Bi
as
95% Confidence interval
Stacked CNNs Stacked images iREFINED GM iREFINED AM MDS Isomap LLE LE
Figure 16: Bias with 95 % confidence interval of each model trained on 17 cell lines of
NCI-ALMANAC dataset, reported for each line per model separately.
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Table 8: Robustness analysis to compare iREFINED AM (integrated REFINED CNN
with arithmetic mean) with 7 other competing models per NRMSE and each cell line of
the NCI60 dataset. Each cell of the table represents the percentage for which iREFINED
AM outperforms the paired competing model.
Cell lines MDS ISO LLE LE Stacked CNNs iREFINED GM Stacked images
786_0 77.21 81.66 84.89 78.15 49.7 48.88 61.6
A498 68.96 72.41 71.83 60.76 45.94 50.32 63.37
A549_ATCC 63.94 64.1 74.27 71.35 44.97 51.01 58.35
ACHN 70.02 85.9 80.43 80 55.96 59.37 57.6
BT_549 75.76 70.31 75.09 60.38 44.37 48.7 57.4
CAKI_1 66.66 75.63 93.96 74.02 48.42 50.59 57.96
CCRF_CEM 77.7 65.9 64.39 73.09 43.36 48.27 58.18
COLO_205 77.59 73.32 77.67 74.23 50.22 48 52.69
DLD_1 54.2 70.13 55.59 59.51 38.02 39.8 66.52
DMS_114 55.15 49.67 65.78 64.54 38.7 49.96 72.79
DMS_273 66.71 60.83 61.04 71.63 44.06 60.71 79.23
DU_145 67.33 69.97 79.59 73.45 45.39 43.97 53.49
EKVX 70.34 76.79 81.52 71.85 47.58 53.86 55.32
HCC_2998 70.14 65.3 71.59 71.21 43.75 46.65 60.63
MDA_MB_435 78.74 81.3 89.41 85.33 56.4 54.03 52.13
NCI_ADR_RES 75.27 81.13 91.94 83.24 54.56 56.06 53.48
SNB_78 51.63 61.35 74.15 57.25 42.73 43.99 63.21
Average 68.67 70.92 76.07 71.18 46.71 50.25 60.23
Table 9: Robustness analysis to compare iREFINED AM (integrated REFINED CNN
with arithmetic mean) with 7 other competing models per NMAE and each cell line of
the NCI60 dataset. Each cell of the table represents the percentage for which iREFINED
AM outperforms the paired competing model.
Cell line MDS ISO LLE LE Stacked CNNs iREFINED GM Stacked images
786_0 48.78 85.64 65.56 79.38 69.54 35.84 56.4
A498 42.53 45.08 40.83 46.79 61.54 33.05 48.72
A549_ATCC 57.99 60.79 70.59 41.58 58.46 45.01 39.25
ACHN 67.6 83.13 84.72 78.89 75.32 47.86 32.93
BT_549 65.45 76.55 64.68 44.21 63 31.83 51.6
CAKI_1 48.23 55.27 68.4 78.68 64.1 44.9 35.51
CCRF_CEM 75.07 66.45 53.67 72.92 56.66 39.33 45.44
COLO_205 35.46 36.33 41.25 60.08 50.89 24.94 35.59
DLD_1 45.68 68.77 66.64 48.9 42.66 39.09 77.96
DMS_114 59.17 56.31 76.32 62.09 53.71 75.45 43.89
DMS_273 65.81 49.95 38.03 43.17 48.34 64.74 78.33
DU_145 48.12 32.94 55.13 53.54 41.1 29.24 48.84
EKVX 56.98 79.62 61.69 53.55 62.81 43.27 41.23
HCC_2998 46.25 60.6 58.26 38.63 62.01 46.8 28.22
MDA_MB_435 61.4 79.14 73.91 61.34 76.81 34.38 34.31
NCI_ADR_RES 57.1 28.81 55.17 83.79 52.68 54.72 53.23
SNB_78 49.54 52 84.93 58.67 52.76 54.84 57.39
Average 54.77 59.85 62.34 59.19 58.38 43.84 47.58
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Table 10: Robustness analysis to compare iREFINED AM (integrated REFINED CNN
with arithmetic mean) with 7 other competing models per PCC and each cell line of the
NCI60 dataset. Each cell of the table represents the percentage for which iREFINED
AM outperforms the paired competing model.
Cell lines MDS ISO LLE LE Stacked CNNs iREFINED GM Stacked images
786_0 73.93 70.57 83 74.08 50.49 48.24 62.42
A498 64.82 66.84 66.67 59.03 46.01 47.02 58.75
A549_ATCC 63.41 64.67 75.47 66.3 47.46 51.25 57.23
ACHN 71.38 86.22 79.14 81.36 57.98 58.77 55.44
BT_549 71.56 70.16 68.91 57.61 46.8 45.26 57.67
CAKI_1 65.43 73.8 88.23 73.03 50.7 51.49 56.92
CCRF_CEM 70.45 64.34 64.42 66.35 45.01 47.44 57.45
COLO_205 72.13 68.9 74.29 73.64 51.37 46.34 51.96
DLD_1 53.59 62.96 54.65 58.72 38.16 40.04 65.07
DMS_114 59.5 55.34 74.01 62.17 45.97 55.83 67.09
DMS_273 69.11 62.41 60.23 69.22 48.29 59.66 79.38
DU_145 64.13 65.97 77.23 71.62 46.09 43.66 53.48
EKVX 68.43 72.31 78.69 68.98 49.34 52.16 54.31
HCC_2998 69.81 67.51 72.53 67.78 47.14 48.43 57.01
MDA_MB_435 76.71 79.85 85.04 79.4 58.41 51.79 51.07
NCI_ADR_RES 72.73 71 84.38 74.58 55.1 54.33 53.32
SNB_78 51.49 59.18 79.45 59.45 45.98 46.75 62.84
Average 66.98 68.35 74.49 68.43 48.84 49.91 58.91
Table 11: Robustness analysis to compare iREFINED AM (integrated REFINED CNN
with arithmetic mean) with 7 other competing models per Bias and each cell line of the
NCI60 dataset. Each cell of the table represents the percentage for which iREFINED
AM outperforms the paired competing model.
Cell line MDS ISO LLE LE Stacked CNNs iREFINED GM Stacked images
786_0 48.78 85.64 65.56 79.38 69.54 35.84 56.4
A498 42.53 45.08 40.83 46.79 61.54 33.05 48.72
A549_ATCC 57.99 60.79 70.59 41.58 58.46 45.01 39.25
ACHN 67.6 83.13 84.72 78.89 75.32 47.86 32.93
BT_549 65.45 76.55 64.68 44.21 63 31.83 51.6
CAKI_1 48.23 55.27 68.4 78.68 64.1 44.9 35.51
CCRF_CEM 75.07 66.45 53.67 72.92 56.66 39.33 45.44
COLO_205 35.46 36.33 41.25 60.08 50.89 24.94 35.59
DLD_1 45.68 68.77 66.64 48.9 42.66 39.09 77.96
DMS_114 59.17 56.31 76.32 62.09 53.71 75.45 43.89
DMS_273 65.81 49.95 38.03 43.17 48.34 64.74 78.33
DU_145 48.12 32.94 55.13 53.54 41.1 29.24 48.84
EKVX 56.98 79.62 61.69 53.55 62.81 43.27 41.23
HCC_2998 46.25 60.6 58.26 38.63 62.01 46.8 28.22
MDA_MB_435 61.4 79.14 73.91 61.34 76.81 34.38 34.31
NCI_ADR_RES 57.1 28.81 55.17 83.79 52.68 54.72 53.23
SNB_78 49.54 52 84.93 58.67 52.76 54.84 57.39
Average 54.77 59.85 62.34 59.19 58.38 43.84 47.58
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Table 12: Robustness analysis to compare iREFINED GM (integrated REFINED CNN
with geometric mean) with 7 other competing models per NRMSE and each cell line of
the NCI60 dataset. Each cell of the table represents the percentage for which iREFINED
AM outperforms the paired competing model.
Cell lines MDS ISO LLE LE iREFINED AM Stacked CNNs Stacked images
786_0 77.58 81.37 84.73 78.11 51.12 51 61.48
A498 68.15 71.25 71.43 60.17 49.68 46.58 59.91
A549_ATCC 62.37 62.57 73.1 69.91 48.99 43.8 52.19
ACHN 61.37 79.69 72.57 71.89 40.63 45.91 53.51
BT_549 74.6 69.64 74.46 60.88 51.3 45.8 53.02
CAKI_1 66.6 74.56 93.27 72.96 49.41 47.14 55.25
CCRF_CEM 79.13 67.13 65.4 73.88 51.73 45.94 53.3
COLO_205 78.24 73.49 77.77 74.27 52 52.29 55.81
DLD_1 64.16 77.98 65.31 68.62 60.2 48.02 64.18
DMS_114 55.86 49.55 67.15 66.62 50.04 37.58 62.64
DMS_273 56.47 50.72 50.97 63.01 39.29 33.06 62.77
DU_145 71.52 73.57 82.21 76.88 56.03 51.92 55.16
EKVX 65.87 72.87 77.7 67.88 46.14 43.82 48.82
HCC_2998 72.97 68.06 74.63 73.5 53.35 47.37 57.86
MDA_MB_435 74.37 77.34 86.25 82.71 45.97 52.23 54.34
NCI_ADR_RES 70.2 77.28 89.74 78.88 43.94 48.28 52.64
SNB_78 58.22 66.57 79.11 63.07 56.01 48.76 61.7
Average 68.1 70.21 75.64 70.78 49.75 46.44 56.74
Table 13: Robustness analysis to compare iREFINED GM (integrated REFINED CNN
with geometric mean) with 7 other competing models per NMAE and each cell line of
the NCI60 dataset. Each cell of the table represents the percentage for which iREFINED
AM outperforms the paired competing model.
Cell lines MDS ISO LLE LE iREFINED AM Stacked CNNs Stacked images
786_0 80.73 79.56 93.46 81.81 47.41 63.94 72.32
A498 77.2 84.17 79.63 69.27 58.76 60.52 63.71
A549_ATCC 70.32 72.2 88.69 83.32 49.57 60.22 61.62
ACHN 71.4 82.92 72.01 80.4 34.37 61.28 63.08
BT_549 75.41 73.9 91.34 67.7 65.08 60.64 61.88
CAKI_1 70.5 85.17 98.42 73.01 44.05 55.44 53.4
CCRF_CEM 79.63 73.46 76.48 74.4 65.28 63.29 60.03
COLO_205 89.22 80.36 87.01 82.7 59.56 70.99 68.33
DLD_1 69.64 84.85 68.77 76.1 53.57 58.61 70.97
DMS_114 50.09 47.7 83.74 68.72 36.29 38.6 75.68
DMS_273 86.22 80.54 58.06 85.73 35.49 49.83 84.46
DU_145 65.56 72.08 82.93 76.11 48.52 56.07 60.32
EKVX 74.33 72.68 83.19 68.56 45.69 54.15 54.77
HCC_2998 81.61 73.7 87.93 84.27 50.05 67.39 72.29
MDA_MB_435 85.69 80.51 95.81 93.5 49.34 65.92 60.52
NCI_ADR_RES 75.8 83.45 97.7 81.82 49.42 59.08 61.26
SNB_78 67.79 81 92.36 78.37 46.17 61.22 74.3
Average 74.77 76.96 84.56 77.99 49.33 59.25 65.82
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Table 14: Robustness analysis to compare iREFINED GM (integrated REFINED CNN
with geometric mean) with 7 other competing models per PCC and each cell line of the
NCI60 dataset. Each cell of the table represents the percentage for which iREFINED
AM outperforms the paired competing model.
Cell lines MDS ISO LLE LE iREFINED AM Stacked CNNs Stacked images
786_0 75.55 72.8 83.72 75.47 51.76 52.89 64.76
A498 67.24 69.15 69.64 61.91 52.98 49.71 60.15
A549_ATCC 62.08 63.01 74.51 64.32 48.75 45.81 52.76
ACHN 63.64 81.01 72.32 74.46 41.23 49.08 54.5
BT_549 74.92 73.73 72.87 62.18 54.74 51.68 59.32
CAKI_1 64.79 72.45 87.54 72 48.51 48 55.49
CCRF_CEM 72.99 66.95 66.26 68.66 52.56 47.68 54.74
COLO_205 74.94 71.44 76.82 75.77 53.66 54.69 57.07
DLD_1 63.83 72.15 64.61 68.22 59.96 48.21 62.99
DMS_114 54.19 49.79 68.36 57.38 44.17 39.99 57.68
DMS_273 59.88 53.1 50.83 60.8 40.34 38.78 68.33
DU_145 69.71 70.97 81.41 76.38 56.34 53.16 55.9
EKVX 66.06 70.29 76.5 66.59 47.84 47.48 51.4
HCC_2998 70.2 68.18 74.16 69.13 51.57 49.19 56.19
MDA_MB_435 74.96 78.32 83.8 78.44 48.21 56.6 57.76
NCI_ADR_RES 68.63 67.55 80.96 70.98 45.67 50.33 54.06
SNB_78 55.78 62.49 81.69 62.34 53.25 49.05 61.64
Average 67.02 68.43 74.47 68.53 50.09 48.96 57.93
Table 15: Robustness analysis to compare iREFINED GM (integrated REFINED CNN
with geometric mean) with 7 other competing models per Bias and each cell line of the
NCI60 dataset. Each cell of the table represents the percentage for which iREFINED
AM outperforms the paired competing model.
Cell lines MDS ISO LLE LE iREFINED AM Stacked CNNs Stacked images
786_0 61.88 91.87 76.63 87.12 64.16 80.25 85.24
A498 59.4 61.62 57.55 63.59 66.95 77.45 74.97
A549_ATCC 61.72 64.74 73.34 45.96 54.99 63.19 53.13
ACHN 69.53 84.06 85.16 79.46 52.14 76.45 63.04
BT_549 79.61 88.35 79.61 62.27 68.17 78.85 80.14
CAKI_1 52.56 60.66 72.51 82.43 55.1 69.16 54.75
CCRF_CEM 83.12 75.21 64.34 81.12 60.67 67.44 63.33
COLO_205 60.29 61.14 65.64 80.25 75.06 75.47 63.68
DLD_1 56.78 77.76 75.93 59.4 60.91 53.53 80.58
DMS_114 32.72 29.05 51.57 34.62 24.55 26.77 20.37
DMS_273 49.72 34.55 25.51 29.38 35.26 32.99 62.21
DU_145 67.23 53.82 73.82 71.63 70.76 63.16 61.98
EKVX 62.8 83.17 67.42 59.77 56.73 68.43 61.51
HCC_2998 48.71 63.78 60.95 41.34 53.2 65.22 42.78
MDA_MB_435 73.36 87.26 84.12 73.89 65.62 86.45 76.54
NCI_ADR_RES 52.89 25.45 51.4 80.81 45.28 48.92 51.66
SNB_78 44.52 47.76 84.46 54.88 45.16 48.02 55.74
Average 59.81 64.13 67.64 64.00 56.16 63.63 61.86
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Table 16: Robustness analysis to compare stacked CNNs (stacked REFINED CNN
models) with 7 other competing models per NRMSE and each cell line of the NCI60
dataset. Each cell of the table represents the percentage for which stacked CNNs out-
performs the paired competing model.
Cell lines MDS ISO LLE LE iREFINED AM iREFINED GM Stacked images
786_0 78.92 83.59 87.04 79.82 50.3 49 61.6
A498 72.46 75.75 75.17 64.5 54.06 53.42 63.37
A549_ATCC 68.7 68.95 79.11 75.77 55.03 56.2 58.35
ACHN 66.35 84.19 77.98 77.3 44.04 54.09 57.6
BT_549 80.29 75.56 80.02 65.55 55.63 54.2 57.4
CAKI_1 69.38 77.52 95.05 76.26 51.58 52.86 57.96
CCRF_CEM 82.79 71.91 70.28 78.85 56.64 54.06 58.18
COLO_205 77.72 72.15 77.19 73.76 49.78 47.71 52.69
DLD_1 65.99 80.1 67.62 71.16 61.98 51.98 66.52
DMS_114 66.54 60.9 76.65 75.59 61.3 62.42 72.79
DMS_273 72.8 67.95 67.71 77.88 55.94 66.94 79.23
DU_145 71.16 72.69 81.64 76.4 54.61 48.08 53.49
EKVX 71.71 78.58 84.09 73.67 52.42 56.18 55.32
HCC_2998 76.05 71.58 77.25 76.4 56.25 52.63 60.63
MDA_MB_435 75.84 78.67 88.57 84.33 43.6 47.77 52.13
NCI_ADR_RES 72.05 79.17 90.41 80.9 45.44 51.72 53.48
SNB_78 58.89 67.66 80.9 64.74 57.27 51.24 63.21
Average 72.21 74.52 79.80 74.88 53.29 53.56 60.23
Table 17: Robustness analysis to compare stacked CNNs (stacked REFINED CNN
models) with 7 other competing models per NMAE and each cell line of the NCI60
dataset. Each cell of the table represents the percentage for which stacked CNNs out-
performs the paired competing model.
Cell lines MDS ISO LLE LE iREFINED AM iREFINED GM Stacked images
786_0 72.35 69.9 89.72 73.02 33.07 36.06 60.46
A498 70.13 78.66 72.83 60.31 49.02 39.48 53.47
A549_ATCC 61.18 63.76 84.44 77.18 39.14 39.78 51.92
ACHN 62.02 75.79 62.85 73.77 23.59 38.72 52.12
BT_549 68.42 66.46 88.64 59.23 56.08 39.36 51.83
CAKI_1 66.44 82.47 97.55 68.82 37.57 44.56 47.8
CCRF_CEM 69.06 62.81 65.97 62.52 52.83 36.71 46.15
COLO_205 77.82 63.64 74.01 67.17 37.47 29.01 46.97
DLD_1 62.6 78.97 60.37 69.51 44.77 41.39 63.19
DMS_114 60.65 57.95 88.39 76.88 46.77 61.4 81.58
DMS_273 85.42 79.5 57.99 85.07 36.34 50.17 83.74
DU_145 60.46 68.18 79.95 71.68 42.1 43.93 54.77
EKVX 71.58 69.96 81.85 65.89 41.35 45.85 51.7
HCC_2998 70.46 60.51 78.88 73.36 33.85 32.61 58.37
MDA_MB_435 77.32 69.4 92.98 89.34 32.36 34.08 44.58
NCI_ADR_RES 68.7 77.93 96.42 75.53 40.12 40.92 52.47
SNB_78 56.47 71.88 87 68.5 35.48 38.78 63.77
Average 68.30 70.46 79.99 71.63 40.11 40.75 56.76
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Table 18: Robustness analysis to compare stacked CNNs (stacked REFINED CNN
models) with 7 other competingmodels per PCC and each cell line of the NCI60 dataset.
Each cell of the table represents the percentage for which stacked CNNs outperforms
the paired competing model.
Cell lines MDS ISO LLE LE iREIFNED AM iREFINED GM Stacked images
786_0 73.04 71.06 83.07 74.16 49.51 47.11 62.42
A498 68.12 69.88 69.72 62.25 53.99 50.29 58.75
A549_ATCC 66.07 66.71 77.95 68.83 52.54 54.19 57.23
ACHN 65.29 82.3 73.61 76.27 42.02 50.92 55.44
BT_549 74.1 72.86 71.45 59.98 53.2 48.32 57.67
CAKI_1 66.08 73.46 88.36 73.08 49.3 52 56.92
CCRF_CEM 74.9 69.02 68.72 71.23 54.99 52.32 57.45
COLO_205 70.87 67.07 72.78 72.38 48.63 45.31 51.96
DLD_1 65.35 73.88 66.57 70.01 61.84 51.79 65.07
DMS_114 63.42 58.36 77.04 66.66 54.03 60.01 67.09
DMS_273 70.84 65.31 62.58 72.09 51.71 61.22 79.38
DU_145 67.43 68.48 79.67 74.62 53.91 46.84 53.48
EKVX 68.09 72.49 78.76 68.92 50.66 52.52 54.31
HCC_2998 71.9 70.11 74.86 70.38 52.86 50.81 57.01
MDA_MB_435 70.19 73.89 80.2 73.92 41.59 43.4 51.07
NCI_ADR_RES 68.97 67.79 81.98 71.53 44.9 49.67 53.32
SNB_78 55.8 63.18 82.97 63.6 54.02 50.95 62.84
Average 68.26 69.76 75.9 69.99 51.16 51.04 58.91
Table 19: Robustness analysis to compare stacked CNNs (stacked REFINED CNN
models) with 7 other competingmodels per Bias and each cell line of the NCI60 dataset.
Each cell of the table represents the percentage for which stacked CNNs outperforms
the paired competing model.
Cell lines MDS ISO LLE LE iREFINEDAM iREFINED GM Stacked images
786_0 31.74 72.87 46.88 63.48 30.46 19.75 56.4
A498 31.62 33.97 30.24 35.9 38.46 22.55 48.72
A549_ATCC 49.55 52.51 62.93 34.01 41.54 36.81 39.25
ACHN 43.35 64.07 66.2 57.88 24.68 23.55 32.93
BT_549 54.3 65.92 52.62 33.04 37 21.15 51.6
CAKI_1 33.42 41.75 56.85 69.25 35.9 30.84 35.51
CCRF_CEM 71.07 60.35 47.25 68.38 43.34 32.56 45.44
COLO_205 34.78 35.86 40.49 58.54 49.11 24.53 35.59
DLD_1 53.32 74.76 73 56.39 57.34 46.47 77.96
DMS_114 55.75 52.5 74.2 58.14 46.29 73.23 43.89
DMS_273 67.9 51.65 39.04 44.35 51.66 67.01 78.33
DU_145 55.46 40.91 63.1 60.5 58.9 36.84 48.84
EKVX 44.85 70.56 50.17 40.77 37.19 31.57 41.23
HCC_2998 35.64 49.89 46.61 28.36 37.99 34.78 28.22
MDA_MB_435 35.69 55.98 47.21 35.03 23.19 13.55 34.31
NCI_ADR_RES 54.21 25.97 53.17 82.72 47.32 51.08 53.23
SNB_78 45.99 49.39 85.82 56.24 47.24 51.98 57.39
Average 46.98 52.88 55.05 51.94 41.62 36.37 47.58
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Table 20: Gap statistics analysis to compare stacked CNNs, iREFINED GM/AM, and
stacked images models with 4 other single REFINED CNNmodels in terms of NRMSE
and NMAE per each cell line paired with the null model. The wider (larger) Gap value
indicates better performance.
Cell lines NRMSE NMAEISO MDS LLE LE iREFINED AM iREFINED GM Stacked images Stacked CNNs ISO MDS LLE LE iREFINED AM iREFINED GM Stacked images Stacked CNNs
786_0 0.703 0.715 0.678 0.714 0.803 0.804 0.775 0.807 0.653 0.644 0.569 0.645 0.738 0.731 0.676 0.701
A498 0.700 0.708 0.703 0.742 0.774 0.774 0.744 0.783 0.598 0.626 0.620 0.658 0.686 0.709 0.674 0.683
A549_ATCC 0.758 0.761 0.723 0.730 0.805 0.803 0.795 0.822 0.690 0.698 0.621 0.644 0.751 0.750 0.720 0.726
ACHN 0.697 0.764 0.727 0.723 0.828 0.799 0.788 0.812 0.623 0.662 0.663 0.629 0.761 0.721 0.687 0.694
BT_549 0.675 0.650 0.650 0.703 0.735 0.740 0.729 0.751 0.605 0.597 0.513 0.621 0.629 0.671 0.640 0.644
CAKI_1 0.692 0.723 0.584 0.707 0.779 0.776 0.763 0.784 0.579 0.637 0.450 0.636 0.711 0.695 0.689 0.681
CCRF_CEM 0.714 0.677 0.717 0.692 0.757 0.762 0.754 0.774 0.638 0.621 0.625 0.638 0.659 0.699 0.677 0.667
COLO_205 0.737 0.715 0.717 0.734 0.812 0.818 0.801 0.811 0.672 0.625 0.640 0.664 0.737 0.760 0.713 0.707
DLD_1 0.695 0.750 0.749 0.731 0.766 0.799 0.755 0.807 0.612 0.668 0.676 0.644 0.718 0.725 0.669 0.704
DMS_114 0.754 0.733 0.699 0.698 0.751 0.753 0.707 0.790 0.664 0.656 0.549 0.603 0.693 0.657 0.573 0.685
DMS_273 0.742 0.726 0.744 0.698 0.779 0.748 0.702 0.799 0.606 0.582 0.680 0.574 0.740 0.704 0.595 0.702
DU_145 0.707 0.713 0.675 0.694 0.769 0.783 0.768 0.777 0.633 0.654 0.597 0.621 0.696 0.692 0.667 0.679
EKVX 0.664 0.686 0.637 0.678 0.755 0.740 0.743 0.761 0.602 0.593 0.556 0.611 0.675 0.662 0.650 0.654
HCC_2998 0.732 0.714 0.707 0.705 0.778 0.790 0.763 0.799 0.660 0.631 0.600 0.615 0.723 0.722 0.662 0.685
MDA_MB_435 0.684 0.688 0.633 0.652 0.779 0.766 0.759 0.764 0.615 0.585 0.502 0.529 0.704 0.699 0.676 0.663
NCI_ADR_RES 0.649 0.685 0.590 0.658 0.765 0.745 0.740 0.753 0.570 0.609 0.451 0.594 0.679 0.677 0.651 0.658
SNB_78 0.675 0.711 0.623 0.693 0.722 0.744 0.691 0.748 0.585 0.640 0.524 0.601 0.709 0.698 0.616 0.664
Average 0.705 0.713 0.680 0.703 0.774 0.773 0.752 0.785 0.624 0.631 0.579 0.619 0.706 0.704 0.661 0.682
Table 21: Gap statistics analysis to compare stacked CNNs, iREFINED GM/AM, and
stacked images models with 4 other single REFINED CNN models in terms of PCC
and Bias per each cell line paired with the null model. The wider (larger) Gap value
indicates better performance.
Cell lines PCC BiasISO MDS LLE LE iREFINED AM iREFINED GM Stacked images Stacked CNNs ISO MDS LLE LE iREFINED AM iREFINED GM Stacked images Stacked CNNs
786_0 0.662 0.655 0.619 0.651 0.724 0.727 0.691 0.725 0.423 0.565 0.510 0.452 0.558 0.606 0.478 0.499
A498 0.643 0.645 0.643 0.667 0.692 0.701 0.672 0.700 0.532 0.538 0.547 0.524 0.516 0.570 0.483 0.480
A549_ATCC 0.685 0.690 0.649 0.681 0.728 0.725 0.717 0.736 0.541 0.551 0.508 0.611 0.577 0.594 0.584 0.551
ACHN 0.621 0.686 0.657 0.645 0.747 0.724 0.712 0.728 0.471 0.540 0.462 0.493 0.600 0.611 0.568 0.515
BT_549 0.594 0.589 0.599 0.638 0.660 0.675 0.645 0.669 0.412 0.455 0.457 0.530 0.508 0.575 0.460 0.466
CAKI_1 0.628 0.653 0.561 0.630 0.701 0.696 0.683 0.701 0.505 0.528 0.463 0.424 0.522 0.536 0.525 0.482
CCRF_CEM 0.635 0.616 0.638 0.627 0.678 0.685 0.673 0.690 0.443 0.412 0.480 0.418 0.494 0.524 0.486 0.473
COLO_205 0.677 0.664 0.656 0.658 0.729 0.738 0.721 0.726 0.582 0.581 0.565 0.507 0.537 0.617 0.576 0.534
DLD_1 0.636 0.669 0.667 0.652 0.683 0.715 0.673 0.721 0.426 0.513 0.433 0.502 0.495 0.538 0.410 0.526
DMS_114 0.679 0.661 0.611 0.652 0.693 0.675 0.651 0.705 0.506 0.493 0.426 0.484 0.528 0.430 0.536 0.512
DMS_273 0.672 0.650 0.680 0.646 0.709 0.681 0.613 0.715 0.514 0.456 0.568 0.543 0.514 0.460 0.412 0.520
DU_145 0.643 0.643 0.602 0.620 0.688 0.703 0.688 0.695 0.535 0.487 0.465 0.471 0.479 0.543 0.507 0.503
EKVX 0.596 0.614 0.572 0.611 0.675 0.667 0.662 0.676 0.400 0.488 0.472 0.502 0.514 0.540 0.496 0.471
HCC_2998 0.654 0.649 0.637 0.652 0.706 0.711 0.694 0.715 0.494 0.540 0.503 0.565 0.528 0.538 0.560 0.493
MDA_MB_435 0.609 0.620 0.588 0.610 0.700 0.694 0.677 0.680 0.437 0.496 0.461 0.499 0.531 0.574 0.497 0.454
NCI_ADR_RES 0.615 0.610 0.560 0.598 0.682 0.666 0.656 0.670 0.567 0.465 0.472 0.364 0.490 0.473 0.468 0.481
SNB_78 0.617 0.645 0.527 0.619 0.656 0.667 0.615 0.670 0.517 0.530 0.340 0.486 0.539 0.504 0.486 0.514
Average 0.639 0.645 0.616 0.639 0.697 0.697 0.673 0.701 0.489 0.508 0.478 0.493 0.525 0.543 0.502 0.498
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(a) NRMSEs of 786_0 cell line
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(b) NMAEs of 786_0 cell line
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(c) NRMSEs of BT_549 cell line
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(d) NMAEs of BT_549 cell line
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(e) NRMSEs of SNB_78 cell line
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(f) NMAEs of SNB_78 cell line
Figure 17: Distribution of NRMSEs and NMAEs metric of all eight models drawn
from the Gap statistics test for three cell lines of the NCI60 dataset. The distributions
clustered into two groups and their associated cluster centroids are shownwith a vertical
bar on the histogram plots.
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(a) NRMSEs of 786_0 cell line
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(b) NMAEs of 786_0 cell line
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(c) NRMSEs of HT29 cell line
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(d) NMAEs of HT29 cell line
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(e) NRMSEs of HL-60(TB) cell line
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(f) NMAEs of HL-60(TB) cell line
Figure 18: Distribution of NRMSEs and NMAEs metric of all eight models drawn
from the Gap statistics test for three cell lines of the NCI-ALMANAC dataset. The
distributions clustered into two groups and their associated cluster centroids are shown
with a vertical bar on the histogram plots.
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Table 22: Robustness analysis to compare iREFINED AM (integrated REFINED with
arithmetic mean) with 7 other competing models per NRMSE and each cell line of the
NCI-ALMANAC dataset. Each cell of the table represents the percentage for which
iREFINED AM outperforms the paired competing model.
Cell lines MDS ISO LLE LE Stacked CNNs iREFINED GM Stacked images
DU-145 31.16 81.1 56.73 38.4 9.79 59.41 93.35
CCRF-CEM 48.38 66.74 50.91 65.42 20.69 41.79 80.93
HCC-2998 8.53 3.18 81.61 3.82 0.07 4.79 100
HOP-62 91.72 49.97 59.69 30.98 11.4 32.49 93.83
HCT-116 100 94.23 95.43 25.34 0.22 45.68 100
KM12 14.19 95.45 93.99 74.9 0 31.58 100
786-0 99.99 100 100 99.45 1.06 49.44 100
K-562 50.4 91.73 54.47 61.23 6.3 63.86 94.3
EKVX 57.72 54.32 62.87 57.33 5.38 42.98 98.48
ACHN 73.96 53.94 66.85 78.59 38.34 53.7 71.92
HL-60(TB) 67.78 88.89 74.34 78.29 18.4 65.49 94.8
HCT-15 73.06 39.91 78.67 88.52 14.87 96.1 98.9
HT29 55.9 61.66 75.47 55.64 3.49 86.69 99.89
A498 8.82 39.65 9.37 22.49 4.96 16.58 94.75
IGROV1 61.61 43.54 50.74 53.19 43.31 57.3 90.64
A549_ATCC 66.22 49.29 78.92 59.78 26.8 51.39 73.44
COLO 205 45.53 31.76 91.08 46.83 8.29 20.67 98.07
LOX IMVI 22.58 43.89 38.4 50.73 15.4 17.94 99.99
HOP-92 0.02 0.43 0.76 0.38 0 0.14 99.78
MALME-3M 60.39 55.42 52.52 71.18 10.99 59.62 94.08
Average 51.89 57.25 63.64 53.12 11.98 44.88 93.85
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Table 23: Robustness analysis to compare iREFINED AM (integrated REFINED with
arithmetic mean) with 7 other competing models per NMAE and each cell line of the
NCI-ALMANAC dataset. Each cell of the table represents the percentage for which
iREFINED AM outperforms the paired competing model.
Cell lines MDS ISO LLE LE Stacked CNNs iREFINED GM Stacked images
DU-145 26.24 80.27 66.92 36.61 4.02 51.52 95.78
CCRF-CEM 48.09 72.78 46.17 74.09 15.24 45.73 86.2
HCC-2998 8.4 2.26 91.37 3.54 0 4.2 100
HOP-62 97.42 45.52 66.77 26.43 5.73 25.43 97.38
HCT-116 100 96.58 96.82 11.7 0.02 34.97 100
KM12 8.53 96.61 93.19 73.23 0 32.63 100
786-0 100 100 100 99.85 0.24 71.09 100
K-562 50.09 99.5 58.34 68.47 1.91 69.33 98.6
EKVX 59.87 53.1 69.47 58.76 0.76 42.08 99.75
ACHN 86.94 64.99 82.04 90.2 33.36 62.17 85.25
HL-60(TB) 77.9 92.96 90.45 89.2 7.56 79.43 99.33
HCT-15 68.29 35.36 82.14 93.04 6.69 98.59 99.92
HT29 53.5 62.87 82 48.82 0.71 95.23 99.99
A498 1.51 34.64 3.25 7.78 0.51 7.24 97.84
IGROV1 62.14 44.58 55 65 44.38 64.22 97.83
A549_ATCC 76.53 52.05 90.2 67.26 20.49 62.97 73.64
COLO 205 35.12 25.45 96.58 48.5 3.03 13.36 99.88
LOX IMVI 10.63 34.51 19.88 40.4 2.66 8.56 100
HOP-92 0 0 0.27 0.02 0 0 100
MALME-3M 65.07 63.76 55.03 78.57 3.41 61.26 98.72
Average 51.81 57.89 67.29 54.07 7.54 46.50 96.51
35
Table 24: Robustness analysis to compare iREFINED AM (integrated REFINED with
arithmetic mean) with 7 other competing models per PCC and each cell line of the
NCI-ALMANAC dataset. Each cell of the table represents the percentage for which
iREFINED AM outperforms the paired competing model.
Cell lines MDS ISO LLE LE Stacked CNNs iREFINED GM Stacked images
DU-145 45.14 58.17 55.17 46.47 17.25 50.85 87.45
CCRF-CEM 46.68 61.31 48.27 55.39 21.21 41.7 79.13
HCC-2998 17.05 10.51 37.86 11.81 0.27 9.2 99.62
HOP-62 57.07 57.72 53.87 39.92 20 38.99 86.28
HCT-116 88.97 45.26 77.26 34.82 1.13 59.2 100
KM12 16.23 14.64 54.82 18.28 0 10.08 100
786-0 99.59 95.83 90.32 85.28 2.63 42.55 100
K-562 51.07 41.52 53.57 50.02 7.52 59.91 93.12
EKVX 57.08 54.47 61.91 54.97 5.41 42.79 96.65
ACHN 62.36 53.53 61.96 72.23 40.06 55.2 68.83
HL-60(TB) 60.23 64.37 61.38 75.57 20.64 52.82 92.87
HCT-15 73.07 41.83 51.45 67.49 16.78 71.97 94.92
HT29 52.98 52.74 65.31 56.16 4.7 60.31 97.69
A498 32.85 38.5 37.73 56.81 23.73 40.5 96
IGROV1 60.81 39.61 49.32 51.22 41.54 55.88 80.84
A549_ATCC 59.39 48.32 54.35 50.74 29.51 39.47 66.29
COLO 205 45.28 34.65 54.63 37.7 11.61 25.79 86.43
LOX IMVI 59.84 72.99 68.1 73.8 44.45 52.36 99.59
HOP-92 5.05 6.79 15.34 14.99 0.93 2.71 98.11
MALME-3M 56.72 47.57 59.2 65.75 15.43 59.25 90.58
Average 52.37 47.02 55.59 50.97 16.24 43.58 90.72
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Table 25: Robustness analysis to compare iREFINED AM (integrated REFINED with
arithmetic mean) with 7 other competing models per Bias and each cell line of the
NCI-ALMANAC dataset. Each cell of the table represents the percentage for which
iREFINED AM outperforms the paired competing model.
Cell lines MDS ISO LLE LE Stacked CNNs iREFINED GM Stacked images
DU-145 28.45 52.78 95.81 71.39 12.86 23.34 78.67
CCRF-CEM 44.52 98.05 48.29 52.95 34.29 17.41 88.48
HCC-2998 89.4 70.56 100 74.12 45 91.07 99.99
HOP-62 2.15 31.5 66.41 21.13 1.14 15.24 99.62
HCT-116 1.84 78.24 29.6 8.27 0.07 16.05 100
KM12 11.01 4.6 99.36 3.02 0 1.86 100
786-0 100 97.42 94.3 71.94 0.28 60.95 100
K-562 94.26 41.65 91.23 90.95 42.88 77.65 96.96
EKVX 80.48 56.07 72.24 86.35 19.38 64.35 99.93
ACHN 96.56 57.64 84.62 88.07 19.49 35.27 91.61
HL-60(TB) 82.74 57.91 42.44 92.51 10 24.53 98.68
HCT-15 38.75 10.74 23.87 56.36 5.8 2.08 100
HT29 34.27 6.69 67.72 21.52 1.28 38.04 99.86
A498 16.87 28.55 54.42 8.95 2.8 57.17 99.76
IGROV1 66.58 76.28 67.29 71.39 20.12 37.29 100
A549_ATCC 66.02 56.98 99.34 83.13 14.99 39.64 94.06
COLO 205 48.02 7.34 0.37 2.69 3.3 12.6 100
LOX IMVI 1.44 0.14 15.47 22.24 1.9 3.3 100
HOP-92 71.85 5.72 99.99 54.4 16.43 33.12 99.99
MALME-3M 82.39 24.96 31.38 6.5 8.28 44.93 98.32
Average 52.88 43.19 64.21 49.39 13.01 34.79 97.30
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Table 26: Robustness analysis to compare iREFINED GM (integrated REFINED with
geometric mean) with 7 other competing models per NRMSE and each cell line of the
NCI-ALMANAC dataset. Each cell of the table represents the percentage for which
iREFINED GM outperforms the paired competing model.
Cell lines MDS ISO LLE LE iREFINED AM Stacked CNNs Stacked images
DU-145 23.93 71.14 45.84 30.46 40.59 7.17 51.37
CCRF-CEM 56.21 73.08 58.71 71.09 58.21 27.09 60.14
HCC-2998 62.78 40.98 99.71 45.25 95.21 2.67 99.57
HOP-62 95.81 66.93 76.28 50.17 67.51 24.51 78.49
HCT-116 100 93.93 95.4 29.66 54.32 0.46 100
KM12 28.15 97.81 97.12 85.06 68.42 0 100
786-0 99.96 99.98 100 99.45 50.56 0.99 99.95
K-562 34.7 85.61 40.11 47.71 36.14 2.62 33.32
EKVX 64.55 61.15 70.02 64.45 57.02 7.26 71.23
ACHN 71 49.22 63.92 75.78 46.3 33.88 58.36
HL-60(TB) 52.83 83.19 61.11 65.81 34.51 8.87 63.25
HCT-15 13.75 3.09 17.29 25.37 3.9 0.62 31.62
HT29 15.78 25.39 31.57 19.69 13.31 0.14 54.15
A498 35.38 74.61 43.52 58.5 83.42 22.75 82.65
IGROV1 53.67 37 42.52 45.62 42.7 37.78 88.21
A549_ATCC 65.4 48.3 76.74 57.77 48.61 26 50.34
COLO 205 76.08 61.59 97.58 76.92 79.33 27.63 92.67
LOX IMVI 56.82 77.77 74 83.41 82.06 42.06 100
HOP-92 54.4 53.29 93.52 65.91 99.86 17.9 94.93
MALME-3M 49.01 45.74 42.55 60.35 40.38 7.95 48.66
Average 55.51 62.49 66.38 57.92 55.12 14.92 72.95
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Table 27: Robustness analysis to compare iREFINED GM (integrated REFINED with
geometric mean) with 7 other competing models per NMAE and each cell line of the
NCI-ALMANAC dataset. Each cell of the table represents the percentage for which
iREFINED GM outperforms the paired competing model.
Cell lines MDS ISO LLE LE iREFINED AM Stacked CNNs Stacked images
DU-145 24.92 78.48 65.45 34.51 48.48 3.73 48.57
CCRF-CEM 53.46 76.7 51 77.8 54.27 17.27 55.55
HCC-2998 64.75 38.52 99.91 47.19 95.8 0.57 99.72
HOP-62 99.42 70.75 86.74 51.93 74.57 18.62 84.79
HCT-116 100 98.2 98.31 23.13 65.03 0.04 100
KM12 19.22 98.16 97 84.12 67.37 0 100
786-0 100 100 100 99.44 28.91 0.08 99.99
K-562 28.94 98.01 36.46 48.45 30.67 0.36 31.75
EKVX 67.43 61.34 77.36 66.86 57.92 1.4 71.59
ACHN 77.75 52.03 72.05 82.49 37.83 23.17 61.54
HL-60(TB) 46.73 75.11 67.71 63.7 20.57 1.38 58.77
HCT-15 4.76 0.63 10.29 19.89 1.41 0.03 26.18
HT29 5.57 11.1 21.54 5.2 4.77 0 43.85
A498 21.85 84.76 37.92 50.04 92.76 10.78 82.26
IGROV1 47.45 30.66 40.09 49.5 35.78 32.1 94.63
A549_ATCC 64.93 37.64 81.97 52.77 37.03 11.8 27.62
COLO 205 76.23 65.92 99.76 84.81 86.64 21.89 98.4
LOX IMVI 56.22 82.59 72.13 87.82 91.44 29.05 100
HOP-92 62 50.01 97.91 68.44 100 9.11 98.2
MALME-3M 53.15 52.45 43.6 68.95 38.74 1.95 46.41
Average 53.74 63.15 67.86 58.35 53.50 9.17 71.49
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Table 28: Robustness analysis to compare iREFINED GM (integrated REFINED with
geometric mean) with 7 other competing models per PCC and each cell line of the
NCI-ALMANAC dataset. Each cell of the table represents the percentage for which
iREFINED GM outperforms the paired competing model.
Cell lines MDS ISO LLE LE iREFINED AM Stacked CNNs Stacked images
DU-145 44.15 56.97 53.89 46.46 49.15 18.24 58.53
CCRF-CEM 54.61 67.92 56.67 61.87 58.3 27.41 59.45
HCC-2998 66.17 52.53 84.34 55.78 90.8 5.13 87.13
HOP-62 67.07 67.36 64.54 52.21 61.01 29.89 69.12
HCT-116 84.2 36.04 69.66 26.75 40.8 0.53 98.86
KM12 58.81 55.74 90.98 62.26 89.92 0.02 100
786-0 99.69 97.45 93.23 89.4 57.45 3.83 98.84
K-562 40.45 31.82 43.57 40.71 40.09 4.69 41.56
EKVX 63.44 61.69 69.2 62.23 57.21 7.9 64.85
ACHN 56.98 47.53 57.11 67.83 44.8 34.29 55.34
HL-60(TB) 57.55 61.91 58.72 73.85 47.18 17.46 72.84
HCT-15 50.57 22.33 30.31 44.2 28.03 7.64 56.2
HT29 43.18 44.33 56.45 46.48 39.69 2.5 53.13
A498 41.59 47.39 48.19 66.02 59.5 31.84 89.72
IGROV1 54.2 34.44 42.62 45.39 44.12 37.06 71.57
A549_ATCC 69.63 59.15 65.45 61.32 60.53 39.62 56.62
COLO 205 70.37 60.02 77.52 63.9 74.21 28.92 71.45
LOX IMVI 58.21 72.34 65.85 72.28 47.64 41.93 99.8
HOP-92 69.73 62.74 85.57 81.81 97.29 35.52 94.86
MALME-3M 47.37 38.84 49.37 55.48 40.75 11.2 49.51
Average 59.9 53.93 63.16 58.81 56.42 19.28 72.47
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Table 29: Robustness analysis to compare iREFINED GM (integrated REFINED with
geometric mean) with 7 other competing models per Bias and each cell line of the
NCI-ALMANAC dataset. Each cell of the table represents the percentage for which
iREFINED GM outperforms the paired competing model.
Cell lines MDS ISO LLE LE iREFINED AM Stacked CNNs Stacked images
DU-145 57.12 77.52 98.8 90.03 76.66 38.49 66.25
CCRF-CEM 79.05 99.87 81.57 83.16 82.59 71.21 95.83
HCC-2998 48.53 19.57 99.96 21.68 8.93 3.62 96.61
HOP-62 13.32 68.24 91.8 57.31 84.76 10.78 92.71
HCT-116 9.96 95.73 63.53 35.57 83.95 1.41 100
KM12 76.42 60.95 100 48.33 98.14 0.04 100
786-0 100 95.97 91.65 63.49 39.05 0.1 100
K-562 78.73 15.92 72.44 71.59 22.35 12.62 67.01
EKVX 70.64 41.56 59.76 79.35 35.65 8.66 91.53
ACHN 98.52 71.1 91.98 93.47 64.73 31.94 81.21
HL-60(TB) 95.1 80.78 69.89 98.56 75.47 29.09 95.01
HCT-15 95.14 80.29 90.92 98.15 97.92 73.57 100
HT29 45.96 11.57 77.88 32.29 61.96 3 87.13
A498 13.14 22.37 46.86 7.09 42.83 2.34 80.32
IGROV1 76.57 83.86 77.63 81.05 62.71 31.49 99.94
A549_ATCC 74.92 67.27 99.68 88.5 60.36 21.67 79.75
COLO 205 86.4 37.3 4.37 18.73 87.4 24.24 99.95
LOX IMVI 37.93 15 76.99 84.27 96.7 39.54 100
HOP-92 88.51 9.06 100 72.26 66.88 26.71 99.96
MALME-3M 83.29 29.68 35.84 7.95 55.07 11.72 78.21
Average 66.46 54.18 76.58 61.64 65.21 22.11 90.57
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Table 30: Robustness analysis to compare stacked CNNs (stacked REFINED CNN
models) with 7 other competing models per NRMSE and each cell line of the NCI-
ALMANAC dataset. Each cell of the table represents the percentage for which stacked
CNNs outperforms the paired competing model.
Cell lines MDS ISO LLE LE iREFINED AM iREFINED GM Stacked images
DU-145 79.4 98.25 93.61 85.52 90.21 92.83 93.35
CCRF-CEM 77.48 89.96 79.44 88.18 79.31 72.91 80.93
HCC-2998 98.53 95.77 100 96.93 99.93 97.33 100
HOP-62 99.18 87.3 92.76 76.85 88.6 75.49 93.83
HCT-116 100 100 100 98.26 99.78 99.54 100
KM12 99.99 100 100 100 100 100 100
786-0 100 100 100 100 98.94 99.01 100
K-562 94.73 99.96 96.19 96.81 93.7 97.38 94.3
EKVX 96.98 96.42 98.05 97.07 94.62 92.74 98.48
ACHN 82.65 65.28 76.71 86.11 61.66 66.12 71.92
HL-60(TB) 91.97 98.18 95.03 96.06 81.6 91.13 94.8
HCT-15 93.71 78.46 96.01 98.04 85.13 99.38 98.9
HT29 97.58 97.74 99.43 96.14 96.51 99.86 99.89
A498 66.05 90.92 75.32 82.67 95.04 77.25 94.75
IGROV1 65.69 51.65 56.41 59.39 56.69 62.22 90.64
A549_ATCC 85.37 73.38 93 80.93 73.2 74 73.44
COLO 205 89.99 80.07 99.34 90.1 91.71 72.37 98.07
LOX IMVI 63.17 80.59 77.73 84.81 84.6 57.94 99.99
HOP-92 86.99 82.15 99.62 91.41 100 82.1 99.78
MALME-3M 94.24 90.91 90.29 96.58 89.01 92.05 94.08
Average 88.19 87.85 90.95 90.09 88.01 85.08 93.86
Table 31: Robustness analysis to compare stacked CNNs (stacked REFINED CNN
models) with 7 other competing models per NMAE and each cell line of the NCI-
ALMANAC dataset. Each cell of the table represents the percentage for which stacked
CNNs outperforms the paired competing model.
Cell lines MDS ISO LLE LE iREFINED AM iREFINED GM Stacked images
DU-145 87.28 99.62 98.76 93.02 95.98 96.27 95.78
CCRF-CEM 84.3 96.23 83.15 96.07 84.76 82.73 86.2
HCC-2998 99.87 99.03 100 99.65 100 99.43 100
HOP-62 99.98 92.25 97.9 83.46 94.27 81.38 97.38
HCT-116 100 100 100 99.54 99.98 99.96 100
KM12 100 100 100 100 100 100 100
786-0 100 100 100 100 99.76 99.92 100
K-562 98.51 100 99.03 99.52 98.09 99.64 98.6
EKVX 99.64 99.29 99.85 99.65 99.24 98.6 99.75
ACHN 94.07 79.33 91.35 95.76 66.64 76.83 85.25
HL-60(TB) 98.8 99.75 99.66 99.57 92.44 98.62 99.33
HCT-15 97.15 86.34 98.98 99.81 93.31 99.97 99.92
HT29 99.47 99.55 99.98 99.04 99.29 100 99.99
A498 68.92 98.49 84.04 88.23 99.49 89.22 97.84
IGROV1 66.19 50.1 59.87 68.14 55.62 67.9 97.83
A549_ATCC 94.11 81.7 98.67 91.05 79.51 88.2 73.64
COLO 205 92.77 87.16 100 96.16 96.97 78.11 99.88
LOX IMVI 75.77 92.93 87.25 95.95 97.34 70.95 100
HOP-92 96.04 90.24 99.99 97 100 90.89 100
MALME-3M 99.01 98.47 97.48 99.68 96.59 98.05 98.72
Average 92.59 92.52 94.80 95.07 92.46 90.83 96.51
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Table 32: Robustness analysis to compare stacked CNNs (stacked REFINED CNN
models) with 7 other competing models per PCC and each cell line of the NCI-
ALMANAC dataset. Each cell of the table represents the percentage for which stacked
CNNs outperforms the paired competing model.
Cell lines MDS ISO LLE LE iREFINED AM iREFINED GM Stacked images
DU-145 79.26 87.07 86.28 80.86 82.75 81.76 87.45
CCRF-CEM 75.87 85.42 76.94 81.23 78.79 72.59 79.13
HCC-2998 97.41 95.46 99.42 96.23 99.73 94.87 99.62
HOP-62 83.91 84.18 83.07 73.8 80 70.11 86.28
HCT-116 99.98 98.34 99.92 96.82 98.87 99.47 100
KM12 100 100 100 99.99 100 99.98 100
786-0 100 100 99.94 99.89 97.37 96.17 100
K-562 93.04 89.67 93.81 91.53 92.48 95.31 93.12
EKVX 96.41 96.23 97.64 96.05 94.59 92.1 96.65
ACHN 71.21 63.09 71.16 79.46 59.94 65.71 68.83
HL-60(TB) 85.84 87.83 87.54 94.09 79.36 82.54 92.87
HCT-15 93.14 78.11 83.89 90.99 83.22 92.36 94.92
HT29 96.29 95.36 98.37 95.7 95.3 97.5 97.69
A498 60.18 66.05 68.41 81.89 76.27 68.16 96
IGROV1 66.89 48.85 56.56 59.03 58.46 62.94 80.84
A549_ATCC 78.67 69.14 74.99 71.63 70.49 60.38 66.29
COLO 205 85.87 78.14 90.39 81.18 88.39 71.08 86.43
LOX IMVI 64.05 75.84 71.42 75.77 55.55 58.07 99.59
HOP-92 81.74 75.78 92.71 90.2 99.07 64.48 98.11
MALME-3M 88.46 82.95 89.98 92.95 84.57 88.8 90.58
Average 84.911 82.8755 86.122 86.4645 83.76 80.719 90.72
Table 33: Robustness analysis to compare stacked CNNs (stacked REFINED CNN
models) with 7 other competing models per Bias and each cell line of the NCI-
ALMANAC dataset. Each cell of the table represents the percentage for which stacked
CNNs outperforms the paired competing model.
Cell lines MDS ISO LLE LE iREFINED AM iREFINED GM Stacked images
DU-145 69.47 88.04 99.84 96.13 87.14 61.51 78.67
CCRF-CEM 60.82 99.39 64.2 67.81 65.71 28.79 88.48
HCC-2998 94.97 78.81 100 82.65 55 96.38 99.99
HOP-62 51.83 95 99.43 91.78 98.86 89.22 99.62
HCT-116 64.91 100 99.17 96.77 99.93 98.59 100
KM12 100 99.98 100 99.9 100 99.96 100
786-0 100 100 100 99.9 99.72 99.9 100
K-562 98.95 47.6 97.89 97.43 57.12 87.38 96.96
EKVX 97.79 86.24 94.84 99.24 80.62 91.34 99.93
ACHN 99.57 84.4 96.89 97.69 80.51 68.06 91.61
HL-60(TB) 98.74 92.39 86.29 99.65 90 70.91 98.68
HCT-15 87.7 60.95 79.55 94.84 94.2 26.43 100
HT29 95.98 71.33 99.56 90.19 98.72 97 99.86
A498 81.87 91.42 97.82 62.92 97.2 97.66 99.76
IGROV1 90.08 95.22 92.07 93.65 79.88 68.51 100
A549_ATCC 91.88 89.13 99.98 97.25 85.01 78.33 94.06
COLO 205 96.41 64.83 13.36 40.62 96.7 75.76 100
LOX IMVI 48.28 21.27 84.21 89.99 98.1 60.46 100
HOP-92 96.57 23.12 100 87.86 83.57 73.29 99.99
MALME-3M 99.2 72.13 77.74 31.83 91.72 88.28 98.32
Average 86.25 78.06 89.14 85.91 86.99 77.89 97.30
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Table 34: Gap statistics analysis to compare stacked CNNs, iREFINED GM/AM, and
stacked images models with 4 other single REFINED CNNmodels in terms of NRMSE
and NMAE per each cell line paired with the null model. The wider (larger) Gap value
indicates better performance.
Cell lines NRMSE NMAEIsomap MDS LLE LE iREFINED AM iREFINED GM Stacked images Stacked CNNs Isomap MDS LLE LE iREFINED AM iREFINED GM Stacked images Stacked CNNs
786-0 0.648 0.598 0.526 0.697 0.887 0.887 0.659 0.945 0.659 0.573 0.527 0.738 0.950 0.916 0.656 1.002
A498 0.911 0.809 0.892 0.858 0.781 0.877 0.793 1.047 0.970 0.828 0.938 0.916 0.790 0.915 0.843 1.099
A549_ATCC 0.978 1.009 0.959 0.992 1.006 1.002 1.003 0.834 1.019 1.056 0.996 1.037 1.058 1.038 1.070 0.897
ACHN 0.983 1.019 0.995 0.965 1.025 1.018 1.005 1.027 1.030 1.066 1.039 1.016 1.085 1.068 1.054 1.087
CCRF-CEM 0.995 0.961 0.989 0.965 0.993 1.006 0.989 1.046 1.046 1.012 1.050 1.009 1.045 1.051 1.044 1.105
COLO 205 0.967 0.989 0.878 0.964 0.959 1.008 0.922 1.022 1.026 1.040 0.899 1.008 1.005 1.061 0.956 1.080
DU-145 0.993 0.904 0.951 0.980 0.962 0.944 0.941 1.018 1.043 0.961 0.986 1.028 1.009 1.007 1.008 1.072
EKVX 0.911 0.919 0.899 0.911 0.925 0.941 0.897 0.947 0.951 0.963 0.932 0.953 0.966 0.980 0.947 0.991
HCC-2998 0.893 0.930 0.697 0.922 0.776 0.914 0.693 0.946 0.927 0.971 0.691 0.957 0.817 0.952 0.711 0.992
HCT-116 0.195 0.713 0.704 0.895 0.847 0.853 0.276 0.935 0.131 0.740 0.745 0.958 0.885 0.910 0.259 1.001
HCT-15 0.938 0.991 0.927 0.907 0.978 0.861 0.893 1.008 1.003 1.049 0.978 0.950 1.031 0.895 0.936 1.070
HL-60(TB) 0.952 0.887 0.942 0.933 0.981 0.957 0.934 1.011 0.993 0.948 0.963 0.969 1.033 0.989 0.975 1.056
HOP-62 0.883 0.972 0.956 1.001 0.970 1.001 0.949 1.034 0.909 1.027 0.998 1.052 1.020 1.055 1.000 1.093
HOP-92 0.977 0.973 0.884 0.950 0.730 0.982 0.865 1.021 1.010 1.026 0.913 0.998 0.726 1.027 0.895 1.070
HT29 0.903 0.884 0.863 0.901 0.913 0.830 0.821 0.926 0.966 0.949 0.913 0.973 0.971 0.862 0.872 1.007
IGROV1 0.913 0.946 0.933 0.930 0.935 0.920 0.840 0.978 0.975 1.003 0.986 0.973 0.995 0.970 0.868 1.044
K-562 0.932 0.812 0.921 0.905 0.929 0.899 0.933 0.972 0.985 0.795 0.972 0.952 0.982 0.950 0.980 1.030
KM12 0.869 0.654 0.843 0.785 0.731 0.696 0.961 0.625 0.89 0.612 0.848 0.774 0.721 0.683 0.979 0.578
LOX IMVI 0.403 0.371 0.397 0.413 0.413 0.363 0.595 0.335 0.373 0.331 0.353 0.382 0.394 0.325 0.552 0.296
MALME-3M 0.448 0.457 0.442 0.477 0.44 0.459 0.455 0.405 0.421 0.422 0.406 0.453 0.399 0.418 0.412 0.36
Average 0.835 0.840 0.830 0.868 0.859 0.871 0.821 0.904 0.866 0.869 0.857 0.905 0.894 0.904 0.851 0.946
Table 35: Gap statistics analysis to compare stacked CNNs, iREFINED GM/AM, and
stacked images models with 4 other single REFINED CNN models in terms of PCC
and Bias per each cell line paired with the null model. The wider (larger) Gap value
indicates better performance.
Cell lines PCC BiasIsomap MDS LLE LE iREFINED AM iREFINED GM Stacked images Stacked CNNs Isomap MDS LLE LE iREFINED AM iREFINED GM Stacked images Stacked CNNs
786-0 0.725 0.777 0.802 0.817 0.869 0.877 0.754 0.893 0.666 0.438 0.421 0.353 0.311 0.329 0.677 0.157
A498 0.882 0.872 0.874 0.851 0.858 0.871 0.797 0.937 0.222 0.249 0.296 0.184 0.287 0.299 0.361 0.156
A549_ATCC 0.915 0.924 0.920 0.922 0.922 0.929 0.924 0.834 0.229 0.216 0.331 0.261 0.209 0.196 0.240 0.352
ACHN 0.919 0.926 0.919 0.907 0.928 0.924 0.921 0.929 0.282 0.191 0.239 0.247 0.181 0.160 0.207 0.095
CCRF-CEM 0.917 0.905 0.916 0.911 0.915 0.921 0.914 0.935 0.148 0.273 0.154 0.159 0.155 0.101 0.200 0.132
COLO 205 0.908 0.915 0.900 0.913 0.904 0.922 0.905 0.928 0.254 0.175 0.087 0.141 0.258 0.192 0.364 0.170
DU-145 0.914 0.905 0.907 0.913 0.912 0.910 0.903 0.925 0.164 0.205 0.303 0.234 0.200 0.152 0.181 0.174
EKVX 0.874 0.878 0.868 0.876 0.881 0.890 0.873 0.892 0.274 0.210 0.248 0.294 0.199 0.228 0.341 0.176
HCC-2998 0.874 0.885 0.849 0.883 0.834 0.888 0.845 0.893 0.242 0.186 0.466 0.193 0.142 0.246 0.367 0.162
HCT-116 0.782 0.860 0.815 0.872 0.855 0.842 0.695 0.886 0.163 0.385 0.300 0.250 0.336 0.272 0.534 0.196
HCT-15 0.890 0.913 0.907 0.896 0.909 0.891 0.884 0.921 0.206 0.150 0.181 0.232 0.223 0.090 0.379 0.124
HL-60(TB) 0.903 0.898 0.904 0.891 0.911 0.910 0.890 0.922 0.264 0.220 0.195 0.293 0.208 0.164 0.263 0.121
HOP-62 0.908 0.908 0.912 0.921 0.914 0.922 0.907 0.931 0.136 0.231 0.281 0.213 0.259 0.203 0.285 0.151
HOP-92 0.913 0.915 0.893 0.896 0.852 0.926 0.866 0.926 0.251 0.112 0.422 0.222 0.215 0.188 0.385 0.119
HT29 0.874 0.872 0.859 0.869 0.876 0.867 0.862 0.882 0.241 0.167 0.297 0.215 0.267 0.246 0.318 0.194
IGROV1 0.875 0.896 0.887 0.886 0.887 0.880 0.856 0.908 0.256 0.272 0.254 0.260 0.221 0.197 0.433 0.168
K-562 0.888 0.898 0.884 0.888 0.887 0.875 0.886 0.904 0.285 0.131 0.272 0.268 0.149 0.221 0.256 0.167
KM12 0.81 0.805 0.726 0.801 0.737 0.82 0.517 0.83 0.605 0.572 0.326 0.63 0.483 0.628 0.13 0.638
LOXIMVI 0.969 0.977 0.972 0.968 0.982 0.981 0.893 0.99 0.89 0.847 0.79 0.777 0.738 0.83 0.558 0.89
MALME-3M 0.956 0.947 0.945 0.94 0.953 0.944 0.945 0.962 0.806 0.703 0.796 0.876 0.76 0.77 0.713 0.851
Average 0.885 0.894 0.883 0.891 0.889 0.899 0.852 0.911 0.329 0.297 0.333 0.315 0.290 0.286 0.360 0.260
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