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INTRODUCTION 
This paper is the first of a series devoted to the study of Hamilton- 
Jacobi equations in infinite-dimensional spaces. To pose a typical problem, 
we consider a (real) Banach space V, its dual space V*, and solutions of an 
equation 
H(x, u, Du) = 0 in Q WJ) 
set in a subset Q of I’. In (HJ), H: V x R x V* + R is continuous and Du 
stands for the Frechet derivative of U. Thus, a classical solution u of (HJ) in 
Q is a continuously (Frtchet) differentiable function U: 0 + R such that 
H(x, u(x), Du(x)) = 0 for XE!~. In particular, we will prove that under 
appropriate conditions classical solutions of (HJ) are uniquely determined 
by their boundary values. However, global classical solutions of fully non- 
linear first-order partial differential equations are rare even in linite-dimen- 
sional spaces, and we introduce an appropriate weakened notion below for 
which the uniqueness results are still valid. 
There are various reasons for studying (HJ). First of all, this is the form 
of the basic partial differential equations satisfied by value functions arising 
in deterministic ontrol problems, deterministic differential games, and the 
calculus of variations. A simple example is U(X) = Ix/ (the norm of x in V), 
which is nothing but the length of the shortest path from x to 0 and which 
is a classical solution of IDul = 1 in V\(O) provided the norm of V is dif- 
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ferentiable on V\(O). For more complex control problems the reader may 
consult Barbu and Da Prato [ 11, while relations between control 
problems, the calculus of variations, and Hamilton-Jacobi equations in 
finite dimensions are recalled in P. L. Lions [14]. 
A second impetus for the current work lies in the simple desire to con- 
tribute to the understanding of nonlinear partial differential equations in 
infinite-dimensional spaces. At stake (eventually) are not only the various 
dynamic programming equations (also called Bellman, Hamilton-Jacobi- 
Bellman, and Isaacs equations, depending on the problem considered), but 
also the equations associated with filtering or control of finite-dimensional 
stochastic systems under partial observation. 
The remark above concerning the differentiability of U(X) = 1x1 brings 
into focus the fact that geometrical properties of I/ will play a role in the 
theory. In particular, questions related to the existence of an equivalent 
norm on V which is differentiable on V\ (0 > are relevant to the theory in 
infinite dimensions. However, in what follows, we partly obscure this fact 
by including various assumptions of this sort that we need in the 
assumptions concerning the Hamiltonian H. The outstanding explicit 
geometrical assumption made on V in most of the presentation is that V 
has the Radon-Nikodym property (i.e., “Y is RN”). For example, reflexive 
spaces and separable dual spaces are RN. The Radon-Nikodym property is 
important for us because if V’ is RN, cp is a bounded and lower semicon- 
tinuous real-valued function on a closed ball B in V and E > 0, then there is 
an element x* of I’* of norm at most E such that cp + x* attains its 
minimum on B. This fact is proved in Ekeland and Lebourg [lo] under 
more severe restrictions on V (which are probably met in most applications 
of our results) and in full generality in Stegall [ 161. See also Bourgain [2]. 
Our main goal here will be to use this fact to show that the naive exten- 
sion of the notion of viscosity solutions to Banach spaces succeeds in 
spaces with the Radon-Nikodym property. That is, the basic comparison 
(and therefore uniqueness) theorems remain valid. Other papers in this 
series will concern relations with control theory and differential games, 
existence theorems, and uniqueness of other classes of unbounded viscosity 
solutions. Indeed, existence in Hilbert (and more general) spaces is 
established in M. G. Crandall and P. L. Lions [6] by use of the 
relationship between differential games and viscosity solutions. 
In the next section we briefly give a definition of viscosity solutions of 
(HJ) and prove some uniqueness results. The comparison results in infinite 
dimensions will be given in a natural generality which is new even in finite 
dimensions. In particular, we give the first complete formulation and proof 
under assumptions which are invariant under nice changes of the indepen- 
dent variable. This generality and the basic outline of proof has been evolv- 
ing in the papers by Crandall and Lions [4, 51, Crandall, Evans, and Lions 
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[3], and Ishii [ll, 121. However, the proofs must be modified since boun- 
ded continuous functions on closed balls in infinite-dimensional spaces do 
not have maxima in general. This difficulty is oversome here by use of the 
variational principle mentioned above. We would like to thank N. 
Ghoussoub for bringing this result to our attention. This allowed us to sim- 
plify a preliminary version of this paper which was based on a more com- 
plex notion of viscosity solution than that given here and on Ekeland’s 
principle [9]. However, not every Banach space is RN, so this more com- 
plex notion may prove significant in later developments. It is therefore 
presented in an appendix. One can equally well prove uniqueness results 
using it. However, we have chosen not to do so here because the theory 
(which is already getting technical) becomes less attractive and it is not yet 
clear if there will be either an acompanying existence theory or applications 
sufficient to justify this degradation of the presentation. 
Finally, let us recall that the basic theory of Hamilton-Jacobi equations 
in finite-dimensional spaces is now fairly well understood via the notion of 
viscosity solutions (recalled below). This notion is given various equivalent 
forms in Crandall and Lions [4], where the fundamental uniqueness 
theorems were first proved. The uniqueness proofs below correspond to the 
modified arguments given in Crandall, Evans, and Lions [3] as sharpened 
in the various papers mentioned above, and the relevance to control theory 
was exhibited by Lions in [14] using the dynamic programming principle. 
See Crandall and Souganidis [8] for a more extensive resume and 
bibliography of recent work in finite dimensions. 
The only previous work concerning viscosity solutions of Hamilton- 
Jacobi equations in infinite dimensions of which we are aware is by R. Jen- 
sen (verbal communication). Jensen, working in Hilbert spaces, uses the 
notion of a viscosity solution on a closed set and compactness assumptions 
to obtain the existence of extrema. 
I. VISCOSITY SOLUTIONS AND COMPARISON THEOREMS 
Let Q be an open subset of the (real) Banach space V. We will denote 
the value of p E V* at x E V by (p, x). If v: Q + R is continuous (i.e., 
v E C(Q)) and XEQ, we define the superdifferential D'v(x) and the subdif- 
ferential D-v(x) of v at x just as in [3]: 
D+v(x)= {PE V*:li~~snup(v(~‘)-v(x)-(p,~‘-x))/lv-xl GO}, 
y - x (1.1) 
D-u(x)= {pe I’*:li~rif(v(j~)--v(x)-(p,y-x))/ly-XI >O}. 
.,’ - x 
We now define the notion of viscosity solutions. 
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DEFINITION 1. Let u E C(Q). Then u is a viscosity subsolution of (HJ) 
on Sz if 
H(x, u(x), P) d 0 for every XER and p E D+u(x). 
Similarly, u is a viscosity supersolution of (HJ) on Q if 
(1.2) 
H(x, u(x), P) 3 0 for every x E Sz and p E D-v(x). (1.3) 
Finally, u is a viscosity solution Q if it is both a viscosity subsolution and a 
viscosity supersolution. 
Since we are assuming that Sz is open, the restriction y E Sz in (1.1) is 
superfluous. However, (1.1) as it stands can be used whether or not 0 is 
open, and the above definition generalizes at once. We will not use this 
generality here, but see Jensen [13]. We will use (for example) the phrases 
“solution of H d 0” and “subsolution of H = 0” interchangeably. The above 
definition is one of several possible alternatives. A more convenient form 
for analytical work is contained in the following obvious proposition. 
PROPOSITION 1. Let u E C(Q). Then u is a viscosity subsolution of (HJ) in 
?2 if and only if for every cp E C(0) 
H( y, u(y), Dq( y)) < 0 at each local maximum y E Q ofu - cp 
at which cp is differentiable. (1.4) 
Similarly, u is a viscosity supersolution of (HJ) when 
H( y, u(y), Dq$ y)) 2 0 at each local minimum y E Sz ofu - cp 
at which cp is differentiable. (1.5) 
Remarks 1. The corresponding result in finite dimensions states that 
the proposition remains true if cp E C(Q) is replaced by cp E C’(Q) and that 
one may replace local extrema in the statement by strict local extrema. 
Here, for example, when we say y~sZ is a strict local maximum of a 
function v, we mean “very strict”-that is, there is a number a> 0 and a 
positive nondecreasing function g:(O, a] + (0, co) such that u(x) 6 u(y) - 
g( Ix - y[ ) for Ix - yl < a. Of course, we may work with strict extrema in the 
general case. Moreover, if the space V admits a function <: V-+ [0, co) 
such that [(x)/lx1 is bounded above and below by positive constants on 
v\(O) and [ is boundedly differentiable on V\(O), then the proposition 
remains correct with everywhere differentiable cp E C(Q) and Dq con- 
tinuous at y in (1.4) and (1.5). This may be established in a manner similar 
to (e.g.) [3, Proposition 1.11. 
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Before we formulate some hypotheses on H, we need to make our 
strategy-which has already been implemented above-more explicit. We 
will state and prove one principal result concerning comparison and uni- 
queness of solutions of (HJ) in all details. This proof will clearly illustrate 
how one may account for the infinite-dimensional difficulties. We will then 
state further results and, in particular, the corresponding result concerning 
comparison of solutions of the related time-dependent initial-value 
problem, without proof. The proofs will not be given because, by this time, 
a knowledgeable reader will be able to construct them in a straightforward 
way using the methods which have already been clearly illustrated here and 
in the literature. Thus it is not appropriate for us to do this here. The same 
is true for many other results. Hence we feel justified (here and later) to 
simply state when results “remain true in infinite dimensions” provided that 
we have verified the assertions for ourselves. For example, the results of 
Crandall and Lions [S] and Ishii [12] concerning moduli of continuity 
remain true in Hilbert spaces. By contrast, assertions concerning existence, 
especially when the finite-dimensional proofs employ compactness 
arguments, cannot usually be verified without considerable work ([6]). We 
will return to the question of moduli of continuity in [6], where it plays an 
essential role. 
We turn to formulating the conditions on H that we will use. First of all, 
one does not expect boundary problems for (HJ) to have unique solutions 
unless H(x, U, p) is monotone in U, and it is convenient to emphasize this 
monotonicity by considering problems of the form 
u + H(x, u, Du) = 0. WJ’) 
Of course, (HJ) may be transformed into a problem of the form (HJ’) 
(with a “new E-r’) in a variety of ways. We will be imposing conditions on 
H in (HJ’). 
These conditions will involve two auxiliary functions d: Vx V-+ [0, co) 
and v: V-t [0, co). These functions are to satisfy a collection of conditions 
we will simply call (C). In the statement of these conditions and below, I I 
is used to denote the norm of V as well as the corresponding dual norm on 
V* and the absolute value on R. If x, y E V, then ,5(x, y) denotes the line 
segment joining them. It may be useful to the reader to keep in mind the 
case in which V is Hilbert, d(x, y) = Ix - yl and v(x) = 1x1 while reading 
further. The conditions (C) are: 
(C) Let y E V. The nonnegative function x + d(x, y) is Frechet dif- 
ferentiable at every point except y and the derivative is denoted 
by dX(x, y). Similarly, y -+ d(x, y) is differentiable xcept at x and 
its derivative is d,(x, y). The function v is bounded on bounded 
580!62.‘3-4 
384 CRANDALL AND LIONS 
sets. Moveover, there are constants K, k > 0 such that the non- 
negative function v is differentiable on {x E V: v(x) > K}, 
Id,@, v)l> Id,(x, Y)L IDv(x)l <K (1.6) 
whenever the quantities on the left are defined, 
v(x) yxmif IxI > k, (1.7) 
k Ix-yl <d(x,y)<KIx-yl for x, y E V. (1.8) 
We continue. A function m: [0, co) -+ [0, co) will be called a modulus if it 
is continuous, nondecreasing, nonnegative, and subadditive and satisfies 
m(0) = 0. We will use m, mH, etc., to denote such functions. We will also 
say a function cr: [0, cc) x [0, cc) + [0, co) is a local modulus if I + a(r, R) 
is a modulus for each R > 0 and a(r, R) is continuous and nondecreasing in 
both variables. (The words indicate that a(r, R) is a modulus in r when 
something else is “local,” i.e., bounded by R.) BR(x) denotes the closed ball 
of center x and radius R in V and int BR(x) is its interior. Assuming that 
conditions (C) hold, the properties of H: V/x R x V* + R that we will 
employ are: 
There is a local modulus cr such that 
lH(x,r,p)-H(x,r,q)lQa(Ip-ql,R) 
for XE V, p, qE V*, and PER satisfying 1x1, IpI, 141 6 R. 
For each (x, p) E V x V*, r --t H(x, r, p) is nondecreasing. 
(HO) 
W) 
There is a local modulus cH such that 
H(x, r, p) - H(x, r, P + lDv(x)) < adA IPI + 2) 
whenever 0 < A, (x, p) E 52 x V*, and v(x) > K. 
W2) 
and 
There is a modulus mH such that 
WY, r, -@Lk Y)) - H( x, r, Mx, y)) < m,(Mx, Y) + 0, Y)) (H3) 
for all x, y~S2 with x#y and L(x,y)cLI, rER, and 220. 
We formulate the following comparison result for (HJ’) in such a way as 
to exhibit an appropriate continuity of the solution in the equation. This is 
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useful for existence proofs [6], a fact which justifies the added complexity 
of the statement. In the theorem, Q is the closure of 52 and dS2 is its boun- 
dary. We remind the reader that everywhere below K, k are the constants of 
conditions (C). 
THEOREM 1. Let H, I??E C( Vx R x V*) and the conditions (C) hold. Let 
each of H and I? satisfy (HO) and H satisfy (Hl), (H2), and (H3). Let 
u, v E C(d) be viscosity solutions of 
u + H(x, u, Du) 6 0 and 0 d v + fqx, 0, Dv) in Q. (1.9) 
Let there be a modulus m such that 
14~) - u(Y)I + Iv(x) - v(Y)I G m(lx -YI 1 if L(x,y)cQ. (1.10) 
If D # V, then for E, a > 0 satisfying 
E < (ka)*/(m(a) + 1) 
we have 
u(x) - v(x) < sup (u - v)+ + 2m(a) + m,(2m(a) + (Em(a))l”) 
PR 
+ sup{(Z?(z,r,p)-H(z,r,p))+:(z,r,p)~QxRxV*and 
IPI G Wm(aYE)“*) (1.11) 
for x E Q. Zf Sz = V, then (1.11) holds with the terms sup,, (u - v)+ and 
2m(a) replaced by 0. In either case, if I? = H and u 6 v on d.Q, then u < v 
in 52. 
Remarks 2. We pause and attempt o illuminate this result a bit, as it is 
packed with interesting technical subtleties in addition to the infinite- 
dimensional formulation. The uniqueness asserted in the theorem was 
proved in the case V= RN, d(x, y) = Ix - yl, and u and v uniformly con- 
tinuous in Crandall and Lions [ 51, who also assumed that (Hl ) was 
replaced by the stronger condition of uniform continuity of H(x, r, p) in 
(x,p) for bounded p. It was remarked in [5] that a formulation using 
something like “d” of condition (C) would yield a class of problems 
invariant under nice changes of the independent variables. Subsequently, 
Ishii [12] improved this result by coupling the case v(x) = lx- x01 for 
some x,, with d(x, y) = Ix - yl, eliminating the restrictive uniform con- 
tinuity assumption on H mentioned above. Ishii also chose some com- 
parison functions which improved the presentation, and we use analogues 
here. 
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An obviously interesting test class with respect to the generality of the 
hypotheses is the linear problem in which H(x,p)= (p, b(x)) where 
b: V+ I/. If b is bounded on bounded sets, then (HO) is satisfied. The 
requirement (Hl ) is clearly satisfied. If I/ is Hilbert and d(x, y) = Ix - ~1, 
the requirement (H3) amounts to asking that there be a constant c such 
that x -+ b(x)+ cx is “monotone” in the sense of Minty, Browder, etc. 
Further specializing to V= R, v(x) = Ix-x01, (H3) amounts to asking that 
b(x) be bounded below on x>O and above on x<O. Let a,=O, 
Uj=Ui-l + i, and a _; = ai for i > 0. It is easy to construct an even function v 
satisfying the requirements of (C) with Dv supported on Ii for i odd and an 
odd function b with support in I; for i even with b’ bounded below but b 
unbounded below on [0, co). Then H satisfies (H2) with this v and 
d(x, y) = Ix -yl, but it does not satisfy Ishii’s condition. The situation is 
rather subtle. 
Let us subject a problem u + H(x, U, Du) = 0, where v, d satisfy the con- 
ditions (C) and H satisfies (HO)-(H3), to a change of independent variable 
x = G(z) where G: V-+ V and its inverse are everywhere defined, Lipschitz 
continuous, and continuously differentiable diffeomorphisms. Denote the 
resulting equation for v(z) = u(G(z)) by u(z) + F(z, u(z), D;u(z)) = 0. We 
will not write the formulas, but the reader can verify that the new 
Hamiltonian satisfies the conditions of the theorem with the “transformed” 
d and v (let’s call them d, and vG) given by d,(z, w) = d(G(z), G(w)) and 
VJZ) = v(G(z)). In particular, if d(x, y) = lx-yl, then dJz, w) = 
(G(z) - G(w)]. This provides a wide class of examples. 
Finally, we remark that explicit error estimates in the spirit of Theorem 1 
(but in finite dimensions and a different technical setting) appeared in 
Souganidis [ 151, and it was Ishii [ 121 who pointed out that one only 
needed uniform continuity of u and u on line segments in Q in the sense of 
(1.10) rather than on 52 itself in the arguments. 
Proof of Theorem 1. Let us first observe that the final assertion of the 
theorem follows immediately upon letting E + 0 and then a + 0 in (1.11). 
We give the proof of (1.11) for the case Q # V (the alternative being 
the simpler case). Without loss of generality, we assume that 
sup,, (u-u)+ <cc. Let 
p(x) = distance(x, ZX2). (1.12) 
One easily deduces from (1.10) that if L(x, y) c 0, then 
~x)-u~.Y)~su~ (u--v)+ +mtmW(x), P(Y)))+~(~-.J~) (1.13) 
JR 
and, in particular, 
u(x) - u(x) < sup (24 - 0) + + m(p(x)) 
JR 
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for x E G? Since m (being a modulus) and p have at most linear growth, we 
conclude that there are constants A, B for which 
u(x) - u(x) d A + B 1x1 for XEQ. (1.14) 
We will use an auxiliary function [ E C’(R) satisfying 
i(r)=0 for ~,<l, [(r)=r-2 for i-23, and O<[‘< 1. (1.15) 
Let a, E, j?, R > 0 and consider the function 
@(x, Y) = 4x) - u(y) - 4x, Y )’ --y + PS(v(x) - R) 
> 
(1.16) 
on the set 
d(a) = {(x, y) E Q x Q: p(x), p(y) > a and Ix - yj < u}. (1.17) 
Roughly speaking, the result will be obtained by considering @ near its 
maximum. We claim that if 
Pk>B, E 6 (ka)2/(m(a) + 1) and R>K (1.18) 
where B is from (1.14) then 
@(x, y) < sup (2.4 - u) + + 2m(a) + o,(2m(a) + (Em(a))‘!‘) 
x2 
+ o& 2Km(a) + B) 
+ sup{(~(z,v,p)-H(z,r,p))+:(z,r,p)~axRx ?‘* 
and IpI 6 2K(m(a)/c)“2} (1.19) 
on d(a). Let us show that the claim implies the theorem and then prove the 
claim. Since U(X) - u(x) = 0(x, x) if v(x) < R, we may let R + cc to see that 
a bound on @ on d(u) which is independent of large R is also a bound on 
U(X) - u(x) for p(x) > a. Since we also have (1.13), ZJ - u is therefore boun- 
ded if @ is bounded. But then we are free to choose /? as small as desired 
and the estimate on u - u arising from letting B -+ 0 in the bound on @ 
together with (1.13) yields the theorem. 
It remains to prove the claim. It clearly suffices to show that if 
sup @ > sup (U - u) + + 2m(a) 
d(u) iif2 
(1.20) 
388 CRANDALL AND LIONS 
then (1.19) holds. To this end, choose a sequence (x,, y,)~ d(a), n = 1, 2 ,..., 
such that 
@(x,, y,) increases to sup @ and @(x,, y,) > @(x,, x,). (1.21) 
A(o) 
It follows from (1.7), (1.8), (1.14), the inequality u(x) - u(y) < u(x) - 
u(x) + m(a) on d(a), and /?k > C that @(x, y) d - 1 if 1x1 + lyl is large, and 
we conclude that 
(x,, y,) is bounded. (1.22) 
Moreover, it follows from (1.13) and (1.16) that 
@(x3 y) d sup (u - u)+ + m(min(p(xX p(y))) + m(a), 
aa 
so, from (1.20), (1.21) we conclude that there is a y > 0 such that 
P(%), P(YJ 2 a + Y for large 12. (1.23) 
Next, since 
4x2 Y 1’ @(x, y) - @(x, x) = u(x) - u(y) -- 4x, Y)’ 
& 
<m(lx-yl)-- 
E 
on d(a) it follows from (1.21) that 
4x,, Y,)’ 6 4x, -ynl) < ~4~2). (1.24) 
Using (1.8) we see also that (1.24) implies Ix,-y,l d (m(u))“*/k and so, 
using (1.18), 
Ix, - y,l <a(m(a)/(m(a) +, 1 )P2 < a. (1.25) 
The upshot of these considerations is that we can assume that there is a 
y > 0 such that 
s,= {(x, y)E vx v*: Ix-xX,12+ ly-y”l*<y*} cd(u) (1.26) 
for all n. Put 
b=sup@-w,, Y,) 
A(a) 
and consider 
Vx, Y) = @(x> Y) - (W(W2N4x~ xJ2 + d(y, Y,)‘) 
(1.27) 
(1.28) 
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on S,. We assume that 6, > 0 for all n, the other possibility being con- 
siderably simpler. Using (1.8), (1.27), (1.28), we see that 
vx, Y) 6 w,, Y,) - 26, (1.29) 
on dS,. It follows that if P: S, + R varies by less than 26, over S, and 
Y+ P has a maximum point with respect to S,, then this point must be 
interior to S,. According to Stegall [ 163, there are elements p,, q, E V* 
satisfying 
(1.30) 
such that ul(x, y) - (p,, x) - (q,, y) attains its maximum over S, at some 
point (a, j), which must be an interior point by the above considerations. 
Now, according to the fact that u and u satisfy (1.9) in the viscosity sense, 
Proposition 1, IZ is a local maximum of x -+ Y(x, j), ,$ is a local minimum 
of y -+ Y(& y), and the various assumptions, we conclude that 
42) + fw, u(a), PIE + Pq + e,,) G 0, 
o(P) + &A u(P), P2E + ~2,) 20, 
(1.31) 
where 
Ple = 245 P)4W, BYE, P& = - 24% it) d.“(k Ph, 
q = [‘(v(2) -R) h(d), (1.32) 
din ‘Pn + KW, x,) d,(% x,), 02, = -4n -K&u YJ qP3 Y,), 
K = W,l(ky)*> 
where the indexing is chosen to show only key dependencies for what 
follows. The reader will notice that we have written expressions above 
which are not always defined, e.g., d,(.& j) and Dv(a). However, in the 
event they may not be defined, e.g., if Z = j or v(a) < K, they have coef- 
ficients which vanish, e.g., d(& 9) and [‘(v(a) - R). These products are 
defined to be 0. 
We next write several chains of inequalities and then explain how each 
arises. We have: 
@(x,, Y,) = vx,, Y,) d ‘u(-% P) d 42) - 4.9) 
d &A 4Ph P2J - w-c W), PlE + 84) + E”> (1.33) 
where 
E, + 0 as n+co. (1.34) 
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Moreover 
fQ.9, U(y^)> P2A - fa 4a)Y Plc + P4) 
G mP9 u(P), P2E) - fw, O),P2,) 
+ WP? @)Y P2J - M% 4f), PI,) 
+ fw, Wh PI,) - fw, u(a), Pla + Bs) 
d sup{(fi(x, r,~)-H(x, r,~))+: (x, r,p)~BxRx I’*, IpI< I~zel} 
+ m,GW> PI’/& +4% 9)) + c& 2Kdl.t PI/E + B), (1.35) 
where B is a sufficiently large ball in V and 
d(R, $) d d(x,, y,) + 2Ky 6 (em)“* + 2Ky. (1.36) 
All of (1.33) but the final inequality follows at once from the definitions 
and the nonnegativity of the various functions. The last inequality in (1.33) 
with the relation (1.34) comes from (1.31) the assumption that H and fi 
satisfy (HO) (and so are uniformly continuous in p when x and p are boun- 
ded), the fact that (2, 9) lies in a bounded set (independent of n) by (1.22) 
pia, i= 1, 2, are bounded for fixed E by (1.32) and (1.6), while 10inl + 0 as 
n + cc by 6, -+ 0 and (1.30) and (1.32). The first inequality in (1.35) is valid 
because of the monotonicity (H2) and u(a) - o(a) 20 (by (1.33)), which 
imply that H(j, v(j), p) < H( 9, u(a), p) for all p. The second inequality 
arises in the obvious way from (H2) and (H3) together with (1.32) (1.6), 
and (1.15). Finally, (1.36) arises from (R, ~)ES, and the Lipschitz con- 
tinuity of d implied by (1.6). 
From (1.32), (1.36), and (1.6) we further deduce that 
IPiE d ~K((E~(u))“* + KY)/&. (1.37) 
Now we use (1.33)-( 1.37) in an obvious way and let n + cc and then 
y + 0 (as we may do) to conclude that 
lim 0(x,, y,) < sup{ (8( x,r,p)-H(x,r,p))+:(x,r,p)~QxRxV*, 
“-CC 
I PI d W+7Y4”*) 
+ m,(2m(a) + (~rn(u))“~) + o,(/?, 2Km(u) + fi) 
and this proves the claim. 
Remark. A key ingredient in the above estimates was (1.24), which 
allowed us to estimate d(x,, Y,,)~ by Em(u). In fact, this is far from sharp. 
Using (1.8) we found Ix, -y,l Q (cm(u))“‘/k, which may in turn be used in 
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(1.24) to find d(x,, Y,)~ <sm((.sm(a))“‘/k and then the process can be 
iterated arbitrarily often. Ishii [ 121 uses one iteration in his proof of uni- 
queness. From the point of view of uniqueness, the question is not serious. 
From the point of view of error estimates, one might be interested in more 
precision. For example, if m(a) = uc( where 0 <a < 1, the best estimate is of 
the form d(x,, +v,)’ < ce(‘/(’ ~ I)), and this allows one to sharpen the result 
above. 
We next formulate a typical result for a Cauchy problem. Thus we con- 
sider two inequations 
u, + H(x, t, u, Du) d 0 in R x (0, T), (1.38) 
and 
u,+A(x,t,o,Do)>O in Q x (0, T), (1.39) 
where T> 0. Of course, the notion of a viscosity solution of (1.38), (1.39) is 
contained in the notion for (HJ)-one just regards them as equations of 
the form (HJ) in the subset Q x (0, T) of the space Vx R. The conditions 
we will impose on the Hamiltonians are quite analogous to those in the 
stationary case. Namely, we ask for conditions (C) and 
There is a local modulus g such that 
If&G 4 r,P)-wx, t, r, 411 <dP-ql, R) (HO)* 
for (x, t, I)E I/x [0, T] x R, p, qE I’* satisfying 1x1, IpI, 191 <R. 
There is a L > 0 such that for (x, t, p) E I/x [0, T] x V*, 
r -+ H(x, Y, p) + Ar is nondecreasing. (HI)* 
There is a local modulus gH such that 
H(x, t, r, p) - Wx, 6 r, p + ADv(x)) < oH(A, IPI + A) WI* 
whenever 0 < 2, (x, t, r, p) E I/x [0, T] x R x V*, and v(x) > K. 
and 
There is a modulus mH such that 
WY, 4 r, -&(x3 Y)) - W, 4 r, M(x, Y)) 6 m,(Jd(x, Y) +4x, Y)) 
(H3)* 
for all x, y E V with x # y, (t, r) E [0, T] x R, and I > 0. 
THEOREM 2. Let u,v~C(fix [0, T]), H, I?EC(VX [0, T]xRx V*), 
and (1.38), (1.39) hold in the viscosity sense. Assume that H and 6i satisfy 
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(HO)*, while H satisfies (Hl)*-(H3)*. Let m be a modulus such that 
lu(x, t)-u(y, t)l+ Mx, t)-v(y, t)l <m(lx-yl) (1.40) if L(x,y)cQ and 
0 < t d T, and also 
l(iE u(x, t) - u(x, t) = u(x, 0) - v(x, 0) 
untformly for x in bounded subsets of 8. 
Then, there is a constant C depending only on 1, k, K, and T such that 
u(x, t)-u(x, t)<C(sup{(u(x, t)-u(x, t))‘: (x, t)~aQx [0, T] 
uQxPH 
+ 2m(a) + mH(C(m(a) + (em)“‘) 
+ SUP{(&X, 6 r,p)-H(x, t, r,p))+: (x, t, r,p)EQ 
x [O, T] x R x V* and IpI 6 C(m(a)/&)“2}) 
for 0 <E < u*/C(m(a) + 1). 
Remarks on the Proof The reader will be able to construct the proof 
using existing ingredients-in particular, the proofs of Theorem 1 and Ishii 
[12, Theorem l(i)] together with the lemma: 
LEMMA 1. Let conditions (C) hold and H and I? be continuous. Let u and 
u be viscosity solutions of (1.38) and (1.39) on D x [0, T]. Then 
z(x, y, t) = u(x, t) - u( y, t) is a viscosity solution of 
z, + H(x, 2, 4~ t), D,z) - &Y, t, o(y, t), -+I < 0 
on 52 x Sz x (0, T). 
The lemma may be proved as in [S, Lemma 21. To this end, recall 
Remarks 1 and observe that c(x) = d(x, 0) has the properties required in 
these remarks. 
Remark on the Statement. Let us call the sup on x, r, p in the term 
involving (8- H) in the estimate g(t) (with E and a fixed). Formally apply- 
ing Theorem 2 to u and u + j& g(s) ds, which satisfies a suitable inequation, 
an estimate arises which amounts to replacing g by Jb g(s) ds in the asser- 
tion. Some technical considerations concerning regularity in t need to be 
disposed of (by hypotheses or argument) to make this precise. 
The original uniqueness results in finite dimenions [4] were formulated 
so as to display a trade-off between assumptions on the Hamiltonian H 
and regularity properties of the solutions u and remarking that the same 
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results are valid in infinite dimensions. In particular, we consider the 
following strong form of (H3): 
There is a local modulus 8 such that 
WY, r. - +,ix, .Y)) - H( x, r, Ad,@, y)) G b(4x, v), 14 
for all x, yEH with L(x, y)csZ and xfy, rER, and 120. 
as well as the weak form 
There is a local modulus 6 such that 
WY, r, -+v(x, v)) - H(x, r, Wx, .Y)) 6 6(4x, YL 1) 
for all x,y~H with L(x,y)cQ and x#y, rER, and 3,>0, 
(H3)s 
(H3 )w 
If H satisfies the conditions of Theorem 1 with (H3), instead of (H3), then 
all continuous and bounded viscosity solutions u and v of 
u + H(x, u, Du) < 0 and 0 < u + H(x, u, Du) on V (1.40) 
satisfy u < u. On the other hand, if H merely satisfies the conditions of 
Theorem 1 with (H3), in place of (H3) and u and u are Lipschitz con- 
tinuous viscosity solutions of (1.40) then u < u. Analogous remarks hold 
for the Cauchy problem. 
Let us remark that the Cauchy problem is distinguished from the pure 
boundary problem in two respects-the linearity of the equation in u!, 
which allows a more general dependence of H on t, and the fact that in the 
Cauchy problem the estimate on u - u does not involve the part t = T of 
the boundary of Q x [0, T]. Of course, while we did not do so here, one 
can identify irrelevant parts of the boundary in general-see, e.g., Crandall 
and Newcomb [7]. 
Our final observation concerns uniqueness results for bounded uniformly 
continuous functions. In this case, an easy examination of the proofs above 
shows that (HO), (H3) need only to be satisfied for bounded t and, more 
importantly, that the auxiliary function v which appears in (H2) need not 
satisfy (1.7) in (C). Indeed, it suffies to have 
v(x)+ +a2 as Jxj-+co. 
Precise results and examples are given in [6]. 
(1.7’) 
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APPENDIX: VISCOSITY SOLUTIONS WITHOUT THE RADON-NIKODYM 
PROPERTY 
In this appendix we will define a notion of viscosity solution of (HJ) 
which is useful for studying equations in spaces which are not RN. Since 
the defintion appears to be more restrictive in the case in which V is RN, 
we will call this type of solution a “strict” viscosity solution. 
To begin, we generalize the notion of sub- and superdifferentials to the 
notion of E-sub- and superdifferentials ( ee Ekeland and Lebourg [lo] and 
Ekeland [9]). Let Q c V be open, u E C(Q), x E Q, E > 0 and set 
U(Y) - u(x) - (P, Y - xl <E 
Iv-4 ’ 
4Y)-f4+(P?Y-x)> --F 
(A.1 1 
?‘-x IY-Xl ’ 
D,’ v(x), D; u(x) are closed and convex (possibly empty) sets. It is clear 
that u is differentiable at x if and only if both D+u(x) and D-u(x) are non- 
empty, and then {Du(x)} = D'u(x) = D-u(x). The analogous statement 
here is that u is differentiable at x if and only if 0: u(x) and 0, u(x) are 
nonempty for every E > 0. Finally, by Ekeland’s principle, for every E > 0, 
0: u(x) (respectively, D;u(x)) is nonempty for a dense set of x. 
We again consider the Hamilton-Jacobi equation 
H(x,u,Du)=O in Q. WJ) 
DEFINITION 2. A continuous function u E C(Q) is a strict viscosity sub- 
solution of (HJ) in 0 if for each E > 0, x E Q, and p E 0: u(x) 
inf( H(x, u(x), p + 4): lql d E > 6 0. 
Similarly, u is a strict viscosity supersolution if 
(A.21 
suP{H(x,u(x),p+q):lql~&}~O 
for all x E Q and p E D; u(x). 
(A.3) 
It is easy to see that p E 0: u(u) exactly when there is a continuous 
function cp which is differentiable at y and such that Dq(y) =p and 
x --f U(X) - p(x) -E lx -yl has a local maximum at y. Thus we make con- 
tact with Ekeland’s principle [9], which may be used to replace Stegall’s 
theorem in proofs of uniqueness. 
It is clear that D+u(x) = n (02 u(x): E > 0}, etc., and therefore that 
strict viscosity solutions are viscosity solutions. The converse is almost cer- 
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tainly false in general, although it will be true with restraints of H and V. It 
is true in finite dimensions. 
PROPOSITION. Let H be continuous and V= RN with the Euclidean norm. 
Then u is a viscosity solution of H < 0 (H 20) if and only if it is a strict 
viscosity solution of H < 0 (respectively, H 2 0). 
Proof. One direction is trivial as remarked above. We show that if ZJ is 
a viscosity solution of H(x, U, Du) < 0 then it is also a strict viscosity 
solution. To this end, let E>O and PED,+ u(y). Then there is a function cp 
differentiable at y such that Dq( y) =p and u(x)- q(x) - E 1 y-xl has a 
minimum at y. Because of the special choice of V we may assume that in 
fact cp is continuously differentiable and the maximum is strict. Then the 
function U(X) - p(x) - E( lx- y12 + 6)1’2 will have a maximum at some 
point x6 which tends to y as 6 JO. Since u is a viscosity subsolution we also 
have 
H(x,, U(X,)? &4x,) + qd G 0 
where q6=~(~~-y)/(~~~-yj2+6)1~2 has norm less than E. Since 
&(x6) +p, it follows that inf{ H( y, u(y), p + q): 191 GE} d 0, and the result 
is proved. 
The above proof can be adapted to the case in which V is RN, the norm 
of V is continuously differentiable on V\{O >, and H has the property that 
if x,, XE V, r,,rER, and q,,,p,,,pE V* satisfy x,-+x, pn+p, rn--+r, and 
lq,,l GE, then 
and 
lim inf WL r,,, pn + qJ 2 ,j:fE H(x, r, P + q) 
H’3c 
(A.41 
lim SUP H(x,, r,, P,, + q,J d SUP H(x, r, P + 9). 
n+cc IYI G & 
It is clear that many perturbations of the notion of a strict solution are 
possible. For example, rather than require that (A.2) and (A.3) hold for all 
E > 0, one could require it for small E or make the range depend on x, etc. 
We will not pursue this issue here. 
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