Abstract This paper proposes a high capacity audio watermarking algorithm in the logarithm domain based on the absolute threshold of hearing of the human auditory system (HAS), which makes this scheme a novel technique. When considering the fact that the human ear requires more precise samples at low amplitudes (soft sounds), the use of the logarithm helps us design a logarithmic quantization algorithm. The key idea is to divide the selected frequency band into short frames and quantize the samples based on the HAS. Using frames and the HAS improves the robustness, since embedding a secret bit into a set of samples is more reliable than embedding it into a single sample. In addition, the quantization level is adjusted according to the HAS. Apart from remarkable capacity, transparency and robustness, this scheme provides three parameters (frequency band, scale factor and frame size) which facilitate the regulation of the watermarking properties. The experimental results show that the method has a high capacity (800-7,000 bits per second), without significant perceptual distortion (ODG [1) and provides robustness against common audio signal processing such as added noise, filtering and MPEG compression (MP3).
Introduction
Traditional data protection methods, such as encryption, are not enough for audio copyright enforcement. Digital watermarking is a popular technique for digital data protection and digital rights management [26, 27] . According to the International Federation of Phonographic Industry (IFPI) [3] , audio watermarking should meet the following requirements: (a) imperceptibility: the watermarking scheme should not affect the perceptual quality of audioin this paper, this is achieved using a psychoacoustic model to guarantee that the watermarking process does not distort the cover audio signal-(b) capacity: refers to the number of bits that can be embedded into the audio signal within a second and (c) robustness: the embedded watermark data should not be removed or eliminated by common audio signal processing operations and attacks, such as additive and multiplicative noise, MP3 compression, and filtering. All these requirements are often conflicting with each other, which makes the design of high capacity, transparent and robust audio watermarking schemes a challenging task.
Several research results exist for watermarking in the logarithm and cepstrum domains. Lee et al. [4] introduced a digital audio watermarking such that the watermark is embedded into cepstrum coefficients of the audio signal using techniques analogous to spread spectrum communications. Li and Yu [5] suggested a robust and transparent audio data embedding method in the cepstrum domain. BCH code-based robust audio data hiding in the cepstrum domain is presented in [7] . Hsieh et al. [6] suggested an audio watermarking technique based on the time energy features. Li et al. [8] proposed an audio watermarking scheme in the cepstrum domain based on the statistical mean manipulation. The embedded watermark is robust against MP3 compression and additive noise. Hu and Chen [9] proposed cepstral watermarking that manipulates the statistic mean. To avoid sharp discontinuities in the frame boundaries caused by the watermarking process, a small transition area is deliberately placed between frames, leading to an improvement in perceived quality as well. Ko et al. [21] suggested a digital watermarking method based on the log scaling of frequency in the decoding process for robust detection. Yang et al. [10] is the first technique on applying log-polar mapping to audio watermarking. The log-polar mapping is only applied to the frequency index, not to the transform coefficients, which prevents the reconstruction distortion of inverse log-polar transform and reduces the computational cost.
Watermarking methods based on the human auditory system (HAS) have been suggested in different previous works, such as [1, 2, 11, 30] . Garcia [1] proposed an algorithm to estimate the masking threshold in the psychoacoustic model of the HAS. Tsai et al. [2] proposed an intelligent audio watermarking method based on the characteristics of the HAS and neural networks in the DCT domain. Also, in [11] , the watermark is embedded into selected DCT coefficients of the host audio signal such that the signal to noise ratio is maintained at a level which is audibly annoying to the HAS. Lie and Chang [30] proposed an algorithm that maintains an energy relation between every three sample sections to represent the embedded bit information by scaling up or down corresponding amplitudes and conserving audio waveforms that are perceivable to human ears.
When considering the embedding domain, audio watermarking techniques can be classified into time domain and frequency domain methods. In [12, 13] , which were proposed by the authors of this paper, the discrete/fast Fourier transform (DFT/FFT) domain is selected to embed watermarks for taking benefit of the translation-invariant property of the FFT coefficients to resist small distortions in the time domain. In fact, as compared to time domain schemes, transform-based methods provide better perceptual quality and robustness against common attacks at the price of increasing the computational burden.
This paper presents an audio watermarking algorithm in the logarithm domain based on the HAS. Changing the quantization level based on the HAS in the logarithm domain makes the algorithm a novel and useful idea. Based on the requirements, a frequency band, a frame size and a scaling factor are selected and each secret bit is embedded into a frame. In addition to very high capacity, imperceptible distortion and robustness against common attacks, which make this scheme outperform other works in the literature, the other main features of the proposed algorithm are as follows: (1) using logarithm coefficients enhances the robustness, (2) watermark extraction is blind without using the host signal, (3) adjusting the quantization level based on the HAS improves transparency and robustness making it possible to enhance them at a same time, which is a significant challenge of many techniques, (4) embedding a single secret bit into a frame with an adjustable frame size provides a convenient solution to obtain a trade-off between the properties of the watermarking system, and (5) an encryption technique enhances the security of the system in such a way that an attacker, even if he/she knows the watermarking method, cannot extract the raw secret bits since a key is required to decrypt them.
The remainder of this paper is organized as follows. A brief overview of the HAS is given in Sect. 2. Section 3 combines the above techniques to propose a new method for audio watermarking. Moreover, the detailed watermark embedding and extraction algorithms are explained in that section. The experimental results and comparison with other schemes are given in Sect. 4 and, finally, relevant conclusions are drawn in Sect. 5.
Human auditory system
Extensive work has been performed over the years in understanding the characteristics of the HAS and applying this knowledge to audio compression and audio watermarking. Figure 1 shows a typical absolute threshold curve, where the abscissae are the frequencies measured in hertz (Hz) and the ordinates are the absolute thresholds in decibels (dB). As it can be observed, human beings tend to be more sensitive towards frequencies in the range from 1 to 4 kHz, while the threshold increases steeply at very high and very low frequencies. Based on the HAS, the human ear sensitivity in higher frequencies is lower than in middle frequencies. Thus, it is clear that, by embedding data in the high frequency band, which is used in the proposed Fig. 1 Typical absolute threshold curve of the human auditory response scheme, the distortion will be mostly inaudible and thus more transparency will be obtained.
The HAS can be modeled as a frequency analyzer containing a set of 25 band-pass filters, named critical bands, that cover the range 10 Hz-20 kHz. In the absence of other sounds, the perceived intensity of a single sound, called loudness, depends on this sound's pressure level (SPL), duration and frequency. The threshold for masking a sound is determined by the frequency and SPL [2] .
Proposed method
In this method, we use the following technique to embed a bit stream (secret bits) into the logarithm coefficients. First, based on the desired capacity, transparency and robustness, the frequency band, frame size and scale factor should be selected. The selected band is then divided into short frames and each sample is quantized based on the HAS. Each single secret bit of the watermark stream is embedded into all samples of a frame, which makes the method more robust against attacks.
Based on the HAS, the human ear sensitivity is different in various frequencies, i.e. the absolute threshold of hearing (ATH) is different for different frequency bands. The embedding scheme takes advantage of changes of ATH in various frequency bands to adjust the quantization level.
Tuning
The proposed method provides three parameters to adjust three properties of the watermarking system. The frequency band, the scaling factor (a) and the frame size (d) are the three parameters of this method to adjust capacity, perceptual distortion and robustness.
Since most MP3 cut-off frequencies [25] are higher than 16 kHz, the high frequency band is set to 16 kHz. Then, to select the frequency band, only the low frequency band, f l , should be adjusted. The default value for low frequency band is 9 kHz. Decreasing f l implies increasing capacity and distortion.
Increasing the frame size, d, results in a better robustness, but capacity decreases. The default value for the frame size is d = 5. Finally, to achieve better transparency the scaling factor, a, should be increased. However, decreasing the scaling factor leads to better robustness. Figure 2 shows the flowchart for the selection of the tuning parameters. In the initialization, f l is 9 kHz, d is 5 and a is 10. This flowchart facilitates adjusting the parameters based on the requirements. However, adjusting the parameters based on some demands is very difficult and considering a trade-off between capacity, transparency and robustness is always necessary.
Embedding the secret bits
The frequency band, the scaling factor (a) and the frame size (d) are the three required parameters in the embedding process which have to be adjusted according to the requirements. In this section, for simplicity, we do not consider the regulation of these parameters and just take them as fixed. The effects of these parameters are analyzed in Sect. 4.
In the embedding steps, first the FFT is calculated and then the logarithm is computed. The next step is embedding the secret bits and, finally, the inverse FFT is applied to generate the marked audio signal. The embedding steps are detailed below.
1. Compute the FFT of the original audio signal. We can use the whole file (for short clips, e.g. with less than 1 min) or blocks of a given length (e.g. 10 s) for longer files. 2. Calculate the logarithm coefficients of the FFT samples. 3. Divide the logarithm samples in the selected frequency band into frames of size d. 4. To improve the security, the secret bit stream, B, is encrypted by a key, C, to form the watermark signal W:
where E is the encryption operation. For example, the embedded bit stream W may be computed as the exclusive-or (XOR) sum of the real watermark and a pseudo-random bit stream. Then, the seed C to produce the pseudo-random bit stream 
& where l ¼ bj=dc þ 1; w l is the lth bit of the watermark, d j ¼ a=ATH j ; a is a scaling factor and bxc denotes the nearest integer value to x towards negative infinity. ATH j is the absolute threshold sound level for each sample which is calculated by:
Each secret bit is embedded into a suitable frame. 6. Finally use the inverse logarithm (exponential function) and inverse FFT to obtain the marked audio signal. Figure 3 shows the flowchart for the embedding steps.
As it is evident, increasing the scale factor increases the accuracy of samples which results in better transparency (less distortion) but also less robustness against attacks. In addition, by enlarging the frequency band, the capacity and distortion increase and robustness decreases. Finally, increasing the frame size strengthens the robustness against attacks and reduces the capacity.
Note that the HAS model has been applied (in Step 5) using only its passive properties (without frequency masking). This choice is much more efficient from a computational point of view and makes it possible to use the proposed system in real-time applications. If real-time embedding is not a requirement, frequency masking could be considered in the scheme. However, the transparency results achieved with the scheme (as presented in Sect. 4) are remarkable even without using frequency masking. Thus, the application of frequency masking is left for future work.
Extracting the secret bits
The watermark extraction process is performed in the logarithm domain and the required parameters can be considered as side information. The scale factor, the frame size and the frequency band can be transmitted in a secure way to the decoder or they could be embedded using some fixed settings. For example, we could use default parameters to embed only the value of the adjusted parameters. Then, in the decoder, the adjusted parameters would be extracted using the default parameters and the secret bits would be obtained using the extracted adjusted parameters. Note that these parameters (frequency band, scaling factor and frame size) are also part of the secret key of the scheme (required both at the embedding and the detector side), together with the key C used for encryption. Hence, if the values of the tuning parameters are embedded at fixed (default) positions, they should be embedded as ciphertext for security reasons. Because the host audio signal is not required in the detection process, the detector is blind. The detection process can be summarized in the following steps:
1. Compute the FFT of the marked audio signal. 2. Calculate the logarithm of the FFT coefficients. 3. Divide the logarithm samples in the selected frequency band into frames of size d. 4. To detect a secret bit in a frame, each sample should be examined to check if it is a zero frame (''0'' embedded) or a one frame (''1'' embedded). Then, depending on the evaluation for all samples in the current frame, a secret bit can be detected. The extracted bit from each sample (S 0 j ) is achieved using the following equation:
After getting information about all samples in the frame, based on the number of samples which represent ''0'' or ''1'' (voting scheme), the secret bit (w 0 l ) related to the frame can be extracted. If the number of samples identified as ''0'' is equal to or larger than half the frame size, the extracted bit is ''0'', otherwise it is ''1''. 5. To achieve the raw watermark stream we need to use the encryption key and the decryption algorithm.
In fact, an attacker should have access to the following information to extract the secret stream:
-Embedding algorithm; -Encryption algorithm; -Encryption/decryption key; -Frequency band in the embedding procedure; -Frame size in the embedding procedure; -Scaling factor in the embedding procedure.
Thus, if it is not impossible, it is extremely difficult for an attacker to extract the secret information embedded into the audio signal.
Experimental results
To evaluate the performance of the proposed method and to consider the applicability of the scheme in a real scenario, all songs in the album Rust by No, Really [16] and the most popular tracks of different albums in different genres [28] have been used. All audio clips are sampled at 44.1 kHz with 16 bits per sample and two channels. Note that the presented results are just for one channel: the left one. In other words, we have converted the stereo signals to mono and used only the left channel.
Audio watermarking applications require a trade-off between the desired properties, namely, capacity, robustness and transparency. The following scenarios can be assumed to obtain different results regarding these three properties:
(1) No robustness: in this case, very high capacity and transparency can be achieved; (2) Semi-robustness: robustness against MP3 compression and common attacks is demanded. In this case, more distortion should be accepted, as compared to Scenario 1; (3) Robustness against many attacks with a wide range of changes is desirable. This is more difficult and complicated than the previous scenarios, since we need robustness against various attacks. Thus, according to the trade-off between capacity, transparency and robustness, a sacrifice in capacity and transparency is required.
The significant advantage of this scheme is providing superior results for all these three conditions. The objective difference grade (ODG) has been used in this paper to evaluate the transparency of the proposed algorithm. The ODG is one of the output values of the ITU-R BS.1387 PEAQ [17] standard, where ODG = 0 means no degradation and ODG = -4 means a very annoying distortion. Values of ODG between -1 and 0 are required for transparent watermarking. The OPERA software [29] based on the ITU-R BS.1387 standard has been used to compute this objective measure of quality. Table 1 shows the perceptual distortion, payload and BER under the MP3 compression attack with different bit rates. Note that different values for parameters are used to achieve a different trade-off between capacity, transparency and robustness, as usual for all watermarking systems. For example, for ''Beginning of the end'', a frame size d = 1 and a wide frequency band, the results show high capacity and robustness against MP3-128. On the other hand, using a frame size d = 5 and a narrower frequency band, less capacity and better robustness is achieved. Also, increasing the scaling factor results in more accuracy and better transparency, whereas decreasing it leads to better robustness.
In this scheme, we have three parameters and audio watermarking schemes have three main properties. Thus, we have three inputs and three outputs for a nonlinear system which works based on the HAS. Finding explicit equations to adjust the requirements is extremely difficult and sometimes impossible. We may use different loops and conditions to obtain better results. As mentioned in the Sect. 3.1, we have general tuning rules which can help us to reach the requirements or to get close to them very quickly. The frame size has more effect on robustness, whereas the scaling factor and frequency band have more effect on transparency and capacity. In other words, by increasing the frame size better robustness is achieved. In addition, increasing the frequency band leads to better capacity. Finally, by increasing the scaling factor better transparency can be achieved.
Note that these parameters allow to regulate the ODG between 0 (not perceptible) and -1 (not annoying), with about 800-7,000 bits per second (bps) of capacity and allowing robustness against MP3-128, which are extremely better than typical requirements.
The default parameter values (frequency band 12-16 kHz, frame size equal to 5 and scaling factor equal to 10) have been selected for ''Stop payment'' and ''Breathing on another planet'' audio test files. The ODG for ''Breathing on another planet'' is -0.43 and for ''Stop payment'' it is -0.19. Table 2 illustrates the effect of several common attacks, provided by the Stirmark Benchmark for Audio (SMBA) v1.0 [14] , on ODG and BER for the two selected audio test files. The parameters were selected for each signal, then the embedding method was applied, the SMBA software was used to attack the marked files and, finally, the detection method was applied for the attacked files. The ODG in Table 2 is calculated between the marked and the attackedmarked files. The parameters of the attacks are selected according to the definitions provided in the SMBA web site [18] .
For example, in AddBrumm, 1-4 k shows the strength and 1-4.5 k shows the frequency. This row reports that any value in the range 1-4 k for the strength and 1-4.5 k for the frequency can be used without any significant change in BER. In fact, this table provides the average results for the test signals based on the BER and, in the case with the same BER, based on the limitation of the parameters. It can be seen that the proposed scheme produces excellent robustness against all these attacks (BER close to zero) even if the attacks significantly distort the audio files (even for ODG lower than -3). Table 3 shows how considering the HAS improves the properties of the watermarking system. In fact, in the proposed method, the quantization level is adjusted by the ATH which results in better properties of the method. For example for ''Breathing on another planet'', when the frequency band is 9-16 kHz, the BER rate for both, considering the HAS and constant quantization (without any HAS model), is about 0.05. However, the distortion caused by watermarking for adaptive quantization is almost imperceptible whereas it is absolutely annoying when constant quantization is used.
To reduce the computational time and memory usage, songs can be divided into small clips, e.g. 10 s each. Then, the synchronization method described in [19] and the embedding algorithm described in this paper was applied for each clip separately. Figure 4 shows the difference between adaptive and constant quantization. As this plot illustrates, using adaptive scaling quantization, the transparency can be improved and kept in a perceptible but not annoying area, which is the typical requirement for a watermarking system. However, using constant quantization, the embedding method can destroy the cover audio signal and the ODG will be in the annoying area when capacity is increased beyond some threshold.
The method proposed in this paper has been compared with several recent audio watermarking strategies. Almost all the audio data hiding schemes which produce very high capacity are fragile against signal processing attacks. Because of this, it is not possible to establish a comparison of the proposed scheme with other audio watermarking schemes which are similar to it as capacity is concerned. Hence, we have chosen a few recent and relevant audio watermarking schemes in the literature. In Table 4 , we compare the performance of the proposed watermarking algorithm and several recent audio watermarking strategies robust against the MP3 attack. Speech applications and codecs are considered in [14] . The distortion introduced to the marked signal is slightly annoying, capacity is very low and robustness is achieved against compression attacks. [12, 13] , which were also proposed by the authors of this paper, have a remarkable performance in the different properties, but the scheme proposed in this paper can manage the needed properties better, since there are three useful adjustable parameters. In particular, the results of this paper make it possible to improve the transparency results with respect to [12, 13] due to the explicit use of the HAS and adaptive quantization. This comparison shows the superiority in both capacity and imperceptibility of the suggested method for the same robustness with respect to other robust schemes. This is particularly relevant, since the proposed scheme can embed much more information and, at the same time, introduces less distortion in the marked file. In short, the proposed scheme achieves higher capacity if we compare it with methods with similar robustness and imperceptibility, and more robustness and imperceptibility if we compare it to methods with similar capacity.
Conclusions
This paper suggests an audio watermarking algorithm in the logarithm domain based on the HAS. The human ear requires more precise samples at low amplitudes (soft sounds) and taking advantage of the logarithm it is possible to design a logarithmic quantization algorithm to exploit this property. Adjusting the quantization level based on the HAS in the logarithm domain results in a very high capacity, imperceptible distortion and robustness. The most notable features of the proposed algorithm are as follows:
(1) blind watermark extraction, (2) adaptive quantization based on the HAS that improves transparency and robustness, making it possible to enhance them simultaneously, which is a main challenge of many techniques; and (3) embedding a single secret bit into all samples of a frame, with an adjustable frame size, delivers a suitable solution to obtain a convenient trade-off between the properties of the watermarking system. The experimental results show that the scheme provides high capacity (800-7,000 bps), without significant perceptual distortion (ODG is greater than -1) whilst achieving robustness against common audio signal processing, such as added noise, filtering and MPEG compression (MP3). 
