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Abstract-A nonlinear difference equation of the order n + m in two independent variables, 
AZ Ar:u(r, y) = g(z, p, (u)), together with appropriate initial and periodic boundary conditions, is 
considered. Several comparison results for these problems are established. These results are then 
used to provide sufficient conditions for the convergence of monotone iterative methods. Numerical 
illustrations dwelling upon the importance of our results are also included. 
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1. INTRODUCTION 
In recent years, for the construction of multiple solutions of continuous nonlinear problems, 
several monotone iterative methods have been analysed, e.g., [l-11]. This technique, crucially 
relies on the theory of differential and integral inequalities (providing a sector between lower and 
upper solutions of the nonlinear problems) and the maximum principles. In fact, the upper and 
lower solutions provide upper and lower bounds for the solutions of the given problem, and the 
iterative technique monotonically bridges the gap between these bounds. 
Although, a variety of monotone schemes have been developed to construct solutions of initial 
as well as boundary value problems for ordinary and partial differential equations, only little is 
known for the ordinary difference equations (cf. [12-161). M oreover, extensions of this fruitful 
technique to partial difference equations are still challenging and demand investigations. 
Let Z+ be the set of positive integers and Z be the set of nonnegative integers. Let p, q E Z+; 
and let Ipr IQ and Ipq be the sets {X : a:~Z:,OIzip-1}, {Y: YEZ,O<Y<q-l}and 
{x : z~iZ,Olzlp-l}x{Y: YEZ,OIY<q-l},respectively. Forn,m>l,weshall 
consider the following higher-order nonlinear difference equation in two independent variables 
(l-1) 
together with the initial conditions 
A: ~(0, Y) = ai( Y E 14, O<iln-1; (1.2) 
A; u(z, 0) = @j(x), x E Ip, OIj_<m-1, (1.3) 
where A$ &(O) = Aj, W(O), 0 I i I n - 1, 0 i j I m - 1, and the periodic conditions 
A: ~(0, Y) = A: U(P, Y), Y E 199 Oliin-1; (1.4) 
Aj, u(z,O) = A; 21(x, q), x E Ip, Olj<rn-1, (1.5) 
*This paper was presented in the AMS Symposium: 50 th Anniversary-Mathematics of Computation held in 
Vancouver, Canada, August 9-13, 1993. 
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where A,, Ar, are the usual forward difference operators, and (u) denotes 
(u, Azu, . . . , A?&, . . . , Aj, u,. . :, A;Aj, u, . . . , A:%, . . . , AgAy-iu, Aru, . . . , A;-iA; u) . 
Hereafter, we shall refer to the initial value problem (1 .l)-( 1.3) as Problem 1 and to the periodic 
boundary value problem (l.l), (1.4), and (1.5) as Problem 2. This paper is organized as follows: 
In Section 2, we define upper and lower solutions for the above problems, and prove various 
comparison results. In Section 3, we develop a necessary variation of parameters formula. Here, 
several particular cases of this formula are also studied. In Section 4, an iterative method for 
Problem 2 is offered and its monotonic convergence is proved. Finally, in Section 5, we illustrate 
two numerical examples which demonstrate the importance and applicability of our results. 
2. BASIC INEQUALITIES 
In what follows, for the functions ~(z, y) and ~(5, y) defined in Ip+n-l,q+m-l the notation 
(II) L (v), (z, Y) E Ipq means that 
A: A; /.4x, Y) L A; A; ~(2, Y), (?Y> E 4w Oliln, O<jlm, i+j<n+m-1. 
LEMMA 2.1. Let p(z,y), v(s,y) be defined in Ip+n_l,g+m_-l and 
A: A; ~(0, Y) 2 A: Aj, ~(0, y), Y E Iq7 Oiiln-1, Olj<m; 
A; A; ~(z, 0) 1 A; A; V(Z, 0), x E I,, Oliln, O<jlm-1. 
Then 
A;A;-‘(P-Y) 20, (GY) E &q1 c IN7 
implies 
(2.1) 
(2.2) 
(2.3) 
(2.4) 
(2.5) 
(2.6) 
PROOF. Let 4 = p - V. We shall show (2.4), whereas the proof of (2.6) is similar. For this, we 
note that, if 0 5 i 5 n - 1, 0 5 j 5 m - 2, discrete Taylor’s formula [12] gives that 
71-1 x(k-i) 
A; A; I$(z, y) = c - 
kZi (k - i)! 
A: A; 4(0, Y) + cn _ ,‘_ 1l! z-$;’ (x - l - l)(n-i-l) A: A; c$(& y) 
A: A3;4(0, Y) + (n _ ,‘_ 1)! z;g;t cx - e1 - lpi-l) 
1 
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IfO<i<n--1, then 
m-1 x(k-i) 
A; A~+#+, y) = c - A: Ar%$(O, Y) + 
IcEi (k - i)! (n-:-l)! 
x-n+ 
x c (x - 1- l)(n-i-‘)A: A:-’ 4(&y), 
e=o 
(z, y) E Iplql, 
and if 0 < j < m - 2, then 
m-2 y(k-j) 
A: A; 4(x, Y> = c ___ A: A;& 0) + (m _ f _ 2), 
Iczj (k -0 
y-m+j+l 
x c (y - C - l)(m-j-2)A$ A;-i ~(cc, e), (z, y) E IP1,rl, 
e=o 
where tee) = nfz,‘(t - i). Since, in view of (2.1)-(2.3), the right sides of the above equalities are 
nonnegative, (2.4) follows. I 
The following result plays an important role in our later discussion. 
THEOREM 2.1. Let ~(2, y), ~(2, y) be defined in Ip+n-l,q+m_l and g(x, y, (u)) be nondecreasing 
in (u). In addition to (2.1), (2.2), if 
A; A; P(T Y) 2 g(x, y, (P)), AZ A; v(~,Y) I s(z, Y, W), (STY) E 4w (2.7) 
then we have 
(P) L (v), (GY) E &?. (2.3) 
Further, strict inequalities in (2.1), (2.2) and (2.7) imply strict inequalities in (2.8). 
PROOF. In view of Lemma 2.1, it is sufficient to show that (2.3) and (2.5) hold. For this, first we 
note that (2.1) and (2.2) are equivalent to 
A; A; ~(0, Y) 2 A: A,m 44 Y), O<i<n--1, Y EIq; (2.9) 
A; Aj, /&, 0) 2 A; A; V(Z, 0), O<j<m-1, x E Ip; (2.10) 
A; Aj, p(O,O) 2 A; A; v(O,O), OLiln, Oljlm, i+j<n+m-1.(2.11) 
Let C$ = p - V. Suppose the conclusion is false. Then in view of (2.9)-(2.11), there exists 
(b,Co) E Ipq, b 2 1, CO 2 1, such that 
A: Ay-‘4(50, Coo) < 0 and/or AEm1 AT 4(<0,6) < 0, (2.12) 
and 
A: A:-’ 4(<, C) 2 0 and A:-’ A: 4(J, C) 2 0, (2.13) 
for all 0 5 6 + < < &, + 6. But, then Lemma 2.1 implies that 
However, we observe that 
A; Ar-’ z/(eo, co) _< A: A;-i v(6, Co - 1) + !?([o, 6 - 1, (y({o, Co - 1))) 
5 A; Ay-’ P(Eo, Co - 1) + g(<o, b - 1, MEO, Q - 1))) 
< A: A;-’ &Cool lo), 
and hence, 
A: Ar-’ #(lo, Co) L 0, 
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and similarly, 
A;-’ Ar ~(Eo, b) 2 0. 
This contradiction of (2.12) completes the proof of (2.8). I 
DEFINITION 2.1. With respect to the Problem 1, functions ul(z, y), w(s, y), (z, y) E Ipq, are said 
to be its upper and lower solutions, if 
A: A: w 2 s(z, y, (w)), A,“AFv L ky, W), (GY) E &q; (2.14) 
A; A; ~(0, y) > A; cri(y) 2 A; A; ~(0, y), Y E 14, 0 I i I n - 1, 0 I j I m; (2.15) 
A$ Aj, 20(x, 0) > Agfij(z) 2 A: Ai W(X, 0), ZE E Ip, 0 _< i < TL, 0 5 j 5 m - 1. (2.16) 
DEFINITION 2.2. With respect to Problem 2, functions w(z, y), ~(2, y), (5, y) E Ip4, are said to 
be its upper and lower solutions, if in addition to (2.14) 
A;A+(O, Y) 2 @+J(P,Y), Y E Jq, O<i<n-1, OljLm-1; (2.17) 
A: Aj, ~(0, y) L A: Aj, V(P, Y), Y E 147 Oliln-1, Olj<m-1; (2.18) 
A; A; w(z,O) 2 A; A; ~(5, q), x E Ip, Oliln-1, Olj<rn-1; (2.19) 
A; A; V(X, 0) I A; Aj, w(x, q), x E la, Oli<n-1, O<j<m-1. (2.20) 
COROLLARY 2.1. Let w(x, y), v(x, y) be, respectively, upper and lower solutions of the Problem 1 
and g(x, Y, (u)) b e nondecreasing in (u) . Then 
(20) L (u) > (v), (GY) e &I. (2.21) 
In the following result, we shall dispense the monotonicity assumption on g at the cost of 
strengthening the notion of upper and lower solutions. 
THEOREM 2.2. Let w(x,y), w(x, y) and 77(x, y) be defined in Ip+n_l,q+m_lr and (w) 2 (w), 
(2,~) E I,,. Further, Jet 
AZ AT 4~ Y) L s(x, Y, (n)), A: A: u(x, Y) I g(xc, y/, (rl)), (&Y) E Ipq, 
whenever (w) 2 (7) 2 (v), (x,y) E Ipq. Then for any solution ofProblem 1 satisfying (2.15),(2.16), 
the following holds 
(w) L (u) > (v), (X>Y) E Ipq. 
PROOF. We shall only show (u) 2 (v), whereas the proof of (w) 2 (u) is similar. Suppose that 
the conclusion is false. Then, as earlier, there exists (JO, CO) E Ipq, C.0 1 1, CO > 1, such that 
A: AF-l (U - v)(&, <co) < 0 and/or AZ-’ AT (U - v)([e, co) < 0 and A: AT-l (u - v)(c, <) > 0 
and A:-’ AT (u - v)(E, C) 2 0, for all 0 < [ + < < &J + cc. But, then it follows that 
A; A~-‘w(~~, co) < A: AT-’ v(Eo, 50 - 1) -t g(Eo, 6 - 1, (u(Eo,G - 1))) 
I A: A:-’ ~((0, co), 
and this implies AZ A;-’ (U - v)([e,<e) 2 0. Similarly, we can show that AE-lAr(u - v) 
(&,, [a) 1 0. This contradiction, in view of Lemma 2.1, leads to the conclusion of the theorem. m 
3. VARIATION OF PARAMETERS FORMULA 
Let Ni # -1, N2 # -1 be real numbers and let ’ mean that the choice i + j = 0 is deleted in 
the summation. Here, for the linear partial difference equation 
(-N1)i(-Nz)jA;-i A?+ u(x,y) + ~(2, y), (3.1) 
where (x,Y) E Ipq, subject to the initial conditions (1.2),(1.3), and the periodic boundary condi- 
tions (1.4) and (1.5), we shall obtain explicit representations of the solutions. 
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THEOREM 3.1. Any solution u(z, y) of the equation (3.1) and its differences are given by 
A; A; ~(2, y) = (1 + NI)~++~ (1 + Nz)~++~ 
x(iSJk(iSJe (@‘i-k,j-i?b, 51) + ai-k,j-&, y>>, (34 
(?Y) E Im O<iln--1, Olj<m-1, 
where 
m-l 
%,j@, Y) = c - 
n-1 $4) 
y(s-‘) A; a,(z) + c - 
s=j (3 - 9 t=i (t - i)! (m -: - l)! 
Y-m+j 
x c (y - T - l)+j-‘)AT bt(7), (3.3) 
r=O 
x-n+i Y-mfj 
Qi,j(X> Y) = (n _ i _ l)!;m _ j _ l)! z z (x - s - l)(n-i-1)(y - t - 1)(+-Q 
x(1 +Nl)-S(l +ivz)-5-(SJ), (3.4) 
and a,(x), bt (y), 5 E Ip, y E Iq, s = 0, 1, . . . , m - 1, t = 0, 1, . . . , n - 1, are arbitrary functions. 
PROOF. Without loss of generality, we may assume that the solution of (3.1) has the form 
u(2, y) = (1 + N)z-n(l + N2)Y-m 4(GY), b:,Y) E 4q* (3.5) 
Thus, 
4(x, y) = (1 + &)“-“(1+ N2)m--y 42, Y), (GY> E Ipq. (3.6) 
Applying difference operators to both sides of the above equation and using the discrete Leibnitz’ 
formula [12], we find that 
A: Ar c$(z, y)= A; A: (1 + NJ-+“(1 + Nz)“-~ ~(5, y) 
= g g (7) (7) (1+ Nl)n+i-2-n(l + N2)m+j-Y-m 
x (-&i (--&)‘A;-‘Ar-%(x,y) 
= (1+ &)-“(1+ IV2)-Y $2 (:) (7) wIw~2)w?A~-~ 434Y) 
Thus, it follows that 
A,“A,-z&y) = -2 g’(y) (T)(-N,,~(-~~)‘A~-“A~-~Z~(~,Y) 
+(I + Nl)“(l + N2Jy4 Ay” 4(x, Y>, G-GY) E 4x7. 
On comparing the above equation with (3.1), we obtain the following difference equation for 
4(x7 Y/): 
A: A,m 4(x, Y/) = Cl+ K)-“(l + Nz)-~ ~(5, Y), (GY) E I,,. (3.7) 
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Now, by means of the discrete Taylor’s formula [12], we have 
A: A; 4(x, y) = Q’ij (G y) + Qi,j (2, Y), (?Y) E Ips.7 (3.8) 
where 
m-1 n-1 ,(t-2) 
Q (2, y) = c CA; A; I$(CC, 0) + c ___ 
s=j (s - j)! t=i (t - i)! (m - f - l)! 
Y-m+j 
x c (y - T - l)(--+‘)A; A~~(O,T), 
r=O 
and PQ is the same as in (3.4). On the other hand, differencing both sides of (3.5) yields 
A; Aj, u(z,y) = (1 + ,)2-n+i(l + IVZ)~-~+~ 
x6$ (;) (“y> (&$ (&)‘A?A~-‘&GY). (3.9) 
(5,y)EIpp, O<i<n, Olj<m, i+jln+m-1. 
Substituting (3.8) into (3.9) and denoting A$$(z, 0) = a,(s), Ak4(0, y) = &(y), we immediately 
obtain the result. I 
THEOREM 3.2. For the initial value problem (3.1), (1.2), (1.3), functions a,(z), b,(y), CC E Ip, 
Y E Ig1 s=O,l,..., m- 1; t =O,l,..., n - 1, are determined by the following relations 
a,(x) = (1 + Iv$-“(1+ ,>+s f: (;) (-Wj Ps+(x); 
j=o 
t 
b,(y) = (1+ NI)“-t(l + N2)“_Y 
co i=o 
f (-N$ W-i(Y). 
PROOF. The proof follows by differencing both sides of (3.6) and using the initial conditions 
(1.2),(1.3). I 
THEOREM 3.3. For theperiodic boundaryvalueproblem (3.1), (1.4), (1.5), functions,z,(z), bt(y), 
zEIp, YEI,, s=0,1,..., m - 1, t = 0, 1, . . . , n - 1, are determined by the following system of 
linear equations 
(1 + NI)~(@co(~, y) + Qi,o(p, y)) = @'i,o(O, y), 0 5 y I q - 1, 0 I i I n - 1; (3.10) 
(I+ Nz)'(Qo,j(z,q) +Qo,j(a,q)) = @o,j(x,O), 0 I z <p-l, 0 I j 5 m- 1. (3.11) 
PROOF. First, by differencing both sides of (3.6), we have 
i . 
A;c#Q,y) = (l+ Nl)n-P-i(l+N2)m-Y 
c() k=O 
; (-&)"A:-%J, Y) 
= (I+ &)-“A; cP(O, Y), YE&T,, O<i<n-1; (3.12) 
Aj, 4(x, q) = (1 + Nl)“-“(1 + Ndm-q-’ (-i~~)~ A;-e +, 4) 
= (1 + N2)-“A; @(GO), x E Ip, O<j<m-1. (3.13) 
Next, from (3.8), we observe that 
A: 4(x, Y) = %,o(x,Y) + Qt,o(x, Y), (X:,Y) E IPST Oliln-1; 
A$$(GY) = @o,j(x,y) + Qo,j(x,~), (GY) E IPV O<j<m-1. 
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Hence, (3.10), (3.11) follow immediately from (3.12) and (3.13) and the fact that Q&O, y) = 
\ko,j (z, 0) = 0. I 
REMARK 3.1. Let fo(z, y) = (1 + NI)-“(1 + Nz)-~T(x, y). Define the recurrence relations 
fk(x,~) = (1 + ~)~(l+ w-y~~ (“i “) (7jl)WW-W 
x-1 
XA :-k-i AT-j ~(0, y) f c f/+~(i, y), 
i=o 
k = 1,2, . . . , n, 
and 
m-k 
gk(z,y) = (1+Nl)n-z(l+N2)k c 
j=o 
(-N2)j A;-“+ u(5,O) + ‘2 &1(&j), 
j=O 
k= 1,2 ,..., m, 
where go(z, y) = fn(z, y). Then the solution of the equation (3.1) is given by 
21(x, y) = (1 + NI)“+(l + ~2)"-mS?n(~, Y), (GY) E &7. 
For the programming purpose, the above algorithm may be used conveniently. 
COROLLARY 3.1. If 
then 
A: a,(x) 2 0, 2 E Ip, Olil?X, Ols<m-1, (3.14) 
Ar UY) 2 0, YEI,, o<t<m--1, (3.15) 
@'if 2 0, (z,y)E&, O<i<n, O<jlm, i+jln+m-1. 
PROOF. The corollary is obvious from the definition of @i,j in (3.3). I 
COROLLARY 3.2. Let (3.14) and (3.15) hold and r(z,y) be nonnegative in IPq. Then NI > 
0, N2 > 0 imply that 
(u) L (0). 
PROOF. The proof is clear from (3.2). I 
COROLLARY 3.3. Given any function $(z, y), (5,~) E Ip+n_l,g+m_-l, s.t. Ai a;$(~, 0) 2 0, 
AiAF@(O,y)>O, O<iSn, Olslm-1, O<t<n-1,and 
(-N#(-Nz)~A,“-~ A;-j~$(x, y), (x, y) E IPg. 
Then for NI 10, N2 10, 
PROOF. The proof is obvious from Corollary 3.2. I 
COROLLARY 3.4. Let T(Z, y) = T, (z, y) E Ipq, be a constant. If N,, N2 # 0, then the solution of 
the problem (3.1), (1.4), (1.5) exists and is uniquely given by 
4GY) = (-$-)” (-$)“T-, (x,y) E Ipq. 
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PROOF. Directly solving equation (3.7), we obtain a particular solution 
4,(X, y) = (1+ N#-“(1+ N2)m--y (-&)” (-$r> (x,y) E&q. (3.16) 
Further, the complementary solution of (3.7) is 
#,(x7 y) = P(x) Q(Y), (29 Y> E 4w (3.17) 
where P(X) = CO + c111: + c~x(~) + . . . + c,-~z(~-~), Q(y) = do + dly + d2~(~) +. * . + d,-ly(m-l) 
andci, dj, i=O,l,..., n-l,j=O,l,..., m - 1, are constant coefficients. Thus, it follows that 
4(x, Y) = &l(Z? Y) + &I(? Y), (?Y) E &Pq. 
Differencing both sides of the above equation with respect to x and y, respectively, gives that 
n-1 
A: 4(x, Y) = Q(Y) z & ck x+~) -I- AZ, 4,(x, Y), Oli<n-1, (3.18) 
m-1 
Aj, &z, y) = P(x) z & de y@j) + A; 4,(x, Y), O<jlm-1. (3.19) 
Assuming that Q(y) # 0, y E 19, from (3.12) and (3.18), we find that 
n-1 #k-i) 
ci - (1 + Nr )P c 
~=i (Ic - i)!i! cli = O, 
O<i<n-1. (3.20) 
Since Nr # -1, 0, it is easy to see that {ci z 0, i = 0, 1, . . . , n - 1) is the only solution of the 
homogeneous system (3.20). On the other hand, if P(x) # 0, x E Ip, from (3.13) and (3.19), we 
have 
m-1 &+j) 
dj - (1 + N2)’ C 
e=j (e - j)!j! de = OJ 
Olj<m-1, (3.21) 
and clearly {dj E 0, j = 0, 1, . . . , m - 1) is its unique solution due to the fact that N2 # -l,O. 
Combining these two cases, we find immediately that $(z, y) E 4,(x, y). The corollary now follows 
from (3.5). I 
COROLLARY 3.5. Let z+,(z, y), (z, y) E Ipp, be a solution of the equation (3.1) and Nr, Ns # 0. 
Then the solution of the periodic boundary value problem (3.1), (1.4), (1.5) exists and is unique. 
PROOF. Let 4,(x,y) = (1 + NI)~-“(~ + N2)m--Y~p(~,y), (x, y) E Ipq. Then 4p is a solution 
of (3.7) and, therefore, any solution of the difference equation (3.7) can be expressed as 4(x, y) = 
&(&Y) + ~,(Xc,Y), (GY) E IPpn> where +s is the complementary solution of the equation. Let 
Q(y) # 0, y E Iq. An application of (3.12) to $ leads to the nonhomogeneous system of equations 
n-1 #+(“-i) 
ci - (1 + Nl)P c 
k=i (k - i)!i! ck = 
(1+Nl)PAl~p(~r~)-A~4pi0,~), O<i<n_l 
Q(y)i! 
- - 
The existence and uniqueness of its solutions {ci, i = 0, 1, . . . , n - 1) are obvious from the 
discussion of (3.20). Similarly, if P(z) # 0, x E Ip, by means of (3.13), we have 
m-1 &+-A 
dj - (1 + N2)’ C 
e=j (l - $15 
de= (1+IV2)qAg~p(~,~)-Ajy~p(~,0) 
P(x)j! 
O<j<m_-l 
> -- 7 
and {dj , j = 0, 1, . . , m - I} exists uniquely. Hence 4 exists and is unique. The conclusion is 
then clear by applying the transformation (3.5). I 
REMARK 3.2. We observe from Corollaries 3.4 and 3.5 that if the particular solution #p satisfies 
the periodic boundary conditions (1.4) and (1.5), then @p is also the unique solution of the 
problem (3.1), (1.4) and (1.5). 
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4. MONOTONE ITERATIVE SCHEME 
In contrast with the continuous cases in [4,11], we note that with the given initial condi- 
tions (1.2) and (1.3), Problem 1 can be solved recursively and no iterations are necessary. How- 
ever, Problem 2 cannot be solved directly and, for this case, we shall develop a useful iterative 
scheme. In fact, we shall consider 
A;A;w+&, Y) = -~~~(")(;)(-~~)'(v,),n:-'A:'(u,,, -ud(z,y) 
+ dZ,Y,(%)), (z,y) E &7; (4.1) 
A;w+I(~,Y) = A;wc+l(~ry)r yEI,, O<i<n; (4.2) 
A; ulc+l(z, 0) = A; uk+i(z, q), xEI,, OIj<m, (4.3) 
wherek=0,1,2 ,... . Sufficient conditions will be established in this section so that the sequences 
{A;+&,Y)}, k = 0, 1,2, . . . , 
generated by (4.1)-(4.3), g iven initial function ~e(x, y) converge uniformly to Ai Aj, U(Z, y) E Ip4, 
0 5 i 5 n, 0 5 j 5 m, i + j 5 n + m - 1, where u(x, y) is the exact solution of Problem 2. 
Let us consider the vector space V, V = {u : u = (u(O,O),u(O, l), . . . ,u(O,q - l),~(l,O), 
U(1, l), . . . ,u(l,q-IL... ,u(P-l,0),‘1L(P--,l),..., u(p - 1, q - l))T}. In this space, we define a 
partial ordering in the following way: given any Y, ~1 E V, we say u 3 p if and only if (v) 5 (II). 
We also define the norm in the space as 
ll~ll = max I, 
i 5 n,j 5 m 
{ ( zz 
P9 
]A:+(x, ,,I}. 
i+j<n+m-1 
The interval {U E V : v 5 u 5 p} is denoted by [Y, ~1. 
LEMMA 4.1. [l] Let vo 5 wo be two elements in V. firther, let T : [WO, WO] + V be an isotone 
operator and denote ~1 = T(wo),~~ = T(vl) = T(T(vo)) = T2(vo), . . . , ok+1 = T(T”(vo)) = 
T”+l (Q), . . . , and w1 = T(wo), 2~2 = T(wl) = T(T(wo)) = T2(wg), . . . , ZIJ~+I = T(Tk(wo)) = 
Tk+‘(wO), . . . Sequences {Tk(wo)} and {Tk(wo)} are then well-defined, that is, T”(wo) 3 wo and 
wo 5 T”(wo) for each k E Zf. If 
210 3 . . . 5 t& 3 ‘t&+1 = T(?&) 5 . . . 5 sup{vk} = 2), (4.4) 
k 
then T(w) = w and for any other fixed point u E [WO, wg] of T, we have w j u. 
On the other hand, if 
W = i;f{Wk} 3 ... 3 T(W) = wk+l 3 wk 3 . . . 3 Wo, 
then T(w) = w and for any other fixed point u E [WO, wg] of T, we have u 3 w. 
If T possesses both (4.4),(4.5), then 
(4.5) 
w = T(w), w = T(w) and any other fixed point u E [WO, wg] of T satisfies wo 1’ w 5 u 5 w 5 wg. 
THEOREM 4.1. Let Nl > 0, IV.2 > 0 be two fixed parameters, ~0, wg, 77 E V, 11 is any function 
satisfying wo 5 17 3 WO. Further, let (2.14), (2.17)-(2.20) be satisfied for WO, wg. If 
g(z,y,(p))-g(x,y,(v))Z -g ~o/(:)(~)(-Nl)i(-N2)ia:-'arj(l-u)(z,y), 
(XlY) E 4X7l (4.6) 
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wherever (wg) 2 (p) 2 (v) 2 (IQ), where p, u E V, then the sequences {w}, {wk} generated 
by the iterative scheme, with the initial vectors VO, wo, converge monotonically to v, w E V 
respectively, that is, 
v,J 5 211 _i 212 5 ’ ’ . 5 vk ’ ’ ’ v 5 w j . * ’ wk 3 . . . 5 ‘t& 5 t”1 5 wo 
and for any solution u of Problem 2, we have 
PROOF. Let 
T(Z,Y) = g(s,y, (rl)) +g Z(y) (7jL)(-Nl)i(-N2)jA:-“A~-j~(~,y), 
(?Y/) E Ipq, (4.7) 
where ~(2, y) E V and (~0) L (77) L (~0). W e consider the linear equation (3.1) together with the 
periodic boundary conditions (1.4) and (1.5). The solution u of this problem is given by (3.2). 
Now, first we shall show that the operator T : T(q) = u is isotone from [VO, wg] to U, where U C_ V 
is the solution space of the problem (3.1), (1.4) and (1.5). For this, given any ~(z, y), Y(Z, y), vo 5 
v 3 p 5 WO, from (3.2), we have 
A; A; (u(z, y; p) - u(z, y; v)) = (1 + N1)z-n+i(l + N2)9-m+j 
+%-k,j-&, Y; p> - %k,j-t?(& !//; v>) , (ZlY) E &r 
O<iln, Oljlm, i+jln+m-1. 
Note that 
2 
i=O 
m 
c 
j=o 
rn m O( > i j (-Nl)y-N2)~ 
xA;-~ A;-$(x, y) - ~(2, y)) L 0, (?Y> E 4v 
Thus, from Corollary 3.2, and the fact that (/.A - V) 2 (0), we obtain immediately that 
(U(G Y; cl) - U(Z> Y/; v)) 2 (O), (E,Y) E &Jl?> 
and this proves the isotonicity of T. 
Next, we shall show the monotonicity of the sequences {vk}, {wk}. For vo and 211 = T(vo), 
from (4.1), we have 
‘:“W’9Y)=-~~Q (7) (-Nl)i(-N2)jA~-iA~-j(v, - VO)(CY) + shY, (DO)), 
(XTY) E 4xr 
Let 4(x, y) = vl(z, y) - WO(Z, y). It follows that 
A:A;4(i, y)=-f+-+‘(;) (:n)(-Nl)‘(-~2)lA~-‘A~-‘~(~,~) 
+g(z, Y, (~0)) - A;A;vob, Y> 
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in view of the definition of WO. Further, from the assumption of the theorem and Corollaries 3.2 
and 3.3, we have (4) 2 (0) and this indicates that vo 3 VI. By the same argument, we can show 
that WI j 200, and it follows by the isotonicity of T that 
vk i vk+l, wk+l i wk, k=O,1,2 )..., 
and 
vk 3 Wk, k = 0, 1,2, . . . . 
Thus, the sequences {uk}, {wk} are well-defined. Note that for each k, z’k, ?I& are solutions 
of (4.1)-(4.3). By means of the monotonicity of the functions and the Arzel&-Ascoli theorem, we 
find that there exist v, w, v 3 w, such that 
and this leads to the relations 
Further, by means of the continuity of T, we find that 
limk_rn T”+‘(wo) = T (lim,,, T”(~o)) = T(v) = UT 
limk,, Tk+‘(wo) = T (lim,-+, T”(wo)) = T(w) = WY 
Thus, ~(5, y), W(IC, y) are fixed points of T. The conclusion now follows as an application of 
Lemma 4.1. I 
COROLLARY 4.1. If in Theorem 4.1, we further assume that for all p, v E V, the function g 
satisfies the Lipschitz condition 
where & > 0 are constants, then ~(2, y) 3 w(z, y) on IPq. Consequently, Problem 2 has a unique 
solution U(Z, y) E [Q, wg] and we have V(Z, y) = W(X, y) = U(Z, y), (z, y) E &,, which is also the 
only limit Of the iterates uk, wk. 
5. NUMERICAL EXAMPLES 
As we have remarked earlier, initial value problems are easy to solve since no iterations are 
necessary. In this section, we shall give examples of periodic boundary value problems. The 
numerical solutions again demonstrate the monotone convergence of our iterative methods. 
EXAMPLE 5.1. Given P E Zf. We consider the 2nth order nonlinear difference equation 
ATJA;u(x,y) = cz”(:, (:)2”+~A:iA~-j~(~,y) +cosu(x,y) - isin~(z,y), 
(5, Y) E IPP, (5.1) 
together with the periodic boundary conditions 
Ai 40, Y) = A: 4P, Y), 
Aj, t&O) = Aj, ~(2, P), 
Y E I.-, i=O,l,...,n-1; (5.2) 
2 E I,, j=O,l ,“‘, n - 1, (5.3) 
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where ‘I means that the choices i + j = 0 and i + j = 2n are deleted in the summation, n 2 1. 
Note that for functions Y(Z, y), p(z,Y), (v) 2 (p), (x:, y) E Ipp, we have 
( 1 cosu - -sinu > ( 1 CO~,LL - 2sinb > = -2sin v-i-p. v--p v+Cl . v-p - 2 - sin - - cos - sin - 2 2 2 2 
= -&sin y sin(a+y) 
2 -& sin 
I 1 
A 
y 2 ---(v-p), 
where cx = arcsin(l/&). Hence, Condition (4.6) is satisfied for Nr = N2 = N 2 N* = (&/2)1/2” 
and constant initial iterative functions. The corresponding iterative scheme is thus given by 
A; u/c+l(O, Y) = A; wc+l(P, Y), Y E Ii-3 i=O,l,...,n-1; (5.6) 
Aj, %+I (z, 0) = Aj, Uk+l (z, P), II: E I,, j=O,l,..., n-l, (5.7) 
where k = 0,1,2 ,... . It is easy to verify that we(z, y) = f and v~(x, y) = % is a pair of the 
upper and lower solutions of the problem and (we) 2 (Ye), (2, y) E I,. Let we, ~0 be the initial 
iterates. The solution of (5.5)-(5.7) is given by 
In Figure 1, the straight line with triangular marks stands for the exact solution u = arcsin 
x(2/& z 1.10714872. Curves above u are functions wk for n = 10,8,6,4,2 from the top, 
respectively. Curves below u are ?& for n = 10,8,6,4,2 from the bottom, respectively. Figs. 2a-b 
plot the absolute errors of wk and Yk (curves from top to bottom are for n = 10,8,6,4,2, 
respectively). The graphs demonstrate the monotone convergence of the numerical solution. 
Further, let E = lo-’ be the stopping criterion for the iterative scheme. Tables 1 and 2 indicate 
that the absolute error, max{u. - ?&, wk - u}, is less than E in six iterations for n = 1 and in 57 
iterations for n = 10, respectively, when N = 27/25 is used. 
Let a = {N : N = Ni = N2 in (5.5)-(5.7) such that (4.6) is satisfied}. We observe in Figure 3 
and Table 3 that when the “optimal” parameter, N* = minN& N, is used, the convergence is 
much faster than those using relatively large parameters. Curves from the top to the bottom in 
the graph are for n = 10,9, . . . ,2,1, respectively. 
Finally, Figure 4 shows that for any fixed parameter N, say, N = 27125, and a fixed e, the 
amount of iterations required increases exponentially when the order of the nonlinear difference 
equation problems increases. 
Problems for which there are no constant solutions for the corresponding iterative schemes 
(4.1)-(4.3) are, in general, difficult to solve. To illustrate the monotone convergence of the 
method, here we consider a second-order nonlinear problem. Higher-order problems can be 
solved in a similar way. 
EXAMPLE 5.2. Consider the nonlinear periodic boundary value problem 
A, AU ~(2, y) = A, U(Z, y) + Ar, U(Z, y) + y COSU(Z, y) - $ sinu(z, y), 
(?Y) E I,, (5.8) 
u(O, Y) = ,(P, Y), Y E 1,; (5.9) 
d?O> = 4x, p>, x E I,, where P = 5. (5.10) 
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Figure 1. The monotone convergence of the iterative solutions. 
Table 1. Iterative solutions and absolute errors (n = 1, N = 27/25). 
k 1 wk "k 1 wk-u vk - U 
0 1 1.570796 0.785398 1 0.463648 -0.321751 
1 1.142127 1.088513 O.349782x1O-1 -0.186355 x 10-l 
2 1.108606 1.106375 0.145724x10-2 -0.773775 x 10-s 
3 1.107209 1.107117 0.604267x 1O-4 -0.320855 x 1O-4 
4 1.107151 1.107147 0.250566x10-5 -0.133046 x 1O-5 
5 1.107149 1.107149 0.103900x10-s -0.551689 x 1O-7 
6 1.107149 1.107149 0.430831x10-8 -0.228763 x 1O-8 
Table 2. Iterative solutions and absolute errors (n = 10, N = 27/25). 
+--/Sk- 
10 1.137821 
20 1.109124 
30 1.107276 
35 1.107181 L 40 1.107157 45 1.107151 50 1.107149 55 1.107149 57 1.107149 
vk 
0.785398 
1.086160 
1.105797 
1.107062 
1.107127 
1.107143 
1.107147 
1.107148 
1.107149 
1.107149 
Wk - U Vk - U 
0.463648 -0.321751 
0.306721x10-1 -0.209888 x 10-l 
0.197542x 10-s -0.135169 x 1O-2 
0.127211x10-3 -0.870450 x 1O-4 
0.322819x lo-* -0.220890 x 1O-4 
0.819205x 1O-5 -0.560544 x 1O-5 
0.207886x 1O-5 -0.142247 x 1O-5 
0.527544x 1O-6 -0.360974 x 1O-6 
0.133873x10-‘j -0.916029 x 1O-7 
0.773509x 10-7 -0.529277 x 10-7 
Table 3. Number of iterations required when N increases (6 = 10m8). 
n=l n = 10 
N num. iters. N num. iters. 
1.057371 3 1.057371 3 
1.146920 9 1.128068 59 
1.241184 13 1.203479 268 
1.335447 17 1.278889 1030 
1.429710 21 1.354299 3594 
1.523972 25 1.429710 11613 
1.618235 29 1.505120 35133 
1.712498 34 1.580530 100268 
1.806761 38 1.655941 271566 
1.995287 49 1.816187 1938569 
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Figure 2. Errors of the iterative solutions. 
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10” 
lo6 
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7 
10-l' 
20 
1 o*16 
10’ 
lo6 
2 
lo5 5 
;; 
10’ $ 
3 
IO’ 5 
2 
3 
10’ _o 
+ 
IO’ 
8. 
10° 
Figure 3. Number of iterations required (E = 10e8). 
Again, w,,(x, y) = 5 and ~e(zr, y) = 4 is a pair of the upper and lower solutions of the problem. 
Note that, although wa, we are chosen to be constant initial functions for the iteration, we may 
not be able to obtain subsequent constant iterative solutions for this problem. Let (u) 2 (p). It 
is observed that 
x2 f y2 
cost- zsinv- 
x2 +y2 XY . ~ 
60 125 60 cosP - 125 smP > 
x2 +y2 . y---CL 2XY =- 
5 + P2 s1n - - 5p2 cos 2 
10’ 
lo6 
-0 
I 
‘Z 10S 
I 
2 -g 104 
c 
2 ‘6 103 
5 
2 IO2 
3 
C 
10’ 
loo 
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Figure 4. Number of iterations required (6 = lo-*, N = 27/25) 
where p = 4P2/(5 + P2) = 10/3. Thus, condition (4.6) is satisfied if Nr = N2 = N L 0 for the 
monotone iterative scheme. The optimal parameter N*, however, is difficult to find due to the 
nonconstant iterative solutions we obtain. 
According to Theorem 3.1, the solution of the monotone iterative scheme for the above problem 
(5.8)-(5.10) is given by 
where 
u~+I(z, y) = (I+ NY’uk+~(x, 0) + (I+ W~IC+I(O, Y) 
-(l+ N) “+%+l(o,o) +&c&Y), k = 0, 1,2, . . . , 
z-1 y-l 
(5.11) 
I&(x, y) =T; x(1 + N)z+y-s-t-2 { -NAsulc(s, t) - N&wz(s, t) + N2u(G) + s(s, 4 (uL))} . 
s=o t=o 
Boundary values can be determined from 
u/C+1 (z, 0) = (1+ N)%+1(0,0) + 
Rk(Z, P) 
(1 - (1+ N)P) ’ 
x E IP, 
Rk(P, Y) 
~k+l(% Y> = l1 + N)Yuk+l(o, O) + cl _ (I + *>p> 7 YEIZJ, 
Rk(P, p) 
Uk+l(“,o) = (1 _ (1 + N)P)2’ 
The solution of the iterative equation can also be obtained by using the algorithm stated in 
Remark 3.1 or by employing a classical method of solving systems with large sparse coefficient 
matrices. 
Let N = 3.4. Errors 
~5,~~ppb’k(x~ Y> - 21k(2, 9))~ t5,$E;pp{Wk(x~ Y) - uk(x, Y)) 
are plotted in Figure 5. Furthermore, in Figures 6a-b, we plot differences 
cz,$$b”k(~~ Y) - Wk+lh ?zd)~ ~z,~~pph’k(x~ Y) - Wk+l(x, Y>>, 
cZ,$~pp{Vk(x)Y) -~k+lhY)), ~r,~~pp{~k(T~ Y> - vk+l(x, Y>). 
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Figure 5. Monotone convergence of the iterative solutions. 
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Figure 6. Errors of the iterative solutions. 
Table 4. The residual. 
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za 0.000 
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0.1225 I - 0.1225 
0.1200 - - 0.1200 
0.1175 - - 0.1175 
0.1150 - - 0.1150 
Q 0.1125 - - 0.1125 3 
0.1100 - - 0.1100 
0.1075 - - 0.1075 
0.1050 - 7 0.1050 
0.1025 - I I I4 III 0.1025 
1 10 100 
k 
Figure 7. The residual. 
The three figures indicate clearly the monotone convergence of the numerical solution. On the 
other hand, let ,LIk = max(,,y)E~pp {I&&,wk - g(z, y, (ulk))l} be the residual of the problem. 
Figure 7 shows that the residual tends to zero when k tends to infinity. This can also be seen in 
Table 4. 
1. 
2. 
3. 
4. 
5. 
6. 
7. 
8. 
9. 
10. 
11. 
12. 
13. 
14. 
15. 
16. 
17. 
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