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Abstract- Training data for supervised learning neural networks can be clustered such that the input/output pairs in 
each cluster are redundant. Redundant training data can adversely affect training time. In this paper we apply two 
clustering algorithms, ART2 -A and the Generalized Equality Classifier, to identify training data clusters and thus reduce 
the training data and training time. The approach is demonstrated for a high dimensional nonlinear continuous time 
mapping. The demonstration shows six-fold decrease in training time at little or no loss of accuracy in the handling of 
evaluation data. 
1. Introduction 
A typical application for fcedforward multi-layered networks with supervised training is to learn function mappings 
from then-dimensional vector space l 0, I]" into them-dimensional vector space [0, l]m where [0, I] is the closed interval 
between 0 and I on the real line, n is the number of network inputs and m is the numberofnetworkoutputs. The degree 
to which such a mapping can be successfully learned depends on the quality and amount of training data. If the data is 
synthetically produced, for example as the output of a simulated analytic model, producing enough noise free data is not 
difficult. However, the problems of conflicting and redundant data remain and although they may not prevent learning, 
they can adversely affect training time, to the extent of rendering many learning algorithms impractical. 
Conflicting data are two or more input/output pairs where two similar inputs are mapped into dissimilar outputs. 
These input/output pairs may represent a significant discontinuity in U1e underlying mapping, thus making the training 
of a network impossible, or they may just be local maxima in the gradient space which can be smoothed out without loss 
of overall accuracy. We will not focus on conflicting data analysis here, but refer the reader to our previous work: (Allen, 
S.M., Gonsalves, P.O., & Caglayan, A.K., 1992), (Caglayan, A.K. & Gonsalves, P.O., 1992) and (Mazzu, J.M., 
Caglayan, A.K. & Gonsalves, P.O., 1992). 
Redundant data arc two or more input/output pairs where two nearly identical inputs are mapped into similar outputs. 
While this condition docs not prohibit learning, it can adversely affect training time. In order to analyze the training data 
to find redundant input/output pairs, we need a distance measure between two input vectors, between two output vectors, 
and between two input/output pair vectors. There are a number of distance metrics derived from the following norms: 






where <;(k) is the i'th input in the k'th input/output pair. In the following discussion, we use a generic distance d(x, y) 
which can stand for any of d,, ct •• or d,. We also need a distance measure on the Cartesian product X x Y, which is the 
n + m dimensional vector space. We can define distance measures on X x Yin terms of the distance measures on X and 
Yby: 
d,(z(k), z(J)) = d,(x(k), x(J)) + ct,(y(k), y(J)) 
clm(z(k), z(J)) =max {d,(x(k), x(J)), ct,(y(k), y(J))} 
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where z(k) and z(j) are the k'th andj'th input/output pair vectors defined by: 
U,k) = {x(k}, y(k)} 
z(j) = {x(!), y(J)} 
(7) 
(8) 
Any of these melrics can be used to find almost identical data (where the distance between the input/output pair 
vectors would be nearly zero). 
2. Clustered Data 
If each subset of redundant input/output pairs can be identified with one of the melrics listed above, the problem can 
be solved by choosing the mean value vector of that subset(the center-of-mass) as the only valid input/output pair in that 
subset. All the other pairs in the subset can be removed from the training data with minimal effect on accuracy. 
We have applied two different clustering algorithms to this problem, Adaptive Resonance Theory 2-Algorithmic, 
or ART2-A (Carpenter, Grossberg, and Rosen, 1991) and Generalized Equality Classifier, or GEC (Lorczak, Caglayan, 
and Eckhardt, 1989). Neither method requires a priori knowledge about how many classes to cluster the data into. 
ART2-A: 
ART2-A is an algorithmic version of ART2 (Carpenter and Grossberg, 1987) which is a dynamical system that can 
perform unsupervised classification of an arbitrary number of analog spatial patterns. ART2 is a three layer network, 
where layer FO performs preprocessing, Fl is a feature representation field, and F2 is a category representation field with 
competitive learning. In ART2-A, the problem of implementing ART2 on a sequential digital computer is approached 
by capturing the essential computational steps in an algorithm, rather then in a layered neural network. 
After preprocessing (normalization and thresholding), the best match category node is chosen by taking the inner 
product of the preprocessed input vector I with each of the weight vectors Z; which gate the signal to the category nodes: 
T1 =mj'xftiiZJi: j= I ... N) (9) 
where] is the index of the best match node. Note that because IIlii =liZ)!= 1.0, eqn. (9) simplifies to: 
T1 =mr{cos(I,Z): j= I ... N) (10) 
Since T1 is used in determining whether the match is good enough, the measure of goodness is simply the angle 
between the preprocessed input vector and the weight vector of the best match category node. Then to determine whether 
this best match is in fact good enough, T1 is compared to the vigilance parameter p. IfT1 ;;, p, then node] is considered 
committed and it learns the given input vector. However, ifT1 < p, then the value of J is reset to the index of an arbitrary 
uncommitted node which then learns the input vector. Lem11ing is done in a single iteration: if J is m1 uncommitted node, 
then the weights on patlJWays connecting to tl1at node are sctequalto the input vector, such that Z1 = I. IfJ is committed, 
a convex combination of previous learning and the preprocessed input is learned. 
GEC: 
The GEC algorithm was developed to identify software faults. It allows an inexact notion of equality between N-
vcrsion system outputs using a threshold. For our application we are concemed with identifying all input/output pairs 
which are within a given distance of each other, as defined by a given distance metric. The setofsuch input/output pairs 
can then be considered as data clusters. 
The Generalized Equality Classifier algorithm can be constructed as follows: 
1) define a distance metric on the Cartesian product X x Y space and a select tl1reshold € 
2) let the set A = { z 1 ... Zn) where Zi is the i'th input/output pair. 
3) select any element x from A 
4)setS= {x) 
5) select y from A-S 
6) letS = S v {y) if d(y ,x) s € for all x in S 
7) repeat steps five and six until no new elements are added to S' 
8) replace A with A-S, clearS 
9) if A is the empty set then stop, else return to step 3 
3. Results 
The application we used as an example for this research is the optimum trajectory/guidance problem for advanced 
space vehicles. The specific scenario involves the use of the guidance law of a hypersonic glider during the atmospheric 
portion oftheaeroassisted orbital plane change maneuver. This problem is too complex to solve numerically in real time. 
One alternative approach is to let neural networks learn the optimum guidance trajectories in order to obtain a closed-
loop guidance law (Caglayan and Allen, 1990). In terms of the neural network requirements, a highly nonlinear 
relationship between 2 output variables (vehicle angle of attack, "alpha" and bank angle, "mu") and 9 input variables must 
be learned for a few different trajectories with the intent of having the network generalize to all other trajectories. The 
training data set was constructed by taking a course sampling of 5 trajectories for a total of 430data points. The evaluation 
data set was constructed by taking a fine sampling of 3 different trajectories for a total of 1294 data points. 
The reason for choosing this problem as an example is twofold. First, it has been demonstrated that reasonably 
accurate results can be obtained with "standard" supervised learning neural network approaches. Second, there is no 
inherent clustering in the input data (because the data represents continuous trajectories) so the problem can not be 
simplified to a classification problem. 
A backpropagation network with 18 hidden nodes in one layer was trained for 25,000 cycles on the training data. 
This was repeated 7 times with different initial weights and each resulting network then evaluated using the same 
evaluation data set. Each run took over 2 hours elapsed real time, using NETS (NASA/Johnson Space Center) on a SUN 
SP ARCstation 2. 
The clustering algorithms were run 3 times each, with different "granularity" of clustering, determined by the 
vigilance parameter pin ART2-A and by the threshold e in GEC. Coarser granularity leads to fewer clusters and more 
clustered data. The 3 differentclusterings from each algorithm were then turned into new training data sets by calculating 
the center-of-mass of each cluster and using it as a training data point representing the whole cluster. Total processing 
time to perform clustering and averaging was on the order of one minute, which is negligible compared to the 
backpropagation training time. The same backpropagation network structure was used for training new networks using 
the clustered data (with the same number of cycles as before and also randomized 7 times for initial weights}. Each 
network was then evaluated the same way as before. 
Figure I summarizes the effect on training time of the backpropagation network from using progressively more 
clustered training data seL~. Also shown,superimposed over each bar, is the elapsed realtime. As expected, when neither 
the network structure nor the number of cycles is changed, UlC training time is approximately proportional to the number 
of training data points. Figure 2 summarizes the effect on cumulative RMS error for the evaluation data for each of the 
different clusterings. No obvious trend can be seen, indicating that any of the clustered data sets is equally likely to 
produce similar quality networks as the network which was trained on the full, unclustered training data. 
Figure I: Effect of clustering on training time. 
Numbers over bars show elapsed real time. 
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Figure 2: Effect of clustering on evaluation RMS error. 







As a further demonstration of the similar RMS error performance, figures 3 and 4 show the time series generated 
by the networks trained using the full and the ART2-A 76 cluster data set, superimposed on the actual evaluation data 
for alpha and mu, respectively. As shown, the differences between the full and the 76 cluster results are minimal, with 
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Figure 3: Time series of "alpha" output for evaluation data, for full data network, and for ART2-A 76 cluster network. 
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4. Conclusions 
We have specified and demonstrated an approach for eliminating redundant training data using unsupervised 
clustering techniques. The two techniques used were ART2-A and GEC; no qualitative difference was noted between 
the two. Both techniques were capable of six-fold reduction of training data with a concomitant reduction in training time. 
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