Abstract: Sustainable water management is one of the important priorities set out in the Sustainable Development Goals (SDGs) of the United Nations, which calls for efficient use of natural resources. Efficient water management nowadays depends a lot upon simulation models. However, the availability of limited hydro-meteorological data together with limited data sharing practices prohibits simulation modelling and consequently efficient flood risk management of sparsely gauged basins. Advances in remote sensing has significantly contributed to carrying out hydrological studies in ungauged or sparsely gauged basins. In particular, the global datasets of remote sensing observations (e.g., rainfall, evaporation, temperature, land use, terrain, etc.) allow to develop hydrological and hydraulic models of sparsely gauged catchments. In this research, we have considered large scale hydrological and hydraulic modelling, using freely available global datasets, of the sparsely gauged trans-boundary Brahmaputra basin, which has an enormous potential in terms of agriculture, hydropower, water supplies and other utilities. A semi-distributed conceptual hydrological model was developed using HEC-HMS (Hydrologic Modelling System from Hydrologic Engineering Centre). Rainfall estimates from Tropical Rainfall Measuring Mission (TRMM) was compared with limited gauge data and used in the simulation. The Nash Sutcliffe coefficient of the model with the uncorrected rainfall data in calibration and validation were 0.75 and 0.61 respectively whereas the similar values with the corrected rainfall data were 0.81 and 0.74. The output of the hydrological model was used as a boundary condition and lateral inflow to the hydraulic model. Modelling results obtained using uncorrected and corrected remotely sensed products of rainfall were compared with the discharge values at the basin outlet (Bahadurabad) and with altimetry data from Jason-2 satellite. The simulated flood inundation maps of the lower part of the Brahmaputra basin showed reasonably good match in terms of the probability of detection, success ratio and critical success index. Overall, this study demonstrated that reliable and robust results can be obtained in both hydrological and hydraulic modelling using remote sensing data as the only input to large scale and sparsely gauged basins.
Introduction
Efficient water resources management requires the availability of hydrological and hydraulic information at various spatial and temporal scales. This is usually accomplished with simulation models, which are calibrated with data measured at selected locations and at selected time intervals.
Models further provide the opportunity of analysing scenarios. While many catchments around the world have benefited from model-based decision-making building models for data scarce catchments remains a major challenge. Collection of hydro-meteorological data for a large basin is hampered by several reasons such as high operational costs, availability of limited road network, shortages of technical manpower and accessibility issues due to difficult terrains. Additionally, in trans-boundary basins data sharing practices may cause an extra challenge to accessing collected data. As a result, many catchments are totally unprepared for disasters such as floods and droughts or are unable to harness the benefits of available water resources in socio-economic development.
This issue is being addressed with the recent advances in remote sensing. In the last two decades, research in remote sensing has significantly contributed to the availability of a variety of hydro-meteorological data, which are providing new opportunities to modelling ungauged basins. Most of such data products are freely available to everyone. The synergistic advances in software, particularly geographic information systems, are making it possible to effectively process the available data. This motivates exploring the possibilities of hydrological and hydraulic simulations for diverse catchments, which hitherto remained impossible.
Among the various remote sensing products, a number of rainfall products are available and arguably the most notable one is from the Tropical Rainfall Measuring Mission (TRMM). The TRMM satellite was launched in 27 November 1997 by a joint initiative of National Aeronautics and Space Administration (NASA) and Japan Aerospace Exploration Agency (JAXA) [1] . The spatial resolution of TRMM is about 0.25 • × 0.25 • and data have been collected from the year 1998 up to 2015. Since its launching, a large number of studies was conducted on the accuracy of TRMM [2] [3] [4] [5] [6] [7] [8] [9] [10] . For example, Ochoa et al. [11] and Liao et al. [12] analysed the correlation between ground data and satellite data. In particular, Liao et al. [12] evaluated TRMM data with radar rainfall for Melbourne, Florida. Their conclusion was TRMM overestimated stratiform rain by 9% and underestimated convective rain by 19%. Ochoa et al. [11] compared TRMM with gauge rainfall in the Pacific-Andean region of Ecuador and Peru and found that the probability of detection was higher for light precipitation compared to intense precipitation. These studies demonstrated that TRMM generally overestimates light rain and underestimates more intense rains. Rozante et al. [13] and Arias-Hidalgo et al. [14] determined the complementary effect of combining satellite data and ground data. Generally, it is reported that there is an improved accuracy of hydrological simulation when TRMM is combined with in -situ rain gauge data [14] .
Other than TRMM, rainfall estimates from the Climate Prediction Centre morphing method (CMORPH) from NOAA CPC is used as well [15] . The Precipitation Estimation from Remotely Sensed Information using Artificial Neural Networks (PERSIANN) from the University of California is also well known [16] . IMERG LATE and IMERG EARLY from NASA are two new rainfall data products. There are many other remotely sensed meteorological products. These publicly available remotely sensed products, occasionally updated with ground-based information, are commonly known as global datasets.
A number of studies using global datasets as input to hydrological models in data scarce basins have been published [17] [18] [19] [20] [21] [22] [23] . Several studies using distributed hydrological models have been reported by Liu et al. [24] , Thom et al. [25] , Alazzy et al. [26] , Bitew and Gebremichael [27] and Bitew and Gebremichael [28] . All these studies demonstrated the benefit in using gridded rainfall products in numerical models to improve flood prediction. In addition, Moradkhani et al. [29] studied the impact of remote sensing product of precipitation on the uncertainty of hydrological models. They found that the contribution of error of satellite rainfall products is larger in streamflow error as compared to the one resulting from parameter uncertainty. In a similar fashion, Xu et al. [30] presented an overview of past research aiming at combining hydrologic models and remote sensing products for improving flood prediction. Recently, Maggioni and Massari [31] proposed an exhaustive review on hydrological studies in which remote sensing of precipitation have been used to better predict floods. They also proposed future directions in this field of research.
In the above-mentioned studies, remote sensing data were used as input to distributed hydrological models to better predict streamflow. Recent advanced applications showed the ways of combining the output of distributed hydrological models with hydraulic models and of assessing flood extents in medium to large scale catchments [32, 33] . Recently, Paiva et al. [34] used a cascade of distributed hydrological and hydrodynamic models to represent flood propagation within the Amazon River using remotely sensed observations both as input to the models as well as for the validation. Precipitation data from rain gauges was used as input to the hydrological model. The authors demonstrated that the combined use of hydrological and hydrodynamic model developed with remote sensing data and forced by the gauge rainfall was able to reproduce observed hydrographs at different spatial scales. In a similar study, Hoch et al. [35] integrated a large scale distributed hydrological model with two different hydraulic models to predict water level along the Amazon River using remote sensing products of precipitation. In-situ discharge observations within the catchment were used to validate model results. Yoshimoto and Amarnath [36] assessed the performances of three satellite rainfall products (PERSIANN, TRMM and GSMaP) for flood inundation on the Mundeni Aru River Basin using a rainfall-runoff and inundation model. The authors showed that model results using the remote sensing products in combination with in-situ data were generally accurate.
Although the previous studies showed encouraging results using global datasets combined with in-situ data, rarely a cascade of hydrological and hydrodynamic models driven exclusively by global datasets have been used to produce flood maps in poorly gauged basins. This can be due to the incompatibility between the space and time scales in which the remote sensing products are available and the space and time scales in which this information is required in hydrological studies. In addition, due to the coarse nature of the majority of global datasets, hydrological studies may be limited to large scale catchments as it is difficult to properly capture the hydro-meteorological and geophysical characteristics of small catchments and narrow rivers using global datasets. For these reasons, this paper aims at exploring possibilities of using various remote sensing products as the primary input to a cascade of hydrological and hydraulic models of the poorly gauged Brahmaputra basin. To strengthen the results of our study, we compared the flood maps obtained using uncorrected global dataset of rainfall with the maps obtained with the rainfall data corrected utilizing in-situ data. Although the current aim was to generate quantitative information regarding surface water, the availability of the model may allow studying the economic, social and environmental impacts of different current and future water management options in the future. Such studies can be very crucial in assessing water allocation, seasonality, drought, flood and environmental flows.
Study Area: The Brahmaputra Basin
Brahmaputra basin is a vast transboundary catchment between China, India, Bhutan and Bangladesh having a total area of about 580,000 km 2 ( Figure 1 ). The basin can be categorized into the cold dry Tibetan Plateau, the Himalayan Slopes (which receives most of the rain) and the Alluvial Plains in Assam. The land cover of the basin is dominated by grassland (44%), followed by forest (14.5%), agricultural land (14%), urban land (0.02%), cropland/natural vegetation mosaic (12.8%), barren/sparsely vegetated land (2.5%), water bodies (1.8%), permanent wetlands (0.05%) and snow and ice cover (11%) [37] .
Brahmaputra River flows through Tibet (1625 km), India (918 km) and Bangladesh (363 km) for a total length of 2880 km [38] . The river has several tributaries, which differ in characteristics due to their topography, climate and land use. Generally, the flow of the river can be characterized as low flows in winter and high flows during summer due to the effect of snowmelt and monsoon rainfall. The Indian part of the basin was the main focus of the study. Accordingly, the outlet of the basin was considered at Bahadurabad ( Figure 1 ) and the part of the basin in Bangladesh was not considered. At Bahadrudabad the annual average discharge is about 21,993 m 3 /s with a minimum and maximum recorded discharge values of 3280 m 3 /s and 102,534 m 3 /s [37, 39, 40] . The basin has a limited number of meteorological and hydrological stations. Lack of sufficient and high-quality data constrains rainfall-runoff modelling [41] . Due to the unavailability of accurate water-related models, it is difficult to study properly the water management and to identify future intervention strategies. An example of possible interventions are the proposed plans in China to divert water from Brahmaputra River to Yellow River Basin [42] . This caused tensions in India and Bangladesh. In addition, India also has plans to divert the flow within its boundaries to Ganges Basin to support agricultural activities [43] . This caused tension in Bangladesh since during the dry season the river supports demands on domestic and industrial use. The availability of a model with a proper representation of the geophysical and hydrological processes of the basin may serve as a basis to solve conflicts.
For example, Schneider et al. [44] used satellite altimetry data from CryoSat-2 for calibrating a hydraulic model of Brahmaputra River. In addition, they calibrated the cross sections derived from the digital elevation model (DEM) with water level data derived from satellite altimetry. Futter et al. [41] used PERSiST, a semi distributed dynamic rainfall-runoff modelling tool, in modelling the Upper Ganges and Brahmaputra basins. Hydro-meteorological data were gathered from governmental agencies in India and FAO. Two model setups having different complexities were proposed. Two sets of simulations were performed based on two representations of the basin: simple and complex. In the simple one, for example, Brahmaputra basin was described as a single catchment whereas in the complex one it was described by 10 catchments. The models were simulated for almost 20 years. The Nash-Sutcliffe coefficient of discharge prediction at Bahadurabad varied from 0.42 to 0.65. The models were able to replicate the timing and amount of the low flows. However, high flows were underestimated or overestimated and their time of occurrence was inaccurately predicted. The authors concluded that the complex setup performed better than the simple one. One main reason for model inaccuracies was the lack of data and the unaccounted water withdrawal in the upper part of the basin [41] . Mahanta et al. [37] reported another study conducted by the International Union for Conservation of Nature (IUCN) where a lumped, deterministic and conceptual rainfall-runoff model based on NAM and MIKE11 for routing was used. The study was carried out for the time period 2008 to 2011. The Nash Sutcliffe coefficient for discharge estimation varied from 0.75 to 0.89. Also, in this case, the short calibration and validation time periods and lack of in-situ data are seen as limitations.
Methodology
The main methodology proposed in this study is presented in Figure 2 . Below, the different sub-sections reflect the methodological steps followed in this study. Two different approaches were used to derive flood maps. In the first (blue line in Figure 2 ), only freely available global datasets were used as the model forcing. In the second one (red line in Figure 2 ), the satellite-based rainfall data were corrected using in-situ rain gauge data and then used as model input. 
Data Collection and Processing
In this study, global datasets were used as the main input in developing both hydrological and hydraulic models. Table 1 presents the overview of the data used in the study. For the physical representation of the catchment and river geometry, the DEM used in this study was derived from Shuttle Radar Topography Mission (SRTM) with 90 m × 90 m resolution. Rodríguez et al. [45] have presented the accuracy of the SRTM data, which can be a concern for small basins but SRTM based DEMs have been found to be reasonably accurate in large basin [17, 41, 44] . Topographical information was adopted to delineate sub-basins for hydrological modelling and to derive river geometry for hydraulic modelling. The rainfall data from Multi-satellite Tropical Rainfall Measuring Mission TMPA 3B42 V7 Daily [10] was used. This gridded dataset has a resolution of 0.25 • × 0.25 • with a spatial coverage of 50 • N-50 • S. Temperature data at 2m altitude was collected from Atmospheric Infrared Sounder (AIRS) from NASA's Earth Data Centre. In order to correct the TRMM data, 24 in-situ rain gauges covering a period of 2 years (2013 and 2014) were used. Figure 1 shows the rain gauge stations and the outlet of the basin.
Additional global datasets were also used for hydrological modelling. Land use values from the Globcover dataset of the European Space Agency were used. Soil properties were extracted from FAO's Harmonized World Soil Database (HWSD). Lithological data were based on the Global Lithographic Map (GLIM) [46] . Soil properties such as infiltration rates were estimated using the results of Bell et al. [47] . Evapotranspiration data were retrieved from the Geo Network portal of FAO. The accuracy of global datasets varies with the spatio-temporal scale and this may have an influence on the accuracy of the hydrological and hydraulic models. Bell and Kundu [48] , Kundu and Bell [49] and Omranian and Sharif [50] have shown that accuracy increases with increasing spatial and temporal scales of the global datasets. Discharge and water level were used to calibrate and validate the hydrological and hydraulic models, respectively. In particular, discharge data at the outlet of the basin for the period 2000-2015 was used to calibrate and validate the hydrological model. On the other hand, water level at the outlet was used to calibrate the hydraulic model whereas water level estimates from Jason2 altimetry data (http://www.theia-land.fr/) was used to validate the hydraulic model. Finally, inundation images from the Dartmouth Flood Observatory of the Colorado University of two flood events on 19 June 2012 and 23 September 2012 were used to validate the flood inundation model.
Bias Correction for Satellite Rainfall Estimates
Due to the fact that satellite borne rainfall measuring instruments estimate rainfall based on the column of atmosphere and not on the actual rain at the ground surface, these estimates are accompanied with retrieval errors. Correction of satellite-based rainfall estimates using gauge rainfall data, known as bias correction, is an effective way of reducing errors in the data. Bias correction of satellite-based rainfall estimates is a very active research area with many publications pointing out the usefulness of different methods in different catchments. For example, Bell and Kundu [48] and Kundu and Bell [49] presented with the help of a spectral model the variation of error between TRMM and gauge rainfall with the increasing spatial and temporal scale.
Among numerous bias correction methods arguably the Ratio Bias Correction (RBC) and Quantile Mapping are the most widely used. In RBC the correction coefficient is computed based on the average daily gauge rainfall and satellite based daily rainfall estimates over a season, month or week, which is used in correcting the daily satellite-based rainfall estimates (see Equation (1)).
where R f,x,y represents the ratio bias correction factor for location x and season y, P g,x,y and P s,x,y are the daily in-situ gauge (used as reference) and remote sensing (TRMM in our study) rainfall at location x for season y, i = 1,2, . . . , n and n is the number of days in a season. Based on the historical data of sufficient length for both datasets the correction factors can be computed for a chosen temporal scale, for example, monthly, leading to deriving twelve correction factors. Additionally, spatial zones may be considered and the correction factors for each zone may be separately computed. These factors may subsequently be used in correcting satellite-based rainfall estimates by assuming that the computed bias for the selected spatial and temporal scale remains applicable in the future. Arial-Hidalgo et al. [14] presented the RBC method with monthly bias correction factors to improve the TRMM data for the Vinces basin in Ecuador. This method works reasonably well provided both rainfall data of sufficiently long time duration are available. On the other hand, the quantile mapping method works on finding the gauge rainfall, which has the same probability of a particular satellite-based rainfall estimate. Gauge rainfall data from 24 stations for a period of 2 years (2013 and 2014) were only available ( Figure 1 ). The RBC method was used with the gauge rainfall for 2013 for finding the correction factors (using Equation (1)) for TRMM rainfall for the sub-basins having a gauging station inside the sub-basin. The computed factors were used in correcting the TRMM rainfall for 2014 and were validated by comparing the corrected TRMM rainfall estimates of 2014 with the gauge rainfall. The correction factors were subsequently used in correcting the TRMM rainfall time series. The TRMM rainfall was not corrected for the other basins for which no gauge rainfall was available. Hughes and Gray [51] presented an interesting approach of correcting TRMM rainfall using hydrological information at the outlet of the basin where no gauge rainfall is available. However, such an approach requires further investigation as Brahmaputra is a much larger catchment compared to the Okavango River basin considered by the authors. Certainly, the use of gauge rainfall data of limited time period to correct TRMM data is an approximate one and we recommend that more gauge rainfall should be used in the future in the bias correction.
Hydrological Modelling
There were many challenges to the hydrological modelling of the Brahmaputra basin due to the large variations in the physiographic and hydro-climatic properties such as elevation, land cover, soil characteristics, rainfall and temperature. An additional challenge was related to the limited availability of hydro-meteorological data. The purpose of the model was to adequately simulate the catchment hydrology with the main focus on the surface water resources.
In this study, a semi-distributed hydrological model in which each sub-basin is represented as a lumped model was implemented. The widely used HEC-HMS model (http://www.hec.usace.army. mil/software/hec-hms/) was chosen. The catchment was delineated and the river network was identified using the SRTM data in a GIS environment with Bahadurabad ( Figure 1 ) as the outlet of the catchment. Bahadurabad was chosen as discharge data were available at that location. The basin was sub-divided into 39 sub-basins. The land use information was extracted in a GIS environment from the Globcover data. Similarly, the soil data was derived from the HWSD data. Specific catchment properties such as infiltration rate, percolation rate and so forth were derived from the lithological information following the recommendation of Bell et al. [47] .
The hydrological processes in the catchment were modelled using Soil Moisture Accounting (SMA) model to simulate the precipitation loss, Clark Unit Hydrograph to simulate the direct runoff and Linear Reservoir to model the baseflow. SMA was used as it is very suitable for hydrological simulation of wet and dry periods over a long period of time. The SMA consisted of five linear reservoirs: canopy, simple surface, soil storage, groundwater-1 and groundwater-2. The canopy interception was modelled with Simple Canopy method with maximum storage capacity varying from sub-basin to sub-basin from 1 to 5 mm. The maximum storage capacity was considered as 1 mm for the upstream barren sub-basins and was gradually increased to 5 mm for the forested sub-basins. The initial canopy storage was considered as zero as the initial values do not influence the simulation after a few weeks/ months of simulation. Storage in surface depressions was modelled using Simple Surface method with maximum storage capacity varying from sub-basin to sub-basin from 7 to 9 mm depending upon their terrain. The initial storage was considered as zero.
HMS allows representing groundwater in two storages, Groundwater 1 and 2. Together with the Soil Storage they form the main storages of water in the model. The flow to the Soil Storage is primarily determined by the infiltration capacity and to the groundwater layers by percolation rates. The infiltration capacity was assessed based on the lithological properties [47] and varied from 5.1 to 20.3 mm/h. The percolation rates varied from 0.3 to 1.2 mm/h for Groundwater-1 and 0.04 to 0.25 mm/h for Groundwater-2. These values were estimated from the lithological properties of the catchment [46] . Groundwater coefficients, controlling the flow from the groundwater, were estimated as 80 to 120 hr for Groundwater-1 and 200 to 400 for Groundwater-2.
The Clark Unit Hydrograph (CUH), which was used to model the direct runoff, uses the excess rainfall computed by the SMA and converts that to direct runoff. The lag time was computed using the length of the longest flow path and the length of the stream from the point nearest to the centroid of the outlet. The time of concentration, calculated based on the lag time, varied between 56 and 128 h. The storage coefficient values, depending on the size of the catchment, varied between 5 and 12 h. In the linear reservoir, which was used to simulate the baseflow, the initial discharge for each catchment was computed by multiplying the measured initial discharge at the outlet (Bahadurabad) by the ratio of the respective catchment size to the total basin size. The groundwater coefficient in the baseflow model was varied depending upon the catchment size between 8 and 15 h.
The meteorological forcing was applied using two different datasets: uncorrected TRMM and corrected TRMM. The monthly average evapotranspiration data, estimated from FAO, was used. The values varied between 30 and 50 mm during the winter months, 60-80 mm during the spring months and 80-120 mm during the summer months. The Temperature Index method was used to simulate the snow melt in the upper part of the catchment.
Daily discharge information at Bahadurabad were available for the time period 1 January 2000 to 26 December 2015. The calibration period was set from 1 January 2005 to 29 April 2013. Table 2 shows the calibration and validation period for the hydrological and hydraulic models. The measured discharge at Bahadurabad was used in the calibration of the model. Unfortunately, there was no other observed discharge/water level data to calibrate the large basin model. Discharge data from April 2013 up to the end of 2015 were not used in the calibration due to the high percentage of missing data. The calibration of the hydrological model was carried out using an automatic procedure based on Univariate Gradient search algorithm, maximizing the Nash Sutcliffe coefficient between the simulated and observed discharge at the Bahadurabad station. The following hydrological model parameters were calibrated: SMA parameters (soil storage, GW1 and GW2 storage coefficients, maximum infiltration rates, percolation rates scale factor, GW1 and GW2 storage scale factor, tension storage scale factor), GW1 and GW2 coefficients of the linear reservoir model and storage coefficient for the Clark Unit Hydrograph. The parameter values were different among the 39 sub-basins. Because of the availability of the observed data only at the outlet and the presence of high number of model parameters, some parameters of the semi distributed model (such as percolation rates to GW1 and GW2) were calibrated using a scale factor, that is, a number between 1 and 100 (real-valued) which can be determined for a parameter during the calibration. The calibrated value of the scale factor is valid for the chosen parameter for the entire basin. The calibrated scale factor can then be used to multiply the initial values of the chosen parameter of each sub-basin to obtain the calibrated parameter values. For other parameters, this constraint was not imposed. This may not be the ideal way of optimising model parameters when the measured data over a long period of time at a number of locations is available.
Using the optimized parameters, the model was simulated for the validation period 1 January 2000 to 31 December 2004 with a daily time step. It is worth noting that model calibration and validation are extremely dependent to the availability and accuracy of flow data.
Hydraulic Modelling
For the hydraulic modelling, the last 500 km of the river ending at Bahadurabad was chosen as the model domain (see Figure 3 ). The particular choice was due to the availability of water level/discharge data at Bahadurabad and the presence of some important urban settlements, including the provincial capital Guwahati, in the region. HEC-RAS (version 5) and HEC-GeoRAS (version 10.2) from the Hydrologic Engineering Centre (HEC) of the US Army Corps of Engineers were used. Because of the unavailability of observed river cross sections for the studied 500 km river reach, the geometry data was processed in the GIS environment using the SRTM 90 m × 90 m as the topographic information. The centreline of the river, flow paths, riverbanks, bed slopes, reach lengths, river cross sections (every 500 m) and river floodplain were generated from the SRTM DEM using GIS-based approaches implemented in the HEC GeoRAS toolbox. No other correction was made for the vegetation and to the river bathymetry in the cross sections of the main channel. Domeneghetti [52] has presented techniques for estimating river geometry data in data-scarce regions while Baugh et al. [53] have presented procedures to correct for vegetation while extracting geometry data from SRTM. In our research we had no primary geometry data to cross-check the suitability of these methods in this large basin and as a result, we recommend exploring these approaches in future research. If measured cross-sections (perhaps limited in numbers) are available then the extracted cross-sections should be compared and if needed, they should be corrected. In this research no measured geometry data was available. The processed geometry data was imported in the HEC-RAS environment. In addition, the channel width was compared to the one estimated using Google Earth image and functions. The downstream part of the basin ending at Bahadurabad was chosen as the domain of the hydraulic model. For this reason, the discharge data simulated with the hydrological model HEC-HMS was used as the upstream boundary condition for the hydraulic model, while the normal depth was chosen as the downstream boundary condition. Simulated flows from the sub-basins and tributaries (from the hydrological model) corresponded to the lateral inflows to the hydraulic model domain (see Figure 3 ). More details on the calibration and validation periods of both hydrological and hydraulic model are reported in Table 2 .
In order to calibrate the hydraulic model, different values of the Manning's roughness coefficient for the floodplain n fp (0.035, 0.025 and 0.02) and main channel n ch (0.03, 0.02 and 0.015) were used. The model was then calibrated by changing Manning's roughness coefficient by comparing the simulated and observed water levels at Bahadurabad. The calibrated Manning's roughness parameter values of the hydraulic model were 0.025 for floodplains and 0.02 for the main channel, which agreed with the values reported in the literature (see, for example, Jung et al. [54] and Fisher et al. [55] ). The hydraulic model was validated with the water level estimated from Jason-2 satellite (see, for example, the Hydroweb portal http://www.theia-land.fr/en).
The validation period was chosen based on the availability of remote sensing images of flood events in those specified periods. Due to the lack of measured water level/discharge data inside the basin the water level estimated from satellite altimetry (JASON-2) was used in validating the hydraulic model. Satellite altimetry has been useful in various studies with limited or no gauging stations (e.g., Papa et al. [56] and Yan et al. [57] ). Jason-2 satellite has a virtual observation point in Brahmaputra River, which happens to be inside the domain of our hydraulic model. The frequency of satellite pass is 10 days. Water levels from Jason-2 for the year 2015 was used in validating the hydraulic model.
Performance Indices
The flood extent maps developed with the hydraulic model were compared with flood inundation maps from observed flood extent data to investigate model performances. Simulated flood extent maps were generated by interpolation of simulated water levels between cross sections considering an area flooded when the water level was higher than 0.1 m. Inundation images from the Dartmouth Flood Observatory of the Colorado University were used as observed flood extent. As there was no measured flood depth and flood extent data available, the accuracy of the satellite image was not checked. Flood maps information were downloaded as polygons for the 2 selected flood events and then converted as flood extent maps having the same spatial resolution of the simulated flood extent maps, that is, 90 m × 90 m.
The accuracy of the simulated flood maps was evaluated using the Critical Success Index (CSI), which is frequently used in estimating the accuracy of flood forecasts [58] [59] [60] [61] [62] . In particular the following indices were derived: Probability of Detection (POD, shows what flood fraction of the observed events was correctly simulated), False Alarm Ratio (FAR, shows what dry fraction of the flood event was incorrectly simulated as flooded) and Critical Success Index (CSI, is an indication of the goodness of fit between the simulated and observed flood). Separate binary maps were created from the simulated flood inundation maps and observed imageries with each pixel having a value [1, 2] where 1 denotes no flood at the pixel and 2 denotes flooding at the pixel. Equation (2) illustrates the CSI indices.
where A is the false alarm (meaning that observed pixel in the observed flood extent image is dry and simulated pixel is wet), B is the correct alarm (meaning that both observed and simulated pixels are wet) and C is the missed alarm (meaning that observed pixel is wet and simulated pixel is dry). The closer to one the values of CSI and POD are, more accurate the model is. An opposite consideration can be drawn for FAR. Two flood events were chosen for the validation of the developed flood maps: (1) Event-1 on 29 June 2012 and (2) Event-2 on 23 September 2012. The observed maximum discharges at Bahadurabad during these two flood events were 97,824 and 97,500 m 3 /s respectively whereas the maximum observed discharge at Bahadurabad during the simulation period (2000-2015) was 102,585 m 3 /s. On both these extreme events, the basin was affected by large flooded area and severe damages. Moreover, we chose these flood events for validating our methodology because of the availability of flood extent satellite images.
While this paper presents the use of remote sensing information in hydrological and hydraulic models to generate flood maps, another possible solution exists in extracting flood information using geomorphic DEM-based approach that refers only to the topographic information. For example, Manfreda et al. [63] used topographic index based on catchment morphological characteristics to identify flood-prone areas of the Upper Tiber River in Italy. Figure 4a shows the annual average rainfall based on uncorrected TRMM for each catchment for 2014 of and Figure 4b shows the same with the corrected TRMM. We observed an increase in annual average rainfall on areas in the Himalayan slopes. The increase ranged from 10% to 114%. This corroborated with the findings of previous studies that TRMM usually underestimates more intense rains (Arias-Hidalgo et al. [14] ). By correcting, we increased the magnitude of satellite-based rainfall estimates. On the other hand, the correction led to reduced rainfall amount in areas with low annual rainfall. The decrease ranged from 9% to 42%. The corrections perhaps could not remove all the errors. The RBC method for bias correction uses daily correction factor for each month or season, which works well when both the gauge and satellite-based rainfall estimates are available for a long period of time. The corrections applied here were based on data of one year. The correction factors varied from 0.18 to 2.42. Higher values were obtained for the wet months. The correction factors also varied spatially. Higher correction factors were observed in the Himalayan slopes. We hope that in the future longer period of gauge rainfall will be available to further improve the correction of the TRMM data. If longer time series of gauge rainfall data is available then more widely used probabilistic method Quantile Mapping [14] can be used. Another alternative to this method will be to use the discharge data at the outlet to correct the TRMM rainfall data [50] , which however, is suitable only for small basins. Figure 5 shows the comparison of simulated and observed discharge values for the calibration and validation period respectively using uncorrected and corrected TRMM data. In general, the trend of the discharge data has been followed reasonably well in both simulations. As expected, model forced by corrected TRMM data provided relatively better results (especially during peaks) than the ones obtained with uncorrected rainfall data. However, simulated discharge with the uncorrected forcing showed a similar trend achieved using corrected input. Table 3 presents the analysis of model's accuracy for the calibration and validation data using both the corrected and uncorrected TRMM data. For the calibration period the Nash Sutcliffe Coefficient (NSC) of 0.75 with an R 2 of 0.8 and root mean square error (RMSE) 9625 m 3 /s was obtained using uncorrected TRMM data. When the corrected TRMM data was used the NSC, R 2 and RMSE values were 0.81, 0.81 and 7272 m 3 /s, respectively. The low flow values could not be properly represented in both simulations. This can be due to the complex nature of the hydrological phenomena in the catchment and to the simplified structure of the model itself. The differences might have originated also from the imprecise rainfall information from TRMM. Note that limited gauge data was used in correcting the TRMM rainfall. Moreover, the model was calibrated only with the discharge data at the outlet, which might have resulted in uncertain model parameters. It has been shown that TRMM is able to represent low and heavy rainfall but still significantly underestimate magnitude of rainfall, particularly in orographically influenced areas [64] . Although some differences are discernible it is noteworthy that the focus of the research was on producing flood maps using remote sensing data in large scale sparsely gauged basins. Due to data limitation, it is not unlikely to have differences in modelling results, for example, in base flows. It is important to note that the discharge time series was predicted reasonably well. The flood maps produced with the simulated discharge data (shown in the following section) showed reasonably good accuracy.
Results and Discussion

Bias Correction
Hydrological and Hydraulic Modelling
Related publications [14, 36] , present reasonably good fit between observed discharge and discharge simulated with TRMM rainfall though differences with measured discharge, particularly during the low flows, are discernible. The differences, as have been mentioned before, are mostly due to imprecise rainfall data, uncertain model parameters and semi-distributed modelling approach, which embodies a limited representation of the hydro-geomorphological processes occurring in the catchment. Researchers are globally active on improving hydrological modelling with imprecise remote sensing products. At the same time, it is noteworthy that there is an urgent need of providing model-based information of sparsely gauged catchments.
For the validation period NSC, R 2 and RMSE values with the uncorrected and corrected TRMM data were 0.61, 0.77, 11,643 m 3 /s and 0.74, 0.79 and 9201 m 3 /s, respectively. This justifies the use of the corrected TRMM data. The magnitude and timing of the peaks were replicated well. Although the simulation results with the corrected TRMM data were better than the ones with the uncorrected TRMM it is noteworthy that the results with the uncorrected TRMM were similar to the simulation results with the corrected TRMM data. This justified the use of uncorrected global datasets in hydrological simulations of the basin. Figure 6 presents the comparison between the water level simulated (with uncorrected and corrected TRMM data) by the hydraulic model for the period 01/Jan/2013 to 31/Dec/2013 (calibration) at Bahadurabad with the measured water level. Figure 6 also presents the validation of the hydraulic model for the period 01/Jan/2015 to 26/Dec/2015 for the location near Barpeta with the water level data estimated from Jason-2. The measured water level was unavailable for several months of 2013 and the initial differences with the simulated water levels can be attributed to the warming up of the model. Note that for the validation period the simulated and observed water levels have two different time steps. In particular, simulated water levels were available for every day whereas the water level estimated from the radar altimetry was available once every 10 days. In general, comparable accuracy was achieved using both uncorrected and corrected model forcing, showing reasonably good agreement with the water level estimated from Jason-2. However, we observed some discrepancies between model and observed results on low flows and early start of the rainy season. For the period of low flows during the month of February and March the simulated water level was lower than the observed water level while for the month of April and May the simulated water level was higher than the observed water level. This phenomenon corresponds to the same situation on the discharges of the hydrological model. The difference of water level ranged from 0.50 m to 1.0 m. Nonetheless, the results were encouraging and they proved the usefulness of using uncorrected global datasets for the estimation of water level in the scarcely gauged large-scale Brahmaputra catchment.
Flood Extent Results
For flood Event-1 on 29 June 2012 the observed discharge at Bahadurabad gauging station was 97,824 m 3 /s while for the flood Event-2 on 23 September 2012 the observed discharge was 97,500 m 3 /s. The hydraulic model was used to simulate the 2 selected flood events for the purpose of flood mapping. HEC-GeoRAS can post-process output of HEC-RAS. Maximum water surface profiles from HEC-RAS were converted into a GIS spatial dataset using HEC-GeoRAS [65] . Flood maps were then generated for the 2 selected flood events using HEC-GeoRAS. Figure 7 shows the generated flood map for Event-2 with the uncorrected TRMM data. The flood inundation maps were compared with satellite images. The source of satellite observed flood maps was Dartmouth Flood Observatory [66] . Figure 7 presents a visual comparison with the simulated inundation map for Event-2. Overall, there is a good agreement between the simulated results and the observed flood extent. In particular, a good fit between the observed and simulated flood extent is achieved in the downstream part of the 500 km reach of the river. On the contrary, the model tends to overestimate flood extent in the upstream part. This could be related to the error in the interpolation of cross-sections (every 500 m) for assessing flood extent and in the errors in the river geometry extractions using SRTM data. It is worth noting that this information could be affected by different sources of error. Indeed, flood extent maps derived from remote sensing images suffer from over-and under-detection as well, due for instance to dry pixel with radiometry similar to the one of open water or objects masking water ("blind spots" due to vegetation and buildings). In particular, one issue in the downstream area of the Brahmaputra catchment (domain of the hydraulic model) could be the presence vegetation masking water which could lead to an underestimation of the flood extent [67] . Furthermore, it is also noteworthy that the simulation accuracy of the hydrological model directly affects flood inundation results. If the hydrological model under-predicts discharge then less inundation in the hydraulic modelling results may be observed and on the other hand if the hydrological model over-predicts discharge then larger inundation in the hydraulic modelling results may be noticed. Such an analysis is possible if measured discharge at more locations inside the basin is available. As this data was not available, this analysis was not carried out.
To further compare the simulated flood maps with the satellite-based flood maps, we estimated the parameter values for positive rejection, false alarms, hits and misses following the procedure presented in Section 3.5. The results of this analysis are shown in Figure 8 and it can be observed that both for the uncorrected and corrected TRMM a good hit rate is obtained, followed by a considerable number of false alarm areas. In particular, results obtained using uncorrected and corrected TRMM data show comparable results. However, it appears that the uncorrected TRMM tends to provide more missed alarms in the central and upper part of the 500 km river reach, while the corrected TRMM shows high false alarm areas in the downstream section of the reach. Results are encouraging considering the simplified hydraulic modelling set up. A more detailed analysis is provided in the next section. As the catchment is rather large we considered some specific areas where the performance of the hydraulic model was further evaluated. In particular, the following three urban settlements were considered: Guwahati, Barpeta and Dhubri. These cities are among the important ones in the basin. Guwahati is the provincial capital and the most important city in this part of India. The administrative boundaries of the cities are shown in Figure 9 . The three cities are on one side of the river and some of their areas are far from the river which are unlikely to be flooded. Due to this reason three rectangular areas covering both sides of the river were chosen as well. They are named as Upper Zone, Middle Zone and Lower Zone in Figure 9 and are located in the upper, middle and lower part of the basin, respectively. The performance indices A, B and C (Equation (2)) were computed for each of the above-mentioned zones using the simulated map and the satellite image. As reported above, positive rejection, false alarms, hits and misses were computed for the six identified zones for the two flood events and are shown in percentages of the total pixels in Tables 4  and 5 . Both flood events (Tables 4 and 5) show comparable results. The cumulative values for positive rejections and hits (meaning the model was correct) varied with the corrected TRMM between 71% and 87%, which was considered as reasonably high given the fact that very little ground data was used in the research. The cumulative values for positive rejections and hits with the uncorrected TRMM varied between 68% and 89%. The false alarm ratio with the corrected TRMM varied between 5% and 20% whereas with the uncorrected TRMM it varied between 4% and 17%. Due to the low resolution of the DEM used in the research some of the protection infrastructures might not have been represented in the model and as a result some pixels could have been simulated as flooded whereas in reality they were dry as they were protected. The satellite image captured the real flood extent whereas the simulated flood map was influenced by the lack of presence of the flood protection structures (limited presence only around large urban settlements) in the DEM. The missed alarm ratio with the corrected TRMM varied between 1% and 18% whereas with the uncorrected TRMM data it varied between 1% and 24%. The missed alarm ratio (with the corrected TRMM data) was really low for Guwahati (1%) but was high for other locations (up to~18%). There was no obvious explanation behind it though we anticipate that the relatively high false alarm ratio contributed to a relatively high missed alarm. It is noteworthy from Tables 4 and 5 that the positive rejection, hit, false alarm and missed alarm values with the uncorrected TRMM data for all the locations were very close to the values obtained with the corrected TRMM data. Subsequently, the POD, FAR and CSI indices were computed for the two flood events (see Section 3.5). It may be noted that a higher value of POD indicates larger number of grid cells, which are observed in the satellite image as flooded are also simulated as flooded (indicating good model performances). A lower value of FAR indicates smaller number of grid cells, which are observed in the satellite image as not flooded are identified as flooded in the simulation. The prediction skills are indicated by the CSI and a higher value indicates more grid cells are correctly identified as flooded or not flooded. As can be seen from Figure 10 the indices are comparable for both events. Overall, slightly better model performances are achieved (as expected) using the corrected TRMM. However, CSI values during the event in June 2012 (Event-1) are higher using uncorrected TRMM in Barpeta, Dhubri and the middle part of the river reach. For the event of September 2012 (Event-2) the indices obtained using the corrected TRMM are generally higher than the ones achieved with the uncorrected TRMM in all the 6 considered regions. It is also noticed that performance indices are generally higher during Event-1. This can be partly explained from the fact that the simulated discharge when compared to the observed discharge for Event-2 had larger error compared to that of Event-1. For Event-2 the simulated discharges at the chosen locations were less than actual and for that reason POD is less. Lower values of FAR for Event-2 can also be justified by this explanation. Therefore, the relatively low accuracy of the simulated inundation map for Event-2 was due to larger simulation errors in the hydrological model. It is worth noting that for all flood events the Guwahati area had high accuracy ( Figure 10) . Generally, the model produced good results. POD values were mostly above 0.80, FAR was also high with values above 0.80 and CSI values were above 0.75.
Limitations and Recommendations
One of the limitations of this study is the limited availability and poorly distributed rain gauge data, so only a minimal bias correction of the satellite-based rainfall data was carried out. The calibration of the hydrological model was based only on the discharge at the outlet. The semi-distributed nature of the hydrological model, which embodies a limited representation of the hydro-geomorphological processes occurring in the catchment, imprecise rainfall data (from TRMM) and inadequate calibration data contributed to modelling errors. Moreover, more advanced hydrological models which optimize topographic information such as WFIUH (Petroselli and Grimaldi [68] ) should be used as well.
The hydraulic modelling was carried out using the 1D method and lateral propagation of the flood was not considered. This limitation is particularly important in shallow areas like the floodplain of the Brahmaputra River. Additional studies using coupled 1D-2D or fully 2D models are required to further validate our conclusion. Since river geometry is the main driving information in hydraulic modelling [67] , more detailed information regarding channel and floodplain geometries should be included in future studies. More detailed cross sections should be used in hydraulic modelling as the ones used in this study were based on the SRTM data and there are limitations in estimating river bathymetry from SRTM data.
Conclusions
Global datasets based on remote sensing products can provide useful information in data scarce basins. The aim of this study was to demonstrate the usefulness of remote sensing information to carry out flood modelling in a data scarce area such as the Brahmaputra basin. For this reason, different remote sensing products providing hydro-meteorological information were used for building, calibrating and validating the hydrological and hydraulic models. The authors decided to adopt a coupled hydrological and hydraulic modelling framework because it allows to simulate and predict flood extents at different scales as demonstrated by different studies (e.g., [34, 35, 69] ). Two different sets of precipitation input (TRMM and TRMM corrected using bias correction) were used. The hydrological and hydraulic models were calibrated by comparing model results with the observed data at Bahadurabad Station. The simulated flood extents were compared with satellite images for two different flood events.
This study demonstrated that remote sensing information can help to properly simulate flood extent if integrated in a cascade of hydrological and hydraulic models. Improved model results are obtained when bias correction is applied to TRMM data. In particular, the hydrological model results were able to correctly represent peaks and timing of the flood. However, during low flows in the months of February and March, simulated discharges were lower than the observed values.
Considering the simplified hydraulic modelling set up the results obtained were satisfactory. A good agreement between simulated and satellite observed water levels, further demonstrating the effectiveness of using remote sensing data in hydraulic modelling for Brahmaputra basin. Flood maps were also generated from the simulation of two flood events. Simulated flood inundation maps were compared with the satellite observed flood maps. Very good similarity was observed between the simulated and observed maps. However, it was also observed that the simulated flood maps tend to overestimate the observed flood mainly in shallow areas. Possible explanations could be that the presence of flood protection structures was not properly represented in the low resolution of the DEM. A more detailed analysis was performed on six different regions within the Brahmaputra River. This analysis showed very good match between simulated and observed maps. In particular, we got results with values of POD, FAR and CSI index higher than 0.75 in all the six regions. Results obtained with the uncorrected TRMM data and corrected TRMM data were comparable. The results of our study proved that remote sensing information can be used for hydrological and hydraulic modelling to correctly determine areas which are prone to flooding and subsequently be used in flood risk management. In addition to model calibration and validation, remote sensing products of water level could be also used in data assimilation application for properly updating model states and/or parameters and improve model forecasting near-real time as recently demonstrated by Hostache et al. [69] and Wood et al. [70] . Assimilation of remote sensing of water level in hydraulic models is a non-trivial problem which is receiving growing attention in the last years.
