Pattern classifications have become important tools for fault diagnosis in nuclear power plants (NPP). However, it is often difficult to obtain training data under fault conditions to train a supervised classification model. By contrast, normal plant operating data can be easily made available through increased deployment of supervisory, control, and data acquisition systems. Such data can also be used to train classification models to improve the performance of fault diagnosis scheme.
Introduction
Safety and availability of a nuclear power plant (NPP) can be adversely affected by various component faults. It is important to diagnose potential faults early enough so that a minor fault may not develop into potentially disastrous consequences. Pattern classification has become an important tool for early fault diagnosis in NPPs and other industries [1e11] . The processes in a NPP are governed by physical laws such as balances of mass, energy, and momentum. When process faults have happened, these balances are altered. For different types of faults, the system reacts differently. As a result, different patterns of system behaviors can be observed. Therefore, with a priori knowledge of the system behaviors under specific fault, and with a proper selection of a set of measurements, the faults could be uniquely identified through pattern classification means. In case of NPP applications, one of the problems is the lack of adequate training data to match faults and their corresponding symptoms. This makes pattern based fault classification particularly difficult in NPPs [12, 13] . The majority of pattern classification based fault diagnosis applications use socalled supervised pattern classification models, where training data with known fault classes are used to train a classifier first. The classifier subsequently processes new measurements to diagnose potential faults by matching the patterns against the measurement data. However, reliable data under a specific fault condition are rare in NPP to train a classifier. One of the reasons is that one cannot simply inject real faults into an NPP system for the purpose of collecting training data. Another reason is that most of the critical system components in a NPP have gone through rigorous qualification process, inspection, and they are often of high quality and extremely reliable. Although there are some databases to describe fault conditions of some components, they may not coincide exactly with the fault classes considered by the diagnostic classifier. Use of an NPP simulator can be another way to generate training data, but there are inevitably differences between the simulator responses and the real plant responses due to modeling errors. Scarcity of reliable data under fault conditions can skew boundaries of a classifier, and subsequently lead to false classification. Therefore, there is a need to develop a fault diagnosis scheme, which relies less on the known fault patterns. A fault diagnosis scheme based on semisupervised classification (SSC) is developed in this paper to address the above issue.
In the terminology of classification, the data set under specific conditions are known as labeled data, whereas the data set with unknown conditions are referred to as unlabeled data. The objective of a classifier is to uncover specific conditions (i.e., faults) based on these unlabeled data (i.e., new measurements), and assign appropriate labels (i.e., fault types) to them accordingly. In the proposed scheme, both labeled and unlabeled data are used to train the classifier. Hence, it is called SSC. Once trained, the classifier can then be used to process the new measurements and perform fault diagnosis. There are two principles that most SSCs are based on: (1) clustering assumption, which states that nearby data points probably belong to the same class; and (2) manifold assumption, which says that data points on the same manifold structure are likely to be in the same class [14, 15] . An SSC model can achieve superior performance because the classifier can be designed to avoid cutting through the high-density regions or the manifolds when processing the unlabeled data. In addition, a higher degree of uncertainties in the labeled data can be tolerated. In the case of physical systems in an NPP, correlations often exist among different measurements due to their physical and functional couplings. Therefore, data collected under the same fault condition tend to fall in the same highdensity region or on the same manifold structure. For these reasons, SSC has become a promising fault diagnosis tool for applications in NPPs.
In the proposed fault diagnosis scheme, type of faults considered by the diagnostic system has to be defined first. Sensors that can be used to collect data for diagnostic purpose are also selected. Labeled data under these fault conditions are then generated through various means, such as by simulation, experiments on scaled physical mock-ups, or experience on the causeeeffects associated with system components. If a fault is detected, measurements are collected and treated as unlabeled data. These data are then integrated with the available labeled data samples to train an SSC model. Once the model is trained, it will subsequently be used to classify/assign the most appropriate labels for the unlabeled inputs. In other words, they diagnose the underlying fault conditions embedded in the collected data; hence, the fault diagnosis task can be accomplished. The scheme has been validated using a desktop simulator of a Canada deuterium uranium (CANDU) NPP and a physical simulator of an NPP known as a NPP control test facility (NPCTF) that is essentially a simplified physical component based NPP simulator for instrumentation and control purposes. Three types of faults are considered in the CANDU simulator and six types of faults are on the NPCTF. Classification results have shown that all faults can be successfully diagnosed, even though the labeled data used contain a considerable amount of uncertainties, and the size of the labeled data is significantly smaller than typically required in a supervised classification scheme.
2.
Materials and methods
Pattern classification for fault diagnosis
Suppose k faults can occur in a system and m sensors are used for data collection to diagnose them. The sensor outputs sampled at a time point t are organized into a vector x t 2R 1Âm .
Denote the hypothesis for the i-th fault as Hi, and hence, the fault is represented by a class label y ¼ i. Normal operation is denoted as H0 and the class label is assigned as y ¼ 0. In addition, it is assumed that a set of training data are available and denoted as
where nl is the total number of labeled data, X l contains all the inputs and Y l contains the class labels associated with X l . The training data are selected to capture the uniqueness in sensor responses under different faults. When a fault is detected, a set of measurements X u ¼ ðx u i Þ i¼1;…;nu is acquired, where nu is the number of unlabeled new measurements. The objective of a fault diagnosis system is to determine which fault has occurred by identifying the closest match of the underlying patterns between the new measurements and the training data model. This is essentially a pattern classification problem of assigning discrete labels to prove or disapprove the fault hypotheses, i.e., y2ð0; 1; 2; …; kÞ based on a set of new data X u , given a set of training data D l . In this paper, X l and X u are known as the labeled and the unlabeled data sets, respectively. To implement a pattern classification system, a classification function g i ðy ¼ ijxÞ has to be defined for each class, which characterizes the match of the inputs x to the class y ¼ i. The classification process can be expressed as:
From a probabilistic point of view, a classification function can be modeled from a generative approach to learn the joint probability distribution of the inputs x and the class label y. The classification function can also be modeled from a discriminative approach to find a direct map from the inputs to the class label [16e18] . Taking a Bayes classifier as an example, the posterior probability is used as the classification function as:
Through the Bayes rule, Equation 2 is equivalent to:
where pðxjy ¼ iÞ is the a priori distribution of the measurements for class y ¼ i and pðy ¼ iÞ is the probability distribution of class y ¼ i. The a priori distribution pðxjy ¼ iÞ must be estimated from the training data, which can be obtained using various techniques, e.g., maximum likelihood estimation (MLE). In MLE, it is assumed that pðxjy ¼ i; qÞ belongs to certain distribution and q represents a set of parameters in the selected distribution. With a supervised pattern classification model, MLE estimates the value of q by maximizing the log likelihood of pðD l jqÞ[16e18] as:
If size of the training data set D l is small, the training data may not cover all the scenarios considered for the classification tasks. As a result, errors may occur in the estimated parameters b q. Consequently, performance of the classifier can be affected. In the case when the training data set is small, but unlabeled data are abundant, i.e., nu > > nl, SSC models can enhance the performance of the classifier. In SSC, both labeled and unlabeled data are used to train the classifier. Taking the Bayes model for example again, the model parameters q are obtained by maximizing the joint log likelihood defined on both the labeled training data D l as well as the unlabeled in-
log pðx i qÞ
When Equation 6 is compared to Equation 4 , it can be seen that information contained in the unlabeled data also contributes to the MLE estimation of the distribution parameters. The b q obtained from Equation 6 will be different from those obtained based solely on the labeled data as in Equation 4 . Because the unlabeled data may cover additional regions that may not be covered by the limited amount of training data, it can potentially lead to enhanced performance. Note that Equations 4 and 6 are used to illustrate both the connections and the differences between a supervised and a semisupervised pattern classification. In fact, the unlabeled data can be integrated into a pattern classification model through various means as summarized in review papers and books [14,19e21] .
Supervised and semisupervised classifications are compared in Fig. 1 2 . This boundary is shown as the red unbroken line in Fig. 1A , which is considerably different from the truth. Some new unlabeled data in the range of h 1 2½À1; 1 are generated and classified by the 1eNN classifier. The results are shown in Fig. 1A , where data classified to the two classes are represented using the smaller size circles and triangles, respectively. It is observed that a large portion of the unlabeled data has been misclassified by the 1eNN classifier. The misclassified data are pointed out using the two ovals. The same unlabeled data and training data are then processed by a SSC model and the results are presented in Fig. 1B . It can be seen that all unlabeled data has been correctly classified. It represents a substantial improvement as compared to the results in Fig. 1A .
It should be noted that, even though it has been demonstrated that SSC can produce superior performance in numerous studies, it should not be taken for granted that indiscriminate inclusion of unlabeled data in a pattern classification model will lead to improved performance [23, 24] . For instance, it has been shown [24] , that it is important to ensure that there exists a truly nontrivial relationship between distribution of the unlabeled data and the class labels.
A graph-based SSC model
Several SSC algorithms have been developed recently [14,19e21] . A graph-based SSC algorithm [25, 26] was chosen for the current study due to its proven classification performance and the ability to perform multiclass classification by a single classifier. This algorithm can be considered as a combination of spectral clustering [27e29] and label propagation [30] on a data graph. First, a graph G(V, E) is constructed for a data matrix X ¼ fx i g i¼1;:::;n , where the vertices V are the data points in X and E are edges connecting the vertices. A weight w ij is assigned to the edge connecting vertices i and j, which can be computed as:
where s is a constant. w ij ¼ 0 if i ¼ j. An affinity matrix W is formed with weights for all the data points. A diagonal degree matrix D can then be defined as:
Elements in W quantify similarities between two data samples and elements in D quantify the total weights for every data sample.
An example data graph is shown in Fig. 2 to illustrate the concept. The circles are the vertices, representing the input data points. The two filled circles represent labeled data for two classes as shown by the legend. The lines connecting the vertices are the edges. The numbers beside the edges are the weights. In a completed data graph, all pairs of data points are supposed to be connected. However, only some of the connections are shown in Fig. 2 , so that the graph does not look overly crowded. A larger weight means that the two data points are more similar or closer to each other. When a label propagation process is performed on the graph, a larger weight means that the likelihood of receiving label information from the other data point is higher. Intuitively, it appears to be reasonable to partition the data points in Fig. 2 in such a way that data below the broken line belong to Class 1 and data above the broken line belong to Class 2.
Spectral clustering is formulated as a graph cut problem so that the edges between different clusters have smaller weights and edges within the same cluster have larger weights. Minimizing the graph cut functions becomes an eigenvalue problem [29] as:
where u is an eigenvector, l is an eigenvalue and L takes the form:
Classification by SSC is achieved by integrating spectral clustering with some labeled data. Create the input data In the algorithm in [25, 26] , every data point in X spreads its label information to the neighbor points with the matrix L specifying the likelihoods. The label spread process iterates until this process is stable. It is more likely for a labeled datum to propagate its label information to data in the same high-density region or on the same manifold structure. Referring to the example in Fig. 2 , the three data points below the broken line are more likely to propagate their label information to each other than to the rest of the graph. When a convergent stable state is achieved, the unlabeled data points are more likely to possess label information from the labeled node for Class 1. It is the same situation for the data points above the broken line.
Mathematically, the classification matrix F is obtained iteratively as [25] :
where a is a parameter between 0 and 1 that controls the relative importance of the two terms on the right side. 
also the initial information (the 2 nd term). The convergent value of F can be obtained as [25, 26] :
and the class label of an unlabeled data can be obtained as:
A complete SSC algorithm can be summarized as follows: (1) collect the labeled data and the unlabeled data into a data matrix X and initiate the label matrix Y; (2) form the weight matrix W as w ij 
A fault diagnosis scheme based on SSC
In this section, a fault diagnosis scheme based on SSC is developed. The logical flow is summarized in Fig. 3 . The entire process can be divided into two parts: the first part (Steps 1 and 2) is for off-line training and data preparation; and the second part (Steps 3e7) is for on-line fault diagnosis. At
Step 1, the fault types considered are determined first. One can use techniques such as failure mode and effect analysis for this purpose. Class labels are assigned to the appropriate fault classes. Inputs to the SSC model are also selected so that all the faults can be distinguished. Desirable sensor placement methods can be used [31, 32] to select the most suitable sensors for this purpose. Labeled training data are then generated in Step 2. For this purpose, measured data with real faults, historical operation data, operating experience, and numerical simulations can all be considered to generate the labeled data. At Step 3, new measurements are acquired during system operation.
Step 4 is a process that detects potential faults based on the new measurements. If a fault is detected, the new measurements in sequel will be logged as the unlabeled data, which is known as Step 5. In Step 6, both the labeled and the unlabeled data are processed by a SSC model to determine the most appropriate class labels for the unlabeled new measurements. Based on the fault class designation, at Step 7, the class labels are assigned to identify whether the system is normal or, if not, what type of fault has probably occurred. Steps 3e7 are intended for on-line fault detection and diagnosis.
Results
The developed scheme has been validated by two case studies. One is using a desktop CANDU NPP simulator and the other one is on the NPCTF. In these case studies, a data matrix X for the graph-based SSC algorithm has been constructed as:
where nk represents the size of the labeled data for class y ¼ k and nu is the number of unlabeled data. The classification matrix F is initiated as shown in Equation 15 . A zero matrix of the size nu Â ðk þ 1Þ is assigned for the unlabeled data. For a labeled data point, the i-th entry of the corresponding row vector is set as unity, and the remaining ones are set to zero. For H0, the last entry is set to unity:
Y ¼ 
Case study using a desktop CANDU simulator
To generate data under different fault conditions, a high fidelity desktop NPP simulator of a CANDU plant is used. In the case study, three faults in the pressurizer, feedwater, and main steam systems have been simulated. These faults can affect various subsystems in the plant, which can result with similar symptoms in different system variables. The first simulated fault is a spurious opening of one pressurizer steam bleed valve. The steam bleed valve is used to reduce the pressure in the heat transport system by bleeding the steam out. The second fault is a spurious closure of one boiler level control valve that is used to control the steam generator level by regulating the feedwater flow rate. In addition, a low position fault is simulated to the backup boiler level control valve. The third fault is spurious opening of one main steam safety valve, which is used to protect the steam lines. The following seven process variables are used as the model
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Off-line preparation Fig. 3 e Procedures of the proposed fault diagnosis scheme. (7) balance header pressure (kPa). As summarized in Table 1 , four sets of data are collected from the simulator. The simulations are all initiated with full-power steady state condition. No fault is inserted for the first simulation. Each of the other three simulations has one different fault simulated. To generate labeled training data, one out of every 20 data points in the first data set is used as the labeled training data for H0. Four data points are selected from each of the other data sets as the labeled data points for H1, H2, and H3. The rest of the data in all data sets are treated as unlabeled data. Classification results are illustrated in Fig. 4 using three variables, i.e., SG pressure, SG level, and reactor outlet header pressure. The labeled data is shown in Fig. 4 as the larger size symbols and the unlabeled data is represented using the smaller size symbols. Different shapes and colors are used to distinguish the classes. It can be observed that the unlabeled data are all classified to their respective fault classes based on measurements collected under different fault conditions. The class labels estimated for the four data sets as a function of time are illustrated in Fig. 5 . It can be seen in Fig. 5A that all data points with the normal operation are correctly classified as hypothesis H0. For the data sets with faults as shown in Fig. 5C and D, the data are initially classified as normal because the data set also contains the measurements under full-power steady state condition at the beginning. The faults are all correctly classified shortly after as more data are received. As demonstrated by the results in Figs. 4 and 5, the SSC model is able to distinguish all three faults with only a small number of labeled data.
3.2.
Case study using a physical simulator for NPP instrumentation and control studies
The developed fault diagnosis scheme has also been validated using experimental data collected on the NPCTF, which is a physical simulator for NPP instrumentation and control studies. A picture of the system is shown in Fig. 6 and the physical process chosen for this study is also illustrated in Fig. 7 . The system mainly consists of a pump, a heater, a heat exchanger, a chiller unit, and a pressurizer tank. The pump drives the primary working fluid (water) flow and CV-1 controls the flow rate. The water is heated up by the heater, which simulates the function of a reactor. The heated water is cooled in the heat exchanger using chilled water from the chiller, simulating the heat sink function of a SG. The pressurizer tank regulates the system pressure by feeding in the compressed air through CV-3 or bleeding the air out through CV-4. Two manual valves, FV-1 and FV-2, are used to simulate pipe breaks or flow blockage. Valve openings can be set manually in manual control mode or regulated by a controller in automatic control mode. As shown in Fig. 7 , the process measurements include flow F1, pressure P1 and P2, temperature T1 and T2, and level L1.
As summarized in Table 2 , six faults are deliberately created on the NPCTF for this case study. They are: (1) pipe break by opening FV-1; (2) CV-5 spurious open; (3) reactor overpower by excessive heating; (4) CV-2 spurious close; (5) CV-1 spurious close; and (6) flow blockage by closing FV-2. Seven sets of data are collected from the NPCTF with a sampling interval of one second. The first data set is obtained when the system is under normal steady state operation. Each of the other six sets of data is acquired with a different fault. The faults are created independently when the system is under the normal steady state operating condition. Statistics of the process measurements under the normal operation are obtained and presented in Table 3 . Based on the data in Table 3 and the NPCTF operating characteristics, a fault is considered as being detected if any sensor output exceeds the thresholds listed in Table 4 .
Two different ways are used to generate the labeled data in this case study. The first one is to generate the labeled data based on dynamic relations among different variables in the NPCTF. The responses of the process variables to a fault can be identified from the dynamic relations, thus data collected Fig. 4 e Classification results for faults in a Canada deuterium uranium nuclear power plant.
from the sensors can be approximated. It is a way to incorporate previous experiences and a priori knowledge to assist the pattern classification task. This method is used to generate the training data for the faults related to FV-1 (H1) and FV-2 (H6), as summarized in Table 5 . To use the case of FV-2 as an example, when FV-2 is partially closed, the water flow in the primary loop is restrained, thus the flow rate F1 will drop and the pressure P1 will increase. In addition, the heater outlet temperature T2 will increase due to the reduced flow. No substantial changes in other 6 measurements are expected. Based on this knowledge and the normal values presented in Table 3 , six labeled data points are generated as follows: F1 has a range of 5.5e3.0; P1 has a range of 9.5e12.0; T2 has a range of 32.5e35.0; and values of other variables are selected arbitrarily within the normal operating ranges. Six labeled data are also generated for H1 in a similar fashion as summarized in Table 5 (1 psi ¼ 6.89 kPa).
As expected, the training data generated this way will probably contain considerable uncertainties. If more accurate models are available to simulate the dynamic relations, they can also be used to form the labeled data.
The second way to obtain the labeled data for the SSC model is to pick some samples from the test data set as the labeled data. For the normal hypothesis H0, every 30 data points of the first data set are used as the labeled data. It is a valid method to produce the labeled data because the system can repeat the normal steady state operations to generate data. For the faults related to CV-5, heater, CV-2, and CV-1 (H2-H5), only two data samples are picked from the corresponding test data sets as the labeled training data. The reason that the labeled data can be produced in such a way is that, for some fault scenarios, the actual effects can be physically tested on NPCTF or emulated. The frequency and the severity of a fault 
injection may be very limited in order to control the induced stress within the safety boundaries, but it provides a viable way to understand the underlying dynamic relationships of the real process. The sensor outputs for the seven sets of experiment data are shown in Fig. 8A and class labels estimated by the SSC model for the seven data sets are shown in Fig. 8B . Different sets of data are separated by the vertical lines in Fig. 8 . The horizontal axis of the plots in Fig. 8 is the number of samples which is equivalent to time in seconds. It can be seen (Fig. 8B ) that normal operation data are all correctly classified. For the fault of FV-1 open, it is observed (Fig. 8B ) that all the data are correctly classified to fault hypothesis H1 except the first few data points, which are mistakenly classified as normal due to the dominance of the normal operating data at the beginning. Fault detection of FV-1 is triggered by low pressure which responds fast to the opening of FV-1. However, changes in other parameters, such as temperature, could be slower. Therefore, the unique symptoms associated with this fault have not yet fully developed at the beginning, which leads to the misclassifications. The case for the spurious opening of CV-5 is similar to FV-1. The data at the beginning conclude a normal operation, but correct classification is achieved subsequently. The number of misclassified data is larger than the case of FV-1 because the physical movement of CV-5 is slow. Therefore, it takes longer for the fault to propagate. The classification results for the other four faults (heater, CV-2, CV-1, and FV-2) are also shown in Fig. 8B . The faults in the test cases are all classified satisfactorily.
Classification results of the seven data sets are further illustrated in Fig. 9 , using three variables F1, L1, and T2 in the first plot on the top and using F1, P1, and T1 in the second plot at the bottom. The labeled data points are shown as the larger size symbols and the unlabeled data are shown as the smaller size symbols. In addition, different classes are represented using different symbol shapes and colors. For the data set with FV-1 fault (H1), pink circles are used. When the first plot in Fig. 9 is examined, it can be seen that the labeled data, shown as the larger size circles, has considerable uncertainties as compared to the measured data, shown as the smaller size circles. The reason is that the six labeled data points are generated based on coarse analysis of the relations among the process variables without detailed mathematical models or experimental tests. However, the experimental data with fault are still correctly classified. The situation is similar for the data with fault at FV-2 (H6), shown as the black triangles. As far as the test data for the FV-1 fault and CV-5 fault (H2) are concerned, it can be seen that they all lead to decreased level L1 because of loss of inventory. FV-1 is clearly separated from the CV-5 fault because of the different patterns in temperature response. FV-1 simulates a pipe break right before the heater inlet. The actual fluid flow to cool the heater is reduced when FV-1 is opened. Consequently, the temperature difference across the heater will increase considerably. The loss of inventory through CV-5 does not reduce the flow through the heater. Therefore, the temperature difference is not affected. As to N u c l E n g T e c h n o l 4 7 ( 2 0 1 5 ) 1 7 6 e1 8 6
the faults at CV-1 (H5) and FV-2 (H6), their effects on the three variables used in the first plot are similar. As a result, it can be seen that the two sets of data fall in the same region. The two faults are separated by the different effects on pressure P1, which is illustrated later in the second plot. The data with faults at the heater (H3) and CV-2 (H4) also overlap in the first plot, demonstrating the fact that those two faults also exhibit similar symptoms. However, it can be seen that they are correctly classified to different classes by the SSC model. The differences between the data with CV-1 fault (H5) and FV-2 fault (H6) become clear in the second plot at the bottom of Fig. 9 , as the FV-2 fault will lead to increased coolant pressure P1, but the CV-1 fault is accompanied by slight decrease in P1. The differences between the two faults H3 and H4 are also clearer in the second plot. CV-2 close (H4) is the only fault that will lead to abnormal increase in T1. In summary, satisfactory classification results of the six fault scenarios have been obtained using the SSC model. Considering the fact that the training data contain sizable uncertainties and labeled data are significantly smaller than that is typically required by a supervised model, the experimental tests demonstrated that the SSC-based fault diagnosis scheme proposed in this paper is a promising tool for diagnosis of process faults in a NPP.
Conclusion
A fault diagnosis scheme based on an SSC scheme is proposed in this paper for applications in NPP. Test results using plant data generated from a CANDU NPP plant training simulator as well as from a physical NPP test facility have shown that, even though only a few labeled data with uncertainties are used to train a classification model, all faults considered can be correctly diagnosed. The theoretical analysis and experimental validations demonstrate that the proposed scheme is a promising tool for fault diagnosis in NPP when it is normally difficult to obtain reliable training data under fault conditions for a supervised classification model.
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