Abstract: This paper presents a multi-model approach to the design of a robust gain-scheduled missile autopilot subject to rapid change in the dynamic stability during boost-phase. In this approach, a set of local controllers is designed for a family of multi-models to represent uncertainty bounds over a flight envelope. The application of linear matrix inequalities (LMIs) and ν-gap metric combined into the multi-model approach permits a robust gain-scheduling scheme to be systematically accomplished. As a result, the design of the overall gain-scheduled autopilot is formulated as a set of linear matrix inequalities given by desired performance requirements. Simulation results are conducted for a heading reversal maneuver over rapid center of gravity variation to show stability and performance robustness of the proposed approach.
INTRODUCTION
Recently an extremely agile autopilot system has been studied to expand the missile's operational envelope, enabling full-spherical and minimum-time intercept capability [Wise and Broy, 1998, Menon and Ohlmeyer, 2001] . In particular, the missile may be required to perform agile maneuvering to defend against rear hemisphere positioned targets after separation. While agile maneuvering in boostphase, the missile undergoes not only highly nonlinear aerodynamics but also significant changes in its dynamic stability. Performance degradation is expected as the missile experiences rapid changes throughout the range of operating conditions. In this context, gain-scheduling control plays an important role in the design of a full envelope missile autopilot. The main difficulty of gain-scheduling control for agile autopilot design is compensation of the influence of uncertainties such as center of gravity variation and high-angle-of-attack aerodynamics. These increased demands for the modern tactical missile system require a robust gain-scheduling technique.
There are mainly two approaches for gain-scheduling control synthesis [Rugh and Shamma, 2000 , Leith and Leithead, 2000 , Saussie et al., 2008 , Theodoulis and Duc, 2009 . In the first approach, a set of local controllers is designed for a set of linearized models over a flight envelope [White et al., 1994] . This work is largely handled by several ad hoc steps in gain-scheduling design. In ideal situations, it might be suitable, but increasingly troublesome as more uncertainties are presented. Also, there is no performance guarantees in standard lineariza-⋆ This research was sponsored in part by the Agency for Defense Development in Korea under the Grant ADD-09-01-03-03.
tion gain-scheduling that depends on intuitive rules of thumb due to the nature of the scheduling algorithms. In the second approach, a global gain-scheduled controller is designed by direct synthesis based on the use of linear parameter-varying plant representations [Shamma and Cloutier, 1993 , Packard, 1994 , Biannic and Apkarian, 1999 . The missile dynamics brought to a linear parametervarying form is defined as a linear system whose dynamics depend on an exogenous variable. The design synthesis for the resulting system is performed via a linear robust control methodology. It provides a level of stability and performance for the closed-loop system. All of the linear parameter-varying framework, however, involve some degree of restrictions in that the exogenous variable should be measured/estimated upon system operation of the autopilot system.
To address this problem, a robust gain-scheduling technique via LMI approach and ν-gap metric is proposed. LMI-based controller design synthesis enables local controller design which satisfies desired performance formulated by list of LMIs. On the other hand, to account for model uncertainty, a finite set of possible linear time invariant models at fixed operating conditions are considered instead of a single nominal linear time invariant model. In this context, the problem of estimating the center of gravity variation is treated as a problem of robust control design. Because of parameter variation in the linear models due to changes in the longitudinal dynamic stability, this approach is well suited for the robust gain-scheduling in reducing the burden of the designer in representing the uncertainties [Shamma and Athans, 1992] . A set of operating points in gain-scheduling is obtained using the gap metric. To provide systematic operating points selection for construction of multi-model descriptions, reasonable guidelines for the use of gap metric are proposed. Then, overall gain-scheduled autopilot is computed by interpolating the gains of local controllers over the missile's flight envelope. This paper is organized as follows. In Sec. 2, the formulation for the given missile control problem is presented. Section 3 describes the robust gain-scheduling approach based on linear matrix inequality and gap metric. Section 4 presents the application of proposed gain-scheduling scheme to agile missile autopilot design and its performance using high-fidelity nonlinear simulations.
MISSILE CONTROL PROBLEM FORMULATION

Missile Model
The missile model considered hereafter is a pitch-axis model of a skid-to-turn cruciform missile. The aerodynamic tables and mass properties for the missile are given by the CADAC SRAAM6 simulation [Zipfel, 2000] . This model has been adopted for many air-to-air simulations for preliminary performance studies. The rigid-body equations of motions are expressed by the differential equations describing the pitch-axis motion as follows.
where u and w are the longitudinal and vertical body velocities; q is the pitch body rates; I yy is the moment of inertia; f x and f z are the aerodynamic force and thrust; and M A and M T are the pitch moments by the aerodynamic force and thrust. The aerodynamic forces and moments about the body axes are represented by
The aerodynamic coefficients, C A , C N , and C m are nonlinear functions of Mach number M , angle of attack α, and fin deflection δ q , where the Reynolds and incidence rate dependencies were neglected. These values consist of primary terms, damping derivatives, control effectiveness, and center of gravity adjustments as follows.
The axial coefficient consists of the base friction drag C A0 , the power on/off effect ∆C A , the first-order term in α, and the second-term in effective fin deflection where δ ef f = |δ q | /2. For the design of a angle of attack tracker, the pitch dynamics expressed in pitch rate q, angle of attack α, and its integral ξ. The state-space form of the pitch-axis missile model with the integrator is written as:  ξ α q
The inputs to the missile plant is pitch tail deflections δ q and the system outputs are the angle of attack α, its integral ξ, and pitch rate q. In this paper, the angle of attack and its integral are considered as system outputs based on the assumption that α and ξ can be computed from measured normal acceleration, pitch rate and airspeed because it is often difficult to accurately compute the angle of attack as feedback signals. In the pitching moment coefficient, a moment arm x cgR − x cg appears, which couples with C m , to consider for weights shift during boost-phase, where x cgR is the reference location at launch and x cg is the true location.
Because the given missile plant loses 40% of total weight within 3 sec after launch, the center of gravity variation during boost-phase has significant effects on the missile's longitudinal dynamic stability. The aerodynamic force coefficients C n and the aerodynamic moment coefficient C m vary from unstable to stable dynamic properties during boost-phase. The ideal profiles of center of gravity and thrust after launch are depicted in Fig. 1 . 
Autopilot Performance Requirements
The aim of the autopilot design in this paper is to steers the missile to track the angle of attack guidance commands generated by an outer loop for high angle of attack maneuvers during boost-phase. Especially, a twodimensional heading reversal trajectory in the longitudinal plane is selected as a test scenario. The missile turns changing its heading and attitude of up to and exceeding 180 deg within 2 sec. This maneuver can be considered as initial phase in order to enhance maneuvering capability against tail and fly-by threats. Some increased demands, including the expanded capabilities of a high performance missile, have been posed in the guidance and control system design problem [Wise and Broy, 1998, Thukral and Innocenti, 1998 ]. In this paper, the development of a systematic gain-scheduled autopilot design is addressed with the following performance goals:
• Maintain robust stability over the center of gravity variation during boost-phase. Robustness refers to uncertainty in the center of gravity, which will be a significant effect in the longitudinal dynamic stability.
• Track step angle of attack commands with time constant no more than 0.40sec, maximum overshoot and undershoot no greater than 20%, and steadystate error less than 1%.
• Provide at leat 6 dB gain margin and 30 deg phase margin.
ROBUST GAIN-SCHEDULING
LMI-based robust controller
Classically, a gain-scheduled autopilot is obtained by designing a set of controllers at operating points and then linearly interpolating controller values between them. In this linearized-based method, the operating points of the plant are parameterized in terms of scheduling parameters for designing local stabilizing controllers. The global nonlinear gain-scheduled controller is obtained by interpolating the local controllers according to the scheduling parameters that is estimated in real-time. However, in this study, we suppose that the exact center of gravity variation during boost-phase is not available because of its uncertainties.
To overcome this problem, a set of operating points identified in uncertain range of center of gravity variation is considered for local controller design with a multi-model approach. This approach, motivated by LMI techniques in control system design, has been studied in Gahinet, 1996, Kim et al., 2010] . In this context, robust autopilot design problem is considered as computing a state-feedback that forces the closed-loop eigenvalues into some region for all state-space models linearized at different operating conditions. The controller design methods employed in this paper are based on the multi-objective control approach via LMI techniques [Boyd et al., 1994 , Gahinet et al., 1994 , Chilali and Gahinet, 1996 , Scherer et al., 1997 . The notion of the LMI region is briefly introduced as follows:
Definition 1. A subset D of the complex plane is called an LMI region if there exist a symmetric matrices α and β such that
where
An immediate consequence of the results shown by Chilali [Chilali and Gahinet, 1996] is the extension to uncertain systems described by multi-model representations. The following theorem states the necessary conditions for computing a state-feedback gain K that forces the closedloop eigenvalues into some LMI regions. Note that other control objectives in terms of frequency-domain and timedomain constraints can be formulated from the basis in a well-developed LMI formulation of the design specifications [Scherer et al., 1997] . Theorem 1. Let D be any LMI region, suppose that uncertain LTI system is quadratically D-stabilizable with Lyapunov matrix X and state-feedback gain K, and let Y := KX. Writing the condition at each model (A i , B i ) yields the following necessary conditions on X, Y .
The details of the design of state-feedback controllers with pole placement constraints are presented in [Chilali and Gahinet, 1996] . Note that the class of LMI regions include all polygonal regions such as conic sectors, discs, vertical strips, and horizontal strips. As a result, any pole placement constraints can be formulated as the combination of numerous LMI regions. This LMI problem can be efficiently solved by using the LMI Control Toolbox [Gahinet et al., 1994] . The solution of an LMI problem gives a single controller subject to stability and pole placement constraints for set of linear models.
In classical autopilot design approach, the design procedure is based on the manipulation of a linearized missile transfer function to achieve a closed form representation for the parameters of the flight control system. Accordingly, the system damping, time constant, and open-loop crossover frequency have been taken into account in gain selection so that desired rapid speed, stability margin, and adequate damping can be achieved [Zarchan, 2007] . The local multi-model controller can be designed to achieve the given performance requirements in terms of plant transient response objectives. If we specify the desired time constant τ , damping ζ, and open-loop crossover frequency ω c at a given operating point, these objectives can be translated into pole location constraints.
ν-Gap metric approach
Since conventional linearization-based gain-scheduling design is obtained by designing a set of local controllers at operating points and then linearly interpolating controller values, the multi-model approach proposed in previous section provides more robustness far from nominal locations in the flight envelope. However, the development of a proper set of operating points is still important for reduction of computational burdens and quality of a global controller. In this context, some guidelines have been provided for the selection of operating points by using interval mathematics or gap metrics [McNichols and Fadali, 2003 , Fujimori et al., 2003 , qiang Li and qiang Zheng, 2008 , Theodoulis and Duc, 2009 . This section presents reasonable steps for the use of gap metric to address problems for operating points selection systematically for construction of multi-model descriptions in gain-scheduling control. The gap metric is introduced as a measure of the distance from the nominal plant to the set of multiple uncertain plants in terms of a metric or a norm [Zames and El-Sakkary, 1980] . Since the gap metric represents the distance between two plants as well as the measure of how much plant uncertainty a feedback controller can tolerate [Zhou and Doyle, 1997] , it gives sufficient conditions for gainscheduling guidelines with the multi-model approach.
Given any two plants
2 , which are normalized right coprime factorizations, the gap metric is defined as
where Θ (s) := N2 N 1 +M2 M 1 and Ψ (P 1 , P 2 ) := −Ñ 2 M 1 + M 2 N 1 . The ν-gap metric can be used as the distance between two plants from a closed-loop for quantifying both
Preprints of the 18th IFAC World Congress Milano (Italy) August 28 -September 2, 2011
stability and performance robustness properties [Gatley et al., 2002] . The following theorem [Zhou and Doyle, 1997] are used for the gain-scheduling technique within the context of the multi-model approach. Theorem 2. Suppose the feedback system with the pair (P 0 , K 0 ) is stable. Let P := {P : δ g (P, P 0 ) < r 1 } and
(a) The feedback system with the pair (P, K) is also stable for all P ∈ P and K ∈ K if and only if arcsin b P0,K0 ≥ arcsin r 1 + arcsin r 2 . (b) The worst possible performance resulting from these sets of plants and controllers is given by inf
From the results of Theorem 2, an algorithm for the choice of gain-scheduling operating points is devised using the gap metric. If we consider a finite set of linearized models as a state-space form of the multi-model plant
where i = 1, ..., k. Such a multi-model may result from the uncertainty bounds on the flight envelope. As a consequence, it is desirable to find an local multi-model controller that satisfies the given performance requirements via the LMI approaches. To accomplish this, overall gainscheduling control design procedure including the multimodel construction based on gap metric is outlined as follows:
Step 1. In this step, the dimension of scheduling variables and an initial equidistant gridding over the flight envelope are determined.
Step 2. Given values of scheduling variables, the corresponding equilibria and linearized state-space models are computed in the typical fashion. Then, ν-gap metrics between the linear model and its neighbor linear models are computed. If the maximum value of δ ν is larger than the robustness margin given by δ * ν and close to 1, decrease the grid spacing and repeat Step 1.
Step 3. If the robustness margin is satisfied, a family of multi-models is constructed. The number of linear models in a multi-model is depend on the number of elements specified by designer for each scheduling channel. The number of elements for the unavailable scheduling variables during operation is assigned by the number of grid points in their scheduling channel, whereas the number of elements for the available scheduling variables varies depending on the given control problems.
Step 4. For the family of multi-models, the corresponding local controllers are designed to satisfy the performance requirement such as pole placement constraints via LMI optimization techniques. If desired performance is not satisfied, decrease the number of multi-model elements and go back to Step 3.
Step 5. Overall gain-scheduled autopilot is constructed by linearly interpolating local multi-model controllers. Then, nonlocal performance of designed autopilot is checked via nonlinear simulation. This gain-scheduled autopilot schedules the controller gains based on instantaneous values of estimated/available scheduling variables.
As a result, this systematic design procedure provides full envelope gain-scheduled autopilot by avoiding empirical gridding schemes. In this procedure, the robustness margin between grid points is given by the parameter δ * ν to select a near minimal set of operating points. It also provide adjustment characteristics for system requirements by tradeoff between robustness and performance. The number of linear models for one multi-model represents the uncertainty bounds of the designed local controller. Since the construction of multi-model description limited by gap metrics between linearized plants in the flight envelope, special care is required when dealing with unavailable scheduling variables. Note that ν-gap metrics between design points in unavailable scheduling variables should not close to 1 to guarantee the existence of feasible solutions.
NUMERICAL RESULTS
The proposed gain-scheduling scheme is applied to the given agile missile autopilot design problem.
In the first step, the Mach number M and the angle of attack α are chosen as available scheduling variables whereas the center of gravity x cg is chosen as a unavailable scheduling variable. Accordingly, the missile's family of total constant operating points O t are parameterized by chosen scheduling variables The pitch autopilot uses state-feedback control structure that has identical structure with classical three-loop au- Nonlinear simulations are performed by implementing overall gain-scheduled design and missile dynamics in Simulink. As mentioned earlier, the 180 deg heading reversal maneuvering within 2 sec after launch is chosen as a test scenario. This agile turn trajectories are optimized by the gradient method with polynomial fitting [Lee et al., 2009] . Angle of attack, total velocity and fin deflection in response . These rapid response and robustness margin show that the gain-scheduled autopilot in this study satisfies the desired performance. The resulting flight trajectory of missile in this scenario is shown in Fig. 11 . These simulation results demonstrate that the multi-model approach to gain-scheduling control has led to the satisfactory tracking performance and robustness over flight envelope even if there exist unavailable scheduling variables. 
