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ON THE OBSTRUCTION TO LINEARIZABILITY OF
2-ORDER ORDINARY DIFFERENTIAL EQUATIONS
VALERIY A. YUMAGUZHIN
Abstract. In this paper, we investigate the action of pseudogroup of
all point transformations on the natural bundle of equations
y
′′ = u0(x, y) + u1(x, y)y′ + u2(x, y)(y′)2 + u3(x, y)(y′)3 .
We calculate the 1-st nontrivial differential invariant of this action. It is
a horizontal differential 2-form with values in some algebra, it is defined
on the bundle of 2–jets of sections of the considered bundle. We prove
that this form is a unique obstruction to linearizability of these equations
by point transformations.
1. Introduction
It is well known that any point transformation takes a 2-order linear
ordinary differential equation to an equation of the form
y′′ = u0(x, y) + u1(x, y)y′ + u2(x, y)(y′)2 + u3(x, y)(y′)3 . (1)
By pi we denote the natural bundle of equations (1).
It is well known that any point transformation takes an arbitrary equation
(1) to the equation of the same form. This means that the pseudogroup Γ of
all point transformations acts on pi. This action can be lifted in the natural
way to the action on the bundle Jkpi of k–jets of sections of pi , k = 1, 2 . . .
In this paper, we investigate these actions. Earlier in [2], we obtained the
following:
1. Jkpi is an orbit of the action of Γ iff k = 0, 1,
2. J2pi is divided into two orbits of the action J2pi = Orb1 ∪Orb2 with
dimOrb1 = dim J
kpi and dimOrb2 = dimJ
kpi − 2,
3. Equation (1) can be reduced to the linear form by a point transforma-
tion iff the collection of its coefficients is a solution of the equations defining
the submanifold Orb2 in J
2pi.
This means that the first nontrivial differential invariant of the actions of
Γ ”lives” on J2pi and it is a unique obstruction to the linearizability of
equations (1) by point transformations.
The aim of this paper is to construct this obstruction. We constructed it
in subsection 4.2 of this paper. It is a horizontal differential 2-form on J2pi
with values in some algebra. This form is nontrivial at any point of Orb1
and it is zero at any point of Orb2.
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Recall that in [1], Cartan proved that equation (1) is equivalent to some
projective connection and the equation can be reduced to the linear form
by a point transformation iff the curvature form of this connection is equal
to zero. We do not use projective connections to construct the obstruction
form. Our construction recall the well known construction of structure func-
tions of prolongations of G–structures (see [3]).
Below, all manifolds and maps are supposed to be smooth. By [f ]kp denote
the k–jet of the map f at the point p, by R denote the field of real numbers,
and by Rn denote the n–dimensional arithmetic space.
2. The natural bundle of equations
2.1. Liftings of point transformations.
2.1.1. The lifting to the bundle of equations. Let
pi : E = R
2×R
4 → R
2
be a product bundle. By x1, x2 denote the standard coordinate on the base
of pi, by u0, u1, u2, u3 denote the standard coordinates on the fiber of pi.
Let E be an arbitrary equation (1). We identify E with the section SE of
pi defined by the formula
SE : (x
1, x2) 7→
(
x1, x2, u0(x1, x2), u1(x1, x2), u2(x1, x2), u3(x1, x2)
)
.
Clearly, this identification is a bijection between the set of all equations (1)
and the set of all sections of pi.
It is well known (see [4]) that an arbitrary point transformation
f : (x1, x2) 7→
(
x˜1 = f1(x1, x2), x˜2 = f2(x1, x2)
)
. (2)
transforms an equation of form (1) to the equation of the same form. The co-
efficients of the obtained equation are expressed in terms of the coefficients of
the initial one and the derivatives of order ≤ 2 of the inverse transformation
to f :
u˜α = Φα
(
uβ,
∂gi
∂x˜j
,
∂ 2gi
∂x˜j1∂x˜j2
)
, (3)
α, β = 0, 1, 2, 3 , g =
(
g1, g2
)
= f−1 , i, j, j1, j2 = 1, 2 .
Equations (2) and (3) defines the diffeomorphism f (0) of the bundle pi
which is called the lifting of f to the bundle pi.
Obviously, the following diagram
E
f(0)
−−−−→ E
pi
y
ypi
R −−−−→
f
R
is commutative (in the domain of f (0)).
For any point transformation f , we define the transformation of sections
of pi by the formula
S 7→ f(S ) = f (0) ◦ S ◦ f−1 . (4)
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Equations (3) can be represented now as
S
E˜
= f(SE ) .
Now the following statement is obvious.
Proposition 2.1. Let E , E˜ be equations of form (1). Then a point trans-
formation f takes E to E˜ iff S
E˜
= f(SE ).
2.1.2. The lifting to jet bundles. By [S]kp denote the k–jet of a section S of
pi at the point p , k = 0, 1, 2, . . . ,∞. By
pik : J
kpi → R
2 , pik : [S]
k
p 7→ p ,
denote the bundle of all k–jets of sections of pi. The projection
pik,r : J
kpi → Jrpi , k > r, is defined by pik,r( [S]
k
p ) = [S]
r
p. By definition, put
Jkp pi = pi
−1
k (p).
Every section S of pi generates the section jkS of the bundle pik by the
formula jkS : p 7→ [S]
k
p.
By x1, x2, uiσ , i = 0, . . . , 3 , 0 ≤ |σ| ≤ k, denote the standard coordinates
in Jkpi, here σ is the multi-index {j1 . . . jr} , |σ| = r , j1, . . . , jr = 1, 2. By
definition, put σj = {j1 . . . jrj}
Any point transformation f can be lifted to the diffeomorphism f (k) of
Jkpi by the formula
f (k)( [S]kp ) =
[
f (0) ◦ S ◦ f−1
]k
f(p)
. (5)
The diffeomorphism f (k) is called the lifting of f to the jet bundle Jkpi.
Obviously, for any l > m, the diagram
J lpi
f(l)
−−−−→ J lpi
pil,m
y
ypil,m
Jmpi −−−−→
f(m)
Jmpi
is commutative (in the domains of f (l)).
By Γ we denote the pseudogroup of all point transformation of the base
of pi, by Γ(k) we denote the transformation pseudogroup in Jkpi generated
by all diffeomorphisms f (k) , f ∈ Γ.
2.2. Liftings of vector fields. Let X be a vector field in the base of pi and
let ft be its flow. Then the flow f
(k)
t in J
kpi defines the vector field X(k) in
Jkpi which is called the lifting of X to Jkpi. Obviously
(pil,m )∗
(
X(l)
)
= X(m) , ∞ ≥ l > m ≥ −1 , (6)
where X(−1) = X.
Let
X = X1(x1, x2)
∂
∂x1
+X2(x1, x2)
∂
∂x2
,
then we have the following formula (see [5])
X(∞) = X1D1 +X
2D2 +Зψ(X) , (7)
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where
Dj =
∂
∂xj
+
∑
|σ|≥0
3∑
i=0
uiσj
∂
∂uiσ
,
is the operator of total derivation w.r.t. xj ,
Зψ(X) =
∑
|σ|≥0
3∑
i=0
Dσ
(
ψi(X)
) ∂
∂uiσ
(8)
is the operator of evolution differentiation corresponding to the generating
function ψ(X) = (ψ0(X), . . . , ψ3(X))t, σ = {j1 . . . jr} , Dσ = Dj1 ◦ . . .◦Djr .
The function ψ(X) is defined in the following way. Let S be a section of pi
defined in the domain of X, let θ1 = [S]
1
p, and let p = pi1(θ1); then
ψ(X)(θ1) =


ψ0(X)(θ1)
· · ·
ψ3(X)(θ1) .

 = d
dt
( f
(0)
t ◦ S ◦ f
−1
t )
∣∣∣
t=0
(p) (9)
Obviously, ψ(X)(θ1) is the deformation velocity of the section S at the point
p under the action of the flow ft.
Let θ1 = (x
1, x2, ui, uij ), i = 0, 1, 2, 3, j = 1, 2; then it can be calculated
that
ψ(X)(θ1) =


−u01X
1 − u02X
2
−2u0X11 + u
0X22 − u
1X21 +X
2
11
−u11X
1 − u12X
2
−3u0X12 − u
1X11 − 2u
2X21 −X
1
11 + 2X
2
12
−u21X
1 − u22X
2
−2u1X12 − u
2X22 − 3u
3X21 − 2X
1
12 +X
2
22
−u31X
1 − u32X
2
−u2X12 + u
3X11 − 2u
3X22 −X
1
22


, (10)
where Xij =
∂Xi
∂xj
(p) and Xij1j2 =
∂2Xi
∂xj1∂xj2
(p) .
Let VectR2 and Vect Jkpi be the Lie algebras of all vector fields in R2 and
Jkpi respectively.
Proposition 2.2. The map
VectR
2 → Vect Jkpi , X 7→ X(k) ,
is a Lie algebra homomorphism.
Proof. The map Γ→ Γ(k) , f 7→ f (k), is a homomorphism of Lie pseudogro-
ups. It has as a consequence the statement of the proposition. Indeed, let
ON THE OBSTRUCTION TO LINEARIZABILITY 5
X ,Y be vector fields on R2 and let ft , gs be their flows respectively. Then
[X(k), Y (k) ] = lim
t→0
1
t
(
Y (k) − (f
(k)
t )∗(Y
(k) ◦ f
(k)
−t )
)
= lim
t→0
1
t
( d
ds
∣∣∣
s=0
g(k)s − (f
(k)
t )∗
( d
ds
∣∣∣
s=0
g(k)s ◦ f
(k)
−t
))
= lim
t→0
1
t
( d
ds
∣∣∣
s=0
g(k)s
−
d
ds
∣∣∣
s=0
f
(k)
t ◦ g
(k)
s ◦ f
(k)
−t
)
= lim
t→0
1
t
d
ds
∣∣∣
s=0
(
g(k)s ◦ f
(k)
t ◦ g
(k)
s ◦ f
(k)
−t
)
= lim
t→0
1
t
d
ds
∣∣∣
s=0
(
gs ◦ ft ◦ gs ◦ f−t
)(k)
= lim
t→0
1
t
( d
ds
∣∣∣
s=0
gs
−
d
ds
∣∣∣
s=0
ft ◦ gs ◦ f−t
)(k)
= lim
t→0
1
t
(
Y − (ft)∗(Y ◦ f−t)
)(k)
= [X, Y ](k) .
The R – linearity of the map X 7→ X(k) is obvious. 
3. Isotropy algebras and spaces
3.1. Preliminaries. In this subsection, we recall some necessary notions
concerning formal vector fields, prolongations of subspaces, Spenser coho-
mologies and the decomposition of tangent spaces to Jkpi (see [6], [7], and
[5]).
3.1.1. Formal vector fields. By Wp we denote the Lie algebra of ∞–jets at
p ∈ R2 of all vector fields defined in a neighborhoods of p. Recall that the
structure of Lie algebra on Wp is defined by the operations
λ[X]∞p
df
= [λX]∞p , [X]
∞
p + [Y ]
∞
p
df
= [X + Y ]∞p ,
[
[X]∞p , [Y ]
∞
p
] df
=
[
[X,Y ]
]∞
p
∀ λ ∈ R , ∀ [X]
∞
p , [Y ]
∞
p ∈Wp .
By Lkp , k = −1, 0, 1, 2, . . ., we denote the subalgebra in Wp defined by
Lkp =
{
[X]∞p ∈Wn
∣∣ [X]kp = 0
}
, k ≥ 0 , L−1p =Wp .
By definition, put
Vp =Wp/L
0
p .
Obviously, Vp ∼= TpR
2. We have the filtration
Wp = L
−1
p ⊃ L
0
p ⊃ L
1
p ⊃ . . . ⊃ L
k
p ⊃ L
k+1
p ⊃ . . . .
For any i > j ≥ 0, we denote by ρi,j the natural projection
ρi,j : Wp/L
i
p →Wp/L
j
p , ρi,j : [X]
i
p 7→ [X]
j
p
and by definition, put
ρi = ρi,0 .
Taking into account that
[Lip , L
j
p ] ,= L
i+j
p , i, j = −1, 0, 1, 2, . . . ,
we see that the bracket operation [ · , · ] on Wp generates the following maps
[ · , · ] :Wp/L
k
p ×Wp/L
k
p →Wp/L
k−1
p , (11)
[ · , · ] :Vp × L
k
p/L
k+1
p → L
k−1
p /L
k
p . (12)
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The last map generates the isomorphism
Lkp/L
k+1
p
∼= Vp ⊗ S
k(V ∗p ) .
Let gk be a subspace of L
k−1
p /L
k
p. The subspace g
(1)
k ⊂ L
k
p/L
k+1
p defined
by
g
(1)
k =
{
X ∈ Lkp/L
k+1
p
∣∣ [ v , X ] ∈ gk ∀ v ∈ Vp
}
is called the 1-st prolongation of gk.
Suppose the sequence of subspaces
g1 , g2 , . . . , gi , . . .
satisfies to the property
[V , gi+1 ] ⊂ gi .
Then for every gi, we have the complex
0→ gi
∂i,0
−−→ gi−1 ⊗ V
∗
p
∂i−1,1
−−−−→ gi−2 ⊗ ∧
2V ∗p
∂i−2,2
−−−−→ 0 , (13)
where the operators ∂k,l : gk ⊗ ∧
lV ∗p → gk−1 ⊗ ∧
l+1V ∗p are defined in the
following way: any element ξ ∈ gk ⊗ ∧
lV ∗p can be considered as an exterior
form on Vp with values in gk, then
( ∂k,l(ξ) )(v1, . . . , vl+1) =
l+1∑
i=1
(−1)i+1[ vi , ξ(v1, . . . , vˆi, . . . , vl+1) ] .
We denote by Hk,lp the cohomology group of this complex in the term gk ⊗
∧lV ∗p . It is called a Spenser cohomology group.
3.1.2. The decomposition of tangent spaces. Let θk+1 ∈ J
k+1pi, let θk =
pik+1,k(θk+1), and let [S]
k+1
p = θk+1. Then the tangent space to the image of
the section jkS at the point θk is defined by θk+1. We denote this tangent
space by Hθk+1 . We have the following direct sum decomposition of the
tangent space to Jkpi at the point θk
TθkJ
kpi = Hθk+1 ⊕ Tθk
(
pi−1(p)
)
.
Let X be a vector field in the base of pi defined in a neighborhood of p.
Then the value X
(k)
θk
of X(k) at the point θk has a unique decomposition
X
(k)
θk
= Hθk+1X
(k) + Vθk+1X
(k) , (14)
where Hθk+1X
(k) ∈ Hθk+1 and Vθk+1X
(k) ∈ Tθk
(
pi−1(p)
)
. It follows from (7)
and (6) that if X = X1∂/∂x1 +X2∂/∂x2, then
Hθk+1X
(k) = X1D
θk+1
1 +X
2D
θk+1
2 , Vθk+1X
(k) = З
θk+1
ψ(X) , (15)
where
D
θk+1
j =
∂
∂xj
+
∑
0≤|σ|≤k
3∑
i=0
uiσj(θk+1)
∂
∂uiσ
,
З
θk+1
ψ(X) =
∑
0≤|σ|≤k
3∑
i=0
(
Dσ
(
ψi(X)
) )
(θk+1)
∂
∂uiσ
. (16)
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It follows from (10) that the value X
(k)
θk
of the vector field X(k) at the
point θk is depended on the jet [X]
k+2
p .
3.2. Isotropy algebras. Let θk ∈ J
kpi and p = pi(θk). By Gθk we denote
the isotropy group of θk, that is
Gθk =
{
[f ]2+kp
∣∣ f ∈ Γ , f (k)(θk) = θk
}
By gθk we denote the Lie algebra of Gθk . It can be considered as a Lie
subalgebra in L0p/L
2+k
p :
gθk =
{
[X]2+kp ∈ L
0
p/L
2+k
p
∣∣ X ∈ VectR2 , X(k)θk = 0
}
The subalgebra gθk ⊂ L
0
p/L
2+k
p is called the isotropy algebra of θk.
From this definition and (14), (15), and (16), we get
Proposition 3.1. [X]2+kp ∈ gθk iff it is a solution of the system of linear
algebraic equations
(
Dσ(ψ
i
X )
)
(θk) = 0 , 0 ≤ |σ| ≤ k . (17)
(We write Dσ(ψ
i
X ) )(θk) in (17) instead Dσ(ψ
i
X ) )(θk+1) because from
Xp = 0 we have that system (17) depends on θk and it is independent of
θk+1.)
Let θ0 ∈ J
0pi and p = pi(θ0). From (17), we get that the isotropy algebra
gθ0 of the point θ0 is defined by the equations

−2u0X11 + u
0X22 − u
1X21 +X
2
11 = 0
−3u0X12 − u
1X11 − 2u
2X21 −X
1
11 + 2X
2
12 = 0
−2u1X12 − u
2X22 − 3u
3X21 − 2X
1
12 +X
2
22 = 0
−u2X12 + u
3X11 − 2u
3X22 −X
1
22 = 0
(18)
It follows from (18) that
ρ2,1( gθ0 ) = L
0
p/L
1
p .
Let
gθ0 = gθ0 ∩ (L
1
p/L
2
p) .
Obviously, it is a commutative subalgebra in gθ0 . From (18), we get that
gθ0 is defined by the equations

X211 = 0
X111 − 2X
2
12 = 0
2X112 −X
2
22 = 0
X122 = 0
(19)
It is clear that gθ0 and gθ˜0 are canonically isomorphic for any θ0, θ˜0 ∈ J
0pi.
Therefore we shall write g instead gθ0 .
It follows from (19) that
dim g = 2 (20)
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and we can choose
e1 = 2
∂
∂x1
⊗ (dx1 ⊙ dx1) +
∂
∂x2
⊗ (dx1 ⊙ dx2) ,
e2 = 2
∂
∂x2
⊗ (dx2 ⊙ dx2) +
∂
∂x1
⊗ (dx1 ⊙ dx2)
(21)
as independent generators of g.
It is easy to check that the 1–prolongation g(1) of g is trivial, that is
g(1) = {0} . (22)
3.3. Isotropy spaces. By definition, put
Aθk+1 =
{
[X]2+kp ∈Wp/L
2+k
p
∣∣ X(k)θk ∈ Hθk+1
}
, (23)
k = 0, 1, . . . ,∞ .
From (14), (15), and (16), we get
Proposition 3.2. [X]2+kp ∈ Aθk+1 iff [X]
2+k
p is a solution of the system of
linear equations (
Dσ(ψ
i
X )
)
(θk+1) = 0 , 0 ≤ |σ| ≤ k . (24)
We say that Aθk+1 is the isotropy spase of θk+1.
Theorem 3.3. (1) ρk+2,k+1(Aθk+1) ⊂ Aθk .
(2) [ · , · ] : Aθk+1 ×Aθk+1 → Aθk .
Proof. The first statement is obvious.
Prove the second one. Let [X]2+kp , [Y ]
2+k
p ∈ Aθk+1 , let θ∞ ∈ pi
−1
∞ (p) ,
θk = pi∞,k(θ∞) , θk−1 = pik,k−1(θk), and let
X = X1
∂
∂x1
+X2
∂
∂x2
, Y = Y 1
∂
∂x1
+ Y 2
∂
∂x2
.
Then [
[X]2+kp , [Y ]
2+k
p
]
=
[
[X ,Y ]
]2+k−1
p
and [
[X ,Y ]
]2+k−1
p
∈ Aθk iff [X, Y ]
(k−1)
θk−1
∈ Hθk .
We have
[X, Y ]
(k−1)
θk−1
= (pi∞,k−1)∗
[
X, Y
](∞)
θ∞
= (pi∞,k−1)∗
[
X(∞), Y (∞)
]
θ∞
= (pi∞,k−1)∗
[
X1D1 +X
2D2 +Зψ(X), Y
1D1 + Y
2D2 +Зψ(Y )
]
θ∞
.
Taking into account the well known relations (see [5])
[D1, D2 ] = [D1, Зψ ] = [D2, Зψ ] = 0 and [Зφ, Зψ ] = З{φ,ψ} ,
where {φ,ψ} = Зφ(ψ)−Зψ(φ), we get
[X, Y ]
(k−1)
θk−1
= (pi∞,k−1)∗
(
(X1Y 11 +X
2Y 12 − Y
1X11 − Y
2X12 )D1+
+ (X1Y 21 +X
2Y 22 − Y
1X21 − Y
2X22 )D2 + [Зψ(X) , Зψ(Y ) ]
)
θ∞
=
= Hθk [X, Y ]
(k−1) +Зθk{ψ(X),ψ(Y )} .
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From (10), we obtain
{ψ(X), ψ(Y )}i = ψi
′
(X)
∂ψi(Y )
∂ui′
+Dj(ψ
i′(X))
∂ψi(Y )
∂ui
′
j
− ψi
′
(Y )
∂ψi(X)
∂ui
′
−Dj(ψ
i′(Y ))
∂ψi(X)
∂ui
′
j
.
From (16), we get now that Зθk{ψ(X),ψ(Y )} = 0. 
4. Differential invariants
4.1. Horizontal subspaces. We shall say that a 2-dimensional subspace
H ⊂Wp/L
k
p is horisontal if
ρk(H) = Vp .
Let θk ∈ J
kpi and θk+1 ∈ pi
−1
k+1,k(θk); then it is clear that
gθk ⊂ Aθk+1 ∀ θk+1 ∈ pi
−1
k+1,k(θk) . (25)
It is obvious that a 2-dimensional subspace H ⊂ Aθk+1 is horizontal iff
Aθk+1 = H ⊕ gθk .
Any two horizontal subspaces H, H˜ ⊂ Aθk+1 define the linear function
fH,H˜ : Vp → gθk , fH,H˜ : X 7→ (ρk+2|H)
−1(X) − (ρk+2|H˜)
−1(X) .
It is clear that for any horizontal subspace H ⊂ Aθk+1 and for any linear
function f : V → gθk , there exist a unique horizontal subspace H˜ ⊂ Aθk+1
with f = fH,H˜ .
Further in this subsection, we shall investigate horizontal subspaces of
Aθ1 .
By Hp we denote the horizontal subspace inWp/L
1
p generated by constant
vector fields.
By Hθ1 we denote a horizontal subspace in Aθ1 with
ρ2,1(Hθ1) = Hp . (26)
From
ρ2,1(Aθ1) =Wp/L
1
p ,
we have that horizontal subspaces Hθ1 exist. Obviously, Hθ1 is defined by
Hθ1 =
{
[X]2p = (X
i, 0,Xiσ ) , i = 1, 2 , |σ| = 2
}
(27)
in the standard coordinates.
It is clear now that for any two horizontal subspaces Hθ1 , H˜θ1 satisfying
to (26), we get
fHθ1 ,H˜θ1
: Vp → g .
Taking into account that g 6= {0}, we obtain that there exist a lot of hor-
izontal subspaces satisfying to (26). We choose one of them in the following
way.
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A horizontal subspace Hθ1 defines the form ωHθ1 ∈ L
0
p/L
1
p ⊗∧
2V ∗p by the
formula
ωHθ1 (X,Y ) =
[
(ρ|Hθ1 )
−1(X), (ρ|Hθ1 )
−1(Y )
]
∀X,Y ∈ Vp .
From the Spenser complex
0→ g(1)
∂3,0
−−→ g ⊗ V ∗p
∂2,1
−−→ L0p/L
1
p ⊗ ∧
2V ∗p
∂1,2
−−→ 0 , (28)
we get that ωHθ1 defines the Spenser cohomology class {ωHθ1} ∈ H
1,2
p .
Proposition 4.1. The cohomology class {ωHθ1} is trivial.
Proof. From (22) we get that ∂2,1 is an injection in (28). From (20), we
obtain dim g ⊗ V ∗p = 4. Obviously, dimL
0
p/L
1
p ⊗ ∧
2V ∗p = 4. As a result, we
obtain Im∂2,1 = ker ∂1,2 in (28). 
Corollary 4.2. There exists a unique horizontal subspace Hθ1 ⊂ Aθ1 with
ωHθ1 = 0.
Proof. Prove the uniqueness. Suppose Hθ1 , H˜θ1 are horizontal subspaces
of Aθ1 with ωHθ1 = ωH˜θ1
= 0. We have ωHθ1 = ωH˜θ1
+ ∂2,1(fHθ1 ,H˜θ1
).
Therefore, ∂2,1(fHθ1 ,H˜θ1
) = 0. Taking into account that ∂2,1 is an injection,
we get that fHθ1 ,H˜θ1
= 0. This means that Hθ1 = H˜θ1
Prove the existence. We have {ωHθ1} = {0}. Therefore there exist h ∈
g ⊗ V ∗p with ωHθ1 = ∂2,1(h). It follows that the horizontal subspace
H˜θ1 =
{
(ρ2|Hθ1 )
−1(X)− h(X) , X ∈ Vp
}
satisfies to the property ωH˜θ1
= 0. 
Now, we express the horizontal space Hθ1 with ωHθ1 = 0 in terms of
standard coordinate x1, x2, ui(θ1), u
i
j(θ1). Let
(
ρ2|Hθ1
)−1
(X) = (Xi, 0 , f ijk,rX
r ) , ∀X ∈ Vp .
Then the property ωHθ1 = 0 means that
f ijk,r = f
i
jr,k . (29)
From proposition 3.2 we obtain that elements (Xi, 0 , f ijk,rX
r ) ∈ Hθ1 is a
solutions of the system


−u01X
1 − u02X
2 + f211,rX
r = 0
−u11X
1 − u12X
2 − f111,rX
r + 2f212,rX
r = 0
−u21X
1 − u22X
2 − 2f112,rX
r + f222,rX
r = 0
−u31X
1 − u32X
2 − f122,rX
r = 0
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From this system and (29), we obtain


f211,1 = u
0
1 , f
2
11,2 = f
2
12,1 = u
0
2 ,
f212,2 = f
2
22,1 =
1
3
( 2u12 − u
0
1 ) ,
f222,2 = −2u
3
1 + u
2
2 ,
f122,2 = −u
3
2 , f
1
22,1 = f
1
12,2 = −u
3
1 ,
f112,1 = f
1
11,2 =
1
3
(u12 − 2u
2
1 ) ,
f111,1 = 2u
0
2 − u
1
1 .
(30)
4.2. The obstruction form. Let θ2 ∈ J
2pi and θ1 = pi2,1(θ2). It is not
difficult to prove that
ρ3,2(Aθ2) = Aθ1 . (31)
Let Hθ1 be the horizontal subspace of Aθ1 with ωHθ1 = 0. From (31) and
(22), we get that there exist a unique horizontal subspace Hθ2 ⊂ Aθ2 with
ρ3,2(Hθ2) = Hθ1 . (32)
It follows from item (2) of theorem 3.3 that Hθ2 defines the 2–form ωθ2 ∈
Aθ1 ⊗ ∧
2V ∗p by the formula
ωθ2(X,Y ) =
[
(ρ3|Hθ2 )
−1(X), (ρ3|Hθ2 )
−1(Y )
]
∀X,Y ∈ Vp .
From ωHθ1 = 0 we obtain
ωθ2 ∈ g ⊗ (V
∗
p ∧ V
∗
p )
Now we can define the horizontal differential 2-form ω(2) on J2pi with
values in g by the following formula
ω(2) : θ2 7−→ pi
∗
2(ωθ2) . (33)
Obviously, Hθ2 is defined by
Hθ2 =
{
[X]2p = (X
i, 0, f ij1j2,rX
r, f ij1j2j3,rX
r )
}
in the standard coordinates. Hence,
ωθ2 = 2f
i
j1j2[k,r]
( ∂
∂xi
⊗ (dxj1 ⊙ dxj2)
)
⊗ (dxk ∧ dxr) .
Taking into account (20) and (21), we get
ω(2) = ( F 1 · e1 + F
2 · e2 )⊗ (dx
1 ∧ dx2) , (34)
where F 1 = f111[1,2] and F
2 = f222[1,2].
Calculate the functions F 1 , F 2. From proposition 3.2 we obtain that
elements
(Xi, 0, f ij1j2,rX
r, f ij1j2j3,rX
r ) ∈ Hθ2
is a solutions of system (24) for k = 1. From this system and (30), we get
F 1 = 3u022 − 2u
1
12 + u
2
11
+ 3u3u01 − 3u
2u02 + 2u
1u12 − u
1u21 − 3u
0u22 + 6u
0u31 , (35)
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F 2 = u122 − 2u
2
12 + 3u
3
11
− 3u0u32 + 3u
1u31 − 2u
2u21 + u
2u12 + 3u
3u11 − 6u
3u02 . (36)
Note that first the coefficients F 1 and F 1 were obtained by Cartan in [1] as
unique nonzero coefficients of the curvature form of the projective connection
corresponding to equation (1).
Thus we obtain the following expession of ω(2) in the standard coordinates
ω(2) =
(
F 1
(
2
∂
∂x1
⊗ (dx1 ⊙ dx1) +
∂
∂x2
⊗ (dx1 ⊙ dx2)
)
+ F 2
(
2
∂
∂x2
⊗ (dx2 ⊙ dx2) +
∂
∂x1
⊗ (dx1 ⊙ dx2)
))
⊗ (dx1 ∧ dx2) , (37)
where F 1 and F 2 are defined by (35) and (36) respectively.
We recall, that a differential form defined on Jkpi is a differential invariant
of the action of Γ on pi if it is invariant w.r.t. the pseudogroup Γ(k).
Theorem 4.3. The form ω(2) is a differential invariant of the action of Γ
on pi.
Proof. Let f ∈ Γ, let p be a point from the domain of f , and let θ2 ∈ J
2
ppi.
We should check that
(f (2))∗
(
ω(2)
∣∣
f(2)(θ2)
)
= ω(2)
∣∣
θ2
. (38)
We shall check it in the standard coordinates. It is clear that the left side
of (38) is depend of [f ]4p. This jet can be represented in the following way
[f ]4p = [f1]
4
p · [f2]
4
p ,
where [f1]
4
p is jet of the affine transformation and [f2]
1
p = [id]
1
p . It can easily
be checked that ω(2) is invariant w.r.t. affine transformations. Therefore it
remains to check that equation (38) holds for an arbitrary point transfor-
mation f with [f ]1p = [id]
1
p. Taking into account that ω
(2) is horizontal, we
get that equation (38) holds for a point transformation f with [f ]1p = [id]
1
p
iff
F 1
(
f (2)(θ2)
)
= F 1(θ2) , F
2
(
f (2)(θ2)
)
= F 2(θ2)
It is clear that the last equations hold iff the restrictions of F 1 , F 2 to J2ppi
are 1-st integrals for any vector field ξ(2)
∣∣
J2ppi
with [ξ]∞p ∈ L
1
p. The last
statement about F 1 and F 2 can be easy checked by direct calculations in
standard coordinates. 
In his paper [1], Cartan proved that equation (1) can be reduced to the
linear form by a point transformation iff the collection of its coefficients is
a solution of the system of PDEs
F 1 = 0 , F 2 = 0 . (39)
This means that ω(2) is a unique obstruction to the linearizability of equa-
tions (1) by point transformations.
Below, we give the independent proof of this fact.
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Let
M =
{
θ2 ∈ J
2pi
∣∣∣ ω(2)∣∣
θ2
= 0
}
.
From (34), it follows that M is defined by system of algebraic equations
(39).
By 0 we denote the zero section of pi, by 0k we denote [0]
k
0 , k = 0, 1, 2, . . .
Lemma 4.4. M = Orb02 .
Proof. It is clear that dimOrb02 = dimW0/L
4
0 − dim g02 . We have
dimW0/L
4
0 = 30. It is easy to calculate that dim g02 = 6. Therefore
dimOrb02 = 24. From (39), we have that dimM = dim J
2pi − 2 = 24
too.
Obviously, ω(2)
∣∣
02
= 0. Now from theorem 4.3, we get that Orb02 ⊂ M .
At last, the sets M and Orb02 are connected subsets in J
2pi. This concludes
the proof. 
Lemma 4.5. Let θ2 ∈ Orb02 and let θ1 = pi2,1(θ2); then the natural projec-
tion of the isotropy groups of these points
Gθ2 → Gθ1 , [f ]
4
p 7→ [f ]
3
p ,
is a bijection.
Proof. It is easy to prove that the natural projection G02 → G01 is an
injection and that dimG01 = dimG02 = 6. Therefore the natural projection
G02 → G01 is a bijection. The projection pi2,1 : Orb02 → J
1pi is a surjective.
This implies the proof. 
For any section S of pi, by ω
(2)
S we denote the form
(
j2S
)∗
(ω(2)).
Theorem 4.6. The section S can be transformed (locally) to 0 by a point
transformation iff ω
(2)
S ≡ 0.
Proof. The necessity is obvious.
Prove the sufficiency. To this end, we should prove that the system of
PDEs w.r.t. an unknown point transformation f
0 = f (0) ◦ S ◦ f−1
has a solution. By E(0, S) we denote this system. It easy to prove that
the symbol of this PDE system at any point is the same as the subalgebra
g defined above by (19). From (22), we obtain that the first prolongation
E
(1)(0, S) of E(0, S) has the zero symbol at every point. Therefore E(1)(0, S)
has a solution if the natural projection E(2)(0, S)→ E(1)(0, S) , [f ]4p 7→ [f ]
3
p,
is a surjection (see [8]).
Let us check that this projection is a surjection. Let [f ]3p ∈ E
(1)(0, S). It
takes [S]1p to [0]
1
f(p). By assumption, ω
(2)([S]2p) = 0. It follows from lemma
4.4 that [S]2p ∈ Orb02 . Obviously, [0]
2
f(p) ∈ Orb02 too. Hence there exist a
point transformation f ′ such that its jet [f ′]4p takes [S]
2
p to [0]
2
f(p). This means
that [f ′]4p ∈ E
(2)(0, S) , [f ′]3p ∈ E
(1)(0, S), and [f ′]3p takes [S]
1
p to [0]
1
f(p).
From the last, we obtain that there exist g ∈ G[S]1p with [f
′]3p ·g = [f ]
3
p. From
lemma 4.5, we get that there exist g′ ∈ G[S]2p with ρ4,3(g
′) = g. Obviously,
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[f ′]4p · g
′ ∈ E(2)(0, S) and it is clear that [f ]3p is the image of [f
′]4p · g
′ under
the natural projection E(2)(0, S)→ E(1)(0, S). Thus, this natural projection
is a surjection. 
Corollary 4.7. The form ω(2) is a unique obstruction to the linearizability
of ODEs (1) by point transformations.
Proof. It is well known that any two 2–order linear ODEs are (locally) equiv-
alent w.r.t. point transformations. This implies the proof. 
References
[1] E. Cartan, Sur les varietes a connexion projective, Bull. Soc. Math. France 52 (1924),
205 – 241.
[2] V.N.Gusyatnikova, V.A.Yumaguzhin, Point transformations and linearisability of 2-
order ordinary differential equations, Matemeticheskie Zametki Vol. 49, No. 1, pp.
146 - 148, 1991 (in Russian).
[3] S. Sternberg, Lectures on Differential Geometry, New Jersy, Prentice-Hall, Inc., 1964.
[4] V.I.Arnold, Advanced chapters of the theory of ordinary differential equations, Nauka,
Moskow, 1978 (in Russian).
[5] I.S.Krasil’shchik, A.M.Vinogradov, Editors, Symmetries and conservation laws for
differential equations of mathematical Physics, Translations of Mathematical Mono-
graphs. Vol.182, Providence RI: American Mathematical Society, 1999.
[6] I.N.Bernshtein, B.I.Rozenfel’d, Homogeneous spaces of infinitely demension Lie alge-
bras and characteristic classes of foliations, Uspekhi Matematicheskikh Nauk, Vol.
28, No. 4, pp. 103-138, 1973.(in Russian).
[7] V.Guillemin, S.Sternberg, An algebraic model of transitive differential geometry, Bull.
Amer. Math. Soc., vol. 70, (1964), pp. 16-47.
[8] M.Kuranishi, Lectures on involutive systems of partial differential equations, Sa˜o
Paulo, 1967.
Program Systems Institute, m. Botik, Pereslavl’-Zalesskiy, 152020, Russia
E-mail address: yuma@diffiety.botik.ru
