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ABSTRACT
We consider a wireless sensor network, where nodes switch be-
tween an active (on) and a sleeping (off) mode, to save energy.
The basic assumptions are that the on/off schedules are completely
uncoordinated and that the sensors are distributed according to a
Poisson process and their connectivity ranges are larger or equal to
their sensing ranges. Moreover, the durations of active and sleeping
periods are such that the number of active nodes at any particular
time is so low that the network is always disconnected.
Is it possible to use such a network for time-critical monitoring
of an area? Such a scenario requires indeed to have bounds on the
latency, which is the delay elapsed between the time at which an in-
coming event is sensed by some node of the network and the time
at which this information is retrieved by the data collecting sink. A
positive answer is provided to this question under some simplify-
ing assumptions discussed in the paper. More precisely, we prove
that the messages sent by a sensing node reach the sink with a fixed
asymptotic speed, which does not depend on the random location
of the nodes, but only on the network parameters (node density,
connectivity range, duration of active and sleeping periods). The
results are obtained rigorously by using an extension of first pas-
sage percolation theory.
Categories and Subject Descriptors
G.3 [Probability and Statistics]: Stochastic processes; C.4 [Per-
formance of Systems]: Modeling techniques
General Terms
Performance, theory
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1. INTRODUCTION
Wireless multihop networks raise challenging and fundamental
questions on their scalability. The past few years have seen the
first answers to some of these questions, under strongly simplifying
assumptions on the physical features of the radio channels, mobility
patterns, power assignments, etc., which are required to maintain
the problem tractable.
In this paper, we consider more specifically wireless sensor net-
works, made of a large number of nodes with limited processing
and communication capabilities. Each node performs some sens-
ing of a particular confined area, and sends the result to a data col-
lecting node (called sink) in a multihop fashion, using other nodes
as relays. These networks need to provide at the same time a good
coverage of the area to be monitored and a good connectivity of the
network. However, compared to general purpose wireless ad hoc
networks, where the latter property is the requirement that the net-
work is fully connected, here it can be somewhat relaxed to the less
restrictive requirement that the sink be connected (in a multihop
fashion) to a set of nodes that span the entire monitored domain.
Indeed, the production cost of a sensor is relatively modest, at least
compared to the cost of replacing a failed node in some scenarios,
where nodes cannot be easily accessed. This fact, combined with
the highly variable quality of the wireless channel and the limited
battery lifetime of a sensor, makes it more expensive to ensure the
full connectivity of the network than to ensure only that the sink is
connected to sensors well scattered over the whole monitored area.
The question of having one node (the sink) connected to a large
number sensors well dispersed throughout the domain is central
to percolation theory, which will prove to be a very useful tool to
solve the problems raised in this paper. The percolation probability
is the probability that an arbitrary node (in particular, the sink node)
belongs to a cluster of infinite size. The main result of percolation
theory is that there exists a finite, positive value of the connectivity
range, or equivalently of the node spatial density, under which the
percolation probability is zero (sub-critical phase) and above which
it is non zero (super-critical phase).
If the connectivity can be made less restrictive in sensor networks
than in many other ad hoc networks, energy consumption is often
a much more critical variable, because of the limited battery that
can be put in a sensor as well as of the cost of replacing a node
that has failed. Energy is consumed by sensors in their sensing,
processing and communicating tasks. Sensing has to be done at
a periodicity dictated by the monitored event. The energy it con-
sumes can be reduced if the area covered by a single sensor is small
(and therefore if the number of sensors is large enough). Processing
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and communication energy consumption depends on the hardware,
but also on the way data is aggregated and medium is accessed.
This consumption is the one offering probably the largest potential
for reduction. Indeed, nodes spend a considerable amount of en-
ergy in listening to their neighbours, and as long as none of these
neighbours transmits any data, this energy is simply wasted. Data
collection and medium access control (MAC) schemes need there-
fore to incorporate energy saving as a primary goal, and proposals
for such algorithms have recently emerged in the literature, which
show indeed that significant energy savings can be achieved. In par-
ticular, most proposals for energy saving MAC schemes for sensor
networks introduce a sleeping mode for nodes, during which prac-
tically no energy is spent [23, 26].
Introducing a sleeping mode does however come at some cost.
A solution is to use a Time Division Multiple Access (TDMA)
scheme, but this requires nodes to synchronize with each other
quite tightly, which can be a quite complex task in large networks
with random node locations and imperfect (drifting) clocks. Letting
the nodes set their wake-up and sleeping times in a decentralized
fashion reduces this complexity, but this increases the delay (also
called latency) to transfer information between the sink and a dis-
tant node. Pushing the decentralization to an extreme where nodes
go to sleep independently from each other, which is the solution
we adopt in the present paper, eliminates the complexity of having
synchronized clusters of nodes, but at the same time raises concerns
about an increase of the latency of the network. More importantly,
it will not only increase the average latency itself, but it will also
increase the variance of this latency. For some applications, such as
spatial data collection for statistical purposes, this is certainly ac-
ceptable, but not for many others that are much more time-critical.
A typical and important example of such a scenario is the use of
sensor network for monitoring an area and sending an alarm when
an abnormal event is sensed occurs (such as an intrusion, a rapidly
changing variable, etc.). Even if some fixed amount of latency can
be tolerated, a highly variable latency due to the random position
of the nodes, the random radio range, the non-synchronized or even
random sleeping and active periods is much more problematic. Is
it possible to let nodes go into sleep, without any coordination be-
tween their schedules, and yet have rigorous bounds on the latency?
This paper provides a positive answer to this question, and pre-
sents the first analytical bounds on the latency of a sensor with ran-
dom i.i.d. active and sleeping periods. We use dynamic percolation
theory to obtain these bounds, which are based on the following
assumptions:
• Nodes are randomly scattered on the plane as a homogeneous
Poisson process;
• Nodes can send data in one hop to a neighbour within some
prescribed, deterministic connectivity range;
• Nodes switch between an active (“on” state) and a sleeping
(“off” state) mode independently from each other;
• When a node senses an event, or when it receives data (mes-
sage) from one of its neighbours, it stays active and broad-
casts this message to all its neighbours within direct reach,
until it is sure that the message has reached all its neighbours,
or the sink, with high probability;
• As long as nodes do not sense any event, or do not receive
any data from their neighbors, the duration of their on and
off periods are two independent sequences of i.i.d. random
variables. Off periods are either constant or exponentially
distributed, while on periods are identically distributed but
not necessarily exponentially;
• The sensing range is smaller than or equal to the connectivity
range. The sensing range is randomly distributed between a
minimal non zero value, and a maximum which is equal to
the connectivity range.
The two first assumptions mean that we model the sensor net-
work as a Poisson Boolean model. The assumption of circular di-
rect connectivity area is probably the most debatable among all the
assumptions made above [11]. In real life, the connectivity range
is far from being a circle with fixed radius in many circumstances:
it varies a lot, depending on many factors, such as interferences
with other nodes, background noise, time-varying channel, hard-
ware defects, directional antennas, etc. A more realistic model is
to set a threshold on the signal to noise and interference ratio at
the receiver, as in [11, 1], which defines a direct connectivity area
around a node by contour plots, whose shape is indeed highly vari-
able. We should note however that percolation does hold for models
taking interferences into account [7], under some conditions, when
it holds for the Poisson Boolean model. Moreover, when nodes
have long sleeping periods, interferences from other nodes become
less critical. A second remark should be made relative to the high
level of directionality in the reception sets, which is not captured
by an isotropic model like the Boolean model. Quite interestingly,
anisotropy does help to make the network percolate, and hence to
increase connectivity. It has been shown [10] that grains with a cir-
cular shapes are the most difficult, among all convex grains with
the same surface, to have the network percolate. Consequently, al-
though being certainly a crude model of the real connectivity graph
of a sensor networks, the Boolean model provides a conservative
estimate of the actual connectivity of a sensor network. The only
aspect which is not included in the static Boolean model is the time
variability of the wireless channel. It can however be included in a
dynamic Boolean model, like the blinking Poisson Boolean model
we propose in this paper.
The assumptions on the durations of the active and sleeping pe-
riods are rather weak, they resume to independence and identical
distributions, with off-period being constant (corresponding to a
periodic on/off schedule) or exponentially distributed (correspond-
ing to a memoryless sleeping schedule). We do not require that the
on periods follow any specific distribution. The assumption that
nodes broadcast any data they sense or receive to all their neigh-
bors makes the routing simple and enables to compute analytically
the bounds, while staying reasonable if incoming events rarely oc-
cur (in an intrusion detection scenario for example). Finally, it is
reasonable to assume that the sensing radius of a sensor is smaller
than its transmission range. This means that there will be supercrit-
ical amount of devices for message transmissions. In order to save
batteries, it is natural that only a fraction of sensor are listening the
transmission channel.
Since energy saving is central to sensor networks [9], it has re-
ceived a considerable amount of attention, driving routing algo-
rithms (see e.g. [3, 22]), scheduling (see e.g. [20, 8]), data collec-
tion and aggregation (see e.g. [15]) and MAC (see e.g. [22, 27]).
Scheduling strategies trading off energy saving and latency are de-
vised in [28], while a Markovian model exploring the performance
of a wireless network with on/off periods is described in [4], un-
der the assumption that there is a path from any sensor to the sink.
Here we do not look at the scheduling, routing, data aggregation
algorithms, but at the latency of the network. Contrary to all these
papers, we do not assume that there is a path from any sensor to the
sink. On the contrary, we show that even if there is no connectivity
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of all sensors at all times because many of them are sleeping and
only a few are active, it is possible to transfer data from any sen-
sor to the sink in a bounded time with probability one, without any
coordination between the sensors.
The paper is structured as follows. In the next section, we first
give an overview of the scheme we propose to save energy con-
sumption at the same time as to keep the latency bounded. We
introduce formally the network model in Section 3. We begin by re-
minding a few useful facts about the classic static Poisson Boolean
model, and we then extend it to account for nodes switching be-
tween on and off periods, in a dynamic model, which we name
blinking Poisson Boolean model. We give some of their connectiv-
ity properties in the same section, and some of their coverage prop-
erties in Section 4. Section 5 is the main result of the paper, namely
the proof that the latency of the linear grows linearly with the dis-
tance between the sink and the sensor that detected the event. We
prove both a lower bound and an upper bound on this latency, using
different percolation techniques: the upper bound is established us-
ing Liggett’s ergodic theorem, while the lower bound is obtained by
a coupling with the continuum growth model proposed by Deijfen
[5]. The linearity of these bounds is also validated by simulation in
Section 5.3, and the impact of the parameters of the network (node
density, durations of on and off periods) is discussed.
2. DECENTRALIZED ENERGY SAVING
MECHANISM
The general strategy we adopt to save energy and yet bound the
latency of the network is as follows.
In the absence of any incoming event or message from a neigh-
bour, nodes switch between their sleeping and active phases inde-
pendently from each other. To save energy, we assume that the
sleeping times are much longer than the active times.
Once a node has sensed an event, it stays active, and keeps send-
ing repeatedly this information to its immediate neighbours, which
can be reached within a single hop. The neighbours will only be
able to hear the message when they turn their radio on. When all
the neighbours have heard that message, the sensing node can turn
off its radio, and resume its regular on/off schedule. In order to
avoid synchronization, the phase of the on/off schedule is drawn
according to the stationary distribution. The other nodes will then
remain active until all their neighbours have received the message,
and so on, until the sink eventually receives the message.
Remember that nodes are scattered over the domain that needs
to be monitored, according to a Poisson process. We suppose that
there is a large number of nodes, so that the sensing radius can
be set to a small value without impacting the coverage of the net-
work. However, since nodes switch between the two phases in-
dependently from each other, there may be quite few active nodes
at any given time t, so that the set of simultaneously active nodes
at any particular time t is always disconnected. This set of simul-
taneously active nodes represents however only a snapshot of the
network at this particular time. By waiting long enough, a suffi-
ciently large number nodes will have passed by an active phase, so
that the superposition of all the different snapshots of the network
at all times within an interval becomes supercritical. On this cumu-
lative graph, there is a path between any sensor and the sink with
high probability. While it is relatively easy to show that indeed the
network will pass by a supercritical phase if we wait long enough
(as we will show in Proposition 2), it is much more difficult to find
how long we have to wait before this path is almost surely present,
that is, to compute the latency. Clearly, the larger the distance be-
tween the sensing node and the sink, the larger the latency. But how
does it depend on this distance? The bounds on the latency, which
we establish in Theorem 1, show that it is linear, under the condi-
tions stated in the introduction. The simulations, run under more
general conditions (including propagation delays on the links, and
a random connectivity radius) confirm this finding.
3. POISSON BOOLEAN MODELS
3.1 Static Poisson Boolean model
In the static Poisson Boolean model, the locations of the “grains”
are determined by points {Xi} of a stationary Poisson point process
in Rd of intensity λ (see e.g. [24]). In this paper, we only con-
sider R2 and disk shaped grains. Then the Poisson Boolean model
B(λ ,R) is just a union of randomly scattered disks (see Figure 1),
i.e., the coverage process defines the occupied component
B(λ ,R) .=
⋃
i
B(Xi,Ri),
where B(Xi,Ri) is the disk centered at Xi having radius Ri, and
where the Ri are i.i.d., independent to point process {Xi}, and dis-
tributed as R.
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Figure 1: Poisson Boolean model in R2. Sub-critical intensity
on the left and supercritical intensity on the right.
The coverage can be measured by the hitting probability, which
is the probability that an arbitrary point belongs to the occupied
region. In a stationary setting, the hitting probabilities are equal to
the mean fraction of area occupied by B(λ ,R). For the Poisson
Boolean model, we have
P(x ∈B(λ ,R)) = P(0 ∈B(λ ,R)) = 1−e−λE(|B(0,R)|2)
= 1−exp
(
−λπE
(
R2
))
.
For more information see e.g. [24].
On the other hand, the occupied set can be divided into disjoint
clusters which are formed by the overlapping disks. One way to
measure the global connectivity is the size of the largest cluster. Let
us denote W (A), A⊂Rd , the union of all the occupied components
which intersect A. Then, the critical intensity can be defined by
checking if there is a positive probability that the origin belongs to
an unbounded cluster, i.e.,
λc .= inf{λ : Pλ (diam(W ({0})) = ∞)> 0}.
Under quite weak assumptions1, in dimension d ≥ 2, there ex-
ists 0 < λc < ∞ such that the largest connected component is un-
bounded a.s. whenever the intensity λ > λc. Moreover, the infinite
cluster is unique a.s. On the other hand, if λ < λc, all the con-
nected components are finite a.s. There is no analytical formula
for λc, only bounds in some special cases. However, it is relatively
1E.g., E
(
R2d−1
)
< ∞
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easy to numerically estimate λc. For example, λcr2 ≈ 0.37 for a
fixed radius R = r, (see e.g. [25, 21]). For more details related to
percolations in Poisson Boolean model see [18].
3.2 Blinking Poisson Boolean model
In order to take into account the alternation between the sleeping
and active modes, we introduce a dynamic Poisson Boolean model,
where the dynamics is due to the “blinking” of the nodes. As far
as we know, only few dynamic percolation models have been re-
searched mathematically. In the lattice, dynamic bond percolations
have been studied by Häggström, Peres and Steif [14, 19]. Poisson
Boolean models with moving points have been studied by van den
Berg et al. [2].
The blinking Poisson Boolean model B(λ ,R,Z) is a simple mod-
ification of the static Poisson Boolean model. As in the static Pois-
son Boolean model, the positions of the nodes are determined by a
Poisson point process with intensity λ . At each node, we attach a
disk whose radius is distributed as R (deterministic or i.i.d. random
radii). The dynamics follows from the assumption that the nodes
alternate between on-state and off-state with periods determined by
the stationary i.i.d. on/off processes Z(i). The distributions of these
processes are equal to the distribution of process Z.
We assume that the lengths of the on/off periods are independent,
with the off periods either constant or exponentially distributed
with mean toff, and the on periods distributed according to an ar-
bitrary distribution with mean ton. The only purely technical as-
sumption we require for the on periods is that they have always
nonzero length, which we can write as
lim
δ→0
P
[
min
t∈[s,s+δ )
Zt = 1
∣∣ Zs = 1
]
= 1. (1)
This is always the case in practice. On the other hand, assuming
that δ < toff, the off periods satisfy
P
[
max
t∈[s,s+δ )
Zt = 0
∣∣ Zs = 0
]
=
{
e−δ/toff , if exp-distributed,
1− δtoff , if constant.
(2)
The stationary distribution of Z is given by
πoff
.= P(Z = 0) = toff
toff + ton
and πon
.= P(Z = 1) =
ton
toff + ton
.
Assume that the node density is supercritical, that is, λ > λc.
From the point of view of sensor networks, it is interesting to know
whether the network remains connected all the time, despite the
alternation between sleeping and active states. If there is no un-
bounded connected component of active nodes at any snapshot,
then another question is how long one has to wait in order to get
a completely connected network in the cumulative coverage pro-
cess. The two situations are visualized in Figure 2 and answers are
given by the following propositions.
PROPOSITION 1. Assume λ > λc. If the Z(i) are stationary
on/off processes with exponential or constant off times and on pe-
riods satisfying (1), then
P(an infinite cluster exists for all t ≥ 0) = 1, if λc < λπon,
P(there is no infinite cluster for all t ≥ 0) = 1, if λc > πonλ .
PROOF. A slightly modified proof from [14]. Let us assume
first λπon > λc. Let ε > 0 such that (1− ε)πon > λc/λ and take
-6 -4 -2 2 4 6
-6
-4
-2
2
4
6
-6 -4 -2 2 4 6
-6
-4
-2
2
4
6
Figure 2: Snapshots of the Blinking Poisson Boolean model at
some particular time t. The black disks are the coverage area of
the active nodes, the gray ones of the sleeping nodes. On the left
λ > πonλ > λc, i.e., there is always an unbounded active cluster.
On the right, πonλ < λc < λ , i.e., all the active clusters are finite
a.s.
δ > 0 such that P
[
mint∈[0,0+δ ] Zt = 1
∣∣ Z0 = 1] > 1− ε . Then
pδ
.= P
(
mint∈[0,δ ] Z
(i)
t = 1
)
> (1− ε)πon > λc/λ for an arbitrary
i. Since events {inft∈[0,δ ] Z(i)t = 1}, i = 1,2, . . ., are mutually inde-
pendent, we can consider a thinning of a Poisson process where we
take only the nodes which are active the whole interval [0,δ ]. These
nodes are distributed according to a Poisson process with intensity
pδ λ > λc. Thus P(an infinite cluster exists for all t ∈ [0,δ ]) = 1.
The argument can be repeated for the intervals [kδ ,(k +1)δ ] with
integer k. Denote Ek the event that an infinite cluster exists for all
t ∈ [k,(k +1)δ ], and Eck its complement. Then
P
(⋂
k
Ek
)
= 1−P
(⋃
k
Eck
)
≥ 1−∑
k
P(Eck ) = 1.
If λπon < λc, then we consider the nodes which are not sleeping
during the whole interval [0,δ ]. By Equation (2), for small enough
δ , P
(
maxt∈[0,δ ] Zt = 1
)
< πon +πoffδ/toff < λc/λ . Thus the inten-
sity of those points is less than the critical intensity and there is a.s.
no unbounded cluster. Again, the countable additivity completes
the proof.
Even if πonλ < λc we can still a have some form of connectivity
if we take into account the cumulative coverage process. Let us de-
fine the cumulative Blinking Boolean model as the the area which
has been covered by some active disk within [0,t].
PROPOSITION 2. Assume λ > λc. If the Z(i) are i.i.d. station-
ary on/off processes with exponential off-times, then the cumulative
connectivity graph on [0,t] has almost surely an infinite connected
component whenever t > toff log λ−λcλ−λπon . If the off periods last con-
stant time then the condition is t > toff λc−λπonλ−λπon .
PROOF. The probability that process Z visits at least once the
on-state within [0,t] is
P
(
max
s∈[0,t]
Zs = 1
)
= P(Z0 = 1)+P
[
max
s∈[0,t]
Zs = 1
∣∣ Z0 = 0
]
P(Z0 = 0)
= 1−πoffP
[
max
s∈[0,t]
Zs = 0
∣∣ Z0 = 0
]
.
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The points of the Poisson process, where the corresponding on/off
processes visit the on-state during [0,t], form a thinned Poisson
point process with intensity 1− πoffP
[
maxs∈[0,t] Zs = 0
∣∣ Z0 = 0].
The corresponding Poisson Boolean model has an unbounded clus-
ter a.s. if λ
(
1−πoffP
[
maxs∈[0,t] Zs = 0
∣∣ Z0 = 0]) > λc. In order
to complete the proof, apply Equation (2).
The next section shows how these results are useful for deter-
mining the coverage and connectivity of the network.
4. SENSING COVERAGE AND TRANSMIS-
SION CONNECTIVITY
Figure 3: A sensing coverage on the right and the correspond-
ing transmission network on the right when transmission ra-
dius is 5 times bigger than the sensing radius.
We assume that the radio equipments are alternating between
sleep and active states with mean sojourn times toff and ton and sta-
tionary distributions πoff and πon. The sensing apparatus are either
active all the time or they also interchange according to some on/off
processes, with parameters tsoff and t
s
on and stationary distributions
πsoff and π
s
on.
For the sensing model, we let the radii be random, but for the
transmission model the radii are assumed to be constant and de-
noted by rrad = 2r. Note that if two disks of radius r overlap, then
the centers are at most 2r apart. Thus the radio connectivity graph
is determined by Boolean model with disks of radius r.
4.1 Sensing area
For some networks, the covered fraction of the area is the key
property, for others the probability of unwatched routes through
the network. Thus, depending on the application, either the mean
area coverage or the existence of a percolation cluster are the char-
acteristics which give the conditions for the minimal density of the
sensors.
Assume that each sensor can monitor a disk whose radius is dis-
tributed as R. As explained in the previous section, the mean frac-
tion of area covered is given by 1−exp(−λπsonE(R2)). To ensure
a covered fraction at least equal to pA, the average number of active
sensors per unit area λπson has to satisfy λπson ≥ −1πE(R2) log(1− pA).
Regarding unwatched routes, percolation theory gives the criti-
cal intensities guaranteeing that there is an unbroken net guarding
any passage through the network. To ensure a connected covered
area at all instants, it is enough to have λπson > λc, according to
Proposition 1.
If alarms are triggered by, for example, slowly moving events,
then it is enough to obtain connectivity over a longer time period. In
this case, Proposition 2 gives the sufficient conditions with respect
to the intensity and the mean lengths of the on/off periods. More
details on the coverage properties of sensor networks can be found
in [17].
4.2 Radio connectivity
Connectivity can be seen as the probability that an arbitrary node
is connected to most of the others.
If we assume that the radio range of the devices is significantly
larger than their sensing range, the conditions on the node density
given in the above section lead to a highly super-critical radio con-
nectivity graph (see Figure 3). In fact, almost all the nodes are con-
nected in this case, and there exist highly redundant routes between
nodes. This redundancy is the motivation for letting the nodes turn
off their radio device sporadically.
In our mechanism, at each time instant, the number of nodes
with active radio device is πonλ . This defines a new static Pois-
son Boolean model B(πonλ ,r). Depending on the value of πon,
the new model can be either super-critical, either sub-critical, as
shown in Proposition 1. In order to spare as much battery as pos-
sible, in this paper, we choose πon so low that the resulting process
is sub-critical. Even in this case, messages can be carried from
almost any node of the network to almost any other node. More
precisely, messages can be exchanged between any two nodes that
belong to the infinite cluster of B(λ ,r). The transmission latency
with respect to the distance between source and destination nodes
is studied in detail in Section 5. The case where πon is high enough
to keep the network super-critical at all times will be addressed in
future research.
5. LATENCY
Assume that the node sensing the incoming event is placed at the
origin. This node starts sending an alarm message at time 0. All
the active nodes, within transmission radius 2r or less, receive the
message and they also begin to broadcast over their own transmis-
sion areas. Assuming no propagation delays, at t = 0 the message
has spread to the cluster containing the origin (see Figure 4a). A
sleeping node inside the set that was already covered by the broad-
cast message and that changes its state is called a bridge After the
bridge has started its broadcast, all the new active nodes who re-
ceive the message, either directly from the bridge or via a multihop
path, are added to the original cluster (see Figure 4b). If the ori-
gin belongs to the infinite cluster of B(λ ,r) the process continues
forever, otherwise it stops after finitely many steps.
a) b)
Figure 4: Message spreading is shown in gray area. In this
picture the disk radii are rrad = 2r. White nodes are sleeping,
black nodes active and a bridge is indicated by the box.
5.1 Linear spreading of alarm messages
In this section we state our main result. Assume that alarm
messages are transmitted over a blinking Poisson Boolean model
B(λ ,r,Z). Remember that means assuming a constant transmis-
sion radius 2r for each sensor. First, we show that if an alarm oc-
curs in a random place inside the infinite connected component of
B(λ ,r), the latency is asymptotically linear with respect to the dis-
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tance to the sink. Secondly, the maximum distance from where the
alarm message can be heard is also behaving asymptotically lin-
early.
These results allow us to dimension the transmission part of a
sensor network. First of all, they give us tools to tune up the alter-
nation between sleep and active phase so that the speed of alarm
detection meets the predefined requirements. In addition, if one
wants to analyze the interference due to separate alarms appearing
about the same time, maximum message distance can be used to
approximate the area where the messages collide.
Assume that two nodes, located at X and Y , belong to the infinite
cluster of B(λ ,r). Denote by T (X ,Y ) the time it takes to transmit
an alarm message from X to Y . The first part of Theorem 1 shows
that T (X ,Y ) is asymptotically linear in distance |X −Y |. In the
second scenario, we fix only the source X , and denote by GXt the
nodes which have received the message at time t. GXt is called the
message cluster. Then max |GXt |= max{|y−X | : y ∈Gt} measures
the maximal transmission distance. This value is shown to be also
asymptotically linear.
THEOREM 1. If two nodes, located at X and Y , belong to the in-
finite cluster of the Poisson Boolean model B(λ ,r), resulting from
a blinking Poisson Boolean model B(λ ,r,Z) with λ > λc > πonλ
and Z stationary on/off process with exponential or constant off-
times, then there is a finite strictly positive constant η such that
(1− ε)η ≤ T (X ,Y )|X−Y | ≤ (1+ ε)η (3)
for any ε > 0 whenever |X −Y | is large enough. Moreover, there
are finite strictly positive constants µ and µ such that
µ ≤ max |G
X
t |
t
≤ µ, (4)
whenever t is large enough.
We will prove this theorem in the two following subsections. The
linearity of the transmission time between a given pair of points is
based on Liggett’s subadditive ergodic theorem. The linear growth
of the message cluster is proved by coupling it with a continuum
growth model.
It is important to notice that the constant η only depends on the
parameters of the network — namely λ ,r,ton and toff — but not on
the random disposition of the nodes. This value can thus be esti-
mated by simulation, given a set of parameters, and used to predict
the performance of the network before its deployment.
5.1.1 Proof of Equation (3)
We consider first passage percolation in the random graph deter-
mined by B(λ ,r). Assume that the random variables Ti satisfy
P(Ti = 0) = πon,
P(Ti > t) = πoff P
(
Zs = 0 ∀s ∈ [0,t]
∣∣ Z0 = 0) ,
i.e., Ti is the time until a node inside the message cluster turns ac-
tive. If needed, the propagation delays could also be included in the
random variables Ti. To each oriented edge (Xi,Xj) of the random
graph, we attach a time coordinate (or “delay”) Tj . It is easy to cou-
ple the models in such a way that the message transmission time in
a blinking Poisson Boolean model and the first passage time in the
weighted graph are equal, i.e.,
T (X ,Y ) = inf
w(X ,Y)
{
∑
Xi∈w(X ,Y)
Ti
}
where w(X ,Y ) is an arbitrary path joining X and Y . However, no-
tice that the other paths, except the fastest connection, may arise
later in the static delay model. In the blinking model, when a node
turns active inside the message cluster more than one new link can
join the connectivity graph.
Without losing generality, we consider the first passage percola-
tion in the direction of the x-axis. For any (x,0) ∈ R2, we denote
the index of the nearest node in the infinite cluster C∞ by i(x) =
argmini{|(x,0)− Xi| : Xi ∈ C∞}. Let ˜X(x) = Xi(x) and ˜T (x,y) =
T ( ˜X(x), ˜X(y)) (see Figure 5). Next define the collection of indexed
variables by Tm,n = ˜T (mx,nx), for some constant x > 0
Using Liggett’s subadditive ergodic theorem (Theorem 2), we
can prove the following proposition.
PROPOSITION 3.
lim
n→∞
˜T (0,nx)
n
= lim
n→∞
T0,n
n
= η(x) a.s.
where η(x) = infn≥1 E
(
˜T (0,nx)
)
/n.
THEOREM 2. [16, Liggett’s subadditive ergodic theorem] Let
{Tm,n} be a collection of random variables indexed by integers sat-
isfying 0 ≤ m < n. Suppose {Tm,n} has the following properties:
(i) T0,n ≤ T0,m +Tm,n.
(ii) For each n, E(|T0,n|) < ∞ and E(T0,n) ≥ cn for some con-
stant c >−∞.
(iii) The distribution of {Tm,m+k : k ≥ 1} does not depend on m.
(iv) For each k ≥ 1, {Tnk,(n+1)k : n≥ 0} is a stationary sequence.
Then:
(a) η .= limn→∞E
(
T0,n
)
/n = infn≥1 E(T0,n)/n.
(b) T .= limn→∞ T0,n/n exists a.s.
(c) E(T ) = η
Furthermore, if k ≥ 1, {Tnk,(n+1)k : n ≥ 0} are ergodic, then
(d) T = η a.s.
As T0,m is the first passage time from ˜X(0) to ˜X(mx), and Tm,n
the passage time from ˜X(mx) to ˜X(nx), it is clear that T0,n is at most
T0,m +Tm,n. Condition (i) is thus verified.
T(0,x)~
T(0,y)~
T(x,y)~
X(x)~
X(y)~X(0)~
0 x y
Figure 5: First passage percolation paths. The routes corre-
spond to the fastest paths between points ˜X(0), ˜X(x) and ˜X(y).
As a first passage time cannot be negative, we have E(Tm,n)≥ 0,
∀m,n. To compute an upper bound of E(Tm,n), we consider the
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Figure 6: A good rectangle associated with a horizontal edge.
It contains a left-right crossing and a top-bottom crossings in
both sub-squares at its ends
shortest path (in distance) from ˜X(mx) to ˜X(nx) in B(λ ,r). A sub-
optimal strategy is to follow this path, and wait at each step that the
next hop becomes active. In the worst case, the message has to wait
in average toff seconds at each step. We have thus
E(Tm,n)≤ toffE
(
L
˜X(mx), ˜X(nx)
)
,
where L
˜X(mx), ˜X(nx) denotes the length in hops of the shortest path
between ˜X(mx) and ˜X(nx). Proposition 4 will ensure that the lat-
ter expected value is always finite, and thus that Condition (ii) is
verified. To prove this proposition, we need the following two pre-
liminary lemmas.
LEMMA 1. (See e.g. [12] p. 295) In an independent bond per-
colation model of open edge density p˜ > 1/2, we denote by An the
event that there exists an open path in the rectangle Rn = [0,4n]×
[0,n] that joins its left and right borders (left-right crossing). There
exist constants α < ∞ and γ > 0 such that Pp˜(An)≥ 1−αne−γn.
LEMMA 2. In B(λ ,r), we denote by Cn the event that the ori-
gin is surrounded by an occupied circuit (i.e. a circuit entirely in-
cluded in the occupied region) that is contained in the frame Fn =
([−n,n]× [−n,n])\([−n/2,n/2]× [−n/2,n/2]). There exist con-
stants α < ∞ and γ > 0 such that P(Cn)≥ 1−αne−γn.
PROOF. We use a renormalization argument to map the Boolean
model to a discrete model. We start by constructing a square lattice
over the plane, with edge length d. For each edge (x,y) of the lat-
tice, with y = x+(d,0) or y = x+(0,d), we consider the rectangle
[x1−d/4,y1 +d/4]× [x2−d/4,y2 +d/4], as depicted in Figure 6.
We call a horizontal rectangle good if there exist in B(λ ,r) an open
cluster that crosses it from left to right, an open cluster that crosses
[x1−d/4,x1 +d/4]× [x2 −d/4,x2 +d/4] from bottom to top, and
an open cluster that crosses [y1 − d/4,y1 + d/4]× [y2 − d/4,y2 +
d/4] from bottom to top. We define good vertical rectangles in the
same way, except that we exchange left-right with top-bottom. As
B(λ ,r) is supercritical, for any probability p < 1, one can choose
d large enough so that a rectangle is good with probability at least
p (see [18, Corollary 4.1]).
We then declare an edge open if it is surrounded by a good rect-
angle, and closed otherwise. We obtain thus a dependent bond per-
colation model. However, if two edges have no common vertex,
their states are independent. Our model is thus a 1-dependent per-
colation model, which is known to percolate if p is large enough.
More precisely, one can find a product measure µp˜ on this model,
where each edge is open with probability p˜ > 1/2, that is stochas-
tically dominated by our 1-dependent measure µp [12].
We assume without loss of generality that the vertices of the lat-
tice have the form (i, j), for i, j ∈ Z. In the bond percolation model
a)
k/2
2k
b)
X
Y
Figure 7: a) A frame that surrounds the origin. The four cross-
ings form a circuit. b) The shortest path from X to Y . It is made
of a chain of balls, that cannot overlap any other ball than their
predecessor and successor.
with product measure, we look for left-right crossings in the rect-
angles [−k,k]× [−k,−k/2] and [−k,k]× [k/2,k] (their actual size
is thus 2kd × kd/2) for some k ∈ N. The probability that such a
crossing exists is given by Lemma 1. The same is true for top-
bottom crossings in [−k,−k/2]× [−k,k] and [k/2,k]× [−k,k]. The
probability that there is a crossing in each of these four rectangles
simultaneously is bounded by
Pµp˜ (4 crossings)≥ 1−4α′ne−γ
′k. (5)
As these crossings overlap at each corner, the origin is surrounded
by an open circuit that is contained in
([−k,k]× [−k,k])\([−k/2,k/2]× [−k/2,k/2])
(see Figure 7a). Since the product measure µp˜ is dominated by the
1-dependent measure, the crossings appear with higher or equal
probability than in the independent case. Therefore,
Pµp (4 crossings)≥ Pµp˜(4 crossings).
Moreover, our construction is such that the existence of an open
circuit in the discrete model implies that B(λ ,r)∩ ([−kd,kd]×
[−kd,kd])\([−kd/2,kd/2]× [−kd/2,kd/2]) contains a component
that surrounds the origin, which is the event we want. The final
result is obtained by letting α = 4α′ and γ = γ ′/d in (5).
PROPOSITION 4. If X and Y are two points of a Boolean model,
located at finite distance, that belong to the same cluster, and let
LXY be the number of hops in the shortest path between them. Then
E(LXY ) is finite.
PROOF. We assume without loss of generality that X = (x,y)
and Y = (−x,−y), and consider a frame Fn, as defined in Lemma
2, with n > 2
√
x2 +y2. If this frame contains an occupied circuit,
then the shortest path from X to Y is included in the square [−n,n]×
[−n,n].
On the other hand, the shortest path is made of a chain of balls
of radius r, and it is impossible that a ball overlaps more than two
other balls of the path. Otherwise, one could remove one ball and
shorten the path. Therefore, a  hops path must contain at least /2
disjoint balls (see Figure 7b). The surface occupied by the path
is thus at least πr2/2. As the path is contained in a square of
surface 4n2, the length of the path cannot exceed  ≤ 8n2
πr2
. There-
fore, P
(
LXY ≤ 8n2πr2
)
≥ P(Cn). Combining this with Lemma 2 gives
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P(
LXY > 8n
2
πr2
)
≤ 1−P(Cn) ≤ αne−γn. Thus, we can find m large
enough so that for k ≥m, P(LXY > k)≤ αr
√
kπ/8e−γr
√
kπ/8.
We can finally upper bound the expected value of the length of the
shortest path:
E(LXY ) =
∞
∑
k=0
P(LXY > k)
=
m−1
∑
k=0
P(LXY > k)+
∞
∑
k=m
P(LXY > k)
≤ m+
∞
∑
k=m
αr
√
kπ/8e−γr
√
kπ/8 < ∞.
Conditions (iii) and (iv) are clearly verified, as Tm,n is defined
in a stationary way. The following lemma is to prove that the se-
quence {Tn,n+1} is ergodic. In fact, we show that it is mixing (i.e.,
roughly speaking, asymptotically independent), which is a stronger
property.
LEMMA 3. The sequence {Tn,n+1}, n ≥ 0 is mixing.
PROOF. We compute T0,1 by the following construction: we
consider the square Bk of edge length kx centered at the origin.
We denote by Ck the largest occupied connected component of
Bk ∩B(λ ,r), and by ˜X (k)(y) = Xargmini{|(y,0)−Xi|:Xi∈Ck} the closest
point to (y,0) of Ck. We then define T
(k)
0,1 as the transmission time
from ˜X (k)(0) to ˜X (k)(x). We observe that when k goes to infinity,
as B(λ ,r) is supercritical, the largest occupied component in Bk is
C∞ ∩Bk. Moreover, as a consequence of Proposition 4, the short-
est path between ˜X (k)(0) and ˜X (k)(x) is finite. Thus we have that
limk→∞ T
(k)
0,1 = T0,1 almost surely and therefore,
lim
k→∞
P
(
T (k)0,1 < t
)
= P
(
T0,1 < t
)
, ∀t ∈ R.
We consider now the translation S(x,0) over the vector (x,0) in
R
2
. Clearly we have Sn(x,0)(T0,1) = Tn,n+1. Similarly, we define
T (k)n,n+1 := S
n
(x,0)(T
(k)
0,1 ). The same property is true for the translated
variables
lim
k→∞
P
(
T (k)n,n+1 < t
′
)
= P
(
Tn,n+1 < t ′
)
,
and for combinations of two events
lim
k→∞
P
(
(T (k)0,1 < t)∩ (T
(k)
n,n+1 < t
′)
)
= P
(
(T0,1 < t)∩ (Tn,n+1 < t ′)
)
.
Finally, we can show that the sequence {Tn,n+1} is mixing by set-
ting n = 2k:
lim
k→∞
P
(
(T0,1 < t)∩ (T2k,2k+1 < t ′)
)
= lim
k→∞
P
(
(T (k)0,1 < t)∩ (T
(k)
2k,2k+1 < t
′)
)
= lim
k→∞
P
(
T (k)0,1 < t
)
P
(
T (k)2k,2k+1 < t
′
)
= P
(
T0,1 < t
)
P
(
T2k,2k+1 < t ′
)
, ∀t,t ′ ∈ R.
The second equality follows from the fact that T(k)0,1 and T
(k)
2k,2k+1
are independent, as they depend on the realization of the blinking
Boolean model on two disjoint squares.
Now we have seen that Tm,n satisfies all the conditions of The-
orem 2 and thus proved Proposition 3. Proposition 5 presented in
the next section ensures that η(x) > 0.
Finally, we should show that ∆nx = ˜X(nx)−(nx,0) does not play
any role asymptotically and that the discrete limit can be replaced
by a continuous one. Although both claims are quite evident, we
give a short sketch of their proof.
LEMMA 4. limy→∞ T (
˜X(0), ˜X(y))
| ˜X(0)− ˜X(y)| = η a.s.
PROOF. (Sketch) For independent bond percolation with p >
pc(Zd), d ≥ 2, there exists α > 0 such that P(Bk ∩C∞ = /0)≤ e−αk
(see e.g. [13]). Using Borel-Cantelli and the same mapping from
Poisson Boolean model to discrete percolation as in Lemma 2,
shows that ∆nx/nx → 0 a.s.
Consider rational tn = nq = nk/m, k,m ∈ Z+ and denote Tt =
˜T (0,tx)
t . Then T nk → η(x), since {T nk} is a subsequence of {Tn}
which converges to η(x) by Proposition 3. Also by Proposition 3,
˜T (0,nqx)
n → η(qx) a.s. Thus T nq → η(qx)/q a.s. Since {T nk} ⊂
{T nq}, they have the same limit, i.e., η(qx)/q = η(x). Thus
lim
tn→∞
˜T (0,tnx)
tnx
= η(1) .= η a.s.
5.1.2 Proof of Equation (4)
The lower bound in Inequality (4) follows directly from (3). The
next proposition gives the upper bound. Assuming a source at the
origin, let Gt denote the nodes which have received the message at
time t and St the area covered by these nodes if a disk of radius 2r
is attached into each of them. Naturally, Gt ⊂ St .
PROPOSITION 5. Consider the blinking Poisson Boolean model
B(λ ,r,Z) with λ > λc. If πonλ < λc, then there is µ > 0 such that
almost surely max |St |t ≤ µ for all sufficiently large t.
The claim is proved by showing that St can be bounded above by
a continuum growth model (see Appendix A) which is driven by a
Poisson point process with intensity λπoff/toff and an exponentially
bounded disk size distribution.
Set T0 = 0. At time epochs Ti > 0, i = 1,2, . . . one of the off-
nodes inside STi−1 , denoted by Xi, changes its state and St possibly
grows. C(Xi)
.= STi \STi−1 determines the new area which receives
the message at time Ti (shown in light gray in Figure 8). We will
first show that C(Xi) can be bounded by disks B(Xi,Di) with i.i.d.
Di. This follows from the cluster size distribution in a subcritical
regime of a Poisson Boolean model.
Let A❀ B denote the event that sets A and B intersect the same
cluster.
LEMMA 5. [18, Theorem 2.4] Consider Poisson Boolean model
B(λ ,R) where R satisfies 0 ≤ R ≤ r for some r < ∞. Assuming
E(diam(W ({0}))) < ∞ then there exist positive constants C1 and
C2, depending on λ and the dimension d, such that
P(S❀ B(0,m)c)<C1 exp(−C2m)
for an arbitrary bounded set S.
LEMMA 6. If πonλ < λc, then C(Xi)⊆ B(Xi,Di) a.s., where Di
are i.i.d. with
P(Di > a) <C1 exp(−C2a) (6)
for some positive constants C1 and C2.
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Figure 8: Conditioned (light gray), unconditioned increments
(black circles) and the coupling disk (the largest circle). The
radii of the disks are rrad = 2r.
PROOF. Let N be an arbitrary point process. For a Boolean
model with disks centered according to N and radii r, let Wr(A,N)
denote the union of the occupied clusters intersecting set A and
˜Wr(A,N)
.= {x : |x− (A∪Wr(A,N))| ≤ r} the set where the mes-
sage is heard.
When S grows at t = Ti, all the possible new points, except the
bridge Xi, are outside STi−1 . In ScTi−1 the active nodes are distributed
according to a stationary Poisson point process with intensity λπon
which we denote by Ni. Thus
C(Xi) = ˜Wr(B(Xi,r),Ni(ScTi−1))\STi−1.
This set can be drawn without any information about nodes in ScTi .
Thus the increments C(Xi) can be determined using a sequence of
i.i.d. Poisson processes Ni. Moreover,
C(Xi)⊆ ˜Wr(B(Xi,r),Ni)
since neglecting the conditions with respect STi−1 gives naturally a
larger set (see Figure 8).
Finally, let Di = diam(Wr(B(Xi,r))+4r so that
C(Xi)⊆ B(Xi,Di).
Applying Lemma 5 yields that Di satisfies (6).
Next we show that the process indicating when and where a
bridge appears can be stochastically bounded by a Poisson process
in R3. In other words, the Poisson point process includes all the
bridges (plus infinitely many more), it preserves the opening order,
and each bridge opens earlier than it was originally scheduled.
LEMMA 7. If the sleeping periods are either constant or expo-
nentially distributed, then the bridge process can be coupled with
a stationary Poisson point process in R3 of intensity λπoff/toff.
PROOF. Let {X0i } denote the bridges in S0 with opening times
{T 0i }. At time t = 0, the Xi are distributed according to Poisson
point process with intensity λπoff. If Ui ∼ Uniform(0,toff), then
points (X0i ,Ui) ∈ S0 × [0,toff] are distributed according to a Pois-
son point process with intensity λπoff/toff. Thus if the T 0i are uni-
formly distributed then we know that they all appear according to
a Poisson process on S0 × [0,toff]. On the other hand, if the T0i are
exponentially distributed, they can be coupled with the Ui by
T 0i =−toff log(1−Ui/toff)≥Ui
and thus with the Poisson point process with intensity λπoff/toff.
The same reasoning holds for any new set added to the clus-
ter.
PROOF. (For Proposition 5) By Lemma 6, we bound each new
set added to the message cluster by disks with i.i.d. radii with cumu-
lative distribution satisfying (6). By Lemma 7, each of the bridges
originating an increase of the message set are included in a Pois-
son point process in R3 with intensity λπoff/toff. Thus applying
Theorem 3 (shown in Appendix A) completes the proof.
5.2 Duration of a transmission phase
When a node receives or generates a message, it keeps transmit-
ting until its neighbors have received the message. From an en-
ergy consumption point of view, it is important to know how long
this transmitting phase will last. Assuming that the node is con-
nected to the infinite cluster, then — in principle — it would be
enough that the “optimally” located neighboring nodes receive the
message. However, in order to maximize the speed at which mes-
sages travel, we define the broadcast duration as the time until all
the neighboring nodes have received the message with probability
pb. Furthermore, we assume here that the emitter ignores its neigh-
borhood and receives no feedback from the receivers. Although it
would be easy to achieve better conditions by designing an appro-
priate protocol, we only consider this simple mechanism.
Given the transmission radius rrad = 2r of the sensors, there is a
Poisson distributed number of sensors inside its transmission range.
In a worst case scenario, we assume that all the nodes are in sleep-
ing mode at the time when the broadcast starts. If the sleeping pe-
riods are of constant length, then the natural and 100% safe broad-
casting duration is toff +∆, where ∆ is the propagation delay. Oth-
erwise, we assume that the off periods of the neighbours, Tk, k =
1, . . . ,N, are exponentially distributed and N ∼ Poisson(λπr2rad).
In order to be pb sure that every node receives the message, the
broadcasting time tb has to satisfy
P
(
max{Tk}Nk=1 < tb
)
=
∞
∑
k=0
(λπr2rad)k
k! e
−λπr2rad(1−e−t/toff)k
= exp
(
λπr2rade−t/toff
)
< pb.
Thus, if the broadcasting time tb satisfies
tb ≥ toff log
(
λπr2rad
− log pb
)
+∆,
then it is pb sure that every node in its neighborhood gets the mes-
sage.
5.3 Simulation studies
We have performed a series of simulations to validate the results
concerning latency presented in Section 5.1. These numerical stud-
ies clearly agree with the analytical results on the linear spreading
rate. Although Theorem 1 is stated only for constant transmission
radii, the simulations suggest that it is also valid for random trans-
mission radii.
All the simulations were run with intensity λ = 3. The sleeping
periods were drawn from an exponential distribution with mean toff.
The size of the area which is reached by the message at time t is
measured by max |Gt | = argmax{|x| : x ∈ Gt} and the spreading
rate is estimated by
µˆ = E(max |Gt |)
t
.
Simulations of the growth of the message cluster with varying
period lengths ton and toff are shown in Figures 9 and 10. In prin-
ciple, only the ratios ton/(toff + ton) and toff/(toff + ton) matter. By
a simple time scaling argument toff (or ton) can be taken as the time
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Figure 9: Maximum connection distance from the origin for
different active periods. Ten independent simulations with pa-
rameters λ = 3, r = 1, toff = 1, and ton = 0.1,0.2,0.3
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Figure 10: Estimation of growth rates. Parameters λ = 3, r = 1.
100 independent simulations per estimate.
unit. This mapping, of course, changes the actual value of µ . For
fixed toff, decreasing the lengths of the active periods does not re-
ally worsen the performance when ton is small enough. This is
natural, since for very small values of ton, almost all the sensors are
sleeping when the message arrives in their range so that the time to
wait for a wakeup determines the transmission speed.
When ton is fixed, increasing toff naturally decreases the mes-
sage spreading velocity. However, toff is the determinant factor for
energy saving, especially if switching on the radio is costly. There-
fore, the lower part of Figure 10 presents the real trade-off in this
mechanism. We observe that the curve decreases very fast at the
beginning, meaning that allowing the nodes to sleep for some time
costs a lot of latency. But afterward, increasing the sleeping period
has less impact, as the curve becomes flatter.
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Figure 11: Maximum connection distance from the origin for
the models with constant or Uniform(0.5,1.5) distributed radii.
Ten independent simulations with parameters λ = 3, toff = 1,
ton = 0.1
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Figure 12: Models with r = 1 and R ∼ Uniform(0.5,1.3). Es-
timated maximum growth rates. Parameters λ = 3, toff = 1,
ton = 0.1
The effect of allowing random radii can be seen in Figures 11
and 12. The main difference between constant and random radii
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models is that in the latter longer jumps are possible. The other dif-
ference is that the mean covered area is larger in the random case,
since E
(
R2
) ≥ (E(R))2. This naturally results in better connectiv-
ity. However we observe that the qualitative behavior is similar.
Actually, most of the proofs presented in this paper can be easily
extended to the random radii model, and we conjecture that all our
results hold for this model.
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Figure 13: Model with propagation delays. Maximum connec-
tion distance from the origin. Ten independent simulations with
parameters λ = 3, r = 1, toff = 1, ton = 0.2 and ∆= 0,0.05,0.5,5.
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Figure 14: Model with propagation delays. Estimated growth
rates. Parameters λ = 3, r = 1, toff = 1, delays 0.05, 0.5 and 5.
Estimates based on 100 independent simulations.
Figure 13 shows the impact of propagation delays on the mes-
sage spreading. The asymptotic behavior is qualitatively conserved,
as predicted. The quantitative impact is also tiny, if we consider the
realistic case where delays are short compared to ton and toff.
6. CONCLUDING REMARKS
The blinking Poisson Boolean model is suited for sensor net-
works where nodes switch between a sleeping and an active phase.
Even though their switching on/off schedules are not coordinated
at all, their positions are random, and the durations ton and toff are
such that the number of active nodes at any particular time is so low
that the network is always disconnected, we have proved that any
message (alarm) generated by a sensor will reach the sink in a time
proportional to the distance between the sensor and the sink. The
value of the rate of this linear growth does not depend on the ran-
dom locations of the nodes, but only on the parameters λ (node
density), r (connectivity range), ton and toff (average active and
sleeping durations).
In this paper, we have only considered the case where, at any
particular time t, the network is disconnected (sub-critical phase).
The other case, where the network remains in a supercritical phase
at any time, is also interesting. Indeed, the latency will be much
smaller than in the subcritical case, but it is not clear how to bound
it. We leave this part for future study.
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APPENDIX
A. CONTINUUM GROWTH MODEL
Continuum growth model is a model for a spreading infection.
Assuming that an infection has spread to set St at time t, the time
until the next outburst occurs somewhere in St is exponentially dis-
tributed with parameter λvd(St) and the location of the outburst is
uniformly distributed over St . Outburst are assumed to be balls with
i.i.d. random radii. This model was first studied by Deijfen [5] (see
also Deijfen, Häggström and Bagley [6]).
Formally, Continuum growth model is defined as follows. We
start with a stationary Poisson point process N = (Xk,Tk)k ∈Rd+1
with Xk ∈ Rd . The Poisson process has intensity λ and the points
laying inside a set G are denoted by N(G) = G∩N. For each Xk
we attach a ball B(Xk,Dk) = Bk ⊂ Rd which is centered at Xk and
has a random radius Dk. Assume the radii Dk i.i.d. with a common
cumulative distribution function F .
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Figure 15: Continuum growth model in R2. St is shown by the
shaded area.
Let us enumerate points of N as follows. Let X0 = 0, T0 = 0,
D0 = γ , and S0 = B(0,γ) = B0. Given (Xk,Tk,Dk), k = 0, . . . ,n,
Tn+1 = infk
{Tk : Tk > Tn, (Xk,Tk) ∈ N(
n⋃
i=0
Bi×R)}.
For each Tn there is (a.s. unique) Xn and a random radius Dn.
Continuum growth process St ⊂ Rd is a Markov process which
is constructed from the sequence of the Bi:
St =
n(t)⋃
i=0
Bi,
where n = infk{k : Tk ≥ t}. Figure 15 shows an example where
St ⊂ R.
For our purposes, the main property of Continuum growth model
is that the size of the infected area grows asymptotically linearly.
THEOREM 3. [6] Fix d ≥ 1 and consider the d-dimensional
continuum growth model with rate λ . Assume that∫
∞
0
e−ϕrdF(r)< ∞ (7)
for some ϕ < 0 and let S0 ⊂ Rd be arbitrary but bounded with
strictly positive Lebesgue measure. Then there exists a real number
µ > 0 such that for any ε ∈ (0,λµ−1), almost surely
(1− ε)B(0,λµ−1)⊆ St
t
⊆ (1+ ε)B(0,λµ−1)
for all sufficiently large t. Moreover, the time constant µ is given
by
µ = lim
n→∞
E
(
˜T (n)
)
n
= lim
n→∞
˜T (n)
n
,
where n = (n,0, . . . ,0) and ˜T (x) = inf{t : B(x,γ)⊆ St}.
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