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This paper provides an overview of the Circulation Control modeling research that has been 
performed, and is still ongoing, at Cal Poly, San Luis Obispo. This work started in 2005 with 
the interest of applying Circulation Control technologies to advanced aircraft designs. After the 
initial investigations into this, it was apparent that there was a long history of experimental work 
in this area to build on, but a number of deﬁciencies existed in the modeling capabilities. For 
Circulation Control enabled aircraft, these included: few available tools to accurately model the 
takeoﬀ and landing performance, the limitations in the standard regulations with respect to takeoﬀ 
and landing requirements, the inconsistent published results in modeling the aerodynamics of these 
problems, and the lacking of tools necessary to model the coupling of the propulsion system and 
the aerodynamics. These were some of the problems that Cal Poly researchers, both students and 
faculty, identiﬁed as avenues of exploration, and these are the areas that have received the majority 
of the focus since the beginning of this work. This is the work that will be summarized in this 
paper. 
Nomenclature 
c Chord length of airfoil 
Cf Skin friction coeﬃcient 
C� 2D dimensional lift coeﬃcient, = L�/ (q∞c) 
CL 3D lift coeﬃcient, = L/ (q∞S) 
CL,max Maximum 3D lift coeﬃcient 
Cµ Blowing coeﬃcient, = m˙slotUslot/ (q∞S) 
Cp Pressure coeﬃcient 
L 3D lift force 
L� 2D dimensional lift force 
no Oil index of refraction 
q Dynamic pressure, = 1 ρU2 2 
S Reference area for nondimensionalizing force coeﬃcients 
U, V Velocity 
Subscripts 
∞ Conditions at freestream 
slot Conditions at slot 
Conventions 
AMELIA Advanced Model for Extreme Lift and Improved Aerocoustics 
BFL Blanced Field Length 
CC Circulation Control 
CCA Circulation Control Airfoil 
CCW Circulation Control Wing 
CESTOL Cruise Eﬃcient Short Takeoﬀ and Landing 
CST Class/Shape Transformation 
ESTOL Extremely Short Takeoﬀ and Landing 
FISF Fringe-Image Skin Friction 
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GACC General Aviation Circulation Control airfoil 
NFAC National Full-Scale Aerodynamics Complex 
NLEVM Non-Linear Eddy Viscosity Model 
OEI One Engine Inoperative 
RANS Reynolds Averaged Navier-Stokes 
SARC Spalart-Allmaras Turbulence Model with Rotational and Curvature Corrections 
TPS Turbofan Propulsion Simulator 
Symbols 
Δs Spacing distance on oil fringes 
λ Wavelength of the light source 
µo Oil viscosity 
ρ Density 
τw Wall shear stress 
θr Light refraction angle through the air-oil interface 
I. Introduction 
The research and use of Circulation Control (CC) technologies since as far back as the 1930’s. Englar
1 provides 
an excellent summary of the history and uses of CC technologies. While a signiﬁcant amount of the research 
has been in traditional aerospace disciplines such as ﬁxed wing and rotary wing applications, there have been some 
interesting applications to a wide variety of disciplines such as heat exchangers,2 cars and trucks,3 commercial and 
sport vehicles,4 and an number of other intriguing applications.5,6 There has even been research into using CC 
technologies for ﬂight controls.7 CC technologies have even been studied to be used to reduce the rotor downforce on 
the V-228. Recently the noise associated with CC technologies has been studied9,10 in order to better characterize the 
acoustic eﬀects of CC technologies. Friedman et al.11 studied the Mach number variation of the CCA performance, 
and found that the airfoil type played a signiﬁcant role. Compressibility eﬀects for elliptic airfoils could be account for 
with the standard Prandtl-Glauert compressibility correction factor. However, for airfoils with ﬂaps, the performance 
variation was strongly dependent on a critical blowing coeﬃcient. Below a value and little lift improvement occurred, 
and above it there was a signiﬁcant lift improvement. This critical blowing coeﬃcient increased with Mach number. 
There have been a number of experimental studies into CC technologies that provide signiﬁcant insight into the 
ﬂow physics as well as provide valuable data for computational comparison.1,12–17 Jones et al.18 studied the General 
Aviation Circulation Control airfoil with a circular trailing edge and a dual radius ﬂap. They characterized the ﬂow 
ﬁeld using PIV and presented velocity proﬁles, Reynolds shear stress proﬁles, and turbulence intensity contours. 
They also presented pressure coeﬃcients and lift variations. There is a number of excellent quantities to use to 
compare CFD results against. Lee-Rausch et al.19 presented another set of experimental data for the same GACC 
airfoil. In addition they presented a comparison against a number of CFD codes and variations of the codes. They 
found that lift coeﬃcient is over-predicted by the CFD schemes, and that there was little variation between the 
codes. This dataset is another valuable validation dataset for 2D CC ﬂows. Englar et al.20 performed a 2D study of 
a CCA conﬁguration with a dual radius ﬂap. In this work, the CFD results were used to analyze the experimental 
data to determine corrections terms for the tunnel eﬀects. The authors have test data from two separate tunnels 
and have a database of test results that can be used for future CFD validation studies. While there are a number of 
excellent 2D experimental datasets available for CFD validation, the same is not true for 3D experimental data. One 
dataset that focused on the low blowing coeﬃcients, with Cµ < 0.06, is by Pﬁngsten and Radespiel.21 The present 
ﬂow ﬁeld data, boundary layer proﬁles, surface pressure distributions and force measurements. 
There are a number of papers in the past few years presenting computational studies of CC technologies. Most 
of them have focus on 2D studies22–31 where the turbulence modeling is the most studied idea. Min et al.32 also 
presented some evidence that including the plenum region for the slot ﬂow improved the quality of their ﬂow results, 
but not the overall airfoil performance prediction. Fasel et al.33 presented DNS as well as a traditional RANS results 
for Coanda wall jets. 
Swanson and Rumsey34 present a comparison of several turbulence models on several CC airfoils. They showed 
that the ability to capture the correct slot ﬂow behavior was strongly coupled to the mesh resolution used in that 
region. Overall the turbulence model behaviors (and the ability to accurate capture the ﬂow ﬁeld) were not consistent 
and showed signiﬁcant sensitivity to the numerics involved. Lee-Rausch et al.19 presented a thorough analysis of 
several CFD codes and a few CCA shapes. They reported less variation in results between CFD codes, and they also 
reported signiﬁcant diﬀerences between the CFD solutions and the experimental data. 
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II. Circulation Control Technologies Applied to Aircraft Design
 
The Circulation Control, CC, work at Cal Poly started as an applied aerodynamics and aircraft design project 
by de la Montanya and Marshall.35,36 The task was to investigate the integration of CC technologies into an aircraft 
design. This preliminary work studied how to model the dual radius ﬂap design and integrate the results into an 
aircraft design. What resulted from this work was an understanding that there are signiﬁcant diﬃculties in modeling 
the ﬂows using CFD, the need for improved takeoﬀ and landing modeling techniques, and the diﬃculties in satisfying 
federal aviation regulations concerning aircraft performance during takeoﬀ and landing. 
A. Takeoﬀ and Landing Modeling 
Using the equations for takeoﬀ and landing approximations, such as landing distance and balanced ﬁeld length 
(BFL), found in standard aircraft design textbooks such as Torenbeeks37 is not appropriate for these applications. 
The coupling between the propulsion and aerodynamics is non-standard, and many of the assumptions that went 
into the modeling the individual technologies (i.e., the propulsion system model or the aerodynamics model) are not 
valid for CC applications. 
Englar et al.38,39 developed techniques for takeoﬀ and landing modeling of CC enabled aircraft. They used a 
Boeing 737-100 as the baseline aircraft and applied increments to the aerodynamics performance to account for the lift 
augmentation from the CC technologies. Without performance data for the enhanced conﬁguration, semi-empirical 
methods were used to determine the new aerodynamics performance characteristics. To model the impact of the CC 
technologies on the engine characteristics, an assumed engine model (since the actual engine performance deck was 
not available) with engine bleed was created. A direct correlation between amount of airﬂow bled oﬀ the fan stage 
and the amount of thrust loss. Note that there was no data available in their experimental or computational analysis 
to address the coupling between the aerodynamics and the propulsion system. 
In order to determine the takeoﬀ and landing performance, the equations of motion were numerically integrated to 
determine the distances. To handle the dependency between the instantaneous stall speed and the blowing coeﬃcient, 
an iterative process was developed. In traditional aircraft performance analysis, the stall speed is ﬁxed since the 
maximum lift coeﬃcient is constant for the aircraft. With the added complexity of CC technologies, this is no longer 
true. While the details of the iteration process were not provided, it appears that at each point in the ground roll the 
instantaneous CL,max is determined from the given q∞, which yields an instantaneous Cµ. This CL,max can then used 
to ﬁnd the instantaneous Vstall. This velocity can then be compared to instantaneous velocity to determine whether 
the rotation speed has been reached. While this technique is true to the takeoﬀ modeling speciﬁcations is the Federal 
Aviation Regulations, FAR 25,40 it is a time-consuming process if the aerodynamics data is not precomputed. Their 
results show a reduction in takeoﬀ distance of between 25% and 75%. Similarly, for landing distance a reduction of 
50% to 75% was obtained. 
In an attempt to minimize the induced drag associated with CCW, Alley et al.41 used an optimization method 
based on the steepest descent technique to ﬁnd the mass ﬂow rate variation across the slots that achieve an elliptic 
lift distribution. They achieve a 25% reduction in induced drag and an overall drag reduction of 32%. The authors 
do recognize the signiﬁcant challenge implementing this on an actual aircraft since many ﬂight conditions would 
need to be analyzed, and a diﬀerent blowing coeﬃcient variation for ﬂight condition will most likely result. They 
also suggest a combined spanwise blowing variation and twist distribution in order to reduced the amount of twist 
required to obtain an elliptic loading of the wing. 
One recent approach to address the coupling between the aerodynamics and the propulsion system was presented 
by Bobbitt and Margason42 for modeling upper surface blowing conﬁgurations. They modeled takeoﬀ and landing 
with curve ﬁts to performance data of the propulsion and aerodynamic systems. Additional curve ﬁts were required to 
obtain the lift coeﬃcient versus blowing coeﬃcient variation. Speciﬁcally, they used quadratic polynomial variations 
of such as 
CL,max = a1 + a2Cµ + a3Cµ 
2 (1) 
What results is a variation of the maximum lift coeﬃcient with respect to the blowing coeﬃcient. This can then 
be used to determine rotation velocity for takeoﬀ. While this does solve the problem of having a non-constant stall 
speed during takeoﬀ, there are no assurances that the variation follows a quadratic variation even for small variations 
of blowing coeﬃcients. In typical operations a ﬁxed mass ﬂow rate from the slots occurs since bleading from the 
engine or even dedicated air sources should have little variation with freestream speed. Thus, as the freestream speed 
increases, Cµ will decrease. A reduction in Cµ means that the Coanda eﬀect will be reduced and the stall speed 
is reducing. Thus near rotation, when the plane should be operating near the stall speed to obtain maximum lift, 
the stall speed and current speed are rapidly approaching each other. This has the possibility of producing a very 
nonlinear variation. Their work demonstrated a signiﬁcant reduction in takeoﬀ and landing distances. 
In an attempt to achieve a better model of the coupled propulsion and aerodynamic systems, Cal Poly developed 
an improved modeling technique using Gaussian Process Metamodeling43,44 and applying it to a typical ESTOL 
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aircraft design with less than 100 passenger capacity.45,46 Figure 1 shows a block diagram of the code used for this 
analysis. The code integrated the equations of motion for the aircraft trajectory through ground roll and climb 
out (or braking) to satisfy the balanced ﬁeld length criteria of clearing an obstacle (either 35 ft or 50 ft depending 
on civilian or military criteria) or decelerating to a full stop. The propulsion model was a simple thrust equation 
based on the freestream velocity. Later work by Waters et al.47 demonstrated that more advanced modeling of the 
propulsion system provides only marginal improvements to the ﬁdelity of the thrust variation during takeoﬀ. 
Figure 1. Block diagram of the balanced ﬁeld length code used to determine the takeoﬀ characteristics of a notional 
aircraft using circulation control technologies and coupled propulsion system and aerodynamics models. 
The aerodynamics were modeled by performing around 40 CFD simulations of various ﬂight conditions throughout 
the takeoﬀ regime. It was assumed that there were 4 main variables to deﬁning the parameter space associated with 
the aerodynamics; they were angle of attack, freestream Mach number, mass ﬂow rate from the slot, and dual radius 
ﬂap deﬂection angle. The 40 CFD simulations were determined using a full random sampling of the parameter 
space. The results were stored in a MySQL database, and a Gaussian Process Metamodel was used to model the 
aerodynamics. This metamodeling was based on the work by Rasmussen48 with the hyper-parameters chosen to 
minimize the log likelihood. 
For aircraft with CC technologies, determining the rotation speed becomes a complicated task that is strongly 
dependent on the freestream speed as discussed above. Instead of explicitly tying the rotation speed to CL,max, an 
alternative criteria was developed. It is assumed that the rotation should occur when the lift generated is some 
fraction of the lift at stall, which is equivalent to the weight, W , of the aircraft and when the lift coeﬃcient is 90% 
of the stall lift coeﬃcient. Utilizing the following equations, a criteria for rotation can be determined that is based 
on the lift generated. 
Lr Lr
k = = (2a)
Lstall W 
Vr1.05 = (2b)
Vstall 
ρ V 2Lr SCL,r r0.9 = = �2 �ρ V 2CL,max Lstall 2 stall S � �� �2
Lr Vr = (2c)
Lstall Vstall 
From this analysis, rotation should occur when the lift is approximately 82% of the aircraft weight. This criteria 
worked well for two validation cases, a McDonnell Douglas DC-9 and a Boeing 747-400. Details of the comparison 
can be found in Reference 45. 
4 of 25 
American Institute of Aeronautics and Astronautics 
The BFL analysis was done on a notional STOL transport aircraft with a thrust of 130,000 lbs, wing area of 
2,200 ft2, and a weight of 230,000 lbs. An assumed 20% reduction of mass ﬂow from the engines was assumed 
available to be diverted to the CCW slots. 
Figure 2 shows the varation of BFL with ﬂap deﬂec­
tions for a number of mass ﬂow rates. For these sim­
ulations a ﬁxed mass ﬂow rate is bled from the engine 
which results in Cµ reducing throughout the ground roll 
(since q∞ is increasing). Notice that for the variety of 
mass ﬂow rates, there is an optimal ﬂap deﬂection angle 
that is between 60◦ and 65◦ . For a speciﬁc mass ﬂow 
rate there is a large variation in balanced ﬁeld length 
(as much as 20% variation at the lowest slot mass ﬂow 
rate). 
There is also a diminishing return as the slot mass 
ﬂow rate increases. The cases that were run increased 
the slot mass ﬂow rate by a constant amount, but there 
is little improvement in the BFL between the ﬁnal two 
mass ﬂow rates. Note that the improvement between 
the lowest and the highest mass ﬂow rates cases is 20% 
(from 3000 ft down to 2400 ft). 
This work also investigated techniques to further im­
prove the BFL performance of this aircraft by varying 
the slot mass ﬂow rate and ﬁxing the ﬂap deﬂection an­
gle at the optimal setting of 64◦ . Two techniques were 
examined: one where the slot mass ﬂow rate is activated 
once the aircraft speed was 100 ft/s and one where the 
slot mass ﬂow rate was increased from zero to the ﬁnal mass ﬂow rate of 20 kg/s quadratically. Figure 3 shows the 
lift coeﬃcient, drag coeﬃcient, and the lift-to-drag ratio for these cases. Notice that the lift-to-drag ratio is much 
higher for the step increase in slot mass ﬂow rate. This means that there is less drag being produced as the airplane 
travels during ground roll. This is due to the lower induced drag experienced because of a lower lift coeﬃcient for 
this case. 
Figure 2. Balanced Field Length results for coupled aero­
dynamics and propulsion system for a variety of slot mass 
ﬂow rates and ﬂap deﬂections. 
(a) Lift Coeﬃcient (b) Drag Coeﬃcient 
(c) Lift over Drag 
Figure 3. Aerodynamic performance as the slot mass ﬂow rate is varied either gradually or instantaneously from no 
mass ﬂow rate to the maximum mass ﬂow rate of 20 kg/s. 
Tables 1 and 2 shows a summary of results for a variety slot mass ﬂow rate schemes. Comparing the quadratic 
cases with the step cases, it is clear that the step cases produce a lower takeoﬀ distance as well as a lower BFL. While 
the quadratic variation did produce a decrease in both distances, the decrease was minimal (a maximum of 3.2%). 
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Turning on the mass ﬂow rate later in the ground roll further decreased both distances. A maximum improvement 
is 6.2% and 8.7% for the takeoﬀ distance and BFL, respectively. Clearly there is a practical limit in this since the 
blowing must be activated before rotation, but it is beneﬁcial to delay the activation of the slot mass ﬂow as long as 
practical. 
Table 1. Takeoﬀ distance results for two slot mass ﬂow rates with three diﬀerent mass ﬂow variations during ground 
roll. The percentage results are relative to the constant blowing case. 
Constant Quadratic 100 ft/s 180 ft/s 
Mass Flow Rate Distance Decrease Distance Decrease Distance Decrease Distance Decrease 
10 kg/s 2536 ft 0% 2515 ft 0.83% 2512 ft 0.95% 2479 ft 2.25% 
20 kg/s 2205 ft 0% 2157 ft 2.18% 2191 ft 0.63% 2068 ft 6.21% 
Table 2. BFL distance results for two slot mass ﬂow rates with three diﬀerent mass ﬂow variations during ground roll. 
The percentage results are relative to the constant blowing case. 
Constant Quadratic 100 ft/s 180 ft/s 
Mass Flow Rate Distance Decrease Distance Decrease Distance Decrease Distance Decrease 
10 kg/s 2808 ft 0% 2775 ft 1.18% 2776 ft 1.14% 2692 ft 4.13% 
20 kg/s 2436 ft 0% 2357 ft 3.24% 2395 ft 1.68% 2225 ft 8.66% 
B. Federal Aviation Regulations 
With the inclusion of circulation control technology on aircraft, there appears to be some issues related to the 
BFL determination as speciﬁed in FAR 25.40 One is the stall speed determination and another is the one engine 
inoperative, OEI, condition. 
1. Stall Speed and Maximum Lift Coeﬃcient 
For typical aircraft, the stall speed can be deterimined from the simple equation 
2W 
Vstall = (3)
ρCL,maxS 
However, this assumes that the maximum lift coeﬃcient for the aircraft is constant throughout the takeoﬀ trajectory. 
For CC enabled aircraft this is not the case, as mentioned above. It would be extremely diﬃcult to maintain a 
constant blowing coeﬃcient since the freestream dynamic pressure is constantly changing. This would require a 
continuous variation in the slot mass ﬂow rate, and keeping those two parameters in synch would be a signiﬁcant 
challenge. With the slot blowing coeﬃcient is constantly varying, the lift curve will also vary which means that 
the stall speed is constantly varying. For performance analysis, alternative techniques can be used such as those 
mentioned above. For airplane operations, this issue will most likely also need to be addressed. 
2. One Engine Inoperative Condition 
For determination of the balanced ﬁeld length, the one engine out condition must be simulation. This condition is 
supposed to be the loss of the most critical engine. For aircraft with circulation control technologies, determining 
the most critical engine is a more complicated process. Some aircraft might use dedicated compressors to supply 
the mass ﬂow for the slots, while some might bleed air from a stage in the engine. With this in mind, the loss of 
an engine might (or might not) impact the aerodynamics as well as the available thrust. On top of this, the air 
supply feeding the slots might (or might not) be cross-ducted. It is anticipated that determining the OEI condition 
could be orders of magnitude more complicated because of the large number of additional combinations that must 
be determined. 
Assuming that the OEI condition impacts the slot mass ﬂow rate, then a number of situations could occur. If 
there is cross-ducting then the mass ﬂow rate through the slots of both wings will be reduced, the blowing coeﬃcient 
will then be reduced, and there will be a reduction in lift. Without cross-ducting then only one wing will experience 
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a reduced mass ﬂow rate, and there will be only one wing with a reduced lift. This will result in a possibly signiﬁcant 
rolling moment that will need to be addressed. 
Another issue associated with the use of CC technologies on aircraft arises if it is used for ﬂight control, such as 
discussed in reference 7. This could be used for roll control by varying Cµ for the left and right sides; it could be 
used for pitch control by changing Cµ on both wings (however this will change the lift from the wings) or by using 
CC on the tail; and it could be used for yaw control by using CC on the vertical control surfaces. These situations 
will also need to be analyzed in the OEI analysis. 
One additional note about the CCW is that there is a larger negative pitching moment from the wing compared 
to a traditional wing. This is mainly caused by the large amounts of lift being generated by the aft end of the wing 
(around and after the rear slots). This moment needs to be balanced by a larger than typical tail (or some other 
empannage conﬁguration). It has also been proposed during the preliminary design process of some work at Cal 
Poly that the tail size can be reduced by using CCW on the tail. 
III. Current Eﬀorts to Improve Modeling Techniques 
A. Turbulence Modeling 
McGowan et al.24 performed a comparison of two k − ζ turbulence models (one fully turbulent49 and one with a 
turbulence transition50) and also the standard k − ω model.51 Their results indicate that the standard two-equation 
turbulence models have a diﬃcult time capturing the complicated ﬂow physics associated with the high-speed jet 
from the slot. This impacts the pressure distribution over the entire airfoil by over predicting the lower surface 
pressure and under predicting the upper surface pressure. What results is a drastic over-prediction of lift. This eﬀect 
increases as the Cµ increases. They found limited success with the inclusion of a turbulence transition model and 
with laminar ﬂow speciﬁed for the cavity of the airfoil. Simply making the cavity region turbulent had a signiﬁcantly 
negative impact on the pressure distribution over the entire airfoil. This suggests that there is a need for additional 
work to improve the modeling of CC ﬂows. 
One improvement to the standard turbulence models that has seen limited success in modeling CC airfoils is 
the Spalart–Allmaras one-equation turbulence (SARC) model with rotation and curvature corrections.52 Swanson 
et al.53 showed that reasonable results could be obtained with the curvature corrections. However, this was only 
obtained with an extremely high value for one of the model constants, cr3 was 9.6 while typical values are between 
0.6 and 1. What this extremely high value of cr3 did was reduce the turbulence kinetic energy in the Coanda ﬂow 
region. 
The current turbulence work being 
investigated by Storm and Marshall54 
is focused on implementing Durbin’s 
v2 − f turbulence model.55 While the 
standard model showed little improve­
ment, the addition of a non-linear 
eddy viscosity model (NLEVM) by 
Petterson Rief56 and streamline cur­
vature corrections57 showed a marked 
improvement in the predictive capa­
bilities of the RANS solver. Fig­
ure 4 shows preliminary results for the 
General Aviation Circulation Control 
(GACC) airfoil. Experimental data 
from Jones et al.18 and Lee-Rausch 
et al.19 is presented along with com­
putational results from Lee-Rausch et 
al. The results from Storm and Mar­
shall are for a number of typical turbu­
lence models, k − ε, k − ω, and SA, all 
of which are standard FLUENT mod­
els. Those results are typical of other 
research found using the same turbu­
lence models. In addition, Storm and 
Marshall implemented a v2 − f model with a linear eddy viscosity model in FLUENT using User Deﬁned Functions. 
This turbulence model under-predicts the lift coeﬃcient variation while all other models over-predict this. The cause 
for this is still under investigation. Storm and Marshall also implemented a v2 − f model with a non-linear eddy 
Figure 4. Preliminary results from a turbulence model study on the GACC 
airfoil compared to a number of experimental and computational results from 
references 18 and 19. 
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viscosity model mentioned above. Results from this model are signiﬁcantly improved compared to all other cases. In 
the future the curvature correction method presented above will be implemented. 
B. Impact of Flap Shape 
Golden and Marshall58 are investigating the impact that 
ﬂap shape has on the circulation control airfoil perfor­
mance. Two diﬀerent ﬂap shapes are being studied. One 
is the dual radius ﬂap which is the standard type that 
Englar and Huson presented.59 The surface of the dual 
radius ﬂap has a discontinuity in the curvature where the 
surface radius discretely changes from the smaller radius 
to the larger radius. The ﬂaps are referred to as the DR 
class. The other ﬂap shape using the same smaller radius 
curve to start, but instead of the discontinuous change 
in curvature, the radius of curvature varies smoothly un­
til the end of the ﬂap. The radius variation is a cubic 
variation with the radius and the slope of the radius 
variation set at both ends of the variation. These ﬂaps 
are referred to as the PR class. To complete the naming 
convention of the ﬂaps, a 2-digit number is appended 
to the class that represents length of the ﬂap in percent 
chord. Figure 5 shows three diﬀerent pairs of ﬂaps. The 
16 variation has a length that is 16% of the chord, and 
similarly for the 19 and the 22 variation. The motiva­
tion for the PR class of ﬂaps is to eliminate the curvature 
discontinuity and determine the performance diﬀerences 
that arise. It is hypothesized that the smooth variation is curvature will be less likely to cause the Coanda ﬂow to 
separate. Notice that the resulting PR ﬂap is ﬂatter the the same length DR ﬂap. The shorter the ﬂap, the more 
pronounced the diﬀerence. Reference 58 has more details on this work. 
Figure 6 shows the streamlines and Mach contours for a ﬂow over an airfoil with a prescribed radius ﬂap, PR16, 
and a dual radius ﬂap, DR16. The angle of attack for this ﬂow is 0◦ and the ﬂap deﬂection angle is 60◦ . For these 
two ﬂows, there is little diﬀerence between the two ﬂows. Both show the extreme deﬂection of the streamlines caused 
by the CC slot ﬂow. 
Figure 5. Various ﬂap shapes to be studied. The two classes 
of ﬂaps are dual radius and prescribed radius. Various ﬂap 
lengths are shown. 
(a) Prescribed Radius (b) Dual Radius 
Figure 6. The streamlines and Mach contours for the two class of ﬂap shapes. The speciﬁc shape is the 16 series. 
Figure 7 shows the aerodynamic performance of a variety of ﬂap shapes. The drag polars for a wide variety of ﬂap 
shapes are very similar, with the DR16 showing the most signiﬁcant diﬀerence. Each ﬂap shape was analyzed at the 
same 3 angles of attack, so the DR16 shows an increase in both lift and drag compared to other shapes. Examining 
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the L/D for the same ﬂap shapes show that there is a signiﬁcant diﬀerence between shapes. The DR16 is actually 
the lowest performing shape (by almost 10% compared to the best performer PR19). It is also worth noting that 
the PR class of shapes perform slightly better than the DR class. The signiﬁcance of this diﬀerence is still under 
investigation. It is planned to have more cases to better characterize the drag polar and the L/D performance. 
(a) Drag Polar (b) Lift Over Drag 
Figure 7. The aerodynamic performance of the various ﬂap shapes at takeoﬀ conditions. 
Another area of investigation related to this work is the ﬂow characteristics on the ﬂap. Figure 8 shows the pressure 
coeﬃcients and the skin friction coeﬃcients for a number of ﬂap shapes over the upper and lower surfaces. For the 
most part, there is little diﬀerence between the various cases before the ﬂap. There are some slight diﬀerences near 
the front of the airfoil, especially the suction peak at in Cp, which account for the performance variations observed 
in ﬁgure 7. What is more noticeable is the slot ﬂow features. 
(a) Surface Pressure Coeﬃcient (b) Surface Skin Friction 
Figure 8. The local stress (pressure and viscous) coeﬃcients of the various ﬂap shapes at takeoﬀ conditions. 
Figure 9 shows the pressure coeﬃcient and skin friction coeﬃcient for just the ﬂap region. There is a rapid 
acceleration of the ﬂow ﬂow at the slot, which shows up as a extremely low Cp and high Cf at the start of the ﬂap. 
Just after the ﬂap there is a rapid increase in pressure and corresponding decrease in skin friction. This adverse 
pressure gradient results in a sharp dip of almost all ﬂap shape Cf curves at x/c ≈ 0.89. This point corresponds to 
the location where the dual radius curvature changes and where the prescribed radius curvature begins to change. 
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It should also be noted that the larger the prescribed radius ﬂap the more rapid the radius of curvature change is. 
Comparing the three PR class ﬂaps, the average radius of curvature for PR16 is nearly 10 times PR19 and over 100 
times PR22. The one ﬂap shape that does not exhibit this sudden drop in Cf is the PR16 case. Future work in 
(a) Surface Pressure Coeﬃcient (b) Surface Skin Friction 
Figure 9. The local stress (pressure and viscous) coeﬃcients of the various ﬂap shapes at takeoﬀ conditions on the 
ﬂaps. 
this area will also include a more detailed study of this behavior. These cases were for one blowing coeﬃcient, so 
it will be interesting to observe how this behavior changes with Cµ. It could be that this same trend continues as 
Cµ decreases until the point where Cf reaches zero, and the slot ﬂow separates from the surface. This could be the 
mechanism that demarcates the start of the super-circulation region. 
C. Circulation Control Airfoil Optimization 
The Class/Shape Transformation, CST, work by Kulfan60 has been used in a variety of situations in the research at 
Cal Poly. In order for it to be used with circulation control technologies, the original CST method had to be enhanced 
to account for the slots associated with the CC technologies. Figure 10 shows a comparison between the original CST 
method and the multi-surface method developed by Lane and Marshall.61 CST is a curve ﬁtting technique where a 
curve is constructed that minimizes the 2-norm of the minimum distances between the curve and the data points to 
be ﬁt. Thus there is no guarantee that the resulting CST curve will pass through any of the data points in the set 
of points used to construct it. This feature is very handy when the set of points has undesirable perturbations in it 
that would cause a non-smooth curve to pass through the points. The problem with this feature in the CCA usage is 
that the slot needs to be accurately captured, as in ﬁgure 10. In order to address this, a piecewise CST method was 
developed, known as multi-surface CST, the performed edge detection on the input points and would automatically 
split the surface at edges. This is what is shown in ﬁgure 10. 
(a) Original CST Slot Treatment (b) Enhanced CST Slot Treatment 
Figure 10. This compares the original CST treatment of the slot associated with CCA. Notice that CST’s smoothing 
characteristic completely removes the slot while the enhanced treatment captures it. 
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Lane and Marshall are developing an inverse design technique that uses the diﬀerences between the target pressure 
distribution and the current pressure distribution to morph the airfoil surface.62 CST is used in this process to smooth 
the resulting airfoil shape after the morphing process. This has been tested for subsonic and transonic cases with 
encouraging results to date. Reference 62 provides the details of this work. 
Figure 11 shows the initial airfoil shape, the target airfoil shape and the ﬁnal airfoil shape. With the pressure 
distributions for all cases obtained by running FLUENT version 6.3.26. This was a transonic freestream ﬂow. The 
iteration process required the geometry to be remeshed and a new CFD solution to be obtained. This was all 
performed automatically with results being obtained within a few hours. Notice that the ﬁnal shape is within 0.02% 
of the target shape, and this took 16 iterations. 
(a) Airfoil Shape (b) Airfoil Shape Absolute Error 
Figure 11. This shows the initial airfoil shape, the target airfoil shape, and the ﬁnal airfoil shape after 16 iterations. 
This was a transonic freestream ﬂow, and the aerodynamic data was obtained using FLUENT. Note that negative x/c 
corresponds to the lower surface. 
Figure 12 shows the corresponding pressure coeﬃcient plots for this same inverse design case. The maximum 
diﬀerence in pressure is now on the order of 4%. This occurs near the shock which indicates that the accurately 
predicting the shock location is critical to capturing the Cp variation. In the supersonic region there appears to be 
non-physical oscillations in the pressure that were not able to be dampened. This work will be used to optimize 
CCA shapes as well as ﬂap shapes for a given pressure distribution. 
(a) Airfoil Pressure Coeﬃcient (b) Airfoil Pressure Coeﬃcient Absolute Error 
Figure 12. This shows the initial airfoil pressure coeﬃcient variation, the target airfoil pressure coeﬃcient, and the 
ﬁnal airfoil pressure coeﬃcint after 16 iterations. This was a transonic freestream ﬂow, and the aerodynamic data was 
obtained using FLUENT. Note that negative x/c corresponds to the lower surface. 
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D. CFD Modeling Eﬀorts 
There are a number of CFD modeling eﬀorts at Cal Poly that are attempting to address areas related to the speciﬁc 
issues of modeling circulation control technologies. 
1. Modeling Engine Exhaust and Circulation Control Flows 
Marcos and Marshall64 are modeling a simple circulation 
control wing which has a dual radius trailing edge blown 
ﬂap and an injector engine simulator. The experimen­
tal data was from the ﬁrst year eﬀort of a collaborative 
NASA contract between GTRI and Cal Poly. A selection 
of the experimental results are shown in Englar et al.63 
and Gaeta et al.10 Figure 13 shows the wing, engine sim­
ulator and relevant mounting hardware that was used in 
the CFD model. The wing spanned the entire width of 
the tunnel, so there were no tip eﬀects, and without the 
engine, this would be a 2D experiment. A large number 
of cases were run by Englar, Gaeta, and co-workers, and 
a subset of these cases have been compared against using 
CFD. The computational modeling of used ICEM-CFD 
version 11.0.1 for the meshing, FLUENT version 6.3.26 
for the CFD, and Tecplot 360 2008 for the post-processing. 
The mesh was an unstructured, tetrahedral mesh with layers of prismatic cells growing oﬀ the triangulated surface 
+to capture the boundary layer regions. Most of the cells on the surface had a y of one or below since wall functions 
+were not used. As is typical for these types of simulations, some of the y values very near the slot were slightly 
larger, but still within the laminar sublayer regions. A typical mesh for this work had approximately 7 million cells. 
FLUENT’s standard k − ε turbulence model was used in its density based compressible solver. Mass ﬂow inlet 
boundary conditions were used on the slot and engine regions, and the other boundary conditions were set to match 
the experimental data. Details of this work can be found in reference 64. 
Figure 14 shows the lift coeﬃcient curves for two cases and the corresponding experimental data. The lower C� 
curve corresponds to a blowing coeﬃcient of zero, and the upper curve corresponds to a blowing coeﬃcient of 0.5. 
It is clear that the lower no blowing case is well captured while the blowing case is not. The over-prediction of C� is 
consistent and grows with angle of attack. This is typical of current CFD modeling of these types of ﬂows without 
engine simulators and has been reported in by several researchers.18,19,24 
Figure 13. The geometry modeled in the CFD simulation of 
a circulation control wing, engine simulator, and the associ­
ated mounting hardware. This geometry is from reference 
63. 
Figure 14. The lift coeﬃcient curves for two blowing co­
eﬃcient values compared to the experimental results from 
reference 63. 
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Figure 15 shows the lift coeﬃcient variation with respect to blowing coeﬃcient for two diﬀerent thrust coeﬃcient 
values. The experimental data for the two cases is also show. Again, the results for zero thrust coeﬃcient show the 
same over-prediction of C� that have been reported previously. This over-prediction increases as Cµ increases. What 
is interesting to note is that the same trend appears for the CT = 0.5 case. This has been found to be true for a 
wide variety of thrust coeﬃcients. It is believed that the use of the improved turbulence models from Section III.A 
will correct the over-prediction in these cases as it has in the CC airfoil analysis above. Figure 16 shows the lift 
Figure 15. The lift coeﬃcient variation with respect to 
blowing coeﬃcient compared to the experimental results 
from reference 63. 
and drag coeﬃcients for two separate blowing coeﬃcients as the thrust coeﬃcient is varied. Notice that for the no 
blowing case C� is well predicted through the majority of the sweep of CT . For the blowing case, there is again an 
over-prediction of lift that is relatively constant throughout the sweep of CT . There is some lift augmentation that 
occurs for lower CT values that is qualitatively captured by the CFD results. 
For the drag coeﬃcient results, these include both the aerodynamic drag and the thrust from the engine simulator 
since that is how the experimental data was reported. Both blowing coeﬃcient results are very well predicted at 
lower CT values. As CT increases to the maximum values tested, there is some divergence between the computational 
and experimental results. 
(a) Lift Coeﬃcient Variation (b) Drag Coeﬃcient Variation 
Figure 16. The lift and drag coeﬃcient variation with respect to thrust coeﬃcient compared to the experimental 
results from reference 63. 
This work is ongoing. In the near future additional cases from the Englar et al. experimental data will be 
analyzed. Also, the v2 − f turbulence model will be used to solve these cases and a comparison between the k − ε, 
k − ω, and the three variations of the v2 − f turbulence model will be performed. 
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2. Thrust Deﬂection from Slot Flow 
Currently, Cal Poly is performing a computational investigation into the deﬂection of the engine exhaust caused by 
the circulation control ﬂow ﬁeld. This work start from early numerical investigations associated with a prior aircraft 
design.65 This work is investigating various engine placements, by changing the height above the wing and chord 
location of the engine, and characterizing the amount of additional lift that is being created as the blowing coeﬃcient 
and thrust coeﬃcient are changed. 
Figure 17 shows a slice through the volume mesh for one case. In order to facilitate the automation process 
associated with evaluating the cases, and the simplify the geometry and mesh, there is no pylon in this investigation. 
Once the augmented lift is better understood in this study, the eﬀects of the pylon will be investigated. All of the 
mesh criteria mentioned above have been applied here. It is expected in the future the mesh will be further reﬁned 
on the regions where the engine and slot ﬂows are. Currently, ﬁgure 17 does not show any of this. 
Figure 17. Slice through the volume mesh of a typical thrust deﬂection CFD case. Notice that there is no pylon in 
these simulations in order to focus on the coupling of the circulation control exhaust and the engine exhaust. 
Figure 18 shows streamlines leaving the engine exit and how much deﬂection results far down stream. This 
case has a large CT , so the noticable deﬂection occurs relatively far downstream compared to the lower CT cases. 
Figure 19 shows the local streamlines for the same case as ﬁgure 18. In this ﬁgure the high lift from the wings can 
be observed from the extreme bending of the leading and trailing edge streamlines. There is a relatively large region 
between the engine exhaust and the slot jet where little ﬂow occurs. This is appears to be a relatively low pressure 
region with low velocity. Further investigation into how this region aﬀects the engine ﬂow deﬂection, and ultimately 
the amount of lift being generated. 
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Figure 18. View of the far ﬁeld which demonstrates the turning of the engine exhaust. This turning means that there 
is some additional lift beneﬁts from the coupling of the circulation control slots and the engine exhaust. 
Figure 19. View of the near ﬁeld which shows how much the circulation control slots deﬂect the local ﬂow ﬁeld. The 
engine exhaust is not as drastically deﬂected in the region near the wing. 
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3. Preliminary AMELIA CFD Modeling 
With the design of the AMELIA model recently established, Cal Poly has begun preparing the geometry for analysis. 
Figure 20 shows the solid model that is being used for the grid generation. One diﬀerence between the solid model 
shown here and the ﬁnal model is the engine exit region which was recently updated to represent the dual ﬂow TPS 
exhaust and related geometry. The aft end of the engine is the same as shown in ﬁgure 17. 
Figure 20. The geometry model (without the empennage) that is being used to develop pre­
liminary CFD results. 
Figure 21 shows some critical surface regions in the meshing process. Both the leading and trailing edges have 
slots, and an minimum of 5 cells across the slot is the target. This might change since some preliminary results in 
other work that is being performed that the plenum needs to be meshed and not use the slot face as a boundary 
condition. The slots also cause over-reﬁnement of the mesh near them on the upper and lower portions of the wing, 
so care must be taken to coarsen the mesh away from the slots. Additional reﬁnements to the mesh occurred near 
highly curved regions such as the leading edge and lip of the nacelle in order to accurately capture the geometry. 
Other regions that received focus were the ﬂow ﬁeld near the trailing edge slots and ﬂaps. Since it is expected to be 
large ﬂow gradients there, additional cells have been placed in those regions. 
IV. Wind Tunnel Experiments to Facilitate Modeling 
A. Oil Flow Interferometry 
The Fringe-Image Skin Friction (FISF) Technique, also known as oil interferometry, was chosen for the large scale 
wind tunnel test to measure skin friction because both magnitude and direction can be determined from a single 
image. The FISF technique has the advantage of maturity and reliability which becomes signiﬁcant due to the 
diﬃculties of obtaining measurements in the NFAC due to its sheer size and the amount of time between tunnel shut 
down and the point where photographs of the model can be obtained. 
1. FISF Technique 
The FISF technique was developed by Monson et al.66 The theory behind the technique is that a single relationship 
can relate the thickness of the oil drop at a single location to the skin friction magnitude and direction. The 
oil thickness is measured via photographic interferometry. Data reduction is completed with CXWIN4GG, a PC 
application developed by Zilliac.67 
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(a) Leading Edge Mesh (b) Trailing Edge Mesh 
Figure 21. The surface for the CFD model of AMELIA focused on some of the more complicated regions for the 
meshing scheme. 
The FISF technique has a few key steps in its 
process to obtain the crucial photographs neces­
sary to determine surface skin friction. The pro­
cess is as follows: A drop of silicone oil of known 
viscosity is placed on the model surface. Once the 
oil is applied to the surface, the air ﬂow begins, 
causing the oil to spread and thin. The air contin­
ues to ﬂow for a given time, continually thinning 
the oil. When suﬃcient time has elapsed (2-20 
minutes, depending on oil viscosity), the air ﬂow 
is turned oﬀ. A quasi-monochromatic light source 
is then indirectly applied to the surface by use of 
a large diﬀuse reﬂector. Light is reﬂected from the 
surface of the model and oil. Two speciﬁc light 
rays are reﬂected and separated by the thickness 
of the oil, shown in Figure 22. Once the oil has 
thinned, the oil height linearly varies where con­
structive and destructive interference occurs, caus­
ing light and dark fringes on the oil surface. Skin 
friction is proportional to the spacing distance, Δs, on the fringes which is directly related to the thickness of the 
oil. The relationship for skin friction is as follows: 
τw 2noµoΔs 
Cf = = cos (θr) (4) 
q∞ q∞λt 
where Cf is the skin friction coeﬃcient, τw is the wall shear stress, q∞ is the freestream dynamic pressure, no is the 
oil index of refraction, µo is the oil viscosity, λ is the wavelength of the light source, t is the duration of time the oil 
ﬂow was exposed to air ﬂow, and θr is the light refraction angle through the air-oil interface. Equation (4) holds for 
zero pressure gradient and shear stress gradients. Further details on the oil ﬂow technique and theory behind it is 
covered by Naughton and Sheplak.68 
2. Application of FISF to AMELIA 
In order to successfully apply the FISF technique, the fringes on a model need to be clearly visible. Fringe visibility is 
based upon the surface ﬁnish of the model. An ideal surface is extremely smooth with consistent and durable optical 
properties. Based on a study by Zilliac69 the best fringes appeared on high ﬂint content SF11 glass manufactured 
by Schott Glass of Germany, which is an impractical material for a wind tunnel model. A practical surface ﬁnish for 
Figure 22. A schematic of the basic FISF setup highlighting the 
oil ﬂow and fringe pattern on a droplet of oil from Reference 68. 
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a model would be mirror like, which can be achieved with nickel plating the model surface. Acceptable substitutes 
have been made utilizing polished stainless steel or black Mylar sheets applied to the model surface. Black Mylar 
sheets oﬀer the most cost eﬀective solution for oil ﬂow testing. However, at higher speeds and long run times 
Mylar would begin to peal along the edges, ruining any data downstream. The continual Mylar reapplication to 
the model would prove time consuming and impractical due the model height in the NFAC for the AMELIA test. 
Mylar is also diﬃcult to apply to a 3D surface, usually resulting in small wrinkles in the Mylar distorting the skin 
friction measurements. Polished stainless steel and nickel plating have the durability that Mylar lacks. Nickel plated 
aluminum is less expensive than polished stainless steel. For these reasons, a nickel plated aluminum model was 
chosen for the large scale wind tunnel test. 
In order to properly view the fringes, a monochromatic light source must be reﬂected oﬀ a diﬀuse reﬂector. In 
large wind tunnel applications, the tunnel walls have been used as the reﬂector.70 Unfortunately, the NFAC tunnels 
walls are composed of a matte metal mesh covering a deep, perforated acoustic liner, rendering the walls unable to 
suﬃciently light the tunnel. The next option is to build a reﬂector which encompasses the portion of interest on the 
model. A small hole would be cut in the reﬂector allowing a camera to capture the fringe spacings; a setup such 
as this is shown in Figure 23. AMELIA has a highly curved blended wing which causes additional diﬃculty in the 
image processing. Due to the models highly polished and curved surfaces, the camera will see reﬂections from a large 
area of the wind tunnel. Therefore, if the wind tunnel is being used as the diﬀuse reﬂector, large areas of the tunnel 
need to be white. Since this would be costly in the NFAC, it is necessary to use a curved diﬀuse reﬂector. It will 
ensure the model is uniformly lit allowing for accurate fringe spacing identiﬁcation and does so with fewer lights. 
The type of diﬀuse reﬂector used on the wing blend is also shown in Figure 23. 
The angle at which the light enters the camera 
can greatly aﬀect the skin friction measurement, 
especially at large angles such as leading edges or 
the blended wing portion of the model. Zilliacs 
CXWIN4GG software utilizes single camera pho­
togrammetry to determine the angle of the light 
reﬂecting oﬀ the oil on the surface of the wind 
tunnel model. This is made possible by using ﬁdu­
cial marks over the model surface. The camera 
captures an image encompassing the entire wing 
with several fringes over the wing surface. Within 
that image are multiple ﬁducial marks with known 
locations on the model coordinate system. Zil­
liacs software completes the photogrammetry by 
matching the known ﬁducial marks locations (both 
a pixel x-y coordinate system as well as the model 
coordinate) to a given set of model points. This 
allows the software to calculate the light incident 
angle at any visible point on the model. 
Due of the size of the NFAC, a special proce­
dure has been devised to ensure accurate fringe 
production. Normally the tunnel transients are short, resulting in little error from the startup and shutdowns. 
However, the NFAC requires a minimum of 5 minutes to startup and shutdown which can introduce unacceptable 
error into the skin friction measurements if the incorrect viscosity of oil is chosen for the test. In order to ensure 
recording accurate fringes, the model will be at a high angle of attack during the tunnel startup allowing separated 
ﬂow (low to no shear) over the wing. Once the tunnel freestream has been reached, the model will be positioned to 
the angle of attack of interest. At this point, slot blowing and the turbine simulators will be started as well. The 
model will remain at this test condition for a minimum of 20 minutes. Once the oil is suﬃciently spread, the slot 
blowing, turbine simulator, and tunnel freestream will be turned oﬀ, while the model is once again pitched upward 
to cause separation over the wing allowing the fringes to be unaﬀected by the shutdown procedure. Once the ﬂow 
has stopped, the diﬀuse reﬂector and camera will be brought into the tunnel. The model will be inverted for the skin 
friction measurements, allowing for optical access to the suction side of the airfoil without having to be physically 
be placed above the model. A diﬀuse reﬂector will be held up to the model, lighting it, while a second person will 
capture the fringe spacings in two images. This process is time consuming, but worthwhile to ensure quality data 
for CFD validations to be made against. For this reason, only eight to ten key test conditions will be investigated 
with oil interferometry for CFD validation. 
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Figure 23. The FISF solution used for the wing blend. The dark 
spot is due to no light being reﬂected by the camera lens. 
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3. Application of FISF to Blended Wing Section 
In order to prepare for the skin friction measurements on AMELIA ﬁrst skin friction magnitude and direction 
measurements will be completed on the three-view of wing section shown in Figure 24. The blended portion (the 
shaded portion of the three-view shown in Figure 24) is representative of the wing blend on AMELIA. The lighting 
technique and wind tunnel procedure are similar to the AMELIA test, aiding in the preparation for the AMELIA 
test. In addition, the test will create a database of global skin friction measurements for CFD validation on a blended 
wing geometry. The two foot wing section was manufactured by Patersonlabs, Inc. Ideally, a scale model of the 
AMELIA wing blend would have been made, but a size constraint was placed on the test article by the demotions of 
the wind tunnel available for the pretests at Cal Poly and by the stock available at Patersonlabs, Inc. to reduce cost 
of the article. The test article chord needed to be less than 6 inches, have a thickness of less than 3 inches, and must 
have the ability to remove the model from a 6 inch wind tunnel access hole. For this reason, a long 2D section was 
machined, with a small 3D section at the outboard. Note that the lower surface of the test article does not match 
AMELIA. To correctly blend the upper and lower surfaces, the 2D chord length would have to be scaled down to a 
point too thin to reasonably manufacture. It was most important to match the upper surface of the test article to 
AMELIA, so the blended airfoil was shifted up, causing the lower surface to not match AMELIA. 
Figure 24. Three view of blended wing where the 3D wing blend section is shown in green and the 2D section is left 
white (all dimensions are in inches). 
The test article for the pretest experiment was also nickel 
plated to allow as many similarities to the AMELIA test as 
possible. The plating has yielded excellent fringe visibility; a 
sample fringe is shown in Figure 25. The fringes shown were 
created using high pressure air and a half cylinder white diﬀuse 
reﬂector. The full wing will be tested in the Cal Poly Mechan­
ical Engineering 2x2 foot low speed tunnel. Fiducials were not 
added to the test article during manufacturing therefore small 
stickers will be applied on to the model randomly. By use of 
a Faro Arm the ﬁducials locations will be determined relative 
to a chosen coordinate system. Multiple runs will be made 
to ensure repeatability in the experiment and create a more 
complete dataset. A similar tunnel start/shutdown procedure 
will be utilized on test wing section as is currently planned for 
AMELIA. 
B. AMELIA Model and NFAC Test 
1. Overview 
The model is approximately a 1/13 scale of an aircraft de­
signed as a 100 passenger, N+2 generation, regional, cruise 
eﬃcient short takeoﬀ and landing (CESTOL) airliner with a 
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Figure 25. Fringe on test nickel plated wing, using 
10cSt oil and compressed air to create fringe. Wing 
is lit with a diﬀuse reﬂector and mercury vapor bulbs. 
The color bands on the fringe appear because no 
dichroic ﬁlter was used. 
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hybrid blended wing-body and circulation control developed by David Hall. The designed is aimed at the fuel-savings 
and noise goals set out by the N+2 deﬁnition, of 25% reduction in fuel consumption and progress towards -52 dB. A 
three view drawing with a few basic dimensions of the model is shown in Figure 26. 
Figure 26. Three view schematic of the model mounted to the sting with empennage removed. 
The design of the wind tunnel model was based on testing goals, manufacturability, and future capabilities. Most 
of the outer mold lines of the model were taken oﬀ of the design set forth by David Hall, with the exception of the 
engine nacelle, engine pylons, and ﬂaps. Research, design, and development went into each component of the model, 
which was then integrated with the rest of the model. The model will be provided with powered-lift by 0◦, 30◦, 60◦ , 
and 80◦ circulation control ﬂaps and over-the-wing engine locations. Key components of the model include leading 
and trailing edge plenums, dual radius ﬂaps, a high pressure system, a low pressure system, attachable empennage, 
and turbofan propulsion simulators. Most of the model instrumentation takes place on the left half of the model, 
which includes 230 static pressure ports, 8 unsteady pressure Kulites, and a cross-correlation rake. The model forces 
will be measured by an eight inch diameter, ﬂow-through balance that is supported by blade attachment to the sting. 
The models internal systems and external features are shown in Figure 27. 
The size of the wind tunnel model was set by the NRA and the dimensions of available wind tunnels, which scaled 
the model to a 10 ft span. Since the main focus of the design was on the acoustics and aerodynamics of the N+2 
design, the testing plans did not require empennage control surfaces. However, in preparation of future research, oﬀ 
blocks were installed and empennage control surfaces were manufactured including a V-tail, strakes, and a structural 
rudder. The design of the model takes into consideration future capabilities and features that can be employed for 
future use and research. 
2. Manufacturing of the Model 
Patersonlabs, Inc. competed and won the contact to manufacture the 10 ft span model. It is projected that the 
model will be completed in early in the calendar year of 2010. Currently Patersonlabs, Inc. has cut several key 
elements of the model, including the right and left portions of the wing, the empennage, and the fuselage. Cal Poly is 
receiving regular progress reports from Patersonlabs, Inc and is in constant communication regarding manufacturing 
needs. Figure 28 shows photographs from the most recent progress report showing the lower front end of the fuselage 
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Figure 27. Cut-away view of the internal components of AMELIA. 
in the CNC machine being cut and the attachable strakes after completion. 
(a) Front lower section (b) Attachable strakes 
Figure 28. Photographs of sample sections of AMELIA the is currently being manufactured by Patersonlabs. 
3. AMELIA in the NFAC 
After a detailed trade study was performed, it was determined the 40 ft by 80 ft NFAC was the most appropriate 
wind tunnel to test the AMELIA model. The main advantages the NFAC provided are simultaneous acoustic and 
aerodynamic testing along with a high pressure air system to operate the propulsion simulators for the powered 
lift aspect of the model. The model loads were an important characteristic in determining the appropriate support 
system for the AMELIA model in the NFAC. Although the model 10 ft span will only occupy 25% of the of the tunnels 
width, the model loads will be signiﬁcant due to the powered lift design. The model will utilize an 8 inch diameter 
balance (shown in pink integrated in the model in Figure 27) with the current predicted loads being well within 
the loading limitations of the balance and sting support system. Figure 29 shows the model mounted in the NFAC 
test section with the relative size of the model accurately depicted in the schematic. Acoustic measurements will 
be obtained by six stationary far ﬁeld microphones, a 30◦ sideline stationary microphone, and one large stationary 
microphone array. The far ﬁeld microphones will be placed along the centerline of the left TPS unit of the model on 
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the ﬂoor of the test section in the wind tunnel. Five of these microphones will be placed ten degrees apart, traveling 
aft, below the model, with the ﬁrst microphone located directly below the TPS of the model. The sixth microphone 
will be placed 20 degrees in front of the microphone directly underneath the model. The stationary microphone 
layout is displayed yellow in Figure 29. Along with the six stationary microphones, there will be one microphone 
that will be placed on a rail running the length of the wind tunnel that will be oﬀset to the left 30 degrees from 
below the model. All of these microphones will be mounted to the tunnel using ﬁve foot tall, airfoil struts that will 
be 38% thick. A stationary array of 70 microphones placed in a spiral pattern will be placed directly underneath the 
models right TPS unit allowing for isolated noise signatures from the powered lift design of the model. Figure 30 
shows the current tunnel microphone arrangement. 
(a) Front view (b) Isometric View 
Figure 29. Front and Side view schamatics of AMELIA mounted in the 40 ft by 80 ft NFAC test section. 
4. Test Plan 
Currently, the AMELIA model is slated to be tested in 
May of 2011. The model is projected to be in the NFAC 
for approximated 10 weeks with seven weeks dedicated 
to wind-on time. The existing test plan allows one to 
two weeks for model checkout, model tares, and basic 
Reynolds number sweeps. The next two to three weeks 
are dedicated to obtaining detailed data for eight to 10 
test points. Several diﬀerent model conﬁgurations will 
be considered: the variables for the model are engine 
simulator height, thrust coeﬃcient, blowing coeﬃcient, 
empennage conﬁguration, ﬂap conﬁguration, pitch and 
yaw. The measurements obtained during this period will 
be forces, moments, surface pressure distributions, un­
steady pressure measurements, skin friction, boundary 
layer thickness, far ﬁeld acoustic noise, and acoustic ar­
ray measurements. The model will be oriented inverted 
to allow for ease and obtaining the skin friction measure­
ments. Once the eight to 10 test points are completed 
Figure 30. Rendering of microphone locations inside the the model will and then reoriented right-side-up and the 
NFAC test section with AMELIA mounted in its test loca­
eight to 10 test points will be repeated. The remainder tion. 
of the wind-on tunnel time will be dedicated to obtain­
ing several operating conditions with a smaller subset 
of measurements. Several pitch sweeps will be conducted (−5◦ to +20◦) and yaw sweeps (−20◦ to +20◦) will be 
performed with the goal of obtaining data for CFD validation. 
V. Conclusion 
Cal Poly researchers have improved several areas of Circulation Control Modeling through the past few years and 
are planning on more improvements in the years to come. Improved turbulence modeling has so far yielded a lot of 
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promise in handling a wide range of CC ﬂows that the past literature has shown to be diﬃcult to model. Meshing 
techniques have been developed to improve the CFD solution quality of complicated conﬁgurations that utilize CC 
technologies. Techniques have been developed to improve the utilization of CC technologies in an aircraft design 
context, such as takeoﬀ and landing models and propulsion system and aerodynamics integration. Finally, further 
advances are planned with the large scale wind tunnel test activities planned for the NFAC in the summer of 2011. 
These results will provide Circulation Control validation data for future modeling eﬀorts. 
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