Finite element model correction of quadratic eigenvalue problems (QEPs) using a symmetric eigenstructure assignment technique is proposed by Zimmerman and Widengren 1989, which incorporates the measured model data into the finite element model to produce an adjusted finite element model on the damping and stiffness matrices that matches the experimental model data, and minimizes the distance between the analytical and corrected models. In this paper, we mainly develop an efficient algorithm to solve the corresponding optimization problem in a least-squares sense. The resulting matrices obtained by the new method are necessary and sufficient to the optimization problem. Furthermore, the proposed algorithm only needs to solve a linear system and totally requires O(nm 2 ) flops, where n is the size of coefficient matrices of the QEP and m is the number of the measured modes. The numerical results show that the new method is reliable and attractive.
Introduction
A discretization of vibrating systems with feedback controls by finite element method leads to an analytical second-order system
where M a , D a and K a ∈ R n×n are all symmetric with M a being symmetric positive definite (M a > 0) that represent the mass, damping and stiffness, respectively, w is the n × 1 vector of positions, B 0 is the n × m actuator influence matrix and u is the m × 1 vector of control force, and the overdots represent differentiation with respect to time. In addition, the r × 1 output vector y of sensor measurement is given by
where C 0 and C 1 are r × n output influence matrices. The control law is taken to be a general linear output feedback u = Ky, (1.3) where K is the m × r feedback gain matrix. The finite element model in structured dynamics can be found in the book by Friswell and Mottershead [5] for details. It is shown in [11] that if the system described by (1.1) and (1.2) is controllable and observable, then by adequate selection of K, the closed-loop system
has max(m, r) assigned eigenvalues and has max(m, r) partially assigned eigenvectors with min(m, r) entries in each eigenvector being arbitrarily assigned. Finite element model correction of the closed-loop system (1.4) using a symmetric eigenstructure assignment is proposed in [9, 13] . The method incorporates the measured model data into the finite element model to produce an adjusted finite element model on damping and stiffness with the symmetric low-rank updating that match the experimental model data. With the equal numbers of pseudosensors and pseudoactuators, i.e., r = m, the concept presented in [9, 13] is to design a new influence matrix B ∈ R n×m and pseudo-controllers F = F , G = G ∈ R m×m with the feedback controllers in (1.4) having the symmetric low-rank updating forms
such that the new closed-loop system
matches the partially assigned closed-loop eigenvalues and eigenvectors that are determined experimentally.
To solve the homogenous second-order system (1.6) is known as to solve the quadratic eigenvalue problem (QEP) :
where λ ∈ C and x ∈ C n are called, respectively, eigenvalues and eigenvectors of QEP. Based on the concept in [13] , we now formulate the inverse QEPs associated with (1.5) and (1.6) as follows.
where
Here SR m×m denotes the set of m × m symmetric matrices and · F denotes the Frobenius norm.
Finite element model correcting or updating has emerged in the 1990's as a significant subject to the design, construction, and maintenance of mechanical systems [5, 10] . Studies in the works by Datta/Elhay/Ram/Sarkissian [1, 2, 3] , and Lin and Wang [8] lead to a partial eigenstructure assignment for the QEP which are under taken to a nonsymmetric feedback design problem for the second-order control system. The methods proposed by Friswell, Inman and Pilkey [4] , and improved by Kuo, Lin and Xu [7] are to find symmetric damping D and stiffness K which minimize the distances between D − D a F and K − K a F , and satisfy the equation in (1.8). Recently, Zimmerman and Widengren [13] , Zimmerman and Kaouk [12] develop an algorithm to solve Problem I which needs to solve a generalized algebraic Riccati equation and several linear systems. However, the computed F and G are only the necessary but not sufficient condition for the symmetric low-rank correction in (1.5). The purpose of this paper is to develop an efficient algorithm to solve Problems I and II by solving only one linear equation, which requires O(nm 2 ) flops.
Solving a PD-IQEP
To match the partial measured data of the spectrum information of a QEP, we consider to solve the partially described inverse quadratic eigenvalue problem (PD-IQEP):
be a given pair of matrices, where
Suppose Λ has only simple eigenvalues and Φ is of full column rank. Find a general form of symmetric matrices M , D and K with M being symmetric positive definite that satisfy the equation
Let Φ have the QR-decomposition
where Q ∈ R n×n is orthogonal with
where M 11 , D 11 and K 11 ∈ R m×m . A general solution of symmetric M , D, K with M being symmetric positive definite is given by the theorem in [6] . 
and 
Solving Problem I
In this section we shall develop an efficient algorithm for solving Problem I described in Section 1.
be given in (2.1) with QR-factorization of Φ in (2.3). According to the partition of (2.4) and letting
the equations in (1.6b) can be written as
By Theorem 2.1, and from (2.3)-(2.5) and (3.1), the equations (3.2) and (3.3), respectively, become
Comparing blocks in (3.4) and (3.5), respectively, we get 6c) and
Substituting (3.6b) into (3.7b) we have
Multiplying (3.6a) by S from the right and adding the result to (3.7a) we get
Hereafter, we assume that W 11 is nonsingular. It is easy to derive that
, and hence, requiring W 11 to be nonsingular amounts to requiring
It follows from (3.9) that B 1 is invertible, and hence, we have
Substituting (3.10) into (3.8) we get
This, together with (3.6a) and (3.7a), gives rise to the following result.
. Assume that (H) holds. Then Problem I is solvable with
where B 1 ∈ R m×m is arbitrary and nonsingular, B 2 is given by (3.11), W 21 and W 11 are given in (3.8) and (3.9), respectively, and Ω is given by (2.6).
Solving Problem II
Assume that (H) holds, Let (B, F, G) 
is independent of the choice of B 1 , where
be an orthogonal matrix, such that
where T is upper triangular. Define Q 2 W = W and
Then, the optimization problem (1.9) is equivalent to
where Ω is the undetermined block diagonal as in (2.6). Let 6) corresponding to the matrix Ω in (2.6). Then (4.5) can be rewritten by
From (4.6) and (4.9) it is easily seen the vectors Ωr j and Ωt j can be, respectively, rewritten by
for j = 1, . . . , m, where
Substituting (4.10) into (4.8) we get 
The steps for solving Problem II are summarized in the following algorithm.
Algorithm 4.1.
so that (B, F, G) solves the optimization problem (1.9) and satisfies (1.8) with
Step 1. Compute the QR-factorization of Φ :
Step 2.
Step 3. 
Step 5. Compute F ij and G ij , i, j = 1, 2, as in (4.4), and compute r ij and t ij , i, j = 1, . . . , m, as in (4.9) ;
Step 6. Solve the linear system Ax = b, where A, b are evaluated by (4.14), in which Γ j and Σ j , j = 1, . . . , m are given by (4.11) ;
Step 7. Construct Ω as in (2.6) by x of the form (4.6), and compute
Step 8.
Numerical Results
We test the examples provided by [13] using Algorithm 4.1 to solve the optimization problem (1.9). Consider an analytical five-DOF system with mass, damping and stiffness matrices given by [13] . Let Π 1 be the permutation which reorders the measured components ofφ 1R + ιφ 1I to the top portion of vector, i.e., 
The best achievable eigenvector, in a least-squares sense, is then given by
With Λ = λ , it has 12 correcting digits. The optimal value of the optimization problem (1.9) is 15.084 and the error bound of the residual is estimated by .
(5.10)
The optimal value of the optimization problem (1.9), in a least-squares sense, is 11.954 and the value of J = D [9] − D a 2 F + q K [9] − K a 2 F is 12.507, where D [9] and K [9] are obtained by [13] .
Conclusions
In this paper, we have developed an efficient algorithm to incorporate the measured experimental model data into a QEP of an analytical finite element model so that the corrected finite element model closely matches the experimental data. The method is based on the development of a symmetric eigenstructure assignment techniques consider by [9, 13] . Our algorithm is different from the algorithm developed in [13] which needs to solves a generalized algebraic Riccati equation and the resulting solutions are necessary but not sufficient to Problem I. The solution computed by the new proposed algorithm (i.e., Algorithm 4.1) is necessary and sufficient to the optimization problem (1.9), which only requires to solve a linear system with the size m, being the number of experimentally measured modes, and totally requires only O(nm 2 ) flops.
