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Chapter 1
Introduction and Preliminaries
Let G be a connected, complex, simple algebraic group of classical type. Let θ be a (holo-
morphic) involution of G - that is, θ is an automorphism of G whose square is the identity.
Fix T ⊆ B, a θ-stable maximal torus and Borel subgroup of G, respectively. Let K = Gθ be
the subgroup of elements of G which are fixed by θ. Such a subgroup of G is referred to as
a symmetric subgroup.
K acts on the flag variety G/B with finitely many orbits ([Mat79]), and the geometry
of these orbits and their closures plays an important role in the theory of Harish-Chandra
modules for a certain real form GR of the group G — namely, one containing a maximal
compact subgroup KR whose complexification is K. For this reason, the geometry of K-
orbits and their closures have been studied extensively, primarily in representation-theoretic
contexts.
Their role in the representation theory of real groups aside, K-orbit closures can be
thought of as generalizations of Schubert varieties, and, in principle, any question one has
about Schubert varieties may also be posed about K-orbit closures. With this in mind, we
note here that our work is motivated by earlier work of Fulton ([Ful92, Ful96b, Ful96a])
on Schubert loci in flag bundles, their role as universal degeneracy loci of maps of flagged
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vector bundles, and by connections between this work and the T -equivariant cohomology of
the flag variety, H∗T (G/B), discovered by Graham ([Gra97]). We briefly describe this earlier
work. Suppose V is a vector bundle over a variety X, and suppose that E• and F• are two
complete flags of subbundles of V . Let w ∈ Sn be given, and consider the locus
Ωw = {x ∈ X | rank(Ei(x) ∩ Fj(x)) ≥ rw(i, j) for all i, j},
where rw(i, j) is a non-negative integer depending on w, i, and j. Fulton considered the
problem of finding a formula for the fundamental class [Ωw] ∈ H∗(X) in terms of the Chern
classes of the bundles involved. Assuming that the flags E•, F• are “sufficiently generic”
(in a sense that can be made precise), the problem reduces to the universal case of finding
formulas for the fundamental classes of Schubert loci in the flag bundle Fl(V ). Moreover, it
is enough to find a formula for the smallest Schubert locus (that corresponding to a point
in every fiber). One may then deduce formulas for larger loci from this formula by applying
“divided difference operators”, moving inductively up the (weak) Bruhat order.
Graham considered this problem in a more universal and Lie-theoretic setting. Let G be
a reductive algebraic group over C, with T ⊆ B ⊆ G a maximal torus and Borel subgroup,
respectively. Denote by E the total space of a universal principal G-bundle. This is a
contractible space with a free action of G (hence also a free action of B, by restriction).
Let BB and BG denote the spaces E/B and E/G, respectively. Then BB and BG are
classifying spaces for the groups B and G. In the setting of [Gra97], the primary object of
interest is the diagonal ∆ ⊆ BB×BGBB. After a translation between H∗(BB×BGBB) and
the T -equivariant cohomology H∗T (G/B) of G/B, one sees that the problem of describing
[∆] ∈ H∗(BB×BGBB) is equivalent to that of describing the T -equivariant class of a point.
In the setting of T -equivariant cohomology, one has use of the localization theorem, which
allows one to verify the correctness of a formula for the class of a point simply by checking
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that it restricts correctly at all of the T -fixed points. The observation is that had a formula
for this class not already been discovered by Fulton using other methods, it might have been
determined simply by identifying how it should restrict at each fixed point and attempting
to guess a class which restricts as required.
With this in mind, we return now to the setting of symmetric subgroups. Let S = K∩T ,
a maximal torus of K contained in T . (When rank(K) = rank(G), we have S = T , but in
general, S may be strictly smaller than T .) In the present paper, we apply equivariant local-
ization and divided difference operators as described above to discover previously unknown
formulas for the S-equivariant fundamental classes of K-orbit closures on G/B. We do so
for all symmetric pairs (G,K) when G = SL(n,C), SO(n,C), or Sp(2n,C). As a means to
this end, along the way we also partially handle some pairs (G,K) with G = Spin(n,C).
In each case, this is done in two steps. First, we identify the closed orbits and their
restrictions at the various S-fixed points. Using this information, we produce polynomi-
als in the generators of H∗S(G/B) which restrict at the S-fixed points as required. We
then conclude by the localization theorem that these polynomials represent the equivariant
fundamental classes of the closed K-orbits. (As an interesting aside, we remark that the
aforementioned work of Fulton turns out to be vital to this step in two cases, namely the
cases (Sp(2n,C), GL(n,C)) and (SO(2n,C), GL(n,C)). Indeed, our formulas for the closed
orbits in those cases are “determinantal” in nature, and are very similar to corresponding
formulas of Fulton for the smallest Schubert locus in the type C and type D flag bundles.
Moreover, some algebraic properties of these determinants established in [Ful96b] turn out
to amount precisely to a proof of the correctness of our formulas.)
Second, we outline how divided difference operators can be used to deduce formulas
for the fundamental classes of the remaining orbit closures. This is analogous to what is
done for Schubert varieties. However, combinatorial parametrizations of K\G/B, as well as
descriptions of its weak closure order in terms of such parametrizations, are typically more
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complicated than the weak Bruhat order on Schubert varieties. We refer to known results
on these combinatorics ([MO¯90, MT09, RS90, Yam97]). Although these parametrizations
are likely familiar to experts on the representation theory of real groups, proofs of their
correctness have not appeared in the literature in all cases. As such, we have written down
the details here for lack of a suitable reference.
One application of our formulas is that they allow one to deduce Chern class formulas for
varieties analogous to the degeneracy loci considered by Fulton. In general, such loci involve
a vector bundle V on a scheme X equipped with a complete flag of subbundles and a further
structure determined by K. Given such a setup, degeneracy loci can be defined by conditions
on the “relative position” of the flag and the extra structure over various points of X. In the
type A cases, this extra structure is either a splitting as a direct sum of subbundles of ranks
p and q (corresponding to K = S(GL(p,C) × GL(q,C)), or a non-degenerate bilinear form
taking values in the trivial bundle. The form is symmetric in the case of K = SO(n,C), and
skew-symmetric in the case of K = Sp(2n,C). K-orbit closures are universal cases of such
loci, in exactly the same way that Schubert varieties are universal cases of the degeneracy
loci studied by Fulton. We describe the dictionary between these two viewpoints explicitly
in the type A cases, and indicate our thoughts on how this should extend to cases where G
is of type BCD.
After giving preliminary background in Chapter 1, we treat the various examples in types
ABCD in Chapters 2, 3, 4, and 5, respectively. Each of these chapters is organized as follows:
For each symmetric pair (G,K), we realize K explicitly as a subgroup of G, and describe
the corresponding embeddings of Weyl groups and root systems. We then identify the
closed orbits explicitly — their number, and the fixed points contained in each. Using this
information, we determine formulas for each closed K-orbit using equivariant localization
as described above. The identification of the closed orbits is straightforward in the cases
where K is connected, but we do deal with some cases where K is disconnected. In those
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cases, we actually compute formulas for the closed orbits of the identity component of K
(or, equivalently, for the closed orbits of a corresponding symmetric subgroup of the simply
connected cover of G, which is connected). In such cases, we must then identify how the
closed K-orbits break up as unions of these, and add the formulas accordingly. Once this is
sorted out, we describe a parametrization of the orbit set, as well as the combinatorics of the
weak order on the level of that parametrization. (To avoid overly cluttering the exposition,
detailed proofs of the correctness of these parametrizations are relegated to an appendix.)
We conclude in each case with an example calculation.
We end by describing the degeneracy locus picture in Chapter 6. We give the full details
for all cases in type A, and indicate some brief thoughts on the remaining cases, leaving
some details for future work.
1.1 Notation
Here we define some notations which will be used throughout the paper.
We denote by In the n × n identity matrix, and by In,m the block matrix which has In
in the upper-left block, −Im in the lower-right block, and 0’s elsewhere. That is,
In,m :=
In 0
0 −Im
 .
Ia,b,c will denote the block matrix which has Ia in the upper-left block, −Ib in the middle
block, and Ic in the lower-right block, like so:
Ia,b,c :=

Ia 0 0
0 −Ib 0
0 0 Ic
 .
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We denote by Jn the n×n matrix with 1’s on the antidiagonal and 0’s elsewhere, i.e. the
matrix (ei,j) = δi,n+1−j. Jn,m shall denote the block matrix which has Jn in the upper-right
block, −Jm in the lower-left block, and 0’s elsewhere. That is,
Jn,m :=
 0 Jn
−Jm 0
 .
For any group G with g ∈ G, int(g) shall denote the inner automorphism “conjugation
by g”.
We will use both “one-line” notation and cycle notation for permutations. When giving
a permutation in one-line notation, the sequence of values will be listed with no delimiters,
while for cycle notation, parentheses and commas will be used. Hopefully this will remove
any possibility for confusion on the part of the reader. So, for example, the permutation
pi ∈ S4 which sends 1 to 2, 2 to 3, 3 to 1, and 4 to 4 will be given in one-line notation as
2314 and in cycle notation as (1, 2, 3).
We shall often have occasion to consider “signed permutations”, which are bijections σ
from the set {±1,±2 . . . ,±n} to itself having the property that
σ(−i) = −σ(i)
for all i. We define the absolute value of such a permutation, denoted |σ|, to be the permu-
tation of {1, . . . , n} given by
|σ|(i) = |σ(i)|.
Signed permutations will usually be written in one-line notation with bars over some of
the numbers to indicate negative values. For instance, the signed permutation σ = 132 is
defined by σ(1) = 1, σ(2) = 3, and σ(3) = −2.
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We will at times view signed permutations of {1, . . . , n} as being embedded in a larger
symmetric group (usually S2n or S2n+1). To avoid any confusion in terminology, an element
σ ∈ Sm will be called a “signed element of Sm” if and only if it has the property that
σ(m+ 1− i) = m+ 1− σ(i)
for i = 1, . . . ,m. Signed permutations of {1, . . . , n} can be embedded as signed elements of
S2n as follows: Given a signed permutation pi, define the first n values of the signed element
σ ∈ S2n by
σ(i) =

pi(i) if pi(i) > 0
2n+ 1− |pi(i)| if pi(i) < 0,
and then define the remaining values of σ to be what they are required to be: σ(2n+1− i) =
2n+ 1− σ(i).
Embedding signed permutations in S2n+1 works very similarly. Define the first n values
of the signed element σ ∈ S2n+1 by
σ(i) =

pi(i) if pi(i) > 0
2n+ 2− |pi(i)| if pi(i) < 0,
then insist that σ(2n + 2 − i) = 2n + 2 − σ(i) for i = 1, . . . , n. Note that this forces
σ(n+ 1) = n+ 1.
We will also deal often with flags, i.e. chains of subspaces of a given vector space V . A
flag
{0} ⊂ F1 ⊂ F2 ⊂ . . . ⊂ Fn−1 ⊂ Fn = V
will often be denoted by F•. When we wish to specify the components Fi of a given flag F•
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explicitly, we will typically use the shorthand notation
F• = 〈v1, . . . , vn〉 ,
which shall mean that Fi is the linear span C · 〈v1, . . . , vi〉 for each i.
We will always be dealing with characters of tori S (the maximal torus of K) and T
(the maximal torus of G). To avoid confusing and ambiguous notation, these characters will
generally be thought of as living in separate places, even in the event that S and T coincide.
Characters of S will generally be denoted by capital X variables, while characters of T will
be denoted by capital Y variables. Equivariant cohomology classes, on the other hand, will
be represented by polynomials in lower-case x and y variables, where the lower-case variable
xi means Xi⊗ 1, and where the lower-case variable yi means 1⊗Yi. (See Proposition 1.2.1.)
Unless stated otherwise, H∗(−) shall always mean cohomology with C-coefficients.
Lastly, we note here once and for all that K\G/B should always be taken to mean the
set of K-orbits on G/B, unless explicitly stated otherwise. (This as opposed to B-orbits on
K\G, or B ×K-orbits on G.)
1.2 Equivariant cohomology (of the flag variety), and
the localization theorem
Our primary cohomology theory is equivariant cohomology with respect to the action of a
maximal torus S of K. The S-equivariant cohomology of an S-variety X is, by definition,
H∗S(X) := H
∗((ES ×X)/S).
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Here, ES denotes the total space of a universal principal S-bundle (a contractible space
with a free S-action), as in the introduction. In the next section, we will also briefly refer to
S-equivariant homology, which is by definition the Borel-Moore homology H∗((ES×X)/S).
(For information on Borel-Moore homology, see e.g. [Ful97, §B.2].) For smooth X, which is
all we shall be concerned with here, the two theories are identified via Poincare´ duality, so
we work almost exclusively with cohomology.
Note that H∗S(X) is always an algebra for the ring ΛS := H
∗
S({pt.}), the S-equivariant
cohomology of a 1-point space (equipped with trivial S-action). The algebra structure is
given by pullback through the constant map X → {pt.}.
Taking X to be the flag variety G/B, we now describe H∗S(X) explicitly. Let R = S(t
∗),
the C-symmetric algebra on the dual to the Lie algebra t of a maximal torus T of G. Let
R′ = S(s∗), the C-symmetric algebra on the dual to the Lie algebra s of S. It is a standard
fact that R ∼= ΛT , and R′ ∼= ΛS. Let n be the dimension of T , and let r be the dimension
of S. (In many cases, S = T , and r = n, but in some cases, S is a proper subtorus of T ,
and r < n.) Let Y1, . . . , Yn denote coordinates on t
∗, taken as generators for the algebra R.
Likewise, let X1, . . . , Xr denote coordinates on s
∗, algebra generators for R′.
Note that there is a map R → R′ induced by restriction of characters, whence R′ is a
module for R. Note also that W acts on R, since it acts naturally on the characters Yi. Then
it makes sense to form the tensor product R′⊗RW R. As it turns out, this is the S-equivariant
cohomology of X.
Proposition 1.2.1. With notation as above, H∗S(X) = R
′⊗RW R. Thus elements of H∗S(X)
are represented by polynomials in variables xi := Xi ⊗ 1 and yi := 1⊗ Yi.
Proof. For the case S = T , this is the well-known fact that H∗T (X) ∼= R⊗RW R, for which a
proof can be found in [Bri98]. For lack of a reference in the more general case, when S may
be a strict subtorus of T , we provide a proof here, which of course applies also to the case
S = T .
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It is easy to see that H∗S(X) is free over R
′ of rank |W |. Indeed, we have a flag bundle
E ×S (G/B) → BS. This is a locally trivial fibration with fiber isomorphic to G/B. On
the space E ×S (G/B), for any character λ ∈ T̂ , we have a line bundle Lλ which restricts
to the line bundle Lλ = G ×B Cλ over the fiber G/B. Express the |W | Schubert classes (a
basis for H∗(G/B)) as polynomials in the Chern classes of these line bundles. Then those
same polynomials evaluated at the Chern classes of the line bundles Lλ give |W | classes in
H∗(E ×S G/B) which restrict to a basis for the cohomology of H∗(G/B). The claim now
follows from the Leray-Hirsch Theorem.
Now, note that there is a map R′ ⊗C R → H∗S(G/B). The map is the tensor product of
two maps, p : R′ → H∗S(G/B) and q : R → H∗S(G/B). The map p is pullback through the
map to a point, as described above. The map q takes a character λ to c1(Lλ). The map p⊗q
is surjective, since the S-equivariant Schubert classes are hit by the map q on the second
factor.
Since R is free over RW of rank |W |, R′⊗RW R is free over R′ of rank |W |, hence H∗S(G/B)
and R′⊗RW R are both free R′-modules of the same rank. Consider the possibility that p⊗ q
factors through R′ ⊗RW R — that is, suppose that x ⊗ y 7→ p(x)q(y) is a well-defined map
R′ ⊗RW R → H∗S(G/B). If so, then this map is clearly surjective, since p ⊗ q is, so it is
injective as well, being a map of free R′-modules of the same rank. The map is moreover a
ring homomorphism, and so it is in fact an isomorphism of rings.
Thus we need only see that the map φ : R′ ⊗RW R → H∗S(G/B) given by φ(α ⊗ β) =
p(α)q(β) is well-defined. To see this, note first that the space E ×S (G/B) is isomorphic to
the space BS ×BG BB. Indeed, the map E ×G→ E ×BG E given by (e, g) 7→ (e, eg) is an
isomorphism, since E → BG is a principal G-bundle. This map is S ×B-equivariant, where
S×B acts on E×G by (e, g).(s, b) = (es, s−1gb), and on E×BGE by (e1, e2).(s, b) = (e1s, e2b).
Thus the isomorphism descends to quotients, and (E × G)/(S × B) ∼= E ×S (G/B), while
(E ×BG E)/(S ×B) ∼= BS ×BG BB.
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Now, we have a map φ˜ : H∗(BS)⊗H∗(BG)H∗(BB)→ H∗(BS×BGBB) given by α⊗β 7→
pi∗1(α)pi
∗
2(β), where pi1, pi2 are the projections from BS×BGBB onto BS and BB, respectively.
There is no question of this map being well-defined; that it is well-defined is immediate given
commutativity of the square
BS ×BG BB //

BB

BS // BG
It is well-known thatH∗(BS) ∼= R′, H∗(BB) ∼= R, andH∗(BG) ∼= RW , so clearlyH∗(BS)⊗H∗(BG)
H∗(BB) ∼= R′ ⊗RW R. Thus to see that φ is well-defined, we can simply observe that it
is precisely the map φ˜ when H∗(BS) ⊗H∗(BG) H∗(BB) is identified with R′ ⊗RW R, and
H∗(BS ×BG BB) is identified with H∗S(G/B) = H∗(E ×S (G/B)) via the isomorphism de-
scribed above.
On the first factor R′, the map φ maps a character λ of S to c1((E×SCλ)× (G/B)). The
bundle (E×SCλ)×G/B is the line bundle associated to the principal S-bundle E×G/B →
E ×S (G/B) and the 1-dimensional representation Cλ of S. On the other hand, the map φ˜
maps λ to c1(pi
∗
1(Lλ)). The bundle pi∗1Lλ = (E×SCλ)×BGBB is the line bundle associated to
the principal S-bundle E×BGBB → BS×BGBB and the same 1-dimensional representation
Cλ of S. Since these two line bundles are associated to principal S-bundles which correspond
via our isomorphism, and to the same representation of S, they are in fact the same line
bundle when the two spaces are identified. Thus φ and φ˜ agree on the R′ factor.
The story on the second factor is much the same. The map φ maps a character λ of T
to c1(E ×S (G ×B Cλ)), the first Chern class of the line bundle associated to the principal
B-bundle E ×S G→ E ×S (G/B) and the 1-dimensional representation Cλ of B (where, as
usual, the T -action on Cλ is extended to B by letting the unipotent radical act trivially).
The map φ˜ maps λ to c1(pi
∗
2Lλ), with pi∗2Lλ = BS ×BG (E ×B Cλ) the line bundle associated
to the principal B-bundle BS ×BG E → BS ×BG BB and the same representation of B.
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Since these principal bundles correspond via our identification, and since the line bundles
are associated to these principal bundles and the same representations of B, they are the
same line bundle. Thus φ and φ˜ agree on the R factor as well.
As mentioned, the S-equivariant cohomology of any S-variety X is an algebra for ΛS, the
S-equivariant cohomology of a point. We have the following standard localization theorem
for actions of tori, one reference for which is [Bri98]:
Theorem 1.2.2. Let X be an S-variety, and let i : XS ↪→ X be the inclusion of the S-fixed
locus of X. The pullback map of ΛS-modules
i∗ : H∗S(X)→ H∗S(XS)
is an isomorphism after a localization which inverts finitely many characters of S. In par-
ticular, if H∗S(X) is free over ΛS, then i
∗ is injective.
The last statement is what is relevant for us, since when X is the flag variety, H∗S(X) =
R′ ⊗RW R is free over R′. Thus in the case of the flag variety, the localization theorem tells
us that any equivariant class is entirely determined by its image under i∗. As noted in the
next section (cf. Proposition 1.3.1), the locus of S-fixed points is finite, and indexed by the
Weyl group W , even in the event that S is a proper subtorus of the maximal torus T of G.
Thus in our setup,
H∗S(X
S) ∼=
⊕
w∈W
ΛS,
so that in fact a class in H∗S(X) is determined by its image under i
∗
w for each w ∈ W , where
here iw denotes the inclusion of the S-fixed point wB. Given a class β ∈ H∗S(X) and an
S-fixed point wB, we will typically denote the restriction i∗w(β) at wB by β|wB, or simply
by β|w if no confusion seems likely to arise.
Suppose that Y is a closed K-orbit. We denote by [Y ] ∈ H∗S(X) its S-equivariant
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fundamental class. For the sake of clarity, we explain this abuse of notation. To be precise,
by [Y ] we mean the Poincare´ dual to the direct image of the fundamental (equivariant)
homology class of Y in HS∗ (X). This is the unique equivariant cohomology class α ∈ H∗S(X)
having the property that α ∩ [X] = [Y ].
We describe in the next section how to compute [Y ]|wB for w ∈ W . Since [Y ] is completely
determined by these restrictions, the idea is to compute them and then try to “guess” a
formula for [Y ] based on them. For us, a “formula for [Y ]” is a polynomial in the variables
xi and yi (defined in the statement of Proposition 1.2.1) which represents [Y ]. Note that
such a formula amounts to a particular choice of lift of [Y ] from R′ ⊗RW R to R′ ⊗C R.
To be able to tell whether a given guess at a formula for [Y ] is correct, we must understand
how the restriction maps i∗w work. That is the content of the next proposition.
Proposition 1.2.3. Suppose that β ∈ H∗S(X) is represented by the polynomial f = f(x, y)
in the xi and yi. Then β|wB ∈ ΛS is the polynomial f(X, ρ(wY )). Here, ρ denotes the
restriction t∗ → s∗.
Proof. It suffices to check that
xi|wB = Xi,
and that
yi|wB = ρ(wYi).
For the first, recall that the class xi ∈ H∗S(X) is pi∗(Xi), where pi : X → {pt.} is the map
to a point, and Xi ∈ s∗ is a coordinate on s. Letting iw denote the inclusion of the fixed
point wB into X, we have that pi ◦ iw = id, so that i∗w ◦ pi∗ is the identity on H∗S({wB}).
Thus i∗w(xi) = i
∗
w(pi
∗(Xi)) = Xi, which is what is being claimed.
For the second, recall that yi is the S-equivariant Chern class c
S
1 (LYi) = c1(E ×S LYi),
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with Yi ∈ t∗. Thus
i∗w(yi) = i
∗
w(c1(E ×S LYi)) = c1(i∗w(E ×S LYi)).
The bundle i∗w(E ×S LYi) over BS is pulled back from the bundle i∗w(E ×T LYi) over BT
through the natural map BS → BT . The bundle i∗w(E×TLYi) corresponds to a T -equivariant
bundle over {wB} (i.e. a representation of T ) having weight wYi, as one easily checks. Thus
the bundle i∗w(E×S LYi) corresponds to an S-equivariant bundle over {wB} having S-weight
ρ(wYi), since the pullback ΛT → ΛS through the map BS → BT is determined by restriction
of characters.
1.3 Closed orbits
Let G,B, T,K, S,W be as in the introduction. Let Φ = Φ(G, T ) denote the roots of G.
Let Φ+ denote the positive system of Φ such that the roots of B are negative, and denote
Φ− = −Φ+ = Φ(B, T ). Let X = G/B be the flag variety.
In our computations of equivariant classes, the closed orbits play a key role. These are
the orbits for whose classes we give formulas explicitly. We use equivariant localization as
described in the previous section to verify the correctness of these formulas. Taking such
formulas as a starting point, formulas for classes of remaining orbit closures can then be
computed using divided difference operators, as explained in the next section.
In this subsection, we give the general facts regarding the closed orbits which we use to
compute their equivariant classes. By equivariant localization, to determine a formula for
the S-equivariant class of a closed orbit, it suffices, at least in principle, to compute the
restriction of this class at each S-fixed point. We start by identifying the S-fixed points. We
know that the T -fixed points are finite, and indexed by W . The question is whether XS can
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be larger than this, in the event that S is a proper subtorus of T . In fact, it cannot. We
refer to [Bri99] for the following result:
Proposition 1.3.1 ([Bri99]). If K = Gθ is a symmetric subgroup of G, T is a θ-stable
maximal torus of G, and S is a maximal torus of K contained in T , then (G/B)S = (G/B)T .
With the S-fixed locus described, we now outline how the restriction of the class of a
closed orbit to an S-fixed point can be computed explicitly. The key fact that we use is the
self-intersection formula. To show that the self-intersection formula even applies, we first
need the following easy result:
Proposition 1.3.2. Suppose that K is a connected symmetric subgroup of G. Then each
closed K-orbit is isomorphic to the flag variety for the group K. In particular, any closed
K-orbit is smooth.
Proof. Suppose that K · gB is a closed orbit. Then K · gB ∼= K/StabK(gB), and clearly,
StabK(gB) = g
−1Bg ∩K. Because K · gB is a closed subvariety of G/B and because G/B
is complete, K · gB is complete as well. Thus g−1Bg ∩ K is a parabolic subgroup of K
([Hum75, §21.3]). Since it is contained in the Borel subgroup g−1Bg of G, it is solvable, and
so it is in fact a Borel subgroup of K. Thus K · gB is isomorphic to a quotient of K by a
Borel.
Let Y be a closed K-orbit, with Y
i
↪→ X the inclusion. Recall that what we are trying
to compute is a formula for the Poincare´ dual α to the equivariant homology class i∗([Y ]) ∈
HS∗ (X). (By abuse of notation, we will generally denote the class α by [Y ].) By equivariant
localization, this class is determined by knowing α|wB for each w ∈ W . Suppose that
wB ∈ Y . Denote by jw the inclusion of wB into Y , and by iw the inclusion of wB into X,
so that iw = i ◦ jw. Then in HS∗ (X), we have the following:
i∗w(i∗([Y ]) = (j
∗
w ◦ i∗)(i∗([Y ])) = j∗w((i∗ ◦ i∗)([Y ])) =
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j∗w(c
S
d (NYX) ∩ [Y ]) = cSd (NYX|wB) ∩ j∗w([Y ]) = cSd (NYX|wB) ∩ [wB],
where d is the codimension of Y in X. Here we have used some basic facts of intersection
theory regarding pushforwards and pullbacks, for which the standard reference is [Ful98].
Note that we are able to use the self-intersection formula because Y is smooth, and hence
E ×S Y is regularly embedded in E ×S X.
On the other hand,
i∗w(i∗([Y ])) = i
∗
w(α ∩ [X]) = α|wB ∩ i∗w([X]) = α|wB ∩ [wB].
Then in H∗S(X), we have
α|wB = cSd (NYX|wB).
Thus computing the restriction of the class α at each S-fixed point amounts to com-
puting cSd (NYX|wB) ∈ H∗S({pt.}) ∼= C[X1, . . . , Xr]. We want to compute this Chern class
explicitly, as a polynomial in the Xi. Note that the S-equivariant bundle NYX|wB is simply
a representation of the torus S, and its top Chern class is the product of the weights of this
representation. We now compute these weights.
The S-module NYX|wB is simply TwX/TwY , so we determine the weights of S on TwX
and TwY , then subtract the weights of TwY from those of TwX. It is standard that
TwX = g/Ad(w)(b).
Since B has been taken to correspond to the negative roots, the weights of S on TwX are
the restrictions of the following weights of T on TwX:
Φ \ wΦ− = wΦ+.
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A similar computation can be made for TwY . We know that
TwY = k/(k ∩ Ad(w)(b)),
so the weights of S on TwY are as follows:
ΦK \ (ΦK ∩ wΦ−),
where ΦK denotes the roots of K. Subtracting this set of weights from those on TwX, we
conclude the following:
Proposition 1.3.3. The weights of S on NYX|wB are ρ(wΦ+) \ (ρ(wΦ+) ∩ ΦK), where ρ
denotes restriction t∗ → s∗.
Now that we have explained how the restrictions of the equivariant classes of closed orbits
are computed, the next matter which must be dealt with is how to answer the following two
questions for a given symmetric pair (G,K):
1. How many closed orbits are there?
2. Which S-fixed points are contained in which closed orbits?
It follows from Borel’s fixed point theorem that any closed orbit must contain an S-fixed
point. Better yet, it follows from Proposition 1.3.2 that for connected K, each closed orbit
must contain |WK | S-fixed points, where WK = NK(S)/S is the Weyl group for K. However,
for a given S-fixed point wB, it need not be the case that K · wB is a closed orbit.
To describe precisely which K ·wB are closed in the way which will be most useful to us
in our examples, we must first define twisted involutions and the Richardson-Springer map.
The references for what follows are [RS90, RS93].
First, observe that because T is a θ-stable torus, NG(T ) is also θ-stable, and hence there
is an induced map (which we also call θ) on W .
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Definition 1.3.4. A twisted involution is an element w ∈ W such that w = θ(w)−1. We
shall denote the set of twisted involutions by I.
We now describe a map from K\G/B to I. First, define the map
τ : G→ G
by τ(g) = gθ(g)−1. Next, define the set
V := {g ∈ G | gθ(g)−1 ∈ NG(T )} = τ−1(NG(T )).
The set V has a left T -action and a right K-action, and the orbit set V = T\V/K is in
bijective correspondence with K\G/B. (One direction of this bijection is given by TgK 7→
K · g−1B.) Given an element v = TgK of V , we denote the corresponding K-orbit K · g−1B
by O(v). The map
φ : V → W
given by φ(g) = pi(τ(g)) (where pi is the natural projection NG(T ) → W ) is constant on
T ×K orbits, so we have a map (which we also call φ) φ : V → W . It is easy to check that
φ actually maps V into I.
Remark 1.3.5. Obviously, the map φ can also be thought of as a map K\G/B → I, defined
by φ(O(v)) = φ(v). From this point forward, we will generally think of φ in this way, and
will use notation such as φ(Q) for Q ∈ K\G/B an orbit, without explicitly mentioning a
corresponding element of V .
Definition 1.3.6. We will refer to the map φ : K\G/B → I defined above as the Richardson-
Springer map.
With these definitions made, we now give the following characterization of the closed
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orbits.
Proposition 1.3.7 ([RS93, Proposition 1.4.2]). Let w ∈ W be given. The K-orbit Q =
K · wB is closed if and only if φ(Q) = 1.
Note that if WK is the Weyl group for K, then WK is naturally a subgroup of W . This
is obvious in the event that rank(K) = rank(G), so that S = T . Then NK(T ) is obviously
a subgroup of NG(T ), and WK = NK(T )/T is obviously a subgroup of W = NG(T )/T .
It is less obvious in the event that S ( T , since it is not a priori clear that NK(S) is a
subgroup of NG(T ). That it is follows from that fact that T can be recovered as ZG(S),
the centralizer of S in G (see [Spr85, Bri99]). Since any element of G normalizing S must
also normalize ZG(S) = T , we have an inclusion NK(S) ⊂ NG(T ). This gives a map
WK = NK(S)/S → NG(T )/T = W defined by nS 7→ nT . The kernel of this map is
{nS | n ∈ NK(S) ∩ T}. Since S = K ∩ T , the group NK(S) ∩ T is simply S:
NK(S) ∩ T = NK(S) ∩ (T ∩K) = NK(S) ∩ S = S.
Thus the kernel of the map WK → W is {1}, and so it is an inclusion.
With this in mind, note that if K · wB is a closed orbit, the S-fixed points it contains
correspond to elements of W having the form w′w, with w′ ∈ WK (viewed as an element of
W via the inclusion of Weyl groups we have just described). Thus, by Proposition 1.3.7, the
number of closed orbits is N/|WK |, where N is the number of w ∈ W with φ(w) = 1.
In particular, we have the following easy corollary of Proposition 1.3.7, which applies to
the majority of the cases that we consider in this paper.
Corollary 1.3.8. Suppose that rank(K) = rank(G), so that S = T . Then K · wB is closed
for all w ∈ W . Thus the number of closed K-orbits is |W |/|WK |. Each orbit K ·wB contains
the |WK | S-fixed points corresponding to the elements of the left coset WKw.
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Proof. The equal rank condition is equivalent to the condition that θ be an inner involution
([Spr87, 1.8]). An inner involution acts trivially on W , meaning that φ(w) = 1 for all
w ∈ W .
Finally, we mention another characterization of the closed orbits from [RS93], which we
will make use of in one example.
Proposition 1.3.9 ([RS93, Proposition 1.4.3]). For w ∈ W , the K-orbit K · wB is closed
if and only if wBw−1 is a θ-stable Borel.
1.4 Other orbits
As alluded to in the previous section, there is an ordering on K\G/B with respect to which
the closed orbits are minimal ([RS90, Theorem 4.6]). We describe this ordering. Let α ∈ ∆
be a simple root, and let Pα be the minimal parabolic subgroup of G of type α containing
B. Consider the canonical map
piα : G/B → G/Pα.
This is a P1-bundle. Letting Q ∈ K\G/B be given, consider the set Zα(Q) := pi−1α (piα(Q)).
The map piα is K-equivariant, so Zα(Q) is K-stable. Assuming K is connected, Zα(Q) is
also irreducible, so it has a dense K-orbit. In the event that K is disconnected, one sees
that the component group of K acts transitively on the irreducible components of Zα(Q),
and from this it again follows that Zα(Q) has a dense K-orbit.
If dim(piα(Q)) < dim(Q), then the dense orbit on Zα(Q) is Q itself. However, if
dim(piα(Q)) = dim(Q), the dense K-orbit will be another orbit Q
′ of one dimension higher.
In either event, using notation as in [MT09], we make the following definition:
Definition 1.4.1. With notation as above, sα ·Q shall denote the dense K-orbit on Zα(Q).
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Definition 1.4.2. The partial ordering onK\G/B generated by relations of the formQ < Q′
if and only if Q′ = sα ·Q (with dim(Q′) = dim(Q) + 1) for some α ∈ ∆ is referred to as the
weak closure order, or simply the weak order.
Let Y, Y ′ denote the closures of Q,Q′, respectively. Assume that Q′ = sα·Q, and define an
operator ∂α on H
∗
S(X), known as a “divided difference operator” or a “Demazure operator”,
as follows:
∂α(f) =
f − sα(f)
α
.
Let d denote the degree of piα|Y over its image. Using standard facts from intersection
theory, along with the fact that ∂α = pi
∗
α ◦ (piα)∗, it is easy to see that [Y ′] = 1d∂α([Y ]).
Putting all of this together, we see that we can recursively determine formulas for the
equivariant classes of all orbit closures given the following data:
1. Formulas for classes of the closed orbits.
2. The weak closure order on K\G/B.
3. For any two orbits Q,Q′, with closures Y, Y ′, and with the property that Q′ = sα ·Q,
the degree d of piα|Y over its image.
In fact, the aforementioned degree d is always either 1 or 2, and this can be determined
combinatorially based on the orbitQ and the simple root α, as we now describe. Before giving
the precise statement, we will require some more preliminary definitions and observations.
All of what follows can be found in [RS90, RS93].
Let T ′ be any θ-stable maximal torus. Then θ induces a map on the root system Φ(T ′, G)
defined by T ′. We say that a root α of T ′ is
• Real if θ(α) = −α.
• Complex if θ(α) 6= ±α.
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• Imaginary if θ(α) = α. Within this case, there are two subcases: α is compact imagi-
nary if the root subgroup Gα ⊆ K, and non-compact imaginary otherwise.
Let α ∈ ∆ be a simple root of our fixed torus T . Given any K-orbit Q, it is possible to find
a representative gB ∈ Q such that TQ = gTg−1 is a θ-stable torus. The automorphism int(g)
defines an isomorphism between the root systems Φ(T,G) and Φ(TQ, G), and we categorize
the root α as real, complex, etc. for Q if the root α′ = int(g)(α) has that property as a root
of TQ, as defined above. (One checks that this is independent of the choice of representative
gB.)
Next, we define the cross-action of W on K\G/B:
Definition 1.4.3. The cross-action of W on K\G/B, denoted ×, is defined by
w × (K · gB) = K · gw−1B.
With the cross-action defined, we can define non-compact imaginary roots of type I and
II:
Definition 1.4.4. Suppose α is a non-compact imaginary root for the orbit Q. Then α is
of type I if sα ×Q 6= Q, and of type II if sα ×Q = Q.
With these initial observations and definitions made, we can now state the following result
on the weak closure order onK\G/B, which tells us in particular how to determine the degree
d of the map piα|Y . (Recall that φ denotes the Richardson-Springer map K\G/B → I, see
Definition 1.3.6.)
Proposition 1.4.5. Suppose Q is a K-orbit on G/B with closure Y . Let a = φ(Q) ∈ I,
and let α ∈ ∆ be given. Then sα ·Q 6= Q (and hence dim(sα ·Q) = dim(Q) + 1) if and only
if one of the two following scenarios occurs:
1. α is complex for Q and l(sαaθ(sα)) = l(a) + 2; or
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2. α is non-compact imaginary for Q.
In case (1) above, the map piα|Y has degree 1 (i.e. is birational). In case (2), piα|Y
is birational if α is non-compact imaginary type I, and has degree 2 if α is non-compact
imaginary type II.
Proof. We only briefly sketch what is involved in the proof. A more detailed exposition can
be found in [RS90, Section 4].
One first establishes a correspondence between K-orbits on Zα(Q) and the orbits of
K(g, α) := K ∩ gPαg−1 on the fiber pi−1α (gPα). This fiber being isomorphic to P1, there
are only a few possibilities for the orbit structure. This structure depends on the image of
h : K(g, α)→ Aut(P1) determined by the action of K(g, α). In the event that α is complex
for the orbit Q, this image contains a non-trivial unipotent subgroup, and there are two
orbits on the P1 fiber: one dense orbit and one fixed point. The dense orbit corresponds to
Q itself if l(sαaθ(sα)) = l(a) − 2, but to an orbit one dimension higher in the event that
l(sαaθ(sα)) = l(a) + 2.
If α is non-compact imaginary, then one of two cases occurs. In case 1, the image
h(K(g, α)) is a maximal torus. In this case, there are three orbits on the fiber - one dense
orbit and two fixed points. In case 2, h(K(g, α)) is the normalizer of a maximal torus. In
this case, there are two orbits - one dense orbit and a two-point orbit. Each point of the
two-point orbit is fixed by the identity component K(g, α)0, and the two points are permuted
by K(g, α). Which case we are in depends on whether α is type I or type II. If α is type I,
we are in case 1, and if α is type II, we are in case 2.
These various cases give us information about the K-orbits on Zα(Q), and we can see
what the degree of piα|Y over its image is in each case. Indeed, when α is complex and
l(sαaθ(sα)) = l(a) + 2, or when α is non-compact imaginary type I, Q corresponds to a
1-point orbit on P1 (the lone fixed point in the former case, and one of the two fixed points
in the latter). When α is non-compact imaginary type II, Q corresponds to the two-point
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orbit on P1. The number of points in the K(g, α)-orbit corresponding to Q is easily seen to
be the number of pre-images in Q of any point of piα(Q) ⊆ G/Pα. The conclusion regarding
the degree of piα|Y follows.
In [Bri01], the graph for the weak order on K-orbit closures is endowed with additional
data, as follows: If Y ′ = sα ·Y 6= Y , then the directed edge originating at Y and terminating
at Y ′ is labelled by the simple root α, or perhaps by an index i if α = αi for some predeter-
mined ordering of the simple roots. Additionally, if the degree of piα|Y is 2, then this edge is
double. (In other cases, the edge is simple.) We modify this convention as follows: Rather
than use simple and double edges, in our diagrams we distinguish the degree two covers
by blue edges, as opposed to the usual black. (We do this simply because our weak order
graphs were created using GraphViz, which does not, as far as the author can ascertain, have
a mechanism for creating a reasonable-looking double edge. On the other hand, coloring the
edges is straightforward.)
1.5 Symbolic parametrization of orbits
In each individual case we consider, a symbolic parametrization of the orbit set, as well as
a combinatorial description of the weak ordering in terms of this parametrization, is given.
This allows us to determine formulas for the classes of all orbit closures, starting with the
closed orbits at the bottom of the ordering, and moving up by applying divided difference
operators.
The details of individual cases are given in the corresponding sections, but here we give
some general information and definitions which will be relevant when discussing each of the
various cases.
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1.5.1 Twisted involutions
Recall the set I of twisted involutions and the Richardson-Springer map φ defined in Sub-
section 1.3. These play an important role in the combinatorial description of K\G/B in
some of the cases we consider — namely, the three non-equal rank cases in type A, these
being K = SO(2n + 1,C), K = SO(2n,C), and K = Sp(2n,C). (When K is the special
orthogonal group, the analysis differs depending on whether the rank of G is even or odd,
so we treat these as separate cases.)
At least in these cases, the weak ordering on K\G/B can be deduced combinatorially
from an analogous “weak Bruhat ordering” on I. To describe this, we must make a few
more definitions. First, define the “twisted action” of (the group) W on (the set) W by
a ∗ w = awθ(a)−1.
One checks easily that I is stable under the twisted action, whereby we have a W -action on
I.
Next, we define a monoid M = M(W ) associated to the Weyl group W . As a set, the
elements of M are symbols m(w), one for each w ∈ W . The multiplication on M is defined
as follows: Given w ∈ W and s ∈ S a simple reflection,
m(s)m(w) =

m(sw) if l(sw) > l(w),
m(w) otherwise.
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There is an action of M on the set I. Given s ∈ S and a ∈ I, define
m(s) ∗ a =

a if l(sa) < l(a),
sa if l(sa) > l(a) and s ∗ a = a,
s ∗ a otherwise.
The weak Bruhat order on twisted involutions can now be defined as follows: Given
twisted involutions a, b, we say that a < b if b ∈ M ∗ a (and a 6= b). In the event that
b = m(si) ∗ a 6= a for some simple reflection si ∈ S, we will use the notation a <i b.
There is also an M -action on K\G/B given simply by
m(si) ∗Q = si ·Q.
(Recall Definition 1.4.1.) However, the map Richardson-Springer map φ (cf. Definition
1.3.6) need not be M -equivariant for general G and K. The precise statement is as follows:
Proposition 1.5.1 ([RS93, Proposition 3.3.3]). Let Q,Q′ ∈ K\G/B and si ∈ S be given.
Let a = φ(Q) and a′ = φ(Q′). Then
1. If Q′ = si ·Q, then a <i a′.
2. If a <i a
′, then Q′ = si ·Q unless si is compact imaginary for the orbit Q.
In particular, if m(si) ∗ a = a′, and si is compact imaginary for Q (which means that
m(si) ∗ Q = Q), the map φ does not respect the M -action of m(si). The upshot is that in
general, the weak order on K\G/B and the weak Bruhat order on I need not correspond
as perfectly as one might hope, since it can occur that two twisted involutions a and a′
are related in the weak Bruhat ordering on I, while orbits Q and Q′ (mapping to a, a′,
respectively) are not related in the weak ordering on K\G/B. However, the following result
implies that at least when the map φ is injective, this does not happen.
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Proposition 1.5.2 ([RS90, Proposition 7.9, Part (i)]). Let Q ∈ K\G/B be given, with
a = φ(Q). Suppose that
id <i1 a1 <i2 a2 <i3 . . . <in an = a.
Then there exists some closed K-orbit Q′ such that
Q = sin · (sin−1 · . . . (si2 · (si1 ·Q′)) . . .).
In particular, when φ is injective, we have the following:
Corollary 1.5.3. Suppose φ : K\G/B → I is injective. Let Q1, Q2 be any two orbits, with
a1 = φ(Q1) and a2 = φ(Q2). Then Q1 < Q2 if and only if a1 < a2. Thus the weak order on
K\G/B corresponds precisely to the order on φ(K\G/B) induced by the weak order on I.
Proof. That Q1 < Q2 ⇒ a1 < a2 follows from Proposition 1.5.1, part (1). So we prove only
the direction ⇐ here.
We first note that for any i, it is impossible to have three distinct twisted involutions
a1, a2, b with a1 <i b and a2 <i b. Suppose by contradiction that we have such a situation.
Let s = si. By definition of the M(W )-action on I, the possible ways this could happen are
1. s ∗ a1 = a1, s ∗ a2 = a2: In this case, we would have that
m(s) ∗ a1 = sa1 = sa2 = m(s) ∗ a2,
and this contradicts a1 6= a2.
2. s ∗ a1 6= a1, s ∗ a2 6= a2: In this case, we have
m(s) ∗ a1 = sa1θ(s)−1 = sa2θ(s)−1 = m(s) ∗ a2,
again contradicting a1 6= a2.
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3. s ∗ a1 = a1, s ∗ a2 6= a2: In this case, we would have b = sa1 = sa2θ(s)−1, so that
a1 = a2θ(s)
−1. Recalling that a1, a2 are twisted involutions, so that a1 = θ(a1)−1 and
a2 = θ(a2)
−1, this says
θ(a−11 ) = θ(a
−1
2 )θ(s
−1) = θ(a−12 s),
so that
a−11 = a
−1
2 s⇒ sa1 = a2.
But this contradicts that sa1 = b.
With this preliminary observation made, the proof is by induction on dim(Q2)−dim(Q1).
Suppose first that this quantity is 1, and suppose that a1 <i a2 for some simple root αi. By
Proposition 1.5.2, there is some orbit Q with Q2 = si · Q. By Proposition 1.5.1 part (1),
φ(Q) <i a2. By our initial observation, this implies that φ(Q) = φ(Q1) = a1. Since φ is
injective, Q = Q1, so Q2 = si ·Q1, as required.
Now suppose that dim(Q2)−dim(Q1) > 1, and suppose that a1 < a2. Then by definition
of the weak Bruhat order on I, there exists a ∈ I with a1 < a <i a2 for some simple root αi.
By Proposition 1.5.2, there is an orbit Q with Q2 = si ·Q. Using our preliminary observation
again, φ(Q) = a. By induction, Q1 < Q, and Q < Q2 by definition, so Q1 < Q2.
The map φ is injective for the pairs (SL(2n+1,C), SO(2n+1,C)) and (SL(2n,C), Sp(2n,C)),
so in these cases, we are able to describe K\G/B and its weak order entirely in terms of the
combinatorics of I.
Next, we describe how to categorize simple roots as complex or non-compact imaginary
(type I or type II) for a given orbit on the level of twisted involutions.
Proposition 1.5.4 ([RS93, Section 2.4]). Let Q be a K-orbit on G/B, with a = φ(Q). Let
a simple root α ∈ ∆ be given, with s ∈ S the corresponding simple reflection. Then
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1. s (or α) is complex for Q if and only if aθ(α) 6= ±α.
2. s (or α) is imaginary for Q if and only if aθ(α) = α.
Recall that given a non-compact imaginary root, to determine whether it is type I or
type II, we must compute the cross action of the appropriate simple reflection on the orbit
in question. The following proposition relates the cross action of W on the set of orbits to
the twisted action of W on I:
Proposition 1.5.5 ([RS93, Proposition 1.4.4]). The map φ : K\G/B → I is W -equivariant
with respect to the cross action of W on K\G/B and the twisted action of W on I.
Finally, we record one other fact from [RS90] regarding the full closure order on K\G/B
and its relation to the induced Bruhat order on I in the event that the map φ is injective:
Proposition 1.5.6 ([RS90, Proposition 9.14]). Suppose that the map φ : K\G/B → I is
injective. Then K\G/B, equipped with the full closure order, is isomorphic as a partially
ordered set to its image under φ, when this image is given the partial order induced by the
Bruhat order on I.
Remark 1.5.7. It is worth mentioning that the “Bruhat order on I” referred to in Propo-
sition 1.5.6 is defined in [RS90], not as the order on I induced by the usual Bruhat order on
W , but as the weakest order on I which is “compatible,” in a certain sense, with the weak
order on I defined above. In fact, it is (incorrectly) stated in [RS90] that these two “Bruhat
orders” are not necessarily the same. This misstatement is corrected in [RS93], with a proof
that the two Bruhat orders in fact are the same appearing in [RS94]. Thus we think of the
“Bruhat order” on the image of φ to be induced by the usual Bruhat order on W . That it
is valid to do so will be important in Subsection 6.1.2.
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1.5.2 Clans
The information of the previous section is used primarily in the non-equal rank type A cases,
where K = Sp(2n,C), SO(2n+ 1,C), or SO(2n,C). In all other cases, the parametrization
of K\G/B is in terms of what are called “clans”. These are first defined for K-orbits on
G/B where G = SL(n,C) and K = S(GL(p,C)×GL(q,C)) for p+q = n. Then a (p, q)-clan
is a string of n characters, each either a +, a −, or a natural number. Each natural number
which appears must appear exactly twice, and the difference between the number of +’s and
the number of −’s appearing in the string must be precisely p − q. The set of (p, q)-clans
parametrizes K\G/B. (See Subsection 2.1.2 for more precise details.)
For all other symmetric pairs (G,K) (that is, for all cases where G is of type BCD), it
turns out that K is a subgroup of K ′ = GL(p,C)×GL(q,C) for some appropriate choice of
p and q. Further, G is a subgroup of G′ = GL(n,C) for some n, and the flag variety X for
G naturally embeds in the flag variety X ′ for G′. As such, the intersection of a K ′-orbit on
X ′ with X, if non-empty, is stable under K and hence is a union of K-orbits.
In general, such an intersection need not be a single K-orbit. Indeed, it could either
be a single K-orbit or a union of 2 K-orbits, and this depends critically on the chosen
representative of the isogeny class of G, which in turn can affect the connectedness of K. In
the cases we consider, we choose G (and the corresponding K) so that the intersection of
a K ′-orbit on X ′ is always a single K-orbit. In fact, we take this opportunity to state this
now as a theorem:
Theorem 1.5.8. For each symmetric pair (G,K) in types BCD considered in this paper,
each K-orbit on G/B is exactly the intersection of a GL(p,C)×GL(q,C)-orbit on the type A
flag variety with the smaller flag variety of the appropriate type, for some appropriate choice
of p and q.
The proof of Theorem 1.5.8 will be given in Appendix A. The upshot of the theorem is
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that in each of the cases outside of type A, the set of K-orbits can be parametrized by a subset
of the (p, q)-clans (for appropriate p, q) possessing some additional combinatorial properties
which amount to the corresponding GL(p,C) × GL(q, C)-orbits meeting the smaller flag
variety non-trivially. Generally, these combinatorial properties involve at least a symmetry
condition. We make the following definitions now for later reference. Let γ = (c1, . . . , cn) be
a clan.
Definition 1.5.9. We say that γ is symmetric if the clan (cn, . . . , c1) obtained from γ by
reversing its characters is equal to γ as a clan. Specifically, we require
1. If ci is a sign, then cn+1−i is the same sign.
2. If ci is a number, then cn+1−i is also a number, and if cn+1−i = cj, then cn+1−j = ci.
Definition 1.5.10. We say that γ is skew-symmetric if the clan (cn, . . . , c1) is the “neg-
ative” of γ, meaning it is the same clan, except with all signs changed. Specifically,
1. If ci is a sign, then cn+1−i is the opposite sign.
2. If ci is a number, then cn+1−i is also a number, and if cn+1−i = cj, then cn+1−j = ci.
Note that condition (2) of each of the above definitions allows for the possibility that
ci = cn+1−i. However, this is not necessary for a clan to be symmetric or skew-symmetric.
Indeed, the clan (1,2,1,2) is symmetric (and also skew-symmetric), since its reverse (2,1,2,1)
is the same clan (this is explained in Subsection 2.1.2), but there are no matching natural
numbers in positions (i, n+ 1− i) for any i.
Once it is established that the K ′-orbit corresponding to γ meets X if and only if γ
possesses one of these properties (and perhaps meets some additional criteria), showing that
each non-empty intersection of a K ′-orbit on X ′ with X is a single K-orbit on X requires a
counting argument, the setup for which is a bit involved. The details of this are described
in Appendix A.
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Chapter 2
Examples in Type A
We consider first the groupG = SL(n,C), the group of n×n complex matrices of determinant
1.
For a maximal torus T of G, let Yi denote coordinates on t, so that
Φ = {Yi − Yj | i 6= j}.
We choose the “standard” positive system
Φ+ = {Yi − Yj | i < j},
and let Φ− = −Φ+. Take B to be the Borel subgroup containing T and whose roots
are Φ−. (Concretely, we may take T to be the diagonal elements of G, and B to be the
lower-triangular elements of G. Then t is the set of all trace-zero diagonal matrices, and
Yi(diag(a1, . . . , an)) = ai for each i.)
In this case, the Weyl group W is isomorphic to the symmetric group Sn, and elements
of W act on the coordinates Yi by permutation of the indices.
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2.1 K ∼= S(GL(p,C)×GL(q,C))
Suppose that p+ q = n. Consider the involution θ of G given by
θ(A) = Ip,qAIp,q.
(Refer to Subsection 1.1 for this notation.) Then
K = Gθ =

 K11 0
0 K22
 ∈ SL(n,C)
∣∣∣∣∣∣∣
K11 ∈ GL(p,C)
K22 ∈ GL(q,C)
 ∼= S(GL(p,C)×GL(q,C)).
In the notation of the introduction, this choice of K corresponds to the real form GR =
SU(p, q) of G.
This is an equal rank case, so that the maximal torus S of K can be taken to be exactly
T . We still refer to the torus of K as S, even in the cases where S = T . We also refer to
coordinates on s by capital X variables, here X1, . . . , Xn. In this notation, the restriction
map ρ : t∗ → s∗ is given by ρ(Yi) = Xi for i = 1, . . . , n. Although this may seem a bit silly
in the equal rank examples, the distinction is necessary in the non-equal rank cases, and it
is helpful to keep our notational conventions consistent across all of the cases we consider.
The roots of K are as follows:
ΦK = {Xi −Xj | i, j ≤ p or i, j > p}.
WK embeds in W as those permutations of {1, . . . , n} which act separately on the subsets
{1, . . . , p} and {p+ 1, . . . , n}, i.e. WK ∼= Sp × Sq.
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2.1.1 Formulas for the closed orbits
By Corollary 1.3.8 and the above observation regarding WK , there are
|W |
|WK | =
n!
p!q!
=
(
n
p
)
closed orbits, each containing |WK | = p!q! S-fixed points.
Given any w ∈ W , denote by lp(w) the number
lp(w) := #{(i, j) | 1 ≤ i < j ≤ n,w(j) ≤ p < w(i)}.
Then we have the following formula for the S-equivariant class of the closed orbit K ·wB:
Proposition 2.1.1. Let Q ∈ K\G/B be a closed K-orbit containing the T -fixed point w.
Then [Q] is represented by the polynomial
P (x, y) = (−1)lp(w)
∏
i≤p<j
(xi − yw−1(j)).
Proof. First, we observe that this formula is independent of the choice of S-fixed point w
representing the orbit. Indeed, any other S-fixed point w˜ ∈ Q is of the form w˜ = σw for
some σ ∈ WK . Since σ preserves the sets {1, . . . , p} and {p+ 1, . . . , n}, we see that
(σw)(j) ≤ p < (σw)(i)⇔ w(j) ≤ p < w(i),
and so lp(w˜) = lp(w). Further, the set {w−1(j) | j > p} (that is, the set of indices on the y’s
in our proposed formula) is clearly the same as {w˜−1(j) | j > p} = {(w−1σ−1)(j) | j > p},
again because σ−1 permutes those j which are greater than p.
With that established, we now use Proposition 1.3.3 to identify the restriction of [Q] at
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each S-fixed point. The set ρ(wΦ+) is
ρ({wα | α ∈ Φ+}) = {Xw(i) −Xw(j) | i < j}.
Subtracting roots of K, we are left with precisely one of ±(Xi − Xj) for each i, j with
i ≤ p < j. The number of remaining roots of the form −(Xi −Xj) is precisely lp(w). Thus
[Q]|w = F (X) := (−1)lp(w)
∏
i≤p<j
(Xi −Xj).
(We remark that because lp is constant on cosets WKw, the restriction [Q]|w is actually
the same at every S-fixed point w ∈ Q.)
So for any u ∈ W ,
[Q]|u =

F (X) if u ∈ Q,
0 otherwise.
Recalling the precise definition of the restriction maps i∗u given in Proposition 1.2.3, we see
that we are looking for a polynomial p in the xi and yi such that p(X, σw(X)) = F (X) for
any σ ∈ WK , and such that p(X,w′(X)) = 0 for any w′ ∈ W such that w′w−1 /∈ WK .
It is straightforward to check that P has these properties. Indeed, for σ ∈ WK , we see
that
P (X, σw(X)) = (−1)lp(w)
∏
i≤p<j
(Xi −Xσ(j)),
and since σ permutes {p+ 1, . . . , n}, this is precisely F (X).
On the other hand, given w′ with w′w−1 /∈ WK ,
P (X,w′(X)) = (−1)lp(w)
∏
i≤p<j
(Xi −Xw′w−1(j)) = 0,
since w′w−1, not being an element of WK , necessarily sends some j > p to some i ≤ p. We
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conclude that P (x, y) represents [Q].
2.1.2 Parametrization of K\G/B and the weak order
We remark here at the outset that the references we use for this parametrization typ-
ically refer to GL(p,C) × GL(q,C)-orbits on the flag variety GL(n,C)/B, rather than
S(GL(p,C) × GL(q,C))-orbits on SL(n,C)/B. However, these are the same, since any
element of GL(p,C)×GL(q,C) differs from an element of S(GL(p,C)×GL(q,C)) only by
a scalar matrix, which acts trivially on the flag variety. So if the reader prefers, he may just
as well think of GL(p,C)×GL(q,C)-orbits on GL(n,C)/B.
The results detailed in this subsection appeared for the first time in [MO¯90]. Proofs and
further details appear in [Yam97]. The combinatorics are also given a nice exposition in
[MT09], and much of our description is taken from there.
In this case, as mentioned briefly in the Subsection 1.5.2, the orbits are parametrized by
what are referred to as clans of signature (p, q) (or (p, q)-clans).
Definition 2.1.2. A (p, q)-clan is a string (c1, . . . , cn) of n = p+q characters, each of which
is a +, a −, or a natural number, subject to the following conditions:
1. Every natural number which appears must appear exactly twice.
2. The difference in the number of + signs and the number of − signs must be p− q. (If
q > p, there are q − p more minus signs than plus signs.)
We consider such strings only up to an equivalence which says, essentially, that it is the
position of matching natural numbers, and not the numbers themselves, which determine
the clan. For instance, the clans (1, 2, 1, 2), (2, 1, 2, 1), and (5, 7, 5, 7) are all the same, since
they all have matching natural numbers in positions 1 and 3, and also in positions 2 and 4.
On the other hand, (1, 2, 2, 1) is a different clan, since it has matching natural numbers in
positions 1 and 4, and in positions 2 and 3.
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As an example, suppose n = 4, and p = q = 2. Then we must consider all clans of length
4 where the number of +’s and the number of −’s is the same (since p− q = 0). There are
21 of these, and they are as follows:
(+,+,−,−); (+,−,+,−); (+,−,−,+); (−,+,+,−); (−,+,−,+); (−,−,+,+);
(1, 1,+,−); (1, 1,−,+); (1,+, 1,−); (1,−, 1,+); (1,+,−, 1); (1,−,+, 1);
(+, 1, 1,−); (−, 1, 1,+); (+, 1,−, 1); (−, 1,+, 1); (+,−, 1, 1); (−,+, 1, 1);
(1, 1, 2, 2); (1, 2, 1, 2); (1, 2, 2, 1)
We spell out precisely the correspondence between clans and K-orbits. Let Ep = C ·
〈e1, . . . , ep〉 be the span of the first p standard basis vectors, and let E˜q = C · 〈ep+1, . . . , en〉
be the span of the last q standard basis vectors. Let pi : Cn → Ep be the projection onto Ep.
For any clan γ = (c1, . . . , cn), and for any i, j with i < j, define the following quantities:
1. γ(i; +) = the total number of plus signs and pairs of equal natural numbers occurring
among (c1, . . . , ci);
2. γ(i;−) = the total number of minus signs and pairs of equal natural numbers occurring
among (c1, . . . , ci); and
3. γ(i; j) = the number of pairs of equal natural numbers cs = ct ∈ N with s ≤ i < j < t.
For example, for the (2, 2)-clan γ = (1,+, 1,−),
1. γ(i; +) = 0, 1, 2, 2 for i = 1, 2, 3, 4;
2. γ(i;−) = 0, 0, 1, 2 for i = 1, 2, 3, 4; and
3. γ(i; j) = 1, 0, 0, 0, 0, 0 for (i, j) = (1, 2), (1, 3), (1, 4), (2, 3), (2, 4), (3, 4).
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With all of this notation defined, we have the following theorem on K-orbits on G/B:
Theorem 2.1.3 ([Yam97]). Suppose p+ q = n. For a (p, q)-clan γ, define Qγ to be the set
of all flags F• having the following three properties for all i, j (i < j):
1. dim(Fi ∩ Ep) = γ(i; +)
2. dim(Fi ∩ E˜q) = γ(i;−)
3. dim(pi(Fi) + Fj) = j + γ(i; j)
For each (p, q)-clan γ, Qγ is nonempty and stable under K. In fact, Qγ is a single
K-orbit on G/B.
Conversely, every K-orbit on G/B is of the form Qγ for some (p, q)-clan γ. Hence
the association γ 7→ Qγ defines a bijection between the set of all (p, q)-clans and the set of
K-orbits on G/B.
As in the statement of the above theorem, we will typically denote a clan by γ, and the
corresponding orbit by Qγ.
Next, we outline an algorithm, described in [Yam97], for producing a representative of
Qγ given the clan γ.
First, for each pair of matching natural numbers of γ, assign one number a “signature”
of +, and assign the other a signature of −. Each character ci in γ is then said to have a
signature of + if ci is either a + or a natural number which is assigned a signature of +, and
a signature of − otherwise. Having done this, choose a permutation σ of 1, . . . , n with the
following properties for all i = 1, . . . , n:
1. 1 ≤ σ(i) ≤ p if the signature of ci is +.
2. p+ 1 ≤ σ(i) ≤ n if the signature of ci is −.
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Having determined such a permutation σ, take F• = 〈v1, . . . , vn〉 to be the flag specified
as follows:
vi =

eσ(i) if ci = ±,
eσ(i) + eσ(j) if ci ∈ N, ci has signature +, and ci = cj,
−eσ(i) + eσ(j) if ci ∈ N, ci has signature −, and ci = cj.
For example, for the orbit corresponding to the clan (+,+,+,−,−,−), we could take
σ = 1, which would give the standard flag 〈e1, . . . , e6〉. For (1,−,+, 1), we could assign
signatures to the 1’s as follows: (1+,−,+, 1−). We could then take σ to be the permutation
1324. This would give the flag
F• = 〈e1 + e4, e3, e2, e1 − e4〉 .
The closed orbits being those whose clans consist only of +’s and −’s, this algorithm
tells us in particular how to determine an S-fixed point contained in such an orbit. Indeed,
any representative determined by the algorithm above for an orbit whose clan consists only
of +’s and −’s necessarily produces an S-fixed flag corresponding to a permutation which
assigns to the positions of the +’s the numbers 1, . . . , p, and to the positions of the −’s the
numbers p+ 1, . . . , n.
We now give a combinatorial description of the weak ordering on the orbit set in terms
of this parametrization. Let γ = (c1, . . . , cn). The simple root αi = Xi−Xi+1 is complex for
the orbit Oγ, with sαi · Oγ 6= Oγ, if and only if one of the following occurs:
1. ci and ci+1 are unequal natural numbers, and the mate of ci is to the left of the mate
of ci+1;
2. ci is a sign, ci+1 is a natural number, and the mate of ci+1 is to the right of ci+1;
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3. ci is a natural number, ci+1 is a sign, and the mate of ci is to the left of ci.
So, for example, taking p = 3, q = 2, and letting i = 2, (1, 1, 2,+, 2) satisfies the first con-
dition; (+,−, 1, 1,+) satisfies the second; (1, 1,+,−,+) satisfies the third; and (1,+, 1, 2, 2)
satisfies none of them (since the mate of the 1 in the 3rd slot occurs to its left, rather than
to its right).
On the other hand, αi is non-compact imaginary for the orbit Qγ if and only if ci and
ci+1 are opposite signs.
Furthermore, one sees that the clan γ′ for sαi · Oγ is obtained from γ by interchanging
ci and ci+1 in the complex case, and by replacing the opposite signs in the ci and ci+1 slots
by a pair of equal natural numbers in the non-compact imaginary case. So, again taking
p = 3, q = 2, i = 2, we have, for example,
• sα2 · (1, 1, 2,+, 2) = (1, 2, 1,+, 2);
• sα2 · (+,−, 1, 1,+) = (+, 1,−, 1,+);
• sα2 · (1, 1,+,−,+) = (1,+, 1,−,+);
• sα2 · (1,+,−, 1,+) = (1, 2, 2, 1,+).
Finally, we describe the cross action of W = Sn on the orbits in terms of this parametriza-
tion. In fact, the action is the obvious one, given by permuting the symbols of any clan
according to the underlying permutation of any w ∈ W . (The most straightforward way
to see this is to note the effect of simple transpositions on the representatives specified in
[Yam97].)
Thus we see that if αi is non-compact imaginary for the orbit Qγ, then γ has (ci, ci+1)
equal to either (+,−) or (−,+), and the action of sαi (the simple transposition (i, i+ 1)) on
γ is to switch these signs. In particular, sαi ×Qγ 6= Qγ, and so we see that all non-compact
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imaginary roots are of type I in this case. This means that the weak order graph consists
only of black edges, and no factors of 1
2
are required in our divided difference computations.
2.1.3 Example
With this parametrization in hand, we now do an example, giving formulas for the classes
of all orbit closures in the case where n = 4, p = q = 2. (The clans parametrizing the orbits
in this case are written down in the previous subsection.)
As we have noted, the method of [Yam97] for producing representatives of the orbits
always produces an S-fixed point when applied to a closed orbit. This allows us to easily
determine the formulas for the closed orbits using Proposition 2.1.1. The closed orbit cor-
responding to (+,+,−,−), as noted above, contains the S-fixed point corresponding to the
identity element of W , so by Proposition 2.1.1, its class is represented by (x1 − y3)(x1 −
y4)(x2 − y3)(x2 − y4). The closed orbit corresponding to (+,−,+,−) contains the S-fixed
point corresponding to 1324, so its class is represented by −(x1−y2)(x1−y4)(x2−y2)(x2−y4).
Formulas for the remaining closed orbits are obtained similarly.
Consider the orbit closure Y(+,1,1,−) = Q(+,1,1,−). Because we have sα2 · (+,+,−,−) =
(+, 1, 1,−), we know that
[Y(+,1,1,−)] = ∂α2([Q(+,+,−,−)]).
Since
∂α2(f(x, y)) =
f(x, y)− f(x, y1, y3, y2, y4)
y2 − y3 ,
we see that
[Y(+,1,1,−)] = (x1 − y4)(x2 − y4)(x1 + x2 − y2 − y3).
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Similarly, since sα1 · (+,−,+,−) = (1, 1,+,−), we have
[Y(1,1,+,−)] = ∂α1([Q(+,−,+,−)]),
which one computes to be
[(1, 1,+,−)] = −(x1 − y4)(x2 − y4)(x1 + x2 − y1 − y2).
With knowledge of the weak order in hand, we can compute formulas for the classes of all
orbit closures in a similar manner, moving recursively up from the closed orbits. The weak
order graph, along with formulas for all orbit closures, appear as Figure B.1 and Table B.1
of Appendix B.
2.2 K ∼= SO(2n + 1,C)
We realize K = SO(2n+ 1,C) as the subgroup of G preserving the quadratic form given by
the antidiagonal matrix J = J2n+1. That is, K = G
θ where θ is the involution
θ(g) = J(g−1)tJ.
This choice of K corresponds to the real form GR = SL(2n+ 1,R) of G.
This realization of K is in fact conjugate to the “usual” one, that being the fixed point
set of the involution θ′(g) = (g−1)t. We prefer our choice of realization because we can take a
maximal torus S = K∩T consisting of diagonal elements, and a Borel subgroup B consisting
of lower-triangular elements.
The torus s = Lie(S) has the form diag(a1, . . . , an, 0,−an, . . . ,−a1). Thus if Y1, . . . , Y2n+1
represent coordinates on t, restricting to s we have ρ(Yn+1) = 0, and ρ(Yi) = Xi, ρ(Y2n+2−i) =
48
−Xi for i = 1, . . . , n.
The roots of K are as follows:
• ±Xi (i = 1, . . . , n)
• ±(Xi +Xj) (1 ≤ i < j ≤ n)
• ±(Xi −Xj) (1 ≤ i < j ≤ n)
The Weyl group WK of K should be thought of as consisting of signed permutations of
{1, . . . , n} (changing any number of signs). This is the action of WK on the coordinates
Xi ∈ s∗. WK is embedded in W as signed elements of S2n+1, as described in Subsection 1.1.
2.2.1 A formula for the closed orbit
As it turns out, there is a unique closed orbit in this case.
Proposition 2.2.1. There is precisely one closed K-orbit on G/B. In our chosen realization,
it is the orbit K · 1B, and contains the S-fixed points corresponding to elements of WK,
embedded as signed elements of S2n+1.
Proof. We use Proposition 1.3.7. Note that given our particular choice of θ, the induced
map on W is w 7→ w0ww0. By Proposition 1.3.7, K · wB is closed if and only if θ(w) = w.
The condition that
w0ww0 = w
is clearly equivalent to the condition that w(2n+2−i) = 2n+2−w(i), since w0(i) = 2n+2−i
by definition. This is precisely the definition of a signed element of S2n+1. As we have noted,
the signed elements of S2n+1 are precisely the images of elements of WK under the embedding
WK ⊆ W .
We now give a formula for the S-equivariant class of the lone closed orbit.
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Proposition 2.2.2. Let Q = K · 1B be the closed K-orbit of the previous proposition. Then
[Q] is represented by
P (x, y) := (−2)n
n∏
i=1
(yi + yn+1)(yn+1 + y2n+2−i)
∏
1≤i<j≤n
(yi + yj)(yi + y2n+2−j).
Proof. We once again apply Proposition 1.3.3 to determine the restriction [Q]|w at a fixed
point w ∈ Q. To compute the set ρ(wΦ+), we determine the restrictions of the positive roots
Φ+ to s, then apply the signed permutation corresponding to w to that set of weights. (The
result is the same as if we viewed w as a signed element of S2n+1, applied that permutation
to the elements of Φ+, and then restricted the resulting roots to s.)
Restricting the positive roots {Yi − Yj | 1 ≤ i < j ≤ 2n + 1} to s, we get the following
set of weights:
1. Xi −Xj, 1 ≤ i < j ≤ n, each with multiplicity 2 (one is the restriction of Yi − Yj, the
other the restriction of Y2n+2−j − Y2n+2−i)
2. Xi +Xj, 1 ≤ i < j ≤ n, each with multiplicity 2 (one is the restriction of Yi−Y2n+2−j,
the other the restriction of Yj − Y2n+2−i)
3. Xi, 1 ≤ i ≤ n, each with multiplicity 2 (one is the restriction of Yi − Yn+1, the other
the restriction of Yn+1 − Y2n+2−i)
4. 2Xi, 1 ≤ i ≤ n, each with multiplicity 1 (the restriction of Yi − Y2n+2−i)
Now, consider applying a signed permutation w to this set of weights. The resulting set
of weights will be
1. For each i, j (1 ≤ i < j ≤ n), either Xi−Xj or −(Xi−Xj), occurring with multiplicity
2 (these weights come from applying w to weights of either type (1) or (2) above);
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2. For each i, j (1 ≤ i < j ≤ n), either Xi+Xj or −(Xi+Xj), occurring with multiplicity
2 (these weights also come from applying w to weights of either type (1) or (2) above);
3. For each i (1 ≤ i ≤ n), either Xi or −Xi, occurring with multiplicity 2 (these weights
come from applying w to weights of type (3) above);
4. For each i (1 ≤ i ≤ n), either 2Xi or −2Xi, ocurring with multiplicity 1 (these weights
come from applying w to weights of type (4) above).
Discarding roots of K, we are left with the following weights:
1. For each i, j (1 ≤ i < j ≤ n), either Xi−Xj or −(Xi−Xj), occurring with multiplicity
1;
2. For each i, j (1 ≤ i < j ≤ n), either Xi+Xj or −(Xi+Xj), occurring with multiplicity
1;
3. For each i (1 ≤ i ≤ n), either Xi or −Xi, occurring with multiplicity 1;
4. For each i (1 ≤ i ≤ n), either 2Xi or −2Xi, occurring with multiplicity 1.
It is clear that the number of weights of the form −Xi and the number of weights of
the form −2Xi are the same, so weights of those two forms account for an even number of
negative signs. So in computing the restriction, to get the sign right, we need only concern
ourselves with the signs of the weights of types (1) and (2) above.
We claim that the number of Xi±Xj (i < j) occurring with a negative sign is congruent
mod 2 to l(|w|). (Cf. Subsection 1.1 for this notation.) Indeed, suppose first that |w| does
not invert i and j, so that k = |w(i)| < |w(j)| = l. Then there are four possibilities:
1. w(i), w(j) are both positive. In this case, Xw(i)+Xw(j) = Xk+Xl, and Xw(i)−Xw(j) =
Xk −Xl. Neither of these is a negative root.
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2. w(i) is negative, and w(j) is positive. Then Xw(i) +Xw(j) = −(Xk −Xl), and Xw(i) −
Xw(j) = −(Xk +Xl). Both of these are negative roots.
3. w(i) is positive, and w(j) is negative. Then Xw(i)+Xw(j) = Xk−Xl, and Xw(i)−Xw(j) =
Xk +Xl. Neither of these is a negative root.
4. w(i), w(j) are both negative. Then Xw(i) +Xw(j) = −(Xk +Xl), and Xw(i) −Xw(j) =
−(Xk −Xl). Both of these are negative roots.
All this is to say that if |w| does not invert i and j, then this accounts for an even number
of negative signs occurring in the restriction. On the other hand, if |w| does invert i and j,
so that k = |w(j)| < |w(i)| = l, then again there are four possibilities:
1. w(i), w(j) are both positive. In this case, Xw(i)+Xw(j) = Xk+Xl, and Xw(i)−Xw(j) =
−(Xk −Xl). One of these is a negative root.
2. w(i) is negative, and w(j) is positive. Then Xw(i)+Xw(j) = Xk−Xl, and Xw(i)−Xw(j) =
−(Xk +Xl). One of these is a negative root.
3. w(i) is positive, and w(j) is negative. Then Xw(i) +Xw(j) = −(Xk −Xl), and Xw(i) −
Xw(j) = Xk +Xl. One of these is a negative root.
4. w(i), w(j) are both negative. Then Xw(i) +Xw(j) = −(Xk +Xl), and Xw(i) −Xw(j) =
Xk −Xl. One of these is a negative root.
The upshot is that if w ∈ Q is an S-fixed point, then
[Q]|w = F (X) := (−1)l(|w|)2n
n∏
i=1
X2i
∏
1≤i<j≤n
(Xi +Xj)(Xi −Xj).
So we seek a polynomial in x1, . . . , xn, y1, . . . , y2n+1, say p, with the property that
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p(X, ρ(wY )) =

F (X) if w ∈ WK
0 otherwise.
It is straightforward to check that P (x, y) has these properties. Indeed, suppose first that
w ∈ WK . (We should think of w here as a signed element of S2n+1, since this is how w acts
on the Yi.) Consider first the factors yi+yn+1 and yn+1 +y2n+2−i for i = 1, . . . , n. Supposing
w(i) ≤ n, Yi + Yn+1 gives Yw(i) + Yn+1, which restricts to Xw(i) + 0 = Xw(i). On the other
hand, Yn+1 + Y2n+2−i gives Yn+1 + Yw(2n+2−i), which restricts to 0 −Xw(i) = −Xw(i), so the
product (yi + yn+1)(yn+1 + y2n+2−i) restricts to −X2w(i). If w(i) > n+ 1, then the product of
these two terms restricts to −X22n+2−w(i), with the negative term coming from yi + yn+1, and
the positive term coming from the yn+1 + y2n+2−i. As i runs from 1 to n, the product of all
these terms restricts to (−1)n∏ni=1X2i . This explains the factor of (−2)n in our formula, as
opposed to just 2n. The (−1)n is to account for a possible sign flip coming from terms of this
type. So the terms (−2)n∏ni=1(yi + yn+1)(yn+1 + y2n+2−i) of our putative formula contribute
the 2n
∏n
i=1X
2
i portion of the required restriction.
Next, consider the terms yi + yj and yi + y2n+2−j. Applying w and restricting, these give
(up to sign) all required terms of the form Xi +Xj and Xi −Xj (i < j). Writing each such
term as either +1 or −1 times a positive root by factoring out negative signs as necessary,
we effectively introduce the sign of (−1)l(|w|), as required.
On the other hand, given any w /∈ WK (i.e. a non-signed element of S2n+1), there are
two possibilities:
Case 1: w does not fix n+ 1
In this case, w moves n + 1 to some i such that 1 ≤ i ≤ 2n + 1, and i 6= n + 1. Let
j = w−1(2n + 2 − i). (Note, of course, that j 6= n + 1.) Applying w to yj + yn+1, we get
Y2n+2−i + Yi, which restricts to 0.
Case 2: w fixes n+ 1
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In this case, w(2n + 2 − i) 6= 2n + 2 − w(i) for some 1 ≤ i ≤ n. Let j = 2n + 2 − w(i),
and let k = w−1(j). Clearly, k 6= i, 2n + 2− i, or n + 1, so the factor yi + yk appears in P .
Applying w to this factor gives Yw(i) + Y2n+2−w(i), which restricts to zero.
We see that in either case, applying w then restricting kills one of the factors appearing
in P , and so the result is zero for any w /∈ WK , as desired. This completes the proof.
Remark 2.2.3. An alternate representative of [Q] is
P (x, y) := 2n
n∏
i=1
(xi + yn+1)(xi − yn+1)
∏
1≤i<j≤n
(yi + yj)(yi + y2n+2−j).
Indeed, this was the first representative discovered by the author. However, the represen-
tative of the previous proposition is preferable from our perspective, essentially because a
formula involving only the yi will pull back to a Chern class formula for the class of a certain
degeneracy locus. It is not clear that the representative involving the xi should have such
an interpretation.
2.2.2 Parametrization of K\G/B and the weak order
We shall refer freely to the definitions and notation of Subsection 1.5.1.
We can consider either the symmetric pair (SL(2n+ 1,C), SO(2n+ 1,C)) or (GL(2n+
1,C), O(2n + 1,C)). These orbits coincide, since in the odd case, one can pass from one
component of O(2n+ 1,C) to the other by multiplication by −1, which acts trivially on the
flag variety. If one thinks of the case (GL(2n+1,C), O(2n+1,C)), then the parametrization
we describe here applies equally well to the even case (GL(2n,C), O(2n,C)). However, in
the even case, SO(2n,C)-orbits on the flag variety no longer coincide with O(2n,C)-orbits,
so parametrizing those orbits is slightly more complicated. (See Subsection 2.3.2.)
Whichever (G,K) one prefers, in this case the Richardson-Springer map φ : K\G/B → I
is a bijection ([RS90, Examples 10.2,10.3]). By Corollary 1.5.3, then, the weak ordering can
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be determined solely in terms of the twisted action of M(W ) on I. Since the map induced
by θ on W (which we also call θ) is given by θ(w) = w0ww
−1
0 (w0 the longest element of W ),
we have
I = {w ∈ W | w0ww−10 = w−1}.
As for the weak ordering, we have the following:
Proposition 2.2.4. Suppose that si ∈ S, and that a ∈ I is such that m(si) ∗ a 6= a (i.e.
l(sia) > l(a)). Let v = φ
−1(a). If si ∗ a 6= a, then si is complex for O(v), and if si ∗ a = a,
si is non-compact imaginary type II for O(v).
Proof. Note first that the map induced by θ on the roots Φ(G, T ) (which we also denote by
θ) is determined by θ(Yi) = −Y2n+2−i. Also note that the twisted action of W on I is given
by w ∗ a = waw0w−1w−10 = waw0w−1w0.
We first show that si is complex for O(v) if and only if si ∗ a 6= a. This follows from
Proposition 1.5.4 and elementary combinatorics. We know by Proposition 1.5.4 that si is
complex if and only if aθ(αi) 6= ±αi. Well, θ(αi) = θ(Yi − Yi+1) = Y2n+1−i − Y2n+2−i. Then
aθ(αi) is equal to ±αi if and only if {a(2n+ 1− i), a(2n+ 2− i)} = {i, i+ 1}.
Since
si ∗ a = siaw0siw0,
and since
si = (i, i+ 1)
and
w0 = (1, 2n+ 1)(2, 2n) . . . (n, n+ 2),
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if si ∗ a = a, then in particular,
(siaw0siw0)(2n+ 2− i) = sia(2n+ 1− i) = a(2n+ 2− i),
and
(siaw0siw0)(2n+ 1− i) = sia(2n+ 2− i) = a(2n+ 1− i).
(Note that either of these implies the other.) This happens if and only if {a(2n + 1 −
i), a(2n+ 2− i)} = {i, i+ 1}, showing that si is complex for O(v) if and only if si ∗ a 6= a.
Now, since φ is a bijection, it follows from Corollary 1.5.3 that if m(si) ∗ a 6= a, as we
have assumed, then si · O(v) 6= O(v), meaning that si is either complex or non-compact
imaginary for O(v) (Proposition 1.4.5). So if si ∗ a = a, since si is not complex, it must be
non-compact imaginary. The fact that it is type II follows from Proposition 1.5.5, combined
with the fact that si ∗ a = a.
This description of K\G/B and the weak order allows for explicit computations on the
level of twisted involutions, simply by starting at the bottom (the identity twisted involution,
which corresponds to the unique closed orbit) and computing the M -action all the way up.
One can also parametrize the set of orbits by honest involutions in the Weyl group. This
parametrization is preferable, in part because it allows for a straightforward linear algebraic
description of the orbits and their closures in terms of rank conditions on the form used to
define G (see below).
The translation between twisted involutions and honest involutions is made simply by
multiplying on the right by w0. We know from Proposition 1.5.6 that the full closure order
on the set of K\G/B in this case corresponds precisely to the induced Bruhat order on
I, and since right multiplication by w0 inverts this order, it follows that when we describe
K\G/B by the set of honest involutions in W , the full closure order is given by the reverse
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Bruhat order. So in this setting, w0 corresponds to the unique closed orbit.
Further, if a ∈ I is a twisted involution, then checking whether si ∗ a = a, i.e. whether
siaw0siw0 = a,
obviously amounts to checking whether the involution b = aw0 is fixed under conjugation by
si:
siaw0siw0 = a⇔ si(aw0)si = aw0 ⇔ sibsi = b.
In light of these easy observations and Proposition 2.2.4 above, we have the following:
Corollary 2.2.5. When K\G/B is parametrized by the set of involutions in W , the unique
closed orbit corresponds to w0. The weak order can be generated inductively, starting at w0
and moving up, as follows: Given an involution b ∈ W and a simple reflection si such that
l(sib) < l(b), we have one of the following two scenarios (recall our conventions on black/blue
edges, described immediately after the proof of Proposition 1.4.5):
1. sibsi 6= b, in which case b <i sibsi, and the edge in the weak order graph is black.
2. sibsi = b, in which case b <i sib, and the edge in the weak order graph is blue.
We remark that the material of this subsection either appears explicitly in [RS90], or
follows easily from the content of that paper. Further, the parametrization and description
of the weak order given here is easily seen to be equivalent to that of [MO¯90]. However, the
question of black/blue edges is not directly addressed in either paper.
The parametrization of K\G/B by involutions is convenient because an involution b ∈ W
encodes a linear algebraic description of the orbit corresponding to b in a straightforward
way. Namely, given an involution b, define, for any i and j,
rb(i, j) := #{k ≤ i | b(k) ≤ j}.
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Let V = C2n+1, and let γ : V ⊗ V → C denote the orthogonal form with isometry group K.
For any flag F• = (F1 ⊂ . . . ⊂ F2n+1) ∈ X, denote by γ|Fi×Fj the restriction of γ to pairs of
the form (v, w) with v ∈ Fi and w ∈ Fj. The claim is that if b ∈ W is an involution, then
the set
Ob := {F• ∈ X | rank(γ|Fi×Fj) = rb(i, j) for all i, j}
is a K-orbit on G/B, and that the association b 7→ Ob defines a bijection between involutions
in W and K-orbits.
Since any permutation w is uniquely determined by the set of numbers rw(i, j), it is clear
by definition that the Ob are mutually disjoint. It is also clear that each set Ob, if non-empty,
is stable under K and hence is at least a union of K-orbits. If we can see that every Ob is
non-empty, it will follow that each must be a single K-orbit. Indeed, by the results of [RS90],
we know that the orbits are in bijection with the involutions of W . If each Ob is non-empty,
then it is impossible for any one of them to be anything other than a single K-orbit, for then
there would be more K-orbits than involutions.
Thus we show that each set Ob is non-empty by producing an explicit representative
satisfying the appropriate rank conditions. It suffices to produce a basis {v1, . . . , v2n+1} for
C2n+1 such that the matrix for the form γ relative to this basis is a monomial matrix (that
is, a matrix such that each row and column has exactly one non-zero entry) whose image in
W is b. Then we can simply take our flag F• to be 〈v1, . . . , v2n+1〉.
We choose such a basis as follows. (Recall that the form γ is defined by 〈ei, ej〉 =
δi,2n+2−j.) First, for each i such that b(i) 6= i, choose vi and vb(i) to be ek and e2n+2−k for
some k 6= n + 1. (Of course, we should choose a different such k for each such i.) There
are an odd number of i such that b(i) = i — for one such i, choose vi to be en+1, and for
all other pairs i1, i2 of such i, choose vi1 to be ek + e2n+2−k for some k 6= n+ 1 (and not yet
used in the first step above), and choose vi2 to be ek − e2n+2−k for the same k. (We should
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choose a different such k for each such pair i1, i2.)
Proposition 2.2.6. With v1, . . . , v2n+1 defined as above, the flag 〈v1, . . . , v2n+1〉 lies in Ob.
Proof. We first note that the matrix for the form γ relative to this basis is indeed a monomial
matrix whose image in W is b. This means precisely that for each i, 〈vi, vj〉 is non-zero if
and only if j = b(i).
For any i with b(i) 6= i, this is clear. Indeed, vi = ek for some k, while vb(i) = e2n+2−k.
Meanwhile, ek appears with coefficient 0 in all other vi by design. Since 〈ei, ej〉 = δi,2n+2−j,
we see that 〈vi, vj〉 = δj,b(i).
Now suppose that b(i) = i. Then either vi = en+1, or vi = ek±e2n+2−k for some k 6= n+1
(and not equal to any k used to define vi with b(i) 6= i). In the former case, we have
〈
vi, vb(i)
〉
= 〈vi, vi〉 = 〈en+1, en+1〉 = 1,
while 〈vi, vj〉 = 0 for any other j, since en+1 appears with coefficient 0 in all other vi. In the
latter case, supposing that vi = ek + e2n+2−k, we have
〈
vi, vb(i)
〉
= 〈vi, vi〉 = 〈ek, e2n+2−k〉+ 〈e2n+2−k, ek〉) = 2.
If vi = ek − e2n+2−k, the corresponding computation shows that
〈
vi, vb(i)
〉
= −2.
For j 6= b(i), either ek appears with coefficient 0 in vj (in which case 〈vi, vj〉 = 0), or
vj = ek ∓ e2n+2−k, and in that case,
〈vi, vj〉 = 〈ek, e2n+2−k〉 − 〈e2n+2−k, ek〉) = 0.
This establishes that the matrix for γ relative to the basis {vi} is indeed monomial, with
image b in W . Now, note that if F• = 〈v1, . . . , v2n+1〉, then rank(γ|Fi×Fj) is, by definition,
the rank of the upper-left i × j rectangle of this matrix. For any monomial matrix with
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image b in W , the rank of the upper-left i× j rectangle is precisely rb(i, j). This proves the
claim.
We illustrate with two examples. Suppose n = 2, so we are dealing with G = SL(5,C),
K = SO(5,C). First consider the involution b = (2, 4). Since b moves 2 and 4, we first
choose v2 = e1 and v4 = e5. Since b fixes 1, 3, and 5, we first choose v1 = e3, then we choose
v3 = e2 + e4 and v5 = e2 − e4. Our ordered basis is thus
{e3, e1, e2 + e4, e5, e2 − e4}.
Relative to this ordered basis, the form γ has matrix

1 0 0 0 0
0 0 0 1 0
0 0 2 0 0
0 1 0 0 0
0 0 0 0 −2

,
and one checks that if F• = 〈v1, . . . , v5〉, then the rank conditions specified by b = (2, 4) are
satisfied.
Next, consider b = (1, 3)(2, 5). We first choose v1 = e1, v3 = e5, v2 = e2, and v5 = e4.
Finally, since b fixes only 4, we choose v4 = e3. So our ordered basis is 〈e1, e2, e5, e3, e4〉, and
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the form γ, relative to this basis, has matrix

0 0 1 0 0
0 0 0 0 1
1 0 0 0 0
0 0 0 1 0
0 1 0 0 0

.
One again checks easily that if F• = 〈v1, . . . , v5〉, the rank conditions encoded by b =
(1, 3)(2, 5) are satisfied.
2.2.3 Example
We now work out a very small example in detail, the case n = 1. (So G = SL(3,C),
K = SO(3,C).) Here, there are 4 involutions, and hence 4 orbits.
We start from the minimal element w0 = (1, 3), and work our way up as described in
Corollary 2.2.5. Since
s1w0s1 = (1, 2)(1, 3)(1, 2) = (2, 3) 6= w0,
we have w0 <1 (2, 3), and the edge is black.
Similarly,
s2w0s2 = (2, 3)(1, 3)(2, 3) = (1, 2) 6= w0,
so w0 <2 (1, 2), and again the edge is black.
Now, we move up to the orbits corresponding to (1, 2) and (2, 3). Start with (2, 3) = s2.
Since l(s1s2) > l(s2), there is no edge originating at (2, 3) with label 1 and going up. However,
l(s22) < l(s2), so we will obviously have that s2 <2 id. (Since id is the only involution left,
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this is the only possibility.) Let us check this directly:
s2s2s2 = s2,
so instead of conjugating by s2, we multiply on the left by it to get s
2
2 = id, and in this case
the edge is blue.
The situation with (1, 2) = s1 is similar. Since l(s2(1, 2)) = l(s2s1) > l(s1), so there is
no edge originating at s1 with label 2 and going up. But l(s
2
1) < l(s2), so we will have that
s1 <1 id. Again, s1 is fixed by conjugation by s1, and so we multiply on the left to get id,
and the edge connecting s1 and id has label 1 and is blue. The weak order graph appears as
Figure B.2 of Appendix B.
With this complete, we now determine formulas for the S-equivariant classes of all orbit
closures. By Proposition 2.2.2 above, the class of the closed orbit corresponding to w0 is
given by the formula [Q] = −2(y1 + y2)(y2 + y3). The class [Y(2,3)] is given by
[Y(2,3)] = ∂1([Q]),
and since
∂1(f(x, y1, y2, y3)) =
f − f(x, y2, y1, y3)
y1 − y2 ,
we have [Y(2,3)] = 2(y1 + y2). Similarly, [Y(1,2)] = ∂2([Q]) = −2(y2 + y3).
Finally, we can compute [Yid] either as
1
2
∂2([Y(2,3)]), or as
1
2
∂1([Y(1,2)]). Using either
formula, we get that [Yid] = 1, as expected.
The results are summarized in Table B.2 of Appendix B. The weak order graph and the
list of formulas for the larger case n = 5 appear in Figure B.3 and Table B.3. (In that case,
there are 26 orbits.)
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2.3 K ∼= SO(2n,C)
We now treat the case of the even special orthogonal group.
As before, we realize K as the subgroup of SL(2n,C) preserving the orthogonal form
given by the antidiagonal matrix J = J2n.
Once again, if Yi (i = 1, . . . , 2n) are coordinates on t, restriction to s is given by ρ(Yi) = Xi
and ρ(Y2n+1−i) = −Xi for each i = 1, . . . , n.
The roots of K are
ΦK = {±(Xi ±Xj) | i < j}.
In this case, the Weyl group WK of K acts on torus characters by signed permutations
which change an even number of signs. The inclusion of WK into W is as signed elements
σ ∈ S2n (defined in Subsection 1.1) having the further property that
σ(i) > n for an even number of i = 1, . . . , n. (2.1)
2.3.1 Formulas for the closed orbits
With conventions fixed as in the previous subsection, we have the following:
Proposition 2.3.1. There are precisely 2 closed K-orbits on G/B. The first, Q1, is the
orbit K · 1B. The S-fixed points contained in Q1 are signed elements of S2n, and correspond
to elements of WK under the embedding WK ⊆ W described above.
The second, Q2, is the orbit K · snB, where sn is the simple transposition (n, n + 1).
Fixed points in this orbit are signed elements of S2n that correspond to signed permutations
of {1, . . . , n} changing an odd number of signs.
Proof. As in the previous case, the map induced on W by θ is w 7→ w0ww0. So as in that
case, we see using Proposition 1.3.7 that K ·wB is closed if and only if w is a signed element
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of S2n.
These fixed points correspond to elements of S2n which constitute 2 (left) WK-cosets —
namely, WK · 1 and WK · sn. Thus there are two closed orbits, as follows from the discussion
immediately following the statement of Proposition 1.3.7.
With the closed orbits determined, we now give a formula for the S-equivariant class of
each:
Proposition 2.3.2. With Q1 and Q2 as in the previous proposition, [Q1] is represented by
the polynomial P1(x, y), and [Q2] by the polynomial P2(x, y), where
P1(x, y) = 2
n−1(x1 . . . xn + y1 . . . yn)
∏
1≤i<j≤n
(yi + yj)(yi + y2n+1−j);
and
P2(x, y) = −2n−1(x1 . . . xn − y1 . . . yn)
∏
1≤i<j≤n
(yi + yj)(yi + y2n+1−j).
Proof. We demonstrate the correctness of the formula for [Q1]. The argument is similar to
that given in the previous case for the lone closed orbit of the odd orthogonal group.
As stated, Q1 consists of those S-fixed points corresponding to elements of WK — that
is, signed permutations with an even number of sign changes. Take w ∈ Q1 to be such a
fixed point. We use Proposition 1.3.3 to compute the restriction [Q1]|w. As in the previous
example, we first determine the restriction of the positive roots Φ+ to s, then apply the
signed permutation w to that set of weights.
Restricting the positive roots {Yi − Yj | 1 ≤ i < j ≤ 2n} to s, we get the following set of
weights:
1. Xi −Xj, 1 ≤ i < j ≤ n, each with multiplicity 2 (one is the restriction of Yi − Yj, the
other the restriction of Y2n+1−j − Y2n+1−i)
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2. Xi +Xj, 1 ≤ i < j ≤ n, each with multiplicity 2 (one is the restriction of Yi−Y2n+1−j,
the other the restriction of Yj − Y2n+1−i)
3. 2Xi, 1 ≤ i ≤ n, each with multiplicity 1 (the restriction of Yi − Y2n+1−i)
Now, consider applying a signed permutation w ∈ WK to this set of weights. The
resulting set of weights will be
1. ±(Xi −Xj), 1 ≤ i < j ≤ n, each occurring with either a plus or minus sign, and with
multiplicity 2 (these weights come from applying w to weights of either type (1) or (2)
above)
2. ±(Xi +Xj), 1 ≤ i < j ≤ n, each occurring with either a plus or minus sign, and with
multiplicity 2 (these weights also come from applying w to weights of either type (1)
or (2) above)
3. ±2Xi, 1 ≤ i ≤ n, each ocurring with either a plus or minus sign, and with multiplicity
1 (these weights come from applying w to weights of type (3) above)
Subtracting roots of K, we are left with the following weights:
1. ±(Xi −Xj), 1 ≤ i < j ≤ n, each occurring with either a plus or minus sign, and with
multiplicity 1
2. ±(Xi +Xj), 1 ≤ i < j ≤ n, each occurring with either a plus or minus sign, and with
multiplicity 1
3. ±2Xi, 1 ≤ i ≤ n, each occurring with either a plus or minus sign, and with multiplicity
1
The number of weights of the form −2Xi is even, since w changes an even number of
signs. So in computing the restriction, to get the sign right, we need only concern ourselves
with the signs of the weights of types (1) and (2) above.
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We may argue just as in the proof of Proposition 2.2.2 that the number of Xi±Xj (i < j)
occurring with a negative sign is congruent mod 2 to l(|w|). As such, if w ∈ Q1 is an S-fixed
point, then
[Q1]|w = F (X) := (−1)l(|w|)2nX1 . . . Xn
∏
1≤i<j≤n
(Xi +Xj)(Xi −Xj).
So we seek a polynomial in x1, . . . , xn, y1, . . . , y2n, say f , with the property that
f(X, ρ(wY )) =

F (X) if w ∈ WK
0 otherwise.
It is straightforward to verify that P1 has these properties. Indeed, first take w ∈ WK .
Then applying w to the term x1 . . . xn + y1 . . . yn gives 2X1 . . . Xn, since w permutes the Yi
with an even number of sign changes, and each restricts to the corresponding Xi. Multiplying
this by 2n−1 gives us the 2nX1 . . . Xn part of F . The terms yi+yj and yi+y2n+1−j give, up to
sign, all terms of the form Xi +Xj and Xi−Xj (i < j). Rewriting each such term as either
+1 or −1 times a positive root by factoring out negative signs as necessary, we effectively
introduce the sign of (−1)l(|w|), as required.
On the other hand, if w /∈ WK , then there are two possibilities:
Case 1: w is a signed element of S2n corresponding to a signed permutation with an odd
number of sign changes.
In this case, w clearly kills the term x1 . . . xn + y1 . . . yn, and hence f(X, ρ(wY )) = 0.
Case 2: w is not a signed element of S2n.
In this case, then w(2n+1− i) 6= 2n+1−w(i) for some 1 ≤ i ≤ n. Let j = 2n+1−w(i),
and let k = w−1(j). Clearly, k 6= i or 2n+1−i. So the factor yi+yk appears in P1. Applying
w to this factor gives Yw(i) + Y2n+1−w(i), which then restricts to zero.
We see that in either case, f(X, ρ(wY )) = 0. This proves that P1(x, y) represents [Q1].
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The verification of the formula for [Q2] is similar. The orbit Q2 consists of those S-fixed
points corresponding to signed elements of S2n corresponding to signed permutations which
change an odd number of signs. Take w ∈ Q2 to be such a fixed point. We compute the
restriction [Q2]w. The set ρ(wΦ
+)) is as follows:
1. For each 1 ≤ i < j ≤ n, exactly one of ±(Xi −Xj), occurring with multiplicity 2
2. For each 1 ≤ i < j ≤ n, exactly one of ±(Xi +Xj) occurring with multiplicity 2
3. For each i = 1, . . . , n, exactly one of ±2Xi, with multiplicity 1
Subtracting roots of K, we are left with
1. ±(Xi −Xj), 1 ≤ i < j ≤ n, each occurring with either a plus or minus sign, and with
multiplicity 1
2. ±(Xi +Xj), 1 ≤ i < j ≤ n, each occurring with either a plus or minus sign, and with
multiplicity 1
3. ±2Xi, 1 ≤ i ≤ n, each occurring with either a plus or minus sign, and with multiplicity
1
The number of weights of the form −2xi is odd, since w changes an odd number of signs.
The number of roots of types (1) or (2) occurring with a minus sign is again congruent mod
2 to l(|w|) (the argument is identical). So in this case, we see that
[Q2]|w = F (X) := (−1)l(|w|)+12nX1 . . . Xn
∏
1≤i<j≤n
(Xi +Xj)(Xi −Xj).
So now we seek a polynomial f in the variables x1, . . . , xn, y1, . . . , y2n, such that
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f(X, ρ(wY )) =

F (X) if w is signed and changes an odd number of signs
0 otherwise.
Again, the verification that P2 fits the bill is routine. Given w ∈ Q2, it clearly sends
X1 . . . Xn − Y1 . . . Yn to 2X1 . . . Xn, and multiplication by −2n−1 gives the first part of F
above. And just as was the case for Q1, the terms yi + yj and yi + y2n+1−j give the second
part, with the appropriate sign of (−1)l(|w|).
For w /∈ Q2, again there are two possibilities:
Case 1: w is signed and and changes an even number of signs (i.e. w ∈ WK)
Then clearly w kills the term x1 . . . xn − y1 . . . yn.
Case 2: w is not a signed permutation
Then we may argue just as in the case of Q1 that w kills a factor of the form yi + yj or
yi + y2n+1−j.
So in either case, f(X, ρ(wY )) = 0. Thus P2 represents [Q2], as claimed.
Remark 2.3.3. Note that the representatives for [Q1] and [Q2] involve both the x and y
variables. Unlike the odd case, there don’t seem to be representatives involving only the
y-variables (at least not that the author was able to find). However, note that if we consider
the lone closed orbit of O(2n,C) on X (the union of Q1 and Q2), its class (being the sum
of [Q1] and [Q2]) involves only the y-variables. This reflects the fact that the fundamental
classes of degeneracy loci parametrized by O(2n,C)-orbit closures are expressible in the
Chern classes of a flag of vector subbundles of a given vector bundle V over a variety X. By
contrast, the fundamental classes of the irreducible components of such loci, parametrized
by SO(2n,C)-orbit closures, are only expressible in these Chern classes together with the
Euler class of the bundle V , see Subsection 6.1.2.
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2.3.2 Parametrization of K\G/B and the weak order
Again we refer to [RS90, Examples 10.2,10.3]. Let φ be the Richardson-Springer map for
the symmetric pair (SL(2n,C), SO(2n,C)), and φ′ the Richardson-Springer map for the
symmetric pair (GL(2n,C), O(2n,C)). As mentioned in Subsection 2.2.2, the analysis given
there for the odd orthogonal group carries over to the even orthogonal group: φ′ is still a
bijection, O(2n,C)-orbits are parametrized by involutions in W , representatives of orbits are
found in the same way, and the combinatorics of the weak order are described identically.
However, when one considers the SO(2n,C)-orbits on G/B, things are a bit more compli-
cated. The map φ is still surjective, but is no longer injective. When twisted involutions are
identified with honest involutions (i.e. when φ is followed by right multiplication by w0), the
result is as follows:
1. If a ∈ W is an involution with fixed points, then φ−1(a) is a single SO(2n,C)-orbit,
which coincides with (φ′)−1(a).
2. If a ∈ W is an involution without fixed points, then φ−1(a) consists of two SO(2n,C)-
orbits, which are components of the single O(2n,C)-orbit (φ′)−1(a).
Thus some of the O(2n,C)-orbits split as a union of two SO(2n,C)-orbits, while others do
not.
If b is an involution with fixed points, then one can determine a representative of the
SO(2n,C)-orbit Ob just as described in Subsection 2.2.2. If b is fixed point-free, then one can
determine a representative of theO(2n,C)-orbit corresponding to b using the same procedure.
This gives a representative of one of the two SO(2n,C)-orbits which correspond to b. Note
that this representative is always a T -fixed flag, corresponding to a permutation in S2n. To
get a representative of the other SO(2n,C)-orbit corresponding to b, one can multiply this
permutation by the transposition (n, n + 1) and take the T -fixed flag corresponding to the
resulting element of S2n.
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The two closed orbits are particular examples of this. Indeed, the closed orbits are
the two components of the O(2n,C)-orbit corresponding to the involution w0, which is
fixed point-free. To get a representative of one component, one follows the procedure of
Subsection 2.2.2 to obtain the standard flag 〈e1, . . . , e2n〉. Then, to get a representative
of the other component, we apply the permutation (n, n + 1) (note that this is the signed
element of S2n corresponding to the signed permutation which interchanges n and −n) to
obtain 〈e1, . . . , en−1, en+1, en, en+2, . . . , e2n〉.
The weak closure order on SO(2n,C)-orbits, as well as whether edges of the weak order
graph are black or blue, require a bit more care to get right when dealing with orbits which
are components of O(2n,C)-orbits. Given two O(2n,C)-orbits O1 <i O2, supposing that
either O1 or O2 (or both) splits as a union of two SO(2n,C)-orbits, how does one describe
the weak closure order on the components?
Note that there are two possible ways this can occur: Either O1 and O2 both split, or O1
splits and O2 does not. Each possibility can occur, as we see in the case n = 2. Indeed, when
considering O(4,C)-orbits, parametrized by involutions, we have w0 <1 (1, 3)(2, 4), each of
which is fixed point-free. Thus both of these orbits split. We also have w0 <2 (1, 4), and
(1, 4) has fixed points, so it does not split. The third “possibility”, where O1 does not split
while O2 does, is clearly not possible either from a geometric or a combinatorial standpoint.
Indeed, it cannot happen that two different components of O2 are both dense in pi−1α (piα(O1))
for α = αi ∈ ∆. This is reflected combinatorially by the the fact that if b ∈ W is an
involution with fixed points, and if l(sib) < l(b), then both of the following must hold:
1. sibsi has fixed points. Indeed, if b fixes any value other than i or i+ 1, then sibsi fixes
that same value. Otherwise, if b(i) = i, then sibsi(i+ 1) = i+ 1, and if b(i+ 1) = i+ 1,
then sibsi(i) = i.
2. If sibsi = b, then sib also has fixed points. Indeed, if sibsi = b, then b must preserve
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the set {i, i + 1}, as well as its complement. If b fails to fix any value other than i
and i + 1, then it must fix both i and i + 1, since b is assumed to have fixed points.
But in this case, we have l(sib) > l(b), since sib has one more inversion than b, namely
(i, i + 1) 7→ (i + 1, i). This contradicts our assumption that l(sib) < l(b), thus b must
fix some value outside of {i, i+ 1}. Then sib necessarily fixes the same value.
Let us consider the two possible cases. Take first the case when O1 splits while O2 does
not. Then by the results of Subsection 2.2.2, in the weak order graph for O(2n,C)-orbits,
any edge joining O1 to O2 must be blue. Indeed, if the involution corresponding to O1 is
fixed point-free, then sibsi is also fixed point-free. Since O2 does not split, it corresponds to
an involution with fixed points, which obviously cannot be sibsi. The only conclusion is that
sibsi = b, and that the involution corresponding to O2 is sib. This implies that any edge
joining O1 to O2 is blue.
Let O′1 and O′′1 denote the two SO(2n,C)-orbits whose union is O1. Let φ(O′1) = φ(O′′1) =
a, and φ(O2) = b. We have a <i b, since si · O1 = O2 as O(2n,C)-orbits. So by Proposition
1.5.1, we must have either si · O′1 = O2 or si · O′1 = O′1. Likewise, either si · O′′1 = O2,
or si · O′′1 = O′′1 . Since O′1 and O′′1 are the only SO(2n,C)-orbits mapping to a, it follows
moreover from Proposition 1.5.2 that at least one of the following is true:
1. si · O′1 = O2, or
2. si · O′′1 = O2.
But in fact, both of these must be true. To see this, recall how we determine whether a simple
reflection is complex or non-compact imaginary for a given orbit: We take a representative
of the orbit gB having the property that g−1θ(g) ∈ NG(T ), so that T ′ = gTg−1 is a θ-stable
maximal torus, and we examine the properties of the root int(g)(αi) of T
′ relative to θ.
This is independent of the choice of representative gB. Take any such representative gB
of the O(2n,C)-orbit O1. Suppose it lies in O′1. We obtain a different representative of O1
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lying in O′′1 by multiplying by the permutation matrix pi corresponding to the transposition
(n, n+ 1). But if g−1θ(g) ∈ NG(T ), (pig)−1θ(pig) ∈ NG(T ) as well, so for the O(2n,C)-orbit
O1, the analysis described above may be carried out with either representative. Since αi is
non-compact imaginary for O1, carrying out the analysis for O′1 using the representative gB
shows that αi is non-compact imaginary for O′1, and carrying out the analysis for O′′1 using
the representative pigB shows that αi is non-compact imaginary for O′′1 .
Now, it should be clear that αi is in fact a non-compact imaginary root of type I for both
O′1 and O′′1 , whereas it was a type II root for O1. Indeed, since si ·O′1 = O2 and si ·O′′1 = O2,
both O′1 and O′′1 cover their images in G/Pαi either 1-to-1 or 2-to-1. Since O1 = O′1 ∪ O′′1
covers its image 2-to-1, the only possibility is that each of O′1 and O′′1 covers its image 1-to-1.
Thus whereas the edge joining O1 to O2 in the weak order graph for O(2n,C)-orbits was blue,
now the edges joining O′1 and O′′1 to O2 are each black. (Note that this says in particular
that while O1 was fixed by the cross action of sαi , the orbits O′1 and O′′1 are interchanged by
it.)
The geometry here is simple: The restriction of the map piαi : G/B → G/Pαi to O1 is
generically 2-to-1. Over a generic point gPαi in the image, one of the two preimage points
will lie in O′1, and the other will lie in O′′1 . Thus the further restriction of piαi to either
component of O1 is birational.
Now consider the second case, where both O1 and O2 split (say as O′1, O′′1 and O′2, O′′2).
In this case, we can see combinatorially that any edge joining O1 to O2 must be black.
Indeed, O1 corresponds to a fixed point-free involution b, while O2 corresponds to a fixed
point-free involution c = m(si) ∗ b for some si. If sibsi = b, then sib must have fixed points.
Since c is assumed not to have fixed points, we must have that sibsi = c. Thus any edge
joining O1 to O2 is black.
It follows from Proposition 1.5.2 that we should have one of the following two cases:
1. O′1 <i O′2 and O′′1 <i O′′2 (both edges black)
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2. O′1 <i O′′2 and O′′1 <i O′2 (both edges black).
However, it is not obvious (at least to the author) how to tell which is the case once we
have fixed our choices of O′1, O′′1 , O′2, and O′′2 . As a simple example, consider the case n = 2,
with O1 the bottom orbit corresponding to w0, and O2 the orbit corresponding to (1, 3)(2, 4).
As noted above, we have O1 <1 O2. It is also the case that s3w0s3 = (1, 3)(2, 4), so O1 <3 O2
as well. If we declare, say, that O′1, O′′1 , O′2, and O′′2 are represented by 〈e1, e2, e3, e4〉,
〈e1, e3, e2, e4〉, 〈e1, e2, e4, e3〉, and 〈e1, e3, e4, e2〉, respectively, how does one know which of the
following four sets of closure relations is correct?
1. O′1 <1 O′2, O′1 <3 O′2, O′′1 <1 O′′2 , O′′1 <3 O′′2
2. O′1 <1 O′2, O′1 <3 O′′2 , O′′1 <1 O′′2 , O′′1 <3 O′2
3. O′1 <1 O′′2 , O′1 <3 O′′2 , O′′1 <1 O′2, O′′1 <3 O′2
4. O′1 <1 O′′2 , O′1 <3 O′2, O′′1 <1 O′2, O′′1 <3 O′′2
Ultimately, we can answer this question by examining the formulas for the equivariant
fundamental classes of these orbit closures and computing their restrictions at S-fixed points
contained in one orbit closure or another. In the example given above, we know that the
orbit O′1 is represented by the polynomial 2(x1x2+y1y2)(y1+y2)(y1+y3). Applying ∂1 to this
polynomial, we get 2(x1x2 + y1y2)(y1 + y2). This polynomial must represent either [O′2] or
[O′′2 ]. As chosen above, O′2 is represented by the S-fixed point corresponding to 1243, while
O′′2 is represented by the S-fixed point corresponding to 1342. Computing the restriction of
the class ∂1([O′1]) at the fixed point 1243, we get
2(X1X2 +X1X2)(X1 +X2) = 4X1X2(X1 +X2).
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On the other hand, when we compute the restriction of the class ∂1([O′1]) at the fixed point
1342, we get
2(X1X2 +X1X3)(X1 +X3) = 2(X1X2 −X1X2)(X1 −X2) = 0.
This tells us that we must have O′1 <1 O′2 (and hence also O′′1 <1 O′′2). Indeed, the computa-
tion shows that the S-fixed point 1243 must be contained in the closure of the orbit s1 · O′1,
or else the restriction of [s1 · O′1] at 1243 would necessarily be zero. This says s1 · O′1 = O′2.
A similar computation involving ∂3([O′1]) shows also that O′1 <3 O′2 and O′′1 <3 O′′2 . Thus
option (1) above is the correct one.
2.3.3 Example
We give the results of the remainder of the computation for the case n = 2, some of which
was worked out in the previous subsection to enhance the clarity of the exposition there.
(We treat both the cases G = GL(4,C), K = O(4,C) and G = SL(4,C), K = SO(4,C).)
There are 10 involutions in W :
id; (1, 2); (1, 3); (1, 4); (2, 3); (2, 4); (3, 4); (1, 2)(3, 4); (1, 3)(2, 4); (1, 4)(2, 3).
The weak order graph for O(4,C)-orbits on X is given in Figure B.4 of Appendix B, with
formulas shown in Table B.4. The only comment we offer on that computation is simply to
point out that the formula for the bottom orbit corresponding to w0 is obtained by adding
the formulas for the classes of the two irreducible components, those being the two closed
SO(4,C)-orbits.
The weak order graph for SO(4,C)-orbits on X is given in Figure B.5, with formulas
shown in Table B.5. All the ideas required for the computation are discussed in the previous
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subsection, so we offer no further comment here.
2.4 K ∼= Sp(2n,C)
The final K to consider in type A is K = Sp(2n,C), which corresponds to the real form
GR = SL(n,H) of SL(2n,C). (H denotes the quaternions.) We realize K as the isometry
group of the skew form given by Jn,n (cf. Subsection 1.1) — that is, K is the fixed point
subgroup of the involution
θ(g) = Jn,n(g
−1)tJn,n.
As was the case with the orthogonal groups, one checks easily that given this realization
of K, the diagonal elements S = K ∩ T are a maximal torus of K, and the lower-triangular
elements B′ = B ∩ K are a Borel subgroup of K. Also as with the orthogonal groups, we
have rank(K) < rank(G), so we have a proper inclusion of tori S ( T , and we work over
S-equivariant cohomology H∗S(X). If Y1, . . . , Y2n ∈ t∗ are coordinates on t, restriction to s is
given by ρ(Yi) = Xi, ρ(Y2n+1−i) = −Xi for i = 1, . . . , n.
The roots of K are the following:
ΦK = {±(Xi ±Xj) | 1 ≤ i < j ≤ n} ∪ {±2Xi | i = 1, . . . , n}.
The Weyl group WK acts on s
∗ as signed permutations of the coordinate functions
{X1, . . . , Xn} with any number of sign changes. As we have seen in previous examples,
WK embeds into W as the signed elements of S2n.
2.4.1 A formula for the closed orbit
As was the case with K = SO(2n+ 1,C), here there is only one closed orbit:
Proposition 2.4.1. There is precisely 1 closed K-orbit Q on G/B - namely, Q = K · 1B,
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the orbit of the S-fixed point corresponding to the identity of W . The S-fixed points contained
in Q correspond to the images of elements of WK in W , i.e. to signed elements of S2n.
Proof. The exact same proof given for the case K = SO(2n+ 1,C) goes through here, since
the induced map on W is once again w 7→ w0ww0.
Q being the only closed K-orbit, we give a formula for its S-equivariant class.
Proposition 2.4.2. Let Q be the closed K-orbit of the previous proposition. Then [Q] is
represented by
P (x, y) :=
∏
1≤i<j≤n
(yi + yj)(yi + y2n+1−j).
Proof. The proof here is very similar to the orthogonal cases, except a bit simpler. We start
by computing [Q]|w for a fixed point w ∈ Q. The set ρ(wΦ+) is as follows:
1. For each 1 ≤ i < j ≤ n, exactly one of ±(Xi −Xj), with multiplicity 2
2. For each 1 ≤ i < j ≤ n, exactly one of ±(Xi +Xj), with multiplicity 2
3. For each i = 1, . . . , n, exactly one of ±2Xi, with multiplicity 1
Subtracting roots of K, here we are left with the following weights:
1. For each 1 ≤ i < j ≤ n, exactly one of ±(Xi −Xj), with multiplicity 1
2. For each 1 ≤ i < j ≤ n, exactly one of ±(Xi +Xj), with multiplicity 1
Just as in the orthogonal cases, the number of Xi±Xj (i < j) occurring with a negative
sign is congruent mod 2 to l(|w|). We conclude that if w ∈ Q is an S-fixed point, then
[Q]|w = F (X) := (−1)l(|w|)
∏
1≤i<j≤n
(Xi +Xj)(Xi −Xj).
So we seek a polynomial in x1, . . . , xn, y1, . . . , y2n, say f , with the property that
76
f(X, ρ(wY )) =

F (X) if w ∈ WK
0 otherwise.
The arguments needed to show that P has these properties have already been made in
the case of the even orthogonal group. Indeed, there we saw that whether w ∈ WK changed
an even or an odd number of signs (the cases were considered separately for two orbits Q1
and Q2), restricting the terms yi+yj and yi+y2n+1−j to Xi+Xj and Xi−Xj, then applying
the signed permutation w, we got
(−1)l(|w|)
∏
1≤i<j≤n
(Xi +Xj)(Xi −Xj),
as required. On the other hand, it was also argued in the case of the even orthogonal
group that if w is not a signed permutation (in this case, this is equivalent to the statement
that w /∈ WK), then restricting and applying w to P gives zero. This completes the proof.
2.4.2 Parametrization of K\G/B and the weak order
We are again able to describe the orbit set and the weak order on the level of twisted
involutions. We refer the reader to [RS90, Example 10.4].
In this case, the map φ is not bijective, but it is injective. Thus the orbits are in one-to-one
correspondence with twisted involutions in the image φ(K\G/B). Moreover, it follows once
again from the facts stated in Subsection 1.5.1 (namely, from Corollary 1.5.3 and Proposition
1.5.6) that the weak (respectively, full) closure order on K\G/B is given precisely by the
restriction of the weak (respectively, full) Bruhat order on I to the set φ(K\G/B).
Observe that as with the orthogonal groups, the map induced by θ on W is θ(w) =
w0ww
−1
0 ; hence the twisted involutions I, and the weak Bruhat order on them, are the same
as in that case. In particular, elements of I correspond, after right multiplication by w0, to
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the honest involutions in W . In the case at hand, the image φ(K\G/B) is then the set of
all twisted involutions a ∈ I such that aw0 is a fixed point-free involution. Because the full
closure order is given by the reverse Bruhat order on such involutions, and because w0 is
fixed point-free, we see that w0 again corresponds to the unique closed orbit. (Note, however,
that 1 no longer corresponds to the dense orbit, since 1 has fixed points. Indeed, the dense
orbit in this case corresponds to the involution (1, 2)(3, 4) . . . , (2n− 1, 2n).)
Recall from our discussion of the orthogonal case that the weak Bruhat order on I is
generated by inductively applying the following rules to an involution b ∈ W , starting with
the unique minimal element w0 (assuming that l(sib) < l(b)):
1. If sibsi 6= b, then b <i sibsi.
2. If sibsi = b, then b <i sib.
Suppose here, though, that the condition of (1) fails, i.e. assume that sibsi = b. As
noted in Subsection 2.3.2, this implies that b preserves the set {i, i + 1}. If b is assumed
fixed point-free, then it must interchange i and i+ 1. Thus we see that sib has fixed points
(namely, sib(i) = i and sib(i+ 1) = i+ 1). This means that the M -action of si on b actually
takes us out of the set φ(K\G/B). In this event, there is simply no edge originating at b
with label i, since the weak order on K\G/B coincides with the restriction of the weak order
on I to φ(K\G/B).
Finally, as for the issue of black or blue edges, one easily checks that in this case, the
map on the roots Φ(G, T ) induced by θ is the same as in the orthogonal cases — namely,
it is defined by θ(Yi) = −Y2n+1−i. This means that deciding whether a root is complex or
non-compact imaginary for a given orbit works just as in those cases. (We refer the reader
back to the proof of Proposition 2.2.4.) Recall that with the orthogonal groups, in case (1)
above, the root αi was complex for the orbit corresponding to b, and so the edge originating
at b with label i was black. In case (2), the root was non-compact imaginary type II, and so
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the corresponding edge was blue, but as we have just noted, case (2) does not occur when
we restrict our attention to involutions which actually correspond to Sp(2n,C)-orbits. The
upshot is that in the present case, all roots are complex. In particular, there are no blue
edges in the weak order graph.
We sum up the discussion as follows:
Proposition 2.4.3. The weak order on K\G/B corresponds to the order on fixed point-free
involutions given inductively as follows: Starting with w0, for any fixed point-free involution
b, and for any si such that l(sib) < l(b), b <i sibsi if and only if sibsi 6= b. All roots are
complex, and hence all edges are black.
The parametrization of K\G/B by fixed point-free involutions encodes precisely the same
linear algebraic description of the orbits in this case as it does in the case of the orthogonal
groups. Namely, letting γ denote the symplectic form with isometry group K, if we define
Ob to be
{F• ∈ X | rank(γ|Fi×Fj) = rb(i, j) for all i, j},
then Ob is a single K-orbit on G/B, and the association b 7→ Ob defines a bijection between
the set of fixed point-free involutions and K\G/B.
This can be seen in the same way as in the orthogonal case, and a representative of each
orbit may be produced by the same procedure. Because the argument is identical, we omit
the details.
2.4.3 Example
We give the details of the computation in the very small case n = 2 (so (G,K) = (SL(4,C), Sp(4,C))).
Here, there are 3 fixed point-free involutions, and hence 3 orbits. The involutions are
(1, 2)(3, 4), (1, 3)(2, 4), and (1, 4)(2, 3).
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We start at w0 = (1, 4)(2, 3) and work upward, applying the rule of the previous subsec-
tion:
s1w0s1 = (1, 3)(2, 4),
s2w0s2 = w0,
s3w0s3 = (1, 3)(2, 4),
so w0 <1 (1, 3)(2, 4) and w0 <3 (1, 3)(2, 4). Next, we move up to (1, 3)(2, 4), noting that
we only need to compute the M -action of s2:
s2(1, 3)(2, 4)s2 = (1, 2)(3, 4),
and we are done. The weak order graph appears as Figure B.6 of Appendix B.
By Proposition 2.4.2, the formula for [Yw0 ] is (y1 + y2)(y1 + y3). We obtain [Y(1,3)(2,4)] by
applying either ∂1 or ∂3. In either case, the result is [Y(1,3)(2,4)] = y1 + y2. Finally, we obtain
[Y(1,2)(3,4)] by applying ∂2 to [Y(1,3)(2,4)], and of course the result is [Y(1,2)(3,4)] = 1. These
formulas appear in Table B.6.
The weak order graph and formulas for the larger example n = 3 appear in Figure B.7
and Table B.7, respectively. (In that case, there are 15 orbits.)
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Chapter 3
Examples in Type B
As was our preference in the type A case (G,K) = (SL(2n+ 1,C), SO(2n+ 1,C)), here we
realize SO(2n+ 1,C) as the subgroup of SL(2n+ 1,C) preserving the orthogonal form given
by the antidiagonal matrix J = J2n+1. That is,
SO(2n+ 1,C) =
{
g ∈ SL(2n+ 1,C) | gJgt = J} .
Fix a maximal torus T of G, and let Yi (i = 1, . . . , n) denote coordinates on t. In this
case, the roots are
Φ = {±(Yi ± Yj) | 1 ≤ i < j ≤ n} ∪ {±Yi | 1 ≤ i ≤ n}.
We choose the “standard” positive system
Φ+ = {Yi ± Yj | i < j} ∪ {Yi | i = 1, . . . , n},
and take B to be the Borel subgroup containing T and corresponding to the negative roots.
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Again, to make things concrete, one may take T to be the diagonal elements of G, let
Yi(diag(a1, . . . , an, 0,−an, . . . ,−a1) = ai,
and take B to be the lower-triangular elements of G.
Let X = G/B be the flag variety. X identifies with the set of flags which are isotropic
with respect to the quadratic form
〈x, y〉 =
2n+1∑
i=1
xiy2n+2−i.
Thus a point of X can be thought of as a partial flag of the form
{0} = V0 ⊆ V1 ⊆ . . . ⊆ Vn,
with dimVi = i and each Vi isotropic with respect to 〈, 〉. Such a flag is canonically extended
to a complete flag V0 ⊂ V1 ⊂ . . . ⊂ V2n+1 by defining V2n+1−i = V ⊥i for i = 0, . . . , n.
The Weyl group W acts on the Yi as the 2
nn! signed permutations of {1, . . . , n} which
change any number of signs. The T -fixed points of X then correspond to such permutations,
as usual.
3.1 K ∼= S(O(2p,C)×O(2q + 1,C))
In type B, there is only one family of symmetric subgroups K to consider, up to conjugacy.
Suppose p+ q = n, and take θ to be the involution
θ(g) = Ip,2q+1,pgIp,2q+1,p.
82
One checks easily that G is stable under θ, and that
K = Gθ =

k =

K11 0 K13
0 K22 0
K31 0 K33

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
K11, K13, K31, K33 ∈ Mat(p, p)K11 K13
K31 K33
 ∈ O(2p,C)
K22 ∈ O(2q + 1,C)
det(k) = 1

∼= S(O(2p,C)×O(2q + 1,C)).
This choice of K corresponds to the real form GR = SO(2p, 2q + 1) of G.
Let S ⊆ K be a maximal torus of K contained in T . This is an equal rank case, so in
fact S = T . We formally distinguish coordinates on s (labeled by X variables) from those
on t (labelled by Y variables), with restriction given by ρ(Yi) = Xi.
This is the first time that we have encountered a K which is not connected. We handle
this by considering the connected components of the closed orbits separately. As we will see,
each closed orbit has two components. Each is a single K0-orbit, with K0 = SO(2p,C) ×
SO(2q + 1,C) the identity component of K. These K0-orbits coincide with the closed K˜-
orbits, with K˜ = S(Pin(2p,C)× Pin(2q + 1,C)) the corresponding (connected) symmetric
subgroup of the simply connected cover G˜ = Spin(2n + 1,C) of G. Since S ⊂ K0, each
such component is stable under S, and hence has a S-equivariant class. We apply our usual
method to find formulas for these S-equivariant classes. Having done so, we next identify
exactly how the closed K-orbits break up as unions of these components. We find a formula
for each closed K-orbit by simply adding the formulas for the two components. Finally, we
parametrize the K-orbits by (2p, 2q + 1)-clans satisfying a certain additional combinatorial
property, and describe the weak closure order on K\G/B in terms of this parametrization.
This allows us to perform the rest of the computation as in the type A cases.
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Identifying the connected components of all K-orbits would amount to a parametrization
of the K˜-orbits on X. Given such a parametrization, along with a description of the weak
closure order, one could find formulas for the classes of all K˜-orbit closures, which would
then give formulas for the classes of irreducible components of K-orbit closures. Formulas
for K-orbit closures would follow by adding the formulas for the irreducible components.
One might say that this would be a more complete solution to the problem at hand.
We justify our approach as follows: First, the K-orbits on X are simpler to parametrize,
since they are precisely the intersections of K ′ = GL(2p,C) × GL(2q + 1,C)-orbits on the
type A flag variety X ′ with the smaller flag variety X. Such intersections need not be single
K˜-orbits on X; some are, while others (e.g. the closed orbits) are unions of two K˜-orbits. It
is not completely obvious how to determine precisely which intersections are single K˜-orbits,
and which are not.
Second, due to the fact that the K-orbits are intersections of K ′-orbits on X ′ with X,
formulas for the classes of their closures pull back to Chern class formulas for degeneracy loci
which admit identical linear algebraic descriptions to those in the type A case, but which
involve a vector bundle equipped with a quadratic form and an isotropic flag of subbundles.
So from this standpoint, our type B formulas have similar applications to those obtained in
the type A case, where the symmetric subgroup in question was connected.
The author acknowledges, however, that it would be nice to have the K˜-orbit picture
sorted out, since formulas for these classes would pull back to formulas for irreducible com-
ponents of such degeneracy loci, giving more refined information. Thus describing the com-
binatorics of those orbits would likely be a worthwhile question to consider. However, we do
not attempt to solve the problem in this generality here.
With all of these preliminary comments made, we turn our attention now to the (S-stable)
connected components of closed K-orbits on X. As stated, these coincide with the closed
K˜-orbits on X. We will denote the Weyl group for K˜ (alternatively, for K0, or for Lie(K))
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by W˜K . W˜K embeds in W as those signed permutations of {1, . . . , n} which act separately
as signed permutations of {1, . . . p} (changing an even number of signs) and {p + 1, . . . , n}
(changing any number of signs). There are 2n−1p!q! such permutations.
3.1.1 Formulas for the closed K˜-orbits
Because we are in an equal rank case, and because K˜ is connected, it follows from Corollary
1.3.8 that the number of closed orbits is |W/W˜K | = 2
(
n
p
)
, each containing |W˜K | S-fixed
points.
Define a function f on W by
f(w) = #{i ∈ {1, . . . , n} | w(i) < 0, |w(i)| ≤ p}.
(So, for example, if
n = 5, p = 3, w = 24135,
then f(w) = 1.)
Recall also the definition of the function lp, given in Subsection 2.1.1.
Then we have the following proposition:
Proposition 3.1.1. Let Q ∈ K˜\G/B be a closed K˜-orbit, and suppose it contains the S-fixed
point w. Then [Q] is represented by (−1)f(w)+lp(|w|)P (x, y), where
P (x, y) =
1
2
(x1 . . . xp + yw−1(1) . . . yw−1(p))
∏
i≤p<j
(xi − yw−1(j))(xi + yw−1(j)).
Proof. Before giving the proof, we first clarify that for a signed permutation w ∈ W , the
notation yw−1(j) means y|w|−1(j) if w−1(j) > 0, and −y|w|−1(j) if w−1(j) < 0. We prefer this
notation to, say, w−1(yj), because it is more compact, and also because it is consistent with
the notation used in the type A cases.
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We verify first that this formula is independent of the choice of w. First, we note that
the function f is constant modulo 2 on right cosets W˜Kw, since elements of W˜K permute
{1, . . . , p} with an even number of sign changes. Considering lp(|w|), note that if w′ =
wkw, then |w′| = |wk||w|, and |wk| is a permutation of {1, . . . , n} which acts separately on
{1, . . . , p} and {p+ 1, . . . , n}. This says that lp(|w′|) = lp(|w|).
Next, consider the term
x1 . . . xp + yw−1(1) . . . yw−1(p).
Replacing w by wkw, we get
x1 . . . xp + yw−1(w−1k (1))
. . . yw−1(w−1k (p))
= x1 . . . xp + yw−1(1) . . . yw−1(p),
since wk permutes {1, . . . , p} with an even number of sign changes. Finally, to see that
the product
∏
i≤p<j
(xi − yw−1(j))(xi + yw−1(j))
also does not depend on the choice of w, it is perhaps easiest to note that this expression
is unchanged if we replace w by |w|. This reduces matters to the same type argument given
in the (SL(n,C), S(GL(p,C)×GL(q,C))) case.
With that established, we now apply Proposition 1.3.3 to compute the restriction [Q]|w.
Applying w to positive roots of the form Yi, we obtain Yw(i) = ±Yj for j = 1, . . . , n. Applying
w to Yi±Yj, we obtain, for each k < l, exactly one of ±(Yk+Yl), and exactly one of ±(Yk−Yl).
Restricting to s (i.e. replacing Y ’s with X’s) and eliminating roots of K, we are left with
±Xj with j ≤ p, along with, for each k ≤ p < l, exactly one of ±(Xk +Xl), and exactly one
of ±(Xk −Xl).
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The number of weights of the form ±Xj occurring with a negative sign is clearly f(w). We
may argue as in the proof of Proposition 2.3.2 to determine (modulo 2) how many roots of the
latter types occur with a negative sign. The only difference between that case and this one is
that here, we are only concerned with the inversions of pairs i < j where |w(j)| ≤ p < |w(i)|.
That is, the number of such roots occurring with a minus sign is congruent mod 2 to lp(|w|)
(as opposed to l(|w|), as we saw in the proof of Proposition 2.3.2).
The upshot is that for any S-fixed point w ∈ Q,
[Q]|w = F (X) := (−1)f(w)+lp(|w|)X1 . . . Xp
∏
i≤p<j
(Xi +Xj)(Xi −Xj).
(In particular, we see again that the class [Q] actually restricts identically at every S-fixed
point of Q.)
Thus we must prove that
P (X, σX) =

F (X) if σ = w′w for some w′ ∈ W˜K ,
0 if σw−1 /∈ W˜K .
First, we establish this when Q is the orbit containing the S-fixed point corresponding to
the identity. The general case follows easily. Suppose first that w ∈ W˜K . Since w permutes
{1, . . . , p} with an even number of sign changes, we have
Xw(1) . . . Xw(p) = X1 . . . Xp.
Further, since w also permutes {p+ 1, . . . , n}, we see that
∏
i≤p<j
(Xi +Xw(j))(Xi −Xw(j)) =
∏
i≤p<j
(Xi +Xj)(Xi −Xj).
87
(Note that w can change any number of signs, but this is taken care of by the presence
of both Xi +Xw(j) and Xi −Xw(j) in the expression.) All this is to say that
P (X,wX) = X1 . . . Xp
∏
i≤p<j
(Xi +Xj)(Xi −Xj)
for w ∈ W˜K .
Now, suppose w /∈ W˜K . Then one of two things is true: Either w is separately a signed
permutation of {1, . . . , p} and {p + 1, . . . , n}, but permutes {1, . . . , p} with an odd number
of sign changes, or w is not separately a signed permutation of {1, . . . , p} and {p+ 1, . . . , n},
in which case w sends some j > p to ±i for some i ≤ p. In the former case, we see that
X1 . . . Xp +Xw(1) . . . Xw(p) = 0,
while in the latter case, either Xi +Xw(j) = 0, or Xi −Xw(j) = 0, whence
∏
i≤p<j
(Xi +Xw(j))(Xi −Xw(j)) = 0.
Together, these two facts say that
P (X,wX) = 0
whenever w /∈ W˜K . We conclude that P (x, y) represents [Q].
Now, suppose that Q˜ is another closed K-orbit, containing the S-fixed point w /∈ W˜K .
All S-fixed points contained in Q˜ are then of the form w′w for w′ ∈ W˜K . So for any w′w ∈ Q˜,
we have
P (X,w′w(X)) =
1
2
(X1 . . . Xp +Xw′(1) . . . Xw′(p))
∏
i≤p<j
(Xi −Xw′(j))(Xi +Xw′(j)) =
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X1 . . . Xp
∏
i≤p<j
(Xi +Xj)(Xi −Xj),
by our previous argument, since w′ ∈ W˜K . Noting that this is precisely what P (X,w′w(X))
is to be up to sign, and noting that we have corrected the sign by the appropriate factor
of (−1)f(w)+lp(|w|) in the statement of the proposition, we see that our proposed expression
restricts correctly at S-fixed points contained in Q˜.
On the other hand, for any S-fixed point w˜ not contained in Q˜, we may write w˜ = w′w
for w′ /∈ W˜K . Then
P (X, w˜(X)) = P (X,w′w(X)) =
1
2
(X1 . . . Xp +Xw′(1) . . . Xw′(p))
∏
i≤p<j
(Xi −Xw′(j))(Xi +Xw′(j)) = 0,
again by our previous argument, since w′ /∈ W˜K .
This completes the proof.
3.1.2 Parametrization of K\X and the weak order
Recall the definition of a symmetric clan, given in Subsection 1.5.2. The following fact can
be found in [MO¯90]:
Fact. The K-orbits on X are parametrized by the set of all symmetric (2p, 2q + 1)-clans.
In fact, as stated in Theorem 1.5.8, the K-orbits on X are precisely the intersections
of the K ′ = GL(2p,C) × GL(2q + 1,C)-orbits on the type A flag variety which meet X
non-trivially. These K ′-orbits are precisely those whose clans are symmetric. Proofs are
given in Appendix A.
We now describe the weak order on K\X in terms of its parametrization by symmetric
(2p, 2q + 1)-clans. The reference is [MO¯90].
Order the simple roots as follows: αi = Yi − Yi+1 for i = 1, . . . , n− 1, and αn = Yn.
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Suppose that γ = (c1, . . . , c2n+1) is a symmetric (2p, 2q+1)-clan. Then for i = 1, . . . , n−1,
αi is complex for Qγ (and sαi ·Qγ 6= Qγ) if and only if one of the following holds:
1. ci is a sign, ci+1 is a number, and the mate of ci+1 occurs to the right of ci+1.
2. ci is a number, ci+1 is a sign, and the mate of ci occurs to the left of ci.
3. ci and ci+1 are unequal natural numbers, the mate of ci occurs to the left of the mate
of ci+1, and (ci, ci+1) 6= (c2n−i, c2n−i+1).
In the above cases, sαi ·Qγ = Qγ′ , where γ′ is the clan obtained from γ by interchanging
ci and ci+1, and also c2n−i and c2n−i+1.
On the other hand, αi (i < n) is non-compact imaginary for Qγ if and only if one of the
following two conditions holds:
1. ci and ci+1 (and, by symmetry, c2n−i and c2n−i+1) are opposite signs.
2. ci and ci+1 are unequal natural numbers, with (ci, ci+1) = (c2n−i, c2n−i+1).
In case (1), sαi ·Qγ = Qγ′′ , where γ′′ is obtained from γ by replacing the signs in positions
i, i + 1 by a pair of matching natural numbers, and the signs in positions 2n− i, 2n− i + 1
by a second pair of matching natural numbers. In case (2), sαi · Qγ = Qγ′′′ , where γ′′′ is
obtained from γ by interchanging ci and ci+1 (but not c2n−i and c2n−i+1).
Note that in case (1), αi is a type I root, since the cross action of sαi is to interchange the
opposite signs in positions i, i+1 and in positions 2n−i, 2n−i+1, so that sαi×Qγ 6= Qγ. On
the other hand, in case (2), αi is a type II root, since the cross action of sαi is to interchange
the numbers in positions i, i + 1 and the numbers in positions 2n − i, 2n − i + 1. Since
(ci, ci+1) = (c2n−i, c2n−i+1), this does not change the clan γ. Thus sαi ×Qγ = Qγ, and αi is
type II.
Now, consider αn. This root is complex for Qγ (and sαn ·Qγ 6= Qγ) if and only if cn and
cn+2 are unequal natural numbers, with the mate for cn occurring to the left of the mate
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for cn+2. (Note that by symmetry, this implies that the mate for cn occurs to the left of cn,
and the mate for cn+2 occurs to the right of cn+2.) In this event, sαn · Qγ = Qδ, where δ is
obtained from γ by interchanging cn and cn+2 (but not their mates). For example,
sα3 · (1,+, 1,−, 2,+, 2) = (1,+, 2,−, 1,+, 2).
The root αn is non-compact imaginary for Qγ if and only cn and cn+1 are opposite signs.
(By symmetry, this says that (cn, cn+1, cn+2) is (+,−,+) or (−,+,−).) Then sαn ·Qγ = Qδ′ ,
where δ′ is obtained from γ by replacing the matching signs in positions n, n+ 2 by a pair of
matching natural numbers, and flipping the sign in position n+ 1. In this case, αn is a type
II root, since the cross-action of sαn on a (2p, 2q+ 1)-clan is to interchange the characters in
positions (n, n + 2). Because these characters are matching signs, sαn × Qγ = Qγ, so αn is
type II.
3.1.3 Formulas for the closed K-orbits
Having described a parametrization of the K-orbits, we now describe the closed K-orbits
as unions of closed K˜-orbits. This will enable us to give formulas for the classes of closed
K-orbits by simply adding the formulas for the appropriate closed K˜-orbits, which were
obtained in Subsection 3.1.1.
The closed K-orbits correspond to the symmetric (2p, 2q+1)-clans consisting only of +’s
and −’s. These are symmetric clans consisting of 2p plus signs and 2q+ 1 minus signs. Note
that any such clan has a minus sign in position n+ 1, and is completely determined by the
first n characters. Among these first n characters, p are plus signs, while q are minus signs.
Thus there are
(
n
p
)
closed K-orbits. Since there are 2
(
n
p
)
closed K˜-orbits, this justifies our
earlier claim that each closed K-orbit is a union of two connected components, each of which
is a closed K˜-orbit.
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We now identify the components of closed K-orbits. Recall the algorithm of Subsection
2.1.2 for producing representatives of K ′ = GL(2p,C) × GL(2q + 1,C)-orbits on GL(2n +
1,C)/B. For a closed K ′-orbit, it is easy to see that this algorithm produces an isotropic flag
precisely when the permutation σ is chosen to be a signed element of S2n+1, cf. Subsection
1.1. That this representative is an S-fixed point is clear given how the algorithm is defined.
Based on this, one sees that for a symmetric (2p, 2q + 1)-clan γ consisting only of +’s and
−’s, the S-fixed points contained in Qγ correspond to all signed permutations of {1, . . . , n}
which can be assigned to γ in the following way: Considering only the first n characters of
γ , one assigns either ±j (j = 1, . . . , p) to the positions of the p plus signs, and either ±k
(k = p+ 1, . . . , n) to the positions of the q minus signs.
Now, recall that if w ∈ W is an S-fixed point, the S-fixed points contained in the closed
orbit K˜ · wB are W˜Kw, and that W˜K consists of signed permutations which act separately
on {1, . . . , p} and {p + 1, . . . , n}, with an even number of sign changes on the first set. On
the other hand, the above characterization of S-fixed points contained in a closed K-orbit
says that they are of the form σw, where σ is a signed permutation which acts separately on
{1, . . . , p} and {p + 1, . . . , n}, changing any number of signs on either set. The conclusion
is that the closed K-orbit K ·wB is the union of K˜ ·wB and K˜ · piwB, where pi ∈ W is the
signed permutation 12 . . . n. (More generally, pi could be taken to be any signed permutation
which acts separately on {1, . . . , p} and {p + 1, . . . , n}, and which changes an odd number
of signs on the first set. This particular choice of pi seems to the author to be the simplest
such choice.)
With this observed, we have the following corollary of Proposition 3.1.1:
Corollary 3.1.2. Suppose Q is a closed K-orbit containing the S-fixed point w. Then
[Q] = (−1)lp(|w|)y|w|−1(1) . . . y|w|−1(p)
∏
i≤p<j
(xi − y|w|−1(j))(xi + y|w|−1(j)).
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Proof. This follows from Proposition 3.1.1, simply by adding the formulas for K˜ · wB and
K˜ · piwB. This sum simplifies to the above expression when one makes the following easy
observations:
1. f(piw) = f(w) + 1
2. lp(|w|) = lp(|piw|)
3. yw−1(1) . . . yw−1(p) = −y(piw)−1(1) . . . y(piw)−1(p)
4. (−1)f(w)yw−1(1) . . . yw−1(p) = y|w|−1(1) . . . y|w|−1(p)
3.1.4 Example
With a parametrization of K\G/B and a description of the weak order in hand, we give the
weak order graph and table of formulas for the case p = 2, q = 1 ((G,K) = (SO(7,C), S(O(4,C)×
O(3,C))) in Figure B.8 and Table B.8 of Appendix B. There are 25 orbits.
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Chapter 4
Examples in Type C
Next, consider the group G = Sp(2n,C). We realize G as the group of matrices which
preserve the exterior form
x1 ∧ x2n + x2 ∧ x2n−1 + . . .+ xn ∧ xn+1.
That is,
Sp(2n,C) =
{
g ∈ GL(2n,C) | gtJn,ng = Jn,n
}
.
Let T be a maximal torus of G, and let Yi denote coordinates on t = Lie(T ). The roots
Φ are of the form
Φ = {±(Yi ± Yj) | 1 ≤ i < j ≤ n} ∪ {±2Yi | i = 1, . . . , n}.
Take the positive roots to be those of the form Yi ± Yj(i < j) and 2Yi(1 ≤ i ≤ n), and take
B ⊃ T to be the Borel subgroup such that the roots of b = Lie(B) are negative. For example,
we can take T to be the diagonal elements of G, define Yi(diag(a1, . . . , an,−an, . . . ,−a1)) =
ai, and take B to be the lower-triangular elements of G.
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The T -fixed points of G/B are parametrized by the elements of W , which once again can
be thought of as the 2nn! signed permutations of {1, . . . , n}, changing any number of signs.
(This is the action of W on the coordinates Yi.)
4.1 K = Sp(2p,C)× Sp(2q,C)
Let p+ q = n. Consider the involution θ = int(Ip,2q,p) of G. (Refer to Subsection 1.1 for this
notation.)
One checks that
K = Gθ =


K11 0 K13
0 K22 0
K31 0 K33

∣∣∣∣∣∣∣∣∣∣∣∣∣
K11, K13, K31, K33 ∈ Mat(p, p)K11 K13
K31 K33
 ∈ Sp(2p,C)
K22 ∈ Sp(2q,C)

∼= Sp(2p,C)× Sp(2q,C).
In the notation of the introduction, this choice of K corresponds to the real form GR =
Sp(p, q) of G.
Since this is another equal rank case, S = T . We label coordinates on s by Xi (i =
1, . . . , n), with restriction t→ s given by ρ(Yi) = Xi.
The roots of K are as follows:
ΦK = {±2Xi} ∪ {±(Xi ±Xj) | i < j ≤ p or p < i < j}.
Note that the Weyl group WK embeds in W as those signed permutations of {1, . . . , n}
which act separately on {1, . . . , p} and {p + 1, . . . , n}, with any number of sign changes on
each set. There are 2np!q! such permutations.
95
4.1.1 Formulas for the closed orbits
By Corollary 1.3.8, there are |W/WK | =
(
n
p
)
closed K-orbits, each containing |WK | = 2np!q!
S-fixed points. These S-fixed points correspond to the elements of some left coset WK · w.
We have the following formulas for the equivariant classes of closed K-orbits.
Proposition 4.1.1. Let Q ∈ K\G/B be a closed K-orbit, and suppose it contains the S-fixed
point w. Then
[Q] = P (x, y) = (−1)lp(|w|)
∏
i≤p<j
(xi − yw−1(j))(xi + yw−1(j)).
Proof. The proof is very similar to the proof of Proposition 3.1.1. The arguments needed to
see that this formula is independent of the choice of w have already been given there.
Using Proposition 1.3.3 and arguing as in the proof of Proposition 3.1.1, we find that the
restriction [Q]|w is as follows:
[Q]|w = F (X) = (−1)lp(|w|)
∏
i≤p<j
(Xi −Xj)(Xi +Xj).
Again, we remark that [Q] restricts identically at all S-fixed points contained in the orbit
Q.
So we are seeking a polynomial f(x, y) such that f(X, σwX) = F (X) whenever σ ∈ WK ,
and such that f(X,w′X) = 0 whenever w′w−1 /∈ WK . It is straightforward to verify that P
has these properties. For σ ∈ WK , we have that
f(X, σwX) = (−1)lp(|w|)
∏
i≤p<j
(Xi −Xσww−1(j))(Xi +Xσww−1(j)) =
(−1)lp(|w|)
∏
i≤p<j
(Xi −Xσ(j))(Xi +Xσ(j)) = F (X),
since σ, being an element of WK , preserves the sets {±1, . . . ,±p} and {±(p+ 1), . . . ,±n}.
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On the other hand, if w′w−1 /∈ WK , then
f(X,w′X) = (−1)lp(|w|)
∏
i≤p<j
(Xi −Xw′w−1(j))(Xi +Xw′w−1(j)) = 0,
since w′w−1, not being an element of WK , necessarily sends some j > p to either ±i for
some i ≤ p, resulting in either the Xi −Xw′w−1(j) or the Xi +Xw′w−1(j) factor being zero.
We conclude that P (x, y) represents [Q].
4.1.2 Parametrization of K\X and the weak order
The following parametrization of K\X is described in [MO¯90]:
Fact. The K-orbits on X are parametrized by symmetric (2p, 2q)-clans γ having the follow-
ing additional property: If γ = (c1, . . . , c2n), and if ci ∈ N, then ci 6= c2n+1−i.
As indicated by Theorem 1.5.8, the K-orbits on X are precisely the nonempty intersec-
tions of the GL(2p,C)×GL(2q,C)-orbits on the type A flag variety with X. See Appendix
A for the proof.
We now describe the weak order on K\X combinatorially in terms of this parametriza-
tion. References are [Yam97, MT09, MO¯90].
Order the simple roots as follows: αi = Yi − Yi+1 for i = 1, . . . , n − 1, and αn = 2Yn.
Let γ = (c1, . . . , c2n) be a (2p, 2q)-clan satisfying the conditions listed above. Then for
i = 1, . . . , n− 1, αi is complex for Qγ (and sαi ·Qγ 6= Qγ) if and only if one of the following
holds:
1. ci is a sign, ci+1 is a natural number, and the mate for ci+1 occurs to the right of ci+1.
2. ci is a number, ci+1 is a sign, and the mate for ci occurs to the left of ci.
3. ci and ci+1 are unequal natural numbers, the mate for ci occurs to the left of the mate
for ci+1, and (ci, ci+1) 6= (c2n−i, c2n−i+1).
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In these cases, sαi ·Qγ = Qγ′ , where γ′ is obtained from γ by interchanging ci and ci+1,
and c2n−i and c2n−i+1.
On the other hand, αi is non-compact imaginary for Qγ if and only if ci and ci+1 (and,
by symmetry, c2n−i and c2n−i+1) are opposite signs. In this event, sαi ·Qγ = Qγ′′ , where γ′′ is
obtained from γ by replacing the signs in positions i and i+1 by matching natural numbers,
and the signs in positions 2n−i and 2n−i+1 by a second pair of matching natural numbers.
The root αn = 2Yn is complex for Qγ (and sαn ·Qγ 6= Qγ) if and only if cn and cn+1 are
unequal natural numbers, with the mate for cn occurring to the left of the mate for cn+1. In
this event, sαn ·Qγ = Qγ′′′ , where γ′′′ is obtained from γ by interchanging cn and cn+1. αn is
never a non-compact imaginary root.
Finally, we note that all bonds in the weak order graph are single. Indeed, the only
time αi is non-compact imaginary for Qγ is when γ has opposite signs in the (i, i + 1) and
(2n − i, 2n − i + 1) positions. The cross action of sαi on Qγ in that case is to switch each
pair of signs. Thus whenever αi is non-compact imaginary for Qγ, we have sαi × Qγ 6= Qγ,
meaning that all non-compact imaginary roots are of type I.
4.1.3 Example
With this parametrization and combinatorial description of the weak order in hand, we now
give an example. Take p = 2, q = 1, so (G,K) = (Sp(6,C), Sp(4,C)× Sp(2,C)). There are
9 orbits in this case. The weak order graph is given as Figure B.9 of Appendix B.
To obtain a representative of each closed orbit, we use the method of [Yam97, Theorem
4.3.12]. In the case of closed orbits, whose clans consist only of signs, this amounts to the
following: First, fix a permutation σ′′ ∈ Sn such that
1 ≤ σ′′(i) ≤ p if the ith character is +,
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p+ 1 ≤ σ′′(i) ≤ n if the ith character is −.
Next, define a permutation σ′ ∈ S2n with the property that
σ′(i) =

σ′′(i) if i ≤ n
2n+ 1− σ′′(2n+ 1− i) if i > n.
Finally, take the representative F• = 〈v1, . . . , v2n〉, with vi = eσ′(i) for each i. Note that
any flag so obtained is S-fixed, so it is straightforward to apply Proposition 4.1.1 once a
representative is chosen in this way. Divided difference operators then give the remaining
formulas. The results are given in Table B.9 of Appendix B.
4.2 K ∼= GL(n,C)
Now, let θ = int(i · In,n). One checks that
K = Gθ =

g 0
0 Jn (g
t)−1Jn

∣∣∣∣∣∣∣ g ∈ GL(n,C)
 ∼= GL(n,C).
This symmetric subgroup corresponds to the real form GR = Sp(2n,R) of G.
Let S be a maximal torus of K contained in T . Again, S = T , but we again denote
coordinates on s by Xi, with restriction t→ s given by ρ(Yi) = Xi.
Roots of K are as follows:
ΦK = {±(Xi −Xj) | 1 ≤ i < j ≤ n}.
WK ∼= Sn is embedded in W as ordinary permutations of {1, . . . , n} — that is, signed
permutations of {1, . . . , n} which change no signs.
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4.2.1 Formulas for the closed orbits
Again, we are in an equal rank case, so by Corollary 1.3.8, the K-orbit of every S-fixed point
is closed. There are |W/WK | = 2n such orbits, each containing |WK | = n! S-fixed points.
Given w ∈ W , define
∆n(x, y, w) := det(cn+1+j−2i),
where
ck = ek(x1, . . . , xn) + ek(yw−1(1), . . . , yw−1(n)),
ek denoting the kth elementary symmetric function in the inputs. Again, we remind the
reader that the elements of W are signed permutations, and that in the event that w−1(i) < 0,
the notation yw−1(i) means −y|w−1(i)|.
Next, for each w ∈ W , define the set
Neg(w) := {i | w(i) < 0},
and define N-valued functions f, g on W by
f(w) = #Neg(w),
and
g(w) =
∑
i∈Neg(w)
(n− i).
Then formulas for the equivariant classes of closed K-orbits are as follows:
Proposition 4.2.1. Let Q = K ·wB be a closed K-orbit on G/B represented by the S-fixed
point w. Then [Q] is represented by the polynomial
P (x, y) := (−1)f(w)+g(w)∆n(x, y, w).
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Proof. We start by noting that P (x, y) is independent of the choice of fixed point w repre-
senting Q. Because fixed points contained in Q are all (left) WK translates of w, they all
have the same “sign pattern” (i.e. the set Neg(w) is the same regardless of the choice of
w). This follows because elements of WK change no signs. To illustrate, note that when
n = 2, the 4 closed K-orbits on G/B contain S-fixed points {12, 21}, {12, 21}, {12, 21}, and
{12, 21}.
It follows that the functions f, g are constant on WKw, so that (−1)f(w)+g(w) is indepen-
dent of the choice of w. It is also easy to see that ∆n(x, y, w) is independent of this choice.
Indeed, replacing w by w′w for w′ ∈ WK , each ck becomes
ek(x1, . . . , xn) + ek(yw−1(w′−1(1)), . . . , yw−1(w′−1(n))).
But because w′ is just an ordinary permutation of {1, . . . , n}, the effect is simply to permute
the yw−1(i), and because ek is invariant under permutation of the variables yi, each ck is
unchanged.
With this established, we now apply Proposition 1.3.3 to compute the restriction [Q]|w.
Applying w to positive roots of the form 2Yi and restricting to s, we get weights of the form
2Xw(i) = ±2Xj. The number of such weights occurring with a minus sign is f(w).
Applying w to positive roots of the form Yi ± Yj (i < j) and then restricting, we get
weights of the form Xw(i)±Xw(j), and these two weights together are of the form ±Xk±Xl,
±Xk ∓Xl, for some k, l. Those of the latter form ±Xk ∓Xl are roots of K, while those of
the former are not. The number of such roots which are negative (i.e. of the form −Xk−Xl)
is precisely g(w). To see this, note that if w(i) is positive, then applying w to any pair of
roots Yi + Yj, Yi − Yj with i < j and then restricting is going to necessarily give a positive
root of the form Xk + Xl, where k = w(i), l = |w(j)|. If w(i) is negative, then applying w
to any such pair will necessarily give a negative root of the form −Xk −Xl. For any fixed i,
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the number of pairs {Yi± Yj} with i < j is precisely n− i. So for each i with w(i) negative,
n− i negative roots occur, for a total of g(w) negative roots.
All of this adds up to the following conclusion: For any S-fixed point w ∈ Q, we have
[Q]|w = F (X) := (−1)f(w)+g(w)2nX1 . . . Xn
∏
i<j
(Xi +Xj).
(Once again, we remark that [Q] restricts identically at each S-fixed point contained in
Q.)
So for any u ∈ W ,
[Q]|u =

F (X) if uw−1 ∈ WK ,
0 otherwise.
.
Thus the claim is that P (X, uX) is F (X) if uw−1 ∈ WK , and 0 otherwise. Write u = w′w.
Noting that ∆n(x, y, w) = ∆(x,w
−1y, id), we have
P (X, uX) = (−1)f(w)+g(w)∆n(X,w′X, 1).
If uw−1 ∈ WK , then w′ is an ordinary permutation (a signed permutation with no sign
changes), whereas if uw−1 /∈ WK , w′ has at least one sign change. So our claim that P (x, y)
represents [Q] amounts to the claim that ∆n(x, y, id) has the following two properties:
1. It is invariant under permutations of the xi, yi.
2. If i = ±1, then
∆n((X1, . . . , Xn), (1X1, . . . , nXn), id)
is zero unless all i are equal to 1, in which case it is equal to
2nX1 . . . Xn
∏
i<j
(Xi +Xj).
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That ∆n(x, y, id) has these properties is proved directly in [Ful96b, §3].
Remark 4.2.2. It may seem surprising that formulas for classes of closed K-orbits are so
closely related to Fulton’s formula for the smallest Schubert locus in the flag bundle. (Ful-
ton’s representative is a polynomial of higher degree, but has the determinant ∆n(x, y, id) as
a factor.) In fact, this is not an accident. As has been observed by the author ([Wys11b]),
a number of the orbit closures in this case are Richardson varieties — intersections of Schu-
bert varieties with opposite Schubert varieties. In particular, all of the closed K-orbits
are Richardson varieties. See [Wys11b] for an application of this fact to type C Schubert
calculus.
4.2.2 Parametrization of K\X and the weak order
Recall the definition of a skew-symmetric (n, n)-clan (Definition 1.5.10). The following
parametrization of K\X is described in [MO¯90]:
Fact. K-orbits on X are parametrized by the set of skew-symmetric (n, n)-clans.
As indicated by Theorem 1.5.8, these orbits are precisely the nonempty intersections of
the GL(n,C)×GL(n,C)-orbits on the type A flag variety with X. See Appendix A.
We give a combinatorial description of the weak order on K\G/B in terms of this
parametrization. References are [MO¯90, MT09, Yam97].
Order the simple roots as we did in the case of (Sp(2n,C), Sp(2p,C)× Sp(2q,C)): αi =
Yi − Yi+1 for i = 1, . . . , n − 1, and αn = 2Yn. Let γ = (c1, . . . , c2n) be a skew-symmetric
(n, n)-clan.
The situation for the roots α1, . . . , αn−1 is exactly the same as was described in the case
of the pair (G,K) = (SO(2n+ 1,C), S(O(2p,C)×O(2q + 1,C))). Rather than repeat that
description verbatim here, we refer the reader back to Subsection 3.1.2.
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Thus we need only describe the situation for αn. This root is complex for Qγ (and
sαn ·Qγ 6= Qγ) if and only if cn and cn+1 are unequal natural numbers, with the mate for cn
to the left of the mate for cn+1. In this case, sαn · Qγ = Qδ, where δ is obtained from γ by
interchanging cn and cn+1.
On the other hand, αn is non-compact imaginary for Qγ if and only if cn and cn+1 are
opposite signs. In this case, sαn ·Qγ = Qδ′ , where δ′ is obtained from γ by replacing cn and
cn+1 by a pair of matching natural numbers. In this case, αn is of type I, since the cross
action of sαn is to interchange the opposite signs in positions n, n+1, so that sαn×Qγ 6= Qγ.
4.2.3 Example
With the parametrization and ordering spelled out, consider the example n = 2. There are
11 orbits. The weak order graph appears as Figure B.10 of Appendix B.
To obtain a representative of each closed orbit, we use the method of [Yam97, Theorem
3.2.11]. In the case of closed orbits, whose clans once again consist only of signs, this amounts
to the following: Letting γ = (c1, . . . , c2n), choose a permutation σ ∈ S2n with the following
properties:
1. If i ≤ n and ci = +, σ(i) ≤ n.
2. If i ≤ n and ci = −, σ(i) > n.
3. For i = 1, . . . , n, σ(2n+ 1− i) = 2n+ 1− σ(i).
Having chosen such a σ, the flag F• = 〈v1, . . . , v2n〉, with vi = eσ(i), is a representative
of Qγ. Note that any representative so obtained is S-fixed, so it is straightforward to apply
Proposition 4.2.1 to compute the class [Qγ]. Divided difference operators (scaled by factors
of 1
2
where appropriate) then give the remaining formulas. The results are given in Table
B.10 of Appendix B.
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Chapter 5
Examples in Type D
Now let G = SO(2n,C). We realize G as the subgroup of SL(2n,C) preserving the orthog-
onal form given by the antidiagonal matrix J2n, as we did in type B. That is,
SO(2n,C) =
{
g ∈ SL(2n,C) | gtJ2ng = J2n
}
.
Let T be a maximal torus of G, and let Yi denote coordinates on t = Lie(T ). The roots
Φ are of the form
Φ = {±(Yi ± Yj) | 1 ≤ i < j ≤ n}.
We take the positive roots to be those of the form Yi±Yj(i < j), and take B ⊃ T to be such
that the roots of b = Lie(B) are negative. Concretely, given our chosen realization of G, we
can take T to be the diagonal elements of G, define Yi(diag(a1, . . . , an,−an, . . . ,−a1)) = ai,
and take B to be the lower-triangular elements of G.
Consider the variety V of flags on C2n which are isotropic with respect to the quadratic
form whose matrix is J2n:
〈x, y〉 =
2n∑
i=1
xiy2n+1−i.
Unlike in types B and C, here V is not a homogeneous space for G. Indeed, V is
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disconnected, with two isomorphic components, each of which is a single SO(2n,C)-orbit.
(V is a homogeneous space for O(2n,C).) To obtain a homogeneous space for G, we must
choose one of these two components. We choose the component containing the “standard”
isotropic flag E• = 〈e1, . . . , e2n〉. Then X = G/B can be identified with the set of flags F•
on C2n having the following properties:
1. dimFi = i;
2. F1, . . . , Fn are isotropic subspaces with respect to 〈·, ·〉;
3. F2n−i = F⊥i for i = 0, 1, . . . , n.
4. dim(Fn ∩ En) ≡ n (mod 2).
Note that conditions (1)-(3) above simply say that F• is isotropic, while condition (4) is
needed to guarantee that F• lies in the correct component of V . See [EG95] for more details.
Let W be the Weyl group for Lie(G). We think of W as the 2n−1n! signed permutations of
{1, . . . , n} which change an even number of signs. This is the action of W on the coordinates
Yi. The T -fixed points on G/B are then in one-to-one correspondence with W , as usual.
5.1 K ∼= S(O(2p,C)×O(2q,C))
Let θ = int(Ip,2q,p). Then G is stable under θ, and
K = Gθ =

k =

K11 0 K13
0 K22 0
K31 0 K33

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
K11, K13, K31, K33 ∈ Mat(p, p)K11 K13
K31 K33
 ∈ O(2p,C)
K22 ∈ O(2q,C)
det(k) = 1

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∼= S(O(2p,C)×O(2q,C)).
This choice of K corresponds to the real form GR = SO(2p, 2q) of G.
Let S = T be the maximal torus of K, with X1, . . . , Xn coordinates on s and restriction
t→ s given by ρ(Yi) = Xi.
As in the type B case, this symmetric subgroup is disconnected. We handle this issue
just as we did in that case, by analyzing the components of each closed K-orbit separately.
We then obtain formulas for the closed K-orbits by adding the formulas for each component.
Since the components of the closed K-orbits are stable under K0 = SO(2p,C)× SO(2q,C),
and since S ⊆ K0, it makes sense to talk about the S-equivariant class of the components of
the closed K-orbits. The K0-stable components of the closed K-orbits are again closed K˜-
orbits, where K˜ = S(Pin(2p,C)× Pin(2q,C)) is the corresponding (connected) symmetric
subgroup of the simply connected cover G˜ = Spin(2n,C) of G.
Let WK be the Weyl group for K˜, (equivalently, for K
0, or for Lie(K)). WK embeds into
W as signed permutations which act separately on {1, . . . , p} and {p + 1, . . . , n}, changing
an even number of signs on each set. There are 2n−2p!q! such permutations.
5.1.1 Formulas for the closed K˜-orbits
We are once again in an equal rank case, so by Corollary 1.3.8, there are |W/WK | = 2
(
n
p
)
closed K˜-orbits, each containing |WK | S-fixed points.
We have the following formulas for the closed orbits. We omit the proof, since it is
virtually identical to the corresponding proofs in the cases (SO(2n + 1,C), S(O(2p,C) ×
O(2q + 1,C))) and (Sp(2n,C), Sp(2p,C) × Sp(2q,C))), the only difference being that it is
simpler.
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Proposition 5.1.1. Let Q be a closed K˜-orbit, containing the S-fixed point w. Then
[Q] = P (x, y) = (−1)lp(|w|)
∏
i≤p<j
(xi − yw−1(j))(xi + yw−1(j)).
5.1.2 Parametrization of K\X
The following parametrization of K\X is described in [MO¯90]:
Fact. K\X is parametrized by the set of symmetric (2p, 2q)-clans.
Indeed, as indicated by Theorem 1.5.8, these orbits are precisely the nonempty intersec-
tions of the GL(2p,C)×GL(2q,C)-orbits on the type A flag variety with X. See Appendix
A for more details.
5.1.3 Formulas for closed K-orbits
The argument here proceeds nearly identically to that given in the type B case (cf. Subsec-
tion 3.1.3). The closed K-orbits once again correspond to symmetric (2p, 2q)-clans consisting
only of signs. Such a clan is determined by its first n symbols, of which p are + signs and
q are − signs. There are (n
p
)
such clans, and thus
(
n
p
)
closed K-orbits. Since there are 2
(
n
p
)
closed K˜-orbits, we see that each closed K-orbit is a union of two closed K˜-orbits.
We identify the components of closed K-orbits. Once again, using the algorithm of
[Yam97] (cf. Subsection 2.1.2), we can determine an S-fixed isotropic representative wB of
the GL(2p,C)×GL(2q,C)-orbit corresponding to a symmetric (2p, 2q)-clan γ by taking the
permutation σ to be a signed element of S2n, meaning that σ(2n + 1 − i) = 2n + 1 − σ(i)
for i = 1, . . . , n. Then the S-fixed points of the closed orbit K · wB corresponding to
γ = (c1, . . . , c2n) are signed permutations of the form w
′w, where w′ assigns ±j (j = 1, . . . , p)
to the positions of the p plus signs among (c1, . . . , cn), and ±k (k = p + 1, . . . , n) to the
positions of the q minus signs among (c1, . . . , cn). Note that each w
′ must change an even
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number of signs in total, but could change either an even or an odd number of signs on each
of the individual sets {1, . . . , p} and {p + 1, . . . , n}. By contrast, S-fixed points contained
in K˜ · wB are of the form w′′w, where w′′ ∈ W˜K , meaning that w′′ is required to change an
even number of signs on both the set {1, . . . , p} and the set {p+ 1, . . . , n}. The conclusion is
that the closed orbit K ·wB is the union of K˜ ·wB and K˜ ·piwB, where pi ∈ W is the signed
permutation which interchanges 1 and −1, and p + 1 and −(p + 1). (Actually, pi could be
taken to be any signed permutation which acts separately on {1, . . . , p} and {p+ 1, . . . , n},
and changes an odd number of signs on each set. Our particular choice of pi strikes us as the
simplest such permutation.)
We then have the following corollary of Proposition 5.1.1:
Corollary 5.1.2. Suppose Q is a closed K-orbit containing the S-fixed point w. Then
[Q] = (−1)lp(|w|) · 2
∏
i≤p<j
(xi − yw−1(j))(xi + yw−1(j)).
Proof. This follows from Proposition 5.1.1, simply by adding the formulas for K˜ · wB and
K˜ · piwB. This sum simplifies to the above expression when one makes the easy observation
that lp(|w|) = lp(|piw|).
5.1.4 The weak order
We describe the weak closure order on K\G/B in terms of its parametrization by symmetric
(2p, 2q)-clans. The reference is [MO¯90].
Ordering the simple roots αi = Yi − Yi+1 for i = 1, . . . , n − 1, and αn = Yn−1 + Yn, the
situation for the roots αi with i < n is identical to that described in the type B case. Rather
than repeat that description here, we refer the reader back to Subsection 3.1.2.
Thus we need only focus on αn. If γ = (c1, . . . , c2n) is a symmetric (2p, 2q)-clan, there is
a fairly long list of possibilities which define when αn is complex for Qγ (and sαn ·Qγ 6= Qγ).
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They are as follows:
1. (cn−1, cn, cn+1, cn+2) form the pattern (±, 1, 1,±).
2. (cn−1, cn, cn+1, cn+2) form the pattern (±, 1, 2,±); the mate for cn occurs to the left of
cn−1; and the mate for cn+1 occurs to the right of cn+2.
3. (cn−1, cn, cn+1, cn+2) form the pattern (1,±,±, 2); the mate for cn−1 occurs to the left
of cn−1; and the mate for cn+2 occurs to the right of cn+2.
4. (cn−1, cn, cn+1, cn+2) form the pattern (1, 2, 2, 3); the mate for cn−1 occurs to the left of
cn−1; and the mate for cn+2 occurs to the right of cn+2.
5. (cn−1, cn, cn+1, cn+2) form the pattern (1, 2, 3, 1); the mate for cn occurs to the left of
cn−1; and the mate for cn+1 occurs to the right of cn+2.
6. (cn−1, cn, cn+1, cn+2) form the pattern (1, 2, 3, 4), the mates for cn−1 and cn each occur
to the left of cn−1; and the mates for cn+1 and cn+2 each occur to the right of cn+2.
7. (cn−1, cn, cn+1, cn+2) form the pattern (1, 2, 3, 4); the mates for cn−1 and cn+1 each occur
to the left of cn−1; the mates for cn and cn+2 each occur to the right of cn+2; and the
mate for cn−1 occurs further from the center of the clan than the mate for cn.
8. (cn−1, cn, cn+1, cn+2) form the pattern (1, 2, 3, 4); the mates for cn and cn+2 each occur
to the left of cn−1; the mates for cn−1 and cn+1 each occur to the right of cn+2; and the
mate for cn−1 occurs closer to the center of the clan than the mate for cn.
In each case, sαn ·Qγ = Qγ′ , where γ′ is obtained from γ by interchanging cn−1 with cn+1,
and cn with cn+2.
On the other hand, αn is non-compact imaginary if and only if one of the following holds:
1. (cn−1, cn, cn+1, cn+2) = (+,−,−,+)
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2. (cn−1, cn, cn+1, cn+2) = (−,+,+,−)
3. (cn−1, cn, cn+1, cn+2) form the pattern (1, 1, 2, 2).
In cases (1) and (2) above, sαn · Qγ = Qγ′′ , where γ′′ is obtained from γ by replacing
(cn−1, cn+1) by a pair of matching natural numbers, and (cn, cn+2) by a second pair of natural
numbers. The effect is to replace (cn−1, cn, cn+1, cn+2) by the pattern (1, 2, 1, 2). In these
cases, αn is a type I root, since the cross action of sαn is to interchange cn−1 with cn+1,
and cn with cn+2, which sends (+,−,−,+) to (−,+,+,−), and (−,+,+,−) to (+,−,−,+).
Thus sαn ×Qγ 6= Qγ, meaning αn is of type I.
In case (3), sαn · Qγ = Qγ′′′ , where γ′′′ is obtained from γ by interchanging cn−1 and
cn+1 (but not cn and cn+2). The effect is to replace the pattern (cn−1, cn, cn+1, cn+2) =
(1, 1, 2, 2) by the pattern (1, 2, 2, 1). In this case, αn is a type II root, since the cross action
of sαn interchanges the natural numbers in positions cn−1 and cn+1, and the natural numbers
in positions cn and cn+2. This sends the pattern (cn−1, cn, cn+1, cn+2) = (1, 1, 2, 2) to the
equivalent pattern (2, 2, 1, 1), and so does not change the clan γ. Thus sαn ×Qγ = Qγ, and
αn is type II.
5.1.5 Example
With formulas for the closed orbits in hand, along with a combinatorial parametrization of
the orbits and the above description of the weak order, consider the case n = 3, p = 2, q = 1,
i.e. the symmetric pair (SO(6,C), S(O(4,C) × O(2,C))). There are 12 orbits. The weak
order graph appears in Figure B.11 of Appendix B.
S-fixed representatives of a closed orbit, corresponding to a clan γ consisting of only +’s
and −’s, can once again be produced by choosing a signed permutation which sends the
coordinates of the + signs among the first n characters of γ to 1, . . . , p, and the coordinates
of the − signs among the first n characters of γ to p+1, . . . , n. For example, the closed orbit
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corresponding to γ = (+,+,−,−,+,+) contains the standard S-fixed flag 〈e1, . . . , e6〉, which
corresponds to w = 1. Thus [Y(+,+,−,−,+,+)] is represented by the polynomial (x1 − y3)(x1 +
y3)(x2−y3)(x2+y3). Similarly, Q(+,−,+,+,−,+) is represented by the S-fixed flag corresponding
to w = 132, so [Y(+,−,+,+,−,+)] is represented by −(x1−y2)(x1+y2)(x2−y2)(x2+y2). The final
closed orbit, corresponding to (−,+,+,+,+,−), contains the S-fixed point corresponding
to w = 312, so [Y(−,+,+,+,+,−)] is represented by (x1 − y1)(x1 + y1)(x2 − y1)(x2 + y1).
Formulas for the remaining orbit closures are found using divided difference operators,
as usual. The complete list of formulas can be found in Table B.11 of Appendix B.
5.2 K ∼= GL(n,C)
This case is very similar to that of the type C pair (G,K) = (Sp(2n,C), GL(n,C)). Let
θ = int(i · In,n). One checks that
K = Gθ =

g 0
0 Jn (g
t)−1Jn

∣∣∣∣∣∣∣ g ∈ GL(n,C)
 ∼= GL(n,C).
This choice of K corresponds to the real form GR = SO
∗(2n) of G.
Once again, we are in an equal rank case, so S = T . We label coordinates on S as
X1, . . . , Xn, with restriction t→ s given by ρ(Yi) = Xi.
Roots of K are as follows:
ΦK = {±(Xi −Xj) | 1 ≤ i < j ≤ n}.
As was the case with (Sp(2n,C), GL(n,C)), WK embeds into W as ordinary permuta-
tions, i.e. as signed permutations of {1, . . . , n} which change no signs.
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5.2.1 Formulas for the closed orbits
It once again follows from Corollary 1.3.8 that there are |W/WK | = 2n−1 closed orbits, each
containing |WK | = n! S-fixed points.
For w ∈ W , define the (n− 1)× (n− 1) determinant
∆n−1(x, y, w) := det(cn+j−2i),
where
ck =
1
2
(ek(x1, . . . , xn) + ek(yw−1(1), . . . , yw−1(n))),
ek denoting the kth elementary symmetric function in the inputs. As usual, if w
−1(i) < 0,
yw−1(i) means −y|w−1(i)|.
As in Subsection 4.2.1, for each w ∈ W , define
Neg(w) := {i | w(i) < 0},
and define the function g : W → N by
g(w) =
∑
i∈Neg(w)
(n− i).
Then formulas for the classes of closed K-orbits are as follows:
Proposition 5.2.1. Let Q be a closed K-orbit on G/B represented by the S-fixed point w.
Then [Q] is represented by the polynomial
P (x, y) := (−1)g(w)∆n−1(x, y, w).
Proof. The proof is very similar to that for Proposition 4.2.1, except it is simpler, since we
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no longer have roots of the form 2Yi to deal with.
That P (x, y) is independent of the choice of w is argued identically. Also by a nearly
identical (but simpler) argument to the one given in the proof of Proposition 4.2.1, we see
that for any S-fixed point w ∈ Q,
[Q]|w = F (X) := (−1)g(w)
∏
i<j
(Xi +Xj).
Then for any u ∈ W ,
[Q]|u =

F (X) if uw−1 ∈ WK ,
0 otherwise.
.
Arguing as in the proof of Proposition 4.2.1, the claim that P (x, y) represents [Q] can
then be seen to amount to the following claim regarding ∆n−1(x, y, id):
1. It is invariant under permutations of the xi, yi.
2. If i = ±1, then
∆n−1((X1, . . . , Xn), (1X1, . . . , nXn), id)
is zero unless all i are equal to 1, in which case it is equal to
∏
i<j
(Xi +Xj).
That ∆n−1(x, y, id) has these properties is noted in [Ful96b].
Remark 5.2.2. We remark once again that the similarity between these formulas and the
formulas of [Ful96b] for classes of Schubert loci in flag bundles is not a coincidence. Indeed,
as in the type C case, it is observed in [Wys11b] that certain of the K-orbit closures in
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this case, including all of the closed K-orbits, are Richardson varieties. This is applied in
[Wys11b] to give some limited information on type D Schubert calculus.
5.2.2 Parametrization of K\X and the weak order
The following parametrization of K\X is described in [MT09, MO¯90]:
Fact. K\X is parametrized by the set of all skew-symmetric (n, n)-clans having the following
two further properties: If γ = (c1, . . . , c2n) is such a clan, then we require
1. ci 6= c2n+1−i whenever ci ∈ N.
2. Among (c1, . . . , cn), the total number of − signs and pairs of equal natural numbers is
even.
Indeed, as indicated by Theorem 1.5.8, these orbits are precisely the nonempty intersec-
tions of the GL(n,C)×GL(n,C)-orbits on the type A flag variety with X. Proofs are given
in Appendix A.
We now describe the weak order on K\X in terms of this parametrization. For this, we
refer again to [MT09, MO¯90].
Order the simple roots as follows: αi = Yi−Yi+1 for i = 1, . . . , n−1, and αn = Yn−1+Yn.
Let γ = (c1, . . . , c2n) be an (n, n)-clan having properties (1)-(3) of the previous proposition.
The situation for the simple roots α1, . . . , αn−1 is identical to that described for the type C
pair (Sp(2n,C), Sp(2p,C) × Sp(2q,C)). Rather than repeat that description verbatim, we
refer the reader back to Subsection 4.1.2.
Thus we need only consider the root αn. The most concise way to describe the monoidal
action of sαn onQγ is as follows: Let Flip(γ) denote the clan obtained from γ by interchanging
the characters in positions n, n+ 1. Then sαn ·Qγ = Qγ′ , where
γ′ = Flip(sαn−1 · Flip(γ)).
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When n = 3, we have the following examples:
1. s3 · (+,+,+,−,−,−) = (+, 1, 2, 1, 2,+). We apply Flip to obtain (+,+,−,+,−,−),
act by s2 on the result to obtain (+, 1, 1, 2, 2,+), and finally apply Flip once more to
obtain (+, 1, 2, 1, 2,+).
2. s3 · (1,−, 1, 2,+, 2) = (1, 2,+,−, 1, 2). We apply Flip to obtain (1,−, 2, 1,+, 2), apply
s2 to obtain (1, 2,−,+, 1, 2), and apply Flip again to obtain (1, 2,+,−, 1, 2).
3. s3 · (−, 1, 1, 2, 2,+) = (−, 1, 1, 2, 2,+). We Flip to obtain (−, 1, 2, 1, 2,+), apply s2 to
the result (which does nothing), and Flip again, which returns us to the clan we started
with.
In terms of complex and non-compact imaginary roots, this amounts to the following:
αn is complex for Qγ if and only if (cn−1, cn, cn+1, cn+2) satisfy one of the following:
1. cn−1 is a number, cn+2 is a (different) number, cn and cn+1 are opposite signs, and the
mate for cn−1 lies to the left of cn−1 (implying, by skew-symmetry, that the mate for
cn+2 lies to the right of cn+2).
2. cn−1 and cn+2 are opposite signs, cn is a number, cn+1 is a (different) number, and the
mate for cn lies to the left of cn (implying, by skew-symmetry, that the mate for cn+1
lies to the right of cn+1).
3. cn−1, cn, cn+1, cn+2 are 4 distinct numbers, with the mate of cn−1 lying to the left of the
mate of cn+1 (implying, by skew-symmetry, that the mate of cn lies to the left of the
mate of cn+2).
On the other hand, αn is non-compact imaginary forQγ if and only if (cn−1, cn, cn+1, cn+2) =
(+,+,−,−) or (−,−,+,+).
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From this, we can see once again that all edges in the weak order graph must be black.
Indeed, we can argue just as in Subsection 4.1.2 that for i < n, if αi is a non-compact
imaginary root, it must be of type I. And since the cross action of sαn is to interchange cn−1
with cn+2, and cn with cn+1, sαn reverses one of the two above strings of four consecutive
signs in the event that αn is non-compact imaginary for Qγ. Thus sαn × Qγ 6= Qγ, and so
all non-compact imaginary roots are of type I.
5.2.3 Example
With this combinatorial description of the orbit structure and the weak ordering in hand,
consider the example n = 3. There are 10 orbits. See Figure B.12 of Appendix B for the
weak order graph.
As usual, the closed orbits are parametrized by the clans consisting only of signs. To
obtain an S-fixed representative of each, we simply take w ∈ S2n to be the permutation which
assigns {1, . . . , n}, in ascending order, to the coordinates of the + signs, and {n+1, . . . , 2n},
also in ascending order, to the coordinates of the − signs. The skew-symmetry of the clan
dictates that this gives a signed element of S2n, which corresponds to flag
〈
ew(1), . . . , ew(2n)
〉 ∈
X. We then take the signed permutation in W which corresponds to this signed element of
S2n. This signed permutation is the one which assigns, for i = 1, . . . , n, i 7→ ±i, depending
on whether the sign in position i is a + or a −.
Since our formulas for classes of closed orbits are a bit complicated, we give a couple of
examples. For the orbit (+,+,+,−,−,−), take w = id. Since g(w) = 0,
[Q(+,+,+,−,−,−)] =
∣∣∣∣∣∣∣
c2 c3
c0 c1
∣∣∣∣∣∣∣ .
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In this case, we have that
c2 =
1
2
(x1x2 + x1x3 + x2x3 + y1y2 + y1y3 + y2y3),
c3 =
1
2
(x1x2x3 + y1y2y3),
c0 = 1, and
c1 =
1
2
(x1 + x2 + x3 + y1 + y2 + y3).
Thus we conclude that
[Q(+,+,+,−,−,−)] =
1
4
(x1x2 + x1x3 + x2x3 + y1y2 + y1y3 + y2y3)(x1 + x2 + x3 + y1 + y2 + y3)− 1
2
(x1x2x3 + y1y2y3).
In the case of [Q(−,−,+,−,+,+)], taking w = 321, we have g(w) = 3. Thus
[Q(−,−,+,−,+,+)] = −
∣∣∣∣∣∣∣
c2 c3
c0 c1
∣∣∣∣∣∣∣ .
Here,
c2 =
1
2
(x1x2 + x1x3 + x2x3 + y1y2 − y1y3 − y2y3),
c3 =
1
2
(x1x2x3 + y1y2y3),
c0 = 1, and
c1 =
1
2
(x1 + x2 + x3 − y1 − y2 + y3).
Thus
[Q(−,−,+,−,+,+)] =
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−1
4
(x1x2 +x1x3 +x2x3 +y1y2−y1y3−y2y3)(x1 +x2 +x3−y1−y2 +y3) + 1
2
(x1x2x3 +y1y2y3).
Formulas for the other two closed orbits are found similarly, and formulas for the higher
orbit closures are found by applying divided difference operators, as usual. All formulas
appear in Table B.12 of Appendix B.
5.3 K ∼= S(O(2p + 1,C)×O(2q − 1,C))
We come now to our final example. For this case, we change our realization of G. We
now take G = SO(2n,C) to be the subgroup of SL(2n,C) which preserves the standard
(diagonal) quadratic form on C2n given by
〈x, y〉 =
2n∑
i=1
xiyi.
Thus G is now the set of determinant 1 matrices g such that ggt = I2n.
With this realization of G, the diagonal elements no longer form a maximal torus. We
take T ⊆ G to be the maximal torus of G such that Lie(T ) = t consists of matrices of the
following form:

0 a1
−a1 0
0
0 a2
−a2 0
0
. . .
0 an
−an 0

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Let Yi ∈ t∗ be the function defined by Yi(t) = ai, with t a matrix of the above form. As
before, take the positive roots to be
Φ+ = {Yi ± Yj | (i < j)},
and let B ⊆ G be chosen so that the roots of Lie(B) are negative.
Let X = G/B be the flag variety, now one component of the variety of flags which are
isotropic with respect to the diagonal form 〈·, ·〉.
We take K = Gθ to be the fixed points of the involution
θ(g) = I2p+1,2q−1gI2p+1,2q−1.
One checks easily that our chosen realization of G is stable under θ, that T is stable under
θ, and that
K =
k =
A 0
0 B

∣∣∣∣∣∣∣ A ∈ O(2p+ 1,C), B ∈ O(2q − 1,C), det(k) = 1

∼= S(O(2p+ 1,C)×O(2q − 1,C)).
This choice of K corresponds to the real form GR = SO(2p+ 1, 2q − 1) of G.
Note here that we are in an unequal rank case, with rank(K) = n − 1. We take S ⊆ T
to be the maximal torus of K such that s = Lie(S) consists of matrices of the form
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
0 a1
−a1 0
. . .
0
0 ap
−ap 0
0 0
0 0
0 ap+2
−ap+2 0
0
. . .
0 an
−an 0

One checks easily that S is also stable under θ. We label coordinates on s as
X1, . . . , Xp, Xp+2, . . . , Xn,
with Xi(s) = ai when s is a matrix of the above block form. With this choice of labelling,
the restriction map ρ : t∗ → s∗ is given by ρ(Yi) = Xi for i 6= p+ 1, and ρ(Yp+1) = 0.
The roots of K are as follows:
ΦK = {±Xi | i 6= p+ 1} ∪ {±(Xi ±Xj) | i < j ≤ p or p+ 1 < i < j}.
Just as in the examples of Subsections 3.1 and 5.1, this K is disconnected. However,
unlike in those cases, this time the closed K-orbits are nonetheless connected. Thus it
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will turn out that there is no need to concern ourselves with closed K-orbits versus closed
K˜ = S(Pin(2p + 1,C) × Pin(2q − 1,C))-orbits, as here they coincide. However, because
we have not yet proved this, we concern ourselves first with the closed K˜-orbits. Each is a
closed K0-orbit, with K0 = SO(2p + 1,C) × SO(2q − 1,C) the identity component of K.
Since S ⊆ K0, each is stable under S, and so has an S-equivariant class. We use our usual
methods to find formulas for these classes. We then concern ourselves with parametrizing
the K-orbits, at which point we will see that the closed K-orbits coincide with the closed
K0-orbits, or the closed K˜-orbits.
Let WK be the Weyl group of K˜ (or of K
0, or of Lie(K)). WK embeds in W as those
signed permutations of {1, . . . , n} which act separately on the first p elements {1, . . . , p}
and the last q − 1 elements {p + 2, . . . , n}, changing any number of signs on each set, and
which either fix p + 1 or send it to its negative, whichever is necessary to guarantee that
the resulting signed permutation changes an even number of signs. There are 2n−1p!(q− 1)!
such signed permutations.
5.3.1 Formulas for the closed orbits
Since this is an unequal rank case, there will not be |W/WK | closed orbits. We first use
Proposition 1.3.9 to determine how many closed K˜-orbits there are, and which S-fixed points
they contain.
Proposition 5.3.1. Let wB be an S-fixed point, with w ∈ W . Then K˜ ·wB is closed if and
only if w(n) = ±(p+ 1). There are (n−1
p
)
closed K˜-orbits.
Proof. We use the characterization of closed orbits given in Proposition 1.3.9. Since we have
chosen B to be the negative Borel, the condition that wBw−1 be θ-stable is equivalent to
the condition that wΦ− is a θ-stable subset of Φ. One checks easily that the action of θ on
Φ is defined by θ(Yi) = Yi for i 6= p+ 1, and θ(Yp+1) = −Yp+1. Any positive system contains,
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for each i < j, exactly one of Yi + Yj and −Yi− Yj, and exactly one of Yi− Yj and −Yi + Yj.
For i, j 6= p+1, all such roots are fixed by θ. Thus for θ-stability, it suffices to focus on roots
of the form ±Yi ± Yp+1, with i 6= p+ 1. It is easy to check that a positive system is θ-stable
if and only if it contains either {Yi − Yp+1, Yi + Yp+1} or {−Yi + Yp+1,−Yi − Yp+1} for each
i 6= p+ 1.
This holds if and only if w(n) = ±(p + 1). Recall that wΦ− = {−wYi ± wYj | i < j}.
Suppose that w(n) = ±(p+1). Let i 6= p+1 be given, with k = |w|−1(i). Then −wYk±wYn
is either the set {Yi + Yp+1, Yi − Yp+1} or {−Yi + Yp+1,−Yi − Yp+1}, as required. Conversely,
suppose that |w(n)| = j 6= p + 1. Let k = |w|−1(p + 1). Then −wYk ± wYn is either the
set {−Yp+1 + Yj,−Yp+1 − Yj} or {Yp+1 + Yj, Yp+1 − Yj}, and thus wΦ− is not θ-stable. This
establishes the first claim.
To establish the claim on the number of closed orbits, note that any element u ∈ W such
that u(n) = ±(p + 1) is in the same left WK-coset as a unique element w ∈ W having the
following properties:
1. w changes no signs.
2. w(n) = p+ 1.
3. w−1(1) < w−1(2) < . . . < w−1(p).
4. w−1(p+ 2) < w−1(p+ 3) < . . . < w−1(n).
Recall that all elements of WK are separately signed permutations of {1, . . . , p} and
{p + 2, . . . , n}, which either fix p + 1 or send it to its negative so as to ensure that the
entire signed permutation changes an even number of signs. Supposing that, in the one-
line notation for u, the values 1, . . . , p (possibly with signs) are “scrambled”, then there is
precisely one signed permutation of {1, . . . , p} which will unscramble them and remove all
negative signs, and likewise for the set {p + 2, . . . , n}. Taking w′ ∈ WK to be the unique
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element which separately acts on {1, . . . , p} and {p + 2, . . . , n} as required, we have that
w′u = w.
As an example, suppose that p = q = 3, and let u be the signed permutation 316254. To
unscramble the 312, we must multiply on the left by 1 7→ 2, 2 7→ 3, 3 7→ 1, and to unscramble
the 65 we must multiply on the left by 5 7→ 6, 6 7→ 5. Thus we multiply u on the left by
w′ = 231465 to get w′u = w = 125364.
Note that a permutation w having the properties above is completely determined by the
positions (in the one-line notation) of 1, . . . , p among the first n − 1 spots, which can be
chosen freely. Thus there are
(
n−1
p
)
such w, and hence
(
n−1
p
)
closed K˜-orbits, as claimed.
Definition 5.3.2. Let Q ∈ K˜\X be a closed orbit. Call the flag wB ∈ Q, where w has the
properties listed in the proof of Proposition 5.3.1, the standard representative of Q.
For w ∈ W such that wB is the standard representative of some closed orbit Q, define
Iw := {i ∈ {1, . . . , n− 1} | w(i) > p+ 1}.
For each i ∈ Iw, define
C(i) := #{j | i < j ≤ n− 1, w(j) ≤ p}.
Finally, define
f(w) :=
∑
i∈Iw
C(i).
Then we have the following formula for the S-equivariant class of the closed orbit Q:
Proposition 5.3.3. Let Q = K˜·wB be any closed orbit, with wB the standard representative.
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With f(w) defined as above, [Q] is represented by the polynomial
P (x, y) := (−1)f(w)y1 . . . yn−1
∏
i≤p<p+1<j
(xi + yw−1(j))(xi − yw−1(j)).
Proof. First consider ρ(wΦ+), the elements of s∗ obtained by first applying the standard
representative w to the positive roots, then restricting to s. They are as follows:
• Xi (i 6= p+ 1), with multiplicity 2. (One is the restriction of w(Yi +Yn) = Yw(i) +Yp+1,
the other the restriction of w(Yi − Yn) = Yw(i) − Yp+1.)
• Xi +Xj (i < j, i, j 6= p+ 1), with multiplicity 1.
• For each i < j with i, j 6= p+ 1, exactly one of ±(Xi −Xj), with multiplicity 1.
Removing roots of K, we have the following set of weights:
• Xi (i 6= p+ 1), with multiplicity 1.
• Xi +Xj (i ≤ p < p+ 1 < j), with multiplicity 1.
• For each i < j with i ≤ p < p+ 1 < j, exactly one of ±(Xi −Xj), with multiplicity 1.
Recall that w is an honest permutation, with no sign changes. This means that the
only way to get a weight of the form −(Xi −Xj) by the action of w is to apply w to some
Yk − Yl (k < l) with w(k) > w(l). (Clearly, we want k, l 6= n.) For this root to remain after
discarding roots of K, it must be the case that w(k) > p + 1, while w(l) ≤ p. Thus for
each k < n such that w(k) > p + 1 (this says that k ∈ Iw), we count the number of l with
k < l < n − 1 such that w(l) ≤ p (this says that l ∈ C(k)). Adding up the total number
of such pairs as we let k range over Iw, we arrive at f(w). This says that the number of
weights of the form −(Yi − Yj) contained in ρ(wΦ+) \ (ρ(wΦ+) ∩ ΦK) is f(w).
Now we consider the set ρ(w′wΦ+) \ (ρ(w′wΦ+) ∩ ΦK) with w′ ∈ WK , and compute the
restriction [Q]|w′w at an arbitrary S-fixed point. Since the action of w′ on t commutes with
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restriction to s, and since w′ acts on the roots of K (and hence also on ρ(Φ) \ ΦK), we can
simply apply w′ to the set of weights described in the previous paragraph. We temporarily
forget that some of those roots are of the form −(Xi − Xj) (i < j), and add the sign of
(−1)f(w) back in at the end. So consider the action of w′ ∈ WK on the following set of
weights, each with multiplicity 1:
• Xi (i 6= p+ 1)
• Xi ±Xj (i ≤ p < p+ 1 < j)
Since w′ acts separately as signed permutations on {1, . . . , p} and {p + 2, . . . , n}, it
clearly sends the set of weights Xi ± Xj to itself, except possibly with some sign changes.
We observe that the number of sign changes must be even. Suppose first that w′(Xi + Xj)
is a negative root. Then it is either of the form −Xk − Xl or −Xk + Xl, with k = |w(i)|
and l = |w(j)|. In the former case, w′(Xi − Xj) = −Xk + Xl, also a negative root. In the
latter, w′(Xi−Xj) = −Xk−Xl, again a negative root. Likewise, if w′(Xi−Xj) is a negative
root of the form −Xk −Xl or −Xk +Xl, then w′(Xi +Xj) is also a negative root, equal to
−Xk + Xl in the former case, and −Xk −Xl in the latter. Thus the negative roots arising
from the action of w′ on roots of the form Xi ±Xj occur in pairs.
Now consider roots of the form Xi, i 6= p + 1. The action of w′ again preserves this
set of roots, except possibly with some sign changes. The number of sign changes could be
either even or odd. (Recall that w′ acts with any number of sign changes on {1, . . . , p} and
{p + 2, . . . , n}, and sends p + 1 either to itself or to −(p + 1), whichever ensures that the
total number of sign changes for w′ is even.)
This discussion all adds up to the following. The product of the weights ρ(w′wΦ+) \
(ρ(w′wΦ+) ∩ ΦK) is
[Q]|w′w = (−1)f(w)+Neg(w′)
∏
i 6=p+1
Xi
∏
i≤p<p+1<j
(Xi +Xj)(Xi −Xj),
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where Neg(w′) denotes the number of sign changes of w′ on the set {1, . . . , p, p+ 2, . . . , n}.
Thus we wish to prove that the polynomial P (x, y) has the properties that P (X, ρ(w′w(Y )))
is equal to this restriction for all w′ ∈ WK , and that P (X, ρ(uw(Y ))) = 0 whenever u /∈ WK .
Consider first the action of w′w on P (x, y) for w′ ∈ WK . Since w sends the set {1, . . . , n−
1} to the set {1, . . . , p, p + 2, . . . , n} with no sign changes, the action of w′w on y1 . . . yn−1
is clearly to send it to (−1)Neg(w′)
∏
i 6=p+1
Yi. Thus applying w
′w to (−1)f(w)y1 . . . yn−1 gives us
the portion
(−1)f(w)+Neg(w′)
∏
i 6=p+1
Xi
of the required restriction. Now consider the action of w′w on the term
∏
i≤p<p+1<j
(xi + yw−1(j))(xi − yw−1(j)).
We get ∏
i≤p<p+1<j
(Xi +Xw′(j))(Xi −Xw′(j)).
Since w′ acts as a signed permutation on {p+ 2, . . . , n}, this is clearly the same as
∏
i≤p<p+1<j
(Xi +Xj)(Xi −Xj),
giving us the remaining part of the required restriction.
Now, consider the action of uw on P (x, y) for u /∈ WK . Suppose first that u(p + 1) 6=
±(p+ 1). Then u(i) = ±(p+ 1) for some i 6= p+ 1. Let j = w−1(i). Then the action of uw
sends the term yj to ±Yp+1, which restricts to zero. Now suppose that u(p+ 1) = ±(p+ 1).
Then since u /∈ WK , u must send some j > p + 1 to ±i for some i ≤ p. If it sends j to i,
then uw applied to the term xi − yw−1(j) is zero. If it sends j to −i, then uw applied to the
term xi + yw−1(j) is zero. This shows that P (X, ρ(uw(Y ))) = 0 for u /∈ WK , and completes
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the proof.
5.3.2 Parametrization of K\X and the weak order
The following parametrization of K\X is described in [MO¯90]:
Fact. The K-orbits on X are parametrized by the set of all symmetric (2p+1, 2q−1)-clans.
Indeed, as indicated by Theorem 1.5.8, these orbits are precisely the nonempty intersec-
tions of the K ′ = GL(2p + 1,C) × GL(2q − 1,C)-orbits on the type A flag variety X ′ with
X. See Appendix A.
Consider the closed K-orbits. In all cases prior to this one outside of type A, the closed
orbits have been parametrized by clans (satisfying some further combinatorial conditions)
consisting only of signs. This said that the closed orbits in those cases were the intersec-
tions of closed K ′-orbits on X ′ with X. Note here, though, that there are no symmetric
(2p + 1, 2q − 1)-clans consisting only of signs. Thus no closed K ′-orbits on X ′ intersect X.
The lowest orbits in the closure order on K ′\X ′ which intersect X lie one step above the
closed orbits in the order, and correspond to symmetric (2p + 1, 2q − 1)-clans of the form
(c1, . . . , cn−1, 1, 1, cn+2, . . . , c2n), with c1, . . . , cn−1 consisting of p +’s and q − 1 −’s. The
closed K-orbits on X are parametrized by symmetric clans of this form. Note that there
are
(
n−1
p
)
such clans, thus
(
n−1
p
)
closed K-orbits. This number is the same as the number
of closed K˜-orbits (see Proposition 5.3.1). This establishes our earlier claim that the closed
K-orbits coincide with the closed K˜-orbits. Thus there is no need in this case to describe
closed K-orbits as unions of K˜-orbits and add the appropriate formulas, as we have done in
other cases. Summarizing, we have the following result:
Proposition 5.3.4. The closed K-orbits on X coincide with the closed K˜-orbits on X.
Thus formulas for the S-equivariant fundamental classes of closed K-orbits are given by
Proposition 5.3.3.
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The weak order on K-orbits in this case corresponds to the weak order on symmetric
(2p + 1, 2q − 1)-clans described in [MO¯90]. The combinatorics of this order are exactly the
same as those described in Subsection 5.1.4. We refer the reader back to that section, rather
than repeat the description here.
5.3.3 Example
Consider now the example p = 1, q = 2, n = 3. The corresponding symmetric pair is
(SO(6,C), S(O(3,C) × O(3,C))). There are two closed orbits, corresponding to the clans
(+,−, 1, 1,−,+) and (−,+, 1, 1,+,−). One checks (for general p, q) that the standard rep-
resentative of the closed orbit corresponding to γ is wB, where w is the permutation which
assigns 1, . . . , p, in order, to the positions of the + signs among the first n characters of γ;
p+ 2, . . . , n, in order, to the positions of the − signs among the first n characters of γ; and
p+ 1 to position n. Thus the standard representatives of the closed orbits correspond to the
following permutations:
• (+,−, 1, 1,−,+): 132
• (−,+, 1, 1,+,−): 312
By Proposition 5.3.3, formulas for the closed orbits are as follows:
• [Q(+,−,1,1,−,+)] = y1y2(x1 + y2)(x1 − y2)
• [Q(−,+,1,1,+,−)] = −y1y2(x1 + y1)(x1 − y1)
There are 13 orbits in all. The weak order graph appears as Figure B.13 of Appendix B.
The formulas for the remaining orbit closures, obtained using divided difference operators,
are given in Table B.13.
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Chapter 6
K-orbit Closures as Universal
Degeneracy Loci
In this chapter, we describe our main application of the formulas of Chapters 2-5. Namely,
in the type A cases, we realize the K-orbit closures as universal degeneracy loci of a certain
type determined by K. We describe a translation between our formulas for equivariant
fundamental classes of K-orbit closures and Chern class formulas for the fundamental classes
of such degeneracy loci. Lastly, we indicate that similar results should hold for the symmetric
pairs considered in types BCD, given explicit linear algebraic descriptions of K-orbit closures
in those cases.
Before handling the specifics of each case, we first describe the general setup. Denote by
E a contractible space with a free action of G. Then E also has a free action of B, and of
K, by restriction of the G-action. We shall use the same space E = EG = EB = EK as
the total space of a universal principal G, B, or K-bundle, as appropriate. Denote by BG,
BB, and BK the quotients of E by the actions of G, B, and K, respectively. These are
classifying spaces for the respective groups.
The reason we have worked in S-equivariant cohomology H∗S(G/B) throughout is to take
130
advantage of the localization theorem. However, the equivariant fundamental classes of K-
orbit closures in fact live in K-equivariant cohomology H∗K(G/B). (In the event that K
is disconnected, this should be interpreted as H∗K0(G/B), where K
0 denotes the identity
component of K.) Indeed, for a K-orbit closure Y , the S-equivariant class [Y ]S is simply
the image pi∗([Y ]K) under the pullback by the natural map
pi : E ×S (G/B)→ E ×K (G/B).
It is a basic fact about equivariant cohomology that this pullback is injective, and embeds
H∗K(G/B) in H
∗
S(G/B) as the WK-invariants ([Bri98]). Thus H
∗
K(G/B) is a subring of
H∗S(G/B), and the S-equivariant fundamental classes of K-orbit closures live in this subring.
Now, H∗K(G/B) is, by definition, the cohomology of the space E×K (G/B), and this space
is easily seen to be isomorphic to the fiber product BK×BGBB. (The argument is identical
to that given in the proof of Proposition 1.2.1 to show that E ×S (G/B) ∼= BS ×BG BB —
simply replace S by K.)
Now, suppose that X is a scheme, and that V → X is a complex vector bundle of rank
n. In type A, no further structure on V is presumed, while in types BCD, V is assumed
to be equipped with an orthogonal (BD) or symplectic (C) form. In any event, we have
a classifying map X
ρ−→ BG such that V is the pullback ρ∗(V), where V = E ×G Cn is a
universal vector bundle over BG, with Cn carrying the natural representation of G.
For any closed subgroup H of G, BH → BG is a fiber bundle with fiber isomorphic to
G/H. A lift of the classifying map ρ to BH corresponds to a reduction of structure group
to H of the bundle V . Such a reduction of structure group can often be seen to amount to
some additional structure on V . For instance, in type A, reduction of the structure group of
V from GL(n,C) to the Borel subgroup B of upper-triangular matrices is well-known to be
equivalent to V being equipped with a complete flag of subbundles. (In Types BCD, this
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flag is required to be isotropic with respect to the form on V .)
We will be concerned with certain structures on V which amount to a reduction of
structure group to K. Such a reduction gives us a lift of the classifying map ρ to BK.
Suppose that we know what this structure is, and that V possesses this structure, along
with a single flag of subbundles E• (assumed isotropic in types BCD). Then we have two
separate lifts of ρ, one to BK, and one to BB. Taken together, these two lifts give us a map
X
φ−→ BK ×BG BB.
Our general thought is to consider a subscheme D of X which is defined as a set by linear
algebraic conditions imposed on fibers over points in X. These linear algebraic conditions
describe the “relative position” of a flag of subbundles of V and the additional structure
on V amounting to the lift of the classifying map to BK. The varieties we consider are
precisely those which are set-theoretic inverse images under φ of (isomorphic images of)
K-orbit closures in BK ×BG BB ∼= E ×K (G/B). The linear algebraic descriptions of such
a subscheme D come directly from similar linear algebraic descriptions of a corresponding
K-orbit closure Y . We also realize various bundles on X as pullbacks by φ of certain
tautological bundles on the universal space, so that the Chern classes of the various bundles
on X are pullbacks of S-equivariant classes represented by the variables xi and yi (or perhaps
polynomials in these classes), which we worked with in Chapters 2-5.
As explained in [Ful92, FP98], D can be given a scheme structure, simply as the scheme-
theoretic inverse image under the map φ above. When the setup is “suitably generic”, we
have
[D] = [φ−1(Y )] = φ∗([Y ]), (6.1)
and so our equivariant formula for [Y ] gives us, in the end, a formula for [D] in terms of
the Chern classes of the bundles involved. The phrase “suitably generic” should be thought
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of as a requirement that the various structures on V be in general position with respect
to one another. See [Ful92, FP98] for more details on the intersection-theoretic arguments
regarding precisely when (6.1) holds.
With the general picture painted, we now proceed to our specific examples.
6.1 Examples in type A
6.1.1 K = S(GL(p,C)×GL(q,C))
Suppose that we are given an n-dimensional vector space V , a complete flag
E• = {E0 ⊂ E1 ⊂ . . . ⊂ En}
of subspaces of V , and a splitting of V as a direct sum of subspaces of dimensions p and
q, i.e. V = V ′ ⊕ V ′′. Let pi : V → V ′ be the projection onto V ′. Let γ = (c1, . . . , cn) be
a (p, q)-clan. Recalling the notation and results of Subsection 2.1.2, we make the following
definitions:
Definition 6.1.1. Let V = V ′ ⊕ V ′′ be as described. We say that a flag E• on V is in
position γ relative to the splitting V ′ ⊕ V ′′ if the following three conditions hold for all
i, j:
1. dim(Ei ∩ V ′) = γ(i; +)
2. dim(Ei ∩ V ′′) = γ(i;−)
3. dim(pi(Ei) + Ej) = j + γ(i; j)
We say furthermore that a flag E• on V is in position at most γ relative to the
splitting V ′ ⊕ V ′′ if the following three inequalities hold for all i, j:
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1. dim(Ei ∩ V ′) ≥ γ(i; +)
2. dim(Ei ∩ V ′′) ≥ γ(i;−)
3. dim(pi(Ei) + Ej) ≤ j + γ(i; j)
Recall (Subsection 2.1.2) that given a (p, q)-clan γ, the corresponding orbit Qγ is precisely
Qγ = {E• | E• is in position γ relative to C 〈e1, . . . , ep〉 ⊕ C 〈ep+1, . . . , en〉}.
We conjecture here, without proof, the following set-theoretic description of the orbit
closure Yγ = Qγ:
Conjecture 6.1.2. Given a (p, q)-clan γ, the orbit closure Yγ is precisely
Yγ = {E• | E• is in position at most γ relative to C 〈e1, . . . , ep〉 ⊕ C 〈ep+1, . . . , en〉}.
Remark 6.1.3. Conjecture 6.1.2 has been verified to be true using Sage through p+ q = 8.
(The method used is to actually build the full Bruhat order graph consisting of (p, q)-clans,
and check whether relation of clans γ1, γ2 in this Bruhat order graph is equivalent to the
conditions on the numbers γ1(i; +), γ2(i; +), etc. which amount to Conjecture 6.1.2 being
true.)
Assuming Conjecture 6.1.2, we now wish to define a set of degeneracy loci occurring
as set-theoretic inverse images of such K-orbit closures. The setup in this case involves a
scheme X equipped with a vector bundle V carrying a complete flag of subbundles and a
splitting as a direct sum of subbundles of ranks p and q, i.e. V = V ′ ⊕ V ′′. The latter
structure is relevant because it amounts to a reduction of the structure group of V from G
to K:
134
Proposition 6.1.4. Suppose X is a scheme and suppose that V → X is a vector bundle.
The classifying map X
ρ−→ BSL(n,C) lifts to BK if and only if V splits as a direct sum of
subbundles of ranks p and q.
Proof. (⇐): Suppose that V = V ′ ⊕ V ′′, with V ′ of rank p, and V ′′ of rank q. Let {Uα}
be an open cover of X over which both V ′ and V ′′ are locally trivial (say by taking the
common refinement of the open covers associated to atlases of V ′ and V ′′). Over each Uα,
we can choose a basis of sections s1,α, . . . , sp,α for V
′ and a basis of sections sp+1,α, . . . , sn,α
for V ′′, with si,α(x) = (x, ei) for x ∈ Uα (e1, . . . , en the standard basis for Cn). Then si,α for
i = 1, . . . , n are a basis of sections for V . The gluing data for V ′ and V ′′ dictates that for
x ∈ Uα ∩ Uβ,
si,α(x) =
p∑
j=1
λi,jsj,β(x)
for i = 1, . . . , p, and
si,α(x) =
n∑
j=p+1
λi,jsj,β(x)
for i = p + 1, . . . , n. This defines a family of transition functions for V , associating to x ∈
Uα ∩Uβ the matrix (λi,j) ∈ GL(p,C)×GL(q,C). Thus the classifying map for V = V ′⊕V ′′
lifts to BK.
(⇒): Conversely, suppose that V admits a reduction of structure group to K. Let
{Uα, hα} be an atlas for V whose transition functions take values in K. Then there are sec-
tions s1,α, . . . , sp,α and sp+1,α, . . . , sn,α satisfying linear relations of the above form, more or
less by definition. Taking the sections s1,α, . . . , sp,α, together with gluing information deter-
mined by composing the transition functions τα,β of V with projection to GL(p,C), we have
the data of a rank p subbundle of V . Likewise, taking the sections sp+1,α, . . . , sn,α together
with gluing information determined by composing the τα,β with projection to GL(q,C), we
have the data of a rank q subbundle V ′′. Clearly, V ′ and V ′′ are in direct sum, by construc-
tion.
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With this established, let V → X be a vector bundle possessing a complete flag of
subbundles F• and a splitting V = V ′ ⊕ V ′′ as a direct sum of subbundles of ranks p and q.
Let γ be a (p, q)-clan, and define
Dγ := {x ∈ X | F•(x) is in position at most γ relative to the splitting V ′(x)⊕ V ′′(x)}.
We now describe how to use the formula for the equivariant class [Yγ] to obtain a formula
for the fundamental class [Dγ] of this locus in terms of the Chern classes of V
′, V ′′, and
Fi/Fi−1 (i = 1, . . . , n).
As described in the introduction to this chapter, the splitting of V as a direct sum of
subbundles, together with the complete flag of subbundles, gives us a map
X
φ−→ BK ×BG BB.
Our first task is to see that Dγ is precisely φ
−1(Y˜γ), where Y˜γ denotes the isomorphic
image of E ×K Yγ in BK ×BG BB.
First, note that G/K can naturally be identified with the space of splittings of Cn as
a direct sum of subspaces of dimensions p and q, respectively. Indeed, G acts transitively
on the space of such splittings, and K is precisely the isotropy group of the “standard”
splitting of Cn as C 〈e1, . . . , ep〉 ⊕C 〈ep+1, . . . , en〉. Now BK is a G/K-bundle over BG, and
a point of BK lying over eG ∈ BG should be thought of as a splitting of the fiber VeG,
where V = E ×G Cn is the universal rank n vector bundle over BG. Specifically, the point
egK ∈ BK over eG ∈ BG is the splitting of VeG as the direct sum
C 〈[e, g · e1], . . . , [e, g · ep]〉 ⊕ C 〈[e, g · ep+1], . . . , [e, g · en]〉 .
Note that BK carries two tautological bundles, say S ′ and S ′′, of ranks p and q respectively,
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which sum directly to pi∗KV , where piK is the projection BK → BB. The fiber of S ′ (resp.
S ′′) over a point egK is the p-dimensional (resp. q-dimensional) summand of the splitting
of VeG determined by that point.
Similarly, BB is a G/B-bundle over BG, with a point of BB representing a complete
flag on VeG. Specifically, the point egB ∈ BB is the flag
〈[e, g · e1], . . . , [e, g · en]〉 .
The space BB carries a complete tautological flag of subbundles of pi∗BV (piB the projection
BB → BG), say T•. The fiber of Ti over a point egB ∈ BB is simply the ith subspace of
the flag on VeG determined by that point.
Thus a point of BK ×BG BB should be thought of concretely as a pair consisting of a
splitting and a flag of a fiber of V . Now let γ be a (p, q)-clan, with Yγ the corresponding
K-orbit closure on G/B. Assuming Conjecture 6.1.2, we now note that the isomorphic image
of E ×K Yγ is precisely the set of points consisting of splittings and flags where the flag is
in position at most γ relative to the splitting. Indeed, a point [e, gB] ∈ E ×K Yγ (with the
flag gB = 〈g · e1, . . . , g · en〉 in position at most γ relative to the standard splitting of Cn) is
carried by the isomorphism E ×K G/B → BK ×BG BB to the point (eK, egB). This point
represents the standard splitting of VeG, along with the flag gB on VeG. Thus the flag is in
position at most γ relative to the splitting, since gB ∈ Yγ. On the other hand, any such
point in BK ×BG BB is of the form (eK, egB) for some e ∈ E and g ∈ G, which is then
carried back to the point [e, gB] ∈ E ×K Yγ by the inverse isomorphism.
Now, consider the map φ. If ρ is the classifying map X → BG for V , denote by ρK and
ρB the lifts of ρ to BK and BB, respectively. The subbundles V
′ and V ′′ are the pullbacks
ρ∗KS ′, ρ∗KS ′′ of the tautological bundles on BK mentioned above. Likewise, the flag E• is
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ρ∗BT•. The map φ sends x ∈ X to the pair
(S ′(ρK(x))⊕ S ′′(ρK(x)), T•(ρB(x)) = (V ′(x)⊕ V ′′(x), F•(x)).
In light of this, we see that φ(x) ∈ Y˜γ if and only if F•(x) is in position at most γ relative
to the splitting V ′(x) ⊕ V ′′(x). This says that φ−1(Y˜γ) is precisely the locus Dγ defined
above. Thus, assuming the situation is suitably generic, as described in the introduction to
this chapter, we have that [Dγ] = φ
∗([Y˜γ]). Again we mention that the genericity should be
thought of as requiring that our splitting and our flag of subbundles are in general position
with respect to one another.
Our next task is to relate the classes x1, . . . , xn, y1, . . . , yn, in terms of which we have
expressed the equivariant classes of K-orbit closures, to the Chern classes of the bundles V ′,
V ′′, and Fi/Fi−1 (i = 1, . . . , n) on X. The space (G/B)K = E ×K G/B carries two bundles
S ′K and S
′′
K of ranks p and q, respectively. Explicitly, the bundle S
′
K is (E×KC 〈e1, . . . , ep〉)×
G/B, while the bundle S ′′K is (E×KC 〈ep+1, . . . , en〉)×G/B. When pulled back to (G/B)S via
the natural map (G/B)S → (G/B)K , these two bundles split as direct sums of line bundles.
S ′K splits as a direct sum of (E ×S CXi) × G/B for i = 1, . . . , p, while S ′′K splits as a direct
sum of (E ×S CXi) × G/B for i = p + 1, . . . , n. Recall that the classes xi ∈ H∗S(G/B) are
the first Chern classes of these line bundles. So the pullbacks of the Chern classes of S ′K and
S ′′K are the elementary symmetric polynomials in x1, . . . , xp and xp+1, . . . , xn, respectively.
Since the pullback is an injection, when we consider H∗K(G/B) as a subring of H
∗
S(G/B),
the Chern classes c1(S
′
K), . . . , cp(S
′
K) are identically e1(x1, . . . , xp), . . . , ep(x1, . . . , xp), while
the Chern classes c1(S
′′
K), . . . , cq(S
′′
K) are e1(xp+1, . . . , xn), . . . , eq(xp+1, . . . , xn). The bundles
S ′K and S
′′
K are identified with the bundles S ′ and S ′′ on the isomorphic space BK ×BGBB,
and as we have noted, the latter two bundles pull back to V ′ and V ′′, respectively. Thus
pulling back elementary symmetric polynomials in the xi to X gives us the Chern classes of
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the bundles V ′ and V ′′.
Now, consider the classes yi. G/B has a tautological flag of bundles T•. Each bundle in
this flag is K-equivariant, so that we get a flag of bundles (T•)K = E ×K T• on (G/B)K .
This flag pulls back to a tautological flag (T•)S on (G/B)S whose subquotients (Ti)S/(Ti−1)S
are the line bundles E×S (G×B CYi). Recall that the classes yi are precisely the first Chern
classes of the latter line bundles. The bundles (T•)K match up with the bundles T• on
BK×BGBB via our isomorphism, and as we have noted, the latter bundles pull back to the
flag F• of bundles on X. Thus when we pull back to X, the class yi is sent to c1(Fi/Fi−1)
for i = 1, . . . , n.
As an illustration, suppose we have a scheme X and a rank 4 vector bundle V → X.
Suppose that V splits as a direct sum of rank 2 subbundles (V = V ′ ⊕ V ′′), and suppose
further that V is equipped with a complete flag of subbundles (F1 ⊂ F2 ⊂ F3 ⊂ V ).
Let z1, z2, z3, z4 be c1(V
′), c2(V ′), c1(V ′′), c2(V ′′), respectively. Let yi = c1(Fi/Fi−1) for
i = 1, 2, 3, 4. For any (2, 2)-clan γ, we can use the example of Subsection 2.1.3 to give Chern
class formulas for the class of any locus Dγ in terms of the zi and yi.
For instance, consider the clan γ = (+,+,−.−). The formula for [Yγ], when expanded
and regrouped conveniently, gives
(x1x2)
2−(x1+x2)(x1x2)(y3+y4)+(x1x2)(y3+y4)2−(x1+x2)(y3y4)(y3+y4)+(x21+x22)(y3y4)+y23y24.
We have seen that, through all our identifications, x1 + x2 pulls back to z1, and x1x2 pulls
back to z2. Thus the conclusion is that
[D(+,+,−,−)] = z22 − z1z2(y3 + y4) + z2(y3 + y4)2 − z1y3y4(y3 + y4) + (z21 − 2z2)(y3y4) + y23y24.
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One checks that this factors as
[D(+,+,−,−)] = (z1y4 − z2 − y24)(z1y3 − z2 − y23).
Remark 6.1.5. The author wonders whether loci of this type occur “in nature”. That is,
are there interesting varieties which can be realized as loci of the type we have described
here? In particular, is condition (3) of Definition 6.1.1 an interesting geometric condition to
place on a degeneracy locus of this type?
There are some instances in which condition (3) turns out to be redundant. Indeed,
in [Wys11a], it is noted that a number of the K-orbit closures can be described without
need of condition (3). Such orbit closures are Richardson varieties, intersections of Schubert
varieties with opposite Schubert varieties. In such cases, formulas for the corresponding
loci can actually be deduced from the results of [Ful92], since they are (proper, reduced)
intersections of two degeneracy loci treated by the results of that paper. We note, however,
that the Chern class formulas one gets from doing the computation that way are different
from those we obtain here using our K-orbit formulas.
In cases where condition (3) is needed, the author sees no apparent way to deduce
formulas for the corresponding locus from Fulton’s results, since condition (3) is not really
a “Schubert-like” condition.
6.1.2 Other symmetric subgroups in type A
Here, we treat the remaining cases in type A. Because they are all so similar, we describe
them here together rather than giving each example its own subsection.
We start first with the full orthogonal group. Recall (Subsections 2.2.2, 2.3.2) the
parametrization of K-orbits in this case. Namely, the orbits are parametrized by involu-
tions in Sn. Moreover, if γ is the quadratic form for which K is the isometry group, and if
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b ∈ Sn is an involution, then the orbit Ob admits the following linear algebraic description:
Ob := {F• ∈ G/B | rank(γ|Fi×Fj) = rb(i, j) for all i, j}.
We now give linear algebraic descriptions of the orbit closures. Recall (Proposition 1.5.6,
Remark 1.5.7) that when the Richardson-Springer map is injective, the full closure order on
the set of twisted involutions is precisely the restricted Bruhat order. Recall also (Subsection
2.2.2) that one passes from the set of twisted involutions to the set of honest involutions via
multiplication by the long element w0, which inverts the Bruhat order. From this it follows
that when K\G/B is identified with the set of involutions in Sn, its closure order is precisely
given by the reverse Bruhat order on these involutions. Given this, it is easy to see that Ob
is precisely
Ob := {F• ∈ G/B | rank(γ|Fi×Fj) ≤ rb(i, j) for all i, j}. (6.2)
Indeed, one need only use the definition of the Bruhat order on Sn given in [Ful97,
§10.5], formulated in terms of the rank numbers rb(i, j). This definition is easily seen to be
equivalent to other, more “standard” definitions of the Bruhat order ([Ful97, §10.5, Exercises
8-9]).
For the sake of brevity, given a form γ on a vector space V , together with a flag F• on
V , we say that γ “has rank at most b on the flag F•” if the flag satisfies the conditions of
(6.2) relative to γ.
The space BK is a G/K-bundle over BG, with G/K the space of all nondegenerate,
symmetric bilinear forms on Cn. This correspondence associates to the coset gK ∈ G/K the
form g · γ, with
g · γ(v, w) = γ(g−1v, g−1w).
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The form γ is the one associated to the coset 1K, and is defined by
γ(ei, ej) = δi,n+1−j
where e1, . . . , en is the standard basis for Cn. Then a point eK ∈ BK can naturally be
identified with a quadratic form on the fiber VeG in the following way: Let v1, . . . , vn =
[e, e1], . . . , [e, en] ∈ E ×G Cn be a basis for VeG, and define the form associated to eK by
〈vi, vj〉 = δi,n+1−j.
It is a standard fact that a vector bundle V → X of rank n admits a reduction of structure
group to O(n,C) if and only if the bundle carries a nondegenerate quadratic form. By this
we mean a bundle map Sym2(V ) → X × C which restricts to a nondegenerate quadratic
form on every fiber. (We will always assume our forms take values in the trivial line bundle.)
If ρ : X → BG is a classifying map for the bundle V , then the lift of ρ to BK sends
x ∈ X to the point of BK which represents the form γ|Vx = γ|Vρ(x) on the fiber Vρ(x). Then
γ is effectively pulled back from a corresponding “tautological” form τ on pi∗V → BK (pi
the projection BK → BG), whose values on the fiber of pi∗V over every point of BK are
identified by the point itself.
A lift of ρ to BB is equivalent, as in the last subsection, to a flag E• of subbundles of the
bundle V . Thus we see that given a vector bundle V (with classifying map ρ) equipped with
a quadratic form γ and a complete flag of subbundles E•, we get a map φ : X → BK×BGBB
which sends x ∈ X to the point (τ |ρ(x), (T•)ρ(x)) = (γ|Vx , (E•)x).
We now note that if Yb = Ob ⊆ G/B is a K-orbit closure, then the isomorphism between
E×K (G/B) and BK×BGBB carries E×K Yb to the set of all (Form, Flag) pairs where the
form has rank at most b on the flag. Indeed, given gB ∈ Yb, the point [e, gB] ∈ E ×K Yb is
carried to the point (eK, egB) ∈ BK ×BG BB. This point represents the antidiagonal form
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on VeG relative to the basis [e, e1], . . . , [e, en], together with the flag gB on VeG relative to
that same basis. Then the form has rank at most b on the flag, by choice of gB. On the
other hand, any point (eK, egB) ∈ BK ×BG BB where the antidiagonal form on VeG has
rank at most b on the flag gB is matched up with the point [e, gB], clearly an element of
E ×K Yb.
Given this, along with our description of the map φ, we see that given a vector bundle
V over X with a form and a flag, and an involution b, the locus
Db = {x ∈ X | γ|Vx has rank at most b on (F•)x} (6.3)
is precisely φ−1(Y˜b), with Y˜b the isomorphic image of E ×K Yb in BK ×BG BB. Thus
generically, the class of such a locus is given by [Db] = φ
∗(Y˜b). As explained in the previous
subsection, the classes yi ∈ H∗K(G/B) pull back through φ to the Chern classes c1(Fi/Fi−1).
Thus a formula for the equivariant classes of the K-orbit closure Yb, which we note involves
only the y variables, can be viewed as giving a formula for [Db] in terms of the Chern classes
c1(Fi/Fi−1).
Note that the above analysis applies to the case G = GL(n,C), K = O(n,C). The case
G = SL(n,C), K = SO(n,C) is identical in the event that n is odd, but a bit different in
the case that n is even. We address this in a moment. First, we point out that the above
analysis applies equally well to the case of G = SL(2n,C), K = Sp(2n,C), with only very
minor modifications. The orbit closures in that case are parametrized by fixed point-free
involutions, and descriptions of their closures are identical to those of (6.2) when γ is taken
to be the skew form for which K is the isometry group. A lift of the classifying map to
BK then amounts to a nondegenerate skew form on the bundle V , by which we mean a
bundle map
∧2(V ) → X × C which restricts to a nondegenerate skew form on each fiber.
Given such a form, along with a flag of subbundles of V , one can define a degeneracy locus
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Db ⊆ X associated to a fixed point-free involution b just as in (6.3) above. And just as
above, our formulas for the equivariant classes of K-orbit closures (which again involve only
the y variables) pull back to a formula for [Db] in the Chern classes of the subquotients of
the flag.
We now address the case of (SL(2n,C), SO(2n,C)). In the even case, each O(2n,C)-
orbit on GL(n,C)/B associated to a fixed point-free involution splits as a union of two
SO(2n,C)-orbits, so that each O(2n,C)-orbit closure has two irreducible components, each
the closure of a distinct SO(2n,C)-orbit. Thus a formula for the class of an SO(2n,C)-
orbit closure associated to a fixed point-free involution b should pull back to a formula for
an irreducible component of the locus Db, defined as in (6.3). Note (see, e.g., Table B.5)
that our formulas for equivariant classes of SO(2n,C)-orbit closures associated to involutions
with fixed points involve the y-variables only, but the formulas for equivariant classes of orbit
closures associated to fixed point-free involutions typically also involve the class x1 . . . xn.
We now identify this class as pulling back to an “Euler class” e ∈ H∗(X) associated to our
bundle with quadratic form.
The Euler class of a rank 2n complex vector bundle V → X with nondegenerate quadratic
form is a class e ∈ H2n(X) which is uniquely defined up to sign by the following property: If
W → Y is any rank 2n complex vector bundle with nondegenerate quadratic form, possessing
a maximal (rank n) isotropic subbundle E, and if ρ : Y → X is a map for which W = ρ∗V ,
then ρ∗(e) = ±cn(E). In particular, the space BK carries the bundle V (omitting the
pullback notation), equipped with a “tautological” nondegenerate quadratic form, as we
have already noted, so there is an associated Euler class in H2n(BK). (For the interested
reader, we mention that this class is the Euler class — in the sense of [MS74, §9] — of a rank
2n real bundle on BK whose complexification is V . The real bundle in question is pulled
back, through a homotopy equivalence BSO(2n,C)→ BSO(2n,R), from the canonical rank
2n real bundle VR on the latter classifying space.) The Euler class of V → X is the pullback
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of this class in H2n(BK) through the classifying map. Note that it exists even in cases where
V does not carry a maximal isotropic subbundle. This class is not a polynomial in the Chern
classes of V . (This could indicate that the equivariant classes of SO(2n,C)-orbit closures on
G/B associated to fixed point-free involutions are not expressible in the y-variables alone.)
These facts are explained further in [EG95] where, among other results, the existence of an
algebraic Euler class of a Zariski-locally trivial bundle with quadratic form is established.
Now, note that the class x1 . . . xn ∈ H∗S(G/B) is (the pullback toH∗S(G/B) of) cn(
⊕n
i=1 LXi)
in the notation of Subsection 1.2, Proposition 1.2.1 (again omitting pullback notation). The
bundle
⊕n
i=1 LXi is a maximal isotropic subbundle of the pullback of V to BS through the
projection BS → BK. Thus x1 . . . xn, viewed as a class in H∗K(G/B), is an Euler class for
V . Pulling all the way back to X through the classifying map, we see that φ∗(x1 . . . xn) is
an Euler class for the bundle V → X.
Summarizing, our formulas for the equivariant classes of SO(2n,C)-orbit closures can be
interpreted as formulas for the fundamental classes of irreducible components of degeneracy
loci Db (b a fixed point-free involution) defined as above, expressed in the first Chern classes
of the subquotients of the flag of subbundles, together with an Euler class for the bundle
with quadratic form.
6.2 Notes on other types
Each of the symmetric pairs we have considered in types BCD should give similar degeneracy
locus formulas to those we have described above in type A. The setup should be roughly as
follows: One starts with a vector bundle V over a scheme X, equipped with a non-degenerate
quadratic (types BD) or skew (type C) form, along with a flag of subbundles which is
isotropic/Lagrangian with respect to that form. The form amounts to V having structure
group G = SO(n,C) or Sp(2n,C), as we have discussed, while the flag corresponds to a
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lift of the classifying map for the bundle to BB. One should then determine the additional
structure on the bundle which amounts to a lift of the classifying map to BK. In the cases
where K is S(O(p,C) × O(q,C)) or Sp(2p,C) × Sp(2q,C), this should be a splitting of
the bundle as a direct sum of two subbundles of the appropriate ranks such that the form
restricts to each summand non-degenerately. In the cases where K = GL(n,C), it should
be a splitting of the bundle as a direct sum of two rank n subbundles which are orthogonal
complements with respect to the form.
Given such a setup, one should be able to parametrize subvarieties of X determined by
imposing linear algebraic conditions on the fibers of V relative to all of these structures, as
we have just described in type A. The linear algebraic conditions one must impose should
correspond to the linear algebraic conditions defining K-orbit closures. We do not carry this
out explicitly here, since it is not clear at this time exactly what linear algebraic conditions
define the K-orbit closures in the cases outside of type A. As we have noted, in all cases
outside of type A, the K-orbits are the intersections of GL(p,C) × GL(q,C)-orbits on the
type A flag variety with a smaller flag variety of type BCD (for some appropriate choice of
p, q). One would hope that this carries over to orbit closures — i.e.
Question 1. For K a symmetric subgroup in types BCD, are the K-orbit closures in-
tersections of the corresponding GL(p,C) × GL(q,C)-orbit closures with the smaller flag
variety?
The answer to this question is not obvious. In fact, if one considers the analogous question
for Schubert varieties, the answer is “yes” in types BC, but “no” in type D. Combinatorially,
we are asking the following question:
Question 2. For K a symmetric subgroup in types BCD, is the poset K\G/B (equipped
with the full closure order) poset-isomorphic to the corresponding subposet of GL(p,C) ×
GL(q,C)-orbits?
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Approaching the matter from this combinatorial perspective would be one possible ap-
proach to answering Question 1. Question 2 should be relatively easy to answer in the
affirmative in cases where the weak closure order on K\G/B is visibly the restriction of the
weak closure order on GL(p,C)×GL(q,C)-orbits.
However, this is not the case in all examples. Indeed, consider the pair (G,K) =
(SO(2n,C), GL(n,C)). The K-orbits corresponding to (1, 1,−,+, 2, 2) and (1,+, 2, 1,−, 2)
are related in the weak order. Indeed, the simple reflection sα3 raises (1, 1,−,+, 2, 2) to
(1,+, 2, 1,−, 2). On the other hand, the GL(3,C)×GL(3,C)-orbits corresponding to these
(3, 3)-clans are not related in the weak order on GL(3,C)×GL(3,C)-orbits. It is the case,
however, that (1, 1,−,+, 2, 2) is below (1,+, 2, 1,−, 2) in the full closure order, so this does
not provide a negative answer to Question 2. Symmetric pairs where the weak order on
K\G/B does not correspond to the restricted weak order on GL(p,C) × GL(q,C)-orbits
may be a bit more difficult to analyze combinatorially.
In cases where the answer to Question 1 turns out to be “yes”, then assuming Conjec-
ture 6.1.2 is true, the K-orbit closures would be described exactly by the linear algebraic
conditions of Conjecture 6.1.2, simply restricting attention to flags which were isotropic or
Lagrangian with respect to the appropriate form. In cases where the answer to Question 1
is “no” (if, indeed, there are any such cases), then one would hope to be able to give some
alternative linear algebraic description of the orbit closures as sets of isotropic/Lagrangian
flags, and then describe degeneracy loci by compatible linear algebraic conditions on fibers
of a vector bundle over a scheme. Assuming such cases even exist, it is not at all clear what
these linear algebraic descriptions might be.
We leave these questions open for now, and hope to address them in future work.
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Appendix A
Proofs of the correctness of the orbit
parametrizations in types BCD
In this appendix, we give a case-by-case proof of the correctness of the parametrizations of
orbit sets described in all cases outside of type A. This includes the proof of Theorem 1.5.8.
In each of these cases, we have made the claim that the K-orbits on G/B are parametrized
by some subset of the (p, q)-clans (for some appropriate p, q) possessing one or more special
combinatorial properties. We now indicate how this can be proved.
In all of these cases, the involution θ on G for which K = Gθ is the restriction of an
involution θ′ on G′ = GL(n,C) for some n, for which K ′ = (G′)θ′ ∼= GL(p,C)×GL(q,C) for
some p, q. Then K = G∩K ′, so that the intersection of a K ′-orbit on X ′ = G′/B′ with X, if
non-empty, is clearly stable under K and hence a priori is a union of K-orbits. The K ′-orbits
on X ′ being parametrized by (p, q)-clans, one may ask for combinatorial conditions on the
(p, q)-clan γ which amount to Q′γ ∩ X 6= ∅. Once one has determined such combinatorial
conditions, then the next question is, given a clan γ satisfying these combinatorial conditions,
is the K-stable set Qγ ∩X a single K-orbit, or a union of multiple K-orbits? If it is always a
single K-orbit, then the K-orbits are clearly in 1-to-1 correspondence with the K ′-orbits on
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X ′ which meet X, and thus are parametrized by the (p, q)-clans satisfying the appropriate
combinatorial conditions. As indicated in the introduction, we have chosen our symmetric
pairs (G,K) precisely so that this is always the case.
By what we have said so far, then, it is clear that to prove the correctness of the
parametrizations of K\X in any case in type BCD, we must do the following two things:
1. Prove that a K ′-orbit Qγ intersects X if and only if the corresponding clan γ has the
specified combinatorial properties.
2. Prove that each such non-empty intersection is a single K-orbit.
We first establish (1) on a case-by-case basis, then we deal with (2).
Proposition A.0.1. In each case outside of type A, the K ′-orbit Qγ corresponding to the
clan γ intersects X if and only if γ has the combinatorial properties specified in all of our
parametrizations.
A.1 Case-by-case proof of Proposition A.0.1
We indicate the details of each case. We start with the type C pairs, since adequate proofs
for those cases have already appeared in the literature. For these, we simply indicate the
appropriate reference. We then move on to the type B case, which is a bit complicated, and
then handle the type D cases, each of which is very similar to either a type C case or the
type B case.
A.1.1 (Sp(2n,C), Sp(2p,C)× Sp(2q,C))
Here, the goal is to prove that the GL(2p,C) × GL(2q,C)-orbit Qγ corresponding to the
(2p, 2q)-clan γ = (c1, . . . , c2n) meets X if and only if
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1. γ is symmetric; and
2. ci 6= c2n+1−i whenever ci ∈ N.
The “only if” portion is [Yam97, Proposition 4.3.2], while the “if” portion is [Yam97, The-
orem 4.3.12]. The statement of the latter result also spells out how to find a representative
of Qγ ∩X. It amounts to choosing a representative of Qγ, using the algorithm described in
Subsection 2.1.2, in a certain way so as to always produce a Lagrangian flag.
A.1.2 (Sp(2n,C), GL(n,C))
Here, we must prove that the GL(n,C)×GL(n,C)-orbit Qγ corresponding to the (n, n)-clan
γ meets X if and only if γ is skew-symmetric.
The “only if” portion is [Yam97, Proposition 3.2.2]. The “if” portion follows from [Yam97,
Theorem 3.2.11]. Again, the latter result indicates how one can choose a representative of
Qγ, using the algorithm of Subsection 2.1.2, so as to always produce a Lagrangian flag.
A.1.3 (SO(2n+ 1,C), S(O(2p,C)×O(2q + 1,C)))
Here, we must prove that the K ′ = GL(2p,C) × GL(2q + 1,C)-orbit Qγ corresponding to
the (2p, 2q + 1)-clan γ meets X if and only if γ is symmetric. In this case, K ′ should be
realized as the fixed points of the involution int(Ip,2q+1,p).
The proof that γ must be symmetric is identical to the one given in [Yam97, Proposition
4.3.2] for the case (G,K) = (Sp(2n,C), Sp(2p,C)×Sp(2q,C)), alluded to above. Of course,
in the proof of that proposition, the (2p, 2q)-clan γ = (c1, . . . , c2n) representing a GL(2p,C)×
GL(2q,C)-orbit is also shown to have the additional property that ci 6= c2n+1−i whenever
ci ∈ N. This does not hold in the present case; in fact, all symmetric (2p, 2q + 1)-clans
correspond to orbits which meet X, even those containing matching natural numbers in
positions (i, 2n+ 2− i) for some (or for many) i. We see this presently.
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The other implication involves finding an isotropic representative of the K ′-orbit Qγ in
the event that γ is symmetric. One might naively hope that it is possible, as in other cases,
to choose an isotropic representative of Qγ using the algorithm of [Yam97] described in
Subsection 2.1.2. However, this is not the case, as one can see even in very small examples.
Thus we must describe a way to take one of these representatives and “move” it by an
element of K ′ to produce a flag that is isotropic. This is easier to do in the more typical
setting, where G = SO(2n + 1,C) is realized as the isometry group of the diagonal form -
that is,
G = {g ∈ SL(2n+ 1,C) | ggt = Id}. (A.1)
So until further notice, let
G′ = GL(2n+ 1,C); θ′ = int(I2p,2q+1);K ′ = (G′)θ
′
= GL(2p,C)×GL(2q + 1,C)
(as in Subsection 2.1); and let
G = SO(2n+ 1,C); θ = θ′|G;K = Gθ = G ∩K ′ = S(O(2p,C)×O(2q + 1,C)),
with SO(2n + 1,C) realized as in (A.1) above. We will describe how to move one of the
representatives of [Yam97] by K ′ to produce an isotropic flag (with respect to the diagonal
form). After doing so, we will describe how to conjugate everything back to our preferred
realization.
Suppose that we are given a symmetric (2p, 2q + 1)-clan γ, and suppose that from that
clan we produce the representative
V• = 〈v1, . . . , v2n+1〉
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using Yamamoto’s algorithm. We shall say how to modify each vector vi so as to produce
an isotropic representative of the orbit Qγ. Our modification of each vi is accomplished
by specifying a way to send each standard basis vector ej to a linear combination of basis
vectors
ej 7→
2n+1∑
k=1
λkek,
where λk = 0 for k > 2p if j ≤ 2p, and where λk = 0 for k ≤ 2p if j > 2p. (Note that this
simply specifies an element of K ′ by which to act on the flag V• to produce an isotropic flag.)
Where to send each vector vi will depend upon the character in the ith position of the
clan. Further, if that character is a natural number, it will also depend upon the position in
which the matching natural number appears. We break this down by cases:
Case 1: ci = ±. First, note that because the clan γ is symmetric, either a + or a - must
appear in position n + 1. So, in the event that i = n + 1, we know that vi = ej for some j.
In this case, we simply leave ej alone: ej 7→ ej.
If i 6= n + 1, then again we have vi = ej for some j, and also that v2n+2−i = ek for some
k. If ci = +, then j, k ≤ 2p, and if ci = −, then j, k ≥ 2p + 1. In either event, we should
send
ej 7→ ej + iek, and
ek 7→ ej − iek.
Thus, if i 6= n+ 1, vi 7→ ej + iek, and v2n+2−i 7→ ej − iek.
Case 2: ci ∈ N, and c2n+2−i = ci. In this case, we know that vi = ej + ek, and
v2n+2−i = ej − ek for some j ≤ 2p and k ≥ 2p+ 1. Then we should send
ej 7→ ej, and
ek 7→ iek,
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hence sending
vi 7→ ej + iek, and
v2n+2−i 7→ ej − iek.
Case 3: ci ∈ N, and c2n+2−i 6= ci. We may assume that i < j for whichever j is such that
ci = cj. Let’s say that ci = a ∈ N. Then, because the clan in question is symmetric, there
is a different natural number, say b, in position 2n+ 2− i. Further, if the other occurrence
of a occurs in position j, then the other occurrence of b occurs in position 2n + 2 − j. We
know that vi = ek + el and vj = ek − el for some k ≤ 2p, j ≥ 2p + 1. We also know that
v2n+2−j and v2n+2−i are er + es and er − es, respectively, for some r ≤ 2p, s ≥ 2p+ 1. Then
we should send
ek 7→ ek + ier;
el 7→ el + ies;
er 7→ er + iek; and
es 7→ −es − iel.
It is clear that the flag so obtained is isotropic with respect to the chosen bilinear form.
Indeed, our form is characterized by the fact that 〈ei, ej〉 = δi,j. This being the case, it is
obvious by construction that the vectors {vi}ni=1 are all isotropic and pairwise orthogonal. It
is also clear that vn+i is orthogonal to each of v1, . . . , vn+1−i for each i = 1, . . . , n. This says
that the flag is isotropic.
Having obtained an isotropic representative of the K ′-orbit on X ′ corresponding to each
symmetric clan, we now describe how to translate this back to our chosen setting, where
SO(2n+ 1,C) is realized as the group of linear automorphisms of C2n+1 preserving the anti-
diagonal form. For clarity, let us now say that G1 is the realization of SO(2n + 1,C) given
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by the anti-diagonal form (those matrices with gJgt = J), and that G2 is the realization
of SO(2n + 1,C) given by the diagonal form (those matrices with ggt = Id). Let K1 ⊆ G1
be the fixed points of the involution int(Ip,2q+1,p), and let K2 ⊆ G2 be the fixed points of
int(I2p,2q+1).
Consider the matrix g given as follows:
gj,j =

1 if j = n+ 1,
1 + i
2
otherwise.
gj,2n+2−j =

1 if j = n+ 1,
1− i
2
otherwise.
gj,k = 0 if k 6= j, 2n+ 2− j.
Then g is a symmetric square root of the anti-diagonal matrix J . This means that it
conjugates G2 to G1, since if hh
t = Id, we have
(ghg−1)tJ(ghg−1) = g−1ht(gJg)hg−1 = g−2 = J.
However, the problem with this g is that while it conjugates G2 to G1, it does not
conjugate K2 to K1. To remedy this, we modify g a bit. If p is even, then let pi be the
symmetric permutation matrix which corresponds to the involution given in cycle notation
by
(p+ 1, 2n+ 1)(p+ 2, 2n) . . . (2p, 2n+ 2− p).
If p is odd, then let pi be the negative of this permutation matrix. Then pi ∈ G2. It is clear,
then, that gpi still conjugates G2 to G1. However, we claim that gpi also conjugates K2 to
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K1. It is actually a bit easier to see (equivalently) that pig
−1 conjugates K1 to K2. Suppose
that k ∈ K1, so that
Ip,2q+1,pkIp,2q+1,p = k.
Then since g commutes with Ip,2q+1,p, we have
(gIp,2q+1,pg
−1)k(gIp,2q+1,pg−1) = k,
so
Ip,2q+1,p(g
−1kg)Ip,2q+1,p = g−1kg.
Now, since piIp,2q+1,ppi = I2p,2q+1, and since pi
2 = Id, we have
(piIp,2q+1,ppi)(pig
−1kgpi)(piIp,2q+1,ppi) = pig−1kgpi,
so
I2p,2q+1(pig
−1kgpi)I2p,2q+1 = pig−1kgpi.
This says that pig−1kgpi ∈ K2. Thus gpi conjugates K2 to K1.
Now, with that established, given a representative F• of the K2-orbit on X given by some
symmetric (2p, 2q + 1)-clan, to get a representative of the K1-orbit corresponding to that
same clan, we just act on the flag F• by the matrix gpi to get the new flag F ′• = gpiF•. The
flag F• is isotropic with respect to the diagonal form, so the flag F ′• is isotropic with respect
to the anti-diagonal form.
Let us look at a small example which illustrates the method just described for finding
an isotropic representative of the K ′-orbit Qγ corresponding to a symmetric (2p, 2q + 1)-
clan γ. Take p = q = 1, so that n = 2, and so that we are dealing with G = SO(5,C),
K = S(O(2,C) × O(3,C)). Take the symmetric (2, 3)-clan γ = (1,−,+,−, 1). None of the
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possible representatives produced by the algorithm of [Yam97] are isotropic. To produce an
isotropic representative of this orbit by the method just described, though, we do take one
of these representatives as a starting point. So assign ± signatures to the 1’s as follows:
(1+,−,+,−, 1−).
Choose the permutation σ = 13245. This gives us the following representative of Qγ ∈
K ′\X ′:
〈e1 + e5, e3, e2, e4, e1 − e5〉 .
We next move this representative by K ′ to obtain a flag isotropic with respect to the
diagonal form. The result is the flag
F• = 〈e1 + ie5, e3 + ie4, e2, e3 − ie4, e1 − ie5〉 .
This flag is isotropic with respect to the diagonal form. Now, we must move this flag by
the matrix gpi, where
g =

1+i
2
0 0 0 1−i
2
0 1+i
2
0 1−i
2
0
0 0 1 0 0
0 1−i
2
0 1+i
2
0
1−i
2
0 0 0 1+i
2

,
and
pi =

1 0 0 0 0
0 0 0 0 1
0 0 1 0 0
0 0 0 1 0
0 1 0 0 0

.
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Thus
gpi =

1+i
2
1−i
2
0 0 0
0 0 0 1−i
2
1+i
2
0 0 1 0 0
0 0 0 1+i
2
1−i
2
1−i
2
1+i
2
0 0 0

.
Applying this matrix to the flag F• above, and multiplying all coefficients by 2 just to
clean things up, we get the flag
F ′• =
〈

1 + i
−(1− i)
0
1 + i
1− i

,

0
1 + i
2
−(1− i)
0

,

1− i
0
0
0
1 + i

,

0
−(1 + i)
2
1− i
0


1 + i
1− i
0
−(1 + i)
1− i

〉
.
One checks that this flag is isotropic with respect to the anti-diagonal form, and by con-
struction it lies in the K ′-orbit on X ′ corresponding to the clan (1,−,+,−, 1).
A.1.4 (SO(2n,C), S(O(2p,C)×O(2q,C)))
We must show that the K ′ = GL(2p,C)×GL(2q,C)-orbit Qγ corresponding to the (2p, 2q)-
clan γ meets X if and only if γ is symmetric. (K ′ should be realized in this case as the fixed
points of the involution int(Ip,2q,p) on GL(2n,C).)
The proof is virtually the same as the one given in the type B case above. There is
only one issue which bears mentioning, and that is that it isn’t clear that the representative
produced by the procedure described above should necessarily produce a flag lying in the
correct component of the variety of isotropic flags. Indeed, it may not. However, K ′ does
contain elements of the determinant −1 component of O(2n,C). For instance, it contains the
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permutation matrix corresponding to the transposition (n, n+ 1). Thus if the representative
obtained by the procedure described above for the type B case does not live in the correct
component, it can then be moved to the other component by the action of such an element
of K ′. This simply says that every K ′-orbit on X ′ which intersects the variety of isotropic
flags intersects both components of it, so in particular it intersects X.
A.1.5 (SO(2n,C), GL(n,C))
Here, the goal is to prove that the K ′ = GL(n,C)×GL(n,C)-orbit Qγ corresponding to the
(n, n)-clan γ = (c1, . . . , c2n) meets X if and only if
1. γ is skew-symmetric;
2. ci 6= c2n+1−i for any ci ∈ N; and
3. Among c1, . . . , cn, the total number of − signs and pairs of equal natural numbers is
even.
In this case, the group K ′ should be realized as the fixed points of the involution int(In,n).
The proof that γ should be skew-symmetric is word-for-word the same as that given in
[Yam97] for the case (Sp(2n,C), GL(n,C)) ([Yam97, Proposition 3.2.2]). The proof that we
cannot have (ci, c2n+1−i) = (a, a) for a ∈ N is nearly identical to the corresponding proof
in the case of (Sp(2n,C), Sp(2p,C) × Sp(2q,C)). (See part (3) of the proof of [Yam97,
Proposition 4.3.2].) And an isotropic representative of Qγ can be produced by the same
method described in [Yam97, Theorem 3.2.11].
As in the previous example, though, we must consider the question of whether the rep-
resentative so obtained lies in our chosen component of the variety of isotropic flags. This
explains the need for the parity condition (3). Whereas in the previous example, any K ′-orbit
on X ′ meeting the variety of isotropic flags met both components of it, here any K ′-orbit
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on X ′ containing an isotropic flag meets one component or the other, but not both. This
follows from the fact that when K ′ is realized as the fixed points of int(In,n), any element of
K ′∩O(2n,C) has determinant 1, which is an easy computation. Thus one cannot pass from
one component to the other by the action of an element of K ′. Condition (3), then, is what
guarantees that an isotropic representative of Qγ lives in X, rather than in the opposite
component of the variety of isotropic flags.
A.1.6 (SO(2n,C), S(O(2p+ 1,C)×O(2q − 1,C)))
For the last case, we must prove that a K ′ = GL(2p + 1,C) × GL(2q − 1,C)-orbit Qγ
corresponding to the (2p+1, 2q−1)-clan γ meets X if and only if γ is symmetric. The proof
here is exactly the same as that for the pairs (SO(2n + 1,C), S(O(2p,C) × O(2q + 1,C)))
and (SO(2n,C), S(O(2p,C)× O(2q,C))). Note, though, that once we find a representative
for Qγ which is isotropic with respect to the diagonal form, we are done, since in Subsection
5.3, we chose to realize SO(2n,C) as the isometry group of the diagonal form. Thus there
is no need to conjugate over to another realization of SO(2n,C).
As with the pair (SO(2n,C), S(O(2p,C)×O(2q,C))), we remark that if the isotropic flag
produced by the method described in the type B case does not lie in our chosen component
of the variety of isotropic flags, it can be moved by K ′ to the correct component, since K ′
does contain determinant −1 elements of O(2n,C). This says once again that every K ′-orbit
on X ′ which intersects the variety of isotropic flags intersects both components of it.
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A.2 Proof of Theorem 1.5.8
Having established the combinatorial conditions on clans which amount to K ′-orbits on X ′
meeting X, in each example we now have a surjective map
K\X → {Clans satisfying some combinatorial conditions}.
Indeed, if γ is a clan in the target, with associated K ′-orbit Qγ, the fiber over γ is the
collection of K-orbits whose union is the nonempty, K-stable subset Qγ ∩X. However, we
want this map to be a bijection. This amounts to the fact that Qγ ∩ X is in fact a single
K-orbit, and not a union of multiple K-orbits.
As alluded to in Subsection 1.5.2, one way to establish this involves a fairly intricate
counting argument, the principles of which were explained to the author by Peter Trapa.
Before making this argument in each of our examples, we describe the general setup.
A.2.1 The one-sided parameter space X
For any complex reductive algebraic group G, consider the exact sequence
1→ Int(G)→ Aut(G)→ Out(G)→ 1,
where Int(G) = G/Z(G) is the group of inner automorphisms, and Out(G) is the quotient.
Two automorphisms f1, f2 are said to be in the same inner class if they have the same image
in Out(G). By an inner class of involutions, we shall mean the set of all involutions in a
given inner class.
It is a fact (see [AdC09]) that for any inner class of involutions, there exists a “distin-
guished” representative which fixes a chosen pinning of the group G. (A pinning is the data
of a maximal torus T , a Borel subgroup B containing T , and a choice of positive root vectors
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Xα corresponding to the positive system defined by B.) This distinguished involution is the
image of the chosen outer automorphism γ under a canonical splitting of the exact sequence
above.
Associated to the inner class of any involution θ is the so-called one-sided parameter
space, which we denote by X . For our purposes, we define it as follows: Let θ1, . . . , θn be
the inner class of involutions containing θ, and let Ki = G
θi . Then we define
X :=
n∐
i=1
Ki\G/B.
The set X plays a prominent role in an algorithm (implemented in the software known
as ATLAS) which computes (among other things) the space of admissible representations of
a given real reductive group GR. See [AdC09, Ada08] for details. We remark that in those
references, a different definition of X is given, after which it is established as a theorem that
X is in bijection with the set above. However, because we are only concerned here with
counting K-orbits, and not with the deeper representation-theoretic significance of the set
X , it is more convenient for our purposes to simply take this as our definition.
The key feature of X from our point of view is that it comes equipped with a map to the
set I of twisted involutions. In fact, this map is simply the Richardson-Springer map φ (cf.
Subsection 1.3) “spread out” to the Ki = G
θi-orbits as θi runs over an entire inner class of
involutions. While the map φ is not surjective in general when we restrict attention to one
K at a time, the map from X that we get when considering at once all K associated to a
given inner class of involutions is surjective. Moreover, for any given τ ∈ I, the cardinality
of the fiber over τ (which we denote Xτ ) is explicitly computable. Indeed, letting T ⊆ G be
our fixed θ-stable maximal torus, define
Tτ := {t ∈ T | tτ(t) ∈ Z(G)},
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and
T−τ := {t ∈ T | tτ(t) = 1}.
In the above definitions, the action of τ on T is twisted by the distinguished involution
θ. That is,
τ(t) = τ.θ(t),
where τ.t denotes the usual action of W on T . In all cases of interest to us save one (the
non-equal rank case in type D), the distinguished involution is simply the identity, and so
the action of τ is the usual one. At any rate, with these definitions given, we have the
following result:
Proposition A.2.1. With notation as above,
|Xτ | = |Tτ/T−τ0 |.
For a proof, see [AdC09, Proposition 11.2 and Remark 11.5] or [dC05, Proposition 2.4].
In our examples, this result allows us to compute the cardinality of X , and then compare it
to the total number of clans which correspond toK ′i-orbits intersectingX, whereKi = G∩K ′i,
the groups Ki are the fixed point subgroups of an entire inner class of involutions, and each
K ′i is isomorphic to an appropriate GL(p,C)×GL(q,C). Since we have already established
combinatorial descriptions of such clans in the previous subsection, the latter number is
computable.
If these two counts turn out to be equal, then for each Ki, it is impossible for the
intersection of any K ′i-orbit on X
′ with X to split as a union of multiple Ki-orbits — if
it did, the cardinality of X would necessarily be greater than the clan count. Making this
counting argument thus establishes in one fell swoop that for any Ki in the inner class, each
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Ki-orbit is precisely the intersection of a K
′
i-orbit with X.
Before proceeding to make this argument explicit in each of our examples, we offer some
basic comments regarding the computation of inner classes of involutions, and the corre-
sponding family of symmetric subgroups. An excellent reference for these facts is [Ada09].
First, it is a fact [Ada09, Lemma 4.9] that for a semisimple algebraic group G, the group
Out(G) is a subgroup of the automorphism group of its Dynkin diagram. These two groups
are equal if G is simply connected or adjoint. This says already that Out(G) = {1} if G is of
type B or C. Thus for those two groups, there is only one inner class of involutions, namely
the inner involutions
{int(g) | g2 ∈ Z(G)}.
The inner class of involutions of this form is referred to as the “compact” inner class, so
named because it contains the identity involution, which corresponds to the compact real
form of the complex group. Describing the compact inner class for the groups SO(2n+1,C),
Sp(2n,C), and SO(2n,C) is an elementary matrix computation in each case; the answers
can all be found in [Ada09]. As we have already noted, in types B and C, the compact
inner class is the only inner class that there is to consider. In type D, there is the compact
inner class, along with one additional inner class, called the “unequal rank” inner class.
(Note that the automorphism group of the Dynkin diagram of type Dn is Z/2Z if n ≥ 5,
and S3 if n = 4. Thus one should expect for there to be more than one inner class of
involutions.) This inner class consists of all involutions whose fixed groups are of the form
S(O(2p + 1,C) × O(2q − 1,C)), as p, q range over all possibilities with p ≥ 0, q ≥ 1, and
p+ q = n. See [Ada09, Exercise 4.12].
It is noteworthy that the family of symmetric subgroups associated to an inner class of
involutions consists of conjugacy classes of symmetric subgroups, as opposed to isomorphism
classes. For instance, it is easy to see that in type A, the compact inner class contains
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all inner involutions whose fixed groups are of the form GL(p,C) × GL(q,C) as p, q ≥ 0
run over all possibilities with p + q = n. From this perspective, the symmetric subgroups
GL(2,C)×GL(3,C) and GL(3,C)×GL(2,C) (for example) are considered different; these
groups are isomorphic, but they are not conjugate.
We now proceed to make the counting argument described above in each of our examples.
A.2.2 Type B, compact inner class
As alluded to above, since Out(SO(2n + 1,C)) = {1}, there is only one inner class of
involutions in type B, which consists of all inner involutions. The symmetric subgroups
Ki corresponding to this inner class are S(O(2p,C) × O(2q + 1,C)) as p, q ≥ 0 run over
all possibilities with p + q = n. The distinguished representative of this inner class is the
identity, so the the twisted involutions in this case are honest involutions in W , and action
of a (twisted) involution on T is the usual one, induced by the W -action on T̂ .
Now, note that Z(SO(2n+ 1,C)) is trivial, so in the notation of the previous subsection,
Tτ = T
−τ . Thus Tτ/T−τ0 is simply the component group of Tτ .
We wish to prove, then, that the number of symmetric (2p, 2q+ 1)-clans (as p, q ≥ 0 run
over all possibilities with p + q = n) is equal to the cardinality of the one-sided parameter
space X . To see this, first recall that we have a bijection
I := Involutions in W ←→
J := Involutions σ ∈ S2n+1 such that σ(2n+ 2− i) = 2n+ 2− σ(i)
via the embedding of W into S2n+1 as signed elements, cf. Subsection 1.1. Moreover, each
symmetric (2p, 2q+1)-clan is clearly associated to precisely one element of J in a natural way:
The positions of matching numbers in such a clan give transpositions, while the positions of
signs give fixed points. (The symmetry property of such a clan is precisely what guarantees
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that the associated involution is a signed element of S2n+1.) So, for example, if p = q = 1, the
symmetric (2, 3)-clan (1,−,+,−, 1) gives the involution (1, 5), while the clan (1, 2,−, 1, 2)
gives the involution (1, 4)(2, 5).
With this noted, we must simply see that for each element σ of J , the total number of
symmetric (2p, 2q + 1)-clans (p, q running over all possibilities) corresponding to σ is equal
to the cardinality of the fiber Xσ′ of X over σ′, the element of I which corresponds to σ.
So let σ ∈ J be given. Any (2p, 2q + 1)-clan associated to σ has the positions of its
matching natural numbers prescribed by the transpositions of σ. Thus the only choice one
has in constructing such a clan is in assigning + and − signs to the fixed points of σ. It is
clear that for a given n, once the cycle structure of σ is decided upon, the middle sign (that
in position n + 1) for any clan associated to σ is completely determined. Further, since we
are restricting attention to those clans which are symmetric, one only has free choice of signs
occupying the fixed points of σ in positions up to n, which (by symmetry) determine the
signs assigned to the fixed points of σ in positions beyond n+ 2. This says that if
k = #{i ∈ {1, . . . , n} | σ(i) = i},
then the number of symmetric clans associated to σ is 2k.
Now, consider |Xσ′ |. As noted above, this is equal to the number of components of
Tσ′ = {t ∈ T | tσ′(t) = 1}.
Given t = diag(a1, . . . , an, 1, a
−1
n , . . . , a
−1
1 ), one has that
tσ′(t) = diag(a1aσ(1), . . . , anaσ(n), 1, (anaσ(n))−1, . . . , (a1aσ(1))−1),
where σ is the permutation in S2n+1 associated to σ
′. This is equal to the identity matrix
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precisely when, for any i = 1, . . . , n,
ai =

±1 if σ(i) = i,
a−1σ(i) otherwise.
Thus Tσ′ is a product of C∗’s and Z/2Z’s, with one Z/2Z for each i ∈ {1, . . . , n} such
that σ(i) = i. As such, it has 2k components.
This completes the proof that |X | is equal to the total number of symmetric (2p, 2q+ 1)-
clans as p, q ≥ 0 run over all possibilities with p + q = n. Thus we have established that
it is impossible for the intersection of a K ′-orbit with X to be anything more than a single
K-orbit on X.
A.2.3 Type C, compact inner class
Once again, we have only one inner class of involutions, consisting solely of inner involutions.
The corresponding symmetric subgroups are those of the form Sp(2p,C)×Sp(2q,C) (p, q ≥ 0
running over all possibilities with p+ q = n), along with the one additional group GL(n,C).
Thus here, we must compare |X | to the total number of symmetric (2p, 2q)-clans (p, q running
over all possibilities) satisfying the additional “anti-reflexive” condition of Subsection A.1.1,
plus the number of skew-symmetric (n, n)-clans.
As before, we perform the count of |X | fiber-by-fiber. As in Type B, the twisted involu-
tions I amount to honest involutions in W . Using the embedding of W into S2n as signed
elements, these are once again in bijection with the set of all involutions in S2n which are
signed elements.
Let τ ∈ S2n be such an involution. We first compute the total number of clans naturally
associated to τ . Then we compute |Xτ |. There are two cases: Either τ switches i and
2n+ 1− i for some i, or not.
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In the former case, there will be no (2p, 2q)-clans corresponding to Sp(2p,C)×Sp(2q,C)-
orbits associated to τ . This is because any clan associated to such a τ cannot have the anti-
reflexive property. Thus we need only count the skew-symmetric (n, n)-clans. The positions
of matching natural numbers in a clan corresponding to τ being entirely determined by τ ,
our only freedom is in assigning ± signs to the fixed points of τ . This amounts to assigning
any configuration of ± signs to those i ∈ {1, . . . , n} fixed by τ . The signs on the fixed points
of τ from {n + 1, . . . , 2n} are then determined by skew-symmetry. Thus if k is the number
of elements of {1, . . . , n} fixed by τ , then the number of clans associated to τ is 2k.
On the other hand, if τ does not switch i and 2n + 1 − i for any i, then there will be
(2p, 2q)-clans corresponding to Sp(2p,C)× Sp(2q,C)-orbits associated to τ , for such a clan
would have the anti-reflexive property. The total number of such clans is 2k (k as in the
previous paragraph), since we assign ± signs to the fixed points of τ from {1, . . . , n}, while
the remaining signs are determined by symmetry. Counting the skew-symmetric (n, n)-clans
associated to τ , we again get 2k, by the same argument as before. Thus in this case, the
total number of clans associated to τ is 2 · 2k = 2k+1.
Now, we must see that |Xτ | = 2k or 2k+1, depending on which of the two cases we are in.
Recall that
|Xτ | = |Tτ/T−τ0 |,
where
Tτ = {t ∈ T | tτ(t) ∈ Z(G)},
and
T−τ = {t ∈ T | tτ(t) = 1}.
In type B, Z(G) was trivial, so this amounted simply to counting the components of Tτ .
However, here, Z(G) = {±1}, so this computation is a bit different. First, suppose that
τ(i) 6= 2n+ 1− i for any i. Then if t = diag(a1, . . . , an, an+1, . . . , a2n) (with a2n+1−i = a−1i ),
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we have that
tτ(t) = diag(a1aτ ′(1), . . . , anaτ ′(n), an+1aτ ′(n+1), . . . , a2naτ ′(2n)).
For each i = 1, . . . , n such that τ ′(i) = i, this gives a2i in the ith diagonal position (and a
−2
i
in the (2n+ 1− i)th diagonal position). The other positions simply have aiaτ ′(i).
Now, if this is to be equal to 1, then we have a choice of ±1 for each position i = 1, . . . , n
such that τ ′(i) = i. (The number in position 2n+ 1− i is then determined.) We also have a
completely free choice of the other ai, which then determine the aτ ′(i).
On the other hand, if tτ(t) were to equal −1, then we would have a choice of ±√−1 for
each ai such that τ
′(i) = i. (Again, this choice determines the value of a2n+1−i). We again
have a completely free choice of the other ai, which in turn determine the aτ ′(i).
Thus Tτ can be thought of like this: First, decide whether tτ(t) is going to be 1 or −1.
Having decided that, choose the ai on the fixed points i to be either ±1 or ±
√−1 (depending
on the first choice that was made), and choose arbitrary values in C∗ for the remaining ai.
This shows that
Tτ ∼= Z/2Z× ((Z/2Z)k × (C∗)n−k),
where k represents the number of values fixed by τ (or the number of i = 1, . . . , n fixed by
τ ′) as above.
Now, we turn to T−τ0 . Here, tτ(t) takes the same form, but now we insist that tτ(t) = 1.
Thus T−τ (by the same analysis of the previous paragraph) is of the form
(Z/2Z)k × (C∗)n−k.
However, in considering only the identity component, we get rid of the factors of Z/2Z. The
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upshot is that T−τ0 is made up of just the C∗ factors of Tτ :
T−τ0 = (C
∗)n−k.
Then it is clear that the order of the quotient Tτ/T
−τ
0 is 2
k+1, which is the same as the
number of total clans associated to τ , calculated above.
Now, suppose that there is some i for which τ(i) = 2n + 1 − i. Consider Tτ . For any
t = diag(a1, . . . , an, a
−1
n , . . . , a
−1
1 ), we now have that the value in the ith position of tτ(t) is
a 1. This removes the option of tτ(t) being −1, so in this case we see that
Tτ ∼= (Z/2Z)k × (C∗)n−k,
by the same analysis given for the previous case. And T−τ0 is (C∗)n−k, as it was in the
previous case, so here we see that the quotient |Tτ/T−τ0 | has order 2k, which again matches
the number of clans associated to τ . This completes the argument.
A.2.4 Type D, compact inner class
In type D, Out(G) has two elements, so there are actually two inner classes of involutions
to consider. The first is the compact inner class, consisting of inner involutions, and is
similar to what we saw in type C. The corresponding symmetric subgroups are of the form
K ∼= S(O(2p,C) × O(2q,C)) (p, q ≥ 0 running over all possibilities with p + q = n), plus
two symmetric subgroups isomorphic to GL(n,C). One of these is the group considered in
Subsection 5.2, the fixed points of θ = int(i · In,n). The other, which we will call K−, is the
fixed point subgroup of the involution
θ− = int(diag(i, . . . , i︸ ︷︷ ︸
n−1
,−i, i,−i, . . . ,−i︸ ︷︷ ︸
n−1
).
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The group K− is also isomorphic to GL(n,C), but is not conjugate to K. Thus its orbits
must be considered separately to get an accurate count of X . Its orbits on X are in bijection
with those of K, however, so it suffices to simply double the count of clans associated to the
K-orbits to account for the extra K−-orbits comprising X .
With all of that said, the argument here is very similar to the type C case. The twisted
involutions I are once again simply honest involutions of W . These can be thought of
either as signed permutations of {1, . . . , n} changing an even number of signs, or as signed
elements of S2n with an even number of i ≤ n sent to some j > n. Each symmetric (2p, 2q)-
clan (p + q = n) and each skew-symmetric (n, n)-clan (satisfying the further conditions
described in Subsection A.1.5) is naturally associated to such a signed element of S2n, with
the positions of matching natural numbers defining 2-cycles, and with the signs ascribed
to fixed points. Letting τ ∈ S2n be such an element, there two possible cases: Either τ
interchanges i and 2n + 1 − i for some i, or not. In the former case, there are no skew-
symmetric (n, n)-clans satisfying the anti-reflexive condition. If k is the number of fixed
points of τ among {1, . . . , n}, then there are 2k associated symmetric (2p, 2q)-clans, each
obtained by assigning ± signs to those fixed points (the signs on the remaining fixed points
being determined by symmetry). In the latter case, again letting k be the number of fixed
points of τ among {1, . . . , n}, there are again 2k associated symmetric (2p, 2q)-clans. There
are only 2k−1 skew-symmetric (n, n)-clans satisfying the conditions of Subsection A.1.5, due
to the extra parity condition. However, as indicated above, this number should be doubled
to also account for the K−-orbits, giving a total of 2k. Combining the 2k symmetric clans
with the 2k skew-symmetric clans, we have a total of 2k+1 associated clans.
To conclude, then, we need to see that if τ ∈ S2n is an involution of the former type,
then |Xτ | = 2k, and if it is an involution of the latter type, then |Xτ | = 2k+1. That argument
is identical to that already given in type C, so we do not repeat it here.
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A.2.5 Type D, unequal rank inner class
The symmetric subgroups corresponding to the other inner class of involutions in type D
are those of the form S(O(2p+ 1,C)×O(2q − 1,C)), p, q running over all possibilities with
p ≥ 0, q ≥ 1, and p+ q = n.
When dealing with this class of symmetric subgroups in Section 5.3, we chose a realization
of SO(2n,C) which had no diagonal elements. However, it is simpler notationally to make
the relevant counting argument when the torus T consists of diagonal matrices. For this
reason, here we will assume that SO(2n,C) is the group of linear automorphisms of C2n
preserving the anti-diagonal form. Take T to be the diagonal elements of this group, which
are of the form
t = diag(a1, . . . , an, a
−1
n , . . . , a
−1
1 ).
This is the first (and only) case we consider where the distinguished representative θ
of our inner class of involutions is not the identity. Indeed, the distinguished involution
representing this inner class is θ(g) = I2n−1,1gI2n−1,1. As we have seen in type B, to pass
from the usual realization of G to the one we now wish to consider, we can conjugate by the
element pi, where
pii,j =

1+i
2
if i = j
1−i
2
if i = 2n+ 1− j
0 otherwise.
When we perform this conjugation, the distinguished involution θ then becomes
g 7→ I˜2n−1,1gI˜2n−1,1,
171
where
I˜2n−1,1 = piI2n−1,1pi−1 =

0 . . . 4i
...
1
...
. . .
1
4i . . . 0

.
Since elements of W are represented (for this choice of realization of G, and for this choice
of maximal torus T ) by monomial matrices corresponding to signed permutations changing
an even number of signs, the map on W induced by θ is visibly
w 7→ νwν,
where ν = (1,−1) is the signed permutation which interchanges 1 and −1. The set I of
twisted involutions, then, is no longer the set of honest involutions, but rather is the set of
elements of w sent to their inverses by this map. Note, though, that elements w ∈ W having
the property that
νwν = w−1
correspond 1-to-1 with signed permutations which are (honest) involutions and which change
an odd number of signs. Indeed, given such a signed permutation σ, let w = νσ. Then w is
a signed permutation which changes an even number of signs, and
(νwν)w = (νw)(νw) = σ2 = 1,
so w is a twisted involution. On the other hand, given a twisted involution w ∈ W , the
172
permutation σ = wν changes an odd number of signs, and is an involution, since
σ2 = (wν)(wν) = w(νwν) = 1.
Now, let us note that each symmetric (2p+1, 2q−1)-clan corresponds in a natural way to
a unique signed involution σ changing an odd number of signs. Indeed, the correspondence
here is the same as it has been all along: The positions of matching natural numbers in such a
clan determine the transpositions of such a permutation, while the signs determine the fixed
points. The only observation that needs to be made is that the involution corresponding to a
symmetric (2p+ 1, 2q− 1)-clan in this way necessarily changes an odd number of signs. The
number of sign changes of the signed involution corresponding to a symmetric (2p+1, 2q−1)-
clan γ is clearly the number of natural numbers occurring in positions 1, . . . , n of γ whose
mate occurs at or beyond position n+ 1. The claim, then, is that this number must be odd.
Suppose first that n is even. Then p − q is even as well. Suppose by contradiction that
there are an even number of natural numbers occurring in positions 1, . . . , n whose mates
occur at or beyond position n + 1. This means that among the first n symbols of the clan,
the combined number of + and − signs must be even. Thus the total number of + and −
signs comprising the entire clan γ must divisible by 4. Let a be the number of + signs, and
let b be the number of − signs. Then we have that
a+ b ≡ 0 (mod 4),
while
a− b = 2p+ 1− (2q − 1) = 2(p− q) + 2 ≡ 2 (mod 4).
But this implies that a is odd. However, a cannot be odd if γ is symmetric, and so we have
a contradiction.
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If n is odd, a similar contradiction can be reached. Here, p− q is odd, and using similar
reasoning we obtain the congruences
a+ b ≡ 2 (mod 4)
and
a− b ≡ 0 (mod 4),
again a contradiction.
The upshot is that here the cardinality of the fiber Xτ (τ a twisted involution) can be
compared to the number of symmetric (2p + 1, 2q − 1)-clans corresponding to the signed
involution τν.
So let τ ∈ W be any twisted involution. Recall from the description of Subsection 1.5.2
that in the definitions of Tτ and T
−τ , the action of τ on T is twisted by the map θ, so that
τ(t) = τ.θ(t),
where τ.t indicates the usual action of τ on T (by permutation of the diagonal entries).
Given a diagonal element t = diag(a1, . . . , an, a
−1
n , . . . , a
−1
1 ), one checks easily that
θ(t) = diag(a−11 , a2, . . . , an, a
−1
n , . . . , a
−1
2 , a1).
This amounts to applying the signed permutation ν to the coordinates of t. In light of this,
it is clear that τ(t) amounts to acting on t by the signed involution τν corresponding to τ .
Next, let us note that any signed involution σ which changes an odd number of signs
must send some j to its negative. Indeed, suppose that j > 0, and that σ(j) < 0 but that
σ(j) 6= −j. Then σ(j) = −i for some i > 0, and so σ(i) = σ(−(−i)) = −σ(−i) = −j. This
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says that σ can have only an even number of sign changes of the form σ(j) 6= −j, and so if
σ has an odd number of sign changes, at least one (and indeed, an odd number) must be of
the form σ(j) = −j.
The point of this observation is that when t = diag(a1, . . . , an, a
−1
n , . . . , a
−1
1 ) ∈ T , and
when τ is a twisted involution, the action of τ on t must interchange at least one aj with a
−1
j .
That is, there must be at least one j between 1 and n such that the jth and (2n+ 1− j)th
entries of τ(t) are a−1j and aj, respectively. This being the case, we must have that tτ(t) has
1’s in these positions. The upshot is that while Z(G) = ±1, it can never be the case that
tτ(t) = −1. Thus
Tτ = {t ∈ T | tτ(t) ∈ Z(G)} = {t ∈ T | tτ(t) = 1} = T−τ .
So in computing the cardinality of the fiber Xτ over τ , we simply have to count the compo-
nents of Tτ .
So consider t′ = tτ(t). For each fixed point j of the signed involution σ = τν, t′ has a2j
in the jth position (and a−2j in the (2n + 1− j)th). For each j such that σ(j) = −j, t′ has
a 1 in the jth and (2n+ 1− j)th positions. And for any other j, t′ simply has aia±1l in the
ith position for some l (and a−1i a
∓1
l in the (2n + 1− i)th position). Based on this, if we let
k be the number of fixed points of σ, it is clear that
Tτ ∼= (Z/2Z)k × (C∗)a
for some a. (It is easy to check that a = 1
2
(n+ d− k), where d is the number of j such that
σ(j) = −j.) Thus |Xτ | = 2k. On the other hand, the number of symmetric (2p+ 1, 2q − 1)-
clans associated to the involution σ is also 2k, since we have free choice of assigning ± signs
to the fixed points of σ between 1 and n, while the signs in positions n + 1 through 2n are
then determined by symmetry. This completes the argument.
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Appendix B
Figures and Tables
Figure B.1: (GL(4,C), GL(2,C)×GL(2,C))
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Figure B.2: (SL(3,C), SO(3,C))
Table B.1: Formulas for (GL(4,C), GL(2,C)×GL(2,C))
(2, 2)-clan γ Formula for [Yγ]
(+,+,−,−) (x1 − y3)(x1 − y4)(x2 − y3)(x2 − y4)
(+,−,+,−) −(x1 − y2)(x1 − y4)(x2 − y2)(x2 − y4)
(+,−,−,+) (x1 − y2)(x1 − y3)(x2 − y2)(x2 − y3)
(−,+,+,−) (x1 − y1)(x1 − y4)(x2 − y1)(x2 − y4)
(−,+,−,+) −(x1 − y1)(x1 − y3)(x2 − y1)(x2 − y3)
(−,−,+,+) (x1 − y1)(x1 − y2)(x2 − y1)(x2 − y2)
(+, 1, 1,−) (x1 − y4)(x2 − y4)(x1 + x2 − y2 − y3)
(1, 1,+,−) −(x1 − y4)(x2 − y4)(x1 + x2 − y1 − y2)
(+,−, 1, 1) −(x1 − y2)(x2 − y2)(x1 + x2 − y3 − y4)
(1, 1,−,+) (x1 − y3)(x2 − y3)(x1 + x2 − y1 − y2)
(−,+, 1, 1) (x1 − y1)(x2 − y1)(x1 + x2 − y3 − y4)
(−, 1, 1,+) −(x1 − y1)(x2 − y1)(x1 + x2 − y2 − y3)
(1,+, 1,−) (x1 − y4)(x2 − y4)
(+, 1,−, 1) x21 + x1x2 − x1y2 − x1y3 − x1y4 + x22 − x2y2 − x2y3 − x2y4 + y2y3 + y2y4 + y3y4
(1, 1, 2, 2) −(x1 + x2 − y3 − y4)(x1 + x2 − y1 − y2)
(1,−, 1,+) x21 + x1x2 − x1y1 − x1y2 − x1y3 + x22 − x2y1 − x2y2 − x2y3 + y1y2 + y1y3 + y2y3
(−, 1,+, 1) (x1 − y1)(x2 − y1)
(1,+,−, 1) x1 + x2 − y3 − y4
(1, 2, 1, 2) y1 − y4
(1,−,+, 1) −(x1 + x2 − y1 − y2)
(1, 2, 2, 1) 1
Table B.2: Formulas for (SL(3,C), SO(3,C))
Involution pi Formula for [Ypi]
(1, 3) −2(y1 + y2)(y2 + y3)
(1, 2) −2(y2 + y3)
(2, 3) 2(y1 + y2)
id 1
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Figure B.3: (SL(5,C), SO(5,C))
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Figure B.4: (GL(4,C), O(4,C))
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Figure B.5: (SL(4,C), SO(4,C))
Figure B.6: (SL(4,C), Sp(4,C))
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Figure B.7: (SL(6,C), Sp(6,C))
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Figure B.8: (SO(7,C), S(O(4,C)×O(3,C)))
182
Figure B.9: (Sp(6,C), Sp(4,C)× Sp(2,C))
Figure B.10: (Sp(4,C), GL(2,C))
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Figure B.11: (SO(6,C), S(O(4,C)×O(2,C)))
Figure B.12: (SO(6,C), GL(3,C))
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Figure B.13: (SO(6,C), S(O(3,C)×O(3,C)))
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Table B.3: Formulas for (SL(5,C), SO(5,C))
Involution pi Formula for [Ypi]
(1, 5)(2, 4) 4(y1 + y3)(y3 + y5)(y2 + y3)(y3 + y4)(y1 + y2)(y1 + y4)
(1, 5)(3, 4) −4(y1 + y2)(y1 + y3)(y1 + y4)(y2 + y3)(y2 + y3 + y4 + y5)
(1, 4)(2, 5) 4(y1 + y2)(y1 + y3)(y2 + y3)(y3 + y4)(y3 + y5)
(1, 5)(2, 3) 4(y1 + y2)(y1 + y3)(y1 + y4)(y3 + y4)(y2 + y3 + y4 + y5)
(2, 5)(3, 4) −4(y1 + y2)(y1 + y3)(y2 + y3)(y3 + y5)
(1, 4)(3, 5) −4(y1 + y2)(y1 + y3)(y2 + y3)(y2 + y3 + y4 + y5)
(1, 5) −2(y1 + y2)(y1 + y3)(y1 + y4)(y2 + y3 + y4 + y5)
(1, 3)(2, 5) 4(y1 + y2)(y3 + y4)(y
2
3 + y
2
4 +
∑
1≤i<j≤5
yiyj)
(1, 4)(2, 3) 4(y1 + y2)(y1 + y3)(y1 + y3 + y4 + y5)(y2 + y3 + y4 + y5)
(2, 4)(3, 5) 4(y1 + y2)(y1 + y3)(y2 + y3)
(1, 3)(4, 5) −4(y1 + y2)(y1 + y2 + y3 + y4)(y2 + y3 + y4 + y5)
(2, 5) −2(y1 + y2)(y1y2 + y1y3 + y1y4 + y1y5 + y2y3 + y2y4 + y2y5 + y23 + y3y4 + y3y5 + y24 + y4y5)
(1, 4) −2(y1 + y2)(y1 + y3)(y2 + y3 + y4 + y5)
(1, 2)(3, 5) −4(y22y3 + y2y23 − y2y24 − y2y4y5 − y3y24 − y3y4y5 − y34 − y24y5 + (y21 + y1y2)
5∑
i=2
yi + y1y3
5∑
i=3
yi)
(1, 3)(2, 4) 4(y1 + y2)(y1 + y3 + y4 + y5)(y2 + y3 + y4 + y5)
(2, 3)(4, 5) 4(y1 + y2)(y1 + y2 + y3 + y4)
(1, 3) −2(y1 + y2)(y2 + y3 + y4 + y5)
(1, 2)(4, 5) −4(y1 + y2 + y3 + y4)(y2 + y3 + y4 + y5)
(2, 4) −2(y1 + y2)(y4 + y5)
(3, 5) −2(y4 + y5)(y1 + y2 + y3 + y4)
(1, 2)(3, 4) 4(y4 + y5)(y2 + y3 + y4 + y5)
(2, 3) 2(y1 + y2)
(4, 5) 2(y1 + y2 + y3 + y4)
(1, 2) −2(y2 + y3 + y4 + y5)
(3, 4) −2(y4 + y5)
id 1
Table B.4: Formulas for (GL(4,C), O(4,C))
Involution pi Formula for [Ypi]
(1, 4)(2, 3) 4y1y2(y1 + y2)(y1 + y3)
(1, 3)(2, 4) 4y1y2(y1 + y2)
(1, 4) 2y1(y1 + y2)(y1 + y3)
(1, 2)(3, 4) 4y1(y1 + y2 + y3)
(1, 3) 2y1(y1 + y2)
(2, 4) 2(y1 + y2)(y1 + y2 + y3)
(1, 2) 2y1
(3, 4) 2(y1 + y2 + y3)
(2, 3) 2(y1 + y2)
id 1
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Table B.5: Formulas for (SL(4,C), SO(4,C))
Parameter for Q Representative for Q Formula for [Y ]
+(1, 4)(2, 3) 〈e1, e2, e3, e4〉 2(x1x2 + y1y2)(y1 + y2)(y1 + y3)
−(1, 4)(2, 3) 〈e1, e3, e2, e4〉 −2(x1x2 − y1y2)(y1 + y2)(y1 + y3)
+(1, 3)(2, 4) 〈e1, e2, e4, e3〉 2(x1x2 + y1y2)(y1 + y2)
−(1, 3)(2, 4) 〈e1, e3, e4, e2〉 −2(x1x2 − y1y2)(y1 + y2)
(1, 4) 〈e1, e2 + e3, e2 − e3, e4〉 2y1(y1 + y2)(y1 + y3)
+(1, 2)(3, 4) 〈e1, e4, e2, e3〉 2(x1x2 + y21 + y1y2 + y1y3)
−(1, 2)(3, 4) 〈e1, e4, e3, e2〉 −2(x1x2 − y21 − y1y2 − y1y3)
(1, 3) 〈e1, e2 + e3, e4, e2 − e3〉 2y1(y1 + y2)
(2, 4) 〈e2 + e3, e1, e2 − e3, e4〉 2(y1 + y2)(y1 + y2 + y3)
(1, 2) 〈e1, e4, e2 + e3, e2 − e3〉 2y1
(3, 4) 〈e2 + e3, e2 − e3, e1, e4〉 2(y1 + y2 + y3)
(2, 3) 〈e2 + e3, e1, e4, e2 − e3〉 2(y1 + y2)
id 〈e1 + e4, e1 − e4, e2 + e3, e2 − e3〉 1
Table B.6: Formulas for (SL(4,C), Sp(4,C))
Involution pi Formula for [Ypi]
(1, 4)(2, 3) (y1 + y2)(y1 + y3)
(1, 3)(2, 4) y1 + y2
(1, 2)(3, 4) 1
Table B.7: Formulas for (SL(6,C), Sp(6,C))
Involution pi Formula for [Ypi]
(1, 6)(2, 4)(3, 5) (y1 + y2)(y1 + y5)(y1 + y3)(y1 + y4)(y2 + y3)(y2 + y4)
(1, 5)(2, 6)(3, 4) (y1 + y2)(y1 + y3)(y1 + y4)(y2 + y3)(y2 + y4)
(1, 6)(2, 4)(3, 5) (y1 + y2)(y1 + y5)(y1 + y3)(y1 + y4)(y2 + y3)
(1, 4)(2, 6)(3, 5) (y1 + y2)(y1 + y3)(y2 + y3)(y1 + y2 + y4 + y5)
(1, 5)(2, 4)(3, 6) (y1 + y2)(y1 + y3)(y1 + y4)(y2 + y3)
(1, 6)(2, 3)(4, 5) (y1 + y2)(y1 + y5)(y1 + y3)(y1 + y4)
(1, 4)(2, 5)(3, 6) (y1 + y2)(y1 + y3)(y2 + y3)
(1, 3)(2, 6)(4, 5) (y1 + y2)(y
2
1 + y
2
2 +
∑
1≤i<j≤5
yiyj)
(1, 5)(2, 3)(4, 6) (y1 + y2)(y1 + y3)(y1 + y4)
(1, 2)(3, 6)(4, 5) (y1 + y2 + y3 + y4)(y1 + y2 + y3 + y5)
(1, 3)(2, 5)(4, 6) (y1 + y2)(y1 + y2 + y3 + y4)
(1, 4)(2, 3)(5, 6) (y1 + y2)(y1 + y3)
(1, 2)(3, 5)(4, 6) y1 + y2 + y3 + y4
(1, 3)(2, 4)(5, 6) y1 + y2
(1, 2)(3, 4)(5, 6) 1
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Table B.8: Formulas for (SO(7,C), S(O(4,C)×O(3,C)))
Symmetric (4, 3)-clan γ Formula for [Yγ]
(+,+,−,−,−,+,+) y1y2(x1 − y3)(x1 + y3)(x2 − y3)(x2 + y3)
(+,−,+,−,+,−,+) −y1y3(x1 − y2)(x1 + y2)(x2 − y2)(x2 + y2)
(−,+,+,−,+,+,−) y2y3(x1 − y1)(x1 + y1)(x2 − y1)(x2 + y1)
(+, 1, 1,−, 2, 2,+) y1(x21x22 + y2y3(x21 + x22 − y22 − y2y3 − y23))
(1, 1,+,−,+, 2, 2) −y3(x21x22 + y1y2(x21 + x22 − y21 − y1y2 − y22))
(+,−, 1,+, 1,−,+) −y1(x1 + y2)(x1 − y2)(x2 + y2)(x2 − y2)
(−,+, 1,+, 1,+,−) y2(x1 + y1)(x1 − y1)(x2 + y1)(x2 − y1)
(1,+, 1,−, 2,+, 2) x21x22 + y1y2(y1y3 + y2y3 + y23)
(+, 1, 2,−, 1, 2,+) 2y1y2(x21 + x22 − y22 − y23)
(+, 1,−,+,−, 1,+) y1(y2 + y3)(x21 + x22 − y22 − y23)
(1, 1, 3,+, 3, 2, 2) −(x21x22 + y1y2(x21 + x22 − y21 − y1y2 − y22))
(−, 1,+,+,+, 1,−) (x1 + y1)(x1 − y1)(x2 + y1)(x2 − y1)
(1,+, 2,−, 1,+, 2) 2y1y2(y1 + y2)
(+, 1, 2,−, 2, 1,+) y1(x21 + x22 − y22 − y23)
(1,+,−,+,−,+, 1) x21y3 + x22y3 + y21y2 + y1y22 + y1y2y3 − y33
(1, 3, 1,+, 2, 3, 2) −y1(x21 + x22 − y21 − y1y2 − y1y3 − y22 − y2y3 − y23)
(1,−,+,+,+,−, 1) −(y1 + y2)(x21 + x22 − y21 − y22)
(1, 2,+,−,+, 1, 2) 2y1(y1 + y2 + y3)
(1,+, 2,−, 2,+, 1) x21 + x22 + y1y2 − y23
(1, 3, 2,+, 1, 3, 2) 2y1(y1 + y2)
(3, 1, 1,+, 2, 2, 3) −(x21 + x22 − y21 − y1y2 − y1y3 − y22 − y2y3 − y23)
(1, 2,+,−,+, 2, 1) y1 + y2 + y3
(1, 2, 3,+, 3, 1, 2) 2y1
(3, 1, 2,+, 1, 2, 3) 2(y1 + y2)
(1, 2, 3,+, 3, 2, 1) 1
Table B.9: Formulas for (Sp(6,C), Sp(4,C)× Sp(2,C))
Symmetric (4, 2)-clan γ Formula for [Yγ]
(+,+,−,−,+,+) (x1 + y3)(x1 − y3)(x2 + y3)(x2 − y3)
(+,−,+,+,−,+) −(x1 + y2)(x1 − y2)(x2 + y2)(x2 − y2)
(−,+,+,+,+,−) (x1 + y1)(x1 − y1)(x2 + y1)(x2 − y1)
(+, 1, 1, 2, 2,+) (y2 + y3)(x
2
1 + x
2
2 − y22 − y23)
(1, 1,+,+, 2, 2) −(y1 + y2)(x21 + x22 − y21 − y22)
(1,+, 1, 2,+, 2) −(x21 + x22 − y21 − y1y2 − y1y3 − y22 − y2y3 − y23)
(+, 1, 2, 1, 2,+) x21 + x
2
2 − y22 − y23
(1,+, 2, 1,+, 2) y1 + y2
(1, 2,+,+, 1, 2) 1
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Table B.10: Formulas for (Sp(4,C), GL(2,C))
Skew-symmetric (2, 2)-clan γ Formula for [Yγ]
(+,+,−,−) (x1 + x2 + y1 + y2)(x1x2 + y1y2)
(+,−,+,−) −(x1 + x2 + y1 − y2)(x1x2 − y1y2)
(−,+,−,+) (x1 + x2 − y1 + y2)(x1x2 − y1y2)
(−,−,+,+) −(x1 + x2 − y1 − y2)(x1x2 + y1y2))
(+, 1, 1,−) (x1 + y1)(x2 + y1)
(1, 1, 2, 2) −2(x1x2 − y1y2)
(−, 1, 1,+) (x1 − y1)(x2 − y1)
(1,+,−, 1) x1 + x2 + y1 + y2
(1, 2, 1, 2) 2y1
(1,−,+, 1) −(x1 + x2 − y1 − y2)
(1, 2, 2, 1) 1
Table B.11: Formulas for (SO(6,C), S(O(4,C)×O(2,C)))
Symmetric (4, 2)-clan γ Formula for [Yγ]
(+,+,−,−,+,+) (x1 − y3)(x1 + y3)(x2 − y3)(x2 + y3)
(+,−,+,+,−,+) −(x1 − y2)(x1 + y2)(x2 − y2)(x2 + y2)
(−,+,+,+,+,−) (x1 − y1)(x1 + y1)(x2 − y1)(x2 + y1)
(+, 1, 1, 2, 2,+) (y2 + y3)(x
2
1 + x
2
2 − y22 − y23)
(+, 1, 2, 1, 2,+) (y2 − y3)(x21 + x22 − y22 − y23)
(1, 1,+,+, 2, 2) −(y1 + y2)(x21 + x22 − y21 − y22)
(1,+, 1, 2,+, 2) −(x21 + x22 − y21 − y1y2 − y1y3 − y22 − y2y3 − y23)
(+, 1, 2, 2, 1,+) x21 + x
2
2 − y22 − y23
(1,+, 2, 1,+, 2) −(x21 + x22 − y21 − y1y2 + y1y3 − y22 + y2y3 − y23)
(1, 2,+,+, 1, 2) 2y1
(1,+, 2, 2,+, 1) y1 + y2
(1, 2,+,+, 2, 1) 1
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Table B.12: Formulas for (SO(6,C), GL(3,C))
Skew-symmetric (3, 3)-clan γ Formula for [Yγ]
(+,+,+,−,−,−) ∆2(x, y, id)
(−,−,+,−,+,+) −∆2(x, y, (1 2 3))
(−,+,−,+,−,+) ∆2(x, y, (1 2 3))
(+,−,−,+,+,−) −∆2(x, y, (1 2 3))
(+, 1, 2, 1, 2,−) 1
2
(x1x2 + x1x3 + x1y1 + x2x3 + x2y1 + x3y1 + y
2
1 + y2y3)
(−, 1, 1, 2, 2,+) 1
2
(x1x2 + x1x3 − x1y1 + x2x3 − x2y1 − x3y1 + y21 − y2y3)
(1, 1,−,+, 2, 2) −1
2
(x1x2 + x1x3 − x1y3 + x2x3 − x2y3 − x3y3 − y1y2 + y23)
(1,+, 2, 1,−, 2) 1
2
(x1 + x2 + x3 + y1 + y2 − y3)
(1,−, 1, 2,+, 2) −1
2
(x1 + x2 + x3 − y1 − y2 − y3)
(1, 2,+,−, 1, 2) 1
Table B.13: Formulas for (SO(6,C), S(O(3,C)×O(3,C)))
Symmetric (3, 3)-clan γ Formula for [Yγ]
(+,−, 1, 1,−,+) y1y2(x1 + y2)(x1 − y2)
(−,+, 1, 1,+,−) −y1y2(x1 + y1)(x1 − y1)
(1, 1, 2, 2, 3, 3) y1y2(y1 + y2)
(+, 1,−,−, 1,+) y1(x21 − y22 − y2y3 − y23)
(−, 1,+,+, 1,−) −y1(x1 − y1)(x1 + y1)
(1, 2, 1, 3, 2, 3) y1(y1 + y2 + y3)
(1, 2, 3, 1, 2, 3) y1(y1 + y2 − y3)
(1,+,−,−,+, 1) x21 + y1y2 − y23
(1,−,+,+,−, 1) −x21 + y21 + y1y2 + y22
(1, 2, 2, 3, 3, 1) y1 + y2 + y3
(1, 2, 3, 3, 1, 2) 2y1
(1, 2, 3, 2, 3, 1) y1 + y2 − y3
(1, 2, 3, 3, 2, 1) 1
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