Abstract D-optimal designs for discrete-type responses have been derived using generalized linear mixed models, simulation based methods and analytical approximations for computing the fisher information matrix (FIM) of nonlinear mixed effect models with homogeneous probabilities over time. In this work, D-optimal designs using an analytical approximation of the FIM for a dichotomous, nonhomogeneous, Markov-chain phase advanced sleep nonlinear mixed effect model was investigated. The non-linear mixed effect model consisted of transition probabilities of dichotomous sleep data estimated as logistic functions using piecewise linear functions. Theoretical linear and nonlinear dose effects were added to the transition probabilities to modify the probability of being in either sleep stage. D-optimal designs were computed by determining an analytical approximation the FIM for each Markov component (one where the previous state was awake and another where the previous state was asleep). Each Markov component FIM was weighted either equally or by the average probability of response being awake or asleep over the night and summed to derive the total FIM (FIM total ). The reference designs were placebo, 0.1, 1-, 6-, 10-and 20-mg dosing for a 2-to 6-way crossover study in six dosing groups. Optimized design variables were dose and number of subjects in each dose group. The designs were validated using stochastic simulation/re-estimation (SSE).
Introduction
Mathematical model-based approaches can be used to describe pharmacological responses or to identify and quantify pharmacokinetic/pharmacodynamic (PKPD) relationships, thereby facilitating drug development in an increasingly complex, costly, and risky landscape where data and time are limited. Pharmacometrics [1] is a culmination of pharmacology, PKPD, and statistics to qualitatively and quantitatively describe pharmacological responses [2] , and provides the prospect to better understand and predict physiological events. Pharmacometric models can be utilized to make statistical inferences, individualize treatments, or find optimal trial designs [3] [4] [5] . These models are generally based on nonlinear mixedeffects modeling (NLMEM) approaches [6, 7] as first proposed by Sheiner et al. [8] , and in general, response data on which they are based can exist in the form of either continuous or discrete random variables. Discrete random variables, in turn, can take the form of, for example, ordered categorical, non-ordered categorical, dichotomous, or count variables.
One such series of discrete random variables is that observed during sleep. Sleep is not a homogeneous state of unconsciousness, but is instead characterized by different non-ordered categorical sleep stages that define the 'sleep architecture' [9, 10] . Disturbances of the 'normal' sleep architecture have been estimated to affect approximately 10 % of the world's population, resulting in impaired memory and cognitive functions that result in compromised productivity and wellness [9, 10] . Sleep disturbances therefore constitute a substantial socio-economic burden and, for this reason, appropriate diagnoses and treatment options for these pathologies represent great challenges. This has led to vast investments to develop and test safer and more effective molecules to regulate the sleep-wake alternation [11, 12] . One type of clinical trial conducted for the development and evaluation of new sleep-inducing molecules is phase advanced sleep, wherein subjects go to sleep several hours before their usual bedtime to induce transient insomnia, thus disrupting their normal sleep architecture and subsequently testing a drug's effectiveness on inducing sleep [13, 14] . The NLMEMs created to describe the sleep architecture for this type of polysomnography (PSG) data are partitioned into separate, smaller models (sub-models) based on the previous sleep state (Markov-chain) and estimate the transition probabilities to different sleep states [15] [16] [17] [18] [19] . To account for non-homogeneity over time, temporal dependence is implemented using piecewise linear functions. Thus, optimizing these phase advance sleep clinical trials can provide more accurate NLMEM parameter estimation and can make a major impact in reducing the associated costs for molecules developed to treat these pathologies.
Optimal design using NLMEM was first elaborated by Mentré et al. by deriving a first-order analytic expression of the fisher information matrix (FIM) for continuous data [20] and optimization of the design variables provided more robust and efficient NLMEM parameter estimates. Recently, optimization of design variables for homogenous discrete-type responses has been explored [21] [22] [23] . These types of models are commonly constructed to describe the individual likelihood of observing a discrete response and are often more non-linear with respect to the random effects. Hence, a higher order linearization (i.e. greater than first order) is required to accommodate the nonlinear random effects, such as the Laplace approximation as implemented in NONMEM [24] .
The purpose of this work was to investigate D-optimal experimental design methodologies, maximizing the determinant of the FIM, for a phase advanced sleep NLMEM where the individual likelihood of observing a discrete response was non-homogeneous over time. However, to minimize the number of sub-models explored in this work, sleep data were dichotomized (awake and asleep) and as such, the total FIM was derived from two separate sub-models (one where the previous state was awake and another where the previous state was asleep). The expression for the FIM was based on an approximation of the likelihood using a second order Taylor expansion as described previously by Breslow and Clayton [25] , Longford [26] , Wand [27] , Ogungbenro and Aarons [21] and Nyberg et al. [22, 23] , which, in general, does not acknowledge correlation between the fixed and random effect parameters [21] [22] [23] [25] [26] [27] . Thus, through the use of an approximate analytic solution of parts of the FIM, the FIM was computed without extensive Monte Carlo simulations as previously employed by Nyberg et al. [22, 23] . The experimental designs considered within this work included 2-to 6-way crossover designs with 6 different dosing groups, and the design parameters optimized were the dose and the number of subjects per dosing group.
Methods and materials
More expansive nonlinear mixed-effects models have previously been developed to estimate the transition probabilities to different sleep states [15] [16] [17] [18] [19] ; however, for this work, phase advanced sleep data were dichotomized (awake and asleep) to form the framework to investigate D-optimality for non-homogeneous (over time) discrete responses.
The analyses consisted of: (1) characterize the sleep stage transition probabilities between awake and asleep in phase advanced subjects over a 13-hr PSG measurement period after placebo dosing using a NLMEM approach; (2) incorporate theoretical linear and non-linear dose effects to some of the transition probabilities to alter these the transition probabilities obtained from fitting the placebo data; (3) establish reference designs to evaluate the predicted precision of parameter estimates using the developed optimal design methodology and compare the predicted precision to that derived from simulation/estimation; and (4) optimize either the dose or the number of subjects per dosing group (design parameters) using the developed optimal design methodology and compare the predicted precision to that derived from simulation/estimation. Specific details pertaining to these analyses are provided below.
Dichotomous Markov mixed-effect sleep model
The model used in the present work was derived from the placebo arm of two phase advanced sleep clinical trials with an investigational drug, of which 27 subjects received a single dose of placebo. Data collected from these two studies were conducted at two different sites utilizing a randomized, placebo-controlled, 4-period crossover, incomplete block design with a washout duration of at least 7 days between periods to minimize carry-over effects related to drug concentration and sleep pattern in previous periods. Subjects were phase advanced on the first day of each period of the study for the purpose of assessing drug effects during what would normally be an'awake'state. For each dosing day, study medication was administered at approximately 05:30 pm, on a single occasion, 30 min prior to the artificially early bedtime. Subjects remained awake until lights were turned off at approximately 06:00 pm (30 min after dosing), and underwent 13 h of PSG measurements while in bed. The first three periods of the study were devoted to PSG measurements every 30 s for 13 h (*1,560 epochs/subject/period), whereas the fourth period was used to obtain plasma concentrations of the investigational drug. The placebo data consisted of 42,050 sleep stage observations. For the current work, the epochs other than awake (m = 0) were merged into a single sleep stage termed 'asleep' (m = 1).
The probability of an event one step into the future conditioned exclusively on the previous state ('First-order Markov chain process') is equal to the conditional probability of the future event given just the present one. Therefore, partitioning the sleep data into two, different, smaller models (sub-models), one where the previous state was awake ('From awake') and another where the previous state was asleep ('From asleep'), allows the independent estimation of parameters related to the transitioning to a different sleep state given the previous sleep state. Estimation of the probability of transitioning to another state, or transition probability (TP), from each particular sleep stage to another was obtained through the implementation of a non-homogeneous Markov-chain model, using a nonlinear mixed-effect approach, similar to that previously reported [16, 17] .
If Yi = (Yi1, Yi2…, Yin) is the vector of n observations for the ith subject, then the probability that Yit (t = 1…n) is equal to the stage m (m = 0 or 1) at epoch = t, given that the preceding observation was k (k = m), has the following general structure [for simplicity
where gm|k defines the two sub-models and,
and,
where the TP, TPm|k, to m given previous observation of k is estimated. Therefore,
and the probability Yit is equal to the stage m (m = 0 or 1) at epoch = t, given that the preceding observation was m is
The logit transform was used to ensure the estimated population parameters, h, for the transition probabilities were between zero and one. Inter-individual variability (IIV, g i ) of the population was included by assuming each individual logit to be normally distributed with a mean of zero and variance, x 2 . No correlation was assumed between the two sub-models.
As the TPs were non-homogeneous over the night, temporal dependence was implemented using piecewise linear functions. TPs and associated IIVs were estimated at the beginning of the night, at the last observation (1,560 epoch) and at additional break points. Inclusion of an additional break point was based on significance using the log-likelihood ratio test (p value \ 0.05). All break points were assumed to be common to the entire population and the times for the additional break points were estimated. Using piecewise linear functions, the TPs between the estimated logits were provided by linear interpolation. Therefore, a minimum of three probability population TP and IIV estimates and one break point were included.
As these models describe the individual likelihood of observing a discrete response, a higher order linearization (than the first order) is typically required due to the nonlinear random effects [16, 17] . Therefore, parameter estimation was performed using NONMEM 7.1.2 Ò using the Laplace option [24] .
Actual investigational drug related effects on the TPs were not included in this work. Therefore, after the placebo NLMEM was derived, theoretical linear (slope dose) and non-linear (E max and ED 50 ) dose effects were added to some of the TPs. These parameter values were selected to allow dosages of 1-, 6-and 10-mg to alter these TPs obtained from fitting the placebo data.
Optimal design
The FIM for the ith individual with the vector of design parameters is defined as the negative expectation of the second-order partial derivatives of the population loglikelihood function (ln L) of a model
where H is the vector of population parameters,
, and X i is the vector of design parameters. The FIM above is analytically intractable and approximations have been used. The expression for the FIM requiring higher order linearization, as prerequisite for the current work, has been described based on an approximation of the likelihood using a second order Taylor expansion for GLMMs by Breslow and Clayton [25] , Longford [26] , and Wand [27] . Recently, Ogungbenro and Aarons [21] and Nyberg et al. [22, 23] have utilized this FIM approximation for discrete response GLMMs and NLMEMs. The proposed FIM [21] yields a block diagonal matrix (of size 2q 9 2q) which does not acknowledge direct correlation between the x 2 and h
where
is a q 9 n matrix (the Jacobian of the typical parameters for the n observations) and
for r, s = 1… q and the approximate variance-covariance matrix is given by
and for the dichotomous response, Z i XZ i T is a n 9 n matrix representing the inter-individual variance for the n observations and W i is a n 9 n diagonal element matrix representing the variance of the binomial distribution, for the n observations, i.e.
The population FIM can be considered the sum of all individual FIM
where dg i is the number of individuals in each design group and N is the number of groups. Theoretically, the FIM could be based on the covariance matrices associated with maximum-likelihood estimates for all the model parameters in the NLMEM. However, the NLMEM for the dichotomous phase advanced sleep data was partitioned into two sub-models and correlation of parameters between the sub-models are disregarded. Therefore, for the current work, two separate FIMs (FIM k=0 and FIM k=1 ) were computed
and
Here, these two matrices can be simply added to construct the total FIM, FIM total . This simple addition implies equal weighting for the two sub-models; 'Equally Weighted FIM'. This method was employed previously when computing the FIM total for a categorical model with a Markov element [23] . However, the probability of observing a specific TP m|k,t for the phase advanced dichotomous sleep data is not equally weighted over the night. Therefore, a weighting for FIM 0 and FIM 1 that corresponds to the probability of the response being awake, p(m = 0), or asleep, (1-p(m = 0)), over the night was also included; 'Average Probability Weighted FIM'. In order to include a weighting but reduce the computational burden, FIM 0 and FIM 1 were weighed according to the average (over time) probability of the response being p(m = 0) or (1-p(m = 0)) over the night based on the typical individual (no IIV) for each design group i
which makes p i (m = 0)time independent. The probabilities directly inherited from the model were the conditional probabilities, p i ðY t ¼ 0 or 1jY tÀ1 ¼ 0 or 1Þ, and hence, Bayes theorem was used to calculate the overall probability of being awake, p i (m = 0), or being asleep, p i (m = 1). According to the Cramer-Rao inequality (Eq. 2) [28, 29] , the FIM total provides an asymptotic lower bound for the precision of any unbiased maximum likelihood estimator:
Note that the covariance of a model's fitted parameters in an actual experiment will generally be greater than (less precise), and asymptotically approach, the inverse of the FIM total based on the Cramer-Rao inequality [30] .
By adjusting design parameters, X, one can change the value of the FIM total and thus, with some metric, optimize a design based on the FIM total . The most common optimization approach is to minimize the joint confidence volume of the parameters, which is equivalent to maximizing the determinant of the FIM total . This criterion is called D-optimality. D-optimal design seeks to minimize the variance and covariance of parameter estimates.
The expected improvement of one design, X 1 , versus another, X 2 , based on the FIM total was computed via an Defficiency calculation, D eff,Pred ,
where p is the total number of estimated parameters in the NLMEM.
Design evaluation and optimization
The optimal experimental design software PopED 2.13 [31] [32] [33] was used for computing the predicted precision of parameter estimates via the FIM total and for optimizing the trial design based on D-optimality. Initial evaluation of the predicted precision of NLMEM parameter estimates and FIM total approximation using both 'Average Probability Weighted FIM' and 'Equally Weighted FIM' was conducted with 27 subjects receiving a single dose of placebo. This initial evaluation also explored the impact of the number of epochs/subject uniformly distributed over the night ranging from 100 to 1,560. The experimental designs considered within the context of this work included a 2-to 6-way crossover design (arm) with 6 different dosing groups (group). The reference designs consisted of placebo, 0.1-, 1-, 6-, 10-, and 20-mg and 7 subjects per group. Evaluation of the FIM total of these reference designs using both 'Average Probability Weighted FIM' and 'Equally Weighted FIM' was performed to provide a foundation to assess the optimized designs. Optimization using both 'Average Probability Weighted FIM' and 'Equally Weighted FIM' focused on either the dose (the doses were optimized within [0.01] units) or the number of subjects per group. Constraints incorporated in the optimization included: 1) at least 1 subject per group; 2) maximum total number of subjects was 42 and 3) minimum and maximum doses were 0.05- 
; where TP n is the transition probability at a particular break point, h n is the typical logit estimate, and the unit for D 50 are mg f TP n = h n ? slope dose; where TP n is the transition probability at a particular break point and h n is the typical logit estimate g Variance estimate for IIV and 50-mg, respectively. Optimization was performed varying the number of epochs/subject/arm over the night in 100 epoch increments from 100 to 1,200 (uniformly distributed).
Simulations and statistical comparison
A joint simulation NLMEM was constructed from both submodels ('From awake'and 'From asleep') and used to generate 100 datasets to simulate the sleep stages over the night. The joint simulation NLMEM included the estimated parameters based on the placebo data fit and the theoretical dose effects ( Table 1 ). The datasets for these simulations included the 2-to 6-way crossover designs with 6 different dosing groups, and the optimized or reference design parameters. A visual predictive check (VPC) was performed to test the models' ability to properly describe the frequencies of transitions and sleep stages throughout the night. The median value and corresponding 95 % confidence interval derived from the simulated datasets were plotted against the observed median across the night to evaluate the models' predictive performance. The first 8 h were divided into 10 intervals of equal duration (48 min), whereas the final 5 h were divided into 5 intervals of equal duration (60 min).
Simulations and re-estimations (SSE) of the simulated datasets were performed in NONMEM to compare the empirical parameter estimate precision to those via predictions from the FIM total . In all SSEs, the Laplace option was used for estimation.
Summary statistics computed to compare the predicted parameter precision via the FIM to those of the SSE were (Eqs. 20, 21)
where the RSE is the relative standard error, MRE is the mean relative error, N is the number of simulated and reestimated datasets, s is the sth simulated data set (s = 1, 2,…, N), h s is a parameter estimate from the sth data set, h T is the true parameter value used in the simulation, and SD is the standard deviation of the estimates. The RSE measures the precision of the parameter estimates and the MRE represents the size of the bias. For an unbiased estimator, the RSE is asymptotically linked to the square root of the diagonal of the inverse FIM and the MRE should be 0. The observed improvement of one design versus another based on these SSEs, D eff,Obs , were computed using the efficiency calculation in Eq. 19 where the determinant of the inverse empirical covariance matrix,|COV| -1 , was used in place of |FIM total (H, X)|.
Results

NLMEM for phase advanced subjects
For the two sub-models, three additional break points (BPB, BPC and BPD) were included in the 'From awake' sub-model and one additional break point (BPB) was included in the 'From asleep' sub-model. The estimated break points, TPs logit values and probability estimates, and IIV on the TP logits are listed in Table 1 . Figure 1 illustrates the VPC for the frequency of transitions and sleep stages. The VPC plots show a good agreement between the observed and the simulated statistics as the observed profiles generally fall within the confidence intervals obtained from the simulations. Overall, the VPC provide evidence that the final NLMEM effectively describes the progression of sleep transitions along the night for phase advanced subjects after placebo dosing.
The theoretical linear and non-linear dose effect parameter estimates added to the TPs are listed in Table 1 . Figure 2 demonstrates the typical TPs (no IIV included) based on the dose effect parameters for dosages of 0.1-, 1-, 6-, 10-, and 20-mg on the TPs and sleep stages.
Design evaluation
Evaluation of only placebo dosing in 27 subjects demonstrated the expected increase in the determinant of FIM total with each successive increase in the number of epochs/ subject for both the 'Average Probability Weighted FIM' and 'Equally Weighted FIM' (data not shown). The predicted precision of parameter estimates generally improved with the successive increase of the number of epochs (Fig. 3) . However, there was relatively little difference between the %RSE for the parameters with epochs/subject C1,200. The %RSE were not that dissimilar when using the 'Average Probability Weighted FIM' and 'Equally Weighted FIM' for the 'From asleep' sub-model parameters. The parameter %RSE were notably decreased when using the 'Equally Weighted FIM' as opposed to the 'Average Probability Weighted FIM' for the 'From awake' sub-model. The %RSE resulting from SSE were generally less than the predicted %RSE via the FIM total based on 1,560 epochs/subject (Fig. 3) . The precision of the TPs, break point and IIV parameters from SSE were reasonably good (21-38 %RSE) and relatively unbiased (-2 to 10 %MRE).
Evaluation of the reference designs demonstrated that increasing the number cross-over arms markedly decreased the predicted %RSE for D 50 parameters in both sub-models, E max (TP1) in the 'From awake' sub-model and E max (TP3) 'From asleep' sub-model (Fig. 4) . For all other parameters a relatively small decrease in the predicted %RSE with increase in the number of cross-over arms was observed (Fig. 4) . The determinants of FIM total based on the 'Equally Weighted FIM' were greater than the 'Average Probability Weighted FIM' (data not presented), but the increase in the predicted efficiency with an increase in the number cross-over arms was relatively consistent with both the 'Equally Weighted FIM' and the 'Average Probability Weighted FIM' ( Table 2 ). The relative magnitude of change of the predicted efficiency decreased with an increase in the number of cross-over arms: 1) going from a 2-way cross-over to a 3-way cross-over resulted in a 47-49 point difference, 2) going from a 3-way cross-over to a 4-way cross-over resulted in a 39-40 point difference, 3) going from a 4-way cross-over to a 5-way cross-over resulted in a 31-32 point difference, and 4) going from a 5-way cross-over to a 6-way cross-over resulted in a 23-25 point difference.
The parameter %RSE based on SSE were generally less than or similar to the predicted %RSE via the FIM total ( Fig. 5; 4 -way crossover design presented). However, Fig. 3 Predicted parameter %RSE via the FIM total (400, 800, 1,200, and 1,560 epochs/subject) and SSE (1,560 epochs/subject) based on placebo dosing in 27 subjects several dose related effect parameter %RSE were greater than predicted via the FIM total . The TPs, break point and IIV parameters from SSE were relatively unbiased (-3 to 12 %MRE). In addition, all dose related effect parameters except for D 50 (TP1 and TP3) in the 'From awake' submodel and D 50 (TP3) in the 'From asleep' sub-model were relatively unbiased (-0.1 to 23 %MRE) across all crossover designs. Once the number of cross-overs was greater than 2, D 50 (TP3) in the 'From awake' sub-model was relatively unbiased (-2.8 to 12 %MRE). As the number of crossovers increased, the bias for D 50 (TP1) in the 'From awake' sub-model and D 50 (TP3) in the 'From asleep' submodel decreased, but still displayed relatively high bias; D 50 (TP1) in the 'From awake' sub-model decreased from 208 %MRE (2-way crossover) to 64 %MRE (6-way crossover) and D 50 (TP3) in the 'From asleep sub-model decreased from 283 %MRE (2-way crossover) to 41 %MRE (6-way crossover). The observed efficiency was more pronounced than predicted via FIM total with an increase in the number of cross-overs, but the trends in efficiency were the same; the relative magnitude of change decreased with an increase in the number of cross-over similar to the predicted efficiency via FIM total (Table 2) .
Optimized designs
The D-optimal designs for the dose and the number of subjects per group for the different crossover designs was examined with the number of epochs/subject/arm increasing from 100 to 1,200. Regardless of the number of epochs/ subject/arm for each individual cross-over design and weighting scheme, the optimized dose (within [0.01] units) and number of subjects per group (Tables 3, 4) did not change. However, with each successive increase in the number of epochs/subject/arm (100 epoch increments) or number of cross-over arms, the time to optimize each design increased by *onefold. These optimized designs had relatively little effect on the predicted %RSE for the TPs, break point and IIV parameters (2 to -5 %RSE difference) compared to the reference designs. However, the optimized designs, despite a few instances for the D 50 parameters in the 'From awake' sub-model and E max (TP3) in the 'From asleep' sub-model, generally improved the predicted precision of parameter estimates for the dose related parameters (Fig. 6 ). The few instances where the precision of the parameters was not improved occurred when the number of cross-overs was less than 4. Once the number of cross-overs was 4 or greater, the predicted precision for these parameters improved (Fig. 6) . As the number of cross-overs increase, the relative decrease in the predicted %RSE generally diminished. Similar to the reference designs, the determinants of FIM total based on the 'Equally Weighted FIM' were greater than the 'Average Probability Weighted FIM' (data not presented). The increase in the predicted efficiency relative to the reference designs when dose was optimized was relatively consistent with both the 'Equally Weighted FIM' and the 'Average Probability Weighted FIM' (Table 3) . However, optimization of the number of subjects per group led to greater predicted efficiency based on the 'Average Probability Weighted FIM' than the 'Equally Weighted FIM' ( Table 4) . As the number of cross-over arms increased, the efficiency decreased for both the 'Equally Weighted FIM' and the 'Average Probability Weighted FIM' (Tables 3, 4 ). The parameter %RSE based on SSE displayed a generally similar trend to the predicted %RSE via the FIM total as was observed for the reference designs; most parameter %RSE were generally less than or similar to the predicted Once the number of cross-overs was greater than 2, D 50 (TP3) in the 'From awake' sub-model was relatively unbiased (-2.6 to 11 %MRE). Generally, the %MRE and %RSE decreased for the dose related effect parameters in both sub-models with the D-optimal designs for both weighting schemes when contrasted to the references designs. However, there was a greater decrease in %RSE when using the D-optimal designs based on the 'Equally Weighted FIM' ( (Tables 3, 4 , 5), and D-optimal designs based on the 'Equally Weighted FIM' were more efficient than based on the 'Average Probability Weighted FIM' (Table 5) .
Discussion
The application of experimental design theories for NLMEM to improve efficiencies and parameter precision has become increasingly widespread since Mentré et al. derived a first-order analytic expression of the FIM for continuous data [20] . Optimization of design variables for homogenous discrete type responses has recently been explored [21] [22] [23] , and the work presented here provides a complement by examining non-homogenous discrete type responses. The FIM total approximation provided an efficient method for design evaluation and trial optimization for non-homogeneous discrete type response NLMEMs as exemplified by a dichotomous, non-homogeneous, Markov-chain phase advanced sleep NLMEM. By employing the approximate analytic solution and different weighting schemes for the FIM total , the optimized doses and number of subjects/group were more efficient and provided less NLMEM parameter uncertainty than the reference designs. The constructs of the optimization was premised on theoretical linear and non-linear dose effects and optimization of the NLMEM with actual dose effect values based on an observed clinical trial will likely result in a different design paradigm. Nevertheless, the methods presented provide an opportunity to evaluate different designs and optimize design variables to assess the impact on parameter uncertainty. For instance, optimizing both the dose and the number of subjects/group for a 5-way crossover design based on the 'Equally Weighted FIM' approach, further increase the efficiency of the trial design relative to optimizing either the dose or the number of subjects/group alone, 103 or 107 %, respectively. In addition, this optimized 5-way cross-over design is nearly as efficient as the dose optimized 6-way cross-over design (91 %). These considerations can make a major impact in reducing the associated costs for these types of trials. However, as noted previously, the time to optimize each design increased as more components (number of epochs/ subject/arm or cross-over arms) are added. Fortunately, regardless of the number of epochs/subject/arm for each individual cross-over design, the optimized dose and number of subjects per group were consistent, and using a reduced number of epochs/subject/arm can decrease runtimes when examining more complex design variable optimization. Therefore, additional design variables that could be optimized to provide more robust designs, including covariates (smoking or alcohol habits, weight, and gender) that have demonstrated pronounced effect in sleep patterns [19, 34, 35] or additional cross-over arms, can be examined without overtly increasing the runtimes. For example, the high uncertainty for the theoretical dose effect parameters D 50 (TP1) in the 'From awake' submodel and D 50 (TP3) in the 'From asleep' sub-model could be merely a consequence of the limit of the number of cross-overs explored, and the impact of additional crossover arms could be explored with modest increase in runtime. For this situation, a dose and number of subjects/ group optimized 9-way cross-over design based on the 'Equally Weighted FIM' approach using 100 epochs/subject/arm was obtained reasonably quick, and SSEs demonstrated that the parameters still had poor precision ([62 %RSE). The SSE revealed that including these additional cross-over arms might not be cost effective in relation to the minor decrease in parameter uncertainty.
In theory, the precision for the parameter estimates predicted by the FIM total should be an asymptotic lower bound of the estimated parameter precision due to the Cramer-Rao inequality30. However, this was generally not observed for most of the parameters estimated in the sleep model, a feature that is most evident after placebo dosing (Fig. 3) . The analytical approximation of the FIM total and the lack of correlation between fixed and random effects could account for the higher predicted parameter uncertainty obtained via the FIM total relative to SSE. During SSE, the conditional estimates for IIV during the computation of the parameter estimation are used and account for the correlation between fixed and random effects within each sub-model. Another factor that possibly contributed to higher predicted parameter uncertainty obtained via the FIM total relative to SSE could be the FIM total weighting schemes. As the average probability of being awake was *20 % over the night after placebo dosing, the 'From awake' sub-model made a relatively small contribution to the FIM total based on the 'Average Probability Weighted FIM' approach. This small contribution to the FIM total led to higher predicted uncertainty for the parameters in the 'From awake' sub-model than predicted based on the Table 4 D-optimal design (number of subject/group) and efficiency for 'average probability weighted FIM' and 'equally weighted FIM' crossover designs 'Equally Weighted FIM' approach (Fig. 3) . However, the predicted parameter uncertainty based on the 'Equally Weighted FIM' approach more closely approximated the SSE parameter uncertainty computations. These results demonstrate the importance of assigning the weighting scheme to the FIM total for design optimization. Finally, the Cramer-Rao inequality holds for an unbiased estimator, which is not always the case for the Laplace methods utilized by NONMEM [36] and was demonstrated for some of the parameters. This is especially evident in D 50 (TP1) in the 'From awake' sub-model and D 50 (TP3) in the 'From asleep' sub-model.
In addition to the possible improvements mentioned above to provide more robust trial designs in phaseadvance sleep studies, optimal design could be expanded to non-homogeneous, discrete sleep multinomial Markovchain models [18, 19] . For this type of model, the sleep stages evaluated are partitioned into five different sleep states: awake, sleep stage 1, sleep stage 2, slow wave sleep and REM sleep employing a temporal dependence of transition probabilities via piecewise linear functions. Implementing this model for optimal design is complicated by the implementation of the FIM weighting. In the current work, one weighting method employed ('Average Probability Weighted FIM') was based on calculating the average probability of awake, p(0), and computing '1-p(0)' to compute the probability of being asleep. For the five different sleep states, Bayes Theorem for multinomial discrete values could be used to compute the average probability of each sleep stage. Additionally, partitioning the FIM into smaller segments, e.g. based on each breakpoint within each sub-model, to impact the weighting might improve the precision of the parameter estimates and lead to more globally optimized design variables. These implementations may prove more useful as the multinomial Markovchain model [18, 19] provide a better understanding of the underlying sleep architecture.
Conclusion
In conclusion, although the %RSE and efficiency based on FIM total were not equivalent to those obtained from SSE, the optimal experimental design methodologies presented Fig. 6 Predicted difference in parameter %RSE for optimized designs relative to the reference designs via the FIM total based on 'average probability weighted FIM' and 'equally weighted FIM' based on 1,200 epochs/subject/arm for a non-homogeneous, dichotomous Markov-chain phase advance sleep NLMEM provide more efficient trial designs and decrease the NLMEM parameter uncertainty. These methodologies can be expanded to optimize trial designs for more granulated sleep models or applied to other models that include temporal dependence on event probabilities.
