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ERRATA 
Chapter 1 
• p. 1, l. 12 A reference regarding infinite-dimensionality issues of nonlinear filtering is M 
Hazewinkel, S.1. Marcus and H. J. Sussmann, "Non existence of exact finite-dimensional 
filters for conditional statistics of the cubic sensor problem," System and Control Letters, No. 
3, pp. 331-340, 1983. 
• p. 4, l. 14 Parenthesis is missing after y. 
• p. 5, l. 10 A Markov chain is i.i.d if all the rows (and not all the elements) of A are identical. 
Same error should be corrected accordingly in Chapter 2, on page 21, line 6. 
• p. 6, I. 2 "as well as the minimum variance estimate" should be read as "or the minimum 
variance estimate". 
• p. 8, I. 3 The sentence "It is shown in this thesis .... " should be changed to "Simulation 
studies suggest that risk-sensitive filters yield a lower cost than standard HMM filters when 
the measurement noise is coloured, or time-varying or unexpectedly high etc." 
• p. 8, l. 29 " .... and simulations are carried out to prove the robustness .... " should be read as 
" .... and simulations are carried out to illustrate the robustness .... ". 
• p. 11, 1. 15, 16, 25 The term "geometric ergodicity" should be replaced by "geometric 
convergence" and should be interpreted as "geometrically fast forgetting of initial conditions". 
Chapter 2 
• Justification of Assumption (2.16) 
Substitute "Moreover, in this case, .... " by "Moreover, in this case, C(z- l )Wk + ek can always 
be represented as D(z-l) Uk where D is a stable spectral factor of a~ + a; 1 C 12. Hence, 
Uk is white (Also, see [to], Theorem 2.1, pp.214-215)". 
• p. 27, For references for the relaxation of SPR condition, see reference [5] and references 
therein. 
• p. 30, In the proof of Theorem 2.1, include the Remark given at line 17. 
Chapter 4 
• p. 65, I. 8 Substitute "A more general estimation .... " by "A more general estimation problem 
is minimizing the expectation of the exponential of the squared filtering error, thus penalizing 
all the higher order moments of the estimation error energy". 
• p.68 Remark 4.1 
Substitute ''The assumption that .... " by ''The assumption that Vk and Wk are independent is 
not an essential one". 
• p. 69,1. 14 In the definition of Ak, ¢ should be replaced by ¢k. 
Chapter 6 
• p. 119,1. 2:F2 = a{Xo, . .. , Xk}. 
• p. 119 (7.1) A' should be replaced by A. 
• p. 120, 122 Any Ak should be replaced by Ak. 
• p. 121 (7.7), 1. 19,201 in (Cik , 1) should be replaced by 1. 
Chapter 8 
• In this chapter, the term "geometric ergodicity" should be replaced by "geometric conver-
gence" and should be interpreted as "geometrically fast forgetting of initial conditions". 
• p. 136 Section 8.3 
Delete the sixth and the seventh sentence. 
Chapter 9 
• p. 157 Remark 9.7 
This remark should be corrected as "It should be noted that the minimum phase assumption 
is not essential. Non-minimum phase systems can be treated by including a term penalizing 
the control cost in the cost index described above. However, this would give rise to a more 
complex stability condition involving a mixture of the polynomials A and B." 
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Abstract 
In this thesis, nonlinear filtering theory and applications have been explored. Hidden Markov 
model (HMM) filtering is known to be a very simple nonlinear filtering concept. Application of 
HMM filtering to blind equalization of IIR communication channels is presented. A new subopti-
mal algorithm consisting of an HMM filter coupled with an extended least square (ELS) estimator 
block is devised to tackle slowly time-varying noisy IIR channels with Markov chain inputs. This 
algorithm is computationally inexpensive compared to the optimal Maximum Likelihood (ML) 
solution or the algorithm which approximates the IIR channel by an equivalent FIR approxima-
tion. Also, simulations show that it provides substantially better estimates than a popular blind 
equalization algorithm like the Constant Modulus Algorithm (CMA), even in low signal-to-noise 
ratio (SNR). Application of the Expectation Maximization (EM) algorithm (which is one of the 
popular HMM identification algorithms) is considered in estimation of various Markov-modulated 
time-series. A recursive EM algorithm based on Kullback-Leibler information measure is also 
given. 
This thesis also explores the theory of risk-sensitive nonlinear estimation. Risk-sensitive 
filters and smoothers are derived via information state techniques using reference probability 
methods. A class of nonlinear systems is considered and linear Gauss-Markov systems and hidden 
Markov models with finite-discrete states are considered as special cases. Connection between 
risk-sensitive filtering and risk-neutral or minimum variance filtering are shown. The relation 
between stochastic risk-sensitive estimation problems and estimation problems in a deterministic 
worst-case noise scenario (connected to Hoo filtering) is established. Simulation studies carried 
out with risk-sensitive filters for hidden Markov models show that these filters perform much 
better than their minimum variance counterparts in uncertain noise environments. Applications of 
risk-sensitive estimation techniques are also considered in robust Maximum Likelihood estimation 
where a risk-sensitive Maximum Likelihood sequence estimation algorithm is developed. This 
algorithm performs substantially better than the standard Viterbi algorithm in cases of uncertainty 
in the transition probability matrix of the Markov chain generating the sequence observed in noise. 
Stability and convergence analysis of these risk-sensitive filters for general nonlinear signal 
models are difficult problems. This thesis considers the problem of geometric ergodicity analysis 
of such filters for hidden Markov models with finite-discrete states. It is seen that a simple 
observability criterion is sufficient to guarantee geometric ergodicity of standard state estimators 
for hidden Markov models. Similar sufficient conditions are derived for risk-sensitive filters and 
relevant interpretations are drawn. 
Finally, this thesis considers the problem of risk-sensitive dual control. It is shown that the 
optimal risk-sensitive control achieves a good balance between good control and good estimation 
for partially observable systems with unknown time-varying parameters. The optimal control can 
be derived from a dynamic programming equation which is difficult to solve due to the curse 
of dimensionality. Hence, risk-sensitive suboptimal dual controllers are derived and simulation 
studies are carried out to prove their superiority over risk-neutral suboptimal dual controllers in 
cases of uncertain noise environments. 
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Preface 
This thesis is mainly concerned about topics in nonlinear filtering and control theory and applica-
tions. It is divided into 10 chapters. 
Chapter 1 presents an introduction to the significance of nonlinear filtering and the difficulties 
associated with it when compared to linear filtering theory. A brief introduction to hidden Markov 
model (HMM) filtering theory as a simple nonlinear filtering concept is given in Section 1.1 
with applications to blind equalization of communication channels and estimation of Markov-
modulated time-series models. Also, the idea of robust nonlinear filtering in the context of 
risk-sensitive filtering is introduced in SectioQ 1.2. A brief outline of the thesis is given in Section 
1.3. 
Chapter 2 presents a suboptimal algorithm consisting of a recursive HMM estimator cou-
pled with an extended least squares (ELS) estimator in application to blind equalization of IIR 
communication channels. Extensive simulation studies are provided at the end of the chapter. 
In Chapter 3, it is shown how the EM algorithm and a recursive version of it can be applied 
for estimating Markov-modulated time-series. Simulation studies are also provided. 
Chapter 4 describes the concept of risk-sensitive filtering and smoothing and how risk -sensitive 
filters and smoothers can be achieved via reference probability methods and information state 
techniques for very general nonlinear models and linear Gauss-Markov models as special cases. 
Chapter 5 presents the risk-sensitive filtering and smoothing results for hidden Markov models 
with finite-discrete states. 
In Chapter 6, an alternative simpler risk-sensitive cost is considered compared to that of 
Chapter 4 and 5. Risk-sensitive filters are derived for general nonlinear signal models and also 
linear signal models and hidden Markov models. It is shown that in the small noise limit, the 
risk-sensitive estimation can be interpreted in terms of an estimation problem in a deterministic 
worst-case noise scenario. Risk-sensitive generalizations of minimum variance controllers are 
vii 
also presented. 
Chapter 7 presents applications of risk-sensitive estimation techniques in robust Maximum 
Likelihood sequence estimation. 
Chapter 8 analyses the geometric ergodicity of risk-sensitive filters for hidden Markov models 
with finite-discrete states. Sufficient conditions are derived for the exponential forgetting property 
of such filters . 
Chapter 9 considers the problem of risk-sensitive dual control and derives the optimal risk-
sensitive control for partially observed systems with unknown 'time-varying parameters. Risk-
sensitive suboptimal dual controllers are also derived and simulations results are presented. 
Chapter 10 presents concluding remarks and some ideas for future research. 
Most of the works reported in this thesis has been published, accepted or submitted for 
publication in refereed journals and conference proceedings. A list is given below: 
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Chapter 1 
Introduction 
O ptimallinear filtering, also known as Kalman filtering has been the dominant filtering theory for the state-space approaches to applications in the area of linear stochastic estimation and 
control. An important factor in the predominance of the linear filtering theory is the availability 
of closed-form expressions and the simplicity of the mathematical tools needed for analysis. But, 
most real or physical systems are nonlinear in nature. Of course, a nonlinear system with smooth 
nonlinearities can be linearized under the nominal set of operating conditions and linear filtering 
theory can be applied without introducing large errors. In the case of rapidly changing operating 
conditions or non-smooth nonlinearities, this linearization approach breaks down. The study of 
nonlinear filtering theory is thus important. 
On the other hand, optimal nonlinear filtering theory, in general, does not result in closed-
form expressions or a very general theory that is universally applicable. For example, a property 
of nonlinear filters is that they are, in general, infinite-dimensional as opposed to Kalman filters 
which are finite-dimensional, at least when the signal model is finite-dimensional. Implementation 
issues regarding nonlinear filters are thus important. Optimal nonlinear filtering theory also calls 
for knowledge in advanced mathematical topics like functional analysis and differential geometry. 
Nevertheless, the study of infinite-dimensional optimal nonlinear filters can give useful insights 
into more general problems, and even into linear filtering theory. 
To begin with, we will consider a specific class of stochastic systems with a discrete-state 
set, fixed transition probabilities between the states, and noisy, possibly nonlinear observations of 
these states. These are known as discrete-state hidden Markov models (HMM). We focus on its 
application to estimation and filtering. It has been seen that in general, the optimal HMM filter is 
a nonlinear function of the observations, which makes it a nonlinear filter. But on the other hand, 
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2 Introduction 1.0 
it is a finite-dimensional filter with a linear recursion for a system with finite-discrete states. Since 
the HMM has been seen to be adequate to model quite a few physical systems, it is worth exploring 
the HMM filtering concept as a very simple nonlinear filtering concept. In the recent past, HMMs 
have found applications in speech processing [1], frequency tracking [2] and biological signal 
processing [3]. Very recently, HMM filtering has been applied in conjunction with a Kalman 
filter or an extended Kalman filter to demodulate QAM signals [4] and FM signals in complex 
Rayleigh fading channels [5]. This coupling of an optimal nonlinear filter (HMM) with another 
optimal linear filter has found applications in another area of communication systems, namely 
blind equalization of communication channels. It has been found [6] that the HMM filter can 
be applied for blind identification of Finite Impulse Response (FIR) channels. In this thesis, we 
present an on-line algorithm for blind equalization of Infinite Impulse Response (IIR) channels, 
which consists of an HMM filter coupled with an extended least squares (ELS) identification 
block. 
Another application of the HMM considered in this thesis is estimation of various Markov-
modulated time-series, such as ARX, ARMA, MAX etc. Such models consist of parameter 
sets which · are constant over segments with abrupt changes from segment to segment. The 
parameter sets can be determined by the realization of a finite-state Markov chain, which is 
a special case of a hidden Markov model. Such so-called "segmentation" models are used in 
econometrics, seismology, geology and image analysis (see [7] and references therein). We show 
how the Expectation Maximization (EM) algorithm (which is possibly the most popular HMM 
identification algorithm) can be applied for estimating such time-series models. Also, a recursive 
EM algorithm (developed in [8]) for solving this estimation problem is presented. 
Optimal filters are called "optimal" because in the process of finding the filtered estimate of 
the true signal, they optimize a certain cost-criterion. All the filters mentioned above, namely the 
Kalman filter or the optimal HMM filter minimize a quadratic cost-criterion, being the expected 
value of the square of the estimation error for stochastic signal models. These filters will perform 
optimally as long as the system and the noise models are known. In other words, they are neutral 
to risks involved due to noise or plant uncertainties and are termed as "risk-neutral" filters. In 
this thesis, we present the so-called "risk-sensitive" filters which optimize an exponential of a 
quadratic cost-criterion. These filters are derived for general nonlinear stochastic signal models 
and as special cases, of course, for linear signal models and HMMs. Simulation studies show 
that they are robust to noise uncertainties and perform better than the risk-neutral filters in th 
\ 
1.1 HMM Filters and Applications 3 
presence of such uncertainties. We also show that risk-sensitive estimation can be connected to 
minimum variance estimation and worst-case estimation in deterministic noise scenario related to 
Hoo estimation theory. Application of risk-sensitive estimation in robust Maximum Likelihood 
sequence estimation is found to be quite useful. Important theoretical properties such as geometric 
ergodicity of risk-sensitive estimates along with the corresponding risk-neutral estimates are 
explored for a class of hidden Markov models with finite-discrete states and finite-discrete output 
symbols. Also, the idea of risk-sensitive dual control is discussed. 
In this chapter, we describe the hidden Markov model in the next section and how it can 
be applied for blind equalization of IIR channels. We also show how the EM algorithm can be 
applied to estimate Markov-modulated time-series. Next, we introduce the basic concept of risk-
sensitive estimation which is motivated by the goal of achieving robustness against uncertainties 
in the environment. We also discuss the applicability of such estimation schemes regarding robust 
Maximum Likelihood sequence estimation and important ergodicity properties of such estimates, 
followed by a note on the idea of risk-sensitive dual control. Finally, an outline of the thesis 
structure is given in the last section. 
1.1 HMM Filters and Applications 
A Markov process is a stochastic process whose past has no influence on the future if the state at 
present time is specified. A discrete-time Markov chain is a Markov process X k , kEN having a 
finite number of states qi, i E {I, 2, ... , N} defined on a probability space (0, F , P) will have 
the property [1] 
0.1) 
If this Markov chain is not observed directly, but observed through another stochastic process Yk. 
the signal model is termed as a hidden Markov model. A hidden Markov model (HMM) with 
finite-discrete states can therefore be described by the following state space model [16]: 
(1.2) 
where X k is a discrete-time first order Markov chain and X k E { e 1, e2, ... , eN}, 
ei ~(O, .. . , 1, . .. ,0) with 1 in the i-th position. A is the transition probability matrix de-
4 Introduction 1.1 
~ N fined by A = (aij ) where aij =P(Xk+I=ej I Xk=ei). Of course aij 2: 0, 2:: j =1 aij=l, for each 
i. Also, let 7r denote the initial state probability vector: 7r=(7ri ), 7ri=P(X1=ei). Here, Mk is a 
Martingale-increment, Wk is an independent and identically distributed (i.i.d) noise process. 
We deal with first-order homogeneous (time-invariant transition probabilities) Markov chains 
and continuous-range observations in this thesis. Also, in many specific cases, Wk is assumed to 
be distributed with a zero mean and a variance of a~ . 
Defining the a-algebra generated by {Yo , ... , Yk} as Y2 and the corresponding complete 
filtration by Yk. the true filtered estimate (unnormalized) of the state X k given Yk can be expressed 
as (see [16]) 
~ 
G:k(ej) = E«(Xk ,ej } I Yk) 
N 
= L:ajiG:k- l( ei )bj (Yk) (1.3) 
i=1 
where bj (Yk) = b exp{ - ( Yk-~~ei» 2 } and is known as the symbol observation probability 
v2~u~ Uw 
(assuming Yk is scalar and Wk '" N (0, a~) and (x, y) denotes the inner product of the vectors x 
and y. The nonlinear dependence of the filter on the observation shows that the HMM filter is a 
nonlinear filter although it can be computed using a finite-dimensional linear recursion. 
Given this basic introduction, we w'n now see how HMM filtering can be applied for blind 
equalization of Infinite impulse response (IIR) channels, which is the first problem considered in 
this thesis. It is well-known that communication channels happen to filter the transmitted digitally 
modulated desired signal along with adding noise to it, thus changing the frequency spectrum of 
the transmitted signal. Thus arises the necessity of equalizing the effect of the channel. Stapdard 
equalization is the task of identifying the channel given the received and transmitted data. But 
transmitting the original data separately to the receiving end is a waste of channel capacity. 
Therefore, the task of identifying the channel simply based on the received data, when the original 
or "true" data is unknown at the receiving end, is known as blind equalization. In this thesis, we 
consider this problem for IIR channels. The relevant signal model is given by 
(1.4) 
where Sk is a N-state discrete-time homogeneous first-order Markov chain, which is the input to 
the channel. C(z-l) (where z- l is the delay operator) denotes the unknown IIR channel, and 
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{Yk}, k E {I, 2, ... , T} denotes the noisy observation sequence observed as the output of the 
channel. The problem objective is to obtain filtered estimates of S k and obtain parameter estimates 
of the IIR filter coefficients C ~ eCI, ... , cp )', noise variance a~ and the transition probability 
matrix A . 
The motivation behind modelling the input Sk to the channel as a Markov chain rather than 
as U.d is based on the fact that overs amp led Binary phase-shift keyed (BPSK) signals can be 
approximately modelled by a 2-state Markov chain with diagonally dominant A (see [9]). Also, 
it allows more generality and i.i.d inputs can always be treated as a special case where all the 
elements of A are identical. 
An optimal solution (e.g. application of the EM algorithm) to this problem is computationally 
prohibitive because of the lack of Markov behaviour of the channel output, unlike the case when 
the channel is Finite Impulse Response (FIR). Therefore, suboptimal solutions are necessary and 
we propose a suboptimal algorithm which couples a recursive HMM filter giving the estimates of 
Sk, a~, A and a recursive Extended Least Square (ELS) estimator giving the estimates of C. 
The algorithm is on-line and performs substantially better than conventional blind equalization 
algorithms (e.g. Constant Modulus algorithm (CMA)), which is verified through extensive simu-
lation studies. Applications of such algorithms are also possible in areas such as seismology in the 
modelling of seismic impedances, and in biophysics where channel currents in cell membranes 
are often modelled as finite-state Markov chains. 
The other application considered in this thesis is estimation of various Markov-modulated 
time-series. A first-order homogeneous discrete-time Markov chain is assumed to modulate the 
time-series parameters, so that they belong to a finite set of values but switch from one value to 
another depending upon the state of the Markov chain. Estimation of the time-series parameters 
is achieved by the standard off-line EM algorithm which runs several passes through the same 
batch of data until some error criterion is satisfied, and also by the recursive EM algorithm based 
on the Kullback-Leibler information measure [8]. Stability and convergence analysis for these 
estimation algorithms are understood save for certain technicalities beyond the scope of this thesis. 
Simulation studies show that both the off-line and the on-line algorithms yield satisfactory results. 
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1.2 Risk-sensitive Estimation 
In optimal stochastic linear filtering theory, the Kalman filter achieves the conditional mean 
estimate as well as the minimum variance estimate for Gauss-Markov systems. Minimum variance 
estimation for nonlinear systems can also be achieved via infinite-dimensional filters in general. 
These filters optimize a quadratic cost criterion which is the estimation error energy, and are 
optimal under the assumption that the plant and noise parameters are fully known. They are 
insensitive to risks involved due to uncertainties in the plant or the noise process, and are known 
as risk-neutral filters. Risk-sensitive filters optimize the expectation of the exponential of the 
estimation error energy, thus penalizing all its higher order moments. This obviously makes the 
risk-sensitive filter very cautious and robust to system uncertainties, the degree of cautiousness 
being determined by a risk-sensitive parameter which weights the index of the exponential. 
Risk-sensitive filtering for discrete-time linear Gauss-Markov systems addressed in [10] results 
in a linear Hoo filter. Risk-sensitive control problems have been addressed in [11] [12] [13]. A 
solution to the output feedback risk-sensitive control problem for linear and nonlinear discrete-
time systems using information state techniques has been given in [14] [15]. It has been seen that 
in these control problems, the information state is not just a conditional probability distribution, 
but also incorporates part of the risk-sensitive cost. This observation is made in this thesis while 
deriving the results for nonlinear risk-sensitive filters where the new information state has been 
interpreted as one which carries information about the probability density function of an augmented 
plant incorporating states of the original system and part of the risk-sensitive cost. 
In this thesis, we consider quite general stochastic nonlinear state-space signal models, in-
volving information states, and derive, in the first instance, information state filters based on the 
risk-sensitive cost index. These filters are linear and infinite-dimensional. The optimizing estimate 
is then given as the minimizing argument of a particular integral. More specifically, the linear 
Gauss-Markov model is treated as a special case, and the same results as in [10] are obtained. 
Backward filters and fixed-interval smoothing results are given for all the signal models. Risk-
sensitive filtering and smoothing results for Hidden Markov Model (HMM) with finite-discrete 
states are also derived. 
The derivation techniques used in this paper are different than the ones used for earlier 
filtering results in [10] but similar to those used for the control results in [15]. They involve 
extensive application of change of probability measure technique which is also known as reference 
\ 
, 
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probability method. This measure change technique is developed in detail in [16]. The preliminary 
task is to define a new probability measure where the observations are i.i.d. Then, one can 
refonnulate the optimization problem in the new measure to obtain the recursions in the infonnation 
state, the expression for the optimizing filtered estimate, and also density functions of the smoothed 
estimates by using and exploiting the independence of the observations. Solving the problem in the 
new measure is equivalent to solving the problem in the old measure as long as the Radon-Nikodym 
derivative relating the new and old probability measures satisfies certain conditions. 
There are interesting interpretations of the results obtained from the risk-sensitive filters when 
the risk-sensitive parameter approaches certain limits. It is shown that when it approaches zero, the 
known risk-neutral filters are derived. On the other hand, in the small noise limit, the risk-sensitive 
filters have an interpretation [18] in tenns of a deterministic worst-case noise estimation problem 
given from a differential game. This observation has been made in [19] connecting risk-sensitive 
estimation and H 00 and minmax estimation for linear signal models. In this thesis, we derive 
theorems showing connections between risk-sensitive estimation and H 00 and minmax estimation 
for general nonlinear signal models, both continuous-time and discrete-time. The derivation 
techniques involve change of probability measure techniques and hence are essentially different 
from those of [19]. 
We consider two types of risk-sensitive cost in this thesis. One cost involves the squared 
estimation error energy summed over all the past time points in the index of the exponential, 
whereas the other cost involves the squared estimation error energy only at one time point. We 
present results for continuous-time and discrete-time nonlinear and linear signal models for both 
type of costs. Similar to the observations made in [10], we show that the risk-sensitive filter for 
linear Gauss-Markov signal models is an Hoo filter for the first cost, and is a Kalman filter for the 
second cost. This implies that even minimum variance estimation can be interpreted in tenns of 
a worst-case noise estimation problem given from a deterministic differential game in the small 
noise limit. We believe that this observation has not been previously made in literature. We also 
present the theory of risk-sensitive generalization of minimum variance control which is motivated 
by the need for robust controllers including adaptive controllers for minimum phase systems. 
Risk-sensitive estimation is more general than minimum variance estimation or H 00 estimation, 
as explained above. This result is quite pleasing and satisfactory in tenns of theoretical interests. 
But, the original motivation behind considering risk-sensitivity was achieving a certain amount 
of robustness against uncertain real environments. In fact, according to recent results in [20], 
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applications of risk-sensitive estimation have been found in analytic fault detection and isolation. 
Inspired by this idea, we studied the robustness of risk-sensitive filters for HMMs against various 
types of uncertainties. It is shown in this thesis that risk-sensitive filters yield a lower cost than 
standard HMM filters when the measurement noise is coloured, or time-varying or unexpectedly 
high etc. Further application is found in Maximum Likelihood sequence estimation. Based 
on the theory of risk-sensitive estimation, a robust Maximum Likelihood sequence estimation 
algorithm is derived which performs better than the standard Viterbi algorithm [23] when there are 
uncertainties in the transition probability matrix of the underlying Markov chain which generates 
the sequence observed in noise. 
Another interesting problem which lacks a complete solution is the exponential stability of 
filters for hidden Markov models. This property of such filters is also known as geometric 
ergodicity which means the exponential forgetting of the effect of the initial conditions. Since 
these filters have a recursive structure involving finite-dimensional linear recursions, the property 
of exponential forgetting is indispensable because it ensures that any wrong guess about the initial 
conditions would not cause the filters go wrong beyond the point of recovery. Intuitively, this also 
guarantees that the effect of round-off errors, outliers, or any other causes of failure of the filter at 
a small number of points in time, will not corrupt the estimation results forever. However, to find 
a necessary and sufficient condition for geometric ergodicity properties of such filters for general 
N -state HMMs is a difficult problem. Hence, we present a sufficient condition for the case when 
N =2 [28]. Similar conditions for geometric ergodicity of risk-sensitive estimators for a class of 
HMMs are derived in this thesis and their significances discussed. 
The concept of risk-sensitive dual control is also introduced where we find an optimizing 
control to achieve a trade-off between good control and good estimation with a certain amount 
of robustness to uncertain environments. It is well-known that the optimal control strategy for 
partially observable systems achieves a trade-off between good control and good estimation. In 
this thesis, we show that the optimal risk-sensitive control also achieves this dual property by 
considering a differently formulated risk-sensitive control cost than the one in [14]. But since this 
optimal control is given as a solution of a dynamic programming equation which is computationally 
very expensive to solve, suboptimal strategies are discussed and simulations are carried out to prove 
the robustness of such risk-sensitive dual controllers. We also present results for risk-sensitive 
cautious control. 
--
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1.3 Outline of Thesis 
A brief outline of the rest of the thesis is provided below. 
HMM Filtering applications 
In Chapter 2, a blind equalization algorithm for noisy IIR channels when the channel input is a finite 
state Markov chain is presented. The algorithm yields estimates of the IIR channel coefficients, 
channel noise variance, transition probabilities and state of the Markov chain. Unlike the optimal 
maximum likelihood estimator which is computationally infeasible since the computing cost 
increases exponentially with data length, this algorithm is computationally inexpensive. It is 
based on combining a recursive Hidden Markov Model (HMM) estimator with a relaxed SPR 
(strictly positive real) Extended Least Squares (ELS) scheme. In simulation studies it is shown 
that the algorithm yields satisfactory estimates even in low SNR. Also, the performance of this 
scheme is compared with that of a truncated FIR scheme and the Constant Modulus algorithm 
(CMA) which is currently a popular algorithm in blind equalization . . 
In Chapter 3, the estimation of Markov-modulated ARX, MAX and ARMA time-series is con-
sidered. Maximum likelihood estimates of the time-series parameters including the Markov chain 
transition probabilities and the time-series coefficients are obtained using the EM (Expectation 
Maximization) algorithm. Also the recursive EM algorithm is used to obtain on-line parameter 
estimates. Simulation studies show that both algorithms yield satisfactory results. 
Robust Nonlinear Filtering 
In Chapter 4, we address the risk-sensitive filtering problem which is minimizing the expectation 
of the exponential of the squared estimation error multiplied by a risk-sensitive parameter. Such 
filtering can be more robust to plant and noise uncertainties than minimum error variance filtering . 
Although optimizing a differently formulated performance index to that of the so-called H 00 
filtering, risk-sensitive filtering approaches a worst-case deterministic noise estimation problem 
given from a differential game associated with H 00 filtering in a special limiting case. 
We consider discrete-time nonlinear and linear Gauss-Markov state-space models. For each 
signal model, we present linear recursions in the information state and the result for the filtered 
estimate that minimizes the risk-sensitive cost index. We also present fixed-interval smoothing 
results for each of these signal models. Also, connection between H2 filtering (termed here 
10 Introduction 1.3 
risk-neutral filtering) and risk-sensitive filtering is described via the limiting results when the 
risk-sensitive parameter tends to zero. Indeed, it becomes clear that the risk-sensitive filtering 
theory captures the simplicity and elegance of the less general risk-neutral case. 
The technique used in this paper is the so-called reference probability method which defines 
a new probability measure where the observations are independent. The optimization problem is 
solved using simple estimation theory in the new measure and the results are interpreted as solutions 
in the original measure. Risk-sensitive filtering and smoothing results for hidden Markov models 
are given in Chapter 5. 
In Chapter 6, an alternative simpler risk-sensitive index to that of Chapter 4 and 5 is studied. 
For this index the risk-sensitive filter for very general nonlinear stochastic models is seen to 
be a simple augmentation of the information state filter (the linear Zakai equations [17]). For 
linear Gaussian models, the risk-sensitive filter is identical to the H2 Kalman filter and is finite 
dimensional. Otherwise, as in Chapter 4 & 5, in the limit as the risk-sensitive parameter approaches 
zero, the risk-sensitive filter becomes a risk-neutral filter, typically the minimum error variance 
H 2 filter. It has been seen that in the case of a discrete-time linear stochastic signal model, the 
risk-sensitive controller derived in [14] results in an Hoo controller. Also, the risk-sensitive filter 
derived in [10] and Chapter 4 is an H 00 filter for the discrete-time linear stochastic signal model. 
In the small noise limit, the risk-sensitive controllers are interpreted in terms of a deterministic 
differential game in [14] for partially observed discrete-time systems. We show that similar 
interpretations of the risk-sensitive filtering problem can be achieved in the small noise limit. 
Results are developed here for quite general nonlinear models in continuous time and for states 
in a continuous range. Corresponding results are included for the discrete-time case and the 
discrete-state case for completeness. Our model class requires the nonlinearities to be linearly 
bounded and the index class to be quadratically bounded, rather than simply bounded as in the 
work of [14] for related control problems. 
Closely related problems to filtering are smoothing and prediction. These problems are 
addressed briefly. An application of the concepts employed for one-step-ahead prediction is the 
widely used notion of minimum variance control (including adaptive control) for minimum phase 
plants. Here we give results for a robust version of this, namely risk-sensitive generalization of 
minimum variance control. This problem, like risk-sensitive filtering, does not require dynamic 
programming as in the control tasks tackled in [14], although some of the techniques are quite 
similar. There are interesting applications to risk-sensitive adaptive control. 
, 
--
1.3 Outline of Thesis 11 
Robust (Risk-sensitive) Maximum Likelihood sequence estimation 
In Chapter 7, the theory of risk -sensitive estimation developed in Chapter 5 are applied to derive a 
robust (risk-sensitive) variation of the well-known Viterbi algorithm. It has been seen in Chapter 
5 that recursive risk-sensitive estimates derived for HMMs with finite-discrete states obey a 
linear finite-dimensional recursion. A common feature of these recursions is that they involve 
a summation over all possible past states. It is well-known that a similar recursive structure 
with a maximization over the previous states rather than a summation appears in the Viterbi 
algorithm [1]. This thesis studies a risk-sensitive variation of the Viterbi-type recursions with the 
motivation to achieve robust Maximum Likelihood sequence estimation. Simulation studies show 
that the risk-sensitive algorithm yields substantially less number of decision errors in recovered 
data particularly when there is an uncertainty in the transition probability matrix of the Markov 
chain. This could -be very useful in communication systems involving fast time-varying channels 
or in military communication systems. 
Geometric ergodicity of filters for hidden Markov models 
In Chapter 8, we study the geometric ergodicity property of the state estimate or the "true filtered 
estimate" for hidden Markov models. By geometric ergodicity we mean the property of forgetting 
the initial conditions. It is well-known [1] that the "true filtered estimate" of the state of a hidden 
Markov model with finite-discrete states obeys a finite-dimensional linear recursion. As any 
recursion does, this recursive process needs to start with a set of initial conditions, which can be, 
more specifically, the unknown initial state distribution. We show that the standard HMM filter 
forgets the initial conditions under a reasonable observability condition, which is the probabilities 
to reach a certain output state from different input states should be distinct. We consider HMMs 
with finite-discrete states and finite-discrete outputs, although, by continuity arguments, the results 
are extendible to continuous-range outputs. To obtain a necessary and sufficient condition for the 
geometric ergodicity of filters for general N -state HMMs is difficult. Rather, we prove that the 
observability condition is a sufficient condition for geometric ergodicity for N =2. We also derive 
similar sufficient conditions for geometric ergodicity of recursive estimates for risk-sensitive 
filters for HMMs. Of course, these conditions tum out to be more complicated even when 
N =2. Nevertheless, they imply a very interesting fact observed in earlier simulation studies: the 
unrestricted increase in the value of the risk-sensitive parameter can result in an instability of the 
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risk-sensitive filter. 
Risk-sensitive dual control 
In Chapter 9, which is the penultimate chapter of this thesis, we introduce the concept of risk-
sensitive dual control. It is well-known that in the case of a system with unknown (possibly time-
varying) parameters, the task of the control actions is twofold, prob~g for achieving information 
concerning the states, and feedback of this information to achieve control objectives. Probing for 
state estimation needs more aggressive control than for the case when the states are known, and 
hence good control and good estimation are conflicting objectives. The optimal control in the case 
of partially observable systems achieves a trade-off between these two conflicting demands. This 
concept of dual control is generally attributed to Fel ' dbaum [24]. It has been shown in [26] [27] that 
the dynamic programming equation solution to the optimal control problem is computationally 
more difficult than for the complete information case. The additional computational effort is 
attributed to the dual aspects of the control; the controller must first obtain reasonable information 
about the states of the system before having a chance to achieve control objectives. 
The control strategies studied so far regarding dual control aim at optimizing costs which 
are quadratic involving the control and/or estimation energy. These problems have been termed 
risk-neutraL control problems [14] as opposed to risk-sensitive control problems which optimize 
an exponential of a quadratic criteria weighted by a risk-sensitive parameter (usually> 0). In this 
chapter, we study the risk-sensitive version of the dual control problem. Although [14] actually 
addresses the risk-sensitive optimal control problem for partially observable systems and achieves 
a dynamic programming equation by applying change of probability measure techniques, it is 
difficult to interpret the dual aspects of risk-sensitive control from these results. Therefore, by 
considering a cost function which penalizes the system output, we achieve a dynamic programming 
equation which achieves the same objectives, without resorting to the measure change technique 
of [14] . We also consider the risk -sensitive version of the one-step horizon control problem which 
has not been considered in literature for systems with unknown time-varying parameters. In 
addition, we present a suboptimal risk-sensitive dual controller, the risk-neutral version of which 
has been considered in [25]. The idea of a more generalized optimal risk-sensitive dual controller 
is briefly introduced at the end. 
Finally, Chapter 10 presents an overview of this thesis and summarizes the main results 
obtained. A concluding section is devoted to directions of future research, where we state some 
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problems which can fonn new research topics stemming from this thesis. We also briefly discuss 
about a few unsolved problems that either originated as by-products of this thesis or had been 
already existing even before the author of this thesis started working on his PhD. 
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Chapter 2 
Blind Equalization of IIR Channels 
2.1 Introduction 
I7lT\l he simplest Hidden Markov Model (HMM) consists of a Markov chain corrupted by additive 
Jl white Gaussian noise (WGN). For this simple case, the Expectation Maximization (EM) 
algorithm (Baum Welch re-estimation fonnulae) [8] is a commonly used numerical scheme to 
obtain ML estimates of the HMM parameters. However, in many applications e.g. communication 
systems, the Markov chain is first filtered by an unknown channel and then corrupted by additive 
WGN. The problem of estimating the coefficients of such an unknown channel with unknown 
(stochastic) channel inputs is tenned "blind equalization". 
If the channel can be modelled as a finite impulse response (FIR) filter and the channel input as 
a finite-state Markov chain, then ML estimates of the coefficients of the channel can be obtained 
using the EM algorithm (see [2]). Also recursive versions of the EM algorithm can be used to 
obtain on-line equalization schemes for the FIR channel [3]. Maximum aposteriori state estimates 
can be obtained and a Viterbi algorithm can be used to obtain ML state sequence estimates. 
In this chapter, we consider the case when the channel is infinite impuLse response (IIR). The 
EM algorithm can no longer be used because the E-step requires computation of the smoothed 
(posterior) probability density function. In the case of a Markov chain corrupted by white 
noise, an inductive calculation is possible [12] using the forward-backward scheme. However, 
in the case of a noisy IIR filtered Markov chain, the lack of Markovianity of the channel output 
does not permit an inductive calculation of the smoothed or even the filtered probability density 
function. Direct computation of these densities are computationally prohibitive since they require 
computing a weighted sum of the joint probability density functions of the observations over all 
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NT realizations of a N -state T -point Markov chain. Similarly, the (optimal) Viterbi algorithm 
cannot be applied for state sequence estimation. 
Therefore, the only feasible algorithms for the estimation of the state and parameters of noisy 
IIR filtered Markov chains are suboptimal algorithms. In this chapter we propose a suboptimal 
algorithm which couples a recursive HMM estimator with an Extended Least Squares (ELS) 
estimator. We call our algorithm the HMM-ELS algorithm. 
Let us first describe our signal model and estimation objective. Then we discuss applications, 
related works and show why some alternative estimation approaches are infeasible for our problem. 
Signal Model 
The model we shall consider is schematically shown in Figure 2.1. and can be described as 
follows: 
The observations Yk, k= 1, 2, ... , T are obtained as 
(2.1) 
where Wk is zero mean white Gaussian noise (WGN) with variance a~. 
C ( Z-l) = 1 - L:f=l Ci z-i (where z-l is the delay operator) denotes the unknown IIR channel. We 
assume that C ( z-l ) is stable, i.e., it has all its zeros outside the unit circle. 
Sk denotes aN-state discrete-time homogeneous first-order Markov chain. Consequently, the 
state sk at time k is one of N known state levels q= (ql q2 ... qN )'. The transition probability 
matrix is A=(aij) where aij=P(St+l=qjlst=qi) . Of course aij ~ 0, L:f..l aij=l, for each i. We 
assume that Sk is ergodic (see Sec. 3 for details). Let 7r denote the initial state probability vector: 
7r=( 7ri), 7ri=P(SI=qJ. 
Let us denote the T length noisy filtered observation sequence as YT= (Yl , ... , YT)'. 
Aim 
Given the observations YT, the aim of our blind equalization algorithm is two-fold: 
I. State Estimates: Obtain filtered estimates Sk of the state of the Markov chain at time k . 
2. Parameter Estimates: Estimate the unknown IIR filter coefficients C = (C 1 ••• cp )', channel 
noise variance a~ and transition probability matrix A. Let </>=(C, a~, A) denote the unknown 
parameter vector. 
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Figure 2.1: Signal Model 
Highlights of our HMM-ELS algorithm 
The following are some of the highlights of our HMM-ELS blind equalization algorithm: 
1. Methodology: The crux of our equalization problem lies in the fact that due to the IIR channel, 
the Markov chain is embedded in coloured noise (or equivalently the channel output is non-
Markovian) which can be seen by rewriting (2.1 ) as C ( z -l) Yk=Sk + Wk - Cl Wk- l-" .-cp Wk - p ' 
Standard HMM signal processing assumes the noise to be white and cannot be used. The presence 
of coloured noise suggests using the Extended Least Squares (ELS) algorithm in conjunction with 
a Hidden Markov Model estimator. Before spelling out the details of our approach let us first 
briefly recall ELS and recursive HMM estimation. 
• The ELS algorithm is widely used in adaptive control for linear ARMAX system identifi-
cation (see Ljung [9] for details). It yields consistent estimates of the system parameters. 
The ELS algorithm has a certain Strictly Positive Real (SPR) condition on the polynomial 
C ( z- l) for almost sure convergence in the parameter estimates. In many cases this SPR 
condition is not satisfied. For this reason modifications of the ELS algorithm have been 
proposed to relax the SPR condition [1], [5]. We shall use the relaxed SPR ELS scheme 
suggested in [1]. 
• The HMM estimator yields optimal filtered estimates of the Markov state and parameters 
of a Markov chain in white noise. The state estimator is based on the forward filter [8]. 
On-line parameter estimates including transition probabilities A and channel noise variance 
<7; are obtained via the recursive EM algorithm [4], [16]. 
Our HMM-ELS algorithm is based on cross-coupling the relaxed SPR ELS and HMM es-
timators resulting in a computationally efficient recursive (on-line) scheme. The algorithm is 
schematically shown in Figure 2.2 and can be briefly described as follows: At each time instant, 
ELS estimates of the noise and channel coefficients C are passed to the HMM estimator which 
yields Markov state estimates and also parameter estimates of A, <7;. The Markov state estimates 
20 Blind Equalization of IIR Channels 2.1 
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Yk 
'--_ ...... Relaxed SPR ELS I--___ ::.......C_,_w .. · k-l, ... , Wk-p 
Figure 2.2: HMM-ELS Blind Equalization Algorithm 
are in tum passed to the ELS estimator at the next time instant and so on. Heuristically one would 
expect that the HMM-ELS scheme yields satisfactory estimates when the initial estimates are 
sufficiently close to the true values. The same philosophy is used in adaptive control and is called 
the "Certainty Equivalence" principle [18], pg 180. We show in extensive simulation studies, the 
HMM-ELS algorithm is extremely robust to initial conditions and yields excellent estimates eyen 
in low signal to noise ratio (SNR). 
We have been unable to prove convergence of the HMM-ELS algorithm. However, in Sec. 3 
we present convergence results for certain special cases of the algorithm. 
2. Computational Requirements: Our HMM-ELS scheme requires 0 (N2 T) + 0 (p2 T) compu-
tations for a T-point data sequence. Recall that the ML estimatorrequires 0 (NT) computations. 
Also if the IIR channel was approximated by a FIR channel of length p then the ML estimator 
would require 0 (NP T) computations which is still significant and hence impractical for large p. 
3. Simulated Performance: In extensive simulations studies we show that our HMM-ELS algo-
rithm yields excellent estimates even in low SNR. Our simulations are conducted on overs amp led 
BPSK signals (2-state Markov chains) and also Markov chains with 3 and 5 states. Various IIR 
channels are considered including time-varying channels with jump changing coefficients. We 
show that the HMM-ELS algorithm performs significantly better than standard HMM schemes that 
assume white noise. Also the HMM-ELS scheme is compared with a truncated FIR approximation 
algorithm and the Constant Modulus Algorithm (CMA). 
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Applications 
1. Blind equalization of IIR channels: Often in communication systems, due to coding and 
oversampling, the input to the channel is a finite-state Markov chain rather than i.i .d. Examples 
include Phase-Shift-Keyed (PSK) and Frequency-Shift-Keyed (FSK) signals. Of course i.i.d inputs 
can also be handled using the techniques of this chapter, since an i.i.d chain is merely a special 
case when all elements of the transition probability matrix A are 1/ N (see Sec. 5.2 for simulation 
results and comparison with CMA). 
Most often the input alphabets i.e., the levels q of the Markov chain, are known apriori. Hence 
we do not consider the estimation of q. The transition probability matrix A depends on the type 
of coding and oversampling used. In the case when the transition probabilities are unknown, we 
estimate them via the recursive EM algorithm [4]. 
Because of the wide-spread use of the Constant Modulus Algorithm (CMA) in blind 
equalization [14], [15], we compare the performance of the HMM-ELS algorithm with CMA 
in computer simulations. 
2. ARMAX HMMs: Our signal model (2.1) is a special case of the non-linear ARMAX system 
(non-linear because of the Markov chain input Sk) 
(2.2) 
with A(z-l) =C(z-l) and B(z- l) =1. In time-series jargon our model is an Output-Error 
model [9] . The HMM-ELS algorithm can be viewed as a suboptimal scheme for estimating 
Markov chains in FIR filtered coloured noise C ( z-l) Wk. Notice if the noise is IIR filtered, ML 
estimates can be obtained via the EM algorithm [6]. 
By a straightforward extension, the HMM-ELS algorithm can be used with arbitrary poly-
nomials B(z-l) in (2.2) since B(z-l) Sk itself is a Markov chain with NB states (where B is 
the degree of the polynomial B ( z-l ). This model is very similar to the "Non-stationary rune 
Series" model recently proposed for studying business cycles in the econometrics literature [19]. 
3. Other applications: VIrtually the same problem as blind equalization arises in geophysics ~ the 
modelling of seismic impedances [12]. Also in biophysics, channel currents in cell membranes 
are often modelled as finite-state Markov chains [7]. Due to thermal noise and filtering effect of 
the measurement probes, the measurements can be modelled similarly to (2.1). 
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Other approaches 
Our signal model (2.1) is a a special case of what is termed in the statistics literature as a stochastic 
Dynamic Linear Model (DLM) [17]. Broadly speaking, there are 4 classes of sub-optimal schemes 
in the literature that are used to estimate DLMs [16] : Decision Directed Schemes, Probabilistic 
Editor, Probabilistic Teacher and quasi-Bayes Techniques. Of these the most commonly used 
schemes in the communications literature are Decision Directed Schemes which involve cut-off 
rules that assign a state estimate at each time instant. OUf HMM-ELS scheme falls in this category. 
Other examples include Decision Feedback Equalizers (DFE), sub-optimal Viterbi algorithms 
including Reduced-sequence Estimation schemes [21], [23], and the CMA. The Reduced-sequence 
Estimation schemes have computational cost of 0 (NP) for an IIR approximation of length jj. 
In [13] a truncated maximum likelihood scheme is proposed for estimating DLMs. Again this 
scheme is a finite-memory approximation to the IIR filter and so is computationally expensive; 
the computational cost is 0 (NP) for a truncation of length jj. In [12] an off-line estimation 
scheme is presented which maximizes the joint probability density function of the Markov chain 
and observations. The scheme involves a continuous-discrete optimization problem which is quite 
complicated. 
We have not come across any works in the literature that use our approach of combining a 
linear estimator (ELS in our case) with an optimal non-linear estimator (HMM estimator in our 
case). 
This chapter is organised as follows. In Sec. 2, we present details of our HMM-ELS blind 
equalization algorithm. In Sec. 3 we present some preliminary convergence results. Sec. 4 
presents the results of computer simulation studies and Sec. 5 compares the HMM-ELS algorithm 
with a truncated FIR algorithm and the Constant Modulus Algorithm (CMA). Sec. 6 lists some 
conclusions. 
2.2 HMM-ELS Blind Equalization Algorithm 
The HMM-ELS algorithm proposed in this paper combines a relaxed SPR ELS scheme and 
recursive HMM estimator resulting in a suboptimal computationally efficient recursive (on-line) 
scheme. 
Before presenting details, let us first briefly give a rationalization of the HMM-ELS algorithm . 
. 
... 
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Notice that our signal model (2.1) can be rewritten as 
(2.3) 
If at each time instant k, the Markov chain state Sk was exactly known in (2.3) then the estimation 
problem reduces to a standard ARMAX estimation problem (more specifically an "output error" 
model, [5]). Then ELS yields asymptotically consistent estimates of C and also estimates of the 
previous noise values. 
On the other hand, if the previous noise values W k-l , .. . , W k-p and also C were exactly known 
in (2.3), then these values could be subtracted from the observations resulting in Sk corrupted by 
white noise Wk which is a standard HMM problem. The HMM estimator then yields optimal 
filtered state estimates. Also via the recursive EM algorithm online estimates of the parameters 
A, a; can be obtained. 
As shown in Figure 2.2, the HMM-ELS algorithm combines these two steps as follows: 
1. At time k, the recursive HMM estimator yields estimate of the state of Sk, noise variance a; 
and transition probabilities A. 
2. The relaxed SPR ELS estimator gives on-line estimates of the channel parameters Ci and Wk-i , 
i E {I , 2, ... , p }, denoted by Ci(k) and Wk-i respectively. 
The two steps are described below in the following two subsections. 
Let ¢(k) =((J(k) , ;; (k) , A (k») denote the model estimates at time k. 
2.2.1 Recursive HMM Estimator 
At time k, we have Wk-l, .. . , Wk-p and C(k-I) ( z-l) available from the ELS scheme described 
in Sec. 2.2.2. So the HMM to be estimated is 
HMM Signal Model: 
p 
C (k- I) ( z-l) Yk + E ci(k- I) Wk-i=Sk + Wk 
i =1 
(2.4) 
We shall use a recursive HMM estimator to estimate the parameters a;, A and the state Sk . 
I 
I 
I 
I 
: 
I 
I 
I 
I 
i 
I 
• 
I 
I 
I 
I 
I 
i 
i 
I 
I 
I 
I 
--'-
24 Blind Equalization of lIR Channels 2.2 
State Estimation 
Let W:-=-; =( Wk-l, ... , Wk-p)' . Define the symbol probability density function 
b (y . Wk - l ). (k)) 
n k, k-p' '+' 
where f (.) denotes the density function and the second equation follows since Wk '" N [0, (7~] . 
For convenience we shall denote bn (Yk; W:-=-;, 4>(k») as bn (Yk). 
Define the unnormalized filtered density CXk (m) and the filtered state estimate lk as 
(2.6) 
(2.7) 
Lemma 2.1 The unnormalized filtered density CXk (m), the normalized filtered density 1'klk (m) , 
m E {I , 2, ... , N} and the filtered state estimate Sk can be computed recursively as follows 
N 
cxk(n) = L:cxk-l(m) amnbn(Yk), cxl(m)=7rmbm(Yl) (2.8) 
mal 
(2.9) 
mE {1 ,2, ... ,N} (2.10) 
Proof Almost identical to that in [8]. o 
Remark: The state estimate Sk computed in (2.10) is called the Conditional Mean (CM) state 
estimate. Extensive simulations have confirmed that using CM state estimates always results in 
better performance than maximum aposteriori MAP state estimates. A heuristic reasoning is that 
unlike CM estimates, MAP estimates are discrete valued. So errors in the MAP estimate introduce 
a bursty noise signal which degrades the performance of the subsequent ELS step. 
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Parameter Estimation 
We use a recursive EM algorithm [4] to obtain on-line estimates of a~ and A. 
Noise variance: Using similar techniques to [4] we have 
25 
(2.11) 
where c/k-l) and Wk-i are the estimates of the channel parameters and the past noise values, 
i E {I, 2, . .. ,p} and C(k-l) ( z -I) =1 - '2:i c?-l) z - i. 
Transition probabilities: The update equation for the a~~ is somewhat complicated by the 
constraints '2:n a~~ = 1 and a~~ 2': O. These constraints can be taken into account by dealing with 
square roots: 
smn(k) =ja$:J , m , n E {1 , 2, .. . ,N} (2.12) 
Then using basic differential geometry techniques similar to [6] we have the update equation 
• (k) 
a · · 
'J 
which ensures that ai~k) satisfies the above constraints. In (2.13) 
and 
Also, 
2.2.2 Relaxed SPR ELS Algorithm 
The HMM estimator described above yields filtered estimates Sk of the Markov chain Sk. 
(2.13) 
(2.14) 
Let ek denote the error in the Markov state estimate, i.e., ek ~ Sk - Sk. We can rewrite (2.1) 
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as 
(2.15) 
Assumption: Assume that the noise tenns C(z-I) Wk + ek can be represented as D(z-I) Wk 
where 
r 
D(z-I) =1- EdiZ- i, 
i=1 
for some r ~ p (we give a heuristic justification for this at the end of the section). 
Then the ARMAX model to be estimated is 
I 
ARMAX Model: 
. C(z-I) Yk=Sk + D(z-I) Wk 
(2.16) 
We shall use a relaxed SPR ELS algorithm to estimate the parameters of (2.17). The standard ELS 
algorithm is too restrictive because to ensure almost sure convergence (we discuss convergence in 
Sec. 3) in parameter estimates it requires that {D(~-() - n be SPR, i.e., 
(2.18) 
In many cases this SPR condition will not be satisfied. Hence we shall use a relaxed SPR algorithm 
to estimate the parameters as follows: 
Let us first transfonn (2.17) to the equivalent model 
Transfonned Model: 
(2.19) 
where Fd ( z- I) =L:t!0-1 f iq-i with fo=1 is the unique (M -1)-th degree truncation of D-I ( z- I) 
and Gd(z-I) is the unique remaindertenn given by Gd(z- l) =L:i:Ol giq-i, i.e., 
(2.20) 
The advantage of the transfonned model (2.19) is that now the SPR condition becomes relaxed 
1 _ G~(z-l) is SPR (2.21) 
which is less restrictive than (2.18). 
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By choosing M suitably in (2.20), the SPR condition (2.21) will be satisfied. We give a design 
rule for selecting M in the Sec. 3. 
The relaxed SPR ELS algorithm operates with the following two steps carried out in parallel 
at each time instant k (see Figure 2.3): 
Step 1: ELS estimation of transformed model (2.19) 
Assume that M has been chosen sufficiently large so that (2.21) is satisfied. 
Let () denote the vector of parameters associated with the the coefficients of (2.19) 
(2.22) 
Then ELS parameter estimation is carried out on the transformed model (2.19) yielding estimates 
of the coefficients of the polynomials Fd (z-l) C ( z-l), Fd ( z-l) and Gd ( z-l) and the past noise 
estimates Wk-i, i E {I, 2, ... , r} as follows: 
'¢k = (Yk-l ... Yk-p-M+l, Sk-l . .. Sk-M+l, -Wk-M ... - Wk-r-M'+l)' 
tih = Yk - '¢~Ok-l - S"k 
Pk = ~{P _ Pk-l '¢k'¢~Pk-l} Ro > 0 A k-l A + '¢~Pk-l '¢k ' 
Ok = Ok-l + Pk'¢kWk (2.23) 
where Ok denotes the estimate of () at time k, '¢k is the regression vector, A is the forgetting factor 
with 0 < A ~ 1. Po in (2.23) is initialized to a positive definite symmetric matrix. 
Step 2: Recursive Least Squares (RLS) Parameter Recovery 
The above ELS step gives us consistent estimates of the coefficients of the transformed model 
(2.19) providing the relaxed SPR condition (2.21) is satisfied. The parameters of the original 
system (2.17) denoted as 
(2.24) 
are obtained using the following RLS algorithm operating in parallel to the above ELS algorithm . 
• i: ( "" )' 
'f/k = Yk-l .. . Yk-p, -Wk-l .. . - Wk-r 
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Figure 2.3: Relaxed SPR ELS Algorithm 
2.2 
(2.25) 
where (Tk denotes the estimate of 0 at time k and ,X is the forgetting factor such that 0 < ,X ~ 1. 
Note that the noise terms Wk-l) ... ) Wk-r in the regression vector"jjk are regarded as measur-
able. Thus the algorithm (2.25) has an almost standard least squares form. The only non-standard 
feature is that the regression vector "jjk differs from the true one where Wk-i would be present 
instead of Wk-i. In the next section we shall present a theorem (which we proved in [1]), that as 
long as the ELS algorithm converges, this difference is asymptotically negligible, i.e., it does not 
affect either the consistency or the asymptotic rate of convergence of the RLS scheme. 
Justification of Assumption (2.16) 
The assumption (2.16) allows for estimation errors ek in the HMM estimator. It is well known that 
if q}k) =</> (the true model) then by the innovations theorem [11] ek is white. Moreover, in this case, 
C ( z- l) Wk + ek can always be represented as D(z-l) Uk where Uk is white (see [10], Theorem 
2.1, pp.214-215). Of course, for vanishingly small ek, C(z-l) -+ D(z- l) and Uk -+ Wk. 
We assume that for small ek, Wk ~ Uk although C(z-l) and D(z-l) can be different (we 
have been unable to give a rigourous proof). Certainly, simulations show that using (2.17) yields 
significantly better estimates than assuming C ( z- l) =D (z-l) (ek=O). 
-
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Interpretation of Relaxed SPR condition (2.21) 
The effect of increasing M in (2.20) is to relax the SPR condition (2.21) by increasing the SPR 
region. Figure 2.4 shows the SPR conditions for a IIR(2) channel, i.e. N =2 for M = 1 (standard 
ELS), M =2, M =4 and M =8. Also shown is the stability triangle, i.e., the region where C ( z-I) 
is stable. Figure 2.4 shows the benefit of working with M > 1 as far as the SPR condition is 
concerned. Notice that for large M, e.g. M =8, there can only be "marginal" failure of the SPR 
condition. 
2.2.3 Computational Complexity 
The cost for aT-length data sequence is: 
Recursive HMM estimator: 0 (N2 T) 
Relaxed SPR ELS: O«p + r + M)2 T). 
Total cost : 0 (N2 T) + 0 «p + r + M) 2 'f). 
Note if the standard ELS is used, M = 1. 
2.3 Convergence Results 
We have been unable to prove convergence of the HMM-ELS algorithm. Indeed proving con-
vergence is extremely difficult because any proof requires showing first that the filtered estimate 
Q:k is exponentially stable. This itself has not been proved in the literature yet for most general 
conditions, although in Chapter 8 of this thesis, sufficient conditions for the exponential stability 
of filters for HMMs have been derived for the case when N = 2. 
However, we list here convergence results under the following special cases: 
If the Markov chain was estimated without any errors, i.e., ek=O in (2.15) then the ARMAX 
model (2.17) becomes an output-error model with C(z-I) =D(z-I) . We then have the following 
convergence results for the relaxed SPR ELS algorithm; see [5] for proofs. 
The following two theorems show that the relaxed SPR ELS algorithm gives consistent esti-
mates providing the SPR condition is satisfied and the input Markov chain is persistently exciting. 
Theorem 2.1 Consider the ELS algorithm (2.23) associated with the transformed signal model 
-'-
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(2.19). If M is chosen sufficiently large such that the SPR condition (2.21) is satisfied and if the 
input Sk is persistently exciting, then 
118 - Ok l12 = 0 (k-1log k) a.s. 
k 
L IWi - wi l2 = 0 (log >'max p,;l) 
i=l 
(2.26) 
Proof The proof is presented in [5] . The only condition to be checked in our case is that the input 
Markov chain Sk is persistently exciting. From [20], pg.73, Lemma 3.4.5, a input is (weakly) 
persistently exciting of order p, if its two sided spectrum if non-zero at p points or more. 
Our assumption in Sec. 1 that Sk is a homogeneous ergodic (more precisely "mixing" [22], 
pg.32-33) Markov chain ensures that Sk is persistently exciting. This is because a homogeneous 
Markov chain is ergodic iff it contains a single recurrent class of states that is aperiodic (Theorem 
3.2.5, pg.191, [18]). This, for example, precludes Sk being a constant valued process which is not 
persistently exciting. 
o 
Theorem 2.2 Consider the RLS algorithm (2.25) with signal model (2.17) under the relaxed SPR 
condition (2.21) where Wk is generated from the ELS algorithm (2.23). Then 
(2.27) 
Proof See [5]. o 
Remark: It should be pointed out in general Theorem 2.1 also requires that for persistence of 
excitation of the regression vector 1/Jk, the noise polynomial and input polynomial are coprime. 
This condition is automatically satisfied here since input polynomial (that multiplying Sk) is unity. 
We now give a design rule for selecting M in (2.20). The following theorem is proved in ([5]) . 
Theorem 2.3 Consider the polynomial D ( z-l) (=C( z- l) since Sk=Sk, Vk) 
r r 
D( z -l) =Ldi z- i=IICl- ZiZ-1) with do=1 (2.28) 
i=O i=1 
suchthat lzi l ::; R < Iforall i. Consider alsofor any Mapolynomialpair {Fd( Z-I) ,Gd(z-I)} 
, 
2.4 Simulation Studies of HMM-ELS algorithm 31 
with degrees M - I and r - I respectively, defined uniquely by the long division (2.20). Then 
there exists an integer Mo CR) such that for all M ~ Mo CR) the relaxed SPR condition (2.21) is 
satisfied. Moreover, Mo CR) can be defined as the smallest values of M such that 
M CM+2r) r R rCM+2r- I)r 2r - 1 < I , R < I CM+2r- I) r (2.29) 
The above theorem says that if the zeros of the coloured noise polynomial D Cz- 1) lie inside 
a circle centred at the origin of radius R, then selecting M =Mo CR) will always result in the SPR 
condition being satisfied. So MoCR) can be used as a design rule (albeit a very conservative rule 
[5]) for selecting M if apriori knowledge is available that the roots of D lie in a circle of radius R. 
If Assumption (2.13) holds 
Again Theorems 2, 3 and 4 hold. For persistence of excitation of the regressor, it is required that 
CCz- 1) and DCz- 1) are coprime. 
If C W k-l , ... , W k-p) = C W k-l , ... , W k-p) then it can be proved that the recursive EM algorithm 
is a Gauss Newton scheme for maximizing the Kullback information measure [4]. 
In the following theorem let 4> denote the true model. 
Theorem 2.4 The recursions (2.11) and (2.13) are derived by using a Gauss Newton algorithm to 
maximize the Kullback Leibler information measure J C4>(k» =E{log !CYkl4>(k» 14>}. Moreover, 
under sufficient regularity, 4>(k) --+ 4> a.s. and in mean square. 
Proof See [4]. Also see [16] for the regularity conditions required. o 
2.4 Simulation Studies of HMM-ELS algorithm 
In this section we present detailed computer simulation studies to evaluate the performance of 
our HMM-ELS algorithm. This section is organized as follows: We present simulation results 
for various I1R channels, including time-varying channels with over-sampled Binary Phase-Shift-
Keyed (BPSK) signal inputs which can be modelled as a 2-state Markov chain. We then show 
that the HMM-ELS equalizer also yields excellent estimates for higher order Markov inputs (3 
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and 5 states). The necessity of using a relaxed SPR ELS criterion in the HMM-ELS algorithm 
is illustrated. Finally, a comparison between the error probability in state-estimates as obtained 
via the standard HMM algorithm (which assumes the noise is white) and HMM-ELS algorithm is 
presented. 
For each of the channel models considered in this section, by replicating each simulation 
experiment 50 times, the mean estimate and root mean square (rms) error were computed as 
1 50 
mean estimate 
= 50~Ci 
,=1 
1 50 
= 50 ~(Ci - Ci )2 
,=1 
rms error 
In all cases initial channel estimates were chosen as cfO) =0. 
2.4.1 Blind Equalization of IlR channels for BPSK signalling scheme 
Consider a binary phase-shift keyed (BPSK) signal of the form (pp. 394-403 [24]) 
T 
St= E ak ITT. [t- (k - 1) Ts] cos( Ws t) 
k=1 
where Ts is the bit duration, ws=2, 7r ITs, ITT. is the "boxcar" function 
ITT. [t] ={ 1 
- 1 elsewhere 
(2.30) 
(2.31) 
(2.32) 
and eli is a 2-state Markov chain with levels { - 1, + I} and transition probability matrix V. To a 
good approximation [2], S k can be regarded as a 2-state Markov chain with q=( - 1,1)' and 
1 - all ) 
where 
a22 
1 - Vii 
a··=I---
n Ts 
(2.33) 
Thus oversampling (i.e. increasing the bit duration Ts) results in a diagonally dominant A. 
Accordingly, the results in this section are obtained by simulating a 2-state Markov chain input 
A= (0.9 0.1) , q= ( -11 ) 
0.1 0.9 
(2.34) 
--------~~----------------------~ ... 
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Also we chose M =2 and r=4. 
Mean estimate and nos error: Tables 2.1 , 2.2, 2.3 and 2.4 show the mean estimates and rms 
errors of the channel coefficient estimates for IIR(2), IIR(4) and IIR(8) channels respectively. 
For comparison, Table 2.2 also lists the corresponding estimates obtained via the standard HMM 
algorithm, which are seen to be unsatisfactory and get even worse with increasing noise. 
NoticethatdespitethefactthatthechannelsC=(0.8, -0.8)', (1.S , -0.9)', (O.S , -O.4)'in 
Table 2.1 are non-SPR, the HMM-ELS algorithm (with relaxed ELS algorithms) yields excellent 
estimates. Similarly all the channels in Tables 2.2 and 2.3 are non-SPR, still the estimates are 
excellent. 
Figure 2.S show how the estimates of the channel parameters converge with time for two 
different time-invariant IIR(4) channel models. The noise variance and the channel parameters 
are specified below each figure. 
Equalization of time-varying channel: Consider a jump time varying IIR(4) channel with 
coefficients 
c={ (-O.S -0.4 0.30.2)' 1 ~ k ~ 10000 (1.0 -0.90.7 -0.36)' 10000 < k ~ SOOOO and O"w=0.6. (2.3S) 
Figure 2.6 shows how the HMM-ELS algorithm tracks the channel coefficients for different 
forgetting factors. With no forgetting (A=1), the convergence is slow and the estimates do not 
converge to the true values even after SOOOO samples. Figure 2.6 also shows that by using a 
forgetting factor A=0.998 and A=0.99S, the convergence is significantly faster. As expected with 
increasing forgetting (smaller A), there is increasing local drift in the estimates around the true 
parameter values. 
Equalization of time-varying channel with time-varying input statistics: We consider the case 
where the channel coefficients as well as the Markov chain transition probabilities jump change 
as follows: 
c={ (-O.S -0.4 0.3 0.2)' 1 ~ k ~ IS000 (1.0 -0.9 0.7 -0.36)' IS000 < k ~ SOOOO 
all=O.S , a22=0.8 1 ~ k ~ IS000 
all=0.7, a22=0.6 IS000 < k ~ SOOOO 
(2.36) 
(2.37) 
Also O"w=0.6. Figure 2.7 show the time evolution ofthe channel and transition probability estimates 
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with different forgetting factors. 
Very low SNR performance: With increasing noise variance, the bias in the estimates increases 
as can be seen from the tables, particularly from table 2.3 as compared to table 2.2. However, 
since the SNR in typical communication systems is much higher than this example, the authors 
are confident of the performance of the HMM-ELS in such systems. 
2.4.2 HMM with higher number of states 
In this subsection, estimates obtained for Markov chains with higher number of states are presented. 
Recall that the computational cost is 0 (N2) which is much less than using a FIR channel 
approximation to the IIR channel, where the complexity is 0 (NP) for a jj length approximation. 
Three state Markov chains (N=3): Table 2.5 is for 3 different IIR(4) channels with M=2, r=6. 
/ , / , 
0.8 0.1 0.1 -1 
<7w =0.5, A= 0.1 0.8 0.1 , q= 0 (2.38) 
0.1 0.1 0.8 1 
\ ) 
Five state Markov chains (N =5): Figure 2.8 shows the channel estimates of an IIR(4) channel 
with M =2, r=6, 
/ , / , 
0.5 0.05 0.15 0.15 0.15 -2 
0.15 0.5 0.05 0.15 0.15 -1 
<7w=0.5 , A= 0.15 0.15 0.5 0.05 0.15 , q= 0 (2.39) 
0.15 0.15 0.15 0.5 0.05 
\ 0.05 0.15 0.15 0.15 0.5 2 
I I 
2.4.3 Comparative study of unrelaxed and relaxed SPR algorithms 
The HMM-ELS algorithm was applied to a non-SPR IIR(2) channel with C=( - 1 - 0.9)' 
( 
0.9 0.1) ( - 1 ) A= , q= , and <7w =1.0 
0.1 0.9 1 
(2.40) 
Figure 2.9 plots the channel coefficient estimates using the HMM-ELS algorithm with (i) standard 
(unrelaxed) ELS with r=2, (ii) standard overparametrized ELS with r=20 and (iii) relaxed SPR 
ELS algorithms r=4, M =2, respectively. Figure 2.9 shows that the bias in the estimates is 
... 
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quite large for the standard ELS scheme and reduces somewhat when overparametrization is 
applied. In comparison, the relaxed SPR algorithm performs extremely well to give an estimate of 
c= ( - 0.9493 - 0.84) '. Numerous simulations show that overparametrization does not always 
help and hence, relaxed SPR ELS algorithm emerges as the obvious choice. 
2.4.4 Error probability comparison with standard HMM algorithm 
Since one of the objectives of the HMM-ELS algorithm is to obtain the filtered state estimates, 
it is of interest to see how they are compared to state estimates as obtained via standard HMM 
algorithm assuming the actually coloured noise to be white. HMM-ELS algorithm performs 
substantially better than the standard HMM algorithm as is seen from Figure 2.10. The bit error 
rate (BER) is obtained as the fraction of number of errors out of 50000 sample points averaged 
over 50 simulation runs. The signal to noise ratio (SNR) is computed as 
SN R(dB) =-10IogO"~ (2.41) 
This is the normalized SNR (normalized wrt O"w=l) since the channel C=(0.6 - 0.50.3 - 0.16)' 
is fixed, and Markov chain has a fixed transition probability matrix. 
We do not study state estimation and error probabilities in detail because once the channel 
has been equalized by the HMM-ELS algorithm, various "standard" methods (such as Adaptive 
Viterbi type schemes) may be more suitable for data recovery. 
2.5 Comparison of HMM-ELS algorithm with other algorithms 
We now compare the HMM-ELS algorithm with a truncated FIR approximation algorithm and the 
Constant Modulus Algorithm (CMA). While comparing with CMA, i.i.d as well as Markov chain 
inputs are considered. 
2.5.1 Comparison of HMM-ELS algorithm with truncated FIR approximation 
As mentioned in Sec. I, it is possible to approach our equalization problem by approximating the 
IIR channel by a FIR channel and then estimating the FIR channel coefficients using the recursive 
EM algorithm as in [2]. We now compare this approach with the HMM-ELS algorithm. 
Consider the IIR(4) channel C=(-0.5 -0.4 0.3 0.2)' of Table 2.5. For the same data as 
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in Table 2.5, assuming a FIR(4) channel, we ran the recursive EM algorithm in [2] to estimate 
the FIR coefficients. The estimate of the FIR channel after 50000 points is 1 - 0.5559 z-I -
0.0446 z -2 + 0.4148 z- 3 - 0.3350 z-4. The equivalent IIR(4) channel obtained by long division 
is C =C-0.5559 -0.35360.1934 -0.0127)'. This estimate if much worse than the HMM-ELS 
estimate (see Table 2.5). 
To obtain better estimates, longer FIR channel approximations are required. This involves ex-
ponentially increasing computational cost; for a p length FIR approximation the cost is 0 CNP T) . 
This demonstrates the attractiveness of our HMM-ELS algorithm. 
2.5.2 Comparison of HMM-ELS algorithm with Constant Modulus Algorithm 
We now compare the HMM-ELS and CMA algorithms. We compare the mean and rms error of 
the channel estimates once the algorithms have converged. 
We do not compare convergence rates of the two algorithms because: (i) The convergence of 
the CMA is highly dependent on initial conditions. (ii) The convergence rate of the CMA can 
be drastically changed by choosing different step-sizes. Similarly by using different forgetting 
factors, the convergence rate of the HMM-ELS algorithm can also be changed. 
The CMA simulations were run for data lengths of 100, 000 points. Each simulation exper-
iment was replicated 50 times. Also the CMA was initialized at the true channel inverse, i.e., 
K (1 - CI .•• - cp )' where K is the scale factor so chosen that the variance of the output of the 
equalizer matches the known unit variance of the source. Notice that K will change as a function 
of channel and correlation. 
Markov chain input: Tables 2.6, 2.7 show the mean estimates and rms errors of the channel 
coefficient estimates using CMA for a Markov chain input. They are to be compared with Tables 
2. 1, 2.2 which show the corresponding results using the HMM-ELS algorithm. 
l .i.d input: Since CMA was originally designed for i.i.d data, it is worthwhile comparing the 
performance of HMM-ELS and CMA for i.i.d input (i.e. when aCi ,j) =1/N for all i, j). 
Table 2.8 shows the HMM-ELS parameter estimation error for i.i.d. data for an IIR(2) channel. 
Table 2.9 shows the parameter estimation errors obtained by CMA using the same input. 
Discussion: By comparing the tables, we conclude: 
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1. Even at high SNR the HMM-ELS algorithm yields significantly better estimates. 
2. At moderate to low SNR the rms errors from the HMM-ELS are orders of magnitude lower 
than CMA. (compare Table 2.2 with Table 2.7 when O"w=l). 
3. When the source is i.i.d instead of Markov, the CMA performance improves (compare Table 
2.9 with Table 2.6). However, HMM-ELS still performs significantly better than CMA (compare 
Table 2.8 with Table 2.9). 
2.6 Conclusions 
We have presented a sub-optimal computationally efficient recursive blind equalization algorithm 
for IIR channels with finite-state Markov inputs. The algorithm combines a Hidden Markov 
Model estimator with a relaxed SPR Extended Least Squares estimator and is termed the HMM-
ELS algorithm. Simulations show that the algorithm performs extremely well even in low SNR. 
It is also possible to treat the above equalization problem as a linear estimation problem with 
correlated noise (filtered Markov chain). Instrumental variable techniques [9] can then be applied 
. to effectively whiten this noise and then the channel coefficients can be estimated. 
We believe that similar combinations of cross-coupled linear estimators (e.g. Kalman filters) 
and non-linear estimators (e.g. HMM estimator) can be used for a variety of other problems like 
speech coding and pulse train de-interleaving. 
2.7 Tables and Figures 
The tables and figures referred to in Sections 2.4 and 2.5 are presented in this section. 
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c) 
C2 
C3 
C4 
c ) 
C2 
C3 
C4 
c ) 
C2 
C3 
C4 
Blind Equalization of IIR Channels 
true mean nns error 
ct 0.4 0.3526 0.0476 
C2 -0.6 -0.5629 0.0375 
true 
c) 0.4 
C2 0.5 
true 
c) 0.6 
C2 0.3 
mean nns error 
0.4783 0.0789 
0.4223 0.0785 
mean nns error 
0.6582 0.0593 
0.2422 0.0589 
true mean nns error 
c) 1.5 1.4988" 0.0041 
C2 -0.9 -0.8951 0.0062 
true mean nns error 
c) 0.8 0.7787 0.0220 
C2 -0.8 -0.7836 0.0176 
true 
c) 0.2 
C2 0.7 
mean nns error 
0.3046 0.1048 
0.5997 0.1045 
true mean nns error 
c) 0.5 0.4730 0.0286 
C2 -0.4 -0.3765 0.0280 
true mean nns error 
c) 1.0 1.0275 0.0285 
C2 -0.3 -0.3270 0.0283 
2.7 
Table 2.1 : HMM-ELS Parameter Estimation Error for IIR(2) Channel, N =2, O"w=0.6 
O"w=0.2 
true HMM-ELS stdHMM 
mean nns error estimate 
0.6 0.5981 0.0093 0.4931 
-0.5 -0.4973 0.0122 -0.3094 
0.3 0.2965 0.0194 0.1444 
-0.16 -0.1544 0.0366 -0.0907 
O"w=1.0 
true HMM-ELS stdHMM 
mean nns error estimate 
0.6 0.6037 0.0186 0.1895 
-0.5 -0.4697 0.0426 0.0204 
0.3 0.2577 0.0513 0.0164 
-0.16 -0.1540 0.0182 -0.0122 
O"w=O.4 O"w=l.O 
true HMM-ELS stdHMM true HMM-ELS stdHMM 
mean nns error estimate mean nns error estimate 
-0.5 -0.5119 0.0195 -0.3619 c) -0.5 -0.5082 0.0222 -0.1898 
-0.4 -0.3951 0.0135 -0.3303 C2 -0.4 -0.2996 0.1017 -0.1864 
0.3 0.3013 0.0096 0.2151 C3 0.3 0.2361 0.0661 0.0723 
0.2 0.2149 0.0386 0.0920 C4 0.2 0.1663 0.0424 -0.0068 
Table 2.2: HMM-ELS Parameter Estimation Error for IIR(4) Channel, N =2 
, .... 
2.7 Tables and Figures 
Ciw=1.4 Ciw=1.4 
true mean rms error true mean rms error 
Cl 0.6 0.6121 0.0514 Cl -0.5 0.4672 0.0511 
C2 -0.5 -0.4026 0.1258 C2 -0.4 -0.2685 0.1334 
C3 0.3 0.1703 0.1507 C3 0.3 0.1999 0.1030 
C4 -0.16 -0.1357 0.0459 C4 0.2 0.1314 0.0817 
Table 2.3: HMM-ELS Parameter Estimation for IIR(4) Channel, N =2 
true 
Cl 0.1 
C2 -0.6 
C3 0.59 
C4 -0.19 
Cs 0.07 
C6 -0.054 
C7 -0.012 
Cg 0.032 
true 
Cl 0.5 
C2 -0.8 
C3 0.95 
C4 -0.47 
Cs 0.17 
C6 -0.174 
Ciw =0.2 
mean rms error 
0.0982 0.0027 
-0.5967 0.0043 
0.5862 0.0053 
-0.1834 0.0090 
0.0624 0.0093 
-0.0485 0.0066 
-0.0171 0.0065 
0.0346 0.0039 
mean rms error 
0.4950 0.0052 
-0.7914 0.0102 
0.9405 
-0.4593 
0.1621 
-0.1698 
0.0123 
0.0148 
0.0138 
0.0101 
C7 -0.032 -0.0319 0.0074 
Cg 0.072 0.0706 0.0004 
true 
Cl 0.1 
C2 -0.6 
C3 0.59 
C4 -0.19 
Cs 0.07 
C6 -0.054 
C7 -0.012 
Cg 0.032 
true 
Cl 0.5 
C2 -0.8 
C3 0.95 
C4 -0.47 
Cs 0.17 
C6 -0.174 
Ciw =0.4 
mean rms error 
0.0803 0.0196 
-0.5683 0.0314 
0.5555 0.0323 
-0.1441 0.0460 
0.0233 0.0451 
-0.0242 0.0287 
-0.0347 0.0233 
0.0449 0.0137 
mean rms error 
0.4822 0.0236 
-0.7696 0.0421 
0.9320 0.0407 
-0.4675 0.0492 
0.1698 0.0510 
-0.1902 0.0388 
C7 -0.032 -0.0169 0.0349 
Cg 0.072 0.0620 0.0165 
Table 2.4: HMM-ELS Parameter Estimation Error for IIR(8) Channel, N =2 
true 
Cl 1 
C2 -0.9 
C3 0.7 
C4 -0.36 
mean 
0.9820 
-0.9086 
0.7208 
-0.3961 
rms error 
0.0212 
0.0202 
0.0276 
0.0377 
true 
Cl 0.6 
C2 -0.5 
C3 0.3 
C4 -0.16 
Ciw=0.5 
true mean 
Cl -0.5 -0.4944 
C2 -0.4 -0.3901 
C3 0.3 0.2806 
C4 0.2 0.1692 
rms error 
0.0117 
0.0180 
0.0222 
0.00323 
mean rms error 
0.5836 0.0194 
-0.5097 0.0220 
0.3104 0.0259 
-0.1753 0.0211 
Table 2.5: HMM-ELS Parameter Estimation Error for IIR(4) Channel, N =3 
39 
I 
I 
I 
I 
I 
I i 
I 
I 
I 
i 
; 
! 
i 
! 
I 
I 
I 
! i 
I 
! 
I 
I 
-40 
Cl 
C2 
Blind Equalization of llR Channels 
true mean nTIS error 
Cl 0.4 -0.3771 0.7789 
C2 -0.6 -0.6513 0.0677 
true 
Cl 0.4 
C2 0.5 
true 
Cl 0.6 
C2 0.3 
true 
Cl 1.5 
C2 -0.9 
mean nTIS error 
-0.0240 0.4242 
0.8139 0.3142 
mean nTIS error 
-0.0690 0.6691 
0.8414 0.5416 
mean nTIS error 
1.1153 0.3881 
-0.8074 0.0973 
true mean nTIS error 
Cl 0.8 0.1841 0.6180 
C2 -0.8 -0.7670 0.0614 
true 
Cl 0.2 
C2 0.7 
mean nTIS error 
0.0174 0.1830 
0.7927 0.0942 
true mean nTIS error 
Cl 0.5 -0.9368 1.4385 
C2 -0.4 -0.7330 0.3360 
true mean nTIS error 
Cl 1.0 -3.0463 4.0545 
C2 -0.3 -3.1359 2.8477 
Table 2.6: CMA Parameter Estimation Error for IIR(2) Channel, N =2, O'w=0.6 
O'w=0.2 O'w=1.0 
true mean nTIS error true mean nTIS error 
Cl 0.6 0.1704 0.4300 Cl 0.6 -1.9175 2.5263 
C2 -0.5 -0.2059 0.2943 C2 -0.5 -2.3782 1.9051 
C3 0.3 0.0736 0.2265 C3 0.3 -1.7365 2.0514 
C4 -0.16 -0.0891 0.0712 C4 -0.16 -1.1848 1.0304 
O'w=0.16 O'w=1.0 
true mean nTIS error true mean nTIS error 
Cl -0.5 -1.6764 1.1982 Cl -0.5 -1.2577 0.7994 
C2 -0.4 -5.6491 5.3053 C2 -0.4 -1.7417 0.3890 
C3 0.3 3.9455 4.2730 C3 0.3 -1.6927 2.0125 
q 0.2 2.8070 3.0265 C4 0.2 1.3354 1.5452 
Table 2.7: CMA Parameter Estimation Error for IIR(4) Channel, N =2 
true mean estimate nTIS error true mean estimate nTIS error 
0.6 0.5864 0.0152 Cl 1.0 0.9485 0.0524 
0.3 0.3134 0.0151 C2 -0.3 -0.2485 0.0524 
Table 2.8: HMM-ELS PerfonTIance for i.i.d input and IIR(2) Model, N =2, O'w=0.6 
true mean estimate nTIS error true mean estimate nTIS error 
CI 0.6 0.5277 0.0762 Cl 1.0 0.7224 0.2804 
C2 0.3 0.3499 0.0534 C2 -0.3 -0.0712 0.2317 
Table 2.9: CMA PerfonTIance for i.i.d input with IIR(2) Channel, N =2, O'w=0.6 
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I. 
Chapter 3 
Estimation of Markov-modulated 
Time-series 
3.1 Introduction 
IT n this chapter, we consider the estimation of various Markov-modulat.ed time-series. In Section 
Jl 2, we present an off-line EM algorithm to estimate Markov-modulated Auto-regressive with 
exogenous input (ARX), Moving average with exogenous input (MAX) and Auto-regressive 
moving average (ARMA) time-series. In section 3, we present a recursive on-line EM algorithm 
to estimate these time-series. Section 4 presents some simulation studies and Section 5 contains 
the plots pertaining to the simulation studies. 
Signal Model: Let S k denote a N s-state irreducible Markov chain with states {I , 2, ... , N s} 
with transition probability matrix II=(1rmn ), 1r mn=P(Sk+1 =nlsk=m) and initial state probability 
1r=(1rm ), 1rm =P(SI =m). Define the Markov-modulated polynomials A(z-I, Sk), B ( z-I, Sk) 
and C(z-I, Sk) as (where z- I denotes the delay operator and k denotes discrete-time) 
p 
A(z-I,Sk) = 1 + 2: ai (Sk) z-i 
i=1 
q 
B(z- I, Sk) = 1 + 2: bi (Sk) z-i 
i=1 
r 
C(z-I, Sk) = 1 + 2: Ci (Sk) z-i (3.1) 
i=1 
Let A(m)~(al(m)" a2(m) ... ap(m))',B(m)~(bl(m) b2(m) ... bq(m))' , 
c,. 
C (m) = (c I (m) C2 (m) ... Cr (m) )', m E {I, 2, ... , N s}. 
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In this chapter, we consider estimation of anyone of the following second-order stationary 
(see Remark 4 below) Markov-modulated time-series models: 
ARX : A ( z-' , Sk ) Yk=B( z-' , Sk) Uk + Wk; </>=(A(m) , B(m) , II , 0-2) (3 .2) 
MAX : Yk=B(z-' , Sk) Uk + C ( z-' , Sk ) Wk ; </>=(B(m) , C (m) , II , 0-2 ) (3.3) 
ARMA : A(z-') Yk=C( Z-' , Sk) Wk; </>=(A, C(m) , II , 0-2 ) (3.4) 
where Uk. Yk are the measured input and output at time k , Wk f"V white N (0, 0-2) is independent 
of Sk and </> is the parameter vector consisting of polynomial coefficients and Markov chain 
parameters. We assume Uk to be persistently exciting [4]. We also assume that A(Z-' , Sk) , 
B(Z-' ,Sk ) andC(z-' ,sk ) are coprime to each otherforeach m , mE {1 , 2, ... ,Ns }. 
Notations : Yk=(Y' , ... , Yk)T , Uk=(U, ... Uk)T, Sk=(S, ... Sk)T , Yl=(Yt ... Yk)T, 
Ut
k
= (Ut . .. Uk ) T and Zk=(Yk , Uk) where superscript T denotes transpose. 
Estimation Objectives: We use the Expectation Maximization (EM) algorithm [10] to obtain 
maximum likelihood (ML) estimates of </>, given YT, UT (when appropriate) in Section 2. Also 
based on the recursive EM algorithm [2], an on-line estimation scheme is presented in Section 3. 
Motivation and Applications: The models (3.2), (3.3) and (3.4) consist of parameter sets which 
are constant over segments with abrupt changes from segment to segment. The parameter sets 
are determined by the realization of a finite state Markov chain. Such so called "segmentation" 
models are used in econometrics, seismology, geology and image analysis (see [5] and references 
therein). 
In [5] , the EM algorithm and a recursive EM algorithm are used to estimate Markov-modulated 
AR processes which is a special case of our model (3.2) with B=O. The three models we consider 
can be regarded as an extension of the work in [5] . 
Our model can be also viewed as a random coefficient time-series. These are used to model 
the stochastic stability of short run market equilibrium under variations in supply (see [9] and 
references therein). Markov-modulated models are also used in econometrics [6], failure detection 
[7] etc. 
Remark 1: Models (3 .2); (3.3) or (3.4) are special cases of the Markov-modulated ARMAX model 
(3 .5) 
... 
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However, unlike (3.2), (3.3) and (3.4), ML estimation of (3.5) is computationally prohibitive since 
it requires computing probability density functions over all N; realizations of a Ns state T point 
Markovchain. We do not deal with estimating (3.5) here. For similar reasons, we forbid A(z-l) in 
(3.4) to be Markov-modulated. Various SUboptimal techniques for estimating Markov-modulated 
ARMAX models exist in the literature [11], [3]. 
Remark 2: As a more generalized model, one can have A(z-l , Sk), B( z-l , tk) and C(z-l , Tk) 
modulated by three independent Markov chains Sk, tk, Tk. Here, we consider the special case 
Sk=tk=Tk for notational simplicity, though our approach can be easily extended. Another ob-
vious extension is to consider polynomials A(z-I , Sk), B( z-I,Sk) and C( z-I , Sk) where 
Sk=(Sk, Sk-l, . .. , Sk-p)' is a vector state Markov chain. 
Remark 3: State estimates of Sk are obtained from the E-step of the EM algorithm. 
Remark 4: Deriving stationarity criteria for Markov-modulated time-series is a difficult problem. 
For example, two switching, separately second order AR stationary processes can result in an 
unstable system - whereas two individually unstable AR processes can be stabilized when allowed 
to switch according to a Markov regime. For sufficient conditions on the second-order stationarity 
of Markov-modulated time series, see [8], [5]. 
3.2 ML estimation via EM algorithm 
3.2.1 Markov-modulated ARX estimation 
The EM algorithm for estimating ¢> in (3.2) involves two steps, E-step and M-step. 
E Step: Following [3], the expectation of the log-likelihood function of aT-point "complete" 
data sequence MT=(YT , UT, ST) defined as Q(¢>(l),¢»~ E{lnf(MTI¢» IZT,¢>(l)} can be 
written as 
T-l N. N. N. L L L~k(m,n) Inll'mn + L "Yl(m) Inll'm (3 .6) 
k=l m=l n=l m=l 
where 
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,kem) is computed via the "forward backward" procedure [1] as 
N. 
,k(m) = Qk(m) f3k(m) i'L Qk (m) f3k(m) 
m=1 
where Qk (m) and 13k (m) are calculated recursively as 
N. 
Qk(m) =LQk-l(n) anmbm(Yk) 
n=1 
and 
N. 
f3k(m) =L amnbn (Yk+l) f3k+l(n) 
n=1 
Here 
¢}I) is the ~stimate of the parameter vector at the l-th iteration assuming the iteration procedure 
starts with an initial estimate <1>(0) • 
M Step: This step involves computing argmax.pQ (<1>(1) ,<1». This yields 
1 T-I N. 
(12= T _ 1 L L ,k(m) (A(z-I, Sk) Yk - B(z-I, Sk) Uk)2 (3.7) 
k=1 m=1 
where Ra (m) E RPxp with elements 2:I;j1 'k em) y(k - i) y(k - j), i,j E {I, 2, ... ,p}, 
Rb(m) E Rqxq with elements 2:I=il ,k(m) u(k - i) u(k - j) , i,j E {I, 2, ... , q}, 
Va (n) E Rq with elements 2:I.il ,ken) (Yk - B(z-I, Sk) Uk) Yk-i, i E {I, 2, ... ,p} and 
vb(n) E Rq with elements L:I .. il ,ken) (A(z-I, Sk) Yk - Uk) Uk-i, i E {I, 2, ... , q}. 
3.2.2 Markov-modulated MAX estimation 
The MAX model (3.3) can be written in equivalent ARX form as A' (z-I, Sk) Yk=B' (z-I, Sk) Uk + 
ek where A' ( z-I, Sk) is "sufficiently" long enough (see Remark below) to ensure that ek is almost 
white and B'(z-I,Sk) =A'(Z-I,Sk) B(z-I,Sk)' Also let A'(m) and B'(m) be the vectors 
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containing the coefficients of A' ( z- I , Sk) and B' (z- I , Sk), m E {I, 2, .. . , N
s
}, respectively. 
EM algorithm: After estimating A' (m) and B' (m) by the above EM algorithm in Section 2.1, 
B(m) can be estimated by polynomial division. To estimate C(m) in (3.3), a set of inverse 
Yule- Walker equations has to be solved (see pg 291, [4]) which are 
r 
(It (m) + LCi (lt- i (m) =0 t ~ 1, mE {1 , 2, .. . ,Ns } 
i=1 
(3.9) 
where (It(m) , t > can be estimated from the coefficients of A' ( z-I , Sk) as 
II ( ) - ,\,pl_t I ( ) I ( ) h A' (-I ) ,\,pl I ( ) - i I 1 Ut m -~i=O ai m ai+t m were z ,Sk =~i=Oai m z , ao= . 
Remark: The order p' of A' ( z-I , S k) has to be large enough to be a good approximation of 
llC ( z-I , Sk) in (3.3), see [4], pp. 291. For rigourous details see Theorem 8.3.1 in [12], pg.246 
where it is proved that for weak consistency p' should be chosen as 0 (T I/ 3) . 
3.2.3 Markov-modulated ARMA estimation 
Since·A in (3.4) is no longer Markov-modulated, it can be estimated via the Yule-Walker equations 
p 
Tft + L aiTft-i=O t ~ r + 1 
i=1 
where Tft=E [YkYk-t] (see pp 289, [4]). 
(3.10) 
EM algorithm: Rewrite (3.4) as A(z-I) A'(z-I,Sk) Yk=ek where ek and A'(z-I,Sk) are 
as defined in Section 2.2. After obtaining an estimate of A ( z-I) A' ( z-I , Sk) via EM, dividing 
A(z-I) by A(z-I) A'(z-I, Sk) gives an estimate of C(z-I, Sk) and hence C(m), m E 
{1 ,2, ... ,Ns }. 
Remark: C CZ·-I , Sk) could be also estimated by solving the inverse Yule-Walker equations 
(3.9) for t ~ P + 1. However, simulations show that the above technique yields better results. 
3.3 On-line Estimation via the Recursive EM algorithm 
For brevity; we mention the relevant estimation equations only (for motivation and details of the 
recursive EM algorithm see [2] and the references therein). 
Define <Pk as the estimate of the model <P at the k-th time instant and ~k=(<PI, ... ,<Pk) . 
Following [2], our recursive EM algorithm based on maximizing the Kullback-Leibler infonnation 
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measure is 
(3.11) 
where h+1 ( <Pk) is the Fisher information matrix (FIM) of the complete data Mk, given by 
and S ( <Pk, Yk+I) is the score vector defined as 
Remarks: 
1. Exponential forgetting can be used in updating the FIM as follows (AF= 1 means no forgetting): 
(3.12) 
where AF is the forgetting factor and Vk+l is that part of the FIM computed at time k + 1. 
2. In the ARMA estimation problem, A ( z-I) is estimated by the recursive version of the Yule-
Walker equations described in Section 2 with an appropriate forgetting factor Ayw. 
3.4 Simulation studies 
We present 2 examples, with Ns=2, 11"11=11"22=0.9 and Uk uniformly distributed in (0, 1) (where 
applicable). 
ML estimation via EM algorithm 
Results: For 50000 data-points: 
1. MAX: The true parameter vector <Po=(BO)' ,C 0)' ,B(2)' ,C (2)' , 11"11 11"22 0-2 ) 
= «0.80.3) , (0.50.3) , (0.50.1) , (- 0.4 0.2) , 0.90.90.25). 
After 50 passes. we obtained 
<p(SO) = «0.78410.2882), (0.47560.2972), (0.47400.1189), 
I~--------------------~-'------------------------------------------------------.-... ~ .... 
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( - 0.38200.2043) , 0.90660.91560.2586) 
2. ARMA: The true parameter vector <1>0= (A' , CO)' ,C(2)' ,11" 1111"22 0-2 ) =« - 1.00.3) , 
(0.50.3) , (- 0.4 0.2) , 0.90.90.25) . 
<1>(50)=( ( - 1.0037 0.3078) , (0.4795 0.2892); (- 0.3955 0.2162) , 0.9099 0.9087 
0.2525) . 
On-line estimation via recursive EM algorithm 
We present simulation results for estimation of a jump time-varying MAX model and a jump 
time-varying ARMA model. 
1. MAX: Consider ajump time-varying 100000 point Markov-modulated MAX model with 
0-2=1 and 
BO) = (0.80.3)', B(2) =(0.5 O.l)' ) C(l) =(0.50.3)' ) C(2) =( - 0.4 0.2)' 
t ~ 20000 
BO) = (0.50.9)', B(2) =( - 0.60.4)') CO) =(0.70.5)' , C(2) =( - 0.20.5)' 
t > 20000 (3.13) 
Figure 3.1 shows the time evolution of the estimates of the MAX parameters starting 
with initial estimates which are equal to the true parameter values. Figure 3.2 shows the 
time evolution of the estimates when the estimation procedure starts with arbitrary initial 
estimates. 
2. ARMA : Consider a jump time-varying 100000 point Markov modulated ARMA model 
with 0-2= 1 and 
A=(0.8 - 0.5)' , C(l) =(0.50.3)', C(2) =( - 0.4 0.2)' t ~ 20000 
A=(0.5 - 0.8)', C(l) =(0.70.5)' , C(2) =( - 0.20.5)' t > 20000 
(3.14) 
Figure 3.3 shows the time evolution of the estimates of the ARMA p parameters when the 
estimation procedure is initialised with true parameter values. Figure 3.4 shows the time 
evolution of the estimates when the estimation procedure is initialised with arbitrary initial 
estimates. 
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In our simulation, >'F=O.9999, >'yw=O.9999 and p'=15. We do not assume any a-priori knowledge 
in the parameter values and initial conditions may be arbitrary. To avoid the effect of the initial 
transients on the parameter estimates due to insufficient data, estimation starts after the first 2000 
points during which period the FIM is only updated. 
Remark: The convergence proof of the recursive EM algorithm for HMMs is an open problem. 
Simulation studies show that the larger (12 is, the slower the convergence. It is seen from the figures 
that the estimates are close to the true values after a few thousand data points. 
3.5 Figures 
In this section, we present all the figures concerning the simulation results. 
1~--~--~--~----~--~ 
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Chapter 4 
Risk-sensitive Estimation 
4.1 Introduction 
O ptimal linear stochastic estimation theory, which is known as Kalman filtering theory, has been dominant for the past two decades. In application to Gauss-Markov systems, it 
achieves the conditional mean estimate, being at the same time the minimum variance estimate and 
indeed also the maximum-likelihood estimate [1]. The term minimum variance estimate implies 
the minimization of the energy of the estimation error, or the squared filtering error. Of course, 
minimum variance estimation can be achieved also for nonlinear stochastic systems via infinite-
dimensional filters in general. A more general estimation problem is minimizing the exponential 
of the squared filtering error, or its expectation, thus penalizing all the higher order moments 
of the estimation error energy. This problem is termed the risk-sensitive fiLtering problem, in 
analogy with a corresponding risk-sensitive control problem. Risk-sensitive filtering also makes 
connection with the so-called H 00 filtering problem. The index of the exponential is usually 
weighted by a risk-sensitive parameter which exaggerates the error when the risk is high due 
to plant and noise uncertainty, so that risk-sensitive filtering allows a trade-off between optimal 
filtering for the nominal model case and the average noise situation, and robustness to worst-case 
noise and model uncertainty. When this risk-sensitive parameter approaches zero, the filter is the 
optimal L2 filter, termed here risk-neutralfilter. 
The risk-sensitive filtering problem has been addressed for linear Gauss-Markov signal models 
in [2]. The optimizing estimate is derived from a linear filter. In fact, it is an Hoo filter. Off-line 
Riccati equations are solved to achieve the filter gain which becomes the so-called Kalman gain 
when the risk-sensitive parameter approaches zero. Risk-sensitive control problems are relatively 
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more abundant in literature [5] [6] [7]. Recently a solution to the output feedback problem for linear 
and nonlinear discrete-time systems using information state techniques has been proposed in [8] 
[4]. Also, tracking problems for the linear, exponential, quadratic index case have been solved in 
[4]. The feedback and feedforward gains for the information state in this case require the solution 
of a backwards Riccati and linear equation, analogous to the standard Linear Quadratic Gaussian 
(LQG) tracking problem solution. The derivation techniques are based on a reference probability 
method. The risk-sensitive filtering problem is similar in nature to its control counterpart, and it 
makes sense to ask whether there are corresponding nonlinear stochastic risk-sensitive filtering 
results. Instead of solving a backward dynamic programming to obtain a sequence of admissible 
controls, we can, at each time point, calculate the filtered estimates recursively in the forward 
direction based on the observations available to that point. This is a more natural approach than 
the backward dynamic programming approach taken in [2]. Risk-sensitive filtering problems are 
closely connected with Hoo filtering theory developed in [9] [10]. This relationship has been 
explored for general nonlinear signal models in Chapter 6. It has been shown that in the small 
noise limit risk-sensitive filters have an interpretation in terms of a deterministic worst-case noise 
estimation problem given from a differential game. 
In this chapter, we consider quite general stochastic nonlinear state-space signal models, 
involving information states, and derive, in the first instance, information state filters based on 
the risk-sensitive cost index. These filters are linear and infinite-dimensional. The optimizing 
estimate is then given as the minimizing argument of a particular integral, which is of course, 
infinite-dimensional. More specifically, the linear Gauss-Markov model is treated as a special 
case, and the same results as in [2] are obtained. Backward filters and fixed-interval smoothing 
results are given for all the signal models. Risk-sensitive filtering and smoothing results for Hidden 
Markov Model (HMM) with finite-discrete states are given in Chapter 5. 
The derivation techniques used here are different than the ones used for earlier filtering results 
in [2] but similar to those used for the control results in [4]. This measure change technique has 
been proposed and developed in [3]. It is based on Girsanov's Theorem, Kolmogorov's Extension 
Theorem, and Fubini's Theorem. The preliminary task is to define a new probability measure 
where the observations are independently identically distributed (i.i.d). Then, one can reformulate 
the optimization problem in the new measure to obtain the recursions in the information state, 
the expression for the optimizing filtered estimate, and also density functions of the smoothed 
estimates by using and exploiting the independence of the observations. Solving the problem in 
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the new measure is equivalent to solving the problem in the old measure as long as a restriction 
is set on a certain Radon-Nikodym derivative described. Moreover, it is shown that known risk-
neutral filtering results can be recovered from the risk-sensitive results as a special case when the 
risk-sensitive parameter tends to zero. 
In Section 2, we describe a nonlinear stochastic state space model, formally define the risk-
sensitive filtering problem, and then deal with the change of measure and reformulation of the 
problem in the new probability measure to achieve the filtering and smoothing results. Section 
3 specialises the results of Section 2 to achieve linear risk-sensitive filters and smoothers. In 
Section 4, we introduce a more general nonlinear signal model and briefly talk about the measure 
change technique and state the filtering and smoothing results. Section 5 presents the connection 
between risk-neutral and risk-sensitive filtering and Section 6 presents some concluding remarks. 
In Appendix A, we provide proofs for the two theorems concerning the linear stochastic state-space 
model. 
.4.2 Nonlinear Discrete-time State Space Model 
In this section, we consider a nonlinear stochastic state-space model. We first introduce the 
measure change technique and reformulate the problem in the new probability measure. Next, we 
present an infinite-dimensional linear recursion for the information state and express the optimizing 
state estimate in terms of an integral involving this information state. Finally, smoothing results 
are presented. 
4.2.1 Signal Model 
We consider the following discrete-time state-space model defined on a probability space 
(n,F , P) : 
Xk+l=A(Xk) + W k+l 
Yk= C (Xk) + Vk (4.1) 
where Wk E R n, Vk E RP , X k E R n and Yk E RP. Here, Xk denotes the state of the system, Yk 
denotes the measurement, Wk and Vk are the process noise and measurement noise respectively. 
The vectors A (Xk) and C (Xk) have entries which, in general, are non-linear functions of Xk and 
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k E {O, I , ... ,T}. We assume that wk ,k E Nhasadensityfunction 1jJkand vk, k E Nhasa 
strictly positive density function <Pk. The initial state Xo or its density is assumed to be known and 
Wk is independent of Vk. 
Remark 4.1 The assumption that Vk and Wk are independent is not a restrictive one. But we 
introduce that assumption in order to simplify the subsequent analytical treatment. 
4.2.2 Problem Definition 
~ ~{} 0 ' Define Xk - {Xo, Xl, ··· , xd , Yk - Yo , Yl , ·· ., Yk , the a-field generated by Yk as Y k and the 
a -field generated by Xk and Yk-l by 92. The corresponding complete filtrations are denoted as 
Yk and 9k respectively. We define xtit as the estimate of the state Xt given Yt , and work with 
recursive estimates which update xtit from knowledge of Xk-llk-l , k=l , 2, . . . , t. 
Now, recall that minimum variance estimate is defined by 
= argminE [-21 (Xt - 0' Q( Xt - 0 I Y t] (4.2) 
{ ERn 
= arg~E [~{~(Xk - x kl k)' Q( Xk - xklk) +(Xt - 0' Q(Xt - 0 } I Yt] (4.3) 
{E R k=l 
where Q 2:: 0. The equivalence of these two optimization tasks is well known and follows from the 
linearity property of the expectation operator. One risk-sensitive generalization of this problem 
that is perhaps very apparent is to find xtit' such that 
Xtlt E arg min E[ exp{ -2(} (X t - 0' Q( Xt -~)} I Ytl { ERn (4.4) 
where () > ° is the risk-sensitive parameter. This generalizes the first optimization task of (4.2) 
to the risk-sensitive case. This problem has been solved for continuous-time and discrete-time 
nonlinear and linear signal models in in Chapter 6.. It has been shown there that for the linear 
Gaussian signal model, this is identical to the minimum variance estimate or the Kalman filter. 
We concentrate on a related risk-sensitive estimation problem which has been solved for the 
linear Gaussian signal model in [2]. The problem objective is to determine an estimate xtit of Xt 
such that 
Xtit E argmin Jt <0, 'cft=O, 1, ... , T 
( 
(4.5) 
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where 
Jt(O =E[{}exp({}wo,t(O ) lytJ (4.6) 
is the risk-sensitive cost function. Here, 
(4.7) 
where 
. 1 n 
Wm,n="2 L (Xk - xkjk)' Qk(Xk - Xklk) 
k=m 
Assume Q k > 0. This risk-sensitive index generalizes the second optimization task of (4.3) to the 
risk-sensitive case. 
Remark 4.2 Observe that for both the risk-sensitive tasks (4.4) and (4.5), in the limit as {} -+ 
0, minimum variance estimation is recovered. Otherwise, the two optimization tasks are not 
equivalent in general. 
4.2.3 Change of Measure 
Define 
>-k= <P(Yk - C(Xk) ) 
<P(Yk) 
A new probability measure P can be defined where YI, lEN are independent with density 
functions <PI and the dynamics of x are as under P. 
By setting the restriction on the Radon-Nikodym derivative ~~ 10k =Ak, the measure P can 
be defined starting with P. The existence of P follows from Kolmogorov's Extension Theorem 
[3] . 
Lemma 4.1 Under P , the { VI}, lEN, are independently identically distributed having densities 
Proof This is a special case of the more general proof of Lemma 4.6. o 
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4.2.4 Reformulated Cost Criteria 
In this section, we will work under measure P, where Yk , kEN is a sequence of independent 
real random variables with densities <Pk and Xk+1 =A ( Xk ) + Wk where Wk, kEN are independent 
random variables with densities 'ljJk . 
Remark 4.3 It should be noted at this point that a similar measure change can be applied for 
the state variable Xk and another new measure F can be defined where both { Xk} , {Yk } , kEN 
are sequences of independent random variables having densities 'ljJk and <Pk, respectively, and are 
mutually independent. We will consider this measure when we deal with the special case of linear 
signal models in Section 4.1. In the present section for simplicity we work under P rather than 
F. 
From a version of Bayes' Theorem, our cost-index becomes 
E [() «()W «()) IY] = E LAt() exp«()wo,t «() ) IYt] 
exp O,t t E [AtlYt] (4.8) 
where E denotes expectation under P. Hence, our problem objective becomes to determine an 
Xtlt such that 
(4.9) 
4.2.5 Recursive Estimates 
Definition 4.1 Define ll'klk-I (x) as the unnormalized density function such that 
(4.10) 
Remark 4.4 Note that ll'klk-I (x) dx can also be interpreted as an information state [13] . It can 
be considered as the information state of an augmented plant where the state includes the actual 
state of the system and part of the risk-sensitive cost. For details and the outline of an alternative 
treatment of our problem, see Chapter 6. 
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Lemma 4.2 The information state Cik (X) obeys the following recursion 
(4.11) 
Proof Suppose j : R n -+ R is any Borel test function. Then, using Definition 4.1, we have 
= E[j(Xk+l) ).k exp(OWk,k ) Ak_lOexp(OWO,k_l) IYk] 
- ¢ k(Yk- C (X k)) (1 . , . ) 
= E[j( A ( Xk) + Wk+l) ¢k(Yk) exp iO(Xk - xklk) Qk(Xk - xklk ) 
Ak-IO exp(OWo,k-l) IYk] 
- r ¢k(Yk-C(Xk)) (1 . , . ) 
= E[ J
R
" j(A ( Xk) + w) ¢ k(Yk) . exp iO( Xk - xklk) qk(Xk - x kl k ) . 
Ak_ lOexp(O~o,k-l) 1/Jk+l (w) dw lYk-d 
= 1 r r j( A ( z ) + w) ) ¢ k(Yk - C(z ) ) exp (-21 O(z - x klk)' Q k ( Z - xklk ) ) 
¢ k (Yk) JR" JR" 
1/Jk+l (w) Ciklk-l ( z ) dwdz 
= ¢k(lYk)~"~" j(O ¢k(Yk - C(Z) ) exp (~O(Z - Xk)' Qk(Z - Xk) ) 
1/Jk+l(D(~,z)) Ciklk-l(Z) d~dz (4.12) 
where ~=A(z ) + w , such that w=D(~ , z ) =~ - A(z ) , z=z and dwdz=IJ(~ , z ) I d~dz. Here 
IJ (~, z ) 1= det 
OW ow 
8[ a.; 
oz 
o{ 
oz 
oz 
=1 
Since this identity holds for every Borel test function j, we have 
1 r ¢k(Yk - C ( Z) ) exp (-21 O( z - x klk)' Q k ( Z - Xklk)) 
¢ k(Yk) JR" 
X1/Jk+l (D (x , z ) ) Ciklk-l ( z ) dz (4.13) 
o 
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Remark 4.5 Supposing 71'o( z ) is the density function of Xo, so for any Borel set A ERn, we 
have 
P(xo E A) =p(xo E A) = fA 71'o(z) dz . Then QOI-l ( z ) =7I'0( z ) and all the subsequent estimates 
follow from Lemma 4.2. 
Remark 4.6 It should be noted here that the recursive information state filter, giving Qklk-l (x), 
in terms of Qk-lIk-2 (x) is linear and infinite-dimensional. 
Theorem 4.1 The optimal xtit can be expressed as 
- . i <Pt(Yt-C(z)) 1 , 
XtltE argmrn Qtlt-l( Z) <p() exp(-2(J( z -() Qt( z -())dz 
( Rn t Yt 
(4.14) 
Proof 
(using the definition of Qklk-l (x)) . Using (4.9), we have (4.14) which completes the proof. 0 
Remark 4.7 The integrability of the integrands in Lemma 4.2 and Theorem 4.1 has been assumed. 
A necessary condition for this is that (J should be sufficiently small. Of course, in the risk-neutral 
case, the optimal estimate becomes the conditional mean estimate and its density becomes the 
conditional probability density. For the linear Gauss-Markov signal model case, the integrability 
condition simplifies to requiring the existence of the solution of a Riccati equation, which is 
guaranteed for (J sufficiently small. See Remark 4.9 for details. 
4.2.6 Smoothing ' 
In this section we obtain the density function of the smoothed state estimates from a fixed 
set of observations YT= (Yo, ... , YT) ' . We assume knowledge of the optimal filtered estimates 
X T= (xolo, ... , xTIT) '. This smoothing is essentially an off-line processing and technically known 
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as fixed-interval smoothing. We will also define X~=(xmlm,"" xnln) and Am,n=IIk=m).k. 
These definitions will apply to the smoothing theory for the linear signal model and the more 
general non-linear model discussed later, irrespective of the definition of ).k. Now, we will 
define the unnormalized density of the smoothed estimate 'Yk,T(X) and the backwards filtered 
unnormalized density (or backwards information state) f3 k,T ( x ) defined as follows. 
Definition 4.2 
'Yk,T(X) dx=E[AT(}exp«(}~o,T) I(xk E dx) IYT] 
Lemma 4.3 The process f3k,T(X) satisfies the/ollowing backward recursion 
where 
<PT(YT-C(X)) () A 'Q ( A )) f3TT(X) = exp(-(x-XTIT) T X-XTIT 
, <!>T(YT) 2 
Proof 
= E [).k exp«(}~ k,k) Ak+l,Texp«(}~k+l,T) IXk=X, YT] 
- <Pk(Yk-C(Xk)) () A 'Q ( A )) 
= E[ () exp( -2 (Xk - xklk) k Xk - xklk 
<Pk Yk 
E[Ak+l,Texp«(}~k+l,T) IXk=X,Xk+hYT] IXk=X,YT] 
= E[<Pk(Yk - C(Xk) ) exp(~(xk - xklk)' Qk(Xk - xklk) ) f3k+l,T(Xk+l) IXk=X , YT] 
<Pk(Yk) 2 
- <Pk(Yk-C(Xk)) () A )'Q ( A )) 
= E[ exp(-(Xk - Xk lk k Xk - Xklk 
<Pk(Yk) 2 
f3k+l,T(A(Xk) + Wk+l) IXk=X , YT] 
<Pk(Yk-C(X)) () A )'Q ( A )) 
= exp(-(x - Xk lk k x - Xklk 
<Pk (Yk) 2 
x { 1/Jk+l (~ - A(x) ) f3k+l,T(O d~ JR" (4.17) 
I 
I 
I 
; 
i 
: 
I 
I 
! 
I 
I 
I 
! 
I 
I 
i 
I 
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o 
Theorem 4.2 The unnormalized density function of the smoothed estimate "Yk,T (x) can be ex-
pressed as 
Proof Suppose! : R n ~ R is a Borel test function. Then we can write, 
= E[Ak_lBexp(BWo,k_l) !(Xk) Ak,Texp(BWk,T) IYT] 
= E[Ak_lBexp(BWo,k_l) !(Xk) E[Ak,Texp(BWk,T) IXk,YT] IYT] 
= E[Ak-IBexp(BWo,k-l) !(Xk) f3k,T(Xk) IYT] 
= kn le x ) Qklk-l (x) f3k,T(X) dx 
(by using Definition 4.1). Since! is an arbitrary Borel test function, we have 
4.3 Linear Discrete-time Signal Model 
(4.18) 
(4.19) 
o 
In this section, we consider special case of the signal model described in Section 2, namely, the 
linear discrete-time stochastic signal model described below: 
(4.20) 
Since this is just a special case of the non-linear signal model, we will not reiterate all the details 
about this signal model which have been already given in Section 2. In addition, we will assume 
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that Wk, kEN has a strictly positive density function 7/Jk "" N (0, Wk) and Vk, kEN has a 
strictly positive density function <Pk "" N (0, Vk) where Wk > 0, Vk > 0. 
4.3.1 Change of Measure and Reformulated Cost-criteria 
The fundamental problem objective remains the same as stated in Section 2.2. But, as it has been 
mentioned in Remark 4.3, we will introduce another measure change for the state process Xk, 
such that under the new measure P, we have {Xk} , {Yk}, kEN as two mutually independent 
sequences of i.i.d random variables, Xk distributed with a density function7/Jk and Yk distributed 
with a density function <Pk. 
Define 
where 
and fLo is assumed to be known. By setting!ll;p =1'k, P can be recovered from P. It can be 
d lek 
proved [3] that under P, Wk is i.i.d with density 7/Jk. 
By a version of Bayes' Theorem, we can write 
where E denotes expectation under P. It can be proved [3] that E [1' t I}lt] = 1. 
Hence, our reformulated problem objective is to determine an Xt such that 
Xt=argminE[1'tAtOexp(01lfo,t(O) lytJ 
( 
4.3.2 Recursive Estimates 
(4.21) 
(4.22) 
Definition 4.3 Define the measure O!klk-l (x) as the unnormalized density function such that 
(4.23) 
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Lemma 4.4 The information state 0W.-I (x) obeys the following recursion: 
1> (1 ) r 1/Jk+1 (x - AkZ) 1>k(Yk - Ck(Z) ) 
k Yk JRn 
4.3 
X exp(~8(z - Xklk)' Qk(Z - Xklk) ) Qklk-I ( Z ) d z (4.24) 
Proof Suppose j: R n ~ R is any Borel test function. Then, using Definition 4.3, we can write 
= E[j(Xk+l) >'kt k+1 exp(8~k,k) Ak_lf'k8exp(8~o,k_l) IYk] 
= E[j(Xk+l) ¢ k+1 (Xk+1 ~ AkXk) 1>k(Yk - CkXk) ) 
1/Jk+I(Xk+l) 1>k(Yk) 
1 , - - " 
exp(28 (Xk - xklk) Qk(Xk - xklk» Ak_lr k8exp(81l10,k_l) IYk] 
" 1 i 
= E[ 1> () j(~)1/Jk+I(~-AkXk)1>k(Yk-CkXk» 
k Yk Rn 
1 , - - " 
exp(28 (Xk - xklk) Qk(Xk - xklk» Ak_lr k8exp(81l10,k_l) d~IYk-l] 
= . 1>k (l
yk
) kn kn j(~) 1/Jk+l (~- A k Z) 1>k(Yk - CkZ) exp(~8(z - xklk)' Qk( Z - xklk) ) 
Qklk-I ( z ) dzd~ 
(exploiting the independence of {Ykl, kEN). 
Since this identity holds for every Borel test function j, we have 
= 1> (1 ) r 1/Jk+I(~ - AkZ) 1>k(Yk - CkZ) 
k Yk JRn 
X exp(~8(z - xklk)' Qk( Z - xklk) ) Qklk-l (z) d z 
Remark 4.8 It is trivial to show from Definition 4.3 that 
(4.25) 
(4.26) 
o 
(4.27) 
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Since J..Lo, Ro is assumed to be known, where Ro > 0, QOI-I (x) can be calculated and the 
subsequent Qtlt-I ( x ) , t=O, 1, ... can be calculated using Lemma 4.4. 
Theorem 4.3 The information state Qklk- I ( x ) is an unnormalized Gaussian density given by 
(4.28) 
where n =(J..Lk , Rk, Zk) and Rkl J..Lk , Rk l , Zk are given by the following algebraic recursions 
which do not involve integrations: 
where 
Rk]IJ..Lk+I=W;;"\AkL,k(RklJ..Lk + C~Vk-lYk - OQkXklk ) 
Rk+I=Wk+1 + Ak(Rk l + C~Vk-ICk - OQk)-1 A~ 
Zk+I=Zk I Wk+l rtl L,k It Mk(RklJ..Lk,Yk,Xklk) 
and Mk (Rk l J..Lk , Yk, xk lk) is an exponential ofa quadraticform involving its arguments. 
(4.29) 
(4.30) 
(4.31) 
Proof Due to the linearity of the dynamics and the fact that 1/Jk, <Pk are independent and Gaussian 
distributed, it is clear that if Qk-lIk-2 (x) is Gaussian distributed, so is Qklk- I (x) . Start with 
QOI- I (x) which is Gaussian distributed and then apply the inductive logic via Lemma 4.4. 
The derivation of the recursions uses the trick of completion of squares and integrating over 
the Gaussian density function with suitable scaling of variance and shift of mean. An outline of 
the proof is given in the Appendix A. o 
Remark 4.9 It is assumed here that (Rk l + C~Vk-ICk - OQk) > 0, 'Vk , Ro > 0, which limits 
the range of acceptable O. An equivalent condition is L,k > 0, see [2]. 
Remark 4.10 We deliberately do not provide the exact form of Mk (Rk l J..Lk , Yk , xklk) because it 
is long and involved and it does not contribute to the solution of the problem. 
Theorem 4.4 The optimal estimate xtit can be expressed as 
(4.32) 
(4.33) 
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where (Rt: 1 + C:l't- 1 C t - BQ t) > 0 'lit and Rt satisfies the following Riccati equation 
Proof The proof of (4.32) is obtained using a trivial extension of Theorem 4.1 which holds for 
Definition 4.3 in the new measure P. Again, the trick is to integrate over the Gaussian density 
function with suitable scaling and shifting and to use the quadratic minimization technique by 
completion of squares. For the outline of the proof, see Appendix A. 
The proof of (4.33) is obtained by using (4.29) and (4.32). For details, see Appendix A. 0 
Remark 4.11 These results are similar to those obtained in [2] when the process noise and the 
measurement noise are independent. It is clear that the filter that minimizes the risk-sensitive cost 
index is not a Kalman filter, though linear. The difference lies in the Riccati equation which is 
similar to the one obtained in [9] for discrete-time Hoo filtering. This implies that except for xOlo 
which is a Kalman filtered estimate, all the subsequent estimates are Hoo filtered estimates. 
Remark 4.12 It is clear from (4.32) and (4.33) that the a priori filter is given by 
and the a posteriori filter is given by 
4.3.3 Smoothing 
In this section, we will present the smoothing results for the linear signal model. The problem 
objective remains the same as that of Section 2.4, i.e. to get smoothed estimate based on the 
filtered estimate XT= ( x 111> ••. , xTIT) obtained from a fixed set of data YT and the backward 
recursive process (also known as the adjoint process in the risk-sensitive control problem in [l1]) 
to be defined shortly. We need the following definitions in our subsequent analysis. 
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Definition 4.4 Define the unnormalized density of the smoothed estimate Ik,T ( x ) such that 
and the unnormalized density of the backward recursive process f3k,T( X) as 
where Ak,T is as defined in Section 2.4 and r m,n = II~=m 'h . 
With these definitions, it can be easily proved (quite similar to the proofs done in Section 2.4) that 
the following Lemma and Theorem hold. 
Lemma 4.5 The process f3 k,T (x) satisfies the following backward recursion 
with 
Theorem 4.5 The unnormalized density function of the smoothed estimate, I k,T ( x ) can be ex-
pressed as 
(4.35) 
So far, we have not actually used the fact that x k , Yle are Gaussian distributed and the linear 
properties of the signal model. If we exploit that, we come up with the following two theorems 
expressing that both f3k,T (x) and l le,T (x) can be expressed as unnormalized Gaussian densities. 
Theorem 4.6 The backward recursive process f3k,T(X) is an unnormalized Gaussian density 
given by 
(4.36) 
recursions: 
P-I A' W- I S p-I C'v,-I (}Q " k 17k= k k+1 Ie 1e+1171e+1 + Ie k Yk - kXk!1e (4.37) 
80 Risk-sensitive Estimation 
P;I=Ak(W.~~11 - Wk:IISkWk:II) Ak + CicVk-ICk - BQk 
Kk=KHllwk+d- t ISki t Nk(Pk:IIT/k+I,Xklk,Yk) 
4.4 
(4.38) 
(4.39) 
where Sk=(Wk:\ + Pk:II) -I and Nk(Pk:11 T/HI. xklk, Yk) is an exponential ofa quadraticform in 
its arguments. 
Remark 4.13 We assume here that Ak (Wk:11 - Wk:11 S k Wk:II) Ak + Cic Vk- I C k - BQ k > 0 such 
that Pk exists. Also we do not provide the exact form of N k because it does not contribute to the 
solution of the problem. 
Proof Similar to the proof of Theorem 4.3. o 
Theorem 4.7 The unnormalized density of the smoothed estimate, 'Yk,T (x) can be expressed as 
a Gaussian density Kk exp( - ! (x - fik)' p;1 (x - fik) ) where fik and Pk are given by 
fik=h (p;lT/k + Rkl J.Lk) 
Pk=(p;1 + Rkl )-1 
(4.40) 
(4.41) 
Proof Using the Gaussian form of Ctk (x) and f3k,T (x), it is not hard to see that (by using (4.35)) 
'Yk,T(X) can be written in a Gaussian form as well, and we can get (4.41) by completing the 
square. The existence of h is guaranteed by the existence of Pk and Rk. 0 
4.4 A General Non-linear Risk-sensitive Filter 
In this section, we consider a more general non-linear signal model than the one described in 
Section 2. First, we introduce the signal model. Next, we introduce the measure change technique 
that is relevant to this case. We also state the lemma describing the infinite- dirnensionallinear 
recursion. But we do not provide a proof of the lemma or the theorem regarding how to obtain 
the optimal state estimate, because they are only trivial extensions of the proof of Lemma 4.2 and 
Theorem 4.1. 
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4.4.1 General Non-linear Signal Model 
The general non-linear signal model defined in (n, F , P) is given by: 
(4.42) 
where {xt},l E N is a discrete-time stochastic process taking values in Rd. {wI},l E N is a 
sequence of i.i.d random variables in R n , where WI has a density 'l/JI. {VI}, lEN is a sequence of 
i.i.d random variables in RP where VI has a density </>c. We assume <Pc, 1 E N is strictly positive. 
We also assume A : Rd X R n ~ Rd and C : Rd X RP ~ RP are measurable functions where 
the observation process {YI}, lEN is RP valued and that Xo or its density 7l'o(x) is known. 
Along with all these, we will assume that there exists an inverse map D : Rd X Rd ~ R n 
such that if Xk+l=A(Xk,Wk+l), then wk+l=D(Xk+l,Xk) . Similarly, there exists an inverse map 
G : RP X R n ~ RP suchthatvk=G(Yk ,Xk). 
Finally, we require the derivatives C(XI,VI) = ac~~"v) Iv=vllg(YI ,'xl) =aG~~xl) Iy=y" 1 E N 
to be nonsingular. 
Remark 4.14 Note that the signal model described in Section 2 satisfies all these conditions. 
4.4.2 Change of Measure 
We define 
We start with a new probability measure P where {YI}, lEN is a sequence of i.i.d random 
variables with density function <PI and the dynamics of x I, 1 E N are same as in P. 
By setting ~ 19k =Ak, we can recover P, the existence of which follows from Kolmogorov's 
Extension Theorem. Here, Ok is the complete filtration generated by {xo, ... , x k, Yo, ... , Yk-l}. 
Lemma 4.6 Under P, {VI}, 1 EN isasequenceojindependentrandomvariableshavingdensities 
6 1 P' 6( 1 P)' 6( 1 P)' Th . Proof Let us define Yk = (Yk . .. Yk) , Vk = Vk'" vk ' t = t ... t . en, we can wnte, 
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Hence, 
- - r r 4>k ( Vk ) -I E[Akl~h]=JR"'JR4>k(Yk) Idet[c(xk ,vk)] 1 
4>k (Yk) dY1'" dyL 
= l ·· ·l4>k(Vk) dvr· · . dvL 
= 1 
Using this fact, we have 
(4.43) 
which completes the proof. o 
We conclude this section with the following definition and lemma: 
Definition 4.5 Define (lklk-I (x) as the unnormalized density function such that 
(4.44) 
where q, m,n have been defined in Section 2. 
Lemma 4.7 The information state (lklk-I (x) obeys the following recursion 
(lk+lIk(x) = 4>k(lYk) ld 4>k(G(Yk, z ) ) exp(~(}( z - xklk)' Qk(Z - xklk) ) 
- 1 X'ljJk+1 (D(x, z )) /J(x,z) /ldet[(c( z,G (Yk, z ))] 1- (lklk-I ( z ) dz (4.45) 
Proof Similar to that of Lemma 4.2. o 
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4.4.3 Smoothing 
In this section, we briefly mention the smoothing results . We use Definition 4 .2 for the unnor-
malized density of the smoothed estimate , 'Yk ,T (x) and the backward recursive process (3k,T ( x ) , 
where obviously the new measure change technique applies. We state without proof that Theorem 
4.2 holds in this case. We conclude the section with the following lemma, the proof of which 
again is not provided because it is quite similar to that of Lemma 4.3. 
Lemma 4.8 The process (3k ,T( X) satisfies thefollowing backward recursion 
(3k,T( X) 
<Pk (G(Yk, x ) ) () . , . 1 
= <Pk(Yk ) exp(2(x - Xklk) Q k ( X - Xklk )) Idet[(c( x, G(Yk,X))] 1-
In {3k+l ,T(O 'lj;k+l (D(~ , x ) ) i~~ (~ , x ) i d~ (4.46) 
4.5 Limiting Results 
In this section, we will consider the case when the risk-sensitive parameter () approaches O. It is easy 
to see that in that case, we identify the optimization problem in Section 5 as the Kalman Filtering 
problem and the equations (4.32), (4.33) and the associated Riccati equation indeed become the 
Kalman Filtering equations (as has been pointed out in [2]) provided Rk l + C~Vk-I Ck > O. 
In the non-linear filtering problem, the form of the recursive estimation involving the infor-
mation state described by (4.11) approaches the form derived in [3] as () -+ o. There is a minor 
technical difference of course, due to the fact that in [3], the information state is defined as 
which is obvious for risk-neutral filtering because the conditional-mean estimate is also the 
minimum variance estimate. Accordingly, if we redefine the information state defined by Definition 
4.1 (for the signal model of Section 2 ) as 
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we can obtain the corresponding infinite-dimensional linear recursion in the information state. It 
is trivial to show that when () -+ 0, this recursion will be of exactly the same form as the recursion 
obtained in [3] . 
These two facts put together imply that we can recover the risk-neutral filtering problem (the 
Kalman filtering problem in the linear case) in both the linear and the non-linear cases, as a special 
case of the risk-sensitive filtering problem when () -+ 0. 
4.6 Conclusion 
The problem of discrete-time filtering and smoothing with an exponential quadratic error cost-
criteria, termed risk-sensitive filtering and smoothing, has been addressed in this chapter using a 
reference probability method. A new probability measure has been defined where observations 
are i.i.d and the reformulated cost-criteria has been minimized to give filtering and smoothing 
results for continuous-range nonlinear and linear state space models. Closed form results for 
the optimizing estimate and the density of the smoothed estimate have been given in the case of 
continuous-range nonlinear signal models (nonlinearity with respect to both the state process and 
noise) . Infinite-dimensional linear recursions have been obtained for the information state for both 
nonlinear and linear state space models. For the linear discrete-time state space model, explicit 
analytical results have been obtained for filtering and smoothing. 
I 
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ChapterS 
Risk-sensitive Estimation for HMM 
5.1 Introduction 
iO) isk-sensitive filtering, as defined in the previous chapter, involves minimization of the 
~ expectation of an exponential in quadratic cost criteria. As opposed to L2 filtering (tenned 
risk-neutral filtering in Chapter 4), which achieves the minimization of a quadratic error criteria, 
risk-sensitive filtering robustifies the filter against plant and noise uncertainties by penalizing all the 
higher-order moments of the estimation error energy. It also allows a trade-off between optimal 
filtering for the nominal model case and the average noise situation, and robustness to worst 
case noise and model uncertainty by weighting the index of the exponential by a risk-sensitive 
parameter. 
The risk-sensitive filtering problem has been addressed for linear Gauss-Markov signal models 
in [8]. In Chapter 4, the problem has been solved for a general class of discrete-time nonlinear state 
space signal models via the so-called reference probability method and the linear Gauss-Markov 
signal model has been treated as a special case. It has been seen that risk-sensitive filters are 
closely related to Hoo filters. This is treated in detail in Chapter 6. Also, related risk-sensitive 
control problems are abundant in literature [7] [9] [10] [11]. 
The problem of extracting finite-state homogeneous Markov chains hidden in white Gaussian 
noise has been studied as an off-line estimation problem using the well known Expectation 
Maximization (EM) algorithm [4] [5] [6] . On-line estimation schemes for Hidden Markov Models 
(HMM) have been given in [12] [13] . In all these estimation schemes, the so-called "forward 
variable" [4] is the true filtered estimate which is also a conditional expectation of the state at a 
certain point of time given the observations up and until that point. The smoothed estimate of the 
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state is obtained as a maximum-likelihood estimate based on a fixed set of observations. These 
filtering schemes are essentially related to risk-neutral filtering for HMMs. 
In this chapter, we address the problem of risk-sensitive filtering and smoothing for discrete-
time Hidden Markov Models with finite-discrete states. We derive information-state filters which 
are linear and finite-dimensional. The optimizing state estimate is given as the minimizing 
argument of a finite-dimensional sum. Also, the backward filters and unnormalized smoothed 
conditional probability measures are derived. The derivation techniques are based on a reference 
probability method which has been developed in [2] and used in [7] [9] and also quite extensively 
in this thesis . 
In Section 2, we describe the Hidden Markov Model, formally define the risk-sensitive filtering 
problem, and then deal with the change of measure and reformulation of the problem in the new 
probability measure to achieve the filtering and smoothing results. In Section 3, we establish the 
connection between risk-sensitive and risk-neutral filtering and Section 4 presents some concluding 
remarks. 
5.2' Hidden Markov Models 
5.2.1 State Space Model 
Let Xk be a discrete-time homogeneous, first-order Markov process belonging to a finite-discrete 
set. Define c ~ {el ,e2,oo .,eN} where ei=(O,oo.,O,l,O, oo. ,O)'E RN with 1 in the i-th 
position. Without loss of generality, we can assume that Xk E c. We consider this process to 
be defined on the probability space en, F, P) with J{=C1{Xo, ... , Xk} and complete filtration 
{Fd . The state-space model is then defined by 
(5 .1) 
where Wk, kEN is a sequence of Fk-martingale increments and hence E [Wk+lIFk] =0. Also Yk 
is continuous valued belonging to RP and Vk E RP , kEN is i.i.d with a strictly positive density 
function <Pk. 
5.2 Hidden Markov Models 89 
Due to the Markov nature of X k. we can write 
(5 .2) 
where the entries {aij } are defined as P(Xk+1=ejIXk=e;) . Obviouslyaij > O, Vi , j and 
2:7=1 aij= I , Vi . We also assume that Xo or its distribution is known. 
5.2.2 Problem Definition 
Our problem objective is to find an estimate X k of X k. where X k E £, such that the fo!lowing 
criteria is satisfied, 
Xk=argminJk(O, Jkeo =E[BexpeBWo,keO) IYk] , Vk=O, 1, .. . e5.3) 
(Ef 
where Be > 0) is the risk-sensitive parameter, {Yd is the complete filtration generated by 
a{yo , .. . , yd and 
(5.4) 
where 
A L::.l~ A , A 
Wm,n = "2 L...JeXi - Xi) QieXi - Xi) 
t=m 
Remark 5.1 The assumption that X k E £ is to make the search space for X k finite-dimensional. 
But this is not an absolute necessity and all the subsequent results can be obtained with Xk E RN. 
Remark 5.2 Note that (5.3) holds Vk=O, 1, ... which means that at the k-th time instant, only Xk 
is determined and Xi, Vi=O, 1, ... , k - 1 are unaffected. Therefore, X k is a true filtered estimate 
of X k and is not subsequently smoothed. 
5.2.3 Change of Measure and Reformulated Cost Index 
We define it new measure P where {Yk}, kEN is a sequence of LLd random variable having 
density function as <Pk. Define 
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If we set the Radon-Nikodym derivative ~~ I~h =Ak, then under P, the random variables Vk, kEN 
are i.i.d with density functions <Pk. Here, HId is the complete filtration generated by X k ~ 
(Xo, . .. ,Xk) andYk-l ~(YO""'Yk-l) (see [2]). UsingaversionofBayes'Theorem,wehave 
(5.5) 
Hence, we work under P where the modified problem objective is to determine Xk ( E £) such 
that 
Xk=argminE[AkOexp(OWo,k(0 ) IYkJ 
(E£ 
(5.6) 
Remark 5.3 In our HMM above, we have taken the measurement noise Vk to be distributed 
independently of the state. It is possible to have a model where the observation is expressed as 
where a(Xk) =< a, Xk > since Xk is a unit vector and a=(al, . .. , aN )'. Such a case can be 
handled by defining -Xk= <u}Z;1:(Yk)' For details, see [2]. 
5.2.4 Recursive estimates 
Definition 5.1 Define the measure ak (ej) to be the unnormalized information state such that 
(5.7) 
where < x, Y > denotes the inner product of two vectors x, y. 
Remark 5.4 Note that ak (ej) can be interpreted as an information state of an augmented plant 
where the state includes the actual state of the system and part of the risk-sensitive cost. For 
details, see Chapter 6. 
Lemma 5.1 The information state ak=(ak(el) , ... , ak(eN) )' obeys the following recursion 
(5.8) 
where 
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Proof 
(5.9) 
(using (5.2) and Definition 5.1). 
Writing in the matrix notation completes the proof. o 
Remark 5.5 Note here that the information state filter is linear and finite-dimensional . 
. Theorem 5.1 The optimizing es.timate X k is given by 
where mE {I , 2, ... , N}. 
Proof 
(5.11) 
(using Definition 5.1). Using (5.6), the proof is completed. o 
Remark 5.6 Risk-sensitive filtering for HMMs with discrete measurements can also be carried 
out in a similar fashion but with a different definition of 'xk instead of the one introduced in Section 
2.3. For details, see Chapter 2 of [2] . 
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5.2.5 Smoothing 
In this section, we present the fixed-interval smoothing results for the Hidden Markov Model. We 
will find that the unnormalized smoothed conditional probability 'Yk ,T ( ej ) can be expressed as 
a product of the information state Ok (e) and the backward recursive measure f3k,T(ej) , Vj E 
{I , 2, ... , N}. In fact, this is similar to the result obtained in [4] for risk-neutral HMM filtering 
where the smoothed estimate is obtained by the "forward-backward" procedure. We define 
Definition 5.2 
Using the previous definitions. we prove the following Lemma and Theorem: 
Lemma 5.2 The backward recursive measure f3k ,T (e j ) obeys the following backward recursion 
where 
Proof 
f3k,T (e j ) =E[Ak,Texp(O~k,T ) IXk=ej,YT] 
= E[Xkexp(O~k,k) Ak+l,Texp(O~k+l,T) IXk=ej ,YT] 
¢k(Yk-C(ej)) (0 . I . ) 
= ¢k(Yk) exp 2(ej- X k) Qk(ej-Xk) 
E [E [Ak+l ,Texp (O~ k+l ,T) IX k=ej, Xk+l, YT] IXk=ej , YT] 
¢k (Yk - C (ej) ) (0 . I . ) 
= ¢k(Yk) exp 2(ej - Xk) Qk(ej - Xk) 
N L: f3k+l,T (ei ) P(Xk+l =eiIXk=ej) 
i"' l 
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(5.13) 
o 
Theorem 5.2 The unnormalized smoothed conditional probability Ik,T (ej) can be expressed as 
Proof 
Ik,T(ej) =E[ATOexp(OWo,T ) < Xk,ej > IYT] 
= E[Ak_10exp(OWO,k_l) < Xk,ej > E[Ak,Texp(OWk,T) IXk=ej, YT] IYT] 
= (}:k(ej) fh ,T(ej ) 
(using the independence of Yk and Definition 5.1). 
5.3 Simulation Studies 
(5.14) 
(5.15) 
o 
In this section, we present a brief simulation study to show the superiority of the risk-sensitive 
filtering to standard L2 filtering of HMMs with finite-discrete states. These simulations have been 
run on a set of N d=40000 data points and a number of computer-generated noise realizations. The 
readers will notice that we have deliberately chosen high noise environments to demonstrate the 
applicability of risk-sensitive filtering in case of noise uncertainty to obtain improved performance. 
It was found that the risk-sensitive filtering does not do appreciably better than risk-neutral filtering 
when there is no uncertainty in the plant or in the noise, or even when the plant model is perturbed 
a little. But it definitely improves the performance substantially in case of noise uncertainties. 
Different types of uncertainties are taken up in the following examples. 
In all the examples to follow, we take a 3-state HMM of the form (5.1) with Vk rv N (0, a2 ) 
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and the performance index ~d L:r:~\ ( X k - Xk )' Qk( X k - Xk ). We take 
6.0 -2.0 -6.0 
Q k = Q= -2.0 3.0 2.0 
-6.0 2.0 6.0 
Examples 
Robustness Against High Noise 
0.5 0.3 0.2 
, A= 0.2 0.5 0.3 
0.3 0.2 0.5 
, c =( - 1 01) 
5.3 
This simulation has been carried out on a set of measurements corrupted by computer-generated 
Gaussian noise with (7=2. The model underestimates the noise variance and runs the algorithm 
with the assumption that the noise variance is lower than what it actually is. The cost is plotted 
against B for two different values of the model variance «(7m =0.5, (7m =1.0). Figure 5.1 shows that 
when B -+ 0, the cost is higher than when (for example) 5.0 ~ B ~ 50.0. As B increases higher 
and higher, the cost increases making the risk-sensitive filter not useful anymore. The reasoning 
behind this is that when B is very high, the state distribution becomes more and more uniform 
and thus makes the risk-sensitive filter more prone to errors. This proves that the amount of risk 
involved depends on the nature and extent of the underlying uncertainty and therefore, to exploit 
the superiority of the risk-sensitive filter, it is wise not to choose B very high. 
Remark 5.7 It has been shown in [8] and Chapter 4 of this thesis that B should be "sufficiently 
small" for a risk-sensitive filter to exist for linear and nonlinear state-space signal models with 
continuous-range states. This condition manifests itself by requiring the existence of the solution 
of a certain Riccati equation in the linear case, and the integrability of a certain integral in the 
nonlinear case. It is not surprising therefore that we lose the superiority of the risk-sensitive filter 
in the case of HMMs as well, when B is very high, although, we do not have any theoretical 
condition that limits the maximum value of B. 
Robustness Against Coloured Noise 
It is a well known fact that the standard filtering techniques for HMMs do not perform very 
well when the noise is coloured instead of being white as assumed by the algorithm. This drawback 
has, for example, led to a new blind equalization technique for IIR channels based on HMMs and 
Extended Least Squares algorithms (see Chapter 2 of this thesis). It is of interest, therefore, to 
study the effect of noise colouring on the cost for different values of B. In our simulations, the 
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noise colouring polynomial is chosen to be D (q-I) = 1.0 + dl q-I , where q-I is the delay operator. 
Also 0"=O"m=2.0. 
Figure 5.2 shows the cost plotted against different values of () for high colouring (d l =0.9) 
and comparatively low colouring (d l =0.6). It is seen that the risk-sensitive filter performs better 
than the risk-neutral filter in a certain range of values for (). Here also, the cost goes up when () 
exceeds a certain value. This part of the curve is not shown in the plot, because it is similar to the 
corresponding part of Figure 5.1 and is of no interest to us. It is also seen that the performance 
improvement is more when noise colouring is high, thus proving the robustness of the risk-sensitive 
filter against coloured noise. 
Robustness Against High Bursty Noise 
It is also of interest to see how robust the risk-sensitive filter is by subjecting it to occasional 
burst of high noise. This was implemented by incorporating state-dependent noise, i.e. by incor-
porating noise having different variance values for different states. In our simulations, we choose 
0" [1] =2.0 , 0" [2] =1.0, 
0"[3] =2.0 whereas the algorithm assumes that O"m[i ] =1.0, Vi E {1., 2,3} . This implies that 
whenever there evolves a sequence of state el or state e3, high noise occurs in bursts. Figure 5.3 
shows that again, the risk-sensitive filter performs better than the risk-neutral filter for a certain 
range of B. 
Of course, state-dependent noise can be taken care of by standard HMM filtering techniques 
or risk-sensitive filtering techniques (see Remark 5.3). Here, it is used as a tool to generate high 
bursty noise to illustrate the improvement obtained by implementing a risk-sensitive filter. 
5.4 Limiting Results 
In this section, we consider the case when the risk-sensitive parameter () approaches 0. It is 
known that for linear and nonlinear state-space signal models with continuous-range states, the 
risk-neutral (or L 2) filtering problem is recovered as a special case of risk-sensitive filtering when () ~ ° (as we saw in the previous chapter). Since, in the case of L2 filtering, we know that the 
conditional mean estimate is the minimum variance estimate, we can define the unnormalized 
information state Ok ( ej ) as 
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instead of using Definition 5.1. It is not difficult to show that with this definition, G:k (ej) will 
obey the following recursion 
It follows immediately that as () ~ 0, we have 
which is the well-known risk-neutral recursive filter for HMMs. A variation of this recursion in 
the so-called forward variable (analogous to G:k (e j ) here) appears in [4]. The MAP estimate is 
defined as Xk=em o , m*=argmaxm G:k (em) . This implies that the standard filtering equations for 
HMMs can be obtained as a special case of the risk-sensitive filtering equations when () ~ O. 
5.5 Conclusion 
The problem of discrete-time filtering and smoothing for Hidden Markov Models with finite-
discrete states with an exponential of quadratic cost criteria, termed risk-sensitive filtering in the 
previous chapter is addressed in this chapter using the reference probability method. A new 
probability measure is defined where observations are Li.d and the reformulated cost-criteria is 
minimized to give filtering and smoothing results for HMMs. Finite-dimensional linear recursions 
are obtained in the information state. Closed form results for the optimizing state estimate and 
unnormalized smoothed conditional probability measure are given and connection between risk-
sensitive filtering and risk-neutral filtering for HMM's has been obtained as a limit result when 
() approaches o. Simulation studies have confirmed that risk-sensitive filters are more robust to 
uncertain noise environments, specially to coloured and occasionally high noise. They show that 
there is a certain range of () where the risk-sensitive filter outperforms the L2 or risk-neutral filter 
in terms of desirable robustness properties, but increasing () beyond this range actually degrades 
the performance of the risk-sensitive filter. 
5.6 Figures 
In this section, we present the figures concerning the simulation results. 
5.6 Figures 97 
10 
' .5 
• 
• . 5 (iI) 
§ • 
7.5 
7 
(I) 
• . 5 
• 
5.5 
I. 
10~ 10~ 
e 
10' 10' 
(i) a=2.0, am = 1.0 (ii)a=2.0, am =0.5 
Figure 5.1 : Robustness of Risk-Sensitive Filter Against High Noise 
..  
.. 
• . 3 
dj = 0.9 
... 
1li 
8··' 
• 
dj = 0.6 
5.' 
5 .• 
5.7 'O~ 'O~ 10-> '0-> 10-' '0' '0' e 
Figure 5.2: Robustness of Risk-Sensitive Filter Against Coloured Noise 
•. 
... 
• . 3 
... 
'§ •. , 
• 
5.' 
.. 
' .7 
..  'O~ 'O~ '0-> '0' '0' 
State-dependent noise statistics: a[1] =2.0, a [2] =1.0, a[3] =2.0, am[i] =1.0, Vi E {1,2; 3}. 
i Figure 5.3: Robustness of Risk-Sensitive Filter Against High Bursty Noise 
I 
I 
i 
I 
..-. 
. 
! 
I 
! i 
I 
I 
I 
I 
I 
i 
I 
I 
I 
i 
! 
! 
• 
I 
I ! 
I 
i 
I 
References 
[1] B. D. O. Anderson and J. B. Moore, Optimal Filtering, Prentice Hall, New Jersey, 1979. 
[2] R. J. Elliott, L. Aggoun and J. B. Moore, Hidden Markov Models: Estimation and Control, 
Springer-Verlag, Application of Mathematics Series, 1994. 
[3] A. Segall, "Recursive Estimation from Discrete-time Point Processes," IEEE Trans. on 
Information Theory, vol. IT-22, pp. 422-431 , 1976. 
[4] L. R. Rabiner, "A Tutorial on Hidden Markov Models and Selected Applications in Speech 
Recognition," Proc. IEEE, vol. 77, pp. 257-285, 1989. 
[5] L.E. Baum and T. Petrie, "Statistical Inference for Probabilistic Functions of Finite State 
Markov Chains," Ann. Math. Stat. , vol. 37, pp. 1554-1563, 1966. . 
[6] A. P. Dempster, N. M. Laird and D. B. Rubin, "Maximum Likelihood from Incomplete Data 
via the EM algorithm," J. Royal Stat. Soc., vol. 6, pp. 1-38, 1977. 
[7] L. Aggoun, A. Bensoussan, R. J. Elliott and J. B. Moore, "Finite-dimensional Quasi-linear 
Risk-sensitive Control," Systems and Control Letters, vol. 25, No. 2, pp. 151-157, May 1995. 
[8] J. L. Speyer, C. Fan and R. N. Banavar, "Optimal Stochastic Estimation with Exponential 
Cost Criteria," Proceedings of the 31st Conference on Decision and Control,. vol. 2, pp. 
2293-2298, December 1992. 
[9] I. B. Collings, M. R. James and J. B. Moore, "An Information-State Approach to Risk-
Sensitive Tracking Problems," Journal of Mathematical Systems, Estimation and Control, 
accepted for publication, 1995. 
[10] P. Whittle, "Risk-Sensitive Linear/Quadratic/Gaussian Control," Adv. Applied Probability, 
vol. 13, pp. 746-777, 1981. 
98 
, 
I 
I 
:, 
: 
5.6 REFERENCES 99 
[11] M. R. James, J. S. Baras and R. J. Elliott, "Risk-sensitive Control and Dynamic Games for 
Partially Observed Discrete-time Systems," IEEE Trans. on Automatic Control, vol. AC-39, 
pp. 780-792, April 1994. 
[12] V. Krishnamurthy and J. B. Moore, "On-line Estimation of Hidden Markov Model Param-
eters based on the Kulback-Leibler Information Measure," IEEE Transactions on Signal 
Processing, vol. 41, pp. 2557-2573, August 1993. 
[13] I. B. Collings, V. Krishnamurthy and J. B. Moore, "On-line Identification of Hidden Markov 
Models via Recursive Prediction Error Techniques," IEEE Transactions on Signal Processing, 
vol. 42, pp. 3535-3539, December 1994. 
I 
I 
! 
I 
I 
I 
I 
i 
I 
i 
I 
I 
I 
I 
l 
I 
I 
I 
I 
! i 
i 
! 
II 
I 
i 
! 
I 
I 
I 
I I 
• 
-
" 
i 
! 
I 
t 
I 
; 
i 
• 
Chapter 6 
Risk-sensitive Generalizations of 
Minimum Variance Estimation and 
Control 
6.1 Introduction 
IT n optimal filtering, the usual index optimized is a state estimation error variance. This can be 
lL referred to as H2 filtering. This is appropriate when the (stochastic) signal model is known 
precisely but when there is uncertainty of the model dynamics and noise, there is a case for 
achieving robust filtering which is acceptable for a range of models. This is the motivation for 
so-called Hoc filtering which has the interpretation in terms of minimizing estimation error in 
a worst-case noise scenario. Risk-sensitive filtering is a more general robust/optimal filtering 
approach than H 2 or Hoc filtering. To repeat the definition introduced in Chapter 4, it minimizes 
the expected value of the exponential of an (typically quadratic) estimation error cost, weighted 
by a risk-sensitive parameter, 
Risk-sensitive control problems are relatively more abundant in literature [3] [4] [5]. Recently, 
a solution to the output feedback risk-sensitive control problem for linear and nonlinear discrete-
time stochastic systems has been proposed in [1] [8] using a change of probability measure and 
information state techniques. The problem of risk-sensitive filtering has been studied in [9] 
for linear Gauss-Markov models. The techniques applied in [9] are not readily generalizable 
for nonlinear filtering. More general nonlinear problems have been studied in Chapter 4 which 
tackles the risk-sensitive estimation problem using reference probability methods of [6]. The 
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cost-index consists of the sum of quadratic estimation errors to the present, and so parallels closely 
risk-sensitive controVtracking problems considered in [1] [7] [8]. 
In this chapter, an alternative simpler risk-sensitive index to that of Chapter 4 is studied. For this 
index, the risk-sensitive filter for very general nonlinear stochastic models is seen to be a simple 
augmentation of the information state filter (the linear Zakai equations). For linear Gaussian 
models, the risk-sensitive filter is identical to the H2 Kalman filter and is finite-dimensional. 
Otherwise, in the limit as the risk-sensitive parameter approaches zero, the risk-sensitive filter 
becomes a risk-neutral filter, typically the minimum error variance H2 filter. It has been seen that 
in the case of a discrete-time linear stochastic signal model, the risk-sensitive controller derived 
in [8] results in an Hoo controller. Also, the risk-sensitive filter derived in [9] and Chapter 4 
of this thesis is an H 00 filter for the discrete-time linear stochastic signal model. In the small 
noise limit, the risk-sensitive controllers are interpreted in terms of a deterministic differential 
game in [8] for partially observed discrete-time systems. In this chapter, we show that similar 
interpretations of the risk-sensitive filtering problem can be achieved in the small noise limit. 
Results are developed here for quite general nonlinear models in continuous time and for states 
in a continuous range. Corresponding results are included for the discrete-time case and the 
discrete-state case for completeness. Our model class requires the nonlinearities to be linearly 
bounded and the index class to be quadra ically bounded, rather than simply bounded as in the 
work of [8] for related control problems. 
Closely related problems to filtering are smoothing and prediction. These problems are 
addressed briefly. An application of the concepts employed for one-step-ahead prediction is the 
widely used notion of minimum variance control (including adaptive control) for minimum phase 
plants. Here we give results for a robust version of this, namely risk-sensitive generalization of 
minimum variance control. This problem, like risk-sensitive filtering, does not require dynamic 
programming as in the control tasks tackled in [8], although some of the techniques are quite 
similar. There are interesting applications to risk-sensitive adaptive control. 
In Section 2, the theory is spelled out for risk-sensitive filtering, and in Section 3, results are 
presented for the risk-sensitive version of minimum variance control. 
6.2 Risk-Sensitive Estimation 
Estimation Problem Formulation: Recall that minimum variance estimation of a state at time 
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t, denoted Xt E R n based on measurements Yt E R m up to time t, denoted Yt, is given from the 
definition 
(6.1) 
with Q ~ O. (Of course Xtlt=E [Xt 1 Ytl with Q > 0). 
Here we work with a risk-sensitive version of this estimation task, and define a risk-sensitive 
estimate with risk-sensitive (scalar) parameter 8, suitably small to achieve existence of the expec-
tation, as 
X~lt E arg min E [exp{ -28 (Xt - 0' Q (Xt - 0 } 1 Ytl {ERn 
The significance of 8 is discussed after the optimal filter results are derived. 
(6.2) 
For simpiicitity of notation, and increased generality, let us work with the risk-sensitive and 
risk-neutral estimates, respectively, 
E arg min E[ exp{8~(xt,0} 1 Ytl (risk - sensitive) 
{ERn 
E arg min E[~(xt,o 1 Ytl (risk - neutral) 
{ERn 
(6.3) 
(6.4) 
where ~ E C (R2n ) , the class of continuous functions, and I~ (x, 0 1 ::; K.(1 + IxI2 + 1~12) for 
some K. > o. 
To proceed, let us work in the first instance with a continuous-time stochastic signal model, 
with t E [0, (0) 
dx~ = a(x~) dt + dw~ 
dy: = c(x~) dt + dv: (6.5) 
where WE, v" are standard independent Wiener processes scaled by y'i, and a, c are Lipschitz 
continuous with 
la( x) I, c(x) ::; K.(1 +1 x I) for some K. > 0 (6.6) 
Also, we require that the a priori density of xo, denoted f (x), satisfy 
logf(x) E V: ={l(x) E(Rn): l(x)::; -/11 X 12+ /2, /1 > 0, /2 ~ O} (6.7) 
Here the parameter £ is introduced so that subsequently we can conveniently consider our stochastic 
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results taking a small noise limit with e -+ ° to achieve deterministic worst case estimation. 
We also generate results for a discrete-time model with k E {O, 1,2 ... }. 
(6.8) 
where Wk, Vk are white noise processes with densities 'ljJ ( .) ,1> (.), respectively. Here we assume 
Gaussian densities N [0, en . 
The special use of linear models are considered, namely 
dx~ = Ax~ dt + dw~ 
dyf = Cx~dt + dvf (6.9) 
for continuous time, and for the discrete-time case then we have 
Xk+l = AXk + wk 
Yk = CXk + vk (6.10) 
The HMMs we consider are 
Xk+1 = AXk + Wk 
Yk = CXk + vk (6.11) 
where Xk E {el ' e2,···, eN} with ei being the unit vector with unity in the ith positions and zero 
elsewhere, and A is the matrix of transitions probabilities such that E [Xk+I!Xk] =AXk. Again 
Vk is i.i.d with variance 1>€ (.) '" N [0, ~n, and estimates X~lk are defined analogously. (Other 
HMM models with discrete range measurements and/or in continuous time as studied in [6] can 
be considered, but details are omitted here.) 
Risk-sensitive smoothing and prediction estimates are defined from a mild generalization of 
(6.3) as follows 
For smoothing T > t, for prediction T < t, and for filtering T=t. 
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Measure Change: The continuous-time stochastic system (6.5) is assumed to be defined on 
a probability space (fl , F , P) with Yt=a(x;, y; ; 0 ~ s ~ t) and Yt=a(y; ; 0 ~ s ~ t ) . 
Let P denote the equivalent probability measure under which yf is a standard Wiener process 
independent of the state process [2]. Such a measure exists and (since Vt is Gaussian) is given 
from 
(6.12) 
For a proof of this Girsanov Theorem see [2]. 
For the discrete-time models (6.8) and (6.11) 
defined on (fl , F , P) with Yk=a( xT, yf; O ~ 1 ~ k) and Yk=a(y f; O ~ 1 ~ k) , the corre-
sponding measure change to yield Yk i.i.d. is 
(6.13) 
For a proof see [6] . 
Information State: Let us denote the infonnation state associated'with the model (6.5) and 
measure change (6.12) as qflt< x ) . It satisfies the following defining equation for all b : R n -+ R 
Borel test functions 
(6.14) 
where E is the expectation under P. Indeed, the information state satisfies the Zakai equation [2] 
dqflt = S '" qfltdt + ~Cl (x ) qfltdyf 
qOlo(x) = p(x) 
where * denotes the adjoint and the operator S is defined as 
£ 8b(x) 
S(b(x) ) =-1::::. b(x) + a(x) -8-
2 x 
(6.15) 
Here I::::. is the Laplace operator (l::::.= po2 + .. . + po2 ) . Also p ( x ) is the a priori density of x . The 
X l x n 
Zakai equation is linear and infinite-dimensional in general. 
For the discrete-time model (6.6), the information state defining equation is (6.14) with t 
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replaced by k, and the Zakai equation is, (see [6]) 
qk+llk+l (x) = in ~k+l (z) ¢E(X - a(z) ) qklk(Z) dz 
qOIO(X) = p(x) 
6.2 
(6.16) 
For the HMM (6.11), the information state is defined analogously but with x E R n replaced by 
X E {el, ... , eN}. Also we denote qklk as a vector with i-th element qklk (eJ. Of course, now, 
(b, q~lt) =Li b(ei ) q~lt (eJ in (6.14). 
The Zakai equation for the HMM model (6.11) is, (see [6]) 
(6.17) 
where 
With smoothing or prediction in mind, the information state is readily generalized to define 
qtl.,. from 
(6.18) 
Smoothed information state estimates with T > t can be obtained from a forward filter for q~lt and 
a backward filter from T to t (see [6] for details). 
Risk-sensitive Estimates in terms of Information State: The optimization task can be 
expressed in terms of the information state as follows. First apply a version of Bayes' Theorem 
(see [6]) as 
E[ (0""( ~ 1:))ly]=E[Ao,texp(OCP(xL~))IYt] exp 'J.' xt ,.. t E [Ao,tIYt] 
Now application to (6.3) gives, for 0 sufficiently small such that the expectation exists, 
X~lt E arg {~E [Ao,texp (OCP(x~,o) I Yt] 
E arg min (exp(OCP(x, 0 ),q~lt(x)) {ERn 
Likewise, risk-neutral estimates are defined from 
(6.19) 
(6.20) 
(6.21) 
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Risk-neutral Filtering: Using a power series expansion for the exponential, it is straightforward 
to show that in the limit as () -+ 0, then risk-neutral filter results are recovered from risk-sensitive 
filtering, that is, for the indices (6.20), (6.21) 
(6.22) 
Linear Filters: Consider the special case of the linear Gaussian signal models (6.9) and 
(6.10), and quadratic indices as in (6.1) and (6.2) with Q > 0. In this case, the information state 
is a scaled Gaussian with mean xtit and variance denoted ~tlt. Now the minimization (6.20) to 
achieve risk-sensitive filtering can be carried out analytically by completing-the-square arguments 
briefly outlined in the Appendix B. Thus we have the key property that the risk-sensitive estimates 
if It are identical to the risk-neutral (minimum variance) estimates it It 
(6.23) 
Trivially, also limo-+o iflt=itlt. This result applies in discrete-time also with t replaced by k. 
Small Noise Limit: To consider small noise results as £ -+ 0, express () in terms of £ as 
Let us work first with the continuous time model (6.5) and define 
Also, as in [7], recall that 
lim ~ logqf(x) =pt(x) 
t:-+0J.L 
where, as long as yi -+ f~ y~ds, 
p~(x) 
= sup [- 8p~(x) (a (x) + w) --21 IWI2] 
wERn x J.L 
-~ [~Ic(x) 12 - c'(x) Yt] 
= lim ~ logp(x) 
t:-+oJ.L 
(6.24) 
(6.25) 
(6.26) 
(6.27) 
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At this stage, recall a version of the Varadhan-Laplace limiting result from [8] 
lim :' Iog (exp;/Cx) , exp;mCx») = sup{l( x ) + m(x )} 
e-+OJ.!, x 
(6.28) 
Mildly generalizing the result of [8], this result holds for m ( x ) + le x ) E V and convergence is 
unifonn on compact subsets of V x V . 
Now from (6.25) 
So that, taking limits and applying the result (6.28) 
Lim :' log{S? (exp (~p) )} 
e-+O J.!, c 
= Lim inf :' log / exp (~~ (x , 0) , exp (~p~ (x) )) 
e-+O { J.!, \ c c 
= inf lim :' log / exp (~~ (x , 0) , exp (~p~(x) )) 
{ e-+O J.!, \ c c 
= infsup{p~ (x ) + ~(x, O} 
{ x 
(6.29) 
The first equality holds because of the monotonicity 
of the log function , the second by the continuity of ~(x, ~) with respect to ~ , and thus of 
; log (exp (;~ ( x, ~) ) , exp (;p~ (x) )) with respectto ~ and c, and the third if Ptcx ) + ~ (x , .) E 
V , which in turn holds for log p (x) E V and J.!, > 0 suitably small. At the limit of this condition 
holding as J.!, increases, there is a correspondence to Hco filtering, see [10]. 
Thus the small noise state estimate is, for J.!, > 0 suitably small 
!! 
lim x t E argmin sup{p~ (x) + ~ (x , 0 } 
e-+O {X 
(6.30) 
which has the interpretation of a deterministic differential game in which state estimation is 
achieved in a worst-case deterministic noise environment. An alternative non-recursive interpre-
tation of p~ ( x ) is given from (see [7]) 
(6.31) 
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We see that pr (x) serves the role of an infonnation state in the detenninistic setting, telling us as 
much as we can know about the states from the measurements in this setting. For the discrete-time 
model (6.8), the above results also hold with t replaced by k and (6.27) replaced by, (see [8]) 
[ II 211 2 I ] = sup --2 x - a(v) I - -[-Ic(v) I - c (v) YkJ + Pk(V) 
vERn J.L J.L 2 
p~(x) = lim :'logp(x) 
£-0 J.L 
(6.32) 
It is immediate from this equation that Pb (x) E V implies p~ (x) E V for all k, and p~ (x) + 
<P (x, 0 E V for J.L suitably small. The non-recursive version of (6.32) derived by successive 
application of (6.32) yields 
p~( z ) 
(6.33) 
We remark that in the linear Gaussian model case when the risk-sensitive estimate is identical 
to the minimum variance estimate, then of course this minimum variance estimate also has the 
interpretation of worst-case estimate in the above sense. We believe this observation has not been 
made in earlier literature. 
The results of this section can be summarized in the following theorem: 
Theorem 6.1 Continuous time: Suppose there is given the model (6.5) with the assumptions 
(6.6) and (6.7) holding and the risk-sensitive performance index given by (6.3). Then the optimum 
risk-sensitive estimate is given by (6.20). In the limit, as B - 0, the risk-sensitive estimate 
approaches the risk-neutral estimate (6.21). Moreover, with B=~, where t: is the noise variance, 
then in the limit as t: - 0, the risk-sensitive estimate is given by (6.30) and (6.31). 
Further, for linear signal model (6.9), (6.23) holds. 
Discrete-time: For the discrete-time signal model (6.8), all the results for the continuous-time 
signal model hold with t replaced by k and (6.31) replaced by (6.33). 
For the HMM case, only the measurement noise approaches zero as t: - O. In this case the 
differential game is not completely detenninistic. Only the measurement noise is interpreted as 
detenninistic, so that estimation of the stochastic discrete state Xk is achieved in the worst-case 
detenninistic measurement noise environment. 
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Of course, we could have studied the other signal models with only the process noise or 
measurement noise variance approaching zero; and in this case the limiting case is of a partially 
stochastic model in a deterministic noise environment. 
Risk-sensitive Indices with Memory: In Chapter 4 and Chapter 5, the following risk-sensitive 
optimization is considered (in discrete-time) 
(6.34) 
We observe here that this task can be tackled using the techniques of this chapter by working with 
an augmented plant model and associated information state. Thus consider the augmented model 
(6.8) 
Yk = c(xV + vk (6.35) 
with states (xk' Jf) . Now (6.34) can be rewritten as 
(6.36) 
where qklk (x , J) is the information state associated with the augmented plant (6.35). Analysis 
can proceed using techniques of this section. The algorithms are formulated differently than in 
the earlier work. Here, the small noise limit results apply in a straightforward manner, giving new 
results. 
We remark that in the linear Gaussian model case, the risk-sensitive estimate is no longer 
identical to the minimum variance estimate, and consequently this particular index is perhaps the 
more appealing one to work with. Both indices approach the minimum variance index in the 
risk-neutral case as () -+ O. 
6.3 Risk-sensitive Generalization of Minimum Variance Control 111 
6.3 Risk-sensitive Generalization of Minimum Variance Control 
Consider the discrete-time signal model 
Yk = C(xk}+Vk (6.37) 
with control variable uk E RP is Yk measurable. Minimum variance control for such models is 
usually formulated as 
(6.38) 
or more generally, 
(6.39) 
with I ~ (y , u) I~ K(1 + lyI 2 + lul 2 ) for some K > O. 
The risk-sensitive generalization of minimum variance control is <;lefined from 
U~lk E argmin E [exp {O\ll (Yk+l, u) } IYk] 
uERP 
(6.40) 
Clearly, this problem is a special case of one-step-ahead prediction defined in its most general 
form in the previous section. Working under the measure P, 
U~lk E argmin E [AO,k exp {O\ll (Yk+l, u) } IYk] 
uERP 
Now substituting (6.37) and taking expectation under E gives 
u~lkEargmin r r r exp{O~«a(x,u)+w)+v,u)} 
uERP iRn iRn iRm 
4>~ (v) 1/J~ (w) qklk (x) dvdwdx 
U sing inner product notation, we obtain 
U~lk E argmin (exp {O~ «a (x, u) + w) + v, u)} ,4>~ (v) 1/J~(w) qklk(x) ) 
uERP 
(6.41) 
(6.42) 
Linear Gaussian Model Case: The optimal control (6.42) can be solved analytically in the linear 
Gaussian model case since v~, w~, q~ are normally distributed. Thus, applying completing-the 
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square arguments, as in derivation of (6.23), we have 
argmin f eXP{--21 (x - Xklk)'~klk(X - Xklk)} 
uERP JRn 
( f f exp{~[C(AX+BU+w)+V]'[C(AX+BU+W)+V] JRn JRm 2 
_(2£)-1 (V'V + W'W) } dvdw) dx 
Now integrating first with respect to v, we have 
lm exp {(}v' [C(AX + BU + w) + ~«() - £ -1) v'v]} dv= 
K v exp { -~ [(}C(Ax + Bu + w) ]' «() - £ -1)-1 I [(}C(Ax + Bu + w) ]} 
where K v is an integral of a Gaussian-like tenn and is dependent only on «() - c- I ) and 
not on w , x or u. Likewise, integrating on the remaining w dependent tenn yields a teon 
Kw exp {! (Ax + Bu)' W(Ax + Bu) } where Kw is the integral of a Gaussian-like tenn depen-
dent only on its variance [(}C' C - ell - (}2 «() - c 1 ) -I C' C] and not dependent on w, x or u. 
Here 
Thus 
W = V-V(V- c-1nv 
V = (}C'C[l-(}«(}-£-I)-I] 
argmin f exp {-21 (Ax + Bu)'W(Ax + Bu) 
uERP JRn 
- (x - xklk)' ~kl~ (x - xklk) } dx 
Now, following the derivation of (6.23), we achieve 
Indeed, 
ut1k = [B'WB - B'WA(A'WA - ~kl~)-I A'WB]-I 
B'W A(A'W A - ~kl~)-I ~kl~Xklk 
observe that as () 0, W 
(6.43) 
-+ (}C'C 
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and u~lk --+ - [B' C' C BJ -I B' C' C Ax klk which is the risk-neutral minimum variance control 
uklk=argmin E [~Yk+1 Yk+IIYkJ 
uERP 2 
= argminE[-21 CAxklk + Bu)' C'CCAxklk + Bu) IYkJ 
uE RP 
The results of this section can be summarized in the following theorem: 
(6.44) 
Theorem 6.2 The risk-sensitive generalization of minimum variance control u ~Ik defined by (6.40) 
for the discrete-time model (6.37) is given in terms of the information state by (6.42). 
For the linear Gaussian signal model, the risk-sensitive version of minimum variance control 
is given by (6.43). As () --+ 0, the risk-sensitive version of minimum variance control approaches 
the risk-neutral minimum variance control (6.44). 
Adaptive Risk-sensitive Version of Minimum Variance Controllers: An important application 
of the above risk-sensitive generalization of minimum variance control results is in indirect adaptive 
control, which is of course on-line. The control calculation is based on the most recent estimates 
of plant parameters, which in tum can be viewed as plant states and part of the state estimation 
process. As in minimum variance control of linear plants, for a closed-loop stability there is a 
severe restriction namely a minimum phase restriction on the plant. Equivalently, the inverse 
of the plant must be ·stable. Further details on this application, and extensions to more general 
situations will be omitted here. However, we stress that the motivation for using a risk-sensitive 
index is clear in the sense that in the small noise limit as c --+ 0, given ()= ~ and J.L suitably small, 
the control is optimum for a worst-case deterministic noise environment. Details follow closely 
the analysis of the previous section. 
6.4 Conclusion 
Risk-sensitive filtering, prediction and smoothing results have been developed as augmentations 
to information state filtering, prediction and smoothing. In the linear Gaussian model, quadratic 
index case, the risk-sensitive filter is identical to the minimum variance filter for the cost index 
considered here. In the limit as the risk-sensitive parameter approaches zero, known risk-neutral 
(minimum variance estimation) results are recovered. In the small noise limit, for suitably small 
risk-sensitivity parameter, the risk-sensitive filtering and minimum variance filtering in the linear 
Gaussian case can be the interpretation of a deterministic estimation in a worst-case deterministic 
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noise environment and an information state is derived for this case. Continuous-time and discrete-
time stochastic models are studied as well as hidden Markov models. 
Risk-sensitive estimation involving memory is achieved by application of the risk-sensitive 
estimation results to a signal model augmented by a state associated with the performance index. 
Risk-sensitive versions of minimum variance controllers have been developed in terms of 
an optimization involving the information state for discrete-time stochastic models. The results 
parallel those for one-step-ahead prediction. In the limit as the risk-sensitive parameter approaches 
zero, known risk-neutral (minimum variance control) results are recovered. In the small noise 
limit the control is optimum for a solution with worst-case deterministic noise. Application to 
adaptive risk-sensitive control is immediate. 
I 
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Chapter 7 
Robust Maximum Likelihood Sequence 
Estimation 
7.1 Introduction 
f71T1 he concept of risk-sensitive estimation was introduced in Chapter 4 of this thesis and we 
lL developed the theory in three consecutive chapters starting with Chapter 4. In these chapters, 
we have seen how to derive risk-sensitive filters and smoothers for general nonlinear signal models 
and also linear Gauss-Markov signal models and hidden Markov models with finite-discrete states. 
We have also seen that risk-sensitive estimation can be connected to minimum variance estimation 
and a worst-case estimation preblem in a deterministic noise scenario in different limiting cases 
of the risk-sensitive parameter. Risk-sensitive control problems have also received considerable 
attention recently (see [2] and the references therein). To reiterate what we have already said in the 
previous chapters, the risk -sensitive optimization problem minimizes an exponential of a quadratic 
cost criterion to achieve an optimal estimation or control strategy. The motivation is to obtain 
estimation and control strategies which are more robust than minimum variance estimation or 
control techniques, particularly in situations involving plant and noise uncertainties. Specifically, 
it has been shown in Chapter 5 that risk-sensitive filters for hidden Markov models (HMM) with 
finite-discrete states perform better than standard HMM filters in situations involving uncertainties 
in the noise statistics. Also, in the small noise limit, risk-sensitive problems have been shown to 
be closely related to worst-case estimation/control problems in a deterministic worst-case noise 
scenario connected to H 00 estimation/control. 
The risk-sensitive filtering problem has been studied for general nonlinear signal models in 
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Chapter 4 and similar results to [1] for linear signal models have been obtained as a special 
case. The same problem has been solved for hidden Markov models in Chapter 5 where recursive 
estimates have been defined and the optimizing state estimate is obtained as the minimizing 
argument of a function involving these recursive estimates. These recursions are linear and 
finite-dimensional as are the recursions for the "forward variable" or the true filtered estimate 
for the state of the hidden Markov chain obtained in [4]. A common feature of these recursions 
is that they involve a summation over all possible past states. It is well-known that a similar 
recursive structure with a maximization over the previous states rather than a summation appears 
in the Viterbi algorithm [4]. This was originally proposed for decoding convolutional codes in 
1967. But, since then, it has found applications in Maximum Likelihood sequence estimation 
for a discrete-time finite-state Markov process observed in memory less noise [5]. In this chapter, 
we study a risk-sensitive variation of the Viterbi-type recursions with the motivation to achieve 
robust Maximum Likelihood sequence estimation. Simulation studies show that the risk-sensitive 
algorithm yields substantially less number of decision errors in recovered data particularly when 
there is an uncertainty in the transition probability matrix of the Markov chain. This could 
be very useful in communication systems involving fast time-varying channels or in milit~ 
communication systems. Signal models considered in this chapter are discrete-time and derivations 
involve change of probability measure techniques (developed in [3] and used in [2] and quite 
extensively in this thesis). 
In Section 2, we describe the signal model and give brief details of the change of probability 
measure techniques in Section 3. Section 4 presents the results regarding recursive estimation of 
products of general real functions of the state given observations. In Section 5, we study Viterbi-
type recursions for estimating products of a certain class of such functions related to risk-sensitive 
estimation problems. These recursions along with a subsequent optimization yield an algorithm for 
what we call as the risk-sensitive Maximum Likelihood sequence estimation (RSMLSE). Section 
6 presents similar results for continuous-range state models. In Section 7, simulation studies 
demonstrate robustness of the RSMLSE, and in Section 8, we state some concluding remarks. 
7.2 Signal Model 
Consider a probability space en, F, P). Let Xk be a discrete-time homogeneous, first-order 
Markov process belonging to a finite-discrete set in this probability space. Define 
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6. £ = {el' e2, ... , eN } where ei= (0, ... ,0, 1, 0, ... , 0)' E RN with I in the i-th position. Without 
loss of generality, we can assume that X k E £. Define F2=a {Xo , ... , Xk} and the corresponding 
complete filtration as {Fk}. Also, there is an observation sequence {Yk} , kEN which is a 
function of the Markov chain X k hidden in noise. The complete state-space description is then 
defined by 
(7 .1) 
where Wk, kEN is a sequence of Fk-martingale increments and hence E [Wk+lIFkJ =0. Also, 
Yk E RP and Vk E RP, kEN is the measurement noise which is i.i.d with a strictly positive 
density function <Pk. Here, A is the transition probability matrix of the Markov chain Xk where, 
ajj=P(Xk+l=ej I Xk=ej). Of course, aij > 0, Vi , j , i,j E {I , 2, ... , N} and I:j aij=l , 
Vi E {1 ,2, .. . ,N}. 
Define 92=a{Xo, Xl , ... , Xk, Yo , Yl, .. ·, Yk-d and Y2=a{yo, Yl ,"" Yk} and {9d and 
{Yk} are the corresponding complete filtrations. 
7.3 Change of Probability Measure 
Consider a new probability measure P under which the Yk, kEN are i.i.d with density <Pk. Define 
Ifwe set the Radon-Nikodymderivative ~~ 10k =Ak. then under P, the random variables Vk, kEN 
are i.i.d with density functions <Pk. where Vk =Yk - C (Xk) (for proof, see [3]). 
Now, we use a version of Bayes' Theorem to obtain the following result which will be used 
often subsequently 
where cJ>k is any 9-adapted sequence. 
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7.4 Recursive estimation of products 
In this section, we present the results regarding recursive estimation of products of real functions of 
the state given the observations. We define an unnormalized measure which can also be interpreted 
in terms of an information state. Linear finite-dimensional recursions involving these recursive 
estimates are then derived. We also provide some specific choices for such real functions which 
are motivated by practical applications in robust estimation and filtering etc. 
Suppose m k(Xk) is any real function of Xk , kEN. Define Mk=IT7=o m/(X/). We wish to 
obtain a recursion for 
Note that the denominator in the right hand side of the previous equation is just a normalizing 
factor. 
Now, define 
d
. {4>k(Yk-C(e\)) 4>k(Yk- C ( eN ))} 
= ~ag 4>k(Yk) , .. . , 4>k(Yk) 
= diag{mk(e\) , . .. , mk(eN)} 
Definition 7.1 The unnormalized measure ak is given by 
(7.2) 
Lemma 7.1 The unnormalized measure ak obeys the following recursion 
. (7.3) 
Proof 
7.4 Recursive estimation of products 121 
(7.4) 
o 
Note 7.1 Note that 
ao=ECAoMoXo I Yo] (7.5) 
and also, 
(7.6) 
where 1= (1 , 1, . .. , 1) '. 
Now we present two specific choices for Mk that have practical applications. 
1. Take mk (Xk) =(Xk, eiJ, where jk E {1 , 2, ... , N}, kEN. In this case, the diagonal 
matrix D k, 'rj kEN has only one non-zero entry, namely the j k-th term in its diagonal which 
is 1. Further, 
This is the unnormalized conditional probability that, given Yk. the path of the Markov 
h · . . . Inf .. b( . )_ ¢k ( Yk-C ( e
j k » h 
c amwaseJO ,eJll ... ,eJk. act, wntmg Yk ,eJk - ¢k ( Yk ) , we ave 
2. Consider mk (Xk , ~k) =exp{ O(Xk - ~k)' Q (Xk - ~k) } and Mk=IT7:0 ml ( Xl, ~l), 
where Q=Q' > O. Note that in this case, 
The parameters ~o, ~h ... , ~k E R N are chosen (for 0 > 0) such that (ak, 1) is minimized. 
This optimization problem has been denoted as the risk-sensitive filtering/smoothing prob-
lem and solved for general nonlinear signal. models in in Chapter 4 and for hidden Markov 
models in Chapter 5. 
Sequential computation of ~o, ~ 1, ... , ~k to yield the optimizing values to, t 1, ... , tk relates 
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to the problem of risk-sensitive filtering. But note that they can be chosen at the same time 
k to yield smoothed estimates. Now, suppose we consider sequential estimation, so that 
" • • N (0, (I , ... , (k-I have been chosen. Then (k E R can be chosen such that 
tk=argmin(Ok «(k) , 1) 
<k ERN 
= E[AkmO(Xo,to) . . . mk-I (Xk-I ,tk-I) mk(Xk,(k) 1 Yk] (7 .8) 
Theorem 7.1 The optimizing value tk defined previously is given by the solution of the 
system of equations 
where 
Proof Write 
\]}(O =E[AkmO(XO,to) ... mk-I (Xk-I,tk-I) mk(Xk,O 1 Yk] 
N 
(7.9) 
= L:b(Yk,ej) E [Ak-ImO(Xo, to) ... mk-I(Xk-l,tk-l) (Xk,ej) 1 Yk] mk(ej,O 
j =1 
N 
= L:Pjexp{B(ej -O'Q(ej -O} 
j=1 
Differentiating with respect to (, we have 
N 
V'\]) (0 =2BQ L: (e j - 0 Pjmk (ej, 0 
j=1 
(7.10) 
As 1 ( 1- 00, \]) (0 - 00. Hence the minimum of \]) will occur at the critical point when 
V'\]} (0 =0, that is when 
N 
L:(ej - 0 pjmk(ej,O =0 
j=1 
~ 
, 
I 
... 
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Consequently, the critical point is the solution of the system of equations 
(7.11) 
and the proof is complete. o 
Remark 7.1 Choosing~=(~o, ~I , . .. , ~k ) at the sametimegivenYk, gives a robust estimate 
of the distribution of the whole path to time k. In fact, for 1 ::; j ::; N, 0 ::; i ::; k, write 
same time are the solution of the system equations 
(7.12) 
7.5 Viterbi-type recursions 
In this section, we use recursions derived in the previous section and show how we can derive well-
known recursions like recursions for the "forward variable" in HMM estimation [4] and recursions 
for Viterbi algorithm for Maximum Likelihood sequence estimations. Then, we present a risk-
sensitive version of the Viterbi recursion and show how we can obtain more robust state estimates 
using this risk-sensitive estimation scheme similar to results derived in Chapters 4 and 5. 
We have seen above from (7 .7) that 
(7.13) 
Now, supposing that we sum over all possible values for ejk_I ' ejk_2' . .. ejo' we can evaluate 
- - N 
ak(jk) =E[Ak(X k,ejk) I Yk] usingthefactthatI:jk_, =I(Xk_l ,ejk_,)=1 etc . 
! 
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Perfonning the same summation up to time k for Qk+1 (jk+1), we see that 
N 
Qk+1 Uk+l) =b(Yk+1, ejk+l) L ajk+laj kQk(jk) 
jk=l 
7.5 
(7 .14) 
This is the usual recurrence for the HMM forward variable, which, in other words is the true filtered 
estimate of the state given the observations. Similar summations give the recurrence relations for 
the HMM backward variables, smoothers and transitions (see [3]). 
Now consider a similar recurrence relation; but instead of summing over all possible values 
of the state, let us incorporate a maximization operation. In other words, suppose this recursive 
variable has been computed up to time k giving a 'state' (6k(1) ,6k(2) , ... ,6k (N)). Then 
6k+1 (i) is defined by 
6k+1 (i) =b(Yk+b ei) m!lJ{aji 6k (j) 
J 
(7.15) 
This is the usual recurrence relation for the classical Viterbi algorithm for Maximum Likelihood 
sequence estimation (see [4]). It associates with state i at time k + 1 a weighted version of the 
most lik~ly transition to that state. 
Now, consider the selection 
mk(Xk,~k) = exp{O(Xk-~k)'Q(Xk-~k)} 
k 
Mk = II ml(XI'~I) 
1=0 
Suppose states (61 (1) , ... ,61 (N) ) have been defined for 1=0, 1, .. . , k. Let us define the 
following recursive process with 15k, 
(7.16) 
However, note that ~k+1 is still a free variable. It should be chosen so that it is a good estimate of 
Xk+1 given Yk+1. 
Consequently, a possible value of ~k+1 would be E [Xk+1 I Yk+1] and this could be obtained 
from a separate HMM filter. Alternatively, a robust estimate for ~k+1 could be used, as defined 
above in Theorem 7.1. However, an estimate obtained from the available parameters would be 
7.6 
more satisfactory. Note that if 
Continuous-range state models 
8k+1 (i) =b(Yk+t,ei) m~lJc.ajiok(j) 
J 
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" t;, " " 
then Ok = (Ok+l (1) , ... , Ok+l (N) ) is approximately an unnorrnalizedconditional distribution for 
Xk+l given Yk+l. Therefore, a surrogate for E[exp{O(Xk - ~k)/Q(Xk - ~k)} I YkJ is given 
by 
N 
Il1 (~k+l) = L 8k+l (i) exp{ O(ei - ~k)' Q (ei - ~k) } (7.17) 
i=l 
Then, following the same derivation as for Theorem 7.l, the critical values 
~k+l = (~k+l (1) '~k+l (2) , ... , ~k+l (N) ) for Il1 (~k+l) are the solutions of the system of equations 
(7.18) 
Definition 7.2 The risk-sensitive Viterbi state is Ok+l = (Ok+l (1) , ... , Ok+l (N) ) where 
Remark 7.2 Note that as 0 -+ 0, Ok+l (i) -+ 8k+l (i) , 'Ilk E N, which implies that RSMLSE 
approaches the standard Viterbi algorithm. 
Remark 7.3 Note that a hard decision about the state sequence can be made by storing the 
arguments argmaxj [Ok (j) ajiJ ,Vi E {1, 2, ... , N}, Vk=O, 1, ... , T - 1 when a data sequence 
of fixed length T is available, and then a state sequence backtracking can be carried out as 
discussed in [4] for standard Viterbi algorithm for Maximum Likelihood sequence estimation. 
But, simulation studies show that choosing argmaxjE{I,2, ... ,N} ~k (j) as the relevant state estimate 
ensures improved estimation in the presence of parameter uncertainties, particularly, uncertainties 
in the transition probability matrix A. 
7.6 Continuous-range state models 
In this section, we present the risk-sensitive Maximum Likelihood estimation results for 
continuous-range state models. Consider the probability space (n, F, J», under which {w k} 
and {Yk} are sequences of U.d random variables with densities"pk and ¢k respectively. 
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Suppose the state variable evolves according to the following dynamics 
(7.19) 
where x k E R is scalar for simplicity. 
Remark 7.4 All our results are easily extendible to a vector state process although we will consider 
a scalar state process here for simplicity. 
Define 
Y2=0'{YQ , YI,···, yd and the corresponding complete filtrations as Hh} and {Yk}. Using the 
change of probability measure techniques discussed in Section 3, we define a measure P by setting 
~~ Ifh =Ak. Then (see [3]) under P, Vk, kEN are i .i.d with densities ¢>k. 
Let 9 be any bounded, measurable test function and suppose qk (.) is the unnorrnalized 
conditional density so that 
(7.20) 
Then it is shown in [3] that qk satisfies the recurrence relation 
(7.21) 
Replacing the integration by a maximization, we have the following recursion for a cont~nuous­
range state Maximum Likelihood estimation algorithm. 
Suppose 81 (x) has been defined for 0 ~ i ~ k. Then, the re~evant recursion in 8k (x) is given 
by 
• ¢>k+1 (Yk+1 - c(x) ) • 
Ok+1 (x) = ¢> ( ) SUP1Pk+1 (x - fe z ) ) Ok( Z) 
k+l Yk+1 z 
Define 'l1 (0 = fR 8k+1 (x) exp{O(x - 0' Q(x - 0 }dx. Then V'l1(O =0, when 
~=fR x.8k+1 (x) exp{O(x - 0' Q(x - 0 }dx 
fR Ok+1 (x) exp{O(x - 0' Q (x - 0 }dx 
(7.22) 
(7.23) 
Writing €k+1 for the solution of (7 .23), we have the risk-sensitive Maximum Likelihood estimate 
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defined as 
(7.24) 
Remark 7.5 Note that when the dynamics are linear and the noise is Gaussian, the recursive 
Maximum Likelihood estimate bk+1 ( x ) is the same as that given by the Kalman filter. 
7.7 Simulation studies 
In this section, simulation results are presented regarding the robustness of the risk-sensitive 
Maximum Likelihood estimation algorithm over the standard Viterbi algorithm for Markovian 
input data. It is seen that the standard Viterbi algorithm is quite sensitive to uncertainties in 
the transition probabilities, particularly if the transition probability matrix being used by the 
standard Viterbi algorithm is quite different to the actual one. In such cases, the robust (risk-
sensitive) algorithm gives less number of errors in the recovered data. In cases where the transition 
probability matrix used by the algorithms is close to the actual one, the robust algorithm does 
not give a substantial improvement over the standard Viterbi algorithm. Simulations have been 
carried out for other sorts of uncertainties, particularly in the noise statistics. In these situations 
the risk-sensitive algorithm does not perform any better than the standard Viterbi algorithm. 
Simulations have been carried out with a 2-state Markov chain X k generated with transition 
probability values all=0.9, a21=0.1. C (X k) is given by C'Xk where C=( - 11)'. vk, k E N 
is distributed with N (0, (]'2) . They are based on a set of 10000 data points. Table 1 shows the 
improvement achieved by the robust algorithm over the standard Viterbi algorithm in terms of 
number of errors obtained in recovered data, for different incorrect transition probability values 
and different noise variances. Simulations with other sets of random data have been done and the 
results obtained are consistent. 
7.8 Conclusions 
In conclusions, it will be fair to say that the proposed risk-sensitive Maximum Likelihood sequence 
estimator achieves the robustness expected from risk-sensitive algorithms in the case of uncertainty 
in the transition probability matrix of the Markov chain. More research is still needed to understand 
the behaviour of risk-sensitive algorithms with changing values of fJ , the risk-sensitive parameter. 
Also, using the techniques of Chapter 6, RSMLSE can be interpreted in terms of an estimation 
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problem in a deterministic worst-case noise scenario. Of course, RSMLSE becomes the standard 
Viterbi algorithm as 0 ~ O. 
7.9 Tables 
a=0.5 , 0=2.0 
Algorithm No: of decision errors 
Standard Viterbi 1279 464 
RSMLSE 560 338 
a= 1.0, 0=2.0 
Algorithm No: of decision errors 
Standard Viterbi 4136 2851 
RSMLSE 2668 2110 
a=2.0, 0=2.0 
Algorithm No: of decision errors 
Standard Viterbi 4444 3925 
RSMLSE 3692 3468 
Table 7.1: Performance comparison of RSMLSE & Standard Viterbi algorithms 
\ 
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ChapterS 
Geometric Ergodicity of Filters for HMM 
8.1 Introduction 
H idden Markov models (HMM) are suitable for many interesting applications which can be modelled using some unobservable finite state Markov process influencing measured 
signals. This can be used to describe bursty telecommunications traffic, or the faults in complicated 
systems, for modelling the activity in neurons, for modelling speech patterns, etc. In all these 
applications, one has to estimate the unobservable underlying state of the Markov process, using 
the observed signals. Optimal recursive filters are well known for this estimation problem (see [7] 
[8]). Also, risk-sensitive filters for HMMs have been derived in this thesis (see Chapter 5). An 
important question in studying the quality of such filters is the rate at which arbitrarily assigned 
initial conditions are forgotten. In this chapter we show that the effect of initial conditions on 
these filters dies out geometrically fast under very reasonable observability assumptions. This 
guarantees that the estimate will depend only on the most recent observations. This in tum allows 
numerically stable implementation of the filter. The proof is given in the simplest case of finite 
state space and of a finite, quantized, observations space. However, the method can be extended 
to more general models by continuity arguments. 
The filters used in practical applications for estimating the state of the underlying Markov 
process will have to work in real time in a recursive way. The optimal filter (in the sense of 
minimum mean squared error) for the hidden Markov model introduced above, is derived and 
shown to be of a recursive form [7], consisting of a state transition update and a measurement 
update for the conditional distribution of the state of the hidden Markov model. The conditional 
distribution of the state at time k + 1 depends on the conditional distribution of the state at time k 
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132 Geometric Ergodicity of Filters for HMM 8.1 
and on the new observation at time k + 1. To initiate the computation of this filter one must make 
an initial guess at time O. One important property of a good filter is that the effect of this initial 
guess dies out geometrically fast. This insures that a mistake in the initial guess will not make 
the filter give wrong results forever. Intuitively, this also guarantees that the effect of round-off 
errors, outliers, or any other causes of failure of the filter at a small number of points in time, will 
not corrupt the estimation results forever. The proof of this geometric convergence property is the 
goal of this chapter. 
Here we do not try to solve this problem in its general form. Rather we try to give a very 
simple, in fact, trivial, proof of this property for the optimal filter for the case where the state 
space is finite, and the measurements are quantized as elements of a finite set. First of all 
we note that the conditional distributions form a Markov process [5]). Moreover, this Markov 
process is irreducible in a certain sense, provided the hidden Markov process is irreducible and 
the observations are informative, i.e. no two states generate the same probability over the set of 
observations. Next we show that the update of the conditional distribution of the state at time k 
to the conditional distribution of the state at time k + 1 is just a multiplication by the transition 
operator, a matrix which has all eigenvalues strictly inside the unit circle, except for a single 
eigenvalue 1. The eigenvalue 1 simply expresses the fact that the conditional distribution is a 
vector of terms summing to 1 before and after the update. Within the subset of normalized vectors, 
the state update is actually a strict contraction. Finally, the conditional probability of the state at 
time k + 1, given the observed signal up to time k is updated by using the new measurement Yk+ 1. 
We show that on the average this update operator is a contraction operator, i.e. on the average the 
difference between two conditional distributions at time k is reduced at time k + 1. The average 
here is taken over all possible noise terms at time k + 1. The proof is a simple explicit calculation 
of the average of the Jacobian of the operator. 
Hence the filtering algorithm consists of a sequence of measurement update steps which form 
a strict contraction, and state update steps which are contractions on the average. This is sufficient 
to show that for the Markov process, the conditional distribution at time k forms a geometrically 
ergodic process. This is exactly the geometric forgetting property we want to prove. 
A new class of robust filters known as risk-sensitive filters has been developed in this thesis. 
In Chapter 5, it has been derived for hidden Markov models with continuous-range observation 
space. In this chapter, we derive the risk-sensitive filter for hidden Markov models with finite-
discrete observation space. Stability results are also derived for these filters. Also, smoothing 
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filters for HMM show the same exponential forgetting. In each of these cases one assumes that 
the correct parameters of the hidden Markov model are known, and used in the design of the 
filter. The methods to prove the result can also be applied to filters when these parameters are not 
known, but are replaced by some a priori estimate or where they are estimated on-line. Then the 
conditional distribution is no longer a Markov process. However, one can show that the hidden 
Markov state, the conditional distribution ( and in the case of an adaptive estimator the parameter 
estimate) together form a Markov process which is geometrically ergodic under certain reasonable 
conditions. 
It is clear that the recursive filter with a state update and a measurement update as described 
above, is very similar to a Kalman filter. For the Kalman filter, a similar exponential forgetting 
property has been proved [1], [3] . The method of proof there is different because the linear 
structure of Kalman filters cannot directly be used here. Nevertheless, we reduce the problem to 
a linear problem in a sense, by using unnormalized conditional distributions in the proof. 
In the next section, we introduce the model and the optimal filter in detail. In Section 3, we 
prove the geometric convergence. In Section 4, we derive the risk-sensitive recursive estimates 
and the optimizing risk-sensitive filter for hidden Markov models with finite-discrete states and 
finite-discrete observations. We also present the ergodicity results for these recursive estimates in 
Section 5. In Section 6, we present some concluding remarks regarding extensions to the case of 
continuous observations, and to optimal smoothing. 
8.2 Hidden Markov model 
Consider a first-order homogeneous finite-state Markov process X k with state space S x, and 
t:::,. 
transition matrix A defined on a probability space (n, F, P). Also define 11 = a (Xo, ... , Xk) 
and the corresponding complete filtration {Fd . Without loss of generality we can hike N =~S x 
and denote the N elements of Sx by en=(O ... 010 ... 0)', the unit vectors in RN. The elements 
of the transition matrix 
represent the probability of reaching the state ei at time k + 1 given that the state at time k is 
ej. Of course, aij > OandE~laij=l, Vj E {l, ... ,N}. This leads to the following simple 
134 Geometric Ergodicity of Filters for HMM 8.2 
representation of the process X k ( see [11], [12], [7]): 
(8.1) 
where E(Vk+1 I :Fk) = 0, i.e. Vk is a (P , :Fk)-martingale increment sequence. The linear form 
of (8.1) is simply a result of the special structure of the space Sx: on the set {O, I} all functions 
are linear functions . To keep the derivation simple in the next section, we assume that the Markov 
process Xk with transition matrix A is aperiodic and irreducible (see e.g. [6]) 
At each time instant k a signal Yk is observed. This observation takes values in the finite space 
Sy = {II, 12, . . . , 1M} where, without loss of generality the values 1m can be represented by 
unit vectors ( all components ° except for a single 1) in R M . Below we will abuse notation and 
sometimes write Yk =m when we mean Yk= 1m. The value of the random variable Yk depends on 
the state Xk and on a noise term W k. This dependence can be expressed as follows 
(8.2) 
where Wk forms an independent increment sequence, and the elements of the matrix C are defined 
as the conditional probabilities 
It is obvious that Cmn > 0, and L:~=l cmn=l. 
Define {Yk} to be the complete filtration generated by (7 (Yo , ... , Yk) and {Ok} to be the 
complete filtration generated by 02 ~ (7 ( X o, . .. , Xk, Yo , ... , Yk- I). It is easy to see that E [Yk I 
Xk] =CXk and hence E [Wk 10k] =0, so that Wk is a (P , Ok)- martingale increment. In order 
to calculate the conditional expectation E (1 (X k) I Yk) for any function 1, we need the N -vector 
Pk representing the conditional distribution of the state X k given the observations Yo , YI, . .. , Yk: 
(8.3) 
It is known ( see e.g. [7]) that these conditional distributions can be calculated recursively, i.e. 
pk+ I=F ( A'Pk, Yk+l) for a well defined function F. 
This recursive transformation consists of two steps. The function F transforms the conditional 
...... 
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probability A·Pk of Xk+1 given the observations up to time k, into the conditional probability 
of the same state X k+ I given observations up to time k + 1. This measurement update is given 
explicitly by: 
F( Yi ) _ diag(CYk+I>J .q q, k+1 - N 
Ln=1 CYk+t ,n .q(n) (8.4) 
Note that this measurement update consists of a linear transformation CY
k
+
t 
,n.q (n) (the numerator 
of (8.4)), followed by a normalization, expressed by the denominator. 
The second step of the recursive transformation calculates the conditional distribution of X k+ I 
from the conditional distribution of X k. given the same set of observations Yo, YI , . .. , Yk . This 
is simply a multiplication by the transition matrix A. Since A is a stochastic matrix, the updated 
probability PHI is automatically normalized if Pk is normalized to one. This step is therefore a 
linear transformation. 
We assume now that the elements of the matrices A and C are known. It has been shown that 
the stochastic process Pk is a Markov process [5], with the subset of RN of normalized vectors: 
Sp={ q E RN, L~I q (n) = 1} as the state space. The transition probabilities for Pk can be written 
, down explicitly, since there are only M possible values in the continuous space RN which PHI 
can take, given a value of Pk. These M values correspond to the M values which Yk+1 can take. 
(8.5) 
The initial condition for the recursive filter is given by the initial value Po of this Markov 
process. The question whether the filter forgets initial conditions geometrically fast is thus 
equivalent to the question whether Pk is a geometrically ergodic Markov process. 
Clearly the state space Sp cannot be completely ergodic. Let the conditional distribution after 
a measurement update be such that we are ( almost) certain that the state is en. After the next 
state update this becomes A.en=A"n, the n-th column of A. Whatever the initial distribution Po 
is, after one step, the state Pk will be inside the convex hull coCA) ={Ln AnA.,n I Ln An = 1} . All 
states Pk outside this convex hull are transient, and physically not meaningful. Hence it makes 
sense to limit the state space Sp to its subset F(co(A) ), the set of points reachable form a vector 
inside coCA) after one measurement update step. This reduced state space will be assumed from 
now on. 
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8.3 Geometric ergodicity of the estimator 
Before checking the geometric ergodicity of the Markov process Pk, we first have to see whether 
the process is irreducible. Since the state space is continuous, it cannot be irreducible in the sense 
of reaching any state from any other state, with positive probability. However consider any open 
subset a within the reduced state space Sp, and any initial state PO. When all the columns of C are 
different, there exists a finite k and a sequence of observations Yo , YI, ... , Yk which occurs with 
non-zero probability, such that Pk is in the open set O. This is called forward accessibility in [6], or 
strong irreducibility [3]. Since the state space Sp is compact, this forward accessibility essentially 
guarantees ergodicity of the Markov process Pk. However as explained in the introduction we 
need that the estimate only depends on the most recent observations Yo , YI , . . . , Yk in order to 
obtain a good filter. In order to prove this, we need to establish the property of geometrically fast 
forgetting. 
Remark 8.1 Even if A is not irreducible, the Markov process Pk may have distributions converging 
to an equilibrium distribution independent of the initial distribution. Consider as an example the 
case where A=I, i.e. the underlying state remains constant. We are then actually using the Illv1M 
filter as an identifier. It is known that the estimate converges w.p. 1 to the correct state as soon as 
the columns of C are all different. 
Consider now the effect of the state transition step. The multiplication of the intermediate 
probability P(Xk I YO , Yl , ... ,Yk,Yk+I) by the matrix A has as effect that the probability is 
coming closer towards the equilibrium distribution 11"= A.11" of the Markov process X k. The 
eigenvalue 1 of the matrix A has as left eigenvector the vector with all 1 's, as right eigenvector the 
equilibrium distribution. This insures that the sum of the elements of the distribution is always 
normalized ( sums to 1). All the other eigenvalues are strictly less than 1 in absolute value 
by the Frobenius theorem [4] for positive matrices. Hence within Sp the distance between two 
distributions I A.p - A.p I after a state transition update is strictly less than the distance I p - p I 
between the vectors before the update. This state transition update is a strict contraction operator. 
Consider now the measurement update step F (Yk, q). We have to show that the distance 
between two ( conditional ) distributions gets reduced, on the average, by this transformation. 
I 
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Given the conditional distribution q the distribution of the observations Yk+I is given by 
N N 
P(Yk+I=jm / q) =LL>mn .anlq(l ) =(C.A.q) (m) 
n=I (=1 
This is exactly the nonnalizing factor in the denominator of the measurement update equation. 
However. it is still difficult to calculate E / F (Yk+ 1, p) - F (Yk+ 1, p) / and compare it to / p _ p /. 
because two different nonnalizing factors are involved. What can be calculated is the change in 
nonned distance when q=q + oq. i.e. the effect of a small perturbation. To obtain this difference 
calculate the average Jacobian with respect to q of the transfonnation F (Yk+ 1 , q) . and take the 
average over all possible values of Yk+ 1. given q. This derivation leads to the following expression 
for the ( i, j ) -th element: 
~[ . 0" _ cmi.cmj .q( i )] 
6 cm ' . ' J '" (l) 
m LJl cml·q 
In matrix fonn this gives an identity matrix minus a complicated matrix. 
To get some insight into the conditions for this matrix to be contracting. take the case of a 
hidden Markov model with only two unobservable states Sx ={eI ,e2} . and two signal values ( 
M =2). Then the nonnalized conditional distribution can be written as Pk= (Pk (1) , 1 - Pk (1) .)'. 
Hence the state space for the Markov process of conditional distributions can be reduced to a 
subset of the interval [0, 1]. Both the state transition update and the measurement update can 
be reduced to one-dimensional recursions. and the Jacobian to be calculated reduces to a simple 
derivative ( rewriting F as a function of Pk (1) only). The derivative is explicitly calculated as 
where~=/ ~~ (Yk+I ,Pk (1) ) /. This is always less than 1 as soon as the observability condition 
CII j=CI2 is satisfied. This condition is evidently necessary since otherwise the observations would 
carry no infonnation whatsoever about the unobserved state. 
In the case with N =2 and M ~ 2 we find a similar expression for the magnitude of the 
contraction. involving a product of all the difference cm 1 - Ck 1. In fact. whenever N =2. we 
can give a necessary and sufficient condition for exponential stability of the HMM filter. This 
condition states [2] that 
(8.6) 
I 
I 
i 
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where >'2 (A) is the second largest eigenvalue of A ( strictly less than 1). Of course this condition 
is not easily verifiable since it is in general very difficult to evaluate the expectation. For N > 2 
there is no such necessary and sufficient condition, because the Jacobian of the transformation 
F , even reduced to a subspace of dimension N - 1, is a matrix. The derivation of (6) depends 
strongly on the commutativity of the different update steps. 
However it is still possible to obtain geometric ergodicity of Pk by simply showing that is a 
contraction ( not necessarily strict) ( see e.g. [3]. It suffices e.g. to calculate the eigenvalues of 
E (11.11'), and prove that there is at most a simple eigenvalue I, while all the other eigenvalues 
are strictly less than 1. Simple observability conditions on C guaranteeing this property will be a 
topic of further research. The rate of forgetting initial conditions ( or any other past data) is then 
at least as fast as >'2 (A) . This may however be a pessimistic estim;;tte. 
8.4 Risk-sensitive filtering for hidden Markov models 
In this section, we present the risk-sensitive filtering theory for hidden Markov models with finite-
discrete states and finite-discrete observations, much along the same line as it has been presented 
in Chapter 5 for the continuous-range observation case. We briefly reiterate the problem of risk-
sensitive estimation. A new probability measure is then defined under which the risk-sensitive 
estimation problem is solved to obtain results for recursive estimates and the optimizing risk-
sensitive filter. Finally, we present the stability results for the recursive risk-sensitive estimate for 
a simple HMM with 2 states and M output symbols. 
8.4.1 Problem Definition 
Consider the signal model defined by (8.1) and (8.2). Our problem objective is to find an estimate 
X k of X k. where X kERN, such that the following criterion is satisfied, 
Xk=argminJk(O, Jk(O =E[(Jexp((JWo,k(O) IYk], Vk=O,I,... (8.7) 
(ERN 
where (J( > 0) is the risk-sensitive parameter and 
(8.8) 
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where 
Remark 8.2 In Chapter 5, we considered that X k E S x. To avoid a technical problem which 
will be explained in the next section, we assume here that Xk E RN. 
8.4.2 Change of Measure and Reformulated Cost Index 
Define Y;=(Yk, Ii), where Yk=(ykl , •• • , YkM) such that for each kEN, exactly one component 
is equal to 1, the remainder being o. Define a new measure 15 where {Yk}, kEN is a sequence 
of i.i.d random variables and 
M 
- ' 1 
P(Yt=l) =-M 
'xk= II (M 4) Y;, ih=II7=o'x/ 
i=1 
If we set the Radon-Nikodym derivative ~~ I~h =Ak. then under P, 
Using it version of Bayes' Theorem, we have 
(8.9) 
Hence, we work under 15 where the modified problem objective is to determine X k ( ERN) such 
that 
Xk=argminE[Ak{}exp({}Wo,k«() ) IYkJ 
(ERN 
8.4.3 Recursive estimates 
(8.10) 
Definition 8.1 Define the measure ctk (j) to be the unnormalized information state such that 
(8.11) 
I 
I 
, 
I 
I 
! 
I 
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Remark 8.3 Note that a k (j) can be interpreted as an information state of an augmented plant 
where the state includes the actual state of the system and part of the risk-sensitive cost. For 
details, see Chapter 6. 
Lemma 8.1 The information state a k=(ak O) , .. . , a k ( N ) )' obeys the following recursion 
(8.12) 
where 
Proof The proof can be carried out in the same way as it has been done for continuous-range 
observations in Chapter 5. o 
Remark 8.4 Note here that the information state filter is linear and finite-dimensional. 
Note 8.1 Normalization: 
Define the normalized recursive estimates by O k+l . It can be easily shown that 
(8 .13) 
Theorem 8.1 The optimizing estimate X k is given by 
(8.14) 
Proof Again, the proof is exactly similar to that one given in Chapter 5 and hence not given here. 0 
Remark 8.5 It should be obvious from the convex nature of the expression on the R.H.S of (8.14) 
that X k exists and is unique. 
\ 
I I: 
I; 
I 
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8.5 Geometric ergodicity of risk-sensitive filters 
In this section, we present the results regarding the geometric ergodicity or "exponential forgetting 
of initial conditions" for the risk-sensitive filter for HMMs with finite-discrete states and finite-
discrete observations. As explained before, instead of considering a very general N-state M-
output symbol HMM, we consider a 2-state M-output symbol HMM, so that we deal with a scalar 
derivative instead of a Jacobian. We present the general condition for the geometric ergodicity 
of the risk-sensitive filter followed by a simpler sufficient condition which is observed to be too 
strict for the standard risk-neutral filter or the conditional expectation filter, but not so for the 
risk-sensitive filter under consideration . . 
Geometric ergodicity of the recursive risk-sensitive filter for a 2-state M-output 
symbolHMM 
From the results derived in the previous section, we see that the normalized risk-sensitive estimates 
for a 2-state M-output symbol HMM are given by the following recursion 
(8.15) 
1 
= 
2:7=1 Ci (Yk) exp ( ! ( ei - Xk )'Qk(ei - X k) ) 0 k( i ) 
xdi ag {CI (Yk) exp (~(e l - X k)' Qk(el - X k) ) , 
C2(Yk) exp (~(e2 - X k)' Qk ( e2 - X k) ) } Ok (8.16) 
This recursion can be broken into 2 steps of transformation, a nonlinear mapping followed by 
a linear mapping. In section 3, the linear transformation has already been shown to be a strict 
contraction due to the fact that A is a transition probability matrix. Hence, we just deal with 
the nonlinear transformation and derive the condition under which it will be a contraction in an 
averaging sense. 
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Theorem 8.2 The necessary and sufficient condition for the nonlinear mapping Fk : R M X R 2 ~ 
R2 to be a contraction Vk E N in an averaging sense is given by 
where 
and 
M L Igm(ak(1) ,0) I < M, Vk 
m =1 
1 
[Cml exp(O'~(l)) ak(1) + cm2exp(0'~(2)) (1- ak(1)) J2 
XCmlcm2exp(0'~(l) + 0'~(2) ) [l + Oak(1) (1- ak(1) ) 
{ ' 8Xk I }J x (e2- el) Qk 8ak (1) Yk ,ak (I) 
(8.17) 
Proof The proof technique is similar to the one in Section 3, except for the fact that we start with 
the condition 
(8.18) 
which has to be satisfied for the mapping to be a contraction in an averaging sense. It should be 
noted here that the recursive estimates ak, kEN are defined under 1> and it is therefore sufficient 
to prove the geometric ergodicity of ak under 15. Working under 15 also makes the derivation 
simpler, since the observations are i.i.d, independent of the state and uniformly distributed with 
15(Yk= 1m) =-ir, "1m E {I, ... , M} under 1>. Hence, we have the equivalent condition 
The rest of the proof is just algebraic manipulations and is omitted here. o 
Remark 8.6 It is obvious from (8.14) is that Xk is a function of ak(1), although the functional 
relationship is not explicitly known. This prevents us from obtaining any further simplification 
of the condition (8.17) given above. We assume that for a given Yk, Xk=L(ak(1) ) where 
L E C l (R). We also assume I,/Xtn I < 00. It is for this reason that we chose Ok Yk,ak(I) 
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• N . 
Xk E R ,rather than Xk E E, as mentioned before. 
Corollary 8.1 A sufficient condition/or the nonlinear mapping Fk : RM X R 2 -+ R2 to be a 
contraction "IkE N in an averaging sense is 
19m(ak(1) , ()) I < 1, "1m E {l , .. . ,M} (8.19) 
where () 1= 0. 
Proof The proof is immediate from Theorem 8.2. o 
Remark 8.7 It should be noted here, that for ()=O, when the risk-neutral filter for HMMs is 
obtained, (see Chapter 5) this sufficient condition implies observability and hence is much stricter 
than the observability condition obtained in Section 3. In fact, this condition might not be satisfied 
for all values of ak (1) E (0, 1), for a given a set of parameters A, C. 
Remark 8.8 It should be also noted that for () 1= 0, none of the conditions in Theorem 8.2 or 
Corollary 8.1 implies observability. In fact, even if Cml =Cm2, "1m E {I, ... , M}, the conditions 
(8.17) and (8.19) can be satisfied provided 
Note that observability is not a necessary condition for the geometric ergodicity of the recursive 
estimates in neither the risk-neutral nor the risk-sensitive case. But, it is correct to observe that 
observability is not a necessary condition for the nonlinear mapping Fk : RM X R2 -+ R2 to be 
a contraction, as opposed to the case of risk-neutral HMM filters in Section 3. 
Remark 8.9 Risk-sensitive filters for hidden Markov models with N =2 and a continuous-range 
observation space RP have been derived in Chapter 5. The general condition for the corresponding 
nonlinear mapping to be a contraction can be similarly derived where the derivation involves an 
integration over the range of the observation process rather than a summation as in (8.17). 
Also, it is not difficult to see that a necessary and sufficient condition similar to (8.6) can be 
obtained for the exponential stability of the recursive risk-sensitive estimates. However, the most 
fundamental observation that can be made from the above results is that for sufficiently large values 
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of e, Igm (ak (1) , e) I can be 2: 1, 'v'm and hence none of the conditions (8.17) and (8.19) would 
be satisfied. In other words, the risk-sensitive filter may become unstable, i.e., a small change 
in the initial conditions may result in an instability of the risk-sensitive filter. This restriction 
on e has been also observed in [10] and Chapter 4 of this thesis for the case of risk-sensitive 
filters for linear Gauss-Markov models. It has been seen that sufficiently large values of e may 
make a certain matrix negative definite, resulting in the non-existence of the solution of a certain 
Riccati equation. Simulation studies for risk-sensitive filters for HMMs with continuous-range 
observations (see Chapter 5) have also shown that risk-sensitive filters lose their robustness against 
uncertain noise environments for sufficiently large values of e. However, there is yet no general 
theory of choosing e before starting the estimation process such that the stability of risk-sensitive 
filters would be guaranteed throughout. 
8.6 Conclusions 
In this section, we present a few concluding remarks regarding extensions of the results obtained 
in this chapter and topics for further research. 
As quantization gets finer and finer, and M increases to infinity, the geometric ergodicity as 
obtained for the conditional density of the sta e in Section 3 still holds, i.e. the result is true with 
a continuous observation space Sy . The rate of forgetting may deteriorate as M increases, but 
it will certainly be lower bounded by >'2 (A) . See Remark 8.9 for extensions to hidden Markov 
models with continuous-range observations for the risk-sensitive case. 
It should be noted that in an actual implementation of the recursive filter, the normalization 
step expressed by the denominator, may not be executed at each time step. Only at those points 
in time when one actually has to calculate a conditional expectation based on the conditional 
distributions Pb or when there is a problem with overflow or underflow in the calculation of the 
unnormalized probabilities, it is necessary to carry out this normalization step. It should be clear 
from the derivation above that this does not change anything regarding the geometric ergodicity, 
even though the unconditional distributions may of course be divergent. 
The above analysis assumes that the filter is using the correct parameter values for A and C. If 
this is not the case, for example, in the case of standard HMM filtering, Pk is no longer a Markov 
process. However the joint process X k, Pk is still a Markov process. It is a multiplicative Markov 
process in the terminology of [3]. Because the first component Xk of the process is not influenced 
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by the second component, the method of [3] can be used to derive similar geometric ergodicity 
properties for this enlarged process. In fact one can hope that it will be possible to consider the 
geometric ergodicity of an even more complicated process. Let the filter be run in parallel with 
any recursive estimator of the unknown parameters of A and C. Let the state of the recursive 
parameter estimator be (h. Then the joint process X k, 'Pk , (h is again a multiplicative Markov 
process, and it is possible to derive conditions for geometric ergodicity formally at least. Whether 
these formal ergodicity conditions can be transformed in easily verifiable conditions is a topic for 
further research. 
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Chapter 9 
Dual Aspects of Risk-sensitive Control 
9.1 Introduction 
V1T\l he concept of dual control is generally attributed to Fel'dbaum [1]. In the case of a partially 
II observable system, it has been shown that the dynamic programming equation solution to 
the optimal control problem is computationally more difficult than for ' the complete information 
case [2] [3]. The additional computational effort is attributed to the dual aspects of the control; the 
controller must first obtain reasonable information about the states of the system before having a 
chance to achieve control objectives. In the case of a system with unknown (possibly time-varying) 
parameters, the task of the control actions is therefore twofold, probing for achieving information 
concerning the states, and feedback of this information to achieve control objectives. Probing for 
state estimation needs more aggressive control than for the case when the states are known, and 
hence good control and good estimation are conflicting objectives. The optimal control in the case 
of partially observable systems achieves a trade-off between these two conflicting demands. 
The computational effort in so-called dual control is quite formidable and it has been found 
[2] that the optimal solution to this control problem can be obtained only for a handful of very 
simple systems, and sometimes not even analytically but numerically [4] [5] [6] [7]. To avoid 
the computational burden of the dynamic programming equations, researchers have considered 
a single-step horizon cost function instead of a multi-step cost function and have termed the 
optimizing control as cautious control since it decreases the feedback gain when the parameter 
estimates are uncertain [2]. Unfortunately, the solution to this one-step horizon control problem 
does not introduce any probing feature and thus, does not have the desired dual aspects. Various 
suboptimal strategies have been studied therefore to obtain an algorithm where the control would 
149 
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achieve a good balance between control and estimation [8] [9] [10] [11] [12] [13] [14]. 
The control strategies so far studied in detail, aim at optimizing costs which are quadratic 
involving the control and/or estimation energy. These problems have been termed risk-neutral 
control problems [15] as opposed to risk-sensitive control problems which optimize an exponential 
of a quadratic criteria weighted by a risk-sensitive parameter (usually> 0). The risk-sensitive 
control problem for discrete-time partially observed systems has been solved in [15]. A related 
control and tracking problem for linear discrete-time systems has been solved in [16] . Also, 
risk-sensitive filtering and smoothing problems have been solved for a class of general nonlinear 
systems in Chapter 4 and for hidden Markov models with finite-discrete states in Chapter 5 of this 
thesis. It has been seen that risk-sensitive controllers and filters are more robust in the presence 
of plant and noise uncertainties than their risk-neutral counterparts. Also, they make connection 
to worst-case control and estimation problems in a deterministic noise scenario (Hoo control and 
filtering problems for linear systems). Risk-sensitive problems also specialize to risk-neutral 
problems as the risk-sensitive parameter tends to zero. These facts establish the general nature of 
the risk-sensitive problems. 
In this chapter, we study the risk-sensitive version of the dual control problem. Although [15] 
actually addresses the risk-sensitive optimal control problem for partially observable systems and 
achieves a dynamic programming equation by applying change of probability measure technique, 
it is difficult to interpret the dual aspects of risk-sensitive control from these results. Therefore, by 
considering a cost function which penalizes the system output, we achieve a dynamic programming 
equation which achieves the same objectives, without resorting to the measure change technique of 
[15] . This result is of interest in its own right (see Remark 9.2). We also consider the risk-sensitive 
version of the one-step horizon control problem which has not been considered in literature 
for systems with unknown time-varying parameters. In addition, we present a suboptimal risk-
sensitive dual controller, the risk-neutral version of which has been considered in [14]. Finally, 
the idea of a more generalized optimal risk-sensitive dual controller is briefly introduced. 
We present the optimal risk-sensitive dual control problem and the dynamic programming 
equation solution to it for a certain class of nonlinear systems in Section 2. More general nonlinear 
systems can be addressed without much difficulty using the same techniques, but are not discussed 
here. In Section 3, we consider the risk-sensitive one-step horizon control problem. We present the 
relevant cost-criterion, and solve it for the particular case of a single-input single-output (SISO), 
minimum phase, autoregressive model with exogenous input (ARX) and unknown time-varying 
.... 
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parameters. In Section 4, we consider a particular extension of the one-step horizon control cost 
to obtain a suboptimal risk-sensitive dual controller. This controller is obtained for the same SISO 
ARX model and simulation studies are carried out to show the superiority of this controller to 
its risk-neutral counterpart. In Section 5, we present a more generalized risk-sensitive optimal 
dual control problem and briefly discuss the procedure to obtain the solution and its significance. 
Section 6 presents some concluding remarks. 
9.2 Risk-sensitive Dual Control 
In this section, we introduce the risk-sensitive dual control problem for a certain class of nonlinear 
systems. We describe the signal model, introduce the cost criterion and give a dynamic program-
ming equation solution to the optimal control problem assuming separability between estimation 
and control. 
9.2.1 Signal Model 
We consider the following discrete-time stochastic nonlinear state space model defined on a 
probability space en, T, P): 
(9.1) 
where Xk,Wk ERn, Yk,Vk E RP, Uk E Rm . Here, Xk denotes the augmented state of the 
system including the unknown system parameters, Uk denotes the control input, Yk denotes the 
measurement, Wk and Vk are the process noise and the measurement noise respectively. The 
vectors AJe, Bk and Ck are nonlinear functions in general. We assume that Wk, kEN has a 
density function '¢k and Vk, kEN has a strictly positive density function <Pk . The initial state Xo 
or its density is assumed to be known and Wk is independent of Vk. 
Remark 9.1 The following results can be obtained for more general nonlinear signal models 
without much difficulty, although special restrictions might apply to the functional nature of the 
nonlinear relationship. Such restrictions have been reported for risk-neutral nonlinear filtering in 
[17] and for risk-sensitive nonlinear filtering in Chapter 4. Similarly, these results can be easily 
extended to hidden Markov models with finite-discrete states . 
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9.2.2 Cost Criterion 
Define Yk e (Yo, YI, .. . , Yk), the a-field generated by Yk as Y2 and the corresponding complete 
filtration by Yk. Also define Um,n to be the set of the admissible controls Uk in the interval 
m ::; k ::; n, where Uk is Yk measurable. The risk-sensitive cost criterion for the dual control 
problem is given as, for U E Uk-I ,T-I, 
(9.2) 
The problem objective is to find u* E Uk-I,T-I such that 
U*= argmin E [exp {8 (t L(Yi, ui-I, r))}] 
V.EUk_I ,T_I i=k 
(9.3) 
Here, ri E RP , i E N is the reference output that is supposed to be tracked by Yi. We also assume 
that L E C (RP x R m x RP) is non-negative, bounded and uniformly continuous. 8( > 0) is the 
risk-sensitive parameter. 
Using a fundamental result of stochastic control [2], one can write 
J(U*)=EYk_l[ inf E[exP{8(tL(Yi,Ui-l,ri))}IYk-I]] (9.4) 
V.EUk_I ,T_I i=k 
Hence, the problem objective is to find u* such that 
U*= argmin E [exp {8 (t L(Yi, Ui-I, ri))} I Yk-I] 
V.EUk_I ,T_I i=k 
(9.5) 
Remark 9.2 The cost criterion could have been expressed in terms of the state Xi, rather than the 
output Yi, as 
(9.6) 
where L E C(Rn x Rm) is non-negative, bounded and uniformly continuous in (x, u) and 
q; E C (Rn ) is non-negative, bounded, and uniformly continuous. This risk-sensitive control 
problem has been solved in [15] [16] using change of probability measure techniques. But the 
dual aspects of the control are not so evident from the dynamic programming equation obtained 
in [15] [16] and so this case is not studied further here. 
• • 
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9.2.3 Dynamic Programming 
We have separability between estimation and control as in [15]. The estimation problem is solved 
by evaluating the information state, which in this case is a conditional probability density function 
of the state given the observations. 
Definition 9.1 Define the information state Qklk-I ( X ) such that 
Qklk-I (x) dx=E [I(xk E dx) I Yk-d (9.7) 
Remark 9.3 It is obvious that for a general nonlinear signal model, Qklk-I (x) will be infinite-
dimensional. It can be recursively calculated, starting from the known probability density function 
p(xo) of the initial state, by using 
= f p(Xk+I!xk , Yk) p(xkIYk) dXk iRn 
p(xoIYo) = 
p(YkIXk) p(xkIYk-l) 
JRn p(Yklxk) p(xkIYk-l) dXk 
p(yolxo) p(xo) (9.8) 
Obviously Qklk-I (Xk) =p(xkIYk-I) . Also, Qklk-I (x) can be approximated by the Gaussian sum 
approach [17]. 
Definition 9.2 Let us define the value function V(Qklk-1l k) such that 
V(Qklk-ll k ) = inf E[exp{o(tL(Yi,Ui-t,Ti ))}IYk-l] 
UEUk_I ,T_1 i=k 
(9.9) 
Remark 9.4 We assume here that exp {o (l::r..k L(Yi, Ui-I, Ti) )} is integrable. 
Theorem 9.1 The value function V (Qklk-I, k) satisfies the following recursive dynamic pro-
gramming equation 
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aTIT-l (x) <PT (V) dxdv (9.11) 
Proof 
inf E [exp {() (t L(Yi, Ui-l, Ti))} I Yk-l] 
UEUk_1 ,T_l i=k 
= inf E [E [exp {() (tL(Yi,Ui-l,Ti))} I Yk] I Yk-l] 
UE Uk-1 ,T _l i=k 
= inf E[exp{()(L(Yk,Uk_l,Tk))} 
Uk-l 
inf E [exp {() (t L(Yi, Ui-l, Ti))} I Yk]1 Yk-l] 
UEUk ,T_l i=k+l 
= U~!l E [exp {() (L (Yk, Uk-I, Tk) )} V (ak+lJk, K + 1) I Yk-l] (9.12) 
(using the fact that Ut affects Yk where k > t, t, kEN). Using Definition 9.2, (9.10) follows. 
Also, using Definition 9.2, 
= inf { { exp {() (L (CT(X) + V, UT-l, TT))} aTIT-l (x) <Pr( v) dxdv (9.13) 
UT-l JRP JRn 
and the proof is complete. o 
Remark 9.S Note that considering the cost criterion (9.2) instead of (9.6) results in the dynamic 
programming equation (9.10) which clearly shows the dual nature of the risk-sensitive control, 
which is explained below. Also, change of probability measure techniques are not required to 
achieve this dynamic programming equation. 
9.2.4 Dual Aspects of Risk-sensitive Control 
The dynamic programming equation (9.10) involves computing the expectation of the product of 
two terms. The first term denotes the immediate risk-sensitive control cost. The second term is a 
function of ak+ Ilk (x) which itself is a function of Yk and Uk-I, ... ,Uo. This implies therefore, 
I 
' .., 
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that Uk-l not only affects the immediate risk-sensitive control cost but also influences the future 
information state, or in other words, the estimation procedure. It has been shown similarly in 
[2] for a linear single-input, single-output model with unknown time-varying parameters (where 
the information state is finite-dimensional), that the optimal control affects the immediate control 
cost as well as influences the future parameter estimates and their accuracy. In analogy to this 
risk-neutral dual control problem, the optimal control problem under consideration in this chapter 
is indeed a risk-sensitive dual control problem. 
Remark 9.6 The solution of (9.10) involves, at each step, discretization of the value function in 
the variables of the information state, evaluation of the expectation and minimizing with respect to 
Uk-l subject to the constraint that the information state takes a particular combination of values, 
for each such combination. Of course, for the general nonlinear signal model, this becomes 
analytically impossible due to the infinite dimensionality of the information state, unless one 
approximates the information state by a finite-dimensional representation such as a Gaussian sum 
representation. Even when the information state is finite-dimensional, it has been shown that the 
solution to the corresponding dynamic programming equation for the risk-neutral dual control 
problem cannot be achieved analytically [2]. Numerical solutions to a handful of simple problems 
exist, but are computationally very expensive because the computational complexity increases 
exponentially with the dimension of the information state. 
9.3 Risk-sensitive Cautious Control 
The risk-neutral version of the finite-horizon multi-step optimization task considered in the pre-
vious section has been found to be analytically impossible to solve. Even numerical solutions are 
computationally expensive. This difficulty has led researchers to consider alternative cost func-
tions. In the risk-neutral case, a single-step analytically solvable cost-criterion (see pg 21, [2]) 
results in an optimizing controller which is known to be a myopic controller. It is also known as a 
cautious controller because, in comparison with the certainty equivalence controller, it "hedges" 
by decreasing the feedback gain when the parameter estimates are uncertain and have large vari-
ances. Unfortunately, this optimizing control does not introduce any probing feature into the 
algorithm, and hence does not have the dual aspects . We present the risk-sensitive version of the 
cautious control problem in this section, followed by the analytical expression for the optimizing 
control for a single-input single-output ARX model with unknown time -varying parameters. We 
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also illustrate with an example that the solution to the risk-neutral cautious control is not optimal 
for the risk-sensitive cautious control cost criterion, which is appropriate for systems with plant 
or noise uncertainties. This optimization task has been also considered in Chapter 6 but not for 
systems with unknown time-varying parameters. 
9.3.1 Cost-criterion 
The risk-sensitive cautious control cost-criterion is given as (by putting T=k in (9.5» 
(9.14) 
and the problem objective is to find a uk_1 such that 
Uk_l= argmin J c (Uk-l) (9.15) 
U k _I EUk - l •k _ 1 
where the necessary assumptions are same as in the previous section. 
9.3.2 Risk-sensitive cautious control for an SISO ARX model 
We consider the risk-sensitive cautious control problem for a single-input, single-output, minimum 
phase, ARX model where the parameters are unknown and time-varying. We present the signal 
model and then present the solution to the problem. Note that since this is a single-step optimization 
problem, there is no dynamic programming involved here. 
Signal model 
Consider the discrete-time SISO ARX model 
(9.16) 
where Y k, Uk , vk are output, input and measurement noise respectively at the k-th time instant. The 
noise sequence {Vk} , kEN is assumed to be Gaussian distributed with a density 4>v '" N (0, a;) . 
v k is also assumed to be independent of Yi, i E {I, 2, ... , k - I} and at, b{, i E {I, 2, .. . , k}, j E 
{I , 2, .. . , n}. It is further assumed that bi j: 0 l:Ik . 
The state of the system is denoted by Xk= [bi bl ... bk ai . .. akJ I and the state dynamics is 
.... 
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given by 
(9.17) 
where Ak is a known matrix and {Wk} is a sequence of i.i.d random vectors distributed with a 
density function ¢w '" N (0, ~w) ,Vk E N. 
With this state description. the output dynamics is given by 
(9.18) 
where 
The initial state Xo or its distribution is assumed to be known. 
Cost-criterion 
The single~step optimization index is chosen to be an exponential of a quadratic in this case, so 
that the problem objective is to find 
Uk_l= argmin J c ( Uk-l) (9.19) 
Uk_I EUk_I ,k_1 
where 
Remark 9.7 It should be noted that the minimum phase assumption is not restrictive. Non~ 
minimum phase systems can be treated by including a term penalizing the control cost in the cost 
index described above. 
Remark 9.8 A similar single~step horizon cost index has been treated in Chapter 6 as the risk~ 
sensitive generalization of minimum variance control. But this optimization task does not deal 
with systems with unknown time-varying parameters. 
Remark 9.9 SISO systems are treated to maintain notational simplicity and to develop a theory 
that is intuitively appealing. Multiple-input, multiple-output (MIMO) systems can be treated 
easily by considering a suitable cost index. 
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Optimal cautious control 
Estimation: 
As mentioned earlier, the estimation problem is separated from the control by applying the 
separation principle. It can be easily shown [2] that O!klk-I (x) is Gaussian with mean xklk-I and 
variance Pklk- I satisfying the recursions 
Xk+lIk=Akxklk-1 + ](k(Yk - 'I/Ik-Ixklk-I) 
Pk+lIk=(Ak - Kk'l/lk_l) Pklk-1A" + Ew 
Kk=AkPklk-1 'I/Ik-I (<1~ + 'I/Ik-1Pkl k- 1 'I/Ik_I)-1 
(9.20) 
(9.21) 
(9.22) 
with xOI-I, POI-I known. Hence, the conditional density of Yk given Yk-I is Gaussian with mean 
Yk and variance <1~k given by 
Control: 
. . // . Yk='f'k-IXklk-1 
<1;k =<1~ + 'I/Ik-IPklk-I'I/Ik-1 
Theorem 9.2 The optimizing risk-sensitive cautious control is given by 
Proof Using the cost-criterion (9.19), 
(9.23) 
(9.24) 
Using (9.23) and applying completion of square techniques the above integral can be evaluated to 
yield (9.24). o 
Note 9.1 It is assumed here that e < d- "tk. One way to guarantee this is to choose a high 
u yk ' 
enough POI-I and choose () < d- because it is assumed that <1y2 ~ <1y20' "tk > O. U YO k 
... 
I' 
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Remark 9.10 It is fairly easy to show that as {} -+ 0, this optimizing control approaches the 
solution given in [2] for the risk-neutral cautious control. This is in agreement with similar 
observations made in [15], and Chapters 4, 5 and 6 of this thesis where it has been shown that the 
risk-neutral case can be always obtained as a special case of the risk-sensitive problem as {} -+ 0. 
Example 
Consider an integrator in discrete-time with a time-varying gain given by 
(9.25) 
We assume Wk '" N (0, a; ) ,Vk '" N (0, a; ) and Ak to be known. Figure 9.1 shows the plot of 
the cost of the risk-sensitive cautious control described by (9.24) versus the control variable Uk-l 
and the corresponding (i.e using the same realization for Yk- l , same value for Tk and the same 
distribution for bk 1k- 1) optimal risk-neutral cost denoted by Co for the optimal control Uo [2]. It is 
seen that the optimal risk-neutral cost is higher than the optimal risk-sensitive cost. {} was chosen 
to be 3.7 for this particular example. It explains that risk-neutral optimization problem is not 
the best approach when there are uncertainties involved in the model dynamics, taken care of by 
choosing {} suitably in the risk-sensitive optimization problem. 
9.4 Robust (risk-sensitive) suboptimal dual controller 
In Section 2, we derived a dynamic programming equation (9.10) which has to be solved in order 
to achieve the solution to the multi-step optimization criteria (9.2) or the optimal risk-sensitive dual 
control problem. Remark 9.6 explains why such a solution even for simple linear systems could 
pose extreme computational difficulties. Due to similar difficulties encountered in the risk-neutral 
optimal dual control problem, researchers have considered other suboptimal strategies which could 
substantially simplify the computational procedure. Since the cautious controller is not a dual 
controller, adding perturbation signals to the cautious controller has been considered in [8] [9] . 
In [10] [11], constrained one step minimization techniques have been considered, the constraint 
being on the minimum value of the control signal or on the variance of the parameter estimates. 
Several works [12] [13] have considered different extensions of the single-step cost criterion (i.e. 
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the cost criterion for the cautious control problem) in the risk-neutral case. 
In this section, we consider a similar extension of the single-step risk-sensitive cost criterion 
(9.14). The corresponding extension in the risk-neutral case has been studied in [14]. We 
first present a generalized extended cost-criterion for a risk-sensitive suboptimal dual controller, 
followed by a specific cost-criterion for the SISO minimum phase ARX model described in Section 
3. We then present an analytic solution for the control that optimizes this specific cost-criterion. 
We also present some simulation studies, where we show that in the presence of uncertainties 
in the model dynamics, the risk-sensitive suboptimal dual controller incurs less cost than its 
corresponding risk-neutral counterpart. 
9.4.1 Cost-criterion 
Consider a generalized cost-criterion for a risk-sensitive suboptimal dual controller for the system 
(9.1) given by 
(9.26) 
where B1, B2 are risk-sensitive parameters and f : R n x R n -+ R is a convex function reflecting a 
measure of the estimation error energy, so that both the control and estimation cost are penalized. 
Now let us consider the following cost criterion for the SISO ARX model described in Sec. 
3.2, given by 
(9.27) 
where ek=Yk - 1/IL1x klk-l and >.=~ . 
Therefore, the problem objective is to find uk_l such that 
(9.28) 
9.4.2 Risk-sensitive suboptimal dual controller for a S1S0 ARX model 
Consider the SISO ARX model described by (9.17), (9.18). Separability of estimation and control 
applies as before and the estimation is carried out in the same way as in Sec. 3. The following 
theorem gives the result for the risk-sensitive SUboptimal dual controller for the SISO ARX model 
(9.16). The proof of this theorem is quite similar to that of Theorem 9.2 and is omitted here. 
.--,--~ I 
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Theorem 9.3 The risk-sensitive suboptimal dual control that optimizes the cost criterion (9.27) 
is given by 
(9.29) 
Remark 9.11 This optimization has to be done numerically since 'l/Jk-I and hence a;k and {3k are 
functions of Uk- I. 
Remark 9.12 We assume (h < 0+>.1) 2 , Vk E N. The choice of (h and A is dependent on the 
qYk 
trade-off between good control and good estimation. 
9.4.3 Simulation studies 
Here, we present a brief simulation study to show how risk-sensitive suboptimal dual control 
can perform better than the risk-neutral suboptimal dual control in uncertain noise environments. 
Consider the integrator with a time-varying gain (9.25) described in the example in Section 3. 
Choose Ak=A=0.95 , Vk E N a~=l.O, a; =0,49. Also, let r k=r=l.O, Vk E N . We implement 
the risk-neutral suboptimal dual controller given in [14] and our risk-sensitive suboptimal dual 
controller given by Theorem 9.3. The performance measure used to compare the two schemes is 
I ""N 2 N L..k=1 Yk' 
We consider two types of uncertainties: 
Coloured process noise: In realistic environments, the process noise is often coloured. Let us 
take a particular case where the dynamics of the gain parameter b k is given by 
The risk-neutral suboptimal dual controller studied in [14] is given by 
(9.30) 
We run the risk-neutral controller with A=- 0.5 and the risk-sensitive controller (9.29) with 01 =4 x 
10-4 and A=- 0.5 assuming the process noise is white. Figure 9.2 shows the cost accumulated 
over 1000 time points using simulated data. It is clear that the risk-sensitive controller yields a 
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lower cost. 
Unexpectedly high process noise: 
In this case, we take the actual a;=4 whereas both the controllers run assuming a;=l. For this 
example, we take (h =4 X 10-3 and A=-O.S. Figure 9.3 shows the cost incurred by the risk-neutral 
and the risk-sensitive dual controllers. It is seen that even in such hostile noise environments, the 
risk-sensitive controller performs better. 
To conclude, it would be fair to say that the risk-sensitive suboptimal dual controller is 
expected to perform better than its risk-neutral counterpart in uncertain noise situation. But there 
is no general rule so far as to how to choose a suitable value or a suitable range of values of 81, for 
which the risk-sensitive controller will perform better. 
9.5 A generalized risk-sensitive dual controller 
In the existing dual control literature, the risk-neutral dual control problem has been always treated 
as an optimal control problem, where the optimizing control not only minimizes the immediate 
control cost, but also introduces a learning feature ensuring good estimation in future. So far, 
we have considered risk-sensitive versions of such dual control problems. In this section, we 
introduce a more generalized optimal risk-sensitive dual control problem, where the risk-sensitive 
cost incorporates a term involving the estimation error energy along with the control cost. We 
present the cost-criterion and then give a brief outline of the solution and its significance. 
9.5.1 Cost-criterion 
Consider the signal model (9.1). The generalized optimal risk-sensitive dual control cost-criterion 
is given by 
Jg(U ,Xk,T) = E [exp {8e (~L(Xi,Ui_l) + CP(XT) ) 
+ 8e t(Xi - xY Qi(Xi - Xi) } I Yk-I] 
,=k 
(9.31) 
where U E Uk-I ,T-., Xk,T ~ (Xk, ... , XT) and Qi ~ O. 8e,8e > 0 are risk-sensitive parameters. 
- - -
---
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Therefore the problem objective is to find u* E Uk-I ,T-l and X k,T such that 
= inf E [exp {Bc (I: L(xi, Ui-I) + <Ii ( XT) ) 
UE Uk- I ,T - I,ek.T i=k 
+ Be t(Xi - ~i )' Q i ( Xi - ~i ) } I Yk-l] 
.=k 
(9.32) 
Note 9.2 The relevant assumptions L and <Ii are given in Remark 9.2. 
9.5.2 Optimal Solution 
It is obvious that this optimization task is much harder than the ones considered in this chapter so 
far, since the optimization has to be done over two variables Uk-I , x k at time k. By considering 
Xi, Vi E {k , . . . , T} , to be another set of control variables, the optimization task can be looked 
upon as an optimal control problem, similar to the one considered in [15] . Hence, to solve 
this generalized risk-sensitive dual control problem, we have to apply the change of probability 
measure techniques to obtain a dynamic programming equation similar to the one Qbtained in [15]. 
It should be noted here that the estimates X k,T obtained as the solution of the optimization 
task, along with the control u* E Uk-l ,T - l are, in general nonlinear functions of the information 
state , which in this case is no longer just a conditional probability density function [15] . Although 
X k,T does not affect the future evolution of the system, it can be viewed as a robust estimate of 
the state and/or the unknown parameter vector of the system, which will be appropriate in the 
presence of plant and noise uncertainties. Also having two risk-sensitive parameters Bc, Be gives 
the provision of having a trade-off between good control and good estimation. 
9.6 Conclusions 
Dual aspects of the risk-sensitive control have been studied in this chapter. A dynamic program-
ming equation solution to the optimal risk-sensitive dual control problem has been given. For the 
case of cost indices in terms of outputs rather than states, this dynamic programming equation 
shows the control and probing aspects of the risk-sensitive controller in a conveniently separated 
form. The difficulty involved in solving this equation even numerically calls for suboptimal 
risk-sensitive dual control strategies. One such strategy has been considered by extending the 
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single-step risk-sensitive dual control cost criterion. Also, risk-sensitive cautious control has been 
studied for an SISO, minimum phase, ARX model. The suboptimal dual controller has been 
derived for the same model. Simulation studies carried out for the special case of an integrator 
with a time-varying gain show that the suboptimal risk-sensitive dual controller is more robust to 
uncertain noise environments than its risk -neutral counterpart. Also, the idea of a more generalized 
risk-sensitive dual controller has been introduced. 
9.7 Figures 
In this section, we present the figures depicting the simulation results. 
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Chapter 10 
Conclusion 
10.1 Overview 
f1ll1 his thesis considers robust nonlinear filtering theory and applications. New estimation and 
J1 identification techniques have been developed using simple finite-dimensional nonlinear 
filtering algorithms, namely HMM filtering algorithms. Applications to blind equalization of 
IIR channels and estimation of Markov modulated time-series have been considered. In both 
of these applications, on-line algorithms have been developed which have been verified to work 
satisfactorily through extensive simulation studies. 
This thesis has also explored robust nonlinear filtering theory by deriving risk-sensitive filters 
for nonlinear systems. Linear systems and hidden Markov models are recovered as special 
cases. Such filters are more robust to uncertain noise environments such as time-varying noise 
variance, coloured noise or unexpectedly high noise situations. Simulation studies carried out 
for risk-sensitive filters for HMMs have confirmed this. These filters can be connected to known 
minimum variance filters, the so-called risk-neutral filters as the risk-sensitive parameter tends 
to zero. Also, in the small noise limit they are shown to have an interpretation in terms of a 
deterministic worst-case noise scenario which is closely connected to H 00 filtering. Applications 
of such robust filters are considered in Maximum Likelihood sequence estimation where it is found 
that our risk-sensitive algorithm yields considerably less number of decision errors in recovered 
data for uncertainties in the transition probability matrix of the Markov chain generating the 
sequence observed in noise. Stability analysis of risk-sensitive filters for the general nonlinear 
signal models is a difficult problem. As a first step in this direction, sufficient conditions for 
geometric convergence of recursive risk-sensitive filters for HMMs are derived. In the risk-neutral 
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case, it is seen that the geometric convergence or exponential forgetting of initial conditions is 
guaranteed under a certain simple observability condition. For risk-sensitive filters for HMMs, the 
conditions derived are more complicated and it is seen that the risk-sensitive parameter plays an 
important role. Our results show that with increasing values of this parameter, the risk-sensitive 
filters may lose the property of geometric convergence or exponential stability. 
Finally, the problem of robust dual control is considered where it is shown that the optimal 
risk-sensitive control has the desired dual property which is associated with the optimal quadratic 
control for partially observed systems. The optimal solution is computationally prohibitive due 
to the "curse of dimensionality" just like the risk-neutral optimal dual control and leaves us to 
explore suboptimal risk-sensitive strategies including robust cautious control. Simulations show 
that under certain noise uncertainties risk-sensitive suboptimal dual control strategies yield a lower 
cost than the corresponding risk-neutral strategies. In the next section, we summarize the main 
results that have been obtained and the salient features of the algorithms developed in this thesis. 
10.1.1 Hidden Markov model filtering and applications 
Blind Equalizatio,n of IIR channels 
A new algorithm has been developed for blind equalization of llR channels using a recursive 
HMM estimator coupled with a relaxed SPR ELS estimator. Since the standard HMM processing 
is not applicable because of the Markov chain being embedded in coloured noise, such a coupling 
turns out to be a SUboptimal alternative, the methodology of which is analogous to the "certainty 
equivalence" principle in adaptive control. Here are some of the important features of this so-called 
HMM-ELS algorithm: 
• Computational Complexity: The computational complexity of the HMM-ELS algorithm is 
o (N2T) + 0 (rT) computations where N is the number of states of the Markov chain, 
T is the length of the observation sequence, and p is the length of the llR channel filter. 
This is of course, computationally less expensive than the optimal Maximum Likelihood 
(ML) solution which would require 0 (NT) solutions. This is also substantially less than 
the computational requirements (which is 0 (NP)) of an algorithm which approximates the 
llR channel filter by an FIR filter of length p for large p . 
• Simulated Performance Extensive simulation studies show that the HMM-ELS algorithm 
yields excellent channel estimates even in low SNR. It can tackle jump time-varying channels 
I' 
I' 
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as well as jump time-varying input statistics. It is not affected by initial conditions. It also 
can tackle non-SPR channels because of the use of the Relaxed SPR ELS algorithm. This 
algorithm can be extended to non-minimum phase channels with a rational transfer function. 
It performs much better than competitive algorithms like CMA for Markov channel inputs 
as well as i.i.d inputs where the performance comparison has been made in terms of mean 
and rms error of channel estimates. This algorithm does not yield very low bit error rate, 
but it is suggested that once the channel has been identified via this algorithm, one can use 
Viterbi-type algorithms for the sequence estimation. 
Convergence analysis of the coupled filter remains a difficult problem which hinges on the ex-
ponential stability of the uncoupled recursive HMM state estimator. Though this has not been 
established in literature for the most general case, the geometric ergodicity property of the un-
coupled recursive HMM state estimator for a 2-state HMM has been proved under reasonable 
observability conditions [2]. 
Estimation of Markov modulated time-series 
Time-series models with Markov-modulated parameters (a class of random-coefficient time-series) 
have been known to be used to model the stochastic stability of short run market equilibrium 
under variations in supply. They are also used in failure detection algorithms and econometrics 
applications (see Chapter 3 for references). Our work has been concentrated upon the application 
of the EM algorithm and the recursive EM algorithm based on Kullback-Leibler information 
measure for estimating such ARMA, MAX and ARX time-series. Optimal estimation of a 
Markov-modulated ARMAX time-series remains computationally prohibitive and has not been 
considered, although suboptimal solutions have been proposed. Simulation studies have shown 
satisfactory performance for both the algorithms. The recursive EM algorithm converges "almost 
surely" under appropriate regularity conditions [1]. It has been observed that the number of data 
points necessary for the algorithm to give estimates close enough to the true parameter values is 
large if the associated noise variance «(72) is high and vice versa. 
Deriving stationarity criteria for Markov-modulated time-series is considered to be a difficult 
problem. Also, stability analysis of the recursive EM algorithm has not been considered in this 
thesis. 
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10.1.2 Robust Nonlinear Filtering 
The problem of discrete-time filtering and smoothing with an exponential of a quadratic error cost-
criteria. termed risk-sensitive filtering and smoothing, has been solved for quite general nonlinear 
systems. Linear signal models and hidden Markov models with finite-discrete states have been 
treated as special cases. The change of probability measure technique has been used in most of 
the derivations. A new probability measure has been defined where observations are i.i.d and 
the reformulated cost-criterion has been minimized to give the filtering and smoothing results. 
Information state techniques have been used and it was seen that the information state is not 
only a conditional density function of the state, but additionally involves part of the risk-sensitive 
cost. Linear recursions have been obtained in the information state which are infinite-dimensional 
for the general nonlinear case, but finite-dimensional for the linear signal model and the hidden 
Markov model. Closed form results for the optimizing estimate and the density of the smoothed 
estimate have been also derived. It has been seen that for the nonlinear case, the risk-sensitive 
. filter can be found through an infinite-dimensional search, whereas for the linear signal model, it 
can be explicitly expressed in a form which is similar to that of the Hoo filter. Also, risk-sensitive 
smoothers have been explicitly derived for the linear signal models. Some simulation studies 
were carried out with risk-sensitive filters for hidden Markov models with finite-discrete states. 
In uncertain noise environments such as unexpectedly high noise or coloured or time-varying 
noise, risk-sensitive filters were seen to perform substantially better than their minimum variance 
counterparts. 
The particular risk-sensitive cost involving the sum of the estimation error energy in the index 
of the exponential has been termed the risk-sensitive cost with memory (see Chapter 6). An 
alternative simpler risk-sensitive cost is studied which involves the estimation error energy at 
one time point. For this particular cost-criterion, risk-sensitive filtering, prediction and smooth-
ing results have been developed as augmentations to information state filtering, prediction and 
smoothing. In the linear Gaussian model, quadratic index case, the estimators are the minimum 
variance estimates. In the limit as the risk-sensitive parameter approaches zero, known risk-
neutral (minimum variance estimation) results are recovered. In the small noise limit, for suitably 
small risk-sensitivity parameter, risk-sensitive filtering (minimum variance filtering in the linear 
Gaussian case) has the interpretation of a deterministic estimation problem in a worst-case noise 
environment. Continuous-time and discrete-time nonlinear stochastic models are studied as well 
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as hidden Markov models. Risk-sensitive estimation involving memory is achieved by application 
of the risk-sensitive estimation results to a signal model augmented by a state associated with the 
performance index. Risk-sensitive versions of minimum variance controllers have been developed 
as an optimization involving the information state for discrete-time stochastic models. The results 
parallel those for one-step-ahead prediction. In the limit as the risk-sensitive parameter approaches 
zero, known risk-neutral (minimum variance control) results are recovered. In the small noise 
limit the control is optimum for a solution with worst-case deterministic noise. Application to 
adaptive risk-sensitive control is immediate. 
10.1.3 Application o/risk-sensitive estimation 
Application of such risk-sensitive estimation is considered in robust Maximum Likelihood se-
quence estimation. For discrete-time hidden Markov models, we first develop the theory of 
recursive estimation of products of real functions of the state of the HMM. As a special case, 
we present a risk-sensitive variation of the Viterbi algorithm which is widely used for Maxi-
mum Likelihood sequence estimation. This suboptimal algorithm is termed the "risk-sensitive 
Maximum Likelihood sequence estimation" (RSMLSE) algorithm. Simulations· show that this 
algorithm is more robust against uncertainties in the transition probability matrix of the Markov 
chain generating the observed sequence than the standard Viterbi algorithm. This makes it useful 
for communication systems involving fast time-varying channels or data sequence involving un-
known or partially known transition probabilities. Similar estimation results are also obtained for 
continuous-range state models. 
10.1.4 Geometric convergence 0/ risk-sensitive filters 
Stability and convergence analysis of risk-sensitive filters for the general nonlinear case are 
considered to be hard problems, whereas for the linear time-invariant case, the analysis is same 
as that for Hoo filters. To derive meaningful convergence conditions for N -state HMMs is still 
considered to be a difficult problem. In this thesis. we have derived sufficient conditions for 
geometric convergence or "exponential forgetting" of initial conditions for risk-sensitive filters 
for HMMs with 2 states and M output symbols. For this case, it is seen that the standard HMM 
filter which is the conditional expectation of the state given the observation, exponentially forgets 
the initial conditions under a reasonable observability condition that no two states of the HMM 
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should have the same transition probability to generate the same output symbol. This condition 
has been derived [2] by exploiting the recursive structure of the standard HMM filter where the 
recursion involves a state transition and a measurement update step. Due to the properties of the 
transition probability matrix, the state transition step is shown to be a strict contraction, whereas 
the measurement update step is a strict contraction on an average provided the observability 
condition holds. Similar sufficient conditions for risk-sensitive filters are also derived. Unlike the 
risk-neutral case, these conditions tum out to be more complicated and no simple observability 
condition can be derived. But what is very important is that these conditions depend strongly 
on the value of the risk-sensitive parameter 8. It is observed that for sufficiently large values 
of 8, the conditions might fail to hold and the risk-sensitive filters may become unstable in the 
sense of geometric ergodicity. This conforms with the observations obtained from the simulation 
studies that for sufficiently large values of 8, computations fail to obtain risk-sensitive filters . To 
actually derive a theoretical upper bound on the risk-sensitive parameter for general time-varying 
risk-sensitive filters is beyond the scope of this thesis. 
10.1.5 Robust dual control 
This thesis has also considered dual aspects of risk-sensitive control. A dynamic programming 
equation solution to the optimal risk-sensitive dual control problem has been given. For the case of 
cost indices in terms of outputs rather than states, this dynamic programming equation shows the 
control and probing aspects of the risk-sensitive controller in a conveniently separated form. The 
difficulty involved in solving this equation even numerically calls for suboptimal risk-sensitive 
dual control strategies. One such strategy has been considered by extending the single-step risk-
sensitive dual control cost criterion. Also, risk-sensitive cautious control has been studied for an 
SISO, minimum phase, ARX model. The suboptimal dual controller has been derived for the same 
model. Simulation studies carried out for the special case of an integrator with a time-varying 
gain show that the suboptimal risk-sensitive dual controller is more robust to uncertain noise 
environments than its risk-neutral counterpart. Also, the idea of a more generalized risk-sensitive 
dual controller has been introduced. 
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10.2 Scope for future research 
In this section, we state a few problems that are closely related to this thesis and to the best of our 
knowledge, are still unsolved. Many of them are by-products of this thesis and can be topics for 
future research. 
• Convergence analysis of the HMM-ELS blind equalization algorithm 
The HMM-ELS algorithm presented in Chapter 2 is shown to have substantially better 
performance over conventional blind equalization algorithms for all-pole channels, although 
one has to pay in terms of computational complexity. Strong analytical convergence results 
are yet to be obtained. The algorithm consists of a coupled estimator containing the standard 
HMM estimator and a relaxed SPR ELS estimator. Some convergence results for each one 
of them have been presented in Chapter 2 when one estimator is independent of the other. 
But convergence analysis of the coupled estimator is an open problem. One of the main 
difficulties has been to prove the exponential stability of the standard HMM state estimator. 
Recently, it has been shown in [2] that under certain observability conditions the HMM 
state estimator has the property of geometric ergodicity, i.e. the property of forgetting initial 
conditions exponentially fast. Although, this simple condition has only been derived for 
N = 2, where N is the number of states of the HMM, we believe that this new result will 
make the convergence analysis easier for the coupled estimator. 
• Stability issues of the recursive EM algorithm for estimation of Markov-modulated 
time-series 
Again, this problem is closely related to the geometric ergodicity of the standard HMM state 
estimator. Also relevant are the related problems of identifiability issues, error analysis etc. 
which have not been considered in this thesis. 
• Risk-sensitivity, robustness issues and applications 
The motivation behind optimizing an exponential of a quadratic cost index is to achieve 
robustness against uncertainties in the environments. Since this quadratic cost in the index 
of the exponential is weighted by a risk-sensitive parameter, usually positive, risk-sensitive 
filters become more and more cautious as the value of this parameter increases. It has been 
seen in Chapter 4 that for linear signal models, sufficiently large values of this parameter 
would mean that the associated Riccati equation does not have any solution. A similar 
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observation has been also made in literature regarding H 00 or minmax estimation problems 
where the H 00 filters cease to exist beyond a certain minimum value of the parameter ,. 
Note that,2 is the usual Hoo norm bound. Independent to this thesis, it has been shown in 
[3] that H 00 or minmax estimation have interpretations in terms of risk-sensitive estimation 
with (), the risk-sensitive parameter replaced by ~ for plants with no modelling error and 
'Y 
linear dynamics. In this thesis, we have established the connection between risk-sensitive 
estimation and H 00 or minmax estimation for general nonlinear models by applying change 
of probability measure techniques. There are two issues however, which are yet unresolved. 
The first is to obtain theoretical results providing physical interpretations explaining what 
happens when () becomes too high. This is particularly interesting for nonlinear plant 
models and hidden Markov models. For example, it has been observed particularly for 
hidden Markov models that computations fail when () becomes too high. The other issue 
is to find suitable applications for risk-sensitive estimation and how to choose the design 
parameter () for various sort of uncertainties in these robust estimation problems so that 
we do not run into computational problems or situations where solutions are impossible, 
specifically for nonlinear and time-varying uncertain systems. 
• Geometric ergodicity of filters for a N -state HMM 
In this thesis, a sufficient condition has been derived for geometric ergodicity of risk-
neutral and risk-sensitive filters for HMMs with 2-states and output symbols belonging to 
a finite-discrete set, the results being extendible to HMMs with continuous-range outputs. 
Meaningful results are yet to be derived for HMMs with N -states where N > 2. Also, such 
stability results are yet to be derived for risk-sensitive filters for nonlinear signal models 
with continuous-range states and outputs. 
• Other applications of HMM signal processing involving coupled filters 
In the recent past, the HMM signal processing technique involving coupled filters has found 
applications in QAM demodulation, PM demodulation in fading channels etc. This thesis 
has considered applications in blind equalization of all-pole channels. These methods are 
suboptimal but nevertheless, very effective and extensive simulations have proved them to 
be substantially better than many other conventional techniques. We believe that more appli-
cations of these coupled filter techniques can be found in identification, speech processing, 
de-interleaving pulse-trains etc. 
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• Risk-sensitive estimation and control with constraints 
Recently, much research has been directed into solving LQ optimal control problems with 
multiple constraints or multi-criterion optimal control problems [4] [5] [6]. It seems that 
risk-sensitive control and estimation problems with multiple constraints or multi-criterion 
risk-sensitive control problems can constitute an interesting area of future research. 
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Appendix A 
Proofs of Theorem 4.3 and Theorem 4.4 
A.l Proof of the Algebraic Recursions in Theorem 4.3 
Using Lemma 4.4 and the Gaussian fonn of 0klk-I (x) from Theorem 4.3, we can write 
1 , -I Ok+I1k(X) =Zk+lexp( - l(x - ILk+l) Rk+l(x - ILk+I)) 
= Zk IWk+Ii -t(211")-¥-eXp(~Y~Vk-IYk) kn exp[( -~) {(x - AkZ)'w~11 ex - AkZ) 
+(y - CkZ)' Vk- I (y - CkZ) -O(z - Xklk)' R;I ( z - xk lk) 
+( z - ILk)' R;I ( z - ILk) }] dz 
= Zk IWk+Ii -!(211")-¥- f exp[( _!) { z'(Rk"1 + C~Vk-ICk - OQk + AkW~\Ak ) Z JRn 2 
2 '(A' W- I C'V;-I R-1 llQ ' ) 'W- I 
- z k k+l x + k k Yk + k ILk - U kXklk + x k+I X 
-X~lk(OQk) Xklk + ILkR;IILd] dz 
= Zk IWk+Ii -i(211")-¥- kn exp[( -~) {( z - LI)'E;I(z - L 1) 
-LIE;ILI + x'W~llx - X~lk(OQk) Xklk + ILkR;IILk}] dz 
where 
and 
~-IL A' W- I C'v,-I R- 1 llQ' £.Jk 1= k k+l x + k k Yk + k ILk - U kXklk 
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A.2 Proof of Theorem 4.4 
Using Theorem 4.3 and an extension of Theorem 4.1 in the new measure P, we have, 
A • i 1>t (Yt - Ctz) 1 , XtltEargmm O!tlt_l(z) 1>() exp(-2B(z -O Qt(z -O)dz 
,Rn t ~ 
= argminZt r exp[--21{z'(R;-I+C~~-ICt-BQt) z 
, JRn 
-2z'(C~~-IYt + R;-II-lt - BQtO + I-l~R;-ll-lt - ('(BQt) OJ dz 
= Kargmin r exp[-~{(z -NI)'E;I(z -NI) -('(BQt+BQtEzBQt)( 
,JRn 2 
-2('(BQt E;I(R;-ll-lt + C~~-IYt))}J dz 
= KI argminexp[~«( - N2)'Ei l «( - N2) J (A.7) , 
where 
,,-I-R-1 + C,v:-1C - BQ 
L.Jz - t t t t t 
and 
and K, KI are constants not involving (. 
(A.7) implies 
xtit=N2 
= (BQt + BQtEzBQt)-1 BQtEz(R;-ll-lt + C:~-IYt) 
= (E; I + BQt)-1 (R;-II-lt + C:~-IYt) 
= (R;-I + C:~-ICt)-1 (R;-II-lt + C:~-IYt) 
Using (A.8) and (A.S), we have 
(A.8) 
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(A.9) 
In the above derivations we have assumed CRt l + c:~-lCt - OQt)-l > 0 "It, a necessary and 
sufficient condition for which is E t > 0, "It (see Remark 4.9). 
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Appendix B 
Proof of (6.23) 
The steps in completing-the-square arguments are briefly summarized as follows. From (6.20), 
with <I>(x,O =!(x - O'Q(x - 0, 
xflt E argmin { exp {~ex - 0' Q (x - 0 --21 (x - x*)' ~~tl (x - Xtlt) } dx 
{ERn JRn 2 
= argminKx exp (-21 {(9Q~ - X~lt~;ltIXtlt 
{ERn 
-«(9Q - X~lt~~tl) (9Q - ~tlt)-I (Q~ - ~tlt)-I X*}) . 
where (omitting tit subscripts) 
Kx = kn exp {~ [X'- (~'9Q - X'~-I) (9Q - ~-I) ] (9Q - ~)-I 
[x-(9Q - ~-I) (9Q~ - ~-IX) ]} dx 
which is a scaled integral of a Gaussian-like term dependent only on (9Q - ~) and not on ~. 
Thus, 
and (6.23) follows. 
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