Abstract-Since most of the projects encounter effort overruns, effort estimation is one of the most important estimates of software projects during software development. There are several software effort estimation methodologies in the literature. However, instead of proposing a novel effort estimation methodology finding the necessary attributes that affects the software effort estimation is an also important contribution. This study focuses on analyzing the necessity of these attributes. We apply linear regression technique to investigate relation between these attributes. Lastly we evaluate our prediction performance with using Magnitude of Relative Error (MRE), Mean Magnitude of Relative Error (MMRE), Median Magnitude of Relative Error (MdMRE), MSE (Mean Square Error) and Prediction Quality (pred(e)). In order to conduct case study we used the Desharnais (77 projects) dataset from the publicly available PROMISE software engineering repository. Results show that the attribute "PointsNonAdjust" is the most necessary attribute in order to estimate software effort.
I. INTRODUCTION
Software effort estimation plays a vital role in a successful software project because it effects on the project's cost, duration, quality, performance. Because of this necessity there are many effort estimation methodologies in the literature [1] , [2] , [3] .
However, instead of proposing a new methodology finding which attributes affect the software effort is also an important issue.
For this reason, we have focused on analyzing the importance of the attributes in software effort estimation. In order to conduct case study we used Desharnais dataset from the PROMISE software engineering repository. First of all, we analyze the correlation between each attributes of Desharnais dataset and effort attribute. We apply linear regression technique to investigate relation between these attributes. Lastly we evaluate our prediction performance with using Magnitude of Relative Error (MRE), Mean Magnitude of Relative Error (MMRE), Median Magnitude of Relative Error (MdMRE), MSE (Mean Square Error) and Prediction Quality (pred(e)).
In this study, we ask two research questions related to the Desharnais dataset:
1. What is the influence of each of the attributes on software effort estimation?
2. What is the influence of all of the attributes combined on software effort estimation? We have shown that some attributes are more necessary than other attributes.
The rest of the study is organized as follows: Section II summarizes the literature research. In Section III projects and datasets analyzed in the study are introduced, Section IV provides case studies, Section V provides prediction accuracies, finally the conclusions are given in Section VI.
II. LITERATURE SUMMARY
Several effort estimation measures have been defined so far. COCOMO is the one of the widely used software effort estimation methodology in the literature. It is an algorithmic software effort estimation methodology developed by Barry Boehm. This methodology also uses a linear regression formula together with parameters derived from historical projects and existing project specifications. There are three different levels of COCOMO which are Basic, Intermediate and Detailed. The basic COCOMO is used to make quick estimates for small and medium-sized projects. Effort Adjustment Factor (EAF) is used in the intermediate and detailed COCOMO methodology.
Wideband Delphi is another software effort estimation methodology. It is a consensus based effort estimation technique and effort is predicted based on the judgments of one or more expert(s) [4] . This methodology is suitable when the consultants are familiar with the projects to be developed. Sometimes, the methodology may fail to reach a consensus, and judgment errors might occur.
Use Case Point (UCP) methodology is also another software effort estimation methodology. UCP is the basic technique proposed by Gustav Karner [5] for estimating effort based on Use Cases. The method assigns quantitative weight factors (WF) to actors and use cases based on their classification as Simple, Average and Complex.
In order to measure the software size and estimate the required effort, unadjusted use case weight, unadjusted actor weight, technical complexity factors (TCF), environmental factors (EF) and productivity are taken into account.
Several approaches can be used to convert the size obtained from the use case point evaluation to the required effort. For example; Karner's methodology assumes the productivity of 20 person hours per adjusted UCP.
III. ANALYZED DATASET
The Desharnais dataset [6] is composed of a total of 81 projects developed by a Canadian software house in 1989. Each project has twelve attributes which are described in Table I The Desharnais dataset has become very popular as many developers use it in addition to other datasets to train and evaluate software estimation models.
This data set includes nine numerical attributes. The eight independent attribute of this data set, namely ''TeamExp", ''ManagerExp", ''YearEnd", "Length", ''Transactions", ''Entities", ''PointsAdj", ''Envergure", and ''PointsNonAjust" are all considered for constructing the models. The dependent attribute ''Effort" is measured in person hours.
In Desharnais dataset, The Project and the Language attributes are not considered in this study. Because Project attribute is Project ID starts by 1 and ends by 81. It does not make sense for our study. Moreover, Language attribute is categorical. Therefore, these two attributes ignored from the dataset.
IV. CASE STUDY
In this section, the correlations between attributes of Desharnais dataset and software effort are analyzed and applicability of the regression analysis is examined.
The correlation between two variables is a measure of how well the variables are related. The most common measure of correlation in statistics is the Pearson Correlation (or the Pearson Product Moment Correlation -PPMC) which shows the linear relationship between two variables. Pearson correlation coefficient analysis produces a result between -1 and 1. A result of -1 means that there is a perfect negative correlation between the two values at all, while a result of 1 means that there is a perfect positive correlation between the two variables. Results between 0.5 and 1.0 indicate high correlation.
The Pearson correlation coefficients between attributes and software efforts are given in Table II for Desharnais dataset.
Please note that, all of the statistical analyses in this study are performed by Minitab statistical tool [7] .
As it can be seen from Table II , Length, Transactions, Entities, PointsAdjust and PointsNonAdjust attributes' correlation coefficients are above 0.50. Since correlation coefficient values are greater than 0.50 it means there is a strong correlation between dependent and independent variables. Moreover, these attributes p-values are also smaller than 0.05 threshold. So, we can conclude that these attributes are statistically significant [8] . In order to show the differences between the actual and estimated values of the dependent variable (obtained by applying the regression equation), scatterplots and residual plots are given for "PointsAdj" and "PointsNonAdjust" attributes (which have the highest correlation coefficients) in Fig. 1 through Fig. 4 .
Scatterplots of the dependent (each attribute) and independent variables (effort) can be used to observe the linearity of the data points. In a scatterplot, the continuous line shows the regression line that represents the relationship between the dependent and independent variable. Data points correspond to dependent variable versus independent variable of the projects. Note that when the data points are close to regression line, the prediction accuracy is high. According to scatterplots, most of the data points are closer to regression line. But there are some outliers that can be realized from the Fig. 1 and Fig. 2 .
Residual is also a graph that shows the difference between the actual and estimated values of the dependent variable. The linear regression analysis said to be appropriate if the data points in a residual plot are randomly scattered in the graph; otherwise, a non-linear model would be more suitable [9] .
The residual plots for "PointsAdj" and "PointsNonAdjust" attributes are given in Fig. 3 and Fig. 4 . According to residual plots, data points in a residual plot are randomly scattered. Therefore after observing high correlation coefficients, obtaining statistical significant p values, given scatterplots and residual plots now we can apply linear regression analysis.
In Table III According to results, only the (5) give acceptable R 2 values (an acceptable value of R 2 is ≥ 0.5 [10] ). We also try to predict software effort with using all attributes (Length, Transactions, Entities, PointsAdj and PointsNonAdjust). We applied stepwise linear regression method. According to stepwise linear regression we obtain the following regression equation which is given in Table IV: Prediction quality (Pred (e) = k/n) is calculated on a set of n projects, where k is the number of projects for which MRE is less than or equal to "e", where "e" is the selected threshold value for MRE. The interpretation of MRE and Pred criteria is that the accuracy of an estimation technique is proportional to the Pred and inversely proportional to the MRE.
Finally, MSE is the statistical measure of the average squares of the errors. Two or more models can be compared by using their MSEs as a measure of how well they explain a given set of observations. The smaller MSE values are the better.
In this study, we compute prediction quality for e=0.30. Tate and Verner suggested that for an acceptable estimation model the value of Pred (0.30) should exceed 0.70 [11] .
According to Hastings and Sajeev's evaluation. if MMRE and MdMRE values are between 0.20 and 0.50, it is considered as acceptable [12] . MRE, MMRE and MdMRE are defined as:
where AVi is the actual value, EVi is the estimated value of the ith project and n is the number of projects.
Prediction Accuracy results according to given equations are given in Table V. As the results indicate all of the regression models give predictive MdMRE results according to Hastings and Sajeev's evaluation. According to MMRE, the best result belongs to (6) which is 0.59. Although, there is no acceptable prediction quality result, 0.50 and 0.52 values are the most closest the acceptance level.
For an overall decision we should examine MSE results. The MSE results for all equations are given in Table VI.   TABLE VI: MSE RESULTS  Equations  MSE  1  9934823  2  11426025  3  12980969  4  8740096  5  8211092  6  9649301 According to MSE results, since the smaller MSE values are the better, the prediction models can be best constructed with equations (5), (4), (6), (1), (2) and (3), respectively.
We can conclude that, for Desharnais dataset, effort can be best predicted by "PointsNonAdjust" attribute. This attribute is size of the Project measured in unadjusted function points and it is calculated as Transactions plus Entities.
PointsNonAdjust= Transactions + Entities
The second attribute is "PointsAdj" and it is size of the Project masured in adjusted function points. This is calculated as:
PointsAdj=PointsNon Adjust x (0.65 +0.01xEnvergure) (12) Although, adjustment factors are used to reduce the % deviation of the estimated value from the actual value, it is not relevant for this dataset.
VI. CONCLUSION

