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Abstract
It’s increasingly clear that the three-dimensional genome organization is de-
pendent on the functional cell activities. In this thesis, the relationships be-
tween genome function, gene transcription activities for specific, and genome
physical structure are investigated from diﬀerent perspectives. From genome-
wide probabilistic functional networks, we develop two diﬀerent models for
the three-dimensional genome architecture in Escherichia coli as well as in
Saccharomyces cerevisiae.
To begin with, we explore and confirm the correlation between gene tran-
scription and genome organization by investigating the chimeric transcripts in-
duced by the ‘transcription-induced chimerism’ (TIC). Transcription-induced
chimeras involve heterogeneous genes localized on diﬀerent chromosomes, or
on the same chromosome with a large genomic distance. When these genes are
concurrently transcribed with a spatial proximity, their transcripts are more
likely to be ligated as fusion products. By using bioinformatic approaches,
we glean and validate chimeric transcripts from the Expressed Sequence Tag
(EST) databases of human and mouse, and use them as the probe to identify
physical contacts within the same chromosome or between diﬀerent chromo-
somes. The chromosomal contact pattern extracted from the identified fusion
transcripts is in agreement with the results from other independent experi-
ments. The utilization of the chimeric transcripts in identifying chromosomal
physical interactions shed light on the association between genome structure
and genome function.
In a subsequent step, we postulate and test one prospective mechanism for
the formation of chromosomal domains in the prokaryotic organism, E. coli.
A genome folding model, which accounts for the role of gene transcriptional
regulatory network (TRN) along with the nucleus confinement, is developed.
Considering the stochastic nature of TF-promoter binding, we assume that
transcription factors (TFs) and corresponding target genes (TGs) could stay
in physical proximity for rapid targeting and more eﬃcient regulation. We
validate this model via numerical simulations and re-construct the ordering and
the precise subnuclear distribution of the genetic loci that are experimentally
screened. With this model, we contribute to a deeper understanding of the
spatial chromosome organization in E. coli.
Last but not least, inspired by the findings from E. coli, we hold that a com-
patible interacting way between gene transcription and chromosome organiza-
tion might exist in eukaryotes as well. Diﬀerent from prokaryotes, eukaryotic
organisms undertake their gene transcription and mRNA translation activities
within diﬀerent cell compartments. For this reason, we postulate a function-
dependent genome structure model for budding yeast, in which we assume that
genes with highly similar transcriptional control profiles might be recruited to
the same subnuclear compartment enriched with specific transcription factors
for their expression control. We test this idea with a simple eukaryotic or-
ganism, S. cerevisiae. The chromosomal interaction patterns and the folding
behavior generated by this model are consistent with the experimental ob-
servations. We show that the transcriptional regulatory network has a close
linkage with the genome organization in budding yeast, which is fundamental
and instrumental to later studies on other more complex eukaryotes.
Zusammenfassung
Es wird immer deutlicher, dass die dreidimensionale Struktur des Genoms von
ihrer Funktion abhängt. In dieser Arbeit wird der Zusammenhang zwischen
der Funktion des Genoms, Transkription von Genen für spezifische und der
physikalischen Struktur des Genoms aus verschiedenen Blickwinkeln unter-
sucht. Aus genomweiten, probabilistisch-funktionalen Netzwerken entwickeln
wir verschiedene Modelle für die dreidimensionale Genomarchitektur in Es-
cherichia coli und Saccharomyces cerevisiae.
Als Erstes erkunden und bestätigen wir die Korrelation zwischen Gentran-
skription und Genomorganisation durch die Untersuchung von chimären Tran-
skripten welche durch ‘transcription-induced chrimerism (TIC)’ hervorgerufen
wird. TIC induzierte chimäre Transkripte beinhalten heterogene Gene welche
sich auf verschiedenen Chromosomen befinden oder auf demselben Chromo-
som aber mit einem großen Abstand zueinander. Wenn diese Gene gleichzeitig
in räumlicher Nähe zueinander transkribiert werden, so sind ihre Transkripte
mit einer höheren Wahrscheinlichkeit zu einem Fusionsprodukt verbunden.
Durch einen bioinformatischen Ansatz sammeln und bestätigen wir chimäre
Transkripte aus Expression Sequence Tag (EST) Datenbanken für Menschen
und Mäuse und benutzen sie als Testproben um räumliche Kontakte innerhalb
des selben Chromosoms, oder zwischen verschiedenen Chromosomen zu identi-
fizieren. Die chromosomalen Kontaktmuster, welche aus den fusion transcripts
entnommen wurden, waren in übereinstimmung mit Resultaten aus verschiede-
nen Experimenten. Die Verwendung von chimären Transkripten zur Identi-
fizierung von chromosomalen physikalischen Wechselwirkungen beleuchten die
Verbindung zwischen Genomstruktur und genomische Funktion.
Danach postulieren und testen wir einen Mechanismus für die Bildung von
chromosomalen Domänen im prokaryotischen Organismus E. Coli. Ein Genom-
Faltungsmodel, welches die Rolle von Gentranskriptionsnetzwerken ebenso wie
die Beschränkung durch den Nukleus einbezieht, wird entwickelt. Die stochastis-
che Natur der TF-Promotor-Bindung beachtend nehmen wir an, dass Tran-
skriptionsfaktoren (TFs) und die entsprechenden Target Genes (TGs) für rasches
Targeting und eﬃzientere Regulierung in räumlicher Nähe zueinander bleiben
könnten. Wir überprüfen das Model mittels numerischen Simulationen und re-
produzieren die Ordnung und präzise subnukleare Verteilung von genetischen
Loci, welche experimentell gescreent wurden. Mit diesem Modell tragen wir
zu einem tieferen Verständnis der räumlichen Organisation in E. Coli bei.
Schließlich vermuten wir, inspiriert durch die Ergebnisse für E. Coli, dass
eine vergleichbare Art der Wechselwirkung zwischen Gentranskription und
Genomorganisation auch in Eukaryoten existieren könnte. Anders als Prokary-
oten führen eukaryotische Organismen ihre Gentranskription und mRNA Trans-
lation innerhalb von verschiedenen Zellkammern durch. Aus diesem Grund
postulieren wir ein funktionsabhängiges Modell für die Genomstruktur in Back-
hefe, in welchem wir annehmen, dass in eukaryotischen Zellkernen, Gene mit
sich stark ähnelnden Transkriptionskontrollprofilen zu den gleichen Subkam-
mern rekrutiert werden, welche mit spezifischen Transkriptionsfaktoren für
ihre Expressionskontrolle angereichert sind. Wir testen diese Idee an einem
einfachen eukaryotischen Organismus, S. cerevisiae. Chromosomale Wechsel-
wirkungsmuster und Faltungsverhalten welche durch dieses Modell erzeugt
werden gleichen den aus Experimenten gewonnenen. Wir zeigen, dass das
Transkriptionsregulationsnetzwerk eine starke Verbindung zur Genomorgani-
sation in Backhefe besitzt, was fundamental und hilfreich für spätere Unter-
suchungen von anderen, komplexeren Eukaryoten ist.
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Chapter 1
Aim and Structure of this Thesis
1.1 Intention
Several decades after the identification of the DNA double helix structure by
James Watson and Francis Crick [1], we have up to now decoded complete
genome sequences of a plethora of organisms. The ENCODE Project has
enriched our knowledge of the human genome, in particular with respect to
the identification of novel functional elements [2]. With an increasing number
of functional modules and novel genes identified, we become gradually aware
of the fact that the linear ordering of genes along the chromosome is far from
enough to get a comprehensive understanding of the genome function. Genes
and regulatory modules are the essential building-blocks of the genome. With
pure sequence information, however, we can hardly have a clear picture on the
genome physical structure. It is evident that the three-dimensional packaging
of the genome is of crucial importance to its proper function. The genetic
material included in a cell nucleus is thousands time longer than the cell.
After being repeatedly folded and compacted in order to fit into the limited
nuclear space of the cell, the structure of the genetic material is still dynamic.
The genetic information stored along the chromatin fiber can be easily accessed
during the nuclear processes, such as DNA replication, DNA repair, and gene
expression. What’s more remarkable is that a cell nucleus can reorganize its
internal structure via a large-scale chromosome movement in order to adjust
gene expression in response to internal or external stimuli. The question of
how could the cell nuclear functions have an impact on the three-dimensional
17
genome architecture rise to the surface.
Nowadays the three-dimensional genome architecture has been emphasized
and investigated for a better understanding of the genome operation. While
the formation of chromatin loops at several diﬀerent length scales have been
confirmed to be the key to the genome physical structure, it’s still not clear
to what degree these chromatin loops are site-specific and functionally impor-
tant. To answer this question, varieties of genome structure screening methods
have been devised out. For the purpose of identifying interacting genomic loci,
chromosome conformation capture (3C)-based techniques [3, 4, 5] have been
developed. In order to appreciate the dynamic organization of the genome,
sophisticated labeling methods coupled with high-resolution microscope have
been employed to scrutinize the distribution and the movement of specific ge-
netic loci [6, 7]. At the same time, the genome architectures of diﬀerent model
organisms have been studied (i.e. Escherichia coli (E. coli) [7], Saccharomyces
cerevisiae (S. cerevisiae) [8], and human [9]). While these methods did dis-
close some interesting genome architectural features, the underlying mecha-
nism that gives rise to them and the correlation between genome architecture
and genome functional aspects are still obscure. On the other hand, most re-
cent studies have revealed the interplay between genome spatial organization
and gene transcriptional activities from prokaryotic organisms [10, 11] as well
as eukaryotic organisms [12]. The formation of chromatin loops mediated by
the spatial co-localization of regulatory elements and regulated genes has been
postulated to facilitate gene transcriptional control [11]. In addition to the
role of genome architecture in facilitating gene transcription, Montero Llopis
et al. have also revealed the use of chromatin fiber in E. coli as a spatial
organizer to aggregate mRNAs around their encoding genetic loci [13]. Such
a compartmentalization tactic could constrain the distribution of regulatory
proteins within discrete sub-domains, where they can execute their regulatory
functions with eﬃciency.
DNA in essence is a polymer. For this reason, diﬀerent polymer theories in
association with modeling approaches have been widely applied to the inves-
tigation of chromatin fiber packaging. And the coarse-grained approach is of
particular importance in that it can describe objects with a lower-resolution by
neglecting molecular details to a desired degree, and at the same time highlight
18
the underlying organization principles that structure the genome. In the past,
more emphases have been put on the understanding of the physical rules (i.e.
polymer topology, and nucleus confinement) that might give rise to the experi-
mentally observed folding behaviors of the genome. At present, the functional
aspects of the genome that might also contribute to the genome architecture
call our attention, as observed from the 3C-methods based studies, in which nu-
merous site-specific physical chromosome interactions have been detected [14].
These chromatin interactions could be cell-type specific, or development-stage
specific, which reflects a function-dependent genome organization motif. An
abundance of experimental evidence with regard to the genome organization
published so far can not be simply explained by just considering the physical
properties of the nucleic acid. Other genome architectural motifs that are in
charge of the genome functional aspects need to be elucidated.
In light of the progresses and the questions above-mentioned, we aim to
postulate a novel genome architecture model involving both structural and
functional aspects of the genome. By means of computational modeling ap-
proach, we endeavor to explain and re-construct the experimentally disclosed
genome structural features. And more importantly, we attempt to shed more
light on the relationship between spatial genome organization and genome
functions both in prokaryotic and in eukaryotic cells.
1.2 Structure of this Thesis
In this thesis, the relationships between gene transcription and genome physical
structure are investigated from diﬀerent perspectives and in diﬀerent organ-
isms, like the prokaryotic model organism, Escherichia coli, simple eukaryotic
organism, Saccharomyces cerevisiae, and human.
In chapter 2, the progress of our understanding of the genome physical
structure is briefly introduced. At the same time, the genome organization
under several diﬀerent length scales is presented. In addition, some deep in-
sights into the association between genome organization and genome function
currently achieved, especially for gene transcription activities, are presented.
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In chapter 3, some crucial and fundamental conceptions on polymer physics
are introduced. Subsequently, several diﬀerent polymer models are compared.
These models describe the folding behavior of a polymer from diﬀerent angles.
To explain the complicated DNA folding behaviors as observed in experiments,
miscellaneous models have been postulated from diﬀerent perspectives. There-
fore the applications of various polymer models in studying the folding and
packaging behavior of the DNA molecule are introduced, and some enlighten-
ing findings are underlined.
In chapter 4, enlightened by the role of transcription factory [15] and the
postulation of ‘Transcription Induced Chimerism (TIC)’ [16, 17], we investigate
the physical interactions between genes that are involved in the production of
chimeric transcripts. Seeing the possibility that transcription-induced fusion
transcripts consisting of fragments from heterogeneous genes might indicate
the co-localization of source genes in the same on-going transcription appara-
tus, we genome-widely screen the Expressed Sequence Tags (ESTs) databases
of human and mouse to pick out those transcription-induced chimeras. By
means of bioinformatics analyses, we verify the functional relevance of these
chimeric gene pairs. Moreover, by using these chimeric gene pairs as the probe
to identify interactions between genes, we extract the contact patterns for
inter- and intra-chromosomal interaction, which are compatible with the re-
sults from Hi-C screening experiment [18].
In chapter 5, we investigate the role of gene transcriptional regulatory
networks (TRNs) in shaping the genome physical structure in bacteria. We
suggest a prospective underlying mechanism responsible for the formation of
chromosomal domains in E. coli. We prove that the physical constraints orig-
inated from the co-localization between transcription factor genes and con-
trolled genes are capable of facilitating the self-organization of the E. coli
chromosome as a serials of geometrically distinguishable domains.
Eukaryotes diﬀer from prokaryotes with regard to the way how their genetic
materials are stored and expressed. In chapter 6, we extend our genome
function-dependent model and apply it to a simple eukaryotic organism, S.
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cerevisiae, from which a more complicated genome organization has been ob-
served. We posit that genes possessing highly similar transcription control
profiles could be spatially assembled for the purpose of more eﬃcient tran-
scriptional regulation. According to this assumption, a polymer model in as-
sociation with the structural features of budding yeast nucleus is put forward.
The genome organization attributes disclosed by this model are compatible
with the experimental observations.
Last but not least, chapter 7 summarizes all the results presented in this
thesis, and discusses some future challenges.
21
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Chapter 2
Genome Organization: from
Structure to Function
In this chapter, some biological knowledge about the genome packaging in
prokaryotes and eukaryotes is introduced on the basis of our current un-
derstanding. Additionally, an evaluation of 3C-based methods to capture
DNA interactions are introduced. Eventually, some evidence on the function-
dependent genome architecture is discussed. For the reader, who is already
familiar with these topics, can skip this chapter.
2.1 Genome Organization in Prokaryotic and Eu-
karyotic Organisms
2.1.1 DNA: The Genetic Material
The central dogma of molecular biology stating that the genetic information
included in the genome irreversibly flows from DNA to RNA and eventually to
protein, was first postulated by Crick in 1958 [1]. No life form has been found
that violates this rule, except retroviruses. As one type of macromolecule,
the pivotal position of the DNA molecule as an information-carrier has been
ascertained. Except for RNA viruses, deoxyribonucleic acid (DNA for abbrevi-
ation) is employed by all currently known organisms as their genetic material
to reserve the information necessary for constructing structural and catalytic
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apparatuses. DNA is made of four basic nucleotides, namely adenine(A), cy-
tosine(C), guanine(G), and thymine(T) [19, 20]. It is the order of the nu-
cleotides along the chain that encodes genetic information. A single-stranded
DNA chain is composed of nucleotides aligned with the same direction and
covalently connected tail by head, which give a DNA molecule a chemical po-
larity due to its sugar-phosphate backbone with 3’ hydroxyl and 5’ phosphate
ends. A double-stranded DNA chain, organized in the form of nucleic acid dou-
ble helix, is composed of two single-stranded chains, that are coiled round a
common axis and aligned towards opposite directions with two complementary
nucleotides positioned side by side and connected via non-covalent hydrogen
bonds. Two nucleotides aligned on opposite complementary DNA chains is
called a base pair (Figure 2.1). A naked double-stranded DNA molecule is
very slender and fragile, approximately 1.0 nm in radius, and 3.4 nm for one
helical turn. In living creatures, DNAs seldom exist as free polymers. In
prokaryotic organisms, specific DNA-binding proteins exist, which are respon-
sible for the condensation of the DNA molecule. In eukaryotic organisms, the
resulting DNA-protein complex consisting of naked DNA and histone proteins
is termed chromatin. Chromatin fibers with the help of other DNA-bound
proteins can be further compacted into chromosomes. Circular chromosome is
most frequently observed in prokaryotic organisms. In eukaryotic organisms,
their genetic material is usually organized into several linear chromosomes.
Chromosomes from various organisms or even from the same one diﬀer tremen-
dously in size. The longest human chromosome (Chromosome I) is around 220
Mb in length, representing about 8% of the total DNA in human cells and en-
codes about 4,220 genes. If the genetic material included in the human nucleus
is fully relaxed, it will be in meters long. A human nucleus, by contrast, is just
1.7 µm in diameter. As we can see, chromosomes must be well structured and
extremely compacted in order to fit into the limited volume of a micrometer
sized nucleus. DNA packaging is even more remarkable in the cell undergoing
mitosis or meiosis, where individual chromosomes can be well visualized under
a light microscope.
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(a) (b)
Figure 2.1: Illustration of the double helical structure of the DNA
molecule. A fragment of ‘B-DNA’ is shown from diﬀerent angles. (a) for hori-
zontal view, and (b) for vertical view. DNA of this type is observed most frequently
in living organisms. The backbone of DNA, shown as two helical ribbons in orange,
are made of alternating sugar and phosphate groups. Nucleobases are connected to
the backbone and extend towards interior. Other possible DNA structures include
‘A-DNA’ and ‘Z-DNA’.
2.1.2 Genome Organization in Bacteria
In prokaryotic cells, genetic material and organizer proteins responsible for the
DNA condensation are enclosed inside the nucleoid, a morphologically distinct
structure floating inside the cell [21], as shown in Figure 2.2. Genetical ma-
terial is visible as single pretty compact mass or several clumps, that occupy
around one third of the cell volume (see Figure 2.3). Inside the nucleoplasm,
numerous fine filaments are aggregated. Though they look randomly tangled,
some dedicated structures do exist. If a bacterium cell is gently lysed, and
further treated with reagents acting on RNA or proteins, the genetic material
enclosed will be spread out in the form of loops of a fiber. As we can see
from Figure 2.4, the M. lysodeikticus chromosome is organized into plenty of
smaller loops and domains, which are discrete structures and independent of
other domains. If a condensed chromosome is fully dissolved, an unfolded, cir-
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cular chromosome can be observed (see Figure 2.5). In order to achieve such
a highly compact organization as illustrated in Figure 2.3, individual chro-
mosome domains (loops) are negatively supercoiled. Some chemical reagents
can destruct such an organization by intercalating between covalently bonded
base pairs (i.e. ethidium bromide), or by introducing a nick in one strand of
a DNA double helix (i.e. DNAase). However, tension releasing caused by the
change on one domain will not aﬀect others, since secured loop base will not
permit rotation extending from one domain to others. The presence of indi-
vidually independent domains in the bacterial genome allow it to diﬀerentially
control the packaging status of diﬀerent regions, which is crucial to the cellular
activities, such as DNA duplication, DNA reparation, and gene expression.
 

 





Figure 2.2: Structural diﬀerences between eukaryotic and prokaryotic
cells. The lack of membrane-coated cell organelles is the main feature that dis-
tinguishes prokaryotic from eukaryotic cells. Genetic material is stored in the cell
nucleus of eukaryotic cells. The counterpart of this structure in prokaryotic cells is
named nucleoid, which is not surrounded by a nuclear membrane. Image adapted
from [22].
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Figure 2.3: Bacterial nucleoid shown as a compact mass. Nucleoplasm
corresponds to the low contrast portion in this thin section of Bacillus megaterium.
Image adapted from [21].
Figure 2.4: Isolated protoplasm from lysedMicrococcus lysodeikticus with
DNA filaments protruding outwards. After being lysed, the genetic material
included inside the cell is spread out in the form of loops of a fiber. Image adapted
from [21].
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Figure 2.5: A fully decondensed circular genome of E. coli. Image adapted
from [21].
2.1.3 Chromosome Packaging in Bacteria
Despite the lack of histone proteins in prokaryotes, the compaction of the
bacterial chromosome involves also specific DNA-binding proteins, which can
introduce negative helical twists on the chromosome by twisting it in the oppo-
site direction of the double helix. After being coiled repeatedly, the bacterial
chromosome will be tremendously shrank in dimension. To gain the access of
the DNA strands in some cellular processes, positive supercoils will be intro-
duced for the ease of opening the double helix strands. Therefore helical twists
on the bacterial chromosome can interchangeably be in positive- or negative-
supercoiled status. The former will result in a more compacted structure,
while the latter can be achieved by subtracting twists on the DNA strands.
Inside the E. coli cells, specific enzymes named topoisomerases can act on the
topology of DNA by adding or removing helical twists on the DNA strands.
Two types of topoisomerases have been identified: Type I topoisomerases (as
shown in Figure 2.6b), which cut only single strand of a DNA double helix,
remove negative supercoils and then reanneal the double strand. The other is
type II topoisomerases (i.e. DNA gyrase), which can cause a double strand
break on the DNA double helix, introduce negative supercoils or remove pos-
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itive supercoils. Cooperation of these topoisomerases renders a steady-state
level of negative supercoiling DNA in E. coli [23], as shown in Figure 2.7.
Another group of DNA-binding proteins, known as the nucleoid-associated
proteins (NAPs), are responsible for the chromosome remodeling [24]. Some
NAPs resemble the eukaryotic histone proteins in function [25]. Protein HU,
a histone like protein, is able to wrap DNA into a bead-like structure [26].
Protein H-NS, a histone-like nucleoid structuring protein, prefers binding onto
bent DNA sequences [27]. Some NAPs, such as FIS, H-NS and IHF, can also
serve as global transcription factors [27, 28]. Cooperation of above-mentioned
proteins is believed to organize the chromosome into topologically distinguish-
able loops (chromosomal domains) [29], as illustrated in Figure 2.7. It has been
estimated that these chromatin domains in E. coli are sized from 10 kb [30] to
100 kb [31]. The presence of these structural proteins keeps the whole DNA
molecule in a dynamic equilibrium between being twisted and unwound.
(a) (b)
Figure 2.6: DNA supercoiling and topoisomerase. (a) A cartoon representa-
tion of diﬀerent types of DNA supercoiling domains in the E. coli chromosome. Plec-
tonemic or unrestrained supercoils are under torsional stress. Formation of toroidal or
solenoidal supercoils needs the help of specific protein (like HU, the major histone-like
protein in E. coli) by wrapping DNA around it. RNA polymerases can temporarily
introduce toroidal supercoiling during transcription. Curved DNA appear more fre-
quently at the tips of supercoils. Image (a) adapted from [32]. (b) shows a segment
of DNA in combination with a type I topoisomerase molecule. The nick generated
on one strand of DNA (indicated by a dashed circle) could facilitate the release of
negative supercoils.
29
Figure 2.7: Schematic representation of a E. coli chromosome with lots of
supercoilied domains. The circular E. coli genome is organized as multiple small
domains. Image adapted from [33].
2.1.4 Genome Organization in Eukaryotes
Diﬀerent from prokaryotes, eukaryotic cells have a more morphologically distin-
guishable organization, featured by their membrane surrounded cell organelles.
And a compartment named nucleus is specialized for the genetic material stor-
age and processing, as shown in Figure 2.2. Eukaryotic nuclei are enriched
with transcription apparatuses that are required for gene expression and tran-
scripts splicing. The chromatin fiber of the cell in interphase occupies most
volume of the nucleus. Chromatin fibers in the interphase cell nuclei do not
simply fill up the whole volume. It has been suggested that chromatin fibers
are organized with a nuclear matrix, which provides numerous docking sites for
specific DNA sequences. These DNA sequences are named matrix attachment
sites (MARs) or scaﬀold attachment sites (SARs) (Figure 2.8). MARs/SARs
identified from the fragments remained on the nuclear matrix after the cleav-
age of nucleases indicate that they are frequently cis transcriptional regulators
or include recognition sites of topoisomerase II, which suggests a transcription
related role of the nuclear scaﬀold. Some MARs sequences can also behave as
insulators, as reported by West et al. [34].
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Figure 2.8: Schematic representation of a nuclear matrix structure. A
subdomain of the nuclear matrix is represented as a gray oval. Curves in red are
the sequences responsible for the attachments of the chromatin fiber to the nuclear
matrix.
Chromatin in eukaryotic organisms is found in two varieties: euchromatin
and heterochromatin. The former is less compact, and more flexible. Eu-
chromatic regions include those actively expressed genes, or genes that are
transcription inducible. Heterochromatic regions, by contrast, are always con-
densed throughout the interphase. Heterochromatin can be further split into
two categories: constitutive and facultative heterochromatin. Facultative hete-
rochromatin is an interchangeable type of chromatin, which can be transformed
into euchromatin. Constitutive heterochromatin mainly composed of highly
repetitive sequences is permanently condensed throughout the cell cycle. Het-
erochromatic regions are low in gene density and in recombination frequency.
Facultative heterochromatin could function as a control mechanism by which
the activities of genes included can be changed by condensing and expand-
ing the chromatin. Eukaryotic chromosomes are usually delineated by active
euchromatic and repressive heterochromatic domains. Next, we will take a
close look at the molecular basis of the chromatin condensation in eukaryotic
organisms.
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2.1.5 Hierarchical Genome Organization in Eukaryotes
Figure 2.9: Hierarchies of genome organization on all length scales in
eukaryotes. From naked DNA to chromosome territories. Image adapted from [35].
i) 11-nm chromatin fiber
The basic structural unit of the eukaryotic chromatin is the nucleosome, which
consists of a segment of 146 bp long core DNA wound two turns around the
outside surface of an octamer of histone proteins (2 copies of each H2A, H2B,
H3, and H4), as illustrated in Figure 2.10. Nucleosome monomers are con-
nected via a linker DNA into a bead-like structure [36, 37, 38, 39]. Histone H1
is localized at the place where DNA enters and leaves the nucleosome, and con-
trols the angle. Histone proteins are highly conserved among eukaryotes, which
indicates an important role in genome organization. A naked DNA is repeat-
edly twisted around numerous histone protein complexes to form a chromatin
fiber. This progress provides the very first compaction of the DNA molecule
(a packing ratio of approximately 6) [19, 20]. Figure 2.11 shows the conforma-
tion of a histone-depleted chromosome from Hela cells, which has an internal
protein scaﬀold surrounded by a halo of DNA. DNA organization at this level
is much better characterized. After this process, a naked DNA is compacted
into a 11-nm chromatin fiber composed of a string of nucleosomes connected
by linker DNAs. The structure of the 11-nm chromatin fiber is still dynamic,
and subject to changes by the chromatin-remodelling complexes. Moreover,
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histone proteins do not merely wind the chromatin fiber, it can also aﬀect the
chromatin structure via recruiting variant copies of subunits or through the
modifications on the amino residues of themselves. Each histone core protein
has an unstructured N-terminal tail, which can be simultaneously modified by
acetylation, methylation, or phosphorylation at several critical residues (the
so-called histone modification codes) [40]. Histone modification is epigenetic
in that it can influence the cellular phenotype without altering the genetic
code. In this case, it is the structure of the chromatin fiber rather than the
genetic code that determines the expression of genes, and subsequently the
phenotype. Therefore both the underlying DNA sequence and the structure of
the chromatin fiber can cause heritable changes in gene expression or cellular
phenotype.
(a) (b)
Figure 2.10: A 3D illustration of the basic structure of a nucleosome. In
eukaryotes, the first level of DNA compaction is completed by winding a naked DNA
around a series of histone protein cores. A histone core complex is composed of two
copies each of four diﬀerent core histones, shown as a gray clump in the inner part
of the nucleosome.
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Figure 2.11: Metaphase chromosome from Hela cell with histone depleted.
The central protein scaﬀold is surrounded by a halo of DNA loops. Image adapted
from [41].
ii) 30-nm chromatin fiber
In the next round of compaction, a series of nucleosomes in combination with
other much less well-characterized structural proteins are coiled into a helical
stack as a fiber with a diameter of around 30 nm. The chromosomal com-
paction under this length scale is more controversial. Some researchers are
suspicious of its existence [42, 43]. 30-nm fibers are suggested to be the ba-
sic visible structures of chromatin from very gently lysed nuclei visualized by
an electron microscope. However, the question of how are the nucleosomes
arranged on top of each other to form the 30-nm fiber is still not well an-
swered. Evidence shows that the core histone tail domains, two H4 tails in
particular, play a critical role in aggregating the nucleosomes into the 30-nm
chromatin fiber [44]. Histone H1, also known as the linker histone, has also
been elucidated to be able to change the path of the DNA as it exists from
the nucleosome, and to compact the nucleosomal DNA by interlocking neigh-
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boring nucleosomes [45]. Diﬀerent structural models, such as zigzag ribbon
models [46, 47, 48, 49, 50] and helical solenoid models [51, 52, 53], have been
postulated to explain the chromosomal compaction at this length scale. So far
we still can not reach an agreement on the chromatin organization under this
length scale.
iii) Scales above 30-nm
From a mathematical calculation, we can clearly see that if a 30-nm chromatin
fiber is further assembled into a higher-order chromatin structure, it will give
an overall packing ratio of around 1000 for euchromatin, and a ratio of around
10,000 for heterochromatin. In spite of the fact that the chromatin folding
above the length scale of 30-nm is indispensable to the compaction of the 30-
nm chromatin fiber into the confined space of a cell [35, 45], our understanding
of the higher-order chromatin structure is still very limited at the moment. To
address this question, the organization of the interphase chromatin fiber into
loops has been postulated by Bohn and Heermann [54, 55, 56, 57]. According
to this model, a chromosome is viewed as under on all scales looped polymer.
This model is able to explain FISH experiments [54] and the experimental re-
sults of Lieberman [18].
iv) Chromosomes organized as discrete territories
On an even larger length scale, chromosome painting via chromosome-specific
DNA-probes coupled with improved fluorescent in-situ hybridization (FISH)
has demonstrated that individual chromosomes are organized as distinct chro-
mosome territories [6, 58], as shown in Figure 2.12. By a much less character-
ized mechanism, chromatin fibers are packaged into higher-ordered chromatin
architectures as discrete entities. From this study, we can clearly see that
chromatin fibers do not just simply fill up the nucleus volume. They actu-
ally have a non-random interphase chromatin arrangement. For each single
chromosome, it can be further split into multiple self-organized chromosome
sub-territories. On this length scale, the chromatin loop model [54, 56, 57]
works again in explaining the segregation of chromosomes into territories due
to entropic repulsion between the loops [59] as well as the shape of the chro-
mosome territories. Thus loops provide a unified model for the higher-ordered
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organization of the nucleus.
Figure 2.12: Whole chromosome painting in a human fibroblast nucleus.
24 human chromosomes are labeled with diﬀerent fluorescent colors to show the or-
ganization of individual chromosomes as distinct territories. Image adapted from [6].
2.2 Genome Function and Genome Architecture
2.2.1 Gene Expression and Transcriptional Regulatory
Networks
The gene transcription schema utilized in prokaryotic and eukaryotic organ-
isms are illustrated in Figure 2.13. To begin with, the promoter sequence of a
gene [19, 20] is unwounded for the accessibility to the apparatus for gene ex-
pression, like transcription factor, RNA polymerase, and so on. Three major
classes of RNA polymerases (from type I to type III) present in eukaryotic cells
are responsible for the expression of genes under diﬀerent categories (protein
coding genes or RNA coding genes [19, 20]). RNA polymerases are necessary
for synthesizing RNA chains by using DNA genes as templates. The genetic
codes included in the sequence of a gene are continuously read and transcribed
into a complementary premature RNA sequence. After the transcription ter-
mination, premature RNAs are further processed into mature RNAs. mRNAs
of eukaryotes contain multiple exons interrupted by introns. In order to get
an mRNA molecule that yields a working protein, the cell needs to trim out
the introns and then stitch the exons together [60]. In eukaryotes, mature
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mRNAs are further exported from the cell nucleus to the cytoplasm in order
to be transcribed into proteins. Ribosomes enriched in the cytoplasm are the
sites where mRNAs are translated into functional proteins. Regulation of gene
expression can actually occur at every step. But most frequently, the regula-
tion is emphasized on the stage of gene expression initialization mediated by
transcription factors. For this purpose, general transcription factors (or called
basal transcription factors) are aggregated at the promoter region of a gene
and assembled with RNA polymerases to initiate the gene transcription. Tran-
scription factors can play a dual role: either as gene expression activators or
repressors. Multiple transcription factors can work in coordination to achieve
a multi-variant control. Target DNA sequences of transcription factors can be
localized either on the upstream or downstream of genes. Distant regulatory
elements which are several Mb far away from the target genes have also been
identified [55].
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Protein Targeting
(a) (b)
Figure 2.13: Gene transcription and translation. (a) It is specific to eukaryotic
organisms that mRNAs are transported from the cell nucleus to the cytoplasm and
translated by the ribosome, a step indicated by dashed border lines. In prokaryotes,
transcription and translation are more tightly linked in space. (b) The whole life
cycle of an mRNA in a eukaryotic cell. Image adapted from [61].
To facilitate the regulation of gene expression, the linear arrangement of
genes and regulatory elements along the chromosome is well organized at mul-
tiple scales [19, 20] (see Figure 2.14). One or more genes under the control of
a single promoter is called a Transcription Unit (TU) [62, 63]. Group of genes
along with their associated regulatory elements is called an operon [62, 63],
which can be transcribed as a single polycistronic mRNA carrying multiple
Open Reading Frames (ORFs) for coding diﬀerent proteins at the same time.
Polycistronic mRNAs are most frequently observed in prokaryotes due to their
overlapping genome structure. An operator is a sequence with which tran-
scription factors can combine. In the case of a repressor regulator, physical
interaction between the repressor protein and the operator will block the access
to the promoter by RNA polymerase and thus inhibit gene expression. On the
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contrary, the combination of an enhancer protein will initiate gene expression
by looping out the chromatin fiber in between the operator and the promoter.
For a complex operon, several promoter regions might coexist, which can selec-
tively transcribe partial set of genes. And for a complex regulon, a set of genes
are exactly subjected to the same two or more transcription factors. In some
extreme case, all transcription factors involved have the same eﬀect on the
genes included in the regulon, which is called a strict complex regulon [62, 63].
Promoter Terminator
Gene
(a)
Gene I
Promoter Terminator
Gene II Gene IIITF bindingsites
(b)
Gene I
Promoter I Terminator
Gene II Gene IV
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sites Gene II
Promoter II
TFs
(c)
Figure 2.14: Schematic representation of diversified transcription units.
(a) indicates the structure for a transcription unit (TU), (b) for an operon, and (c)
for a regulon.
Numerous eﬀorts have been made in elucidating potential transcript factors
(TF) and target genes. TFs are themselves encoded by TF genes. Therefore
protein products of some kinds of genes can influence the expression of others.
A single TF can regulate the expression of multiple genes, and a gene is usually
subject to the regulation of multiple TFs. A genome-wide interplay between
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TFs and target genes will reveal a network structure, called gene transcriptional
regulatory network (TRN) [64]. Figure 2.15 shows a transcriptional regulatory
network involving only TF genes in E. coli. TFs can regulate the activities of
genes globally as well as locally. Global TFs, which are in charge of a great
number of genes, can change the expression status of a cell globally. As a
result, global TFs are distantly located on the genome with respect to their
target sites, and expressed in large amounts. By contrast, local regulators
are genomically close to their regulated genes on the chromosome, and have a
much lower copy number. In light of these observations, an alternative three-
dimensional jumping between DNA-strands and one-dimensional sliding along
the DNA chain mechanism has been postulated to explain the way of TFs in
searching and binding their target sequences [10, 65, 66].
Figure 2.15: Diagram representation of a gene transcriptional regulatory
network identified from E. coli. In this network, only the transcriptional in-
terplay involving TF genes of E. coli is presented. Regulatory relationships are
indicated by arrowed lines extending from TF genes to their regulated genes.
2.2.2 Transcription Factory as a Structure Organizer
Gene transcription sits on top of the flow of genetic information, and receives
most intensive controls. When genes are expressed, RNA polymerases are re-
cruited to the promoter regions of the target genes. Since the presence of
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RNA polymerases can indicate an active state of gene expression, Jackson et
al. and Wangsink et al. scrutinize the distribution of RNA polymerases (type
II for specific) in the cell nucleus [67, 68]. They find that RNA polymerases
II are concentrated at a very limited number of discrete foci, instead of being
ubiquitously distributed. The compartments enriched with RNA polymerases
are named transcription factories [69, 70]. Genes that are concurrently tran-
scribed share these sites for expression. Several studies have observed that
once activated, genes are able to extrude from the chromosome territories and
relocate themselves to the transcription factories [71, 72, 73]. Some genes from
the same chromosome or from diﬀerent ones are more likely to visit the same
transcription factory [70], as shown in Figure 2.16. For co-localized genes from
the same chromosome, they are not necessary to be genomically proximate to
each other, such as genes Hbb, Eraf, and Uros, which are separated by tens
of Mb on the human genome [70]. From mouse erythroid cells, Schoenfelder
et al. [74] discover that active globin genes prefer to associate with hundreds
of other co-transcribed genes, resulting in both intra- and inter-chromosomal
transcription interactoms (see Figure 2.17a). Genes regulated by the transcrip-
tion factor Klf1 are organized inside a limited number of specialized transcrip-
tion factories (see Figure 2.17b). According to this observation, one can infer
that co-regulated genes coupled with specific transcription factors might be
assembled at some specialized nuclear compartments to guarantee an eﬃcient
and coordinated transcriptional control. Later, Xu et al. prove that transcrip-
tion factories are transcript-specific, which depends on the promoter type and
whether or not the gene contains an intron [75]. Transcripts transcribed by
diﬀerent types of RNA polymerases are allocated at distinct transcription fac-
tories. Evidence shows that specific transcription factories are enriched with
particular regulatory factors [76], which might be the reason why transcrip-
tion factories have their own appetites on the transcripts being transcribed.
Binding of transcripts to a factory with suitable factors will increase the pos-
sibility of transcription initiation. Although it is possible for a specialized
transcription factory to transcribe other types of genes, the eﬃciency will be
much lower. Based on these observations, a conceptional model with regart to
the role of transcription factory in shaping the genome organization has been
postulated by Cook [15]. Cook suggests that DNA or chromatin loops can be
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tethered to the transcription factories by means of transcription machineries.
Transcription initiation and termination, or transcription factors’ binding and
dissociating could establish and disrupt loops, which makes the genomic archi-
tecture dynamic and self-sustaining. Transcription induced gene association
at the same transcription factory could reflect the neighboring relationship of
genes in the cell nucleus in a probabilistic way.
Figure 2.16: Chromatin kissing mediated by the transcription factory.
Chromatin loops (black) extruding from the chromosome territories (gray) can mi-
grate to the transcription factory (red) for gene expression. Due to a limited number
of transcription factories exist in the cell nucleus, multiple transcribed genes from
the same chromosome or from diﬀerent chromosomes need to share the same tran-
scription factory.
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(a)
(b)
Figure 2.17: A probabilistic and dynamic model of genes co-localization.
(a) shows the co-localization of erythroid-expressed gene in mouse erythroid cells.
The frequencies of co-localization between Hbb gene (in red) and several other
erythroid-expressed genes (in green) are given. Gene loci are displayed by using
double-label RNA FISH. (b) Dynamic association between genes localized in spe-
cialized transcription factories shows a higher probability. Transcription factories
enriched with the transcription factor Klf1 are labeled as red nodes, and other types
of transcription factories are labeled as blue nodes. Chromatin loops containing
Klf1-regulated genes are represented as strips in purple. Klf1-regulated genes will
surround the Klf1-specific transcription factories when activated, and diﬀuse in the
nucleoplasm when inactivated. Image adapted from [74].
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2.2.3 Role of Chromosome Territories
In interphase cell nucleus, chromosomes are observed as separated entities,
called ‘chromosome territories’ [58, 77, 78, 79], which occupy diﬀerent volumes
of the cell nucleus, as illustrated in Figure 2.18. Chromatin fibers from dif-
ferent territories or sub-territories can interact with each other, but they do
not intermingle extensively. The underlying mechanism for the formation of
chromosome territories, their positioning in the cell nucleus, and their function
are not well understood. It’s still far from clear whether there exists a gen-
eral pattern of organization in diﬀerent cell types, or whether the organization
pattern observed can be reproduced through the cell division. Some studies
with certain type of cells show the lack of such an order at large [80, 81], while
others do disclose a rigidly maintained order [82, 83, 84]. Multiple factors
(i.e. DNA content [85], gene content [86, 87], and so on) that can influence
the radical positioning of a chromosome in the cell nucleus, have been iden-
tified, as shown in Figure 2.19. But none of these factors can serve as a solo
determinant. Controversies also relate to the question whether there is any
preference on the homologous associations between diﬀerent chromosomes (or
to say chromosomal neighbors) [84, 88, 89, 90, 91, 92].
Figure 2.18: Cartoon representation of a chromosome territory. Chro-
matin fibers from the same chromosome or from diﬀerent ones are folded into dis-
crete chromosomal sub-domains, which are interconnected, and grouped as a larger
chromosomal domain. Image adapted from [77].
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(a) (b)
Figure 2.19: Factors that can inflfuence the radial positioning of a chro-
mosome. (a) gives a schematic representation of the radical positioning of a chro-
mosome in a spherical nucleus. (b) Factors, like chromosome size, gene density, and
expression activity, can influence the radical positioning of a chromosome.
A deeper insights into the functional role of the chromosome territories is
given by Sandra et al. [93]. According to the transcriptome map of human, the
author define two types of chromosomal domains on the chromosome: ridge
and anti-ridge. The ridges are the chromosome regions where gene density and
expression level are high. The anti-ridges, by contrast, are gene poor regions
and low in expression. Analysis of the three-dimensional structures of the ridge
and anti-ridge domains shows that the ridge domains, in contrast to the anti-
ridge domains, are generally less compacted, more irregular in shape, and take
a more central localization, as shown in Figure 2.20. All of six human cell lines
involved in the study display a compatible organization motif at large, in spite
of the diﬀerences in tissue types and diﬀerentiation states. Additionally, they
observe that chromatin fibers included in the same large chromosome territory
but from diﬀerent parts of the same chromosome intermingle to a very limited
degree.
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(a)
(b)
Figure 2.20: Illustration of the ridge and anti-ridge positioning motif.
On the transcriptome map shown in (a), the ridge and anti-ridge domains can be
delineated according to the expression level. The average expression level is indicated
by a blue dashed line. The ridge and anti-ridge positioning motif is shown in (b). The
ridge domain contains more loosely packaged chromatin fiber and has a more interior
localization. By contrast, the anti-ridge domain is more condensed and peripherally
localized.
Although individual chromosomes of human are folded into discrete terri-
tories occupying diﬀerent volumes of the cell nucleus, their positions are not
completely fixed. Instead, chromosome territories are dynamic to a certain
degree. Fluorescently labeled chromatin locus can display a rapid movement
with ease throughout a relatively small scope, but it can seldom migrate far
away from its chromosomal territory. The movability of a chromatin locus de-
pends both on its nucleus localization, and on its surrounding genome environ-
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ment. Chromatin loci that are associated with nucleolus or nuclear periphery
are more restricted in movement than those floating in the nucleoplasm [94].
When compared with human, budding yeast has a less dense nucleus, and con-
tains few heterochromatin domains, which might be the reason for a higher
diﬀusion constant observed in it [95]. Modification of DNA-binding proteins
or association/dissociation with diﬀerent DNA-binding proteins can also alter
the chromatin structure, which in turn could result in the movement of chro-
mosomes. Taddei et al. has revealed that inhibiting the activities of histone
deacetylases can induce large-scale movements of centromeric and pericentric
heterochromatin to the peripheral environment of nucleus [96], which can be re-
versed by reactivating histone deacetylases afterwards. During regular cell cy-
cles, redistributions of chromosomes are also frequently observed. Ferguson et
al. traces the movement of centromere and chromosomal arms of chromosome
8 in human T-lymphocyte from G1 to G2 cell cycles [91]. They find that chro-
mosome 8 moves in a cell cycle dependent way. In G1 phase, the centromere of
chromosome 8 positions at the nuclear periphery, while the chromosomal arms
protrude toward the interior of nuclear. After going through the G1 phase to
the G2 phase, the positions of the centromere and the chromosomal arms are
interchanged.
2.2.4 Gene Expression Regulation Mediated by Specific
Chromosomal Interactions
Unlike the gene association observed at the sites of on-going transcription due
to a limited number of transcription factories above-mentioned, some physical
interactions among specific gene loci are more unique in function, even though
the possibility of specific gene association at the same transcription factory
can not be eliminated, as reported in some cases [75, 97]. While cis-regulatory
sequences are most frequently observed at short genomic distances from their
target genes, ever-increasing evidence demonstrates that cis-regulatory ele-
ments can actually be really distant from their controlled genes (sometimes up
to hundreds of kb) [55]. It’s even more surprising that trans regulatory ele-
ments located on diﬀerent chromosomes have been identified as well. In order
to tune up the expression of target genes, corresponding regulatory sequences
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must be involved to directly form physical interactions with their target genes.
As a consequence, a genome-wide chromosome physical interactions network
is established so as to coordinate the expression of distantly localized genes.
With more and more distant regulatory sequences being identified, it’s clear
that we have underestimated the importance of long-range physical chromo-
some interactions, which might function as a common architecture motif in the
genome. For cis and trans interactions between regulatory element and target
gene, the spatial gap can be overcome by the formation of chromatin loops,
or chromatin bridges [72, 98, 99, 100, 101]. Long-range gene regulation has
been intensively investigated in the case of ↵- and  -globin loci [101, 102, 103].
The  -globin gene cluster includes a group of developmentally specific genes
encoding diﬀerent   chains of hemoglobin. All these variant genes are un-
der the control of the Locus Control Region (LCR), which is 25 kb upstream
of the closest variant gene. To active target genes with a genomic distance
of 80 kb, a direct chromatin loop can be formed between the LCR and the
promoter of target gene [100, 101, 104]. Similar to the  -globin locus, the ↵-
globin locus is also controlled by a set of remote regulatory elements positioned
40-60 kb upstream of the gene locus [105, 106], and activated by long-range
looping [105, 107]. While cis chromosomal interactions are more frequently
observed, trans-regulation is not scarce. Cis elements on one chromosome can
regulate not only the target gene in cis, but also the homologous allele in
trans [108], as reported in the case of X-chromosome inactivation [109, 110].
trans-regulations are not limited to the invertebrate genomes, or to the homol-
ogous chromosomes. Non-homologous trans chromosomal interactions have
also been observed from the mouse TH2 gene locus [111] and H-enhancer lo-
cus [112]. Moreover, gene silencing or heterochromatin formation can also be
mediated by the long-range chromosomal interactions, as observed from the
telomere clustering in S. cerevisiae [113] and the polycomb complex dependent
silencing in Drosophila melanogaster [114]. All of these findings emphasize the
importance of loci-specific chromosomal interactions over a large genomic dis-
tance or from diﬀerent chromosomes.
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2.2.5 3D Genome Organization Revealed by 3C-based
Methods
Traditionally optical technologies, such as fluorescent in situ hybridization
(FISH) or chromosome painting, are only able to display the organization
of chromosomes or chromosomal territories with a low resolution. Through
these methods, chromosomes have been be visualized as distinct territories.
Multi-labeling method developed later makes it possible to display several
chromosomes or gene loci at the same time, but it is still impossible to get
a large picture of the genome organization. The chromosome conformation
capture (3C) technology developed by Dekker et al. [115] provide us a novel
way to discover the chromosomal regions in physical proximity. Chromoso-
mal contact maps or gene loci contact maps of various organisms have been
generated via varieties of 3C-based methods [8, 18, 104, 105, 116]. ChIP-loop
assay [112, 117, 118, 119] has been used to investigate cell-to-cell diﬀerences
in chromatin conformation. Circular chromosome conformation capture (4C)
method [4, 120, 121] makes it possible to screen the entire genome in an un-
biased fashion for DNA segments physically interacting with a DNA fragment
of interest. 3C-carbon copy (5C) method [5, 122] is a combination between
standard 3C protocol and large-scale mapping via microarray detection or
high-throughput sequencing. Hi-C method developed by Lieberman-Aiden et
al. [18] has realized the genome-wide screening by introducing biotin-based
ligation protocol. With a novel method named genome conformation capture
(GCC), the network of chromosome interactions for the yeast S. cerevisiae is
first studied [116]. After that, a Hi-C like method has been employed to inves-
tigate the genome organization in budding yeast [8]. In addition to these most
widely used methods, other derivatives, like combined 3C-ChIP cloning (or
6C) [117, 123], enhanced ChIP 4C (e4C) [74], CHIP-PET [124] have also been
worked out. A comparison between the 3C technology and its derivatives is
presented in Figure 2.21. All these methods provide us significant implications
for understanding eukaryotic genome organization.
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Figure 2.21: Experimental pipelines of the chromosome conformation cap-
ture (3C) technology and its derivatives. These methods diﬀer in the step for
ligation products quantification. Image adapted from [125].
One telling example involves the study conducted by Lieberman-Aiden [18].
In 2009, Lieberman-Aiden et al. construct a genome-wide spatial proximity
map of human chromosomes with the Hi-C method. Under large genomic
scale, they confirm that chromosomes are organized into individual domains
or territories. Chromosomes that are small in size and high in gene density are
more likely to cluster with each other. Besides, two types of distinguishable
genomic compartments have been identified. In contrast to inactive genomic
compartments, those active ones show higher gene expression activities, and
more open and accessible chromatin structures. They also find that when av-
eraging across the whole genome, chromatin contact probability as a function
of genomic distance shows a power law scaling behavior extending from 500
kb to 7 Mb with slope around -1 (Figure 2.22). Diﬀerent from the equilibrium
globule model, where the scale is -3/2, this study indicates a fractal globule
organization. Take all these findings together, they draw the conclusion that
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in human at the scale of several mega bases, the chromatin is organized in the
form of ‘fractal globule’, which is self-organized, long-lived, non-equilibrium
and free of knots. To achieve a conformation of this type, an unentangled
polymer is first packed into a series of small globules into a beads-on-a-string
conformation, which serves as packaging units in succeeding rounds of com-
paction. Eventually, a single globule-of-globules conformation will be reached.
(a) (b)
Figure 2.22: The fractal globule organization revealed by the Hi-C
method. (a) On a double-logarithmical plot, the contact probability as a func-
tion of genomic distance shows a power law scaling behavior with a slope around
-1 between the genomic distance from 500 kb to 7 Mb. (b) The equilibrium glob-
ule model predicts that the contact probability will scale as s 3/2, while the fractal
globule model predicts the scaling as s 1. Image adapted from [18].
2.2.6 Structural Alteration and Genome Malfunction
Increasingly evidence points out that the transformation of normal cells might
be resulted from the aberrant genome organization. In addition to copy num-
ber change, another remarkable alternation observed in varieties of tumor cells
is the chromosome rearrangement, such as chromosomal deletion, insertion,
reversion, and translocation. Among these changes, chromosomal transloca-
tion is of special importance. As a consequence of chromosomal translocation,
oncogenic genes might be misregulated after being inserted into diﬀerent ge-
nomic environments. It’s also possible that some genetic fusion events will
result in oncogenetic fusion proteins. One of telling case involves human BCR
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gene from chromosome 9 and ABL gene from chromosome 22. A fusion gene
composed of these two genetic loci can serve a constitutively active kinase,
prevalently observed in chronic myelogenous leukemia [126]. In higher eu-
karyotic organisms, the spatial proximity between genetic loci is important
to the occurrence of chromosomal translocation. Due to the position varia-
tion of individual cells, some kinds of organizations have higher probability
than others. For instance, some chromosome territories or gene loci are more
likely to stay side-by-side as neighbors. This explains why certain type of
chromosomal translocation evens are more frequently observed than others.
Intriguingly, several chromosomal translocations have been found to be tumor
type specific, especially clear in leukemia and lymphomas [126, 127, 128]. Ob-
viously, the frequency of chromosomal translocation depends also on the size
of chromosome involved [129]. Evidence also shows that the spatial proximity
between chromosome territories can be reflected by the translocation frequen-
cies [130, 131, 132, 133, 134]. Likewise, such a correlation is also conserved
for the proximity of genes and their translocation probabilities. As a conse-
quence of the chromosomal translocation, the position of fusion chromosome
will largely not be aﬀected. By contrast, the translocated gene loci show a
tendency to relocate to the place where they usually stay [135].
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Chapter 3
Introduction to Polymer Physics
In this chapter, some fundamental conceptions which are able to describe the
properties of polymers are introduced. After that, basic and improved polymer
models developed in last decades are presented and compared. For a detailed
review on polymer physics, reader can refer to Refs. [136, 137, 138, 139, 140].
Various models have been postulated from diﬀerent perspectives to explain
the complicated behaviors of DNA folding as observed in experiments. There-
fore, in the second part of this chapter, several genome architecture models
taking the role of genome function into consideration are introduced, and some
enlightening findings are emphasized. For the reader, who is already familiar
with these topics, can skip this chapter.
3.1 Describing DNA as a Polymer
Fitting well with the definition of a polymer, DNA is a biological macro-
molecule composed of the repetition of four types of monomers bound together
via covalent bonds. Base pairs are connected in the form of a one-dimensional
string. In most cases, information essential for life is maintained on a double-
stranded DNA. Due to the chemical nature of the double-stranded DNA, it is
stiﬀ at short scale, and flexible when the scale is large enough. To measure the
stiﬀness associated with the DNA, a notion termed the persistence length lp is
introduced, which relates to the decay length of correlations of directionality
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along the chain. The correlation function is defined as
C(x, y) =< ~e(x) ⇤ ~e(y) >, (3.1)
where ~e(x) and ~e(y) are the unit vectors tangent to the chain at the respective
positions x and y on the chain, and the symbol <> refers to an ensemble aver-
aging over time with the same polymer or over many conformations of diﬀerent
polymers. The correlation function decays exponentially with distance for a
long enough homopolymer, and has a characteristic scale lp
C(|x  y|) =< ~e(x) ⇤ ~e(y) >/ exp( |x  y]/lp). (3.2)
lp is the scale over which the directions of unit vectors become uncorrelated.
The persistence length of a double-stranded DNA is 10 nm (with a separation
of about 200 base pairs). The DNA molecule becomes stiﬀ at length scales L
« lp, and flexible at length scales L » lp.
A polymer’s end-to-end distance is a measure of its spatial extension. Most
frequently, the mean square end-to-end distance (eed) < R2N > is used as
one of the characteristic features of polymer models. For the models to be
introduced later (the random walk model, the worm-like chain model, the self-
avoiding walk model, the equilibrium globule model, and the fractal globule
model, excluding the random loop model), their end-to-end distances all scale
as
< R2eed >= l
2N2↵, (3.3)
where l is the linker length, N the chain length, and ↵ a model specific constant.
In polymer physics, the radius of gyration can also characterize the dimen-
sions of a polymer. The radius of gyration is defined for a particular polymer
as
< R2gyr >=
1
N
NX
i=1
(ri   rmean)2, (3.4)
where rmean is the mean position of the monomers.
3.1.1 The Random Walk (RW) Model
The random walk (RW) model, also known as the freely-jointed chain model,
is the simplest model to describe a polymer, which takes no interaction among
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monomers and no excluded volume of monomers into consideration [141].
Monomers in this model are represented as rigid rods with a fixed length.
Each monomer’s orientation is independent of their neighboring monomers’
positions and orientations, which allows the polymer visiting the same place
twice or more. When the length of a DNA molecule is long enough compared
with its lp, the flexibility associated will allow it to have lots of diﬀerent confor-
mations. As mentioned above, we can characterize the properties of an ideal
chain model by means of the average (root mean square) end-to-end distance
or the average radius of gyration, given a chain with N monomers. Let’s de-
note the end to end vector by ~R, and individual monomer’s vector by ~ri, where
i is from 1 to N (N is large enough to obey the central limit theorem). Due
to the symmetry of system, we can get
< ~R >=
NX
i=1
< ~ri >= ~0. (3.5)
The symbol <> means the mean of a random vector throughout the article.
By applying the central limit theorem, the distribution of ~R follows a normal
distribution, which gives us
 2 =< R2j >   < Rj >2=< R2j >  0, (3.6)
where j = x, y, or z.
Seeing that
< R2x >=< R
2
y >=< R
2
z >= N
l2
3
, (3.7)
we will get
< ~Reed
2
>= N l2 = l l. (3.8)
The probability density function of end to end vector of the chain is calcu-
lated as
P ( ~Reed) = (
3
2 ⇡ < R2x >
)
3
2 exp  3
~R2
2 < R2x >
. (3.9)
Thus the average end-to-end distance of the chain is calculated asq
< ~Reed
2
> =
p
N l =
p
L l. (3.10)
And the radius of gyration Rgry is calculated as
Rgry =< (
1
N
)
X
i
(~ri   ~< r >)2 > 12 =
s
< ~R2 >
6
=
p
N lp
6
. (3.11)
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Now, let’s see another property of the ideal chain model, the scaling.
< R2eed > can also be calculated as
< R2eed >=< (
NX
i=1
~ri)
2 >=<
NX
i,j=1
~ri ~rj > . (3.12)
Since
< ~ri ~rj >=< |~ri|2 >  i,j, (3.13)
we can see that
< R2eed >= N < |~ri|2 > . (3.14)
If we define
R0 =< R
2
eed >
1
2 , (3.15)
and
as =< |~ri|2 > 12 , (3.16)
we will get
R0 = asN
1
2
s . (3.17)
3.1.2 The Worm-like Chain Model
The worm-like chain (WLC) model, or called the Kratky-Porod model, was de-
veloped to describe the behavior of chains with a high backbone rigidity [140].
To characterize the properties of a worm-like chain, one can use the orienta-
tional correlation function:
Kor(4l) =< e(l) e(l +4l) >= exp   4l
lps.
(3.18)
It’s clear that
Kor(4l1 +4l2) = Kor(4l1)Kor(4l2). (3.19)
The mean squared end-to-end distance < R2eed > is calculated as
< R2eed >=
Z lct
l0=0
Z lct
l00=0
< e(l0) e(l00) > dl0 dl00 (3.20)
= 2
Z lct
4l=0
exp( 4l
lps
)(lct  4l) d4 l (3.21)
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= 2lpslct   2l2p(1  exp 
lct
lps
) (3.22)
In the case lct » lp, we can find that the scaling law of an ideal chain as
< R2eed >= 2lpslct. (3.23)
Since the Kuhn segment length of an ideal chain is defined as
< R2eed >= lK lct, (3.24)
we can get the relationship between the Kuhn segment length and the persis-
tence length as
2lps = lK . (3.25)
On the other hand, if lct « lps, we will find
< R2 >= l2ct. (3.26)
The equation 3.26 show the transition process from a rod-like structure to a
coil structure.
3.1.3 The Self-avoiding Walk (SAW) Model
While the ideal chain model and the worm-like chain (WLC) model are inspir-
ing in some aspects, they are still not realistic enough to describe the behavior
of a real polymer in solvent. In the ideal chain model, the same position in
space can be visited by diﬀerent monomers several time, which is actually not
possible. To devise out a more realistic model, the constraint that no point
can be revisited is added. Accordingly, a self-avoiding walk model is devel-
oped [136].
By definition, a self-avoiding walk of a chain with N monomers in the d-
dimensional lattice Zd starting at x, is described as a path w = (w0, w1, ..., wn)
with wj 2 Zd, w0 = x, |wj   wj 1| = 1, j = 1, 2, ..., n; and wi 6= wj for i 6=
j, 0  i  j  n. We use |w| = N to represent the length of w. When N
is enlarged, the number of paths is increased exponentially, which makes it
diﬃcult to get a general result. Also, it’s diﬃcult to answer the question in
high-dimensional case. To understand the behavior of a self-avoiding walk,
following questions need to be answered: 1) How many possible paths exist for
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an N -step self-avoiding walk? 2) What’s the average end-to-end distance for
an N -step self-avoiding walk assuming that all conformations have the same
probability? 3) What’s the asymptotic behavior of an N -step self-avoiding
walk, when N goes to infinity? For the simplest case, where dimension d =
1, a self-avoiding walk will go towards the same initially chosen direction.
Hence, for each value of N , there are only two paths available. And the
maximum distance from the end to the origin point is exactly N . Above
dimension d = 4, the critical exponent of a self-avoiding walk is dimension
independent. When the dimension is high, the SAW will be closer to a simple
random walk. Assuming that the scaling limit is the law of the path n vw
when n ! 1, where w is an N -step self-avoiding walk, and that the limit
exists and is conformally invariant, for d = 2, it is conjectured to be SLE 8
3
(stochastic Loewner evolution, SLE for short), and for d = 4, the scaling limit
is believed to be Browian motion by using the logarithmic correction factor
[logN ]
1
4 . And for dimension d   5, the corresponding scaling limit has been
proved as a Brownian motion. Unfortunately, for d = 3, it’s still not well
understood. To evaluate the average end-to-end distance from the origin to
x after N -steps, we can define Pn as the uniform probability measure on  N ,
which is the ensemble of N -step self-avoiding walks initiating at 0. Let CN be
the cardinality of the set  N , then Pn is given by
Pn(w) =
1
CN
, 8w 2  N . (3.27)
According to Madras and Slade [142], when dimension is larger than four
(d   5), the conjectured behavior of CN is
CN / AµNN  1. (3.28)
And the mean-squared displacement EPn [|w(N)|2] behaves as
EPn [|w(N)|2] / DN2⌫ , (3.29)
where EPn [.] is the expectation value of the uniform measure Pn, and the
values A, µ,D,   are positive constants that depend on the dimension. µ is
named as the connective constant, and   as well as ⌫ are called critical expo-
nents. For dimension d = 4, the relationships are given by
CN / AµN [log N ] 14 , (3.30)
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and
EPn [|w(N)|2] / D [log N ] 14 . (3.31)
In summary, the critical components ⌫ and   take following values under
diﬀerent dimensions:
⌫ =
8>>>>>>><>>>>>>>:
1, d = 1,
3/4, d = 2,
0.588, d = 3,
1/2, d = 4,
1/2, d = 5.
9>>>>>>>=>>>>>>>;
, (3.32)
and
  =
8>>>><>>>>:
43/32, d = 2,
1.162, d = 3,
1, d = 4,
1, d = 5.
9>>>>=>>>>; . (3.33)
3.1.4 The Equilibrium Globule Model
In this model, the repulsive interactions between monomers are assumed to be
overwhelmed by the attractive interactions, or the polymer is included inside
a small enough confining volume. Under either scenario, the polymer will self-
organize into an equilibrium globule conformation. And we will see that the
root mean squared end-to-end distance scales with the polymer length (N) as
R ⇠ N 13 , (3.34)
and the occupied volume of the polymer scales linearly with the polymer length
as
V ⇠ R3 ⇠ N. (3.35)
The monomer density is calculated as
⇢ =
N
V
, (3.36)
It is a constant, which means a uniform distribution of monomers. Grosberg et
al. demonstrate that inside single globule, sub-chain is organized in a diﬀerent
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way [139], which behaves roughly like a random walk included inside a confining
volume as
R ⇠ N 12 . (3.37)
For a random walk, the occupied volume of the polymer scales with the
polymer length as
V ⇠ R3 ⇠ N 32 . (3.38)
Accordingly, the density depends on the polymer length as
⇢ ⇠ N
V
⇠ N  12 . (3.39)
Therefore, the root mean squared end-to-end distance for a subchain scales
as
R(s) ⇠
(
s
1
2 for s  N 23
const for s > N
2
3 .
(3.40)
Furthermore, Lua et al. [143] show that the contact probability for a sub-
chain included in an equilibrium globule scales as
Pc(s) ⇠
(
s 
3
2 for s  N 23
const for s > N
2
3 .
(3.41)
Since an equilibrium globule polymer is featured by intensive entanglements
verified by numerical simulations and theoretical calculations [18, 144, 145,
146], it is less possible to be a candidate model for chromatin architecture.
3.1.5 The Fractal Globule Model
The fractal globule model (or called the crumpled globule model) has been
proposed by Grosberg et al. [147]. According to this model, a polymer is com-
pacted into a serials of connected crumples at first; crumples formed serve as
monomers for further rounds of compaction until a single large crumple globule
is formed. The fractal globule is actually a hierarchical structure composed of
crumples at diﬀerent scales with a self-similar structure. Like the equilibrium
globule, the volume of the polymer scales with the polymer length (N) as
R ⇠ N 13 . (3.42)
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Due to the formation of the fractal globule on all scales, the sub-chain also
scales linearly with the sub-chain length (s) as
R(s) ⇠ s 13 . (3.43)
Numerical simulations with a 500,000 monomers long polymer for the fractal
globules and the equilibrium globules show that the contact probability of the
former have a robust scaling over a wide range of polymer lengths as Pc(s) ⇠
s 1, and the latter displays a diﬀerent exponent as  3/2 [148]. A visual
comparison is presented in Figure 3.1. We can see the diﬀerences between
the equilibrium globule and the fractal globule in that: 1) the scaling of the
end-to-end distance for the fractal globule has a power of 1/3, while for the
equilibrium globule the power is 1/2; and 2) the equilibrium globule shows a
leveling-oﬀ behavior in the plot of root mean squared end-to-end distance R(s)
(see Figure 3.2).
(a)
(b) (c)
Figure 3.1: Folding behaviors of the equilibrium globule and the fractal
globule. (a) shows a polymer continuously labeled with diﬀerent colors. (b) rep-
resents a conformation of the fractal globule, and (c) for the equilibrium globule.
Both conformations are folded from the fully extended chain displayed in (a). In the
conformation of the fractal globule, sub-chains that are colored diﬀerently are well
separated, and the boundaries of polymer territories can be clearly seen. By contrast,
chains are more mixed in the equilibrium globule. Image adapted from [148].
61
(a) (b)
Figure 3.2: Comparison of the equilibrium globule and the fractal globule
models. (a) shows diﬀerent scaling behaviors of the end-to-end distance for the
fractal globule and the equilibrium globule. For the equilibrium globule, a leveling-
oﬀ behavior is visible. As shown in (b), the contact probability of the polymer scales
as the genomic distance diﬀerently in the fractal globule and the equilibrium globule.
Image adapted from [148].
A genome-wide chromosomal contacts screening in human performed by
Lieberman-Aiden et al. has substantiated the fractal globule organization of
chromatin in the range from 500 kb to roughly 7 Mb [18].
3.1.6 The Random Loop Model
The random loop model postulated by Bohn and Heermann [56] states that
the backbone of a polymer chain is simplified by a random walk chain, and
no excluded volume interaction is considered. Loops are allowed to be formed
between any two attachment points of the chain with random polymer lengths.
Polymer is coarse-grained by dividing the chromatin fiber into N equal sub-
units of equal length b. The subunits are assumed to be uncorrelated so that
they can freely rotate around each other. On the scale, where the number
of subunits N is suﬃcient small, and the subunit length b is large than the
persistence length of chromatin, the bending energy can be neglected. In this
model, two parameters are involved, namely the chain length N and the loop-
ing probability P . With this model, it turns out that loops on all scales are
needed to achieve the leveling oﬀ behavior observed in the experiment [54].
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Under short contour lengths, the pattern of mean square displacement as a
function of genomic distance behaves like a random walk. Large loops formed
by long-range interactions, which are responsible for the collapse of the chain,
accelerate the leveling oﬀ of mean square displacement. Long-range loops are
the key that makes the random loop model having diﬀerent traits from a simple
random walk or a self-avoiding walk model. Actually, only a few loops of large
size are enough to cause the leveling oﬀ. After approaching the contour length
N , the mean square displacement returns to a random walk-like behavior.
With this model, the leveling-oﬀ behavior observed over several mega-bases
in the experiment [54], where the mean squared end-to-end distance scales as
< R2 >⇠ O(1), can be explained, as shown in Figure 3.3.
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(a)
(b) (c)
Figure 3.3: The random loop model can explain the leveling-oﬀ behavior
experimentally observed. (a) displays a schematic representation of the random
loop model, in which the backbone of a polymer chain is represented as a random-
walk, and any two monomers on the chain can interact with each other via a harmonic
bond under certain probability. (b) shows the relationship between the mean square
displacement of two chain segments and the contour lengths under diﬀerent looping
probabilities. The chain is sized as N = 1,000. Loops of all sizes are allowed. In
Figure (c), the experimental data from the study [93] is compared with the random
loop model with diﬀerent values of P . The experiment measured the mean square
displacements as a function of genomic distance for diﬀerent chromosomes (chro-
mosome 1 and 11), as well as for diﬀerent compartments on the same chromosome.
Image (b) and (c) adapted from [56].
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3.2 Application of Polymer Models in Elucidat-
ing Genome Function
3.2.1 Role of Transcription Factory
A simple thermodynamic framework for the role of transcription factory in
forming the topological order of the genome has been proposed by Junier et
al. [149]. They focus mainly on the mechanism by which highly transcribed
genes, RNA polymerases and transcription factors could gather into discrete
foci, named transcription factories [69, 70]. To this end, they simulate a chro-
mosome with the worm-like chain model, and design a limited number of po-
tential interaction sites along the chain. These sparse sites can interact with
each other whenever they are spatially close enough. Based on the results
obtained from the numerical simulations, they postulate that clumps formed
along the chain mediated by interacting sites can be regarded as a micro-phase
separation of these sites from the rest of non-interactive chain. And they pre-
dict that the transcription factors assembled inside the transcription factories
are responsible for the congregation of genes and mediating physical inter-
actions between them. Moreover, they find that the clustering way of those
interacting sites are versatile, for the purpose of enhancing local concentrations
of the interacting sites. Linear clustering of members belonging to the same
gene family has been widely observed in varieties of organisms. They demon-
strate that long-range interactions mediated by distal binding sites could serve
as an eﬀective way to group multiply genes from diﬀerent families, which is
increasingly obvious from diﬀerent experiments, in which genomically distant
genes can be identified from the same transcription factory [70, 74].
From a diﬀerent perspective, Dorier et al. has addressed the role of tran-
scription factories-induced inter-chromosomal interactions, and the role of chro-
mosome territories organization in shaping the nuclear architecture [150], as
represented in Figure 3.4. With the help of a polymer model, they postulate
that gene transcription induced interactions between diﬀerent chromosome ter-
ritories are suﬃcient to explain genomic architecture features experimentally
disclosed. With this model, Dorier et al. are able to answer the following
questions: 1) why chromosomal territories with higher overall expression level
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are positioned more frequently in the interior part of the cell nucleus; 2) why
chromatins including actively expressed genes appear more frequently on the
surface of associated chromosome territories; and 3) why genes are more fre-
quently associated with other genes that have a comparable expression level.
Figure 3.4: Schematic representation of a genome organization model on
account of the transcription factories-induced inter-chromosomal interac-
tions. Chromatins are self-organized into discrete entities, known as the chromosome
territories. Red entities indicate actively expressed domains, while the blue ones are
transcriptionally suppressed. Active and inactive chromosomal territories tend to
aggregate separately. A transcription factory shown as a black node is surrounded
and shared by multiple active domains, which stay more centrally in the cell nucleus.
By contrast, inactive domains prefer periphery localizations. Chromatins clustered
at on-going transcription sites are more likely to be positioned on the surface of their
chromosomal domains. Image adapted from [150].
3.2.2 Non-specific Chromatin Interactions
Nooijer et al. highlight the importance of non-specific genomic contacts, in
contrast to those specific ones mediated by protein-protein interactions or
protein-DNA interactions [151]. They postulate that in eukaryotic nuclei both
specific and non-specific chromatin interactions contribute to the formation
of functional compartment, like chromosome territories [152, 153], nucleoli,
and so on. They construct a coarse-grained molecular dynamics simulation to
show the chromatin organization of Arabidopisis thaliana. They present that
non-specific interactions are suﬃcient to reconstruct already clear in vivo lo-
calization of nucleoli and chromocenters in A. thaliana. The general chromatin
66
organization generated by this model is in agreement with previously identi-
fied Rosette model of A. thaliana. They also find that loops that surround
chromocenters suppress the aggregation of them.
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Chapter 4
Gene Transcription-Mediated
Chromosomal Interactions
Chapter Summary
Chimeric transcripts, the potential post-transcriptional processing prod-
ucts, might reflect the spatial proximity of actively transcribed genes co-
localized in transcription factories. A growing number of expression data
deposited in databases provides us with the raw material for screening such
chimeric transcripts and using them as the probes to identify the patterns of
inter- and intra-chromosomal gene-gene interactions. On top of the contact
pattern from inter-chromosomal interactions, we also observe an exponen-
tial behavior for the intra-chromosomal interactions within a certain length
scale, which is consistent with the independent experimental results from Hi-C
screening and with the Random Loop Model.
Transcription induced chimeric transcripts sheds light on the spatial organi-
zation of chromosomes. These inter- and intra-chromosomal interactions might
contribute to the compaction of chromosomes, their segregation and formation
of the chromosome territories and their spatial distribution within the nucleus.
4.1 Introduction
Numerous studies, focused on the transcriptomes of model organisms, have
revealed novel ways, by which the genomic information is stored and orga-
nized. One of the striking examples is the chimeric transcripts composed of
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sequences from diﬀerent sources. So far, three categories of chimeric transcripts
have been identified: those that are encoded by two or more gene loci, those
that are encoded by two diﬀerent strands of the same locus, and those that
have the shuﬄed exon order compared to their sequences [154]. Among them,
the chimeric transcripts consisting of heterologous sequence segments origi-
nating from distant regions on the same chromosome, or from two or more
distinct chromosomes, which is known as the transcription induced chimerism
(TIC) [16, 17], are of especial interest. Such transcriptional behavior disrupts
the conventional belief that the information stored in the genomic sequences is
transferred to RNAs in a co-linear fashion. This attribute might contribute to
the complexity and diversity of the genome of organisms, but its significance
remains to be assessed. Chimeric transcripts of this type have been reported
for a variety of organisms every now and then. Transcripts from large-scale
transcription databases might be the contaminants as a consequence for various
reasons [155, 156], such as the defects in experimental design, or the contami-
nation from the host genomic sequences. Some hybrid transcripts have indeed
been verified via in vivo experiments and their number is continually increas-
ing [154]. Thus, there is good reason to take chimeric transcripts serious.
To decipher the underlying mechanism of the generation of chimeric tran-
scripts, several hypotheses have been postulated. One plausible explanation is
the trans-splicing, first discovered in trypanosomes [157], a process in which
the splicing machinery recognizes and cleaves nascent transcripts at their
consensus splice sites (GU-AG), and then heterologous exons are jointed to-
gether [158, 159]. Subsequent studies confirmed the ubiquitous nature of such
chimera in a variety of organisms, including protist [160, 161, 162, 163], plants
organelles [164], and higher eukaryotes [165]. But its occurrence is rare [166].
Cases from lower eukaryotes are better understood than those from higher
eukaryotes; and some chimeric transcripts were shown to be indispensable to
normal cellular functions [167, 168]. However, with the continually growing
number of chimeric transcripts reported, only a small portion of chimera was
found to fit well with this model [169]. Later, in early 2009, Li et al. showed
that a high percentage of chimeric transcripts have short homologous sequences
(SHSs) at the junction sites in between the fusion sequences. Based on this ob-
servation, they proposed a transcriptional-slippage model [170], and tested it
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via in vitro and in vivo experiments. According to this alternative mechanism,
SHS site on one pre-mRNA can misalign with SHS site on another pre-mRNA,
which makes the template switching during transcription and the consequent
transcriptional slippage possible. With this model, now a lot of chimera have
clear origin, but still some others have their source unknown.
It is generally acknowledged that chimeric transcripts derive from the ge-
nomic rearrangement of the transformed cells. However, recent studies sug-
gested that chimeric transcripts are more common in normal tissue than pre-
viously appreciated. Some chimeric transcripts expressed in genetically rear-
ranged neoplastic cells were shown to exist in normal cells as well [16, 17],
like human fusion genes JAZF1-JJAZ1 [171], SLC45A3-ELK4 [172], and IGH-
BLC2 [173]. Except for a few cases reported, most of the chimeric transcripts
identified in higher eukaryotes show no function yet. But most recent study
indicates that chimera, which is an oncogenic transcription factor, can lead to
mistarget on the chromosome and has the ability to alter chromatin structure,
as reported in the case of EWS-FLI fusion protein, which causes a malignant
bone and soft tissue tumor [174]. It is assumed that chimeric transcripts ex-
pressed in normal and transformed cell might be mediated by two distinct
mechanisms (transcription induced or chromosomal translocation induced).
The production of chimeric transcripts in normal cells mediated by pre-RNA
joining mechanisms could be the prelude to the chromosomal translocation
events, since chromosome translocation needs physical proximity between loci
as well. Increasing evidence shows that the spatial proximity of chromosomes
or genetic loic in interphase cell nuclei is strongly correlated with the transloca-
tion frequency [175, 176]. Based on these findings, the ‘contact-first’ model has
been postulated [177, 178], as shown in Figure 4.1a. According to this model,
broken chromosomes can only be translocated to other chromosomal loci when
chromatin fibers are co-localized, and at the time double-strand breaks are
created. Controversial findings, however, have also been demonstrated from S.
cerevisiae, in which intra-chromosomal single strand annealing of homologues
sequence occurs with a comparable frequency as inter-chromosomal translo-
cation [179]. This observation has given rise to the ‘break-first’ model, as
shown in Figure 4.1b, which indicates that broken ends of chromosomes are
able to travel throughout nucleus without many constraints while seeking their
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homologous loci. However, this ‘break-first’ model might only be true for
those budding yeast-like simple eukaryotes, whose nucleus densities are rela-
tively low. For mammalian cells, the ‘contact-first’ model is more probable,
since mammalian nuclei are more crowded, and chromosomes are organized
into individual territories, which makes the diﬀusion of broken chromosomal
segments not easy. More recent evidence stems from fluorescent in situ hy-
bridization (FISH) experiments performed by Osborne et al., in which they
show that the human gene MYC can co-localize to the same transcription
factory with another gene IGH located on the diﬀerent chromosomes [70]. In
human, these two loci are the recombination hotspots, where the most frequent
translocation events were observed in plasmacytoma and Burkitt’s lymphoma.
It is reasonable to assume that since diﬀerent sequence modules of chimeric
transcripts need to be conjugated, their expression should be concomitant,
and that distinct pre-RNA products should be confined in a specific cell sub-
compartment with close three-dimensional proximity. The candidate of such
structure might be the transcription factory [180], a long-lived discrete struc-
ture in the cell nucleus. The fact that fewer transcription factories exist than
the number of expressed genes is revealing [180], which indicates that multiple
actively expressed genes need to share the same transcriptional machinery [70],
and that genes separated by a long genomic distance can migrate to each other
closely [181, 182], which might expedite the potential long-distance interaction
between genes. Thus, spatial proximity of distinct transcripts in the transcrip-
tion factories might facilitate the production of chimeric transcripts due to the
expression activity, which in turn can be used as the signal of chromosome loci
contact [183], as represented in Figure 4.2.
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(a)
(b)
Figure 4.1: The ‘contact-first’ and ‘break-first’ models for the formation
of chromosome translocation. According to the ‘contact-first’ model, physical
contact between chromatin fibers is the prelude to the join of double-strand breaks
(DSBs). And for the ‘break-first’ model, broken chromosome segment can travel
within a large space till the occurrence of chromosomal recombination event.
73
(a)
Transcription Factory
Chimeric TranscriptGene I
Gene II
X
(b)
Figure 4.2: Schematic representation of the ‘Transcription Induced
Chimerism’ (TIC). As shown in Figure (a), chromatin fibers from the same chro-
mosome or from diﬀerent chromosomes (one in blue, and the other in green) that
are loosely compacted and loop away from their respective chromosome territories
for expression, could visit at the same transcription factory (colored in red). (b)
Error ligation products mediated by those unclear mechanisms can be utilized as the
probes to identify physical interactions between genetic loci in vivo.
Due to the rapid development of screening methodologies, like chromo-
some conformation capture technology (3C) [184] and the derivative 4C [4] or
5C [122] technology, we now have a deeper insight into the three-dimensional
organization of the chromosome. In the interphase cell nucleus of higher eu-
karyotes, chromosomes are folded and condensed into a compact but flexible
structure, which is critical to store the extremely long chromatin fiber in such
a tiny volume, and, at the same time, keep the structure highly mobile to
exert multiple functions with diﬀerent expression profiles [133]. Hence, the
architecture of chromatin compression is closely related with gene expression
activity. Beyond the scale of nucleosomes, however, the higher-order chro-
matin structure is still far away from being clear. Various polymer models
have been postulated to describe chromatin fiber folding. Among these models,
the fractal globule model [143] proposes that chromatin presents an unentan-
gled non-equilibrium globule organization achieved by progressively crumpling
chromatin fiber into a series of small globules which function as the element
for crumpling in subsequent round of folding. Experimental support for this
model came from the in vivo screening on the chromatin contact. In 2009,
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Lieberman-Aiden et al. developed a Hi-C method, with which genome-wide
chromatin contact loci can be screened with the resolution of 1 Mb, and the
contact partners can be confirmed by high-throughput sequencing method.
According to their results, chromatin folding folds as (f(x) / x↵, where f(x)
is the number probability of contact between two loci that are genomically
separated by x base pairs) with a span from 500 kb to 7 Mb with an exponent
↵ =  1 [18]. An alternative view comes from [54, 56, 57] where a chromosome
is viewed as an on all scales looped polymer. Not only can this model explain
FISH experiments [54] and the experimental results of Lieberman but can also
explain the segregation of chromosomes into territories due to entropic repul-
sion between the loops [59]as well as the shape of the chromosome territories.
Thus loops provide a unified model for the organization of the nucleus.
At present the underlying mechanism of transcript fusion is still obscure
and a model for transcripts fusion process is needed. However, what seems to
be tenable from the evidence presently available is that such a fusion process
is closely related to the spatial proximity of actively transcribed genes. In
2007, Unneberg et al. published the mapping results of transcription-induced
inter-chromosomal interactions by using the chimeric EST as the probe [185].
After that, the high-throughput sequencing methods developed have made
feasible the large scale screening on the transcriptomes in higher organisms
(i.e. human and mouse). Thus the increased number of data deposited in the
databases have made possible a comprehensive study of chimera and its rela-
tion to the 3D organization of chromosomes. Here, with chimeric transcripts
gleaned from human and mouse expression sequence tag (EST) database, we
test the idea of transcription induced chimerism (TIC), and find the functional
relevance of chimeric genes in terms of their co-expression pattern and of their
GO terms’ semantic similarities. Comparing with normalized Hi-C contact
map [186] also confirm that these chimeric genes are more likely to be physi-
cally proximal. Moreover, besides the inter-chromosomal interaction analysis,
we present also the intra-chromosomal gene-gene interactions pattern of hu-
man and mouse. Based on interacting gene pairs from distinct chromosomes,
we obtain the pairwise contact frequencies of diﬀerent chromosomes. Unlike
the previous study result [185], we show that the arrangement of chromosomes
within the cell nucleus is non-random, by comparing with the interaction pat-
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tern of chromosomes that are arbitrarily arranged. No evident changes in the
inter-chromosomal interaction pattern can be observed based on the chimeric
ESTs collected from the normal and the tumor cells. Based on the gene pairs
located at every single chromosome, we obtain the relationship between the
genomic distance and the gene contact frequencies. A functional behavior
(f(x) / x↵) is observed from our data with the genomic distance ranging
from 500 kb to 7-8 Mb, and an exponent ↵ =  1 on a double logarithmic
plot, which agrees with the experimental results from Hi-C screening.
4.2 Material and Methods
4.2.1 Data Collecting and Processing
mRNA data was gathered from gbEST, gbHTC, and gbPRI divisions of NCBI
Genbank database (Release 186) [187]. We neglected the transcripts contain-
ing mitochondrion genomic elements. From the gbEST division, we collected
8,315,246 EST sequences of human, which had highest expressed sequence tag
(EST) coverage, and 4,853,475 sequences from mouse. From the gbHTC divi-
sion, we obtained 59,897 mRNA sequences of human and 149,903 sequences of
mouse. And from the gbPRI division, 470,261 sequences of human were col-
lected. For mouse, no record existed in gbPRI databases. EST library report
and annotation [188, 189] were downloaded for restriction enzyme information
and library ID number.
To conduct a genome-wide blast, genome sequences were downloaded from
NCBI Genome database. Human genome reference build (hs_ref_GRCh37)
was downloaded [190]. Mouse genome reference build (mm_ref_37) was down-
loaded [191].
Ensembl human genome database (homo_sapiens_core_ 64_37) in mysql
format was downloaded [192], and stored by using MySQL for gene mapping.
For mouse, mus_musculus_core_64_37 database was downloaded [193]. En-
sembl ontology information (Version 64) was download from Ensembl genome
database [194] and installed, in order to perform an analysis calculating se-
mantic similarities of GO terms associated with gene pairs.
Recognition sequences of restriction enzymes were download from REBASE [195].
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4.2.2 Sequence Alignment
We used BLAT [196] for sequence alignment. Diﬀerent from BLAST, Blat
works by constructing an index of an entire genome in memory. Therefore, the
target database is an index derived from the assembly of the entire genome,
instead of a set of GenBank sequences. Due to this unique structure, Blast
runs with a higher eﬃciency. We set up a local BLAT aligning server for
performance consideration, with which we only need to build an index of the
whole genome once, and then we can align sequences in a batch at very low
cost on the memory. We set the minimal identity threshold as 95% and the
rest of the parameters by their default values. After aligning, identity and
score were calculated for each alignment, and alignments in each query were
sorted according to the score and then the identity.
4.2.3 Chimeric Transcripts Identification
Similar to previous studies [170, 185], we adopted their method with some
improvements. Based on sorting results, we picked out the queries with top
two ranked alignments having the sequences identity not less than 95%, and
minimal alignment length not less than 50 bp for gbEST sequences. Consider-
ing the probability that the chimeric transcripts might be the noisy products
from the cell transcriptional process and the accompanying uncertainty on the
conjugation position, we set the shortest alignment length to 50 bp, instead
of the length 100 bp commonly used for the potentially functional transcripts.
For gbHTC and gbPRI sequences, which are much longer, a threshold of 100
bp was used instead. A 10 bp overlapping at the binding site of the query was
allowed due to the uncertainty in aligning.
Further, several validation steps were performed to remove potential arti-
facts. In order to make sure that the two best alignments in a query were
unambiguously aligned, a uniqueness criterion was imposed. If one query had
more than two alignments, we compared the lower ranked alignments with
the best two, respectively. If the two compared alignments had more than
80% similarity and their target regions were not overlapping, this query was
treated as an ambiguous aligning, and eliminated from further consideration.
After ambiguity removal, accounting for the artifacts stemming from the liga-
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tion procedure in the EST library construction, we inspected the recognition
sequence of the restriction enzymes used at the boundary site of the chimeric
sequence. If the restriction sites were identified, the corresponding chimeric
transcripts were deemed as contamination and discarded. For transcripts from
the libraries without annotation on the restriction enzymes we checked them
with the most commonly used enzymes for EST library construction. Finally,
we reconstructed the chimeric sequences by fusing the two best alignments
from the remaining queries that passed all the validation steps.
4.2.4 Gene Mapping
We mapped the fusion sequences onto the chromosomes according to the En-
sembl Human Genome database, and selected transcripts whose partners were
both mapped onto the gene regions with the same directions as the annota-
tion. Since the ESTs were sequenced with single reading, some sequences were
deposited into the database with 3’-direction reading. Thus, for sequences
with both partners mapped with the opposite directions of the corresponding
genes, we re-evaluated their directions according to their GT/AG pairs ratio,
the so-called GT/AG rule [197]. We made statics on the number of GT/AG
pairs from one direction, and the number of complementary CT/AC pairs from
the reversed direction. If the GT/AG to CT/AC ratio is smaller than 1, then
we reversed its orientation. We retained the transcripts with both partners
re-mapped to the same directions as the annotation. Transcripts with their
directions diﬃcult to assess were removed. Then, we separated the remain-
ing chimeric sequences into two groups, according to gene partners’ location
(whether they originated from the same chromosome, or from distinct chromo-
somes). For intra-chromosomal interactions, considering the possibility of tan-
dem transcription or intergenic splicing, we removed the chimeric transcripts
with genomic distance between gene loci smaller than 500 kb.
Similar to [170], we made a scrutiny on the boundary sites of these retained
transcripts to check whether Short Homologous Sequences (SHSs) exist at the
junctions of their source genomic sequences. We took the SHSs with length
from 3 to 10 bp, and calculated their abundance.
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4.2.5 Co-expression Pattern of the Chimeric Gene Part-
ners
Co-expression pattern of 19,777 human genes and 21,036 mouse genes was
obtained from COXPRESdb Version 4.1 [198, 199]. In this study, the Mutual
Rank (MR) score was used as a measure for gene co-expression correlation. For
a given gene pair, like gene A and gene B, the MR is calculated by averaging
the rank of gene B in the co-expressed genes to gene A and the average of the
rank of gene A to gene B. The smaller the MR value is, the stronger positive
correlation the gene pair has. Co-expression correlation data was processed and
stored in a MySQL database. Genes were indexed by their Entrez Gene IDs.
We grouped the inter- and intra-chromosomal interactions together. Ensembl
Gene IDs of gene pairs from those validated chimeric transcripts were obtained
after Gene Mapping procedure. R package ‘biomaRt’ (Version 2.10.0) was
used for mapping the Ensembl Gene ID to the Entrez Gene ID. For each
chimeric transcript, the MR value was extracted by querying gene pair’s Entrez
Gene IDs. To check whether the co-expression correlation of gene pairs in the
chimeric transcripts are non-preferential, MR scores of all possible gene pairs
were used as a background. Plots of the MR value’s distribution were plotted
for comparison.
4.2.6 Semantic Similarities of GO Terms Associated with
Chimeric Gene Partners
In order to have a deeper insight into the functional similarities of chimeric
gene pairs, we employed the algorithm as described in [200]. With this method,
functional similarities between two genes were determined based on their an-
notated Gene Ontology (GO) information. For a given gene pair, their GO
term’s semantics were measured by their semantic contributions of their an-
cestor terms in the GO graph. We analyzed similarities of GO molecular func-
tion terms, GO cellular component terms, and GO biological process terms of
chimeric gene pairs, and compared them with randomly selected gene pairs. A
python module named Networkx [201] was used for graph manipulation and
calculation.
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4.2.7 Comparison with Normalized Hi-C Contact Pat-
tern
We used normalized Hi-C contact pattern of human lymphoblast generated
by Yaﬀe et al. [186]. From the raw Hi-C contact data, they identified several
systematic biases, and removed them by use of an integrated probabilistic back-
ground model. After renormalization, the corrected contact maps constructed
by two diﬀerent restriction enzymes are more comparable. The pre-prepared
data was download from the author’s website [202]. For each kind of enzyme
restricted map (HindIII and NocI), fragments were aggregated by a 1 Mb bin.
The ratio of the observed to the expected contact number in each bin was
transferred by the logarithm to base 2 as a measurement of contact enhance-
ment. The distribution of all possible inter- and intra-contacts were used as
the backgrounds for comparison. Gene pairs of the chimeric transcripts were
mapped onto the corresponding bins of the chromosomes, and the enhance-
ment was screened. For genes spanning over more than one bin, the contact
enhancement was calculated by averaging weighted contact enhancement for
each 1 Mb bin pair covered. The distribution of contact enhancement observed
from the inter- and intra-chromosomal chimeric transcripts were compared to
the background, respectively. The Kolmogorov-Smirnov test was applied to
check the diﬀerence of the contact enhancement between chimeric gene pairs
and the background.
4.2.8 Inter- and Intra-chromosomal Interactions Pattern
Analysis
A parallel analysis was performed on sequences from three diﬀerent expression
databases. Due to the limited amount of sequences from gbHTC and gbPRI
databases, we only used data from gbEST for interaction pattern analysis.
From the inter-chromosomal interactions identified, some chimera over-
lapped and had the same gene partners. Therefore, to remove the over-counts
of these interactions between the same gene partners, we grouped chimera on
the basis of gene partners participating in the interactions. From these non-
overlapping inter-chromosomal interactions, we picked out transcripts com-
posed of two genes labeled by ‘protein coding’ biotype in the Ensembl database,
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which were far more abundant than others, as the observed interaction pat-
tern. We collected the frequencies of contact between two given chromosomes
to obtain the interaction matrix, and plotted the data as a heat-map. Also,
a random interaction matrix was constructed to screen if interaction prefer-
ence existed on the chromosome partners. From the Ensembl database, we
obtained the frequencies of protein coding genes on 23 chromosomes except
chromosome Y. With these expected gene frequencies, we constructed a chro-
mosome pair-wise interaction matrix by multiplying the gene frequencies from
any two given chromosomes. The diagonal elements of this matrix were all
zero. For this symmetric matrix, each element in the upper half of the matrix
was multiplied by a random number, the corresponding element in the lower
half was assigned the same value. This finished a shuﬄe step on the interaction
pattern, and the eigenvalue of the matrix was calculated by using the software
R. Totally, 105 steps were carried out. After that, the mean eigenvalue was
obtained and plotted against the eigenvalue from the observation. Also, 95%
percent confidence interval of the eigenvalue from the simulation was calculated
by using software R. Furthermore, based on the cell source annotation from
the EST library report, we separated the interactions from normal cells with
those from tumor cells, and plotted the eigenvalue of interaction, respectively
to check if some diﬀerence existed.
For intra-chromosomal interactions, transcripts with partners mapped to
the identical gene partners but to diﬀerent regions of respective gene were
grouped. Further, we made statistics on the frequencies of the gene-gene in-
teraction under given genomic distance within every chromosome, and plotted
the frequencies of the interactions versus the genomic distance in a double log-
arithmic plot. Due to the large fluctuation of data points for the long genomic
distance, logarithmic bins were used to minimize the fluctuation. At the short
length scale, genomic distances between interacting genes were grouped by a
fixed bin size. The contact probabilities were divided by their corresponding
genomic distance for normalization. Next, we replotted the contact frequencies
versus the normalized genomic distance.
As mentioned before, steps done on human expression data were also done
on the mouse expression data.
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4.3 Results and Disscussion
4.3.1 Chimeric Transcripts Identification and Validation
After aligning EST sequences with BLAT, we filtered chimeric transcripts with
the selection criterion described in the Material and Methods section. Details
on the number of transcripts that remained after each validation step are listed
in Table 4.1. Transcripts downloaded from the gbPRI and gbHTC databases
are the products from direct sequencing of intact mRNA sequences. Thus,
they have higher quality than the ESTs data. Due to the small size of gbPRI
and gbHTC databases, and accordingly the limited number of chimeric tran-
scripts identified, they were not suitable to be used as the probes for gene
loci interaction analysis. But the fact that still some chimera can be found
from gbPRI and gbHTC databases suggests that at least some chimeric se-
quences were not results of artifacts or contaminations. Information about the
chimeric transcripts identified from three diﬀerent databases can be found at
the additional file 1, 2, and 3, respectively.
Human Mouse
Interaction Uniqueness Restriction Uniqueness Restriction
Inter 35,676 33,958 6,141 5,729
Intra 16,255 15,885 4,890 4,782
Table 4.1: Validation results of chimeric transcripts. The Uniqueness col-
umn corresponds to the number of transcripts remained after removing those am-
biguous ones. And the Restriction column shows the number of transcripts with
no recognition sequence at their boundary sites.
Next, we analyzed the distribution of human chimeric transcripts among the
EST libraries. Of 8,995 libraries screened, 2,617 were involved in the produc-
tion of chimera. As shown in Figure 4.3, most libraries contributed very few
chimera. 1,111 and 518 libraries from a total of 2,617 libraries provided only
one and two chimera, respectively. Such a result indicates that chimera forma-
tion is an ubiquitous event with low frequency. A previous study performed
by Sorek and Safer [155] identified those highly contaminated EST libraries.
We checked the libraries contributing more chimeric sequences in our study,
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and found that none of our libraries overlapped with those problematic ones.
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Figure 4.3: The distribution of human and mouse EST libraries according
to the number of chimera they produced. (a) for human, (b) for mouse. The
x-axis represents the number of chimera that can be identified from single library.
The y-axis indicates the number of libraries producing the corresponding amount of
chimeric ESTs.
4.3.2 Gene Mapping Results
After validation, we mapped the chimera to the human genome based on cur-
rent annotation from the Ensembl database. Chimeric transcripts having se-
quence modules mapped to intergenic regions were disregarded, since these
intergenic components might be derived from the contamination of host ge-
nomic sequences [155], or pertain to the sequences with no annotation in the
genome. Curiously, some chimeric transcripts were composed of one segment
mapped to a gene with the correct orientation and the other segment mapped
to the gene with the opposite direction indicated in the annotation. In other
words, one segment of the chimeric transcript was mapped to the sense strand
of one gene, while the other was mapped to the anti-sense strand of another
gene. Similar observations were found from the pilot ENCODE studies, in
which chimeric RNAs were composed of sequences of genes that mapped to
the opposite strand of the index gene [2], but its significance remains unclear.
Thus, we only retained transcripts with both partners mapped to the gene
and oriented to the same direction as that indexed in the annotation. The
transcripts passing all the validation steps were the potential candidates for
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gene loci interaction. Most interactions were observed only once, while some
gene partners associated with each other more frequently. In addition, some
of these re-occurring chimera can be identified from multiple diﬀerent EST
libraries, while other repeats originated only from a single library. Due to
the redundancy of chimera, we categorized them according to the gene pairs
associated to obtain unique gene loci interaction pattern. Intra-chromosomal
interactions with genomic distance larger than 500 kb were retained. Detailed
mapping results are shown in Table 4.2. Results of the chimera selection with
high stringency (100 bp) from gbPRI and gbHTC database are given in Ta-
ble 4.3. While the number of human and mouse chimera gleaned from the
mRNA high-throughput sequencing database is not quite large, there still ex-
isted some overlapping gene pairs when compared with chimera picked out
from the EST data (see Table 4.3).
Human Mouse
Interaction Type GG UG Genes Size GG UG Genes Size
Inter 11,262 8,261 7,871 516 2,493 2,230 3,316 580
Intra 773 673 1,165 540 269 223 426 602
Table 4.2: Summary of the chimeric transcripts. The GG column represents
the number of chimeric transcripts whose partners were both mapped onto the gene
regions with the same directions as the annotation. The UG column indicates the
unique gene pairs identified from chimeric transcripts of gene-gene interaction. The
Genes column corresponds to the number of genes participating in the chimera
production. And the Size column shows the averaged length (unit in bp) of validated
chimeric transcripts.
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Human Mouse
Database Inter Intra Size Overlap Inter Intra Size Overlap
gbHTC 266 29 2,634 51 322 27 1,846 71
gbPRI 657 109 15,079 72
Table 4.3: Chimeric transcripts identified from gbHTC and gbPRI
database. The Size column indicates the mean length (unit in bp) of chimeric
transcripts identified from the corresponding database and organism. The Over-
lap column indicates the number of gene-gene partners which can be screened from
gbEST database and from gbHTC/gbPRI database. For mouse, no record existed
in the gbPRI database.
In addition, we checked the Short Homologous Sequences (SHSs) at the
boundary sites of all examined homo and mouse chimeric ESTs. Human
chimeric sequences with SHSs (size from 3 to 10 bp) accounted for about 42.6%
(5,126/12,035). For mouse, the ratio was 57.8% (1,596/2,762). Under either
scenario, this ratio is close to the previous study result [170]. The abundance
of SHSs with diﬀerent size was shown at Figure 4.4.
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Figure 4.4: SHSs abundance in validated chimeric transcripts. SHS length
was taken from 3 bp to 10 bp.
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4.3.3 Co-expression Pattern of the Chimeric Gene Part-
ners
After transforming Ensembl Gene IDs to Entrez Gene IDs, chimeric transcripts
with both genes Entrez Gene IDs known were retained for further analysis.
Of the total of 8,933 validated human chimeric transcripts, 7,412 gene part-
ners were collected. For mouse, 2,229 gene pairs were obtained from 2,453.
As shown in Figure 4.5, gene pairs from the chimeric transcripts associated
more frequently with small Mutual Rank (MR) score than with a large one,
when compared with the co-expression pattern of all possible gene pairs. This
observation revealed that gene pairs producing chimeric transcripts showed
stronger positive correlation in terms of their expression activities. This ob-
servation further supported the assumption that such chimeric transcripts were
transcription-induced [16, 17].
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Figure 4.5: Co-expression pattern of genes from the chimeric transcripts.
(a) for human, and (b) for mouse. The smaller the Mutual Rank (MR) score is, the
higher the correlation between gene pairs’ expression is.
4.3.4 Semantic Similarities of GO Terms Associated with
Chimeric Gene Partners
Chimeric gene pairs of inter- and intra-chromosomal interaction were grouped
together. For the chimeric transcripts with both genes having GO information
annotated, their semantic similarities of GO molecular function terms, GO
cellular component terms, and GO biological process terms were calculated,
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respectively. Then the distributions of semantic similarities under diﬀerent
GO ontologies were screened. For comparison, the semantic similarities of
randomly selected gene pairs with the same sample size were calculated in
the same way. As shown in Figure 4.6, similarities of chimeric gene pairs
displayed a tendency with larger similarity values, especially obvious in the
cases of GO molecular function terms and GO cellular component terms. For
GO biological process terms, however, the diﬀerence was not so observable.
GO terms information for gene pairs of chimeric products can be found in
the Supplementary Material. GO molecular function terms and GO cellular
component terms have 2858 and 9026 items, respectively, while GO biological
process terms have 21010 items, which might be too diverse to congregate
genes.
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Figure 4.6: Semantic Similarities of GO Terms Associated with Chimeric
Gene Partners. (a) for GO molecular function terms; (b) for GO cellular com-
ponent terms; and C) for GO biological process terms. Semantic similarity ranges
from 0 to 1. The larger the similarity value, the more similar the gene pairs are for
specific GO ontologies.
4.3.5 Comparison with Normalized Hi-C Contact Pat-
tern
After mapping chimeric genes onto the corresponding chromosome bins, con-
tact enhancement between gene pairs were weighted and averaged for a 1
Mb bin. From the enhancement distributions shown in Figure 4.7, both for
inter- and intra-chromosomal chimeric transcripts, a shift towards larger en-
hancement can be seen with either kind of restriction enzyme. For intra-
chromosomal contacts a large enhancement can be see for the tail, i.e. for
gene pairs, which are several Mb far away. These long-range interactions have
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a relatively low frequency. Kolmogorov-Smirnov tests show that the p-values
are small enough to reject the null-hypothesis that observation and background
abide by the same kind of distribution. From the cumulative distribution func-
tion (CDF) curves shown in Figure 4.8, one can clearly see that the CDF of
observation lies below that of background, which indicates a higher contact
probability between chimeric genes is given over that of the random case.
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Figure 4.7: Comparison with Normalized Hi-C Contact Pattern. Pattern
(a) and (b) were extracted from the contact map restricted by the enzyme HindIII, (a)
for intra- and (b) for inter-chromosomal contact; Pattern (b) and (d) with restriction
enzyme NcoI, (c) for intra- and (d) for inter-chromosomal contact.
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Figure 4.8: Kolmogorov-Smirnov Tests on the Enhancement Distribu-
tion. Cumulative Distribution Function (CDF) of corresponding distribution pat-
tern shown in Figure 4.7 was plotted. Pattern (a) and (b) were extracted from
the contact map restricted by the enzyme HindIII, (a) for intra- and (b) for inter-
chromosomal contact; Pattern (c) and (d) with restriction enzyme NcoI, (c) for intra-
and (d) for inter-chromosomal contact. P-values from the Kolmogorov-Smirnov tests
and alternative hypotheses were shown.
4.3.6 Inter-chromosomal Interaction Pattern
Based on the gene mapping results, we find that far more abundant chimeric
transcripts consist of two genes belonging to the gene type ‘protein coding’
annotated in the Ensembl database (for human, 6,999 out of 8,261 transcripts).
Thus we picked out these unique ‘protein coding’ cases of inter-chromosomal
gene interactions and plotted these as a heat-map according to where the
chromosomes gene partner was localized. The density of the pink color in
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each square of the heat-map (Figure 4.9a) is proportional to the frequencies of
chimera composed of gene partners derived from two given chromosomes. As
illustrated by the ‘protein coding’ gene frequencies on human chromosomes (as
shown in Figure 4.9b), the interactions between chromosomes with higher gene
content show a correlation as well. Since the expression data was collected from
a variety of cells with diﬀerent types and developmental stages, it cannot easily
be determined whether or not there is a preference on the interaction of given
chromosome pairs. But what is evident is that the observed pattern is diﬀerent
from the pattern achieved from random interaction. This comparison can
mathematically be done by comparing the eigenvalues of the heat-maps viewed
as a matrices (Figure 4.10a). A 95% confidence interval for the eigenvalues
based on the simulation pattern was calculated, which however is too small
to be shown. None of the eigenvalues from the observed pattern fell into the
corresponding confidence interval.
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Figure 4.9: Inter-chromosomal interaction pattern for human chromo-
somes. (a) Contact as heat-map of human inter-chromosomal gene interactions.
Protein-coding genes were used as a measure of interactions; (b) Protein-coding
gene content of human 24 chromosomes.
Further, we separated the chimera according to the cell sources, which they
originate from (normal or tumor cell lines). Then, we constructed the inter-
action matrix and tried to compare the patterns from normal and tumor cell
lines. For both cases, we acquired about 3,500 chimera. Indeed, a slight dif-
ference is observed for normal and tumor cells, but it is not clear whether
such diﬀerences are due to the statistics or if these are real (as shown in Fig-
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ure 4.10b). Previously, several studies assessing the chromosome positioning
in transformed or immortalized cells found similar or comparable pattern in
normal cells as well [176]. From murine lymphoma, Parada et al. found that
pairs of chromosomes that were spatially positioned in close proximity were
conserved in normal cell as well [134]. In another study [135], however, alter-
nation in chromosome’s radial positioning was prominent from certain tumor
cell lines. These findings indicate that cell line or disease specific factors should
be taken into consideration. But due to the limited amount of chimeric tran-
scripts picked out from every single library, it is diﬃcult to perform such an
analysis in a cell line specific way.
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Figure 4.10: Comparison of inter-chromosomal interaction patterns via
eigenvalue. (a) Patterns from human EST chimeric transcripts and random distri-
bution simulation (excluding the chromosome Y); (b) Patterns from human normal
cells and tumor cells (excluding the chromosome Y).
4.3.7 Intra-chromosomal Interaction Pattern
For the intra-chromosomal gene loci interaction data, we calculated the fre-
quencies of gene-gene interactions for given genomic distances. The genomic
distances between gene partners ranged from 509 Kb to 244.4 Mb. We plotted
the probability of contact versus the genomic distance between gene partners
on a double logarithmic plot. Two diﬀerent types of behavior can be observed.
Below the distance of 7-8 Mb, a functional f(x) / x↵ exists with an expo-
nent ↵ =  1 (see the double logarithmic plot shown in Figure 4.11). Above
this distance, a quite diﬀerent pattern is observed. The rapid drop for large
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genomic distances might result from the limitation of interaction data when
the genomic distance is increased. Under diﬀerent threshold values for the
chimera selection, the general patterns are very similar. To our surprise, a
comparable pattern was observed for mouse as well, even though its expressed
sequence tag coverage is not as high as that of human. Due to relative de-
pletion of EST sequences from other model organisms compared to that from
human or from mouse, the amount of chimeric sequences detected was too
limited to be informative. With caution we speculate that a general strategy
for chromatin compaction might be utilized in mammalian cells. On account
of the diﬀerence in the contact probability of chromatin with diﬀerent length,
we normalized the contact frequencies by the genomic distance and re-plotted
the pattern. After normalization, as shown in Figure 4.12, under relative short
genomic distance, the contact probability remains stable. When the genomic
distance is increased, the contact probability rises until a plateau reached. The
dropping at the end might be due to the data depletion.
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Figure 4.11: Power-Law fit of intra-chromosomal interactions from human
and mouse. Intra-chromosomal gene pairs with genomic distance larger than 500
kb were considered. (a) Interaction patterns of human; (b) Interaction patterns of
mouse. 95% Confidence Interval (CI) of the slopes are shown.
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Figure 4.12: Human intra-chromosomal interactions with normalized ge-
nomic distance. Pattern for chimeric transcripts collected under the threshold
value 50 bp.
4.4 Conclusion
From the human and mouse expression sequence tag databases, we identified
chimeric transcripts. These gene partners might locate on the same chromo-
somes or originate from distinct chromosomes. The EST database encom-
passed artifacts and contaminants owing to its experimental tactics. By ap-
plying validation procedures, such artifacts can be eliminated from the raw
data of chimera. Based on what we currently know about transcription in-
duced chimerism (TIC) and transcription factories, ‘genuine’ chimera, func-
tional or not, might originate from product interactions while being tran-
scribed. Despite their unknown underlying mechanism of production, several
distinct molecular mechanisms have been discovered that are able to mediate
some sorts of chimera formation (i.e. trans-splicing or transcriptional-slippage
model). The chimeric transcripts, whose occurrence is rare, are thought to
be the inevitable burden the cells need to take on for the crowded environ-
ment in the cell nucleus. Transcription of pre-mRNA molecules in the same
transcription factory might bring them close to each other and facilitate their
aberrant interaction. Due to the increasingly accumulated expression data,
we can perform an extensive screening on chimera production. We found that
29% of human libraries investigated yield chimeric sequences and among these
libraries, most of them contributed a limited number of chimera. This fact
might reflect the biological nature of chimeric transcripts, which in general
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are the unavoidable but rare erroneous ligation products from transcriptional
process. Some EST libraries, however, contributed a much larger amount of
chimera. This observation called into question their authenticity. But the size
of the library should also be taken into account. In addition, some chimera,
with the same gene partners, were revealed multiple times. An analysis of
their distribution among EST libraries shows that some of these chimera can
be observed from diﬀerent independent libraries, while others can only be seen
from a single library with high repetition. Lacking independent support for
the latter case made its reliability hard to assess. Further, from the entirely
independent gbHTC and gbPRI databases, we discovered some chimera having
the same gene pairs as those from the EST libraries, which might consolidate
the authenticity of these fusion events.
A further analysis on the co-expression pattern of gene pairs in the examined
chimeric products revealed a strong correlation in their expression. Unlike the
correlation pattern seen from the background, gene partners from the chimeric
transcripts showed an enrichment in positive correlation, and a depletion in
negative correlation. To make the expression of chimeric gene partners syn-
chronous, two gene loci might be recruited to the same transcription factory,
which, in turn, would increase the possibility of their aberrant ligation. The
same should be true for chimeric gene pairs localized on the same chromosome.
By looping out the chromatin between two gene loci, they can decrease their
spatial distance and share the same transcription factory. This observation fur-
ther supports the assumption of transcription induced chimerism (TIC) [16, 17]
and the role of the transcription factories in gene transcription events [180] as
well. To validate spatial association of these chimeric gene pairs, we checked
the contact probability of chromosomal regions where chimeric genes localize.
Although only a normalized contact map of human lymphoblast is available
so far, we still can see contact enhancement between some chimeric genes.
Considering the diﬀerence in expression profile of diﬀerent cell lines, chimeric
gene pairs collected from other cell lines might not be actively expressed in
the lymphoblast, which meets no requirement of the transcription induced
chimerism (TIC). Thus more chromosome contact maps from diverse cell lines
would be helpful to confirm the spatial proximity of these chimeric gene pairs.
On the other hand, however, it is not necessary for each chimeric gene pairs
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to be functionally related. Considering the fact that a limited amount of the
transcriptional factories exists in the cell nucleus, genes sharing the same tran-
scriptional apparatus might just be temporal related. This might be the reason
why biological significance of interactions between some gene partners is ob-
scure. However, functional analysis did tell something. GO terms associated
with chimeric gene partners showed higher semantic similarities.
We used the chimeric transcripts that passed the validation as the probes
for gene loci interactions mapping. For the time being, it is still too early
to draw definitive conclusions about inter-chromosomal interaction pattern,
but a probabilistic non-random arrangement of chromosomes seems plausible
in mammalian cell nucleus [203]. From our observation, what can be con-
firmed at present is that the chromosomes pair-wise association pattern is not
random, compared to the pattern with chromosomes distributed arbitrarily.
Some researches have shown that relative arrangement of some chromosomes
are conserved and independent of cell types, while others seem to be cell-type
specific [203]. The same is true with regard to the chromosomal re-arrangement
in tumor cell [176, 204], a cell line and disease related fashion was observed.
The observation that some chimeric transcripts can be expressed in genetically
rearranged cells as well as in normal cells raises the possibility that such phys-
ical proximity between gene loci might be preserved after the chromosomal
translocation. This might be an explanation of the slight diﬀerence detected
from the inter-chromosomal interaction patterns of normal and tumor cell lines.
The pattern reflected by the intra-chromosomal loci interaction is very in-
formative. From 500 kb to 7-8 Mb, the interaction probability shows a specific
mathematical form (i.e., an exponential form) which is consistent with the
data from chromosome conformation capture experiments. While such a rela-
tionship can be extended to shorter length scales, to exclude the possibility of
tandem transcription or intergenic splicing induced chimerism, we only con-
sidered the gene partners with genomic distance over 500 kb. Thus, at this
scale, the architecture of chromatin folding fits well with the experimental re-
sults [18] and with a model recently proposed [56, 57]. In mouse, while it has
fewer data, a coarse pattern compatible with that from human is seen as well.
For the complexity of higher eukaryotic nucleus, the genome must be well or-
ganized covering several diﬀerent length scales to keep an ordered but flexible
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architecture and to exert their functions properly. The strategy used by mam-
malians for chromosome organization might be conserved across the species.
Further, the pattern shown after distance normalization indicated that a basal
folding schema might exist. This basal form of condensation might organize
the chromatin fiber into a series of units for subsequent folding. Due to the
increase in the stiﬀness and the bulk size of the chromatin fiber after folding,
the contact probability rises along with the extended genomic distance.
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Chapter 5
Transcriptional Regulatory
Network Based Chromosomal
Domain Formation in Escherichia
coli
Chapter Summary
In this chapter, we investigate the role of gene transcriptional regulatory
networks (TRNs) in shaping the genome physical structure in E. coli. We sug-
gest a prospective role of TF-gene co-localization in the formation of chromo-
somal domains. Based on the assumption of TF-gene interactions as drivers
of domain formation, we construct a framework model and prove that the
physical constraints originated from the co-localization between TF genes and
controlled genes facilitate the self-organization of the E. coli chromosome into
topologically distinguishable domains. This model well explains the exper-
imentally observed precise subnuclear positioning of single genetic loci, and
their ordering as well. Furthermore, the domain sizes estimated from this
model are in agreement with the size of topological domains identified in the
context of DNA supercoiling.
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5.1 Introduction
E. coli is one of the most intensively studied prokaryotic organisms. It has
been employed in the fields of biotechnology and bioengineering for decades
on the basis of our comprehensive understanding of its genome. It’s a kind of
rod-shaped bacterium, with a typical dimension of 2.0 µm long and 0.5 µm
in diameter. E. coli has a single circular chromosome. In eukaryotes, chro-
mosomes are contained in a compartment called nucleus, which is surrounded
by a double-layered lipid membrane. Because of this organization, eukaryotic
chromosomes are separated from the cytoplasm. Genomic material in E. coli,
however, is not well compartmentalized. Similar to other prokaryotic organ-
isms, its genetic material is concentrated inside an irregularly-shaped region,
termed nucleoid. The genome of E. coli K-12 has been completely sequenced
and published in 1997 [205]. The entire chromosome is around 4.6 million base
pairs in length, and encodes more than 4,000 genes. After studying the E. coli
genome for several decades, we have made most of its genes’ functions clear.
Compared to its genome context, much less is known about its genome phys-
ical structure. For an entirely unwrapped and relaxed E. coli chromosome,
its dimension could be thousands of times larger than that of the cell. After
being compacted into the nucleoid with the attendance of other DNA-binding
proteins, the chromosome of E. coli occupies around one fifth of the cell vol-
ume [206]. DNA supercoiling has been postulated to explain how could the
chromosome of E. coli be packaged with such a high compaction ratio in order
to fit into the limited volume of the cell [23]. Cooperation of various topoiso-
merases and nucleoid-associated proteins (NPAPs) renders a steady-state level
of negative supercoiling DNA in E. coli. DNA supercoiling, which packages the
E. coli chromosome with an astonishing compaction ratio, is just one face of
the chromosome organization in E. coli. On the other hand, the chromosome
of E. coli is suggested to be organized as separated domains or loops with
heterogenous sizes. Compaction and relaxation of individual domains are in-
dependent of the supercoiling status of neighboring domains [31]. Sinden et al.
have estimated the number of total independent domains as approximately 50,
with an average domain size of 100 kb [207]. Postow et al., however, shows that
as many as 400 topologically distinguishable domains might co-exist, with an
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average domain size of 10 kb [30]. Jeong et al. confirms this result when find-
ing that the number of genes exhibiting coherent transcriptional activities can
be up to 16, which means that the largest confined supercoiled domains can be
up to 16 kb [208] (the average gene size in E. coli is around 1 kb). Other mech-
anisms, like entropy force-driven [209], protein-DNA interactions [24, 29, 210],
as well as chromosome tethering [211, 212], have also been put forward to
explain the higher-ordered genome structure observed from the E. coli.
Decondensation of the supercoiled DNA molecule in E. coli is as important
as the reversed progress, since it’s indispensable to the proper function of the
genome, especially for gene expression control, in which the topological struc-
ture of the chromatin fiber is determinant. Threads of evidence has been iden-
tified. Sousa et al. have discovered a chromosomal positioning dependent fash-
ion of gene expression in E. coli [213]. In the beginning, they notice diﬀerential
expression of a reporting gene cassette when being randomly inserted into dif-
ferent positions on the E. coli chromosome. The possibility of read-through
transcription from nearby external promoters is excluded by combining strong
terminators flanking the reporter system to avoid a tandem transcription. The
variation of gene expression shows a roughly linear pattern, which is high when
close to the replication origins, and low when approaching to the replication
terminus. The expression level is propositional to the distance to the origin
of replication. They infer that this observation is due to the increased gene
dosage associated with regions close to the origin of replication, rather than to
the local diﬀerences of chromosome organization. However, study from Peter et
al. shows something diﬀerent [214]. In this experiment, they use microarrays
representing nearly the entire genome of E. coli K-12 to check the correlation
between gene expression and chromosome dynamics structure. By impairing
topoisomerases genetically or by applying specific topoisomerase inhibitors,
they are able to change the topological structure of DNA. In the meantime,
they scrutinize genes, whose expressions are significantly changed (either up-
regulated or down-regulated). By doing so, they systematically identify totally
306 genes (accounting for 7% of the E. coli genome), which can rapidly and
reproducibly response to changes on the level of supercoiling during log-phase
growth. Among these genes, expressions of 106 genes are increased, and the
remaining 200 genes are declined in expression. Genome mapping result of
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these inducible genes is shown in Figure 5.1. A kinetic analysis tells that
the variations of genes in expression are possibly a direct consequence of the
alternation on DNA supercoiling status. These supercoiling-sensitive genes
(relaxation-induced and relaxation-repressed genes) are dispersed throughout
the chromosome, and diverse in function. Footed on these findings, they pro-
pose that DNA supercoiling could function as a control means and aﬀect gene
expression genome-widely.
Figure 5.1: Supercoiling-sensitive genes mapped across the E. coli
genome. Relaxation-induced genes are in red, and green for relaxation-repressed
genes. Image adapted from [214].
Genes are organized sequentially on the chromosome, therefore transcription
operons or regulons are usually defined linearly along the genome. However,
chromosome folding makes the physical interactions between distant genes pos-
sible, which has been suggested to be functionally important [55, 105, 111].
After taking a closer look at the properties of global transcriptional profile of
E. coli K-12 as a function of genes’ positions on the chromosome by Jeong et
al. [208], some spatial correlations between the expression of distant genes are
discovered. They cluster genes according to their transcriptional similarities,
and check their linear distances. Three categories of transcriptional similarities
are classified: short-range class, below 16 kb; medium-range one, from 100-125
kb; and long-range one, over 600-800 kb. For the short-range correlation, they
find that it’s the local DNA supercoiling states that governs the similarity pat-
tern. By contrast, for the medium- and long-range correlation, the similarity
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depends not too much on the DNA supercoiling states, but on the distribution
of DNA gyrase along the chromosome.
The topological organization of the E. coli chromosome is found to be im-
portant to gene translation as well. In prokaryotic cells, gene transcription
and gene translation are coupled and occur in the same cellular milieu, unlike
what happens in eukaryotic cells, in which matured mRNAs are transported
from the nucleus to the cytoplasm for translation. However, it remains poorly
characterized how mature mRNAs are distributed inside the prokaryotic cells
due to the deficiency of labeling and microscopic technologies. The diﬀusion
coeﬃcient obtained by using extraneous plasmids tells that mRNA molecules
disperse fast enough to travel throughout the cell before being degradated,
which naturally implies that translation of mRNAs could occur at any cellular
space. To confirm whether this is the case, with a far more enhanced quanti-
tative FISH technology, Llopis et al. trace the distribution of chromosomally
expressed endogenous mRNAs from their coding sites till they are degener-
ated [13]. They find that mRNA molecules are only able to diﬀuse within
a small scope after being generated. Most evident in C. crescents, positions
of its ribosomes depend largely on its mRNAs’ localizations. All these evi-
dence supports the idea that prokaryotes possibly use their chromosomes as
templates to anchor their translation sites. Accordingly, gene translation in
prokaryotes might be well-compartmentalized and occur in discrete subnuclear
domains with a chromosome-centric organization. In other words, functionally
specific proteins are generated within individual sub-cellular domains, which is
determined by the genetic map and the chromosomal organization. We might
be able to go a step further to infer that physically related genes (genes that
encode interacting proteins), or transcriptionally related genes (transcription
factor genes and their target genes) might be clustered more frequently in order
to facilitate their interactions. On the contrary, spatially clustered genes (un-
like those linearly clustered genes along the chromosome) might shed light on
their functional relevance. In split of the lack of membrane-based organelles,
bacteria have developed a unique strategy to use their chromosomes as a frame-
work to spatially organize the gene transcription and translation. At bottom,
such an organization can still be attributed to a compartmentalization motif.
It’s possible that the spatial co-localization of genes in the cell nucleus can
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not only facilitate the physical interactions between their protein products,
but also regulate gene expression more eﬃciently. In bacteria, the expression
induction or repression of genes are controlled by transcription factors (TFs),
which are proteins that can combine with specific DNA sequences to promote or
block the recruitment of RNA polymerases. Therefore TF genes can indirectly
interact with their target genes through the TFs they encode. As a result,
a collection of TF genes and corresponding target genes can be connected
together in the form of a network, named transcriptional regulatory networks
(TRNs). Usually, a TFN can be depicted with a hierarchical structure, like
a cascade. Nodes on the top of the hierarchical network are more crucial
and deterministic, which can genome-widely alter the regulatory flow in the
network. TF genes on the middle level of the network receive transcriptional
controls from their upstream TFs, while their protein products are responsible
for delivering signals to downstream genes. Gene nodes on the bottom of the
TRN generally play very specific roles in generating structural or catalytic
proteins.
By using genome-wide approaches, the transcriptional regulatory networks
of some model organisms (i.e. E. coli) have been well characterized. But it’s
still poorly understood how could the TRNs be linked with the genome phys-
ical structure. A conceptual model has been postulated by Janga et al. [10],
who suggests that the dynamic nature of biophysical requirements for target-
ing DNA-binding sites by TFs could guide the way how genes are spatially
organized in bacterial nucleoid. In their view, the biophysical nature of TFs
for reaching their DNA-binding sites might be an improtant driving force in
shaping the genome structure. From the angle of gene regulon, they investi-
gate the relationship between the size of a regulon and the average distance of
a controlling TF to all of its target genes. The analysis on all of the E. coli
regulons indicate that all its TFs can be roughly grouped into three categories:
1) top TFs that regulate large regulons, 2) intermediate TFs that control some
medium-sized regulons. TFs of this category are heterogenous in their regu-
lon sizes and chromosomal distances, and 3) bottom TFs that regulate lots of
local regulons with smaller sizes and shorter genomic distances. Those global
eﬀectors can be either Nucleoid Associated Proteins (NAPs) [24], or growth
condition associated global regulators that are crucial in response to diﬀerent
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growth conditions. Except for a handful of global TFs, vast majority of TFs
work more locally and regulate smaller regulons. The expression level of TFs
is correlated with their hierarchical positions in the network. Global TFs are
far more abundantly expressed than those local ones. That is to say, TFs
with higher intracellular concentration correspond to the nodes with more out
degrees in the regulatory network. Seeing the fact that local TFs that are
in charge of smaller regulons are proximate to their regulated genes, and the
fact that gene transcription and translation occur in the same compartment
in prokaryotic cells, local TFs after being generated could eﬃciently mount
onto their target sequences by searching locally. While for those global TFs,
whose target genes are much lager in number, and more distant to the regu-
lator genes, they might use a large amount of protein products to compensate
for the diﬀerences in the number of controlled genes and the genomic distances
to target genes.
More significant findings about the E. coli genome organization has been
achieved by Wiggins et al., who observe a domain-centric organization motif
in the E. coli genome. They reveal that the positioning and the ordering of ge-
nomic loci within slow growing E. coli cells in G1 phase are precisely organized
inside the nucleoid [7], as shown in Figure 5.2. Qualitative measurements of
the E. coli chromosome discover that E. coli nucleoid has a linear organization
along the long-axis of the cell, with the origin of replication at the middle be-
tween replication cycles [215, 216, 217, 218]. This organization has a roughly
constant linear compaction ratio, except for the region approaching to the ter
site, which connects two arms of the chromosomes [7, 218]. To assess how pre-
cisely gene loci are positioned inside the nucleoid, Wiggins et al. measure the
position fluctuations of three gene loci (namely oriC, C4, and lac) and evaluate
the correlation between the fluctuations of these loci pairs (see Figure 5.2b).
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(a) (b)
Figure 5.2: The E. coli chromosome is organized into separated domains.
In the experiment conducted by [7], three genomic loci along the E. coli genome,
namely oriC, C4 and lac, are labeled with diﬀerent tags and their projections along
the long-axis of the cell are determined in a population-averaged way. (a) shows
a typical image of microscopic screening. Loci’s schematic genome positions are
represented in the inset of Figure (b). The position distributions of three genomic
loci along the long-axis of the cell are summarized as a histogram shown in (b). It
clear that three labeled genomic loci do not intermingle with each other at large.
Image adapted from [7].
Inspired by all the findings above-mentioned, we propose that the gene
regulatory network of E. coli might serve as a driving force to organize the
DNA chain into discrete domains. It’s the long- and short-range interactions
mediated by the co-localization of TF genes and their controlled genes that
constrain the 3D organization of the E. coli genome. We investigate the con-
sequences of this assumption and prove it as one possible mechanism for the
formation of chromosomal domains in E. coli. With this model, we manage
to reproduce the high precision of subnuclear positioning of genetic loci as ob-
served in the experiment [7]. The observed precise ordering of the chromosome
is further consolidated by investigating the domain sizes that are distributed
between 10 and 700 kb. Therefore, this model is able to re-construct the size
distribution of topological domains found in the context of DNA supercoiling.
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5.2 Material and Methods
5.2.1 The Gene Transcriptional Regulatory Network of
E. coli K-12
Numerous eﬀorts have been made in understanding how can activities of group
of genes interactively influence each other in order to undergo programmed
cellular events, or to response to the stimulus from the environment. Mean-
while, increasing number of unexplored transcription factors together with
their regulated genes have been identified. With the application of microar-
ray technology, more detailed expression regulation relationships have been
elucidated. The genome of E. coli K-12 has been throughly studied. It’s
4,639,676 bp long and encodes over 4,000 genes. Among these genes, products
of around 180 genes are capable to serve as transcription factors. With the
genome component of E. coli K-12 clear for the most part, we aim to con-
struct a model to evaluate the role of transcriptional regulatory relationships
in shaping the 3D E. coli genome. Updated genome information about the E.
coli K-12 can be found at EcoGene database (http : //maxd.cs.purdue.edu :
9455/databasetable.php) [219]. EcoGene database focuses on collecting and
revising genome and proteome information relating to the E. coli K-12. The
regulatory network of transcription factors and target genes (TF-gene inter-
actions) can be obtained from RegulonDB (Version 7.3) [220], which is the
primary reference database of the best-known regulatory network of E. coli K-
12. A graphical representation of the gene transcriptional regulatory network
applied in this model is given in Figure 5.3. The regulatory network applied
includes 177 transcription factors and 1,519 target genes involving 3,984 regu-
latory interactions.
107
Figure 5.3: Graphical representation of the transcriptional regulatory net-
work as applied in our polymer model. Black nodes indicate the TF genes,
dark gray nodes indicate the target genes, and links represent regulatory interactions
between them.
5.2.2 Modeling and Simulation
Based on the genome localization of TFs and target genes involved, we set up
a coarse-grained polymer for simplicity. A chromosome is simplified as a frag-
ment of a polymer composed of homogenous monomers with excluded volume
and bonded via a FENE potential. A monomer is set at every 1 kb genome
distance (about 4640 kb for E. coli K-12 genomic size) leading to N = 4641
monomers building up the polymer. Then the TFs’ and target genes’ positions
are assigned by taking the middle points of genes’ genomic positions. Since
the chromosome is coarse-grained, genes that are genomically proximate could
be allocated into the same monomer. Each monomer is a hard sphere with
a bead diameter. Initially, the conformation of polymer is randomly assigned
inside a large enough cubic box without any confinement. After that, in the
light of gene regulatory network, those monomers corresponding to mapped
interacting genes are linked via build up elastic harmonic bonds in between
so as to mimic presumed physical proximities. By carefully setting the bal-
anced distances between gene loci with transcriptional interactions, harmonic
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bonds in between will recruit gene pairs closely, as illustrated in Figure 5.4.
In order to make the density and the geometry of simulated polymer compat-
ible with experimental observation, an elongated rectangular cuboid are used
to confining the geometry of the polymer included. The final aspect ratio of
the rectangular cuboid is around 6:1, which is similar to the aspect ration
of the nucleoid. And the eventual volume fraction of the polymer is about
10% [221, 222]. To make sure that the polymer has enough time to relax itself
after each time resizing the constraint box, the box geometry is slowly shrank
at each integration step during the run of simulation.
Figure 5.4: Mimic the regulatory control between TF genes and target
genes. On this 3D self-avoiding DNA chain, presumed interacting TF genes and
target gene sites are represented by small gray filled circles connected by springs.
The outer gray circles define the strength of the harmonic interaction potential.
Image adapted from [149].
Molecular dynamics simulations are performed by applying the software
package ESPResSO (http : //espressomd.org) [223]. The parameters used in
the simulations are summarized in Table 5.1 and explained in the following.
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Table 5.1: List of parameters.
1. Parameters for system
density = 1E-6
temperature T = 1.0
friction   = 1.0
time_step t = 0.01
2. Parameters for L-J potential
✏ = 1.0
  = 1.0
rcut = 21/6
3. Parameters for FENE potential
KFENE = 10.0
r0 = 1.5
 rmax = 1.5
4. Parameters for HARMONIC potential
KHARMONIC = 0.005
RHARMONIC = 1.5
5. Parameters for NPT isotropic thermostat
nptiso_gamma0 = 1.0
nptiso_gammaV = 1.0
initial npt_p_ext = 1.0
initial piston = 1.0
npt_p_ext step = 0.08
piston step = 0.08
Several types of interactions involved in the simulation are listed as follows.
I) Backbone Potential
The FENE (finite extension nonlinear expander model of a long-chained poly-
mer) interaction is used for the backbone of the chain. It simplifies the linear
polymer by a sequence of connected beads with nonlinear spring force between
linked monomers. This type of bond is a rubber-band-like, symmetric inter-
action between two particles and is defied by three parameters: prefactor K,
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equilibrium bond length r0, and maximal stretching  rmax. The bond po-
tential diverges at a particle distance r = r0    rmax and r = r0 +  rmax.
UFENE(r) =
(
 12K r2max ln[1  ( r r0 rmax )2] , r <  rmax
+1 , r    rmax
(5.1)
II) Excluded Volumes
To avoid monomers sitting on the top of each other, excluded volume in-
teractions were included by using Lennard-Jones potential, which is a ‘work-
horse’ potential of interactions between particles in coarse-grained simulations.
Lennard-Jone (L-J) potential is defined as
UL J(r) =
(
4✏(( r )
12   ( r )6 + Cshift) , r < rcut
0 , r   rcut
(5.2)
It’s a simplified model of the van-der-Waals interaction, which is attrac-
tive at large distance, but strongly repulsive at short distances. The minimum
potential is achieved at the radius r = roff+2
1
6 . Above this radius, the attrac-
tive part of the potential starts to aﬀect. Weeks-Chandler-Andersen (WCA)
potential, a special case of Lennard-Jones interaction, is applied by setting the
radius cutoﬀ at the site of the minimum potential (rcut = 2
1
6 ). The WCA po-
tential turns oﬀ the attractive part of the interaction between particles, while
it is purely repulsive at short ranges when the distance is smaller than a cut-oﬀ
rcut.
III) TFs Interaction Potential
To imitate the spatial proximities between transcription factors and their reg-
ulated genes, the classic harmonic potential is chosen for the regulatory inter-
actions. This potential is determined by the prefactor K and particle distance
R, where it takes the minimal values at distance r = R,
UHARMONIC(r) =
1
2
K(r  R)2. (5.3)
111
The NPT ensemble and the npt_isotropic thermostat modules available
in ESPResSO are applied in order to perform the isotropic changes of the
box geometry (from cubic to rectangular) during equilibration, as shown in
Figure 5.5. To make sure that the polymer has enough time to relax itself
after each time the box is resized, the box geometry is slowly shrank at each
integration step during the run of simulation. During each integration step
in the simulation, the system will perform an isotropic change of the box
geometry. Two sides of the confining box are evenly shrunk a little bit for
each cycle, while keeping the third side unchanged. By doing so, the aspect
ration of the confining box is increased gradually until the final aspect ratio 6
is reached. After the final aspect ratio is reached, the simulation is continued
for a while in order to relax the polymer further. In order to speed up the
equilibration, the parameters of FENE potential are selected so as to make the
back-bone extensible and allow chains to pass through each other. Also, the
Lennard-Jones potential is capped and increased gradually to get ride of the
overlapping of particles and to facilitate the equilibrium.
X
Y
Z
(a)
X
Y
Z
(b)
Figure 5.5: The isotropic changes of the box geometry during equilibra-
tion. (a) At the beginning, the conformation of the polymer is randomly assigned.
The polymer is included inside a cubic confining box. (b) During equilibration, the
confining box is evenly and slowly shrunk along the X- and Z-axes until the geometri-
cal aspect ratio of the long side of the chain to the short one is approximately reached
to 6, which gives us a geometrical transition from a cubic box to a rectangular one.
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5.3 Results and Discussion
5.3.1 The Gene Regulatory Network as a Mechanism for
Domain Formation
We propose the co-localization between the TF genes and their target genes
as a possible mechanism for the formation of chromosomal domains in E. coli.
On a 3D self-avoiding DNA chain with confinement, the regulatory interaction
between TF genes and target genes in the transcriptional regulatory network
is mimicked by assuming a harmonic interaction between these sites, as illus-
trated in Figure 5.4. As a consequence of this construction, we find that the
DNA chain indeed self-organizes into topologically distinguishable domains.
Figure 5.6c shows a snapshot of the genome organization as obtained after the
equilibration of the self-interacting DNA chain. Consequently, we get the same
linear ordering of the three gene loci as observed in the experiment [7].
More analyses indicate that the three genetic loci are separated into topo-
logically distinguishable domains. Figure 5.7 shows the position distribution
of the three genetic loci oriC, C4 and lac along the long axis of the confining
cavity as obtained by our model of the E. coli nucleoid. We can see that the
three genetic loci are located on diﬀerent chromosomal domains considering
the limited overlap between any two of them. On the other hand, the genomic
distances between the loci oriC and C4 as well as between the loci C4 and lac
are about 300 and 600 kb respectively, which also indicate that they are po-
sitioned on diﬀerent chromosomal domains when comparing with the domain
size distribution experimental estimated [30, 207, 208]. We also find that the
terminus region in our model is localized at the mid-cell position. All these
findings are compatible with [7]. Consequently, our model is capable of repro-
ducing the linear correlation between the position of a gene on the chromosome
and its sub-cellular position inside the nucleoid.
One should notice that the conformation shown in Figure 5.6c just repre-
sents one of numerous possible conformations that the E. coli genome could
have. Due to thermal dynamics and cell-to-cell variance, the conformation of
E. coli genome can never be underpinned. Nevertheless, we can use a prob-
abilistic model to characterize the genome conformation. We can see from
Figure 5.7 that the relative position of genomic locus along the long cell axis
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is not uniformly distributed, but rather in a probabilistic way. Scrutinized
genomic loci in the body of the nucleoid show a precision of positioning of
better than 10% of the cell length. Also, the precision of interlocus distance
of genomically proximate loci is found to be high.
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(a)
(b)
(c)
Figure 5.6: Snapshots of the initial and equilibrated conformations of the
same polymer. The polymer shown in (a) is created randomly according to the
method above-motioned. By introducing physical proximities between TF genes and
target genes, the polymer within a confining space is self-organized into a rod-shaped
geometry after the equilibration, as shown in (b). The three gene loci screened in the
experiment are roughly mapped onto the polymer, and highlighted in (c). As we can
see, the linear ordering of these three gene loci is in agreement with the experimental
observation, as shown in Figure 5.2.
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Figure 5.7: TF-gene interactions as drivers of chromosomal domain for-
mation. The distribution of three gene loci along the long axis of confining box
achieved by our model is shown. It is clear that these three genomic loci are well
separated with respect to projections on the long axis of the confining envelope and
have the same ordering as observed in the experiment [7].
A work published later consolidates our assumption of TF-gene interactions
as drivers of domain formation [11]. In this work, Wang et al. find that H-NS,
a global transcriptional silencer regulating ⇡5% of all E. coli genes [224], is
largely aggregated into two compact clusters for each chromosome. Two H-NS
enriched compartments sequester their regulated operons into the clusters and
recruit heterogenous DNA segments closely, which are distributed throughout
the chromosome. While this is not alway the case, which reflects a dynamic
genome organization, but genes that are targeted by H-NS indeed show a
higher probability to move towards H-NS clusters. As shown in Figure 5.8,
frequencies of pair-wise cross-linking of H-NS regulated genes as measured via
chromosome conformation capture (3C) technology are much higher than those
of negatively controlled gene loci. Deleterious mutation on H-NS can drasti-
cally decrease the pair-wise interaction frequencies of H-NS regulated genes,
and result in a chromosome reorganization. In hns-null cells, the positions
of genes that are regulated by H-NS can be shifted up to ⇡ 300nm, which is
comparable to the radius of the nucleoid. All these observations demonstrate
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that the transcription factor H-NS might play a key role in shaping the genome
organization globally.
(a)
(b)
Figure 5.8: Co-localization of genes regulated by the transcription factor
H-NS. (a) shows the genomic positions of genes that are repressed by the tran-
scription factor H-NS (labeled as circles in black from ‘A’ to ‘I’), and genes used as
negative controls (labeled as red crosses from ‘a’ to ‘d’). In Figure (b), the pair-wise
cross-linking frequencies of genes labeled in (a) are compared. As we can see, genes
that are both regulated by H-NS have much higher interaction frequencies than the
gene pairs including at least one negative control gene. In hns-null cells, however,
predominant interactions found from wild type cells are largely abolished. Image
adapted from [11].
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Seeing the compatible results obtained from our model and from other bi-
ological experiments, domain-based organization motif disclosed from the E.
coli genome is possibly driven by the topological constraints derived from gene
transcriptional regulation. Spatially specific distribution of TF genes, and
physical proximities between TF genes and regulated genes might turn the E.
coli genome into functionally separated territories, as illustrated in Figure 5.9.
TF genes that are proximate to their controlled genes on the chromosome has
been repeatedly found in E. coli. Most of these TF genes work locally and
target more specific functions. TFs of this kind are classified as the local TFs.
Such an organization will expedite the combination of newly synthesized TFs
with their target genes through a sliding mechanism, since in prokaryotes gene
transcription and translation are spatially coupled [13]. This linear arrange-
ment could guarantee an eﬃcient control of genes that are targeted by local
TFs. Global TFs, by contrast, usually regulate far more abundant genes that
are spread all through the genome and have heterogeneous functions. In this
scenario, global TF genes have been postulated to assume a more central local-
ization in the nucleoid, which makes it easy for them to undergo 3D diﬀusion or
jump between DNA strands in order to get access to a large number of target
DNA sequences. These global TF genes might determine the genome orga-
nization globally in order to maximize the binding eﬃciency of their protein
products. This conjecture has been supported by the experimental observation,
in which global TFs have a much higher concentration than local TFs. In addi-
tion, the expression of global TF genes is more roughly controlled. Local TFs,
on the contrary, are more dedicated in function and delicate in control. Genes
that are included within the same chromosomal domain are more functionally
related and compatible in expression, which might be responsible for shaping
the internal structures of individual domains. Genes within the same chromo-
somal domains can also explain the short-range correlation in gene expression
as observed in the experiment [208]. Via looping and compartmentalization,
genomic loci that are genomically distant could be closely recruited, which
could explain the medium- and long-range correlation in gene expression as
observed in the experiment [208] (see Figure 5.10). Also, the biological sig-
nificance of the interaction between two spatially neighboring genes that are
positioned at diﬀerent chromosomal domains has been elucidated [225].
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Figure 5.9: The role of global and local TFs in forming chromosomal
domains. A circular genome of E. coli can be split into several large chromosomal
loops (domains), each of which can be further self-organized into discrete structures.
Red oval and blue rectangle pairs indicate some kind of global TF and its target
genes. The rest oval and rectangle pairs with a same color outside the dashed circle
denote some kind of local TF and its controlled gene. Global TF genes, whose
protein products regulate a large numbers of targets genes, are more likely to occupy
a central location in the nucleoid. Compared with the global TFs, the movability of
local TFs is more restricted. Local TFs are largely domain-specified, and responsible
for the regulation of genes clustered within the same domain.
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Figure 5.10: Domain organization motif facilitates the communication be-
tween distant genes. Experiments have already indicated that genes that are clus-
tered within the same chromosomal domain are more related in function and prone
to be expressed concurrently (genes in red). The formation of chromosomal domains
could largely diminish the distance between genomically distant genes. Genomically
distant but spatially close genes (one in red, the other in blue) might be the reason
for the experimentally observed long-range correlation in gene expression [208].
5.3.2 The Distribution of Chromosomal Loop Sizes
Footed on our assumption, transcriptional regulation activities will give rise to
chromosomal loops by inducing spatial proximity between specific genomic loci,
which would otherwise be distant on the chromosome. These loci-specific loops
might have a significant impact on the overall genome organization. Beside
these specific contacts, other non-specific loops possibly mediated by transient
chromatin contacts might also be of importance. Therefore we check the loop
size distribution based on the numerous genome conformations generated by
our model. To do so, we set a distance cutoﬀ. If the distance between any two
given particles on the polymer is below this value, a loop is formed. We set
the minimal loop size as 10 kb, corresponding to 11 monomers in a row. After
sampling numerous possible conformations, it’s clearly seen from Figure 5.11
that most loops formed are relatively small, and the abundance of loops drops
exponentially when the size is increased. The loops gleaned from our model
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are sized from 10 to 700 kb, which fits well with the size of topological domains
identified in the context of DNA supercoiling [226]. The average domain size
obtained from our model is around 86 kb. While small loops are predominantly
observed, large loops (sizing over 150 kb) can still be found. These larger do-
mains can be called higher-order ‘super’ structures, which are built up from
smaller subdomains. The aggregation of smaller domains into larger ones could
facilitate the communication between sub-territories, which could explain the
observed long-range correlation in gene expression as well [208, 226]. Long-
range interactions involving chromosome regions that are genomically distant,
but spatial proximate, might result from the higher-order genome organiza-
tion [225]. From Bacillus subtilis, Berlatzky et al. have already observed some
specific co-localization of distant genes within the same sub-cellular compart-
ment for the purpose of co-regulation [227].
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Figure 5.11: The distribution of chromosomal domain sizes as obtained
by our model of the E. coli nucleoid. We find the domain sizes to be distributed
between 10 and 700 kb, with the average domain size of 86 kb.
5.4 Conclusion
In this chapter, we have proposed a transcription regulatory network (TRN)
based mechanism by which chromosome can self-organize into distinguishable
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chromosomal domains. We quantitatively investigate this model by apply-
ing numerical simulations. Multiple threads of evidences imply a strong link-
age between gene transcription and chromosome organization. It has been
demonstrated that eﬀector genes of E. coli are expressed in heterogeneous
concentrations depending on their genomic distances from their target genes
and the number of target genes that they regulate [10]. For a eﬀector gene,
the larger the distance from its target genes, the higher the concentration of
eﬀector products is needed. Such a positive correlation is also observed be-
tween the number of target genes and the concentration of eﬀector products
needed. From the perspective of mRNA translation, nascent mRNA molecules
display a constrained dispersion from their transcription sites, which favors a
compartmentalization strategy of translation by using the chromosome layout
as a template [13]. Based on these recent discoveries, we propose that regu-
latory interactions between the TF genes and their target genes will induce
physical proximity between them. We hold that the transcriptional regulatory
network of E. coli plays a crucial role in spatially aggregating the TF genes
and their target genes for the purpose of a more eﬃcient transcriptional reg-
ulation. After testing this idea via numerical simulations, we find that the
DNA chain can indeed self-organize into several topologically distinguishable
domains. While neighboring domains can overlap to a certain degree, but
they are not intermingled. The domain organization reflected by our model
shows the same ordering and the distribution pattern as those observed from
the experiment [7]. The loop sizes estimated from our model are distributed
from 10 to 700 kb, which is in agreement with the size of topological domains
as observed in experiments. With this conceptional and functional model, we
shed light on the underlying mechanism that governs the genome organization
in E. coli.
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Chapter 6
Transcriptional Regulatory
Network Shapes the Genome
Structure of Saccharomyces
cerevisiae
Chapter Summary
More and more evidence is mounting that gene transcription is tightly con-
nected with the 3D genome organization not only in prokaryotes but in eukary-
otes as well. Spatial proximity of genes sharing transcriptional machinery is
one of the consequences of this organization. Motivated by information on the
physical relationship among genes identified via chromosomal conformation
capture methods, in this chapter we complement the spatial organization with
the idea that genes under similar transcription factor control, but possible scat-
tered throughout the genome, might be in physically proximity to facilitate the
access of their commonly used transcription factors. Unlike the transcription
factory model, ‘interacting’ genes in our model are not necessarily immediate
physical neighbors but are in spatial proximity. Considering the stochastic na-
ture of TF-promoter binding, this local condensation mechanism could serve
as a tie to recruit co-regulated genes to guarantee the swiftness of biological
reactions. We test this idea with a simple eukaryotic organism, Saccharomyces
cerevisiae. Chromosomal interaction patterns and folding behavior generated
by our model re-construct those obtained from experiments. We show that
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the transcriptional regulatory network has a close linkage with the genome
organization in budding yeast, which is fundamental and instrumental to later
studies on other more complex eukaryotes.
6.1 Introduction
Gene transcription is central among all biological processes. Studies so far
have indicated that transcription processes could play an architectural role and
drive the genome organization [228]. Transcription of a single gene is always
aﬀected by the status of other genes, directly or indirectly. All these inter-
correlated relationships are build into the Transcriptional Regulatory Network
(TRN) [64]. The network consists of transcription factor (TF) coding genes
and their target genes. To regulate the expression of a single gene, multiple
TFs are usually recruited to form a transcription factor complex to initiate
or to inhibit the transcription, while activities of multiple genes can be co-
ordinated by the same group of TFs. Additionally, gene expressions can be
controlled by internal or external stimuli. All these features make the tran-
scriptional regulatory relationship a highly intermingled and complex network.
This network can tune up gene activities with spatial and temporal diﬀerence
in order to respond to the changing environment and to confer the organism
viability and adaptability.
In recent years, molecular biological technologies, such as ChIP-ChIP and
ChIP-seq, have been increasingly productive in finding unknown TFs and their
prospective targets. Among all the model organisms, Saccharomyces cere-
visiae (budding yeast) is one of the most intensively studied and evolution
fundamental one. Numerous microarray data published by now have gradu-
ally augmented the network [229] topology. Little is know about what kind
of constrains the transcriptional regulatory relationship might impose on the
genome physical organization.
For the correlation between the genomic function and the spatial organi-
zation of the genome under diﬀerent scales, several possibilities have been
put forward [149, 230, 231]. One of ideas is the transcription induced gene
co-localization. Transcription factories are discrete structures within the cell
nucleus enriched with a transcription apparatus, like polymerases, TFs and
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nascent RNA splicing apparatus. They are thought to play an architectural
role in genome organization by tying up the actively expressed genes. Since the
number of synchronously expressed genes is far beyond that of transcription
factories, multiple activated genes have to co-localize at the same expression
foci. Genes occupying the same transcription factories might come from dis-
tant parts of the same chromosome, or even from diﬀerent chromosomes, which
will induce the intra-chromosomal loops or inter-chromosomal bridges. Tran-
scription factories with diﬀerent transcription factor components have their
selectivity on genes being transcribed, but transcription of other types of genes
is still possible with lower frequency.
Activated genes involved in the same biological pathway are more fre-
quently observed at the same transcriptional foci, like globin pathway genes
in mouse [75]. To date, an unsolved problem why some genes are more likely
to meet with each other, or even occupy the same transcription foci cannot be
easily explained by diﬀusion and collision of gene loci onto transcription foci.
In our view, in addition to the global TFs, gene expression regulation still needs
more specific TFs for control. TFs of this kind are more stringently controlled
in expression, and the number of expression products is low. Consequently,
these local TFs are the key to assemble genes of specific types and could tether
them closely. Intuitively, genes involved in the same pathway should be similar
in their expression control profile, and tend to be transcribed in step or even at
the same transcription foci. Even though exceptions cannot be excluded, we
propose that specific TFs accumulated at the expression on-going loci might
recruit regulated genes close to each other more or less, which in turn will
reduce their physical distances.
In various organisms, adjacent genes along the chromosome tend to show
higher positive correlation in expression, when compared with random gene
pairs [232]. As seen in this study, genes on a chromosome are prone to be
organized into separated globules, and genes within the same globule have
comparable expression activities. However, such kind of expression correlation
induced by the linear sequence proximity does not always show functional re-
lationships among neighboring genes. This organization is not suﬃcient to
explain significantly positive correlation found in other cases, where genes
spanning large genomic distance or even on diﬀerent chromosomes show strong
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transcriptional correlation. These interacting genes are more frequently prox-
imal in space. Interactions between gene loci of this kind have shown their
biological significances [70].
As a general rule, genome-scale studies have found that target genes of many
transcription factors usually spread throughout the genome, which raises the
question how could transcription factors seek their binding sites on the targets
spreading all over the genome. Studies on fission yeast (Schizosaccharomyces
pombe) have shed light on this question. Tanizawa et al. have conducted a
comprehensive chromosome contact screening on fission yeast [12] and observed
that co-regulated genes display a tendency to move towards each other once
activated concurrently. More interestingly, gene loci showing higher interaction
probability share a consensus sequence on their promoter regions. Accordingly,
operating TFs might not disperse all over the cell nucleus, but concentrate
locally to attract their target genes. In this sense, TFs can be viewed as a
tie, which could tether their target genes closely. Conversely, cluster of genes
under similar control could serve to draw and elevate local TFs’ concentration
to make the transcription initiation more eﬃciently.
On the other hand, studies using chromosome conformation capture (3C)
and its improved derivatives have been instrumental in investigating chromo-
somal contacts and chromosome higher order structures. With a novel method
named genome conformation capture (GCC), the network of chromosome in-
teractions for the yeast S. cerevisiae has been studied [116]. And more recently,
in 2010 remarkable progress has been achieved by Duan et al., who devised
a method coupling 4C and massively parallel sequencing, and utilized it on
budding yeast. With this method, they generate population-averaged intra-
/inter-chromosomal interaction maps with a kilobase resolution [8]. This study
consolidates some already known features about genome organization common
to most organisms. They identify some global and local features specific to
budding yeast. Some large segments of a chromosome on one arm show a ten-
dency to interact more frequently with corresponding segment with a similar
length on the other arm of the same chromosome, which forms a ‘zippering’
structure with two chromosomal segments. Some large segments of chromo-
somes also show higher frequencies of local contacts, on the contrary other
given segment pairs show very limited or no interactions. Intra-chromosomal
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interactions involving two telomere ends diﬀer from one chromosome to an-
other. Chromosome XII is spectacular in that it contains a rDNA repeats
domain, which has 100-200 rDNA copies (1-2 Mb long) [233]. These rDNA
gene copies aggregate at the nucleolus site, and function as a barrier by inter-
rupting interactions between chromosomal segments flanking them.
Two models based on the transcription induced gene co-localization have
been proposed by Junier et al. [149] and by Dorier et al. [150], respectively.
A more generalized looping model postulated by Bohn et al. [231] well ex-
plains the chromosome as a looped polymer under all scales. Especially in
prokaryotes, like E. coli, transcriptional regulation has been shown to modu-
late the genome structure, which is clearly seen from the study conducted by
Fritsche et al. [234]. Based on these studies we address the problem how the
gene transcriptional regulation shapes the genome organization. We test on S.
cerevisiae. To this end, we propose a model based on the assumption that genes
under highly similar transcription factors control are in spatial proximity. After
analyzing the gene transcriptional regulatory network, we select genes under
highly similar control and treat them as being in spatial proximity within the
nucleus. The nuclear structure of yeast is also taken into account. With this
model, we re-construct the genome structure of yeast and obtain compatible
chromosomal interaction patterns as observed in experiments. Taken together,
from one-dimensional gene organization along chromosomes and gene regula-
tory relationships, we manage to re-construct the spatial genome organization
in budding yeast.
6.2 Material and Methods
6.2.1 Neighboring Genes Selection
The transcriptional regulatory network of budding yeast is adapted from the
study of Balaji et al. [229]. They reconstruct a regulatory network consisting
of 157 transcription factors and 4,410 target genes involving 12,873 regulatory
interactions in total. We determine transcription factors control similarities
(TCSs), a notation proposed by Batada et al. [235] between all possible genes
pairs involved in this network. For a given gene pair its TCS is defined as one
127
minus the ratio between the number of transcription factors regulating only
one of two target genes and the total number of regulatory interactions. For
instance, Gene I is regulated by TFs A, B, and C, while Gene II is regulated
by TFs B, C, D, and F. Their TCS is calculated as: 1.0 - (1+ 2)/(3 + 4) =
4/7. We assume gene pairs with high TCS as spatial neighbors in the nucleus.
To make a small, robust and reliable neighboring list, we removed target genes
that are regulated by less than two TFs, and set the TCS as 1.0. Thus selected
neighboring genes should be regulated by at least two common TFs. By doing
so, we cluster genes spatially according to their transcription regulatory control
profiles.
6.2.2 Modeling and Numerical Simulation
To test our idea, we select S. cerevisiae, one of the most thoroughly studied
species, either on its genome sequences, or more importantly on its transcrip-
tional regulatory control profile. The genome information of budding yeast is
shown in Figure 6.1. The nucleus of budding yeast is covered with a nuclear
envelope and has a radius of approximately one micrometer. In the interphase
cell, its genome takes a Rabl configuration [113, 236], in which centromeres
are attached via protein fibers to the spindle pole body (SPB), a structure in-
serted into the nuclear envelope. Telomeres are positioned close to the nuclear
envelope [95]. Such a conformation makes the chromatin within centromeres
or telomeres less flexible than in other parts. Another distinguishable struc-
tural feature inside the budding yeast nucleus is the nucleolus, where amplified
in tandem ribosomal RNA (rDNA) genes on chromosome XII form a cluster
sitting opposite to the pole of the spindle pole body (SPB) next to the nuclear
envelop [237, 238]. These intensively duplicated genes are vital house-keeping
genes, and kept silent, but they are indispensable to homologous genes repair-
ing or to nucleus structure maintenance [239].
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Figure 6.1: Genome structure of S. cerevisiae. The haploid genome of S.
cerevisiae includes 16 euchromosomes and an extra mitochondria chromosome (not
shown here). Scales on each chromosome indicate its length (unit in kb). On each
chromosome ‘C’ indicates the position of its centromere in the form its aﬃxed chro-
mosome name.
All molecular dynamics simulations are carried out with ESPResSo soft-
ware package [223]. A chromosome is simplified as a fragment of a polymer
composed of homogenous monomers with excluded volume and bonded via a
FENE potential. The Weeks-Chandler-Andersen (WCA) potential (a special
case of Lennard-Jones potential) is applied for the non-bonded interaction.
The attractive part of the interaction between particles is turned oﬀ. Due
to the large scale genomic studies conducted on the budding yeast its gene
profile has largely been clarified. This makes simulations with high resolu-
tion possible. To make the simulation computationally aﬀordable we con-
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struct coarse-grained polymers. For all of 16 chromosomes in budding yeast,
for every 2 kb a monomer is set. Assumed gene neighbors are mapped onto
coarse-grained polymers by taking the gene’s middle position for simplicity.
The genome information is taken from the Ensembl genome database of bud-
ding yeast (saccharomyces_cerevisiae_core_58_1j) [240]. Also, to mimic the
duplicated rDNA gene cluster on chromosome XII, we insert a patch of a 1500
kb long polymer (corresponding to 750 monomers) into the position 450 kb
far away from the left end of chromosome XII. All these constructions give a
system containing 6800 monomers. A typical monomer volume fraction of 0.15
is used [230] from which the radius of a simulated nucleus sphere is calculated.
To construct the SPB structure, we set up an extra particle on the surface of
sphere and deemed it as one pole. Genomic positions of centromeres are taken
from the Saccharomyces Genome Database (SGD). Harmonic bonds between
virtual centromere on each polymer and the particles that function as SPB are
assigned. To simulate the rDNA cluster, we put another particle at the pole
opposite to the SPB and on the surface of the confining sphere, which cor-
responds to the nucleolus site. Multiple harmonic bonds are used to connect
the inserted rDNA polymer with the nucleolus particle. Telomeres have been
shown to prefer localizations at the peripheral region of the nucleus. Thus,
harmonic bonds are created between both ends of each polymer and the centre
point of confining sphere, which will push polymer ends outwards to sit close
to the virtual nuclear membrane.
Initially the 16 polymers are randomly distributed. A spherical confine-
ment is defined by a Lennard-Jones potential between all the particles and the
constraint surface to mimic the nuclear envelope. Depending on the particle
density at the beginning of the simulation and the initial arrangement of the
chains, the radius of the confining sphere is about 30 times larger than the
final radius with monomer occupancy of 15%. At the first stage of the simu-
lation, the large constraint sphere is slowly shrunk between every integration
cycle. When the radius of the sphere reaches its expected value, the telomere
interactions and rDNA interactions are created. To speed up the equilibration,
the parameters of FENE potential is selected so as to make the back-bone ex-
tensible and allow chains to pass through each other. Also, the Lennard-Jones
potential is capped and increased gradually to get ride of the overlapping of
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(a)
(b)
Figure 6.2: Modeling structural features of yeast nucleus. In both panels,
small black spheres represent the structure spindle pole body (SPB) where cen-
tromeres assemble. The surrounding transparent grey sphere defines a confining
surface corresponding to the nucleus member. The black line indicates the axle ex-
tending from the SPB to the rDNA genes cluster. Harmonic bonds are employed to
congregate centromeres and rDNA genes and to drive telomeres to the periphery of
the confining sphere. Figure (a) shows chromosome 3 and figure (b) chromosome 12,
which has bulk rDNA genes clustered on the pole opposite to the SPB.
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particles and to facilitate the equilibrium. The simulation runs continually
until various energies, the end-to-end distance, and the radius of gyration kept
stabilized. To evaluate the role of specific gene-gene interaction, we construct
specific control simulations where no gene-gene interaction is included. To get
an ensemble of genome conformations, we run 10 independent simulations with
totally diﬀerent initial polymer arrangement both for the control simulations
and for non-control simulations. The parameters used in the simulations are
summarized in Table 6.1. For the explanation of diﬀerent types of interactions
involved in the simulation, the reader can refer to section 5.2.2 of the chapter
5.
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Table 6.1: List of parameters.
1. Parameters for system
initial density = 1E-4
temperature T = 1.0
friction   = 1.0
time_step t = 0.01
final raidus = 20.0
2. Parameters for L-J potential
✏ = 1.0
  = 1.0
rcut = 21/6
3. Parameters for FENE potential
KFENE = 1.0
r0 = 1.0
 rmax = 15.0
4. Parameters for Gene HARMONIC potential
KGene = 0.00005
RGene = 1.0
5. Parameters for Centromere HARMONIC potential
KCentromere = 0.05
RCentromere = 1.0
6. Parameters for rDNA HARMONIC potential
KrDNA = 0.5
RrDNA = 10.0
7. Parameters for telomere HARMONIC potential
KTelomere = 0.5
RTelomere = 20.0
6.2.3 Experimental Data
Chromosomal contact data is kindly provided by Justin M O’Sullivan, who
performs a genome-wide screening of chromosome physical interactions in S.
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cerevisiae (data and technology details unpublished). Similar to Hi-C approach
used to investigate the human genome organization, qualified chromosomal
contacts identified from yeast genome are drawn as a genome-wide chromoso-
mal contact map, which is used to compare with our simulation results. In
brief, chromosomal contacts in yeast genome are fixed and digested with re-
striction enzyme. Ligated chromosome fragment pairs are sequenced before
genome mapping. Those ambitiously mapped fragments are filtered out. The
rest fragments, which can be uniquely mapped onto the genome, are used to
construct chromosomal contact map. The resolution of the contact map is
around 2 kb per bin. Since a fragment could possibly spanning several ge-
nomic bins, two diﬀerent ways are used to assign interactions from a single
fragment to covered genomic bins: 1) simple assignment, and 2) proportional
assignment, as shown in Figure 6.3. In the case of simple assignment, if one
fragment spanning several genomic bins, each bin involved is given the same
number of interactions as this fragment has, no matter how many base pairs a
bin is covered by the fragment. Alternatively, one could also do a proportional
assignment by means of assigning interactions to a bin based on the ratio of its
overlapped length with the fragment to the full length of that fragment. Still,
there exists another assignment problem coming from the tail portions of chro-
mosomes. Usually, the last bin on the chromosome is not intact and sometimes
much smaller than complete segment size. To cope with this problem, Justin
proposed three diﬀerent strategies: 1) fixed_length_short_last, in which each
segment is 2 kb long except for the last bin on the chromosome, no matter
how small it might be; 2) fixed_length_flexible_last, similar to method 1,
except that if last bin is smaller than 1 kb, it will be combined with the last
second segment from the tail. Otherwise, it’s kept as an individual segment; 3)
flexible_length, in which the segment size is calculated individually for each
chromosome such that all segments of one chromosome have the same length,
and this length is as close to 2,000 bp as possible.
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(a) (b)
Figure 6.3: A comparison between simple assignment and proportional
assignment methods. Numbers labeled on bins indicate the number of interactions
assigned to each segment.
6.2.4 Chromosomal Interactions Analysis
The inter-chromosomal interaction maps of any two given chromosomes are
obtained by determining those pairs of monomers having a distance below a
given threshold. If the centromere sites are taken into consideration, a chro-
mosome can be treated as two chains connected by a hinge (the centromere
site), and an arm-based interaction map is generated.
For the intra-chromosomal interaction, genomic distances between interact-
ing loci and their interaction frequencies are calculated. To determine their
mathematical relationship the data is plotted on a double-logarithmic plot.
Any straight line behavior indicates a power law relationship (f(x) / x↵).
Interactions with a genomic distance smaller than 20 kb are eliminated, which
is predominantly displayed on contact maps.
For the inter-chromosomal interactions we construct a random interaction
matrix based on lengths of two given interacting chromosomes by assuming
that they are arbitrarily arranged in the cell nucleus. To estimate the similar-
ity between contact patterns, we use the cosine similarity measurement, which
calculates the cosine of the angle between two vectors. Here a matrix is inter-
preted as an N ⇥ N vector. The more the resulting cosine value approaches
to 1, the higher the similarity is.
Another measure uses the eigenvalues of the contact matrix. These are
invariant under unitary transformations and thus should provide information
on the similarity irrespective of the absolute values of the matrix (a problem
with the cosine similarity measure).
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6.2.5 Territory Analysis
To create a locus probability map, we approximately tag the monomer corre-
sponding to the gene loci screened in this study [241], and project this monomer
onto a circular plane. The plane is divided into a grid. The frequency of gene
loci falling into each box of grid is measured to generate a probability density
map. The circular plane is divided into upper and lower halves, which are
summed up and mirrored. A Gaussian smoother algorithm is utilized to blur
the map in order to facilitate visual comparison. To define a territory of indi-
vidual chromosome, a surface confining 70% of total volume occupied by the
conformation ensemble of a single chromosome is constructed.
6.3 Results and Dissuasion
6.3.1 Neighboring Genes Selection
Using the method described in the ‘Modeling and Numerical Simulation’ sec-
tion on the whole transcriptional regulatory network, a list of pair-wise genes’
TCSs is created. By setting the minimal number of TFs operating on the re-
spective gene of gene pairs as 2, and the TCS as 1.0 (entirely identical), we
extract a sub-network composed of 769 diﬀerent genes, which gives us 1987
gene pairs with high TCSs. Among these genes, co-regulated ones are grouped
as clusters. In total 485 clusters are obtained, i.e. genes that are under highly
identical control. Most of the clusters consist of a small number of members,
while few large clusters including up to 40 members are found.
6.3.2 Validation of the Model
To validate our model we check the position distributions of several genomic
loci, including the centromere, the telomere, and the presumed interacting gene
loci. As can be seen from Figure 6.4, the radical distributions of the centromere
and the telomere loci are quite similar under either scenario (Gene Proximity
Model and Null Model). While the telomeres in the Null Model are distributed
peripherally, they occupy the space below the virtual nucleus membrane more
uniformly compared with those in the Gene Proximity Model. Centromeres are
aggregated around the SPB sites in both models. For interacting gene loci, as
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we expected, by creating bonds between genes (see ‘Modeling and Numerical
Simulation’) that are supposed to interact, their physical distances fluctuate
around the mean distance set in the model with gene interaction. For the model
without gene interaction, a small hump can still be observed at short scale.
This might be due to short range intra-chromosomal interactions included in
the interacting gene list, which are genomically close on chromosomes. By
and large, in the control case, where no gene interaction is added, presumed
interacting gene loci are much farther apart from each other.
137
(a)
0.0E+00
4.0E-03
8.0E-03
1.2E-02
(b)
0.0E+00
4.0E-03
8.0E-03
1.2E-02
1.6E-02
(c)
(d)
0.0E+00
1.0E-04
2.0E-04
3.0E-04
4.0E-04
(e)
0.0E+00
1.0E-04
2.0E-04
3.0E-04
(f)
(g)
0.0E+00
4.0E-04
8.0E-04
1.2E-03
1.6E-03
(h)
0.0E+00
4.0E-04
8.0E-04
1.2E-03
1.6E-03
(i)
Figure 6.4: Distribution of genomic loci in Null Model and Gene Prox-
imity Model. Panel (a) shows the distribution of distances from the centromeres
to the SPB site in the simulations with and without gene interaction. Panel (b)
shows the two-dimensional projection of the position of centromeres in the simula-
tion without gene interaction, and panel (c) with gene interaction. Panel (d) shows
the distribution of distances from telomeres to the SPB sites for two kinds of simula-
tions. Panel (e) shows the two-dimensional projection of telomeres in the simulation
with gene interaction, and (f) shows the pattern without gene interaction. Panel
(g) shows the distributions of distances between presumed interacting gene pairs for
simulations with and without gene interaction. Finally panels (h) and (i) shows the
two-dimensional projection of rDNA genes cluster in simulations with and without
gene interaction, respectively.
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6.3.3 Comparison of Single Chromosome Folding Pattern
To study the folding of individual chromosomes, we check genomic distances
between contacting chromosome loci and their contact frequencies. For two
kinds of models (with and without gene interaction), we calculate genomic
distances between all possible pairs on each chromosome and kept those with
spatial distances below the contact threshold. From these the contact prob-
abilities under given genomic distances are computed. For comparison the
data from the experiment is calculated with four diﬀerent contact assignment
methods. We check their bin distances and bin pair contact frequencies.
The analysis of the data is based on ideas that come from polymer physics.
If we assume that the chromosome is randomly folded like a random walk
polymer (a polymer with no correlation along its contour), then the frequency
with which parts come in contact is given by a power law (f(x) / x↵). The
same holds true if we assume other polymer models, like self-avoiding walk,
the globular state, fractal globular state or dynamic loop model. They diﬀer in
the exponent ↵. Plotting the genomic distance versus the contact frequency on
a double-logarithmical plot we can extract the exponent by fitting a straight
line to the data.
As shown in Figure 6.5, the values for the slope extracted from the exper-
imental data with diﬀerent assigning methods are generally compatible with
↵ around  1.5. For the Gene Proximity Model with gene pairs sharing high
TCSs, we obtain a similar value for ↵. In contrast, for the Null Model we
obtain a value  1.34. Moreover, both in experimental pattern and in Gene
Proximity, a hump of higher interaction frequency can be observed extending
from several hundred kb to one Mb. However, such a hump is not visible
in the control model. This evident hump at larger genomic scale implies an
enhanced interaction probability and might result from gene interactions at
shorter genomic scale. Interactions between genes with short to medium ge-
nomic distances could largely decrease spatial distance between distant gene
loci, as an illustration shown in Figure 6.6, which, in turn, could enhance the
contact probability between remote chromosomal loci. It be should be pointed
out that the control model, except for yeast nucleus structural features no
other interaction between loci are used.
An other way of looking at the contacts within individual chromosomes is
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to use a heat map. In heat maps the contact frequencies among chromosome
fragments are depicted color. No interaction is shown as with space. With
increasing number of contact frequency the color shift from white towards one
color. Figure 6.7 shows the results for the heat maps. Because interactions
closed to the diagonal of contact map are extremely predominant, which means
that intra-chromosomal interactions at short genomic scale are far more abun-
dant, we only keep interaction signals between chromosome fragments with a
genomic distance over 20 kb in order to focus more on the oﬀ-diagonal pattern.
Since oﬀ-diagonal interaction signals on experimental contact maps are quite
scattered, we use Gaussian blur to make the pattern more visible.
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Figure 6.5: Power-law behavior of intra-chromosomal organization. The
chromosomal contact probability is plotted double-logarithmically as a function of
the genome distance. A (fitted) straight line indicates a genomic region where a
power law is observed. Panels (a) to (d) show experimental data using four diﬀerent
fragment assigning methods [(a) for simple assigning, (b) for fixed length flexible last,
(c) for fined length short last, and (d) for flexible length, as explained in ‘Material
and Methods’]. Panel (e) and (f) show patterns identified from the model without
or with gene interaction, respectively.
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Figure 6.6: Gene interaction at short scale impact on genomically distant
interactions. Gene interactions at short scale can largely reduce the spatial distance
between distant gene loci and hence increase the contact probability.
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Figure 6.7: Comparison of intra-chromosomal contact patterns. Each row
shows the contact patterns obtained from the Null model, model based on the tran-
scription network and experiment (respectively from left to right). The three rows
are for the chromosomes from 1 to 3. More patterns are available in the Appendix
A.
6.3.4 Comparison of Inter-chromosomal Contact Pattern
Shown in Figure 6.8 is a sample configuration using the model derived from the
transcription network. By applying the above-mentioned assignment methods
and calculating interaction numbers for any two given chromosomes, we can
generate inter-chromosomal contact patterns (a 16 by 16 matrix) as heat maps
(see Figure 6.9. Similarly, considering the existence of the centromere on ev-
ery chromosome, we can view a single chromosome as two arms connected
by the centromere site. By doing so, we can further generate heat maps for
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arm-interaction (matrix dimension 32 by 32), as shown in Figure 6.10. The in-
teraction probability between two given chromosomes or arms are proportional
to the color density.
Figure 6.8: Illustration of genome architecture of budding yeast. Here, one
of conformations achieved from the Gene Proximity Model is shown. White sphere
represents the SPB focus.
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Figure 6.9: Inter-chromosomal interaction patterns identified from the
experiment and models. Patterns from (a) to (d) correspond to: (a) for simple
assigning, (b) for fixed_length_short_last, (c) for fixed_length_flexible_last, and
(d) for flexible_length. Pattern (e) and (f) correspond the model with interaction
and without, respectively.
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Figure 6.10: Patterns of chromosomal arm interaction identified from ex-
periment and simulations. Patterns from (a) to (d) correspond to: (a) for simple
assigning, (b) for fixed_length_short_last, (c) for fixed_length_flexible_last, and
(d) for flexible_length. Pattern (e) and (f) correspond the model with interaction
and without, respectively.
Using the cosine similarity measurement, we evaluate the resemblance of
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contact patterns achieved from simulation and from experiment, for inter-
chromosomal interaction and arm interaction, respectively. As we can see
from Figure 6.11 and Figure 6.12, by integrating gene-gene interactions in the
model, we get a better resemblance, especially for inter-chromosomal interac-
tion. Also, the similarity fluctuations of the Gene Proximity Model is much
smaller than that of Null Model. This observation underpins the assumption
that specific gene interactions play a role in spatial genome organization. In
addition, the characteristics of the contact matrices can also be measured by
their eigenvalues. Comparison of eigenvalues computed from contact matrices
are shown in Figure 6.13. We find that Gene Proximity Model gives eigenvalues
more close to the experiment than Null Model. We also calculate the aver-
age distances between eigenvalues contact matrices obtained from the model,
random interactions, and experiments. The results are listed in Table 6.2 indi-
cating that eigenvalues of contact matrix obtained from the interaction model
are more close to the experimental pattern than the control model.
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Figure 6.11: Similarity measurement of inter-chromosomal interaction
patterns identified from the models and experiment. The red line indicates
the similarity between random interaction pattern and the pattern extracted from
the experimental data with diﬀerent assigning methods. In each panel, the left
candlestick shows the similarity between the Gene Proximimity Model and the ex-
periment. The right one indicates the sresults for the Null Model. (a) for simple
assigning, (b) for fixed_length_short_last, (c) for fixed_length_flexible_last, and
(d) for flexible_length.
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Figure 6.12: Similarity measurement of chromosomal arm interaction pat-
terns identified from the models and experiment. The red line indicates the
similarity between random interaction pattern and the pattern extracted from the
experimental data with diﬀerent assignment methods. In each panel, the left candle-
stick shows the similarity between the Gene Proximity Model and the experiment.
The right one indicates the results for the Null Model. (a) for simple assigning, (b)
for fixed_length_short_last, (c) for fixed_length_flexible_last, and (d) for flexi-
ble_length.
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Figure 6.13: Comparison of eigenvalues of contact matrices. The character-
istics of contact matrices seen from Figure 6.11 can be mathematically depicted by
computing their eigenvalues. We used the eigenvalue comparison as a measurement
of contact pattern similarity. The higher the similarity between two patterns, the
closer two eigenvalue curves will stay. (a) for arm interaction pattern, and (b) for
inter-chromosomal contact pattern.
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Simulation Type Experiment I Experiment II Experiment III
Gene Proximity Model 0.0041 0.0042 0.0042
Null Model 0.0084 0.0084 0.0084
Random 0.001 0.001 0.001
Gene Proximity Model 0.0043 0.0043 0.0043
Null Model 0.0098 0.0098 0.0098
Random 0.0011 0.0011 0.0011
Table 6.2: Average distances between eigenvalues computed for the
Gene Proximity Model, Null Model and experiment. Experiment I for
fixed_length_short_last, Experiment II for fixed_length_flexible_last, and Ex-
periment II for flexible_length.
6.3.5 Territory Formation
We check the distribution of several genetic and structural loci (HMO1, RPS5,
RPS20, SNR17A, and telomere of chromosome VII left arm) that have been
screened experimentally [241], for comparison. While these loci can move and
explore the nucleus to some extend, they stay more frequently within small
region, which gives rise to an idea of ‘gene territories’. Shown in Figure 6.14
are these territories formed by genetic or structural loci for the Null Model,
Gene Proximity Model and experiment. As we can see, some loci distribution
patterns experimentally identified can be re-construct by the Gene Proximity
Model (i.e. telomere of chromosome VII left arm in particular), while others are
not compatible enough. Several factors might make the comparison diﬃcult:
1) in the experiment [241], yeast cells can freely rotate around the central axis,
with makes the alignment impossible; 2) in the Gene Proximity Model, all the
genes are possible to be active once the requirement of spatial proximity is met,
which is not the case in the experiment; and 3) it’s not clear if the conformation
ensemble achieved from the Gene Proximity Model is comparable with that of
the experiment.
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Therefore, our approach provided quantitative measurements
and visualizations of subnuclear territories that agree with estab-
lished notions of nuclear organization. The maps were considerably
less accurate and noisier when cell number was reduced to 100
(Fig. 2f–j). Similarly, compartmentalization was lost in the absence
of nucleolar alignment (Fig. 2k–o). This underscores the impor-
tance of large samples and nuclear landmark alignment, two key
features of our method.
Remodeling of gene territories upon activation
To demonstrate the method’s potential for functional studies of
nuclear organization, we revisited the repositioning of galactose
genes upon transcriptional activation10–12 (Fig. 3). We first analyzed
the gene cluster GAL7-GAL10-GAL1 (hereafter referred to as GAL1)
and found that in presence of glucose, where the gene is repressed,
GAL1 concentrates in a small 0.58 mm3 territory close to the nuclear
center (Fig. 3a), whereas in presence of galactose, where GAL1 is
active, its territory expands to 0.9 mm3 and is enriched near the
nuclear periphery (1D w2-test on signed distances: P1 o 10!4; 2D
w2-test on point distributions: P2o 10!4; Supplementary Fig. 2a,b
and Supplementary Note 7 online), confirming published
results11,12. Notably, the territory clearly split into two regions:
one close to the nuclear center, as in the repressed state, another
one close to the SPB (Fig. 3b). Combined with the earlier observa-
tion that GAL1 mRNA is detected when the locus is preferentially
peripheral11, this result supports a model where the on/off states of
transcription correspond to two location states. Note that the
bimodality disappeared in the absence of nucleolar alignment
(Fig. 3c,d) and was therefore not apparent from previous static
analyses. This result lends strong statistical support to earlier
dynamic data suggesting two spatial states for GAL1 (ref. 11).
An alternative possibility is that the switch in growth medium
altered the cell cycle, which in turn might affect locus positioning25.
However the proportion of cells exhibiting peripheral versus central
GAL1 was similar in G1 and S phase (data not shown). The
nucleolar volume in the presence of galactose was roughly halved
compared to that in glucose, while nuclear volumes were reduced
only slightly (Table 1). To examine whether relocalization resulted
from medium-dependent alterations of nucleolar morphology, we
mappedURA3, whose expression is not affected by the switch from
glucose to galactose, and which occupied a territory similar to
GAL1 in glucose (Figs. 1f and 3a). No significant change in URA3
localization was visible in galactose (P1 ¼ 0.12; P2 ¼ 0.26),
confirming the activation-dependent nature of GAL1 territory
remodeling (Supplementary Fig. 4a,b online).
We next examined GAL2, which is activated by the same
upstream activated sequences and binding factors as GAL110.
Like GAL1, GAL2 is known to relocalize toward the periphery
upon activation10, suggesting that both genes are recruited to
nuclear pores where they possibly share the same transcription
machinery3,26. Probability maps showed that GAL2 was confined
to a small (0.86 mm3) territory between the nucleolus and the
nuclear center when repressed (Fig. 3e). Upon galactose induction,
the GAL2 territory slightly shifted toward the nuclear periphery
(P1 o 10!4), consistent with earlier findings10 (Fig. 3f,m).
However, whereas activated GAL1 partly concentrated near the
nuclear periphery and the SPB, activated GAL2 accumulated
near the nucleolus. Thus, GAL2 was juxtaposed less frequently
with the nuclear envelope than GAL1 but more often with
the nucleolus. Furthermore, activated GAL1 and GAL2 occupied
largely distinct territories and are thus unlikely to be transcribed by
the same transcription machinery (Fig. 3b,f).
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(a) (b) (c)
Unlike GAL1, GAL2 was juxtaposed to the nucleolus in both
growth media and lies on the same arm of chromosome 12 as the
rDNA. Theref e, the observed sl ght peripheral shift of this locus
upon switch to galactose-containingmedium po sibly result d from
the reduced nucleola ize in l t s , rather than from gene
activation. Analyzing the deletion mutant gal2D, we found the
GAL2 site to be slightly less peripheral than in wild-type cells,
both in glucose and galactose, as previously reported10 (P1o 10!4)
(Fig. 3g,h,n). However, we still observed a moderately significant
increase in peripheral occupancy upon shift to galactose in gal2D
(P1 ¼ 0.035) (Fig. 3o). Therefore, although consistent with the
observation that GAL2 regulatory sequences are required for
increased peripheral occupancy in wild-type cells10, our results
suggest that GAL2 relocalization is caused at least partly by
medium-dependent nucleolar reorganization. To address possible
influences of cell-cycle alterations caused by the mutant or growth
medium, wemappedGAL2 in G1 cells only and found no noticeable
difference in localization (Supplem ntary Fig. 4c–f), agai ruling
out substantial cell-c cle effects.
Thus, the mapping technique could show that two co-regulated
GAL genes occupy different subnuclear territories, and suggests
that the nucleolus is an important structural element for position-
ing of genes on chromosome 12.
Nucleolar association of ribosome biogenesis genes
We next investigated polymerase II (Pol II)–transcribed genes
required for ribosomal biogenesis and located on other chromo-
somes. Spatial association with the nucleolus was previously
documented only for the polymerase I (Pol I)–transcribed 35S
precursor rRNA gene and the polymerase
III (Pol III)-transcribed 5S rRNA gene, both
located at the same site on chromosome 12,
and for Pol III–transcribed tRNA coding
genes, scattered across all chromosomes19.
We first mapped gene HMO1 located on
chromosome 4. The protein Hmo1 is
involved in transcription of both rDNA
and of genes encoding ribosomal proteins,
thus providing a link between Pol I– and Pol
II–mediated transcription27. HMO1 occu-
pied a central territory close to the nucleo-
lus, much like GAL2, albeit B1.5–2 times
larger (Fig. 3i and Table 1). The noncoding
snoRNAU3 is required for the first proces-
sing step of ribosomal RNA and is coded by SNR17A and SNR17B,
on chromosomes 15 and 16, respectively. Mapping indicated that
SNR17A again occupied a perinucleolar territory, similar toHMO1
(Fig. 3j). Because SNR17A is only 0.7 kilobases (kb) away from gene
RPL33B, these data implied that both a noncoding snoRNA gene
and a ribosomal protein gene were associated with the nucleolus.
To test whether this association holds for other ribosomal protein
genes, we investigated RPS5 and RPS20, on chromosomes 10 and 8,
respectively. RPS5 was also enriched near the nucleolus (1D w2-test
TELVIIL CENrDNAGAL1 in
glucose
GAL2 in
glucose
SPB
a b
Figure 4 | Visualizing the spatial arrangement of gene territories. (a,b)
Combined maps showing relative arrangement of five selected gene territories
and the SPB, as indicated by the color labels. In a, individual probability
maps from Figures 2 and 3 were superposed without transformation. Locus
coordinates x, y and z were linearly scaled to the nuclear envelope ellipsoid
semi-axes (Rx, Ry, Rz) before maps were superposed in b. Note how different
loci occupy largely distinct subnuclear territories. Scale bar, 1 mm.
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Figure 3 | Probability maps of genes involved in
galactose metabolism and ribosome biogenesis.
(a,b) Map of GAL1 in medium containing glucose
(a) and galactose (b). (c,d) Same as a and b,
but without alignment of nucleolar centroids.
(e,f) Map of GAL2 in medium containing glucose
(e) and galactose (f). (g,h) Map of GAL2 locus in
gal2D mutant cells in medium containing glucose
(g) and galactose (h). (i–l) Maps of HMO1 (i),
SNR17A–RPL33B (j), RPS5 (k) and RPS20 (l) loci.
(m–o) Distance of GAL2 locus to nuclear envelope
(cumulative frequencies): GAL2 in galactose versus
GAL2 in glucose (m), GAL2 in galactose versus
gal2D in galactose (n) and gal2D in glucose
versus gal2D in galactose (o). Scale bar, 1 mm.
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(d) (e) (f)
Unlike GAL1, GAL2 was juxtaposed to the nucleolus in both
growth media and lies on the same arm of chromosome 12 as the
rDNA. Therefore, the observed slight peripheral shift of this locus
upon switch to galactose-containingmedium possibly resulted from
the reduced nucleolar size in galactose, rather than from gene
activation. Analyzing the deletion muta t gal2D, we found the
GAL2 site to be slightly less peripheral than in wild-type cells,
both in glucose and galactose, as previously r port d10 (P1o 10!4)
(Fig. 3g,h,n). However, we still observed a moderately significant
increase in peripheral occ pancy upon shift to galactose in al2D
(P1 ¼ 0.035) (Fig. 3o). Therefore, although consiste t with the
observation that GAL2 regulatory sequences a e equ red for
increased peripheral occupancy in wild-type c lls10, our results
suggest that GAL2 relocalization is caused at least partly by
medium-dependent nucleolar reorganization. To address possible
influences of cell-cycle alterations caused by th mutant or growth
medium, wemappedGAL2 in G1 cells only and found no noticeable
difference in localization (Supplementary Fig. 4c–f), again ruling
out substantial cell-cycle effects.
Thus, the mapping technique could show that two co-regulated
GAL genes occupy different subnuclear territories, and suggests
that the nucleolus is an important structural element for position-
ing of genes on chromosome 12.
Nucleolar association of ribosome biogenesis genes
We next investigated polymerase II (Pol II)–transcribed genes
required for ribosomal biogenesis and located on other chromo-
somes. Spatial association with the nucleolus was previously
documented only for the polymerase I (Pol I)–transcribed 35S
precursor rRNA gene and the polymerase
III (Pol III)-transcribed 5S rRNA gene, both
located at the same site on chromosome 12,
and for Pol III–transcribed tRNA coding
genes, scattered across all chromosomes19.
We first mapped gene HMO1 located on
chromosome 4. The protein Hmo1 is
involved in transcription of both rDNA
and of genes encoding ribosomal proteins,
thus providing a link between Pol I– and Pol
II–mediated transcription27. HMO1 occu-
pied a central territory close to the nucleo-
lus, much like GAL2, albeit B1.5–2 times
la ger (Fig. 3i and Table 1). The noncoding
snoRNAU3 is required for the first proces-
sing step of ribosomal RNA and is coded by SNR17A and SNR17B,
on chromosomes 15 and 16, respectively. Mapping indicated that
SNR17A again occupied a perinucleolar territory, similar toHMO1
(Fig. 3j). Because SNR17A is only 0.7 kilobases (kb) away from gene
RPL33B, these data implied that both a noncoding snoRNA gene
a d a ribosomal protei gene were associated with the nucleolus.
To test whether this association holds for other ribosomal protein
genes, we investigated RPS5 and RPS20, on chromosomes 10 and 8,
respectively. RPS5 was also enriched near the nucleolus (1D w2-test
TELVIIL CENrDNAGAL1 in
glucose
GAL2 in
glucose
SPB
a b
Figure 4 | Visualizing the spatial arrangement of gene territories. (a,b)
Combined maps showing relative arrangement of five selected gene territories
and the SPB, as indicated by the color labels. In a, individual probability
maps from Figures 2 and 3 were superposed without transformation. Locus
coordinates x, y and z were linearly scaled to the nuclear envelope ellipsoid
semi-axes (Rx, Ry, Rz) before maps were superposed in b. Note how different
loci occupy largely distinct subnuclear territories. Scale bar, 1 mm.
GAL1 in glucose GAL1  in galactose
GAL2 in glucose
a b
e f
c d
    not aligned not aligned
gal2∆ in glucoseg
P
max 
= 0.82 P
max 
= 0.6
P
max 
= 0.74
0
P
max
P
max 
= 1.65 P
max 
= 0.6
P
max 
= 0.86 P
max 
= 0.51
n = 1,857 n = 1,702
n = 2,083 n = 1,703
n = 1,857 n = 1,702
n = 1,981
 
h
P
max 
= 0.90n = 1,704
HMO1
P
max 
= 0.80n = 3,823
RPS20
P
max 
= 1.12n = 3,543
SNR17A
P
max 
= 0.64n = 3,521
RPS5
P
max 
= 0.36n = 4,289
i j lk
Probability density (µ
m
–3)
o gal2∆ in galactose
gal2∆ in glucose
–0.8 –0.4 0 0.2
Distance locus
Nuclear envelope (µm)
0
1
0.5
Cu
m
ul
at
ive
 fr
eq
ue
nc
y
–0.8 –0.4 0 0.2
gal2∆ in galactose 
GAL2 i  galactose
Distance locus
Nuclear envelope (µm)
0
1
0.5
Cu
m
ul
at
ive
 fr
eq
ue
nc
y
m GAL2 in galacto e
GAL2 in glucose
Distance locus
Nuclear envelope (µm)
–0.8 –0.4 0 0.2
0
1
0.5
Cu
m
ul
at
ive
 fr
eq
ue
nc
y
GAL1  in galactoseGAL1 in glucose
GAL2 in galactose gal2∆ in galactose
Figure 3 | Probability maps of genes involved in
galactose metabolism and ribosome biogenesis.
(a,b) Map of GAL1 in medium containing glucose
(a) and galactose (b). (c,d) Same as a and b,
but without alignment of nucleolar centroids.
(e,f) Map of GAL2 in medium containing glucose
(e) and galactose (f). (g,h) Map of GAL2 locus in
gal2D mutant cells in medium containing glucose
(g) and galactose (h). (i–l) Maps of HMO1 (i),
SNR17A–RPL33B (j), RPS5 (k) and RPS20 (l) loci.
(m–o) Distance of GAL2 locus to nuclear envelope
(cumulative frequencies): GAL2 in galactose versus
GAL2 in glucose (m), GAL2 in galactose versus
gal2D in galactose (n) and gal2D in glucose
versus gal2D in galactose (o). Scale bar, 1 mm.
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(g) (h) (i)
Unlike GAL1, GAL2 was juxtaposed to the nucleolus in both
growth media and lies on the same arm of chromosome 12 as the
rDNA. Therefore, the observed slight peripheral shift of this locus
upon switch to galactose-containingmedium possibly resulted from
the reduced nucleolar size in galactose, rather than from gene
activati n. Analyzing the deletion mutant gal2D, we found t e
GAL2 site to be slightly l ss peripheral than i wild-type cells,
both in glucose and galactose, s previously reported10 (P1o 10!4)
(Fig. 3g,h,n). However, we still observed a m d rat ly significant
increase in peripheral occupancy upon shift to galactose in gal2D
(P1 ¼ 0.035) (Fig. 3o). Therefore, although consistent with the
observation that GAL2 regulatory sequences are required for
increased peripheral occupancy in wild-type cells10, our results
suggest that GAL2 relocalization is caused at least partly by
medium-dependent nucleolar reorganization. To address possible
influences of cell-cycle alterations caused by the mutant or growth
medium, wemappedGAL2 in G1 cells only and found no noticeable
difference in localization (Supplementary Fig. 4c–f), again ruling
out substantial cell-cycle effects.
Thus, the mapping technique could show that two co-regulated
GAL genes occupy different subnuclear territories, and suggests
that the nucleolus is an important structural element for position-
ing of genes on chromosome 12.
Nucleolar association of ribosome biogenesis genes
We next investigated polymerase II (Pol II)–transcribed genes
required for ribosomal biogenesis and located on other chromo-
somes. Spatial association with the nucleolus was previously
documented only for the polymerase I (Pol I)–transcribed 35S
precursor rRNA ge e and th polymerase
III (Pol III)-transcribed 5S rRNA gene, both
located at the same site on chromosome 12,
and for Pol III–transcribed tRNA coding
genes, scattered across all chromosomes19.
We first mapped gene HMO1 located on
chromosome 4. The protein Hmo1 is
involved in transcription of both rDNA
and of genes encoding ribosomal proteins,
thus providing a link between Pol I– and Pol
II–mediated tr nscription27. HMO1 occu-
pied a central t rritory close to the nucleo-
lus, much like GAL2, albeit B1.5–2 times
larger (Fig. 3i and Table 1). The noncoding
snoRNAU3 is required for the first proces-
sing step of ribosomal RNA and is coded by SNR17A and SNR17B,
on chromosomes 15 and 16, respectively. Mapping indicated that
SNR17A again occupied a perinucleolar territory, similar toHMO1
(Fig. 3j). Because SNR17A is only 0.7 kilobases (kb) away from gene
RPL33B, these data implied that both a noncoding snoRNA gene
and a ribosomal protein gene were associated with the nucleolus.
To test whether this association holds for other ribosomal protein
genes, we investigated RPS5 and RPS20, on hromosomes 10 and 8,
respectiv ly. RPS5 was also enriched near the nucleolus (1D w2-test
TELVIIL CENrDNAGAL1 in
glucose
GAL2 in
glucose
SPB
a b
Figure 4 | Visualizing the spatial arrangement of gene territories. (a,b)
Combined maps showing relative arrangement of five selected gene territories
and the SPB, as indicated by the color labels. In a, individual probability
maps from Figures 2 and 3 were superposed without transformation. Locus
coordinates x, y and z were linearly scaled to the nuclear envelope ellipsoid
semi-axes (Rx, Ry, Rz) before maps were superposed in b. Note how different
loci occupy largely distinct subnuclear territories. Scale bar, 1 mm.
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Figure 3 | Probability maps of genes involved in
galactose metabolism and ribosome biogenesis.
(a,b) Map of GAL1 in medium containing glucose
(a) and galactose (b). (c,d) Same as a and b,
but without alignment of nucleolar centroids.
( ,f) Map of GAL2 in medium containing glucose
( ) and galactose (f). (g,h) Map of GAL2 locus in
gal2D mutant cells in medium containing glucose
(g) and galactose (h). (i–l) Maps of HMO1 (i),
SNR17A–RPL33B (j), RPS5 (k) and RPS20 (l) loci.
(m–o) Distance of GAL2 locus to nuclear envelope
(cumulative frequencies): GAL2 in galactose versu
GAL2 in glucose (m), GAL2 in galactose versus
gal2D in galactose (n) and gal2D in glucose
versus gal2D in galactose (o). Scale bar, 1 mm.
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(j (k) (l)
Unlike GAL1, GAL2 was juxtap sed to the nucleolus in both
growth media and lies on the same arm of chromosome 12 as the
rDNA. Therefore, the observed slight peripheral shift of this locu
up n switch to galactose-containingmedium possibly resulted from
the reduced nucleolar size in galactose, rather than from gene
activation. Analyzin the del tion mutant gal2D, we found the
GAL2 site to be slightly less peripheral than in wild-type cells,
both in lucose a gal ctose, as pr viously reported10 (P1o 10!4)
(Fig. 3g,h,n). However, we still observed a moderately significant
increase in peripheral occupancy upon shift to galact se in gal2D
(P1 ¼ 0.035) (Fig. 3o). Therefore, although consistent with the
observation that GAL2 regulatory sequences are required for
increased peripheral occupancy in wild-type cells10, our results
suggest that GAL2 relocalization is caused at least partly by
medium-dependent nucleolar reorganiz tion. To address possibl
influences of cell-cycle alteratio s caused by the mutant or growth
medium, wemappedGAL2 in G1 cells only and found no noticeable
difference in localization (Supplementary Fig. 4c–f), again ruling
out substantial cell-cycle effects.
Thus, the mapping technique could show that two co-regulated
GAL genes occupy different subnuclear territories, and suggests
that the nucleolus is an important structural element for position-
ing of genes on chromosome 12.
Nucleolar association of ribosome biogenesis genes
We next investigated polymerase II (Pol II)–transcribed genes
required for ribosomal biogenesis and located on other chromo-
somes. Spatial association with the nucleolus was previously
documented only for the polymerase I (Pol I)–transcribed 35S
precursor rRNA gene and the polymerase
III (Pol III)-transcribed 5S rRNA gene, both
located at the same s te on chromosome 12,
and f r Pol III–transcribed tRNA coding
genes, scattered acro s all chromosomes19.
We first mapped gene HMO1 located on
chromosome 4. The protein Hmo1 is
involved in trans ription of both rDNA
and of genes encoding ribosomal proteins,
thus providing a link between Pol I– and Pol
II–mediated transcription27. HMO1 occu-
pied a central territory close to the nucleo-
lus, much like GAL2, albeit B1.5–2 times
larger (Fig. 3i and Table 1). The n ncoding
snoRNAU3 is required for the first proces-
sing step of ribosomal RNA and is coded by SNR17A and SNR17B,
on chromosomes 15 and 16, respectively. Mapping indicated that
SNR17A again occupied a perinucleolar territory, similar toHMO1
(Fig. 3j). Because SNR17A is only 0.7 kilobases (kb) away from gene
RPL33B, these data implied that both a noncoding snoRNA gene
and a ribosomal protein gene were associated with the nucleolus.
To test whether this association holds for other ribosomal protein
genes, we investigated RPS5 a d RPS20, on chromosomes 10 and 8,
respectively. RPS5 was also enric ed nea the nucleolus (1D w2-test
TELVIIL CENrDNAGAL1 in
glucose
GAL2 in
glucose
SPB
a b
Figure 4 | Visualizing the spatial arrangement of gene territories. (a,b)
Combined maps showing relative arrangement of five selected gene territories
and the SPB, as indicated by the color labels. In a, individual probability
maps from Figures 2 and 3 were superposed without transformation. Locus
coordinates x, y and z were linearly scaled to the nuclear envelope ellipsoid
semi-axes (Rx, Ry, Rz) before maps were superposed in b. Note how different
loci occupy largely distinct subnuclear territories. Scale bar, 1 mm.
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Figure 3 | Probability maps of genes involved in
galactose metabolism and ribosome biogenesis.
(a,b) Map of GAL1 in medium containing glucose
(a) and galactose (b). (c,d) Same as a and b,
but without alignment of nucleolar centroids.
(e,f) Map of GAL2 in medium containing glucose
(e) and galactose (f). (g,h) Map of GAL2 locus in
gal2D mutant cells in medium containing glucose
(g) and galactose (h). (i–l) Maps of HMO1 (i),
SNR17A–RPL33B (j), RPS5 (k) and RPS20 (l) loci.
(m–o) Distance of GAL2 locus to nuclear envelope
(cumulative frequencies): GAL2 in galactose versus
GAL2 in glucose (m), GAL2 in galactose versus
gal2D in galactose (n) and gal2D in glucose
versus gal2D in galactose (o). Scale bar, 1 mm.
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Figure 6.14: Comparison of ‘Gene Territories’ formed in the model and
the experiment. For each row, patterns are listed in the sequence of experiment,
Null Model, and Gene Proximity Model, from left to right. Images of experimental
pa terns are adapted from [241].
152
We can, however, extend the idea of a territory for genetic loci to an in-
dividual chromosome. Although it’s still doubtful whether in budding yeast
chromosomes are organized in territories we can determine a three-dimensional
space which specific chromosome occupy more frequently (Figure 6.15).
Figure 6.15: Formation of chromosomal territory. The meshes indicate the
volume that a chromosome occupied during the course of simulation (here chromo-
some I). Red mesh represents the left arm, and blue for the right arm. The black
sphere indicates the SPB loci.
6.4 Conclusion
The interplay between function and structure is becoming more and more
apparent for chromosomes. Mechanisms, like transcription induced gene co-
localization, have been postulated to explain how specific physical chromosome
interactions can be induced. Improved chromosomal contact screening tech-
nology gives us more insight into the nature of the neighboring genes. Inspired
by recently published findings that genes sharing highly homologues control
sequences at their promoter regions will move towards each other and have
higher interaction probabilities once activated [8], we propose here a genome
organization model for budding yeast (Gene Proximity Model). The model
emphasizes the role of gene transcriptional regulatory profile. We propose
that the aggregation of specific TFs within the nucleus might function as a
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recruiter to draw their target genes close in space, and probably to nearby
transcription factories for coordinated expression. Our results show that our
model does work to some extent. The model is able to explain some genome
organization features of budding yeast. Admittedly, not all of the structural
features from the experiment can be reconstructed, especially for interaction
pattern at higher resolution.
At present, our model focuses only on the population-averaged chromosome
behavior (which is also true for chromosomal conformation capture results
available so far). In the scope of our model, interacting genes can be assumed
active or inactive depending on the distance among them. In reality, activation
of some genes are mutually exclusive, and unlike house-keeping genes, expres-
sion transducible genes can be periodically expressed along the cell-cycle [242].
Furthermore studies show that cell cycle transcriptional factors activated in one
cell cycle stage could regulate those activated in the next cell cycle step [243]
in a cyclic way. All of these factors make the genome conformation cell cycle
and status specific. The model could take thus into account according to the
time-resolved expression data to see the genome rearrangement along the cell
cycle. However, so far we are lacking time-resolved conformation capture data.
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Chapter 7
Conclusions and Extensions
7.1 A Summarization of the Results
Inspired by the evidence that genome function and three-dimensional genome
organization are mutually dependent, we aim to develop precise models to
explain the experimental evidence currently achieved, and to better under-
stand the underlying mechanism of genome architecture from the perspective
of structure-function relationships. To this end, we focus mainly on the role
of gene transcription, which is one of most important processes in genome
functions. With novel models developed, we confirm the interplay between
functional and structural characterization of the genome organization both in
prokaryotic and in eukaryotic cells. Genome structure modeling, which si-
multaneously takes structural and functional features into consideration, is a
powerful approach that is instrumental to further experiments, and will give
us a deeper insight into the genome-wide structure-function associations.
Transcription Induced Chromosomal Contacts
In chapter 4, we extract the inter- and intra-chromosomal contact patterns
of human and mouse by making use of the chimeric transcripts as the probe.
Chimeric transcripts induced by the gene transcription activity are believed
to result from the erroneous ligation between the transcripts of concurrently
transcribed genes within the same transcription apparatus. We confirm the
authenticity of the chimeric transcripts discovered from the expressed sequence
tags (ESTs) database in terms of their correlation in expression and functional
155
similarities. Gene loci that give rise to the chimeric transcripts are assumed to
be spatial neighbors. Comparison with the chromosome contact pattern dis-
closed by the Hi-C chromosomal conformation screening method confirm that
these chimeric genes are more likely to be physically proximal. And more im-
portant, we show that the arrangement of chromosomes within the cell nucleus
is non-random. For the intra-chromosomal interactions, a functional behavior
(f(x) / x↵) is observed from our data with the genomic distance ranging
from 500 kb to 7-8 Mb, and an exponent ↵ =  1 on a double logarithmic
plot, which agrees well with the experimental results from Hi-C screening. Re-
gardless of the fact that most chimeric transcripts are the inevitable burden
the cells need to take on for the crowded environment in the cell nucleus, these
chimeric transcripts do reflect the characterization of genome organization that
is gene transcription relevant.
Transcriptional Regulatory Network Based Chromosomal Domain
Formation in E. coli
In a subsequent step, we investigate the spatial packaging of the E. coli chro-
mosome within the nucleoid. We suggest and verify a prospective role of the
gene transcriptional regulatory network in shaping the E. coli chromosome as
a domain-separated structure. Seeing the nature of transcription factors in
searching and binding of their target DNA sequences, and the finding that
mRNAs display a vary limited diﬀusion from their encoding sites, we postu-
late a transcriptional regulation based mechanism for the co-localization be-
tween eﬀector genes and controlled genes. Taking into account the geometrical
constraints imposed by the bacterial envelope and the spatial co-localization
between the transcription factor genes and their target genes, we build up a
genome architecture model and test it with E. coli. We find that the geo-
metrical constraints stemming from the elongated nucleoid confinement and
from the spatial proximity between specific genes are able to overcome the
chromosome’s propensity to mix and to organize the DNA chain into topolog-
ically distinguishable domains. This model well explains the experimentally
observed precise subnuclear positioning of genetic loci, and their ordering [7].
Moreover, the domain size estimated from this model is in agreement with the
size of topological domains identified in the context of DNA supercoiling. The
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most recent study has also experimentally ascertained the role of transcrip-
tion factors in aggregating their controlled genes [224]. Therefore loci-specific
long- and short-range chromosomal interactions mediated by the gene tran-
scriptional regulation could serve as a structure organizer in E. coli.
Genes under Similar Transcriptional Control are Spatial Neighbors
in S. cerevisiae
Intrigued by the findings in E. coli, we further explore the interplay between
gene transcriptional regulation and genome architecture in eukaryotic organ-
isms by using S. cerevisiae as our model. Eukaryotic cells diﬀer from prokary-
otic ones in that their gene transcription and mRNA translation processes are
dissociated and undertaken in diﬀerent sub-cellular compartments. Protein
products of eﬀector genes are first generated outside the eukaryotic nucleus,
and then imported back into the nucleus to execute their regulatory functions.
In this context, considering the stochastic nature of TF-promoter binding, we
postulate a local condensation mechanism, by which genes under similar tran-
scription factor control, but possible scattered throughout the genome, might
be in physically proximity to facilitate the access of their commonly used tran-
scription factors. Unlike the transcription factory model stated in chapter 5,
‘interacting’ genes in this model are not necessarily immediate physical neigh-
bors but are in spatial proximity more or less. This local condensation mecha-
nism could serve as a tie to recruit co-regulated genes to guarantee the swiftness
of biological reactions. Chromosomal interaction patterns and folding behav-
ior generated by this model re-construct those obtained from experiments. In
the simple eukaryotic organism, budding yeast, we show again how could the
transcriptional regulatory network be closely linked with the genome organiza-
tion. This framework model is fundamental and instrumental to later studies
on other more complex eukaryotes.
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7.2 Extensions
Chimeric Transcripts as the Reference for Chromosomal Contacts
The usage of chimeric transcripts in identifying chromosomal physical interac-
tions works well in obtaining a general pattern of inter- and intra-chromosomal
interactions. Because transcription-induced chimeras are very rare, from a sin-
gle EST library or EST libraries for a specific cell line a very limited number
of high quality chimeric transcripts can be found. Therefore we can hardly get
enough chimeras data at the moment to analyze inter- and intra-chromosomal
interaction patterns in a cell-line specific or development-stage specific fashion.
Other Factors that Facilitate Chromosome Packaging in E. coli
In this thesis, we have investigated the following factors that could contribute
to the genome organization in E. coli : 1) excluded volume of particles, 2)
geometrical confinement due to the bacterial envelop, and 3) transcriptional
regulation-mediated specific gene co-localization. Although the results achieved
are enlightening, there are still some other factors that are worthy to consider.
Among them, the nucleoid-associated DNA-binding proteins (NAPs) are of
special interest. NAPs are expressed in large amounts and serve as chromo-
some structural organizers to maintain the supercoiled structure of the nucleic
acid [11, 24, 224]. Some NAPs, such as H-NS [11] and FIS, are also global tran-
scription factors, which can regulate the expression of numerous target genes
in a cell-cycle dependent way. Experiments show that each null-mutation of
these NAPs can only impair the genome architecture to a limited degree. Some
consequences resulted from diﬀerent types of mutation of NAPs can be mutu-
ally compensated [244]. These observations imply the possibility that NAPs
might work cooperatively in order to keep the whole DNA molecule in a dy-
namic equilibrium and resilient to perturbations. Consequently, a systematic
approach will be fruitful in elucidating the structural roles of these NAPs, as
seen from the studies in which chromosome conformation screening methods
coupled with high-resolution imaging techniques are employed to track the
distribution of chromosome structural organizers of interest [245, 246]. The
observed distribution patterns are interpreted in relation to chromosome fold-
ing motifs [11]. Advanced fluorescent labeling methods, by means of which the
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distribution of genetic loci can be scrutinized in a high throughput manner
with a higher resolution, could also be helpful in characterizing the chromo-
some folding motifs in bacteria. Noninvasive genetic loci tracking approach
with a spatial and temporal resolution is sorely needed as well, with which
tracking of genetic loci during the whole cell cycle will be feasible. Then we
can really appreciate the dynamic aspect of the genome organization.
3C-based Methods Reveal a Population Averaged Behavior of Genome
Organization
While 3C-based method makes it possible to measure the interaction frequen-
cies between genomic loci, it’s still suﬀering from several technical deficiencies
at the moment: 1) cell samples for datasets construction include cell pop-
ulations at various cell cycle states [5]. Since the cell samples are not well
synchronized, it’s hard to evaluate the percentage of cells under diﬀerent cell
cycle states. It’s also evident that cells at various cell cycle states execute
diﬀerent gene expression profiles, which correspond to diﬀerent and possibly
mutually exclusive genome organizations. Consequently, some interactions in-
cluded in the datasets can never simultaneously happen in any given cell. 2)
3C-based methods available so far can only reveal a population averaged behav-
ior of chromosome organization. In order to increase the signal-to-noise ratio,
a tremendous number of sample cells (usually millions of cells) are needed. Af-
ter taking a close look at the number of total chromosomal contacts identified
and the number of sampled cells, one can realize that a single sample cell only
contributes to a very limited number of chromosomal contacts, which leads to
the absolute number of interactions less informative and hard to compare, and
further makes dubious the representability of the chromosomal contact pat-
tern disclosed. For the above-mentioned reasons, a cycle-cycle specific or even
a single-cell based chromosomal conformation capture approach is preferred,
and will shed more light on the enigma of genome architecture.
Genome Architecture in Higher Eukaryotes
In chapter 6, we test our idea of gene co-localization induced by transcrip-
tional co-regulation in a simple eukaryote S. cerevisiae due to its relatively
small genome size, and to its clearer genome architecture. In contrast to S.
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cerevisiae, genome of a higher eukaryote generally associates a with much larger
size, less gene density, and a more complicated gene regulatory network. Tak-
ing human as an example, the haploid genome contains about 23,000 protein-
coding genes [247]. These gene coding regions represent, however, only 1.5%
of the genome, and the rest of the genome includes non-coding RNA genes,
regulatory sequences, introns, and noncoding DNA [248].
Two of most remarkable diﬀerences between higher and simple eukaryotic or-
ganisms reside in the euchromatin and heterochromatin, and the chromosome
territory organization. Chromosomes in the nucleus of S. cerevisiae demon-
strate a higher flexibility and the lack of chromosomal territories. Chromo-
somes of higher eukaryotes, by contrast, are delineated by heterochromatic
and euchromatic domains. Euchromatin and heterochromatin show diﬀerent
preferences on their radical positioning inside the nucleus. The former occupies
a more central radical position, while the later is more frequently peripherally
distributed. Other factors, like chromosome size and gene density, also play
a role in determining the radial position of a chromosome. Euchromatin rep-
resents genome regions with active gene expression. Heterochromatin, on the
contrary, corresponds to silent genes or repeated sequences. In the interphase
cell nuclei of higher eukaryotic organisms, only a subset of genes are actively
expressed, which is cell-line specific. The organization of euchromatin and
heterochromatin appeared in higher eukaryotic organisms provides them an
extra controlling approach, through which they can keep those silent genes in
condensed form.
Additionally, chromosomes in higher eukaryotic nucleus are folded and com-
pacted as discrete territories. Chromosomal territories composed of heteroge-
neous parts from diﬀerent chromosomes are also observable. Transcription-
related segregation of chromosomes into distinguishable territories has been
postulated [93]. Genes localized in the same chromosomal sub-compartment
usually show a higher compatibility in their expression profiles. Unless we can
have a deeper insight into the localization preference of euchromatin and hete-
rochromatin, and the underlying mechanism for the formation of chromosomal
territories, then a precise modeling of higher eukaryote genome will be pos-
sible. After that, we can really appreciate the genome organization strategy
utilized by the higher eukaryotic organisms.
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Due to the technological deficiencies of 3C-based methods with regard to
their population-averaged nature as mentioned before, to make the results
achieved from our model and from experiments comparable, varieties of gene
expression profiles are used in our model. We assume co-regulated genes to be
activated if the distance between them is small enough. Based on this assump-
tion, we obtain an ensemble of genome conformations representing cells with
heterogeneous expression profiles. For higher eukaryotic organisms, cells of
which are more functionally specialized and consequently varied in expression,
our model is not accurate enough at the moment. To overcome this problem, a
model taking cell-line specific expression profile into consideration will be more
powerful. Cell-line specific modeling will tell us more about the similarity and
dissimilarity between diﬀerent cell types with respect to their genome orga-
nization. And a cell-cycle dependent model, once devised, will demonstrate
genome reorganization through the cell cycle.
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Figure 1: Comparison of intra-chromosomal contact patterns. Each row
shows the contact patterns obtained from the Null model, model based on the tran-
scription network and experiment (respectively from left to right). Each row for a
single chromosome, from chromosome 4 to chromosome 16.
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