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Abstract
The astronomy and Earth observation communities desire ever-larger space telescopes,
but launch costs limit mass and technology limits size. Current research in large aperture
mirrors largely supports deployed rigid optics, but efforts have already begun to develop
technology that offers the possibility of a mass-optimal approach: a reflecting surface tens
of microns thick over tens of meters in diameter. The manufacturing of membranes has
advanced such that the community is just beginning to produce membranes with sufficient
quality for optics, but the analysis of membranes is conducted with various models without
verification of accuracy. Accurate structural modelling tools are required to create valid
operational concepts, specify manufacturing tolerances, and define structural control needs.
In the current work the accuracy of different membrane modelling tools is defined and quan-
tified over a range of representative problems. Torsion-free, axisymmetric statics models
are considered as a first step toward understanding three-dimensional dynamic behavior.
An inverse solver is developed through a new approach to the geometrically-exact model,
with initial and final shapes as model inputs and load distribution as output. The current
approach opens the possibility of manufacturing-driven initial shapes and performance-
driven final shapes. The inverse solver is used to establish a series of benchmark problems
with geometries traceable to doubly-curved telescope mirrors. Finite difference solutions to
the benchmark problems lead to relationships between geometry, load, and model error; in
the correlation with model error, geometry and load limits for optical-quality predictions are
established for a set of models. Model error is defined according to a metric significant to op-
tics, the area-averaged standard deviation of the pathlength error created from the inexact
shape prediction. Hookean constitutive law is exactly derived for curved membranes, and
constitutive relations from the literature are demonstrated to be inconsistent and contain
more error than simpler, consistently-derived relations. Numerical considerations, from level
of discretization to endpoint handling, are also discussed for high-accuracy solutions. The
model error limits, constitutive relation derivations, and numerical-implementation consid-
erations are combined into a guideline for modelling the optical-level structural behavior of
curved membrane mirrors.
Thesis committee chairman: Edward F. Crawley
Title: Professor and Department Head of Aeronautics and Astronautics
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Chapter 1
Introduction
————————————————
Objective of Chapter :
1. To introduce and motivate the use of true membranes as primary mirrors
for spaceborne telescopes;
2. To survey the literature relevant to the structural design of membrane
primary mirrors; and
3. To provide an overview of the current work.
————————————————
1.1 Motivation
The astronomy and Earth-observation communities both desire ever-increasing diameters
for space telescopes because the diffraction-limited angular resolution of a telescope is di-
rectly related to the aperture diameter. Large telescopes also have a functional advantage;
image-taking of ground targets by large telescopes in geostationary orbits, for example,
could outperform smaller, similar-resolution telescopes in lower orbits by drastically de-
creasing the time required to revisit targets in a region of high interest. While the desired
aperture size is increasing, the diameter of launch vehicle payload shrouds is not increas-
ing. In order to achieve goals of low launch mass and large diameter, low-density telescope
structures with high deployment ratios are required.
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The combination of increasing aperture size and limited launch dimensions — both mass
and volume — pushes the designs in the direction of minimum-mass and minimum-density
telescope construction. In addition, launch costs constitute a significant fraction of the
total cost of a spacecraft, and so using the smallest possible launch vehicle is considered
desirable. For a reflector telescope this minimum-mass design apparently consists of a layer
of material just thick enough to reflect the science wavelength and as little other mass as
possible. Such a thin mirror exhibits such small bending stiffness that the mirror behaves
as a true membrane over large diameters. Current membrane mirror concepts involve a
low-density, high-quality plastic substrate membrane coated with a thin layer of reflecting
metal.
During the time that telescopes have been used on-orbit, the designs have become pro-
gressively larger and less dense. Currently the 2.4m mirror of the NASA Hubble Space
Telescope (HST) is the largest mirror on orbit, and the 6m James Webb Space Tele-
scope (JWST)1 is scheduled for launch during the next decade. While the HST represents a
single large glass mirror whose size was restricted by launch vehicle dimensions and payload
mass, the JWST mirror will consist of segments deployed and placed into correct figure2
once on orbit. The area density of the JWST mirror will be an order of magnitude lower
than the HST mirror, and future mirror systems are projected to continue this trend of de-
creasing density. Deployed optics technology can be found widely in the literature from the
NASA-JPL Precision Segmented Reflector concept of the 1980s [63] to the JWST currently
under development. The JWST will face problems of meter-scale deployment distances in
combination with final distributed sub-micron operational tolerances. The structural con-
trol technology dveloped for JWST, specifically the phasing of lightweight mirror segments
in zero-gravity, represents the next step in the development process for large, lightweight
space telescopes.
A common measure for the mass performance of a telescope is the mass per area, or
area density. Figure 1.1 presents a comparison of technologies in terms of telescope aperture
diameter D and area density ρ∗. The upper left region of the plot represents systems in
operation, the middle represents the current development for the JWST, and the lower
1Prior to 2002, the JWST was known as the Next Generation Space Telescope (NGST).
2In optics “figure” refers to the designed shape or figure. “Figuring” thus refers to the act of achieving
the prescribed overall shape of the reflector.
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right region represents future true-membrane mirrors. The current state-of-the-practice
technology is represented by the Hubble Space Telescope, the current state-of-the-art by
the JWST technology, and that projected by the polyimide membranes. Constant mass
lines —indications of the launch vehicle requirement— are added to the plot by choosing
mirror mass M in the following relation.
ρ∗ ≡ [mass]
[area]
=
4
piD2
[mass]
With the constant-mass line that includes the HST down to the area density of a carbon-
fiber-reinforced-plastic (CFRP) mirror, a 20m CFRP mirror would be feasible for the (large)
HST launch mass. The plot also indicates that a telescope mirror built from the polyimide
membranes will be an order of magnitude less massive than HST and yet an order of mag-
nitude larger in diameter. A very important note about this argument is that consideration
of dynamics has been omitted. While the lines of constant mass in Figure 1.1 are inversely
related to diameter (∝ 1
D2
), the lines of constant fundamental frequency have a direct
relationship (∝ D4) for the approximation of flat-plate dynamic behavior .
A “true membrane” mirror is defined as a sheet of material that is thin enough that
the stretching response to loading dominates the bending response [31]. For most optical
and infrared telescope applications, the performance criterion is that the total spatial and
temporal RMS perturbation of the wavefront at the sensor be less than 110 the science
wavelength, approximately 0.4–4µm for the visible through the mid-wave IR. Telescopes
with other science wavelengths are of interest to the scientific community but will not
be emphasized here. Newer technologies such as holographic correction may relax this
requirement upon the primary mirror shape by transferring the difficult problem of final
shaping of the wavefront into a later element in the sequence of telescope optics [26]. The
structural control challenge is to place a membrane mirror with tens of microns thickness
and tens of meters in dimension into the space environment with a sub-micron or micron
level shape requirement.
The use of a membrane reflector represents the apparent mass-optimal solution for space
telescope mirrors, but insufficient analysis on membrane mirror implementation has been
performed to fully verify this notion and predict the cost-optimal solution. True-membrane
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Figure 1.1: Technology comparison according to area density ρ∗ and aperture diame-
terD. Solid constant-mass lines are added along with dashed constant-plate-
frequency lines for each technology group. The group of 6m-deployed-optics
technology includes carbon-fiber-reinforced-plastic (CFRP) and ultra-low-
expansion (ULE) glass.
mirrors consist of plastic film structures coated with a microns-thick layer of reflecting metal.
The membrane mirror contributes the minimum amount of primary reflector mass, but the
more important factor, the total system mass, also depends upon currently undefined control
system and support structure needs. The membrane mirrors may also represent a cost-
optimal solution. The glass mirrors used in current telescopes require an extensive polishing
process that can literally last years for large diameters. Because the membranes utilize a
different manufacturing technique, the inherent high cost of polishing may be eliminated.
Thus the potential benefit of membrane mirrors is great. Since the use of membrane mirrors
as primary telescope optics is only partly understood for space applications, the technology
must be further developed in order to define the capabilities and limitations of the concept.
In addition to the static positioning difficulty, the dynamic response appears to present
an engineering challenge. The membrane mirror is expected to be dense with dynamic modes
in the sense that a drumhead membrane is more modally dense than a flat plate. The low
stiffness of the membrane is expected to lead to a very sensitive response to disturbances.
Any method to attenuate the disturbances will certainly add mass to the mirror, but mass
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additions required to create a true-membrane primary mirror system need to be understood.
The use of membranes as telescope primary mirrors requires advancements in the structures-
related fields of membrane manufacturing, structural dynamics and control, and precision
mechanical modelling. The goal of this thesis is to characterize the accuracy of structural
modelling tools used to analyze and design membrane mirrors for spaceborne telescopes such
that the static behavior, dynamic behavior, and the the systems design can be better under-
stood.
1.2 Literature Review
The literature provides insight in the history of membranes in space and enables an as-
sessment of the state of the technology. This assessment is used to identify open issues for
study and research.
1.2.1 History and State of the Technology
The history of membrane spacecraft components began with the inflated Echo spacecraft,
one of NASA’s first satellites [31]. After a long hiatus the interest in membranes for space-
craft has resurfaced under the moniker “Gossamer Technology”. NASA currently funds
a wide array of projects that support technology development for future large-area, low
density spacecraft, including solar sails, antennas, solar concentrators, and optical tele-
scopes [38]. Mikulas and Thomson [62] provide an assessment of the current state of the art
in spacecraft structures, including a section on membranes. Gas-inflated structures have
received the bulk of research attention in gossamer structures, and Satter and Freeland [75]
provide an overview of challenges facing inflated structures.
The state of research into large membrane structures is best characterized as significant
component technology development without significant unifying, definitive systems design.
The system design to which most references are made is one particular on-orbit technology
demonstration mission by NASA. The Inflatable Antenna Experiment, deployed from the
space shuttle in 1996 [21], consisted of a 14m inflated antenna surface with inflated support
structure. While not fully successful in its inflation, this experiment showed that large
inflated structures can be deployed in the space environment and generated much inter-
est in the space structures community. Another notable mention for systems work is the
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Table 1.1: Technology readiness for many reflector systems, measured as the maximum
diameter tested.
Category Technology Component Space- Flown in
Demonstration Tests Ready Space
Mesh Antennas > 35m > 35m 35m 35m
Inflated Antennas and ∼ 15m ∼ 15m ∼ 15m 14m
Solar Reflectors
Continuous Glass/ 10m 10m 2.4m 2.4m
Stiff Mirror
Segmented Glass/ 8m 6m — —
Stiff Mirror
Membrane Mirror ∼ 1m 0.1–0.5m — —
component-based whole-spacecraft design work of Robertson [72]; in that work the mass of
the support structure and figure control subsystems are identified as having the most sig-
nificant contributions to system mass, though the assumptions on the figure control system
are rather uncertain.
Table 1.1 summarizes the technology readiness of several classes of optical and radio
frequency reflectors. Mesh antennas have achieved the large sizes desired for optics, but
the construction methods have surface-accuracy limits well above optical tolerances. Solar
concentrator work feeds directly into optical reflector technology, but the tolerances are
again far larger than those of optical telescopes. Continuous mirrors with 8m diameters
have been spin-cast for terrestrial telescopes, and segmented-glass technology will be the
next generation of large space telescopes. Membrane mirrors have had limited-diameter yet
technically significant demonstrations to date.
The plausibility of using a membrane mirror surface has been investigated at the Air
Force Research Laboratory (AFRL), and the results indicate that a useful mirror can be
repeatedly and reliably figured from a membrane [56, 57, 58]. In these Air Force studies
a circular membrane is mounted to an optically-polished ring and then figured using gas
pressure and axisymmetric tension. The high shape quality of the ring greatly reduces shape
errors that propagate toward the mirror center. The error between the achieved shape and
the desired paraboloid is shown to be in the hundreds of wavelengths – not a final solution,
but measured progress nonetheless.
The development path of the leading companies is to pursue inflated antennas [14, 12]
as a first application of gossamer technology, but gas inflation does not appear to be a
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viable concept for spaceborne mirrors; the conflict centers around whether the transmissive
membrane that inflates opposite the mirror membrane will cause significant refractive er-
rors in the wavefront. Carreras [13] indicates that an inflated mirror will not work as an
optical surface because the clear lenticular surface will certainly introduce significant and
complicated phase errors in the resulting wavefront. The same technology that produces
high-quality reflectors also produces high-quality lenticular canopies, however, and so the
path forward is not clear.
The deflection response of membranes to pressure loading has been studied by many
groups over the last hundred years. Of most interest to the spacecraft community are
the numerical PDE solutions of Mikulas [23] and the finite element results of Palisoc and
Huang [69]. Membrane structures with much less accuracy than optical dimensions have
been inflated in Earth orbit, and the concomitant analysis shows the capability to predict
mechanical response and design the initial shapes according to desired performance [21, 25,
27, 68].
The nonlinear complication of membrane dynamic behavior arises from the product of
in-plane tensile loads and curvature in the governing differential equation. Finite element
procedures for including these tension effects on the structural dynamic behavior have been
published in the study of civil engineering structures [79] and space structures [18]. Long in-
flated members have been shown to exhibit beam behavior in the absence of wrinkling [54],
and predicting the modal behavior of inflated beam structures has proven relatively suc-
cessful [53].
1.2.2 Review by Topic
1. Model Development
(a) Libai and Simmonds [50] include comprehensive development of shell theory,
from axisymmetric shells to general membranes and general shells. The vector
equations of equilibrium are derived in addition to a number of constitutive
relations.
(b) Wilkes [88] applies the asymptotic expansion method to the membrane mirror
problem. Once the relative powers have been determined through a process of
engineering and mathematical judgement, these assumptions flow through every
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equation such that all assumptions are definitively the same order.
Another result of this work is to show that an optical coating can be used to
assist in the static shape forming of the material. The optical coating stress
created an initial stress condition.
2. Comparative Modelling
(a) Jenkins and Marker [34] discuss different solution approaches and provide a com-
parison between the Hencky series solution and the ABAQUS quarter-symmetry
FEM results.
(b) Greschik et al [23] compare the performance predictions of the deformed-coordinate
shell equations to the results from other modelling assumptions (Hencky series
approach, use of undeformed coordinates, shallow shell approximation). Because
the authors do their computations in a modular C-language framework, they are
able to swap different models, constitutive laws (wrinkling, viscoelasticity, etc.)
and make numerical comparisons between the different assumptions. By com-
paring a simplified pathlength-error metric from the (few assumption) deformed-
coordinate-equilibrium model to metrics resulting from the other models, the
authors conclude that the several sets of modelling approaches are valid for an-
tenna applications with a 0.1mm area-averaged pathlength error criterion. It
would appear that each assumption investigated cannot be made, however, for
optical-level investigations.
3. Static Forming
(a) Kydoniefs [43], Hart-Smith and Crisp [29], and Vaughn [84] all show solutions
for the inverse problem specialized to incompressible (ν = 0.5) materials. In-
compressibility leads to a simplification of the governing equations, and much
progress in finite elasticity has been in the area of incompressible materials [78].
(b) Juang and Huang [39] show one set of general equations that can be used for the
nonaxisymmetric shape forming problem in which the initial and final shapes are
predetermined. The initial angular position is posed as a function of the final
angular position, and this variable choice leads to a lengthy mixed-form governing
equation even with the assumption of axisymmetry. The most significant example
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solution was a sphere-to-sphere numerical solution with a rigid outer ring. This
solution method is not very tractable, and the large number of terms in the
governing equations does not lend itself to numerical accuracy.
4. Thickness distribution
(a) Meinel and Meinel [59] discuss a polynomial series approach to predicting the
thickness distribution needed to inflate to a paraboloid from a flat.
(b) Vaughn [84] calculates the radial thickness distribution required of a flat axisym-
metric membrane to inflate to a parabola under constant pressure. The solution
is only developed for incompressible materials.
5. Use of appropriate performance metric
(a) Peters et al [70] show the RMS wavefront error for axisymmetric boundary dis-
placements. They made an excellent use of proper performance in combination
with an FEM prediction (quarter-symmetry model). Inflation from flat with
constant pressure.
(b) Greschik et al. [25] make the case that an acceptable performance metric is the
RMS of twice the magnitude of the mirror piston error.
6. Electrostatic control. While electrostatic control brings challenges to the engineering
design, the possibility of applying spatially distributed, high-bandwidth control makes
electrostatic control a good technology to consider.
(a) The electrostatic control of membrane mirrors received much attention during
previous large-space-structure efforts by NASA, and the encouraging results indi-
cate that the challenges are based in engineering design rather than fundamental
physics. Deflection control is achieved as an electric potential is developed be-
tween two conducting surfaces, and the charge attraction results in a transverse
pressure-type loading on the surfaces. One surface is the reflecting mirror, and
the other is the control electrode or back-plane.
A good review of electrostatically controlled membrane mirrors was published by
Mihora and Redmond [61]. The equations that describe the behavior of charged
membranes have been explored for both the continuous [39] and discrete [85]
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cases, and a finite number of unstable modes can be shown to result from this
configuration [45, 47, 46]. These efforts produced a method of linear quadratic
stabilizing control that was successfully demonstrated in the laboratory.
More recent efforts frame the stability problem in a new way and include a
Lyapunov-method controller that places the fundamental frequency in a stable
regime [41]. The tight modal spacing that is characteristic of membrane behav-
ior consistently presents a significant spillover challenge to the control system
designer.
7. Solution methods for high precision
(a) Rogers and Agnes [74] address the problem of accurate solution methods for
the membrane problem, in which smoothness in the solution is very important.
A set of finite element shape functions is determined in conjunction with the
perturbation method that allows perturbative bending reactions to be included
in the model. The governing equations are of the large-deflection type.
1.2.3 Discussion
The following general comments can be made about the field of membrane mirrors:
• A membrane mirror telescope is viable; no physics barriers have been established for
the membrane mirrors.
• A true-membrane primary mirror is an enabling technology for space telescopes with
diameters beyond 10 or 20 meters.
• Literature survey concludes that static shape forming of membrane mirrors is only par-
tially understood; dynamic behavior—in the context of precision optical reflectors—
has had little treatment in the literature.
• Solutions to the large membrane deflection equations have been exhaustively examined
in the literature, especially for circular membranes, but not with an emphasis on
accuracy. A typical approach is to rely upon finite element methods (FEMs) to
produce a “truth” solution [36, 34].
The review of the available literature reveals many open structural control issues in the
use of membrane mirrors for spaceborne telescopes.
40
1. Model accuracy and solution precision are not well-characterized in the literature in
the context of optical-level shape predictions of membrane mirror structural response.
The need for improved modelling tools affects all subsequent items on this list.
2. Flexibility in the rim support for membrane mirrors. In previous experiments with a
membrane for optical applications, an optically polished rim surface has been used.
Only one modelling effort has been found that considers the effect of a flexible frame,
and the application was a radio-frequency antenna with tolerances significantly larger
than optical [10].
3. The ability of a membrane mirror to withstand the dynamic disturbances of a space-
craft has not been shown. The response to reaction-wheel disturbances determines the
image-taking performance of the system. Of particular interest for Earth-observing
spacecraft is the performance of a telescope system during and after a slew (or reori-
entation) maneuver.
4. A viable deployment concept for membrane mirrors is not well understood. Current
methods involve folding yet the resulting creases are not acceptable for optical sur-
faces. “Viability” in this context indicates that the surface accuracy and position
requirements are met after surviving handling and launch loads.
5. The spatial frequency tolerances on membrane properties are not well understood.
That is, how large can thickness or other stiffness-related variations (also in-plane
tension?) be such that the optical figure is not significantly affected? In traditional
active mirrors the manufacturing requirement is well-understood since the spatial
cutoff frequency is around 12 the inverse of the actuator spacing.
6. Material characterization of membranes in a space-like environment is required as
inputs to the models, especially to deal with creep concerns.
1.3 Philosophy
Research into the modelling and actuation of membrane primary mirrors benefits the space-
borne telescope community by an increased understanding of the impact of reflector mass
restrictions upon static and dynamic structural control requirements.
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1.3.1 Research Path
The research in this thesis was originally motivated by the need for the dynamics analysis
of a true membrane primary mirror. The thesis goals changed in time largely because of
two reasons:
1. The steady-state stress resultant distribution is required for the dynamics analysis
of a loaded membrane, just as the tension in a string influences dynamic behavior.
Available solutions for the static behavior of membranes were not complete and did
not span the design space. The first significant change in intended research direction
thus occurred as suitable steady-state solutions were pursued in more depth.
2. One of the most significant problems in the more “standard” modelling tools (series
solutions to large-membrane-deflection and finite element analysis) is lack of discus-
sion regarding accuracy and precision. The level of modelling precision, or ability of
the solution to represent the governing equations, increases with model complexity
for common modelling approaches (more terms or a finer spatial discretization). The
accuracy of those equations, however, is often not questioned in the literature. Inves-
tigating both the accuracy and precision of the modelling created many questions and
led to significant changes in research direction.
1.3.2 Approach
The goal of telescope structural analysis is to take the system performance requirements
and create requirements upon manufacturing tolerances, the structural supports, and the
structural control system. Static and dynamic modelling tools are used to predict the
mechanical response of the system to loading. Membrane primary mirrors present the
structural analyst with characteristics rather unlike other more dense, standard structures,
and so research must be performed to understand the design relationships for the new
gossamer reflector systems.
Figure 1.2 provides a representation of the engineering design flow for membrane mirrors
in the context of structural control. Inputs are mass and optical performance criteria, static
disturbance levels, actuator choices, and dynamic disturbance levels. Output is a structural
control design, here limited to the “perfect sensor” or full-state-feedback case for simplicity.
Lack of achieving the steady-state performance goals leads to design feedback with the
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loading configuration and design. The dynamic disturbance goals feed back to the control
methodology, actuator configuration, and design.
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Figure 1.2: Engineering design flow for structural control of membrane mirrors. Issues
relating to deployment and sensing have been omitted.
A systems approach is proposed for studying membrane mirror design and behavior.
The primary mirror will both be a system in itself and a subsystem to the overall tele-
scope. In the design and development phase of building a spaceborne telescope, the system
engineer needs to understand the advantages and disadvantages of membrane mirrors for
mitigating risk, optimizing performance, and reducing cost. Another critical aspect of the
systems approach is gaining an understanding of how requirements upon one subsystem
affect another subsystem in the context of structural control. For instance, the mass benefit
of the membrane mirror may not be achievable if the mass requirements on actuators and
sensors make the entire mirror system mass larger than the total mirror system mass for a
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different technology.
The mass requirement limits the structure to true membranes, and the optical perfor-
mance requirement specifies the precision of the operational shape. Since membranes are
tension structures, the steady-state tension field influences the dynamic behavior, and so
design decisions about geometry, materials, and actuation strategies affect both the static
and dynamic characteristics of the membrane. Image-taking for a mirror is a steady-state
process with static and dynamic disturbance rejection and drives the decisions relating to
actuator and support characteristics. The models, techniques, and insight from this the-
sis work will be useful to future systems designers of membrane mirrors for spaceborne
telescopes.
Modelling the performance of true-membrane primary mirrors can be pursued through
two approaches.
• Modelling for absolute capability.
The mechanics of the system need to be understood in order to understand the ul-
timate limitations of a membrane mirror. In terms of control, this approach is the
perfect sensor/ perfect actuator problem.
• Modelling for control.
The limitations of all system components are modelled inside a control design frame-
work. Rather than compare modelling results to an abstract “exact solution,” for
example, the control problem uses the sensors as measurements of absolute error.
In this work the first approach is pursued because the the ultimate capability of membrane
mirrors is important to understand prior to imposing the limitations of various sensor and
actuator technologies.
1.4 Thesis Work
Within the design framework of Figure 1.2 is a flow of actual work tasks. These work tasks,
represented in Figure 1.3, show how the different parts of the thesis are related. The circled
numbers refer to thesis chapters as discussed here.
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1.4.1 Scope
The scope of this research effort will be limited in order to concentrate on a reduced, core
set of technical challenges.
• Issues specifically related to gores or seamed membranes will not be considered in this
work.
• Issues related to material coatings will not be considered in this work.
• Membrane wrinkling, a significant non-linearity, will not be considered. A zero value
in one of the principal stress resultants will be considered a lower limit of validity for
analysis here.
• Thermal isolation is required to reduce the shape-distorting effects of thermal expan-
sion. Electromagnetic isolation may also be required if electrostatic forces are to be
used. The problem of a general thermal and electrical analysis will not be considered
here.
1.4.2 Overview of Thesis and Thesis Contributions
The thesis is divided into three fundamental sections. In the first three chapters, the issues
of membrane primary mirrors in spaceborne telescopes are introduced, and the model-
accuracy problem is established. In the middle chapters the tools for the model accuracy
assessment are developed and proven. In the last chapter the model-accuracy results are
presented as the culmination of the document.
The contributions in this thesis relate to the quantification of error in the prediction
of the static behavior of axisymmetric, doubly-curved membranes. A methodology is de-
veloped for quantifying the effects of membrane-mirror modelling decisions upon the static
structural behavior at the optical level, and the methodology is demonstrated for the case
of systems with unity focal ratio. Models from the literature are derived in a consistent
framework such that the relationship between the models is understood and the exact as-
sumptions can be correlated to shape prediction errors. The relationship between these
errors and different parameters is shown and provides a method of predicting whether
optical-quality predictions will be achieved for a given problem. Within the model com-
parison framework is a new method for an inverse problem, one in which the loading is
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determined after the final shape is chosen for performance and the initial shape is chosen
according to manufacturing needs. Extensions to the model-accuracy results also provide
an indication of solution accuracy both for common solution methods such as finite elements
and for dynamic shape predictions.
With this methodology a modelling guide is developed for the optical-quality shape pre-
diction of membrane mirrors. In addition to the correlation of the equilibrium assumptions
to the model, the guide also includes the results of an investigation into the constitutive
theory and the lessons regarding numerical difficulties.
The constitutive theory is addressed through a formal mathematical approach in which
changes in the reference frame are tracked exactly in the choice of variables. This new
derivation provides the exact Hookean constitutive law for different strain measures and for
stress resultants in different coordinate bases. The linearized model is shown to be more
appropriate than a simply-justified model from the literature, which is also shown to use
an inconsistent choice of variables. The use of the exact constitutive law is compared to
different approximations in both the simple use of the constitutive law and application of
the laws in the shape-prediction problem.
Modifications to standard numerical methods for optical modelling of membranes are
identified and implemented because standard methods often add many orders of magnitude
of error to the shape predictions. The modifications range from the simple (specification
of the appropriate number of finite difference intervals) to the complex (lack of smoothness
in the field-variable calculations near the endpoints). Each of the modifications is justified
in the context of optical-level shape predictions, thereby keeping with the overall theme of
the thesis.
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Chapter 2
Systems-Level Design
————————————————
Objective of Chapter :
To identify critical aspects of the structural system design for true-membrane
primary mirrors, discuss the systems design space, and define a set of relevant
boundary value problems.
————————————————
In this chapter the system aspects of a spaceborne optical telescope are explored for
the case of membrane primary mirrors. Engineering considerations for the structural re-
quirements are discussed, as are the mission-critical performance metrics that provide a
judgement of quality. The critical structural aspects of potential membrane mirror systems
are condensed into a set of benchmark problems for use later in the thesis.
2.1 Design Specifications
Membrane primary mirrors stand approximately two generations beyond current technology,
after deployed-glass and thin-shell-replica mirrors, and so the systems design has significant
flexibility at this stage of technical maturity. Telescope system design is discussed here
with an emphasis on the structure of the primary mirror; the requirements and technology
unique to the aft optics and other individual components are left to other researchers. The
primary mirror subsystem design must address a set of structures issues:
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• Geometry (e.g. monolithic versus segmented),
• Mirror construction (e.g. seams),
• Deployment (e.g. segments, folds),
• Accuracy in the final shape (e.g. method of figure control), and
• Dynamic disturbance rejection.
Current research into membrane radio-frequency (RF) antennas and membrane optical re-
flectors, along with engineering needs, provide structural guidelines that will be common
across different system concepts.
2.1.1 Desired Structural Qualities
Structures technology plays an important role for membrane mirrors because ability to main-
tain shape is paramount to telescope mission success. Solutions to the static shape-forming
problem determine the steady-state reflector performance while the response to dynamic
disturbance determines the ability to maintain that static performance. The structure will
be affected by needs in the areas of optical performance, manufacturing, packaging and
deployment, and mechanical state.
Optical Performance
If a large membrane mirror were to be inflated as part of a closed volume, a transparent
film–the lenticular surface– would be inflated opposite the mirror. The science light would
travel through this surface a minimum of two times at separate locations and angles, and
maintaining an optical-quality wavefront through these transmissions would be extremely
difficult [13]. A lenticular surface is therefore not desirable.
The shape of the mirror depends upon the optical prescription of the telescope, and a
scan of the conferences in gossamer technology indeed reveals several different design paths.
The most common primary mirror shape is parabolic, however, and so paraboloid mirrors
are featured in this thesis. Other shapes tend to need special requirements placed upon
other aspects of the system design. The methods used in the thesis are not limited to any
one shape, however, and so other geometries could be explored in future work.
The performance of the membrane mirror is fundamentally the shape of the reflecting
surface because the shape determines how an incoming wavefront is shaped and phased
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at the detector. An optical prescription–the shape of each optical surface– is determined
for the system according to the optical needs of the telescope mission, and the structural
control system needs to minimize the error between the actual mirror surface and the
mathematically-exact desired shape at all time. The science light is on the order of visible
or infrared wavelengths, though, and so the mirror must maintain the correct shape to
fractions of that wavelength. New wavefront-correction technology appears to be able to
relax the static and dynamic wavefront requirements by about an order of magnitude but
at the expense of signal intensity [58]. Shape precision is a tremendous design driver for
the mirror system, and section 2.3 covers the topic of performance metrics in detail.
Manufacturing
A membrane mirror is an optical system component with large size and fine precision, and
hence the manufacturing process will be non-trivial. A goal of the structural design process
should be to balance the requirements between the ability to manufacture and the ability to
apply loading to form a steady-state shape. For example, assumptions of constant pressure
and low stress increase the difficulty of the manufacturing process because an aspheric
initial shape is required. Assuming a spherical initial shape and paraboloidal final shape,
however, increases the challenge for the steady-state actuator design because a radially-
varying pressure-type loading is required. In order to appreciate the full design space,
the design process should be opened to a variety of initial shapes so that the ability to
manufacture an initial shape is considered as part of the systems design.
Large experiments to date such as the flight-tested Inflatable Antenna Experiment [21]
created an approximation to an initially-curved mirror with carefully-manufactured strips
or “gores” of material. The approximation of curved shapes with flat, tape-seamed gores
does not, however, lead to an acceptable tolerance for optical applications [68]. Casting
appears to be a feasible method for manufacturing accurate shapes [13, 59], though modern
facilities for casting of glass mirrors limit precision curved shapes to about 8m in diameter.
Moreover, no large membrane has been caste to date, and so the technical difficulties are
uncertain.
Manufacturing quality is a significant concern for optical systems as well. The thickness
of thin film has variations at some level in addition to discrete jumps at seams. Spatial
variations in any of the material properties will lead to a corresponding spatial variation
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in the response to loading. Variations in the shape of the material boundary changes the
response of the material at some level. Minimum limits of quality in the spatial distribution
of material and geometric properties will need to be assigned to the manufacturing process
during systems design.
Thin-film coatings are commonly applied to optics to enhance the optical performance of
the system. The application of a coating to a membrane can induce appreciable deformation
due to residual stresses [58], and so the need for a coating must be assessed as part of
a system design trade. Although the coating may increase the ultimate capability of the
mirror, the coating-induced stresses may make the final shape unachievable. Recent research
has shown that coatings can even be used to enhance the mechanical design [88].
Packaging and Deployment
The method of deployment is the most significant systems issue next to shape precision. The
large ratio between the O(≥10m) deployed mirror diameter and O(≤ 4m) launch vehicle
size combines with the O(50nm) accuracy requirements of an IR/optical telescope to create
a challenging deployment problem. Decisions about the deployment procedure affect the
requirements upon actuation, structural support, and sensing, and so deployment is the
most significant systems concern next to shape precision.
Stowage is an inherent part of the deployment method, and the loading of the membrane
during the stowage and transportation process needs to be considered because events like
folding can induce inelastic deformation and alter the membrane shape. The designers of
optical and infrared systems will need to apply all the lessons learned in making inflated
radio-frequency reflectors (RF antennas), such as the use of a rolling- rather than folding-
type stowage scheme [12]. Cadogan et al. [12] directly assert the need to consider deployment
as a design driver rather than an afterthought.
Decisions about deployment affect various aspects of the structural system. Rolling-
type stowage may limit the allowable mirror curvature because of the loading imposed by
rolling the doubly-curved surface into a singly-curved surface (i.e., a paraboloid or spherical
section into a cylinder). Rolling without folding also implies that the maximum dimension
for a rolled optical component is limited by the launch vehicle; subapertures may be the
only way to roll the mirror surfaces within this length restriction.
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Mechanical State
Three factors define a loading regime of small positive principal stress resultants across the
membrane:
1. Wrinkling: A non-positive principle stress resultant defines the wrinkled state of a
membrane, and wrinkling by definition causes a large mirror shape error. A typical
wrinkling scenario for an axisymmetric system is a positive radial stress resultant and
a zero circumferential stress resultant. Positive stress resultants are therefore desired.
See Jenkins et al. [37], Libai and Simmonds [50], and especially Adler [1] for a review
of wrinkle field modelling.
2. Creep: The principle stresses should be small relative to material yielding to minimize
the effect of creep in the viscoelastic membrane. Creep has been identified in the
literature as an issue for membrane structures [20, 60]. Creep may be less of a problem
for systems in which the spatial gradient of pressure can be adjusted; creep can be
viewed as a change in initial shape, and the pressure distribution can be adjusted
according to that new initial shape. The yielding behavior of membrane mirrors is not
well understood currently for the space environment yet will need to be characterized
to ensure long-term performance.
3. Dynamic Response: The magnitude of the in-plane stresses partially determines the
response to out-of-plane dynamic disturbances, and so the stress resultants should be
as large as creep concerns will allow.
2.1.2 Disturbance Environment
The need for fine pointing, tracking, and reorientation in spaceborne telescopes presents a
significant dynamic disturbance environment for structural control. The attitude control
system, which might include reaction wheels, will introduce harmonic disturbances to the
system. Reorienting the spacecraft to new targets will provide perhaps the largest dynamic
disturbance. Davis and Agnes [16] provide a summary of the disturbances acting upon a
very-low-density, gossamer-type structure.
Reorienting the spacecraft also changes the thermal loading from the sun, and so the
thermal environment must be considered as a disturbance. A shroud must be considered
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as a reasonable means to achieve thermal isolation so that thermal gradients do not place a
spatially-distributed (and maybe time-varying) load on the mirror. A shroud is significant
to the system structural problem because a shroud would be a significant fraction of total
telescope mass.
In addition to heating from the sun, the pressure of light from the sun applies a force
that can have a significant effect on low-density structures made from membranes. If the
solar pressure is taken to be the average solar flux [48] divided by the speed of light, then
the equivalent solar pressure would be about ∼ 4.53 × 10−6 N
m2
. For a 20m telescope with
an approximately 20m × 20m shroud cross-section and mass concentrated at one end, the
solar pressure produces a static moment of ∼ 0.018N -m.
2.1.3 Summary of Desired Properties
The knowledge about the desired and required qualities of the systems design can be sum-
marized as guidelines:
• Manufacturing
– The ability to manufacture the initial shape should be included in the design
process. One possible rule is to avoid aspheric initial shapes.
– Limits on the magnitude of spatially-distributed imperfections need to be im-
posed upon the manufacturing process according to the sensitivity of the me-
chanical response.
• Packaging and deployment
– The stowage scheme should rely fundamentally on rolling the membrane while
minimizing the amount of membrane folding.
– In order to incorporate a rolling-type stowage scheme, “modest” curvature and
launch-vehicle-size fundamental length are desired.
• Design
– The principle stresses in the membrane mirror are positive and as large as possible
without inducing material creep.
54
– The science light cannot transmit through a lenticular surface. This assumption
rules out simple inflation of the primary.
2.2 Concepts for Precision Shape Control
Structural control research for membrane mirrors can be better understood through exam-
ination of the required structural components. Figure 2.1 shows an example configuration
with a symmetric, monolithic primary mirror. Although some variations on the general
design do exist, a membrane mirror telescope will likely have the components listed in this
section. The numbers correspond to Figure 2.1.
1. Receiving optics in the direction of the mirror focus
2. Reflecting membrane mirror
3. Support rim at the membrane outer boundary
4. Method of applying a pressure-type loading to the membrane
5. Structure that connects the membrane mirror to the receiving optics
6. Outer membrane shroud for regulating the thermal and/ or electromagnetic environ-
ment
(2) Reflecting membrane
(3) Membrane support rim
(1) Receiving optics (6) Outer protective shroud[not shown]
(4) Method of applying a
pressure loading
(5) Connecting structure
Figure 2.1: Illustration of structural components for a membrane mirror telescope.
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2.2.1 Shape of Primary Mirror
The primary mirror can be made into many shapes, three classes of which are represented
in Figure 2.2 as area projections. The most common shape or “planform” is circular—
also called “filled” or “monolithic”. An annular system is used to provide a light path
for receiving optics located behind the primary mirror. Just as the removal of the center
hole affects the spatial and spectral characteristics of the annular mirror, the reduction of
the mirror to separate subapertures affects the spatial performance of the mirror but not
the absolute ability to form images. While presenting separate alignment challenges to the
structural control system, the subapertures also introduce flexibility into the system design.
Each class of shape also has three reasonable subcases: the near-parabola and starting-from-
flat are initial-shape cases discussed commonly in the gossamer spacecraft literature [23, 32]
while the spherical initial shape is introduced as a near-parabolic initial shape with constant
curvature in both principal directions.
With inflated struts as the frame elements, Figure 2.3 illustrates different concepts for
the construction of a telescope with a filled or annular membrane primary mirror. In each
case a ray is drawn to represent the path followed by the incoming signal. The membrane
mirror is held by an inflated rim structure and may have a shroud for protection from
thermal disturbances.
2.2.2 Structural Plant
The structural components can be divided into the primary mirror and the connecting
structure.
Primary Mirror
Simple methods, i.e. a uniform membrane with uniformly applied pressure and fixed bound-
ary conditions, do not produce an optical-quality membrane paraboloid. The literature pro-
vides three widely-discussed methods of static shape-forming of membrane paraboloids [68],
[23]: (1) a near-paraboloid mirror loaded by a radially-constant pressure, (2) a flat mirror
loaded with constant pressure and radial boundary displacements, and (3) an unloaded
paraboloid membrane. Each method has difficulties either with manufacturing, deploy-
ment, shape, or dynamic behavior. This apparent difficulty in achieving a good solution
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Filled Annular
Subapertures
Figure 2.2: Shape of mirrors as viewed from focal point (the top view, also the mirror
“planform”). Filled is the most common geometry in the literature, annular
is most like current large mirror systems, and subapertures represent the
most beneficial size for stowage and membrane dynamic behavior.
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Inflated
Side View
Top View
Filled
Electrostatic
Annular
Electrostatic
Shroud-less
Filled
Electrostatic
(a) Concepts with shroud
(b) Concepts without shroud
Figure 2.3: Cut-away illustrations of different concepts for single-reflector membrane
mirror designs; for clarity only surfaces that intersect with the cut-away
plane are shown. A single ray represents the light path for each design.
Toroids are represented as circles and cylindrical struts as rectangles. Possi-
ble struts are drawn as dashed lines. “Inflated” is the only concept in which
the signal must pass through a transmissive membrane prior to reaching the
primary reflector.
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indicates that more options need to be studied. With these three loading cases and the
three planform shapes from Figure 2.2, a set initial-shape-plus-loading cases is identified in
Section 2.4.
The geometry of the mirror combines with the boundary conditions provided by the rim
and the pressure loading to define the mechanical state of the mirror, with the shape com-
pletely dependent upon the initial shape and loading. Moreover, the ability to manufacture
the nominal initial shape and achieve the nominal final shape must be studied and proven
through sensitivity analysis.
Connecting Structure
The structural support of the membrane primary mirror fulfills different yet interacting
roles. First the rim must be positioned to tolerances similar to the mirror requirements
over the entire circumference. Next the rim support must provide enough stiffness to be
the reaction structure for the application of loads to the membrane mirror. Lastly, the
rim support connects the membrane to the rest of the telescope structure and provide the
conduit for the exchange of energy between spacecraft and mirror during dynamic excitation.
Thus the membrane mirror rim support must provide a highly accurate and stable mirror
boundary condition while receiving and rejecting disturbance inputs from other locations
in the spacecraft. Figure 2.4 shows how the membrane may be attached continuously or at
discrete points.
Using inflated film struts as supports for membrane mirrors promotes a uniform struc-
tural density, i.e. a film support for a film reflector. Previous experiments have shown
inflated tubes to have beam-like behavior [53], and so the modelling of the support struc-
ture appears reasonably straightforward. One system study shows that a dynamics-based
criterion on the support struts leads to a support mass that is a significant fraction of the to-
tal mass [72]. The ability to fold these structural members allows many stowage possibilities
that accommodate the needs of the mirror.
2.2.3 Actuators
Actuators are required both for static shape-forming and for dynamic disturbance rejection;
examples of three types of actuators for membrane mirror systems are given in Table 2.1.
Discrete actuators can be added at the attachment points, as represented in the “Discrete”
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Continuous Discrete
Figure 2.4: Illustration of different methods of attaching membranes to outer ring sup-
port structure. The rings are drawn such that the membrane areas are
approximately equal.
case of Figure 2.4, or embedded in the support rim. Action at discrete points is fairly com-
mon to the structural control community while the action over a continuous surface deserves
closer attention. With the need for extreme precision, non-contact actuator methods are
preferred to eliminate print-through problems of contact actuators.
Distributed, non-contact actuators are desired for the membrane mirror. Distributed
actuators provide a means of adjusting the local mirror shape, a feature that the constant
pressure of gas inflation cannot provide. Non-contact actuation is derived from the two
classes of interaction between some system input and mechanical load/ response.
1. Electromagnetic actuation:
(a) Electrostatic forces (Electric field ⇒ force).
(b) Piezoelectric strains (Charge ⇒ strain, with hysteresis).
(c) Electrostrictive strains (Charge ⇒ strain, with hysteresis).
(d) Magnetostrictive strains (Magnetic field ⇒ strain, with hysteresis).
(e) Photostrictive strains (Light/ photons ⇒ strain, with hysteresis).
2. Thermal actuation:
(a) Thermal expansion (Temperature ⇒ strain)
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Table 2.1: Selection of actuators for membrane primary mirrors.
Type Action Actuator
Pressure-Type: Over continuous · Gas inflation
surface · Active materials (manipulation of strain)
· Electrostatic attraction
Attachment At discrete · Voice coil
Cable Tension: points · Shape memory alloy
· Piezoelectric crystals: stacks or fibers
· Piezoelectric membrane
Support Ring: Over continuous · Piezoelectric crystal on bending surfaces
or discrete
boundary
· Piezoelectric membrane or fibers on stretch-
ing surfaces
· Cables internal to ring
(b) Shape memory response (Temperature ⇒ strain, with hysteresis)
Both electromagnetic and thermal fields can be applied to a membrane from a short distance,
and so the use of such fields can be exploited through either a normal material response
or a so-called “smart material” behavior. Electrostatic force actuation is the only method
to provide the combination of (1) distributed actuation, (2) a means to introduce in-plane
tension (as the reaction to pressure-type loading), and (3) a fairly wide temporal bandwidth
of operation.
2.2.4 Sensors
The position of the membrane and the support structure will need to be provided as inputs
to the closed-loop control system through a system of sensors. As with the actuators, the
sensors either provide information across a region of the mirror or at discrete locations on
the structure. Table 2.2 provides a selection of potential sensor types.
Because of the optical quality requirements on the mirror shape, the final mirror posi-
tion will need to be measured optically. A capacitance sensor, measuring the distance to
another conducting membrane, can assist in the membrane measurement task. Because the
boundary of the stretching-dominated mirror has significant influence over the behavior of
the mirror, knowledge of the boundary conditions is important to the structural control
problem. Measurements that show how out-of-flat the rim is and how uneven the boundary
tension provide the sensor information to make a closed-loop-control correction.
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Table 2.2: Selection of sensors for membrane primary mirrors.
Type Action Sensor
Membrane Over continuous · Capacitance (requires second membrane)
Distortion surface · Optical: wavefront sensor, interferometry
of discrete targets, holographic target, white-
light interferometer
Tension At discrete · Strain gauge on cables, support structure
points · Piezoelectric crystal on cable tensioner
· Piezoelectric membrane on membrane
Frame Distortion Over continuous · Accelerometers
or discrete · Micro-fabricated gyroscopes
boundary · Strain gauges
2.2.5 Controller
The goal of the overall control system will be to capture the optical figure of the telescope
(from the state of maximum error), calibrate the mirror and telescope, and maintain that
figure during all image-taking events. The achievement of optical figure can be conceptu-
alized as a series of subsystem figure problems, from (1) the figure of the primary mirror,
(2) the figure of any subsequent optics, and (3) the phasing between the primary mirror
and subsequent optics. The difficulty of performing these control tasks is defined by how
the whole system is built, and so questions of linearity, accuracy, and complexity must be
addressed. At the level of the primary mirror subsystem, the control system needs to form
the desired mirror shape and reject disturbances that alter that desired shape.
The selection of actuators and sensors is not a straightforward task for large membrane
structures. Forming a shape in a low-stiffness system with micron-level precision over tens
of meters is difficult. The type and distribution of both the actuators and sensors must
be decided in accordance with the chosen structure and deployment system. For instance,
the introduction of segments into the design also brings issues of sensing and actuating the
segment boundaries.
2.3 Performance Metrics
In this section a metric is defined to represent the most important, mission-critical per-
formance. Although optical systems are complicated and involve different types of errors
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in any given system, the ability of the impinging wavefront to travel in its nominal direc-
tion and phase is the single most important property of a telescope system. With the bias
phase error fairly easily removed within an optical system, the standard deviation (also
“bias-removed RMS”) of the pathlength error is the single most important performance
metric [83]. Appendix A elaborates on this idea with a longer discussion and diagrams of
the wavefront.
From Appendix A the metric is the area-averaged standard deviation of the pointwise
wavefront error, or pathlength STD metric Z[∆LSTD].
∆L ≡ 1
AWF
∫
AWF
(∆L) dAWF
=
1
AWF
∫
AWF
[(W −w) · eˆL] dAWF
Z[∆LSTD] ≡
√√√√ 1
AWF
∫
AWF
(
∆L−∆L)2 dAWF (2.1)
where AWF is the axial projection of the area of the reference wavefront surface.
Two very different examples provide the boundaries for the numerical range of interest
for the error.
1. Use of advanced correction techniques in the optical bench: one micron of error for a
20m-diameter mirror.
∆¯1 ≡ ∆1
Rout
=
1× 10−6m
10m
= 10−7
2. Standard optical error: for a wavelength of interest at 500nm over a 20m-diameter
mirror, the desired error is one-tenth the wavelength.
∆¯2 ≡ ∆2
Rout
=
1
10(500× 10−9m)
10m
= 5× 10−9
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Figure 2.5: Representation of benchmark problems. The drawing shows a single merid-
ian for the axisymmetric problem, with unloaded and loaded states.
The range of interest for the error is thus delimited by ∆¯1 and ∆¯2.
2.4 Benchmark Problems
Model accuracy results are not desired for every possible class of geometry and loading, and
so a set of benchmark problems is chosen according to the loading and geometry guidelines
from Sections 2.1–2.3.
The benchmark problems reflect the following assumptions:
• Each problem in this body of work will be axisymmetric over the entire domain
0 ≤ r¯ ≤ 1, as represented in Figure 2.5. The axisymmetric condition limits the
field variables to mathematically “even” distributions.
• The initial shape is load-free.
• Both a pressure and boundary load is applied to achieve the final shape.
• The boundary load is assumed to be the meridional stress resultant rather than a load
at an arbitrary geometry. Moreover, for the statics problem, the boundary is always
taken to be load-based (stress resultant) rather than displacement-based (“rigid”,
“flexible”, etc).
Three geometries lead to a comprehensive set of four benchmark problems:
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1. Sphere to sphere, or “constant pressure on a spherical cap,” is the only solution in
which an exact, closed-form solution is available. Although the closed-form solution
is developed for a full sphere, the boundary conditions on a spherical cap can be
specified so that the solution is identical to a cut-out section of a full sphere.
A non-dimensional radius of r¯sph = 4 is used to specify the final shape because the
shape is similar to an f/1 paraboloid. The 4 enters when the inverse of the second
derivative, 4f∞ for a parabola, is taken to approximate the radius of curvature.
2. Flat to paraboloid provides a tie to the classic problem in structural mechanics of
constant pressure applied to a tensioned, flat membrane. Since the final shape of
this constant-pressure case cannot be specified in closed-form to arbitrary accuracy,
using the inverse solver of Chapter 4 for the constant-pressure case is inappropriate.
Instead, however, a very similar problem is used here. The final shape is taken to be
a paraboloid, and hence the applied pressure is allowed to vary with radius.
In order to look at a range of pressure loads, the final shape is solved over a range
of final focal ratios, from very high values down to 1, i.e. almost-flat shapes down a
depth to radius ratio of around 1:8.
3. Paraboloid to paraboloid provides an example with the desirable combination of an
optically-useful, highly-curved final shape with small loading. Both f/1 and f/5 final
paraboloid shapes are considered, and a range of initial paraboloid shapes are used to
cover a range of load magnitude. The paraboloid-forming case is considered the most
general problem of the three geometries because neither the initial nor the final shape
has a special symmetry.
The unity focal ratio represents a filled or annular system as in Figure 2.2 while
the larger focal ratio, f/D = 5, represents the subaperture case. Assuming that the
subaperture case is a parabola rather than an off-axis shape is a reasonable approxima-
tion; this idealization is valid in the context of studying systems design trades though
would need improvement prior to implementation. Figure 2.6 shows an illustration of
the relative depth of the two focal ratios.
In each case a range of problems is solved by varying the initial and final shapes such that
the range of loading varies from small to large.
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Figure 2.6: Illustrations of two focal-ratio cases, f/D = {1, 5}, drawn with approximate
depth-to-width scale. The subaperture f/D = 5 case is shown as a cut of
the deeper f/D = 1 case.
The dimensions used in this work will be based upon a primary mirror 10m or more in
diameter and tens of microns thick. Appendix C shows representative properties for two
different polyimide membrane cases; the range of property values reflects the different values
reported by different research groups. Because the material has been rated for use in space,
the NASA-Langley-developed LaRC-CP1 is used for the baseline case in this research. The
choice of a polyimide membrane is consistent with other research in the field [68], though
the behavior of such a membrane reflector in the space environment is not considered well-
characterized.
2.5 Summary
The system aspects of membrane primary mirrors for spaceborne telescopes are discussed
in detail, with an emphasis on the structures challenges. The basic geometry and require-
ments are given, and a list of desired properties are generated. The discussion about the
possibilities for structural control helps to motivate the set of features needed in the model.
The section on performance metrics shows that the standard deviation of the pathlength
error is the most appropriate, most mission critical metric for comparison of two mirror
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shapes.; hence the pathlength standard deviation is chosen for use later in the thesis.
From the system-level needs a set of benchmark problems is generated as problems of
interest for further study. The sphere-to-sphere case is chosen because a closed-form solution
is available, flat-to-paraboloid as a problem similar to existing work, and paraboloid-to-
paraboloid as the most general case.
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Chapter 3
Membrane Structural Models
————————————————
Objective of Chapter :
To develop a family of membrane models within a consistent assumption frame-
work and define the methodology used to quantify the optical-level predictive
accuracy of models.
————————————————
The term “model” describes an abstracted representation of a physical behavior. In this
work the models are equations that are all directed at predicting the shape of membrane
mirrors subject to representative loads. A model that describes structural behavior contains
three parts.
1. Equilibrium: Stress-load equations
2. Kinematic: Strain-displacement equations
3. Constitutive: Stress-strain equations
The equilibrium and kinematic equations contain assumptions based upon geometry, and in
this chapter the assumptions that define common membrane models are explicitly derived
and placed into a framework for later comparison. Figure 3.1 represents the geometry of
the doubly-curved membrane mirrors considered in this thesis, with curvilinear coordinate
directions shown for a differential area.
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Figure 3.1: Geometry of doubly-curved mirrors: curvilinear surface coordinate directions
eˆφ and eˆθ and example meridian.
3.1 Modelling Choices for Structural Control
In this section the requirements upon the membrane mirror models are discussed, solutions
from the literature are acknowledged, and model error concepts are introduced.
3.1.1 Model Requirements
The modelling of membranes as primary mirrors appears to require a two-step modelling
process: nonlinear predictions of static shape and linear predictions of dynamic response.
A generic representation of a non-linear static response is given by
xeqm = xeqm(x0,Feqm) (3.1)
where the equilibrium position xeqm is calculated as a deformation from initial position x0.
Figure 3.2 provides a graphical flow that shows how inverse and forward modelling is
used in the statics modelling process. Inverse modelling is used for initial determination of
the mechanical state and for final correction, while forward modelling is used to assess the
effects of disturbances and actuators on the system.
A linear dynamic system can be represented in state-space form as
d
dt
(x− xeqm) = A(x− xeqm) +Buu+Bww (3.2)
y = Cy(x− xeqm) +Dyuu+Dyww (3.3)
z = Cz(x− xeqm) +Dzuu+Dzww (3.4)
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Nominal Equilibrium
State
Nominal Initial
State + Loading
Imperfect Initial
State + Loading
Quasi-Static
Disturbances
Manufacturing
Imperfections
Disturbed Equilibrium
State
Acceptable Equilibrium
State
Nominal
Actuator
Influence
Actuators
DESIGNMODELLING (INVERSE)
PERFORMANCE MODELLING (FORWARD)
DISTURBANCE CORRECTION (INVERSE)
PERFORMANCE
MODELLING
(FORWARD)
Figure 3.2: Statics modelling flow for true membrane mirrors that shows how imperfec-
tions, disturbances, and actuators affect the state of the membrane.
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where x refers to the current shape. The goal for optics is to maintain the final shape x
close enough to a target shape xtarget so that the shape of the reflected wavefront is within
a given tolerance. The initial problem is to form the equilibrium shape xeqm close enough
to xtarget, and the dynamics problem is solved to keep x− xeqm within the error tolerance.
A membrane mirror model has many uses for structural design and control:
1. Initial State:
(a) Initial Shape, x0, and Initial/ Nominal Loading, Feqm. Just as for a string, the
tension distribution in a membrane affects the dynamic response. Hence the
static/ steady-state solution— initial shapes and corresponding loadings— must
be well understood. For the case of a membrane under loading in the steady-
state, the solution must be known to sub-micron accuracy for visible optics.
2. Final mirror shape performance:
(a) Performance = RMS deflection, zRMS. The primary performance is the tem-
poral and spatial RMS of the position error relative to the exact desired shape,
in all cases here a paraboloid.
3. Response to dynamic loading:
(a) Free Modal Response/ Open-Loop Plant Characteristics, AOL. What are the
mode shapes and frequencies of a range of initial geometries? Of particular
interest are (i) the cases from the earlier statics work and (ii) the no-tension case
as offered by the AFRL/ Jenkins concepts.
(b) Open-Loop Response, Gzw. A spacecraft is subjected to reorientation (slew)
and on-board disturbances. The effect of the disturbances upon the performance
needs to be determined.
(c) How linear? x˙ =? Once the linearized behavior is understood, the limits of
the linear models should be explored. Geometrically exact steady-state models
will provide guidance as to the loading levels for linear behavior. Because the
most useful problems for optics involve small material strains, the dominant
nonlinearity for these problems is the geometrical effect of large deflection upon
the tension and strain fields.
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4. Boundary conditions:
(a) Support Flexibility, AOL. The support flexibility affects the dynamic modes
(frequency and shape). The flexibility can be varied from approximately rigid to
approximately free in order to observe the effect on the frequency and ordering
of the dynamics modes.
(b) Controllability of Tension Actuators, Bu−tension. A common way to hold mem-
branes is to connect them to a support ring at a discrete number of locations.
What level of controllability do tension (strain) actuators at the supports pro-
vide?
(c) “Smart Ring,” Bu−ring. If the shape of the boundary is actuated, what influence
do the actuators hold over the membrane dynamics?
5. Spatial variations:
(a) Material Non-uniformity, δE(r, θ), δh(r, θ). What effect do spatial variations
in the material properties have on the final shape? This is primarily a statics
issue. What is needed is some idea of the spatial-filtering ability of the structural
control system so that the manufacturing requirements can be set.
(b) Pressure Errors, δp(r, θ). How do spatial variations in the applied pressure field
affect the final mirror shape? What are the spatial filtering characteristics of the
membrane subject to the loading?
A couple of philosophical points about approach are worth noting at this point.
• The assumption framework in this chapter does not explicitly track the order of the
assumptions but instead focuses on the effects of the assumptions on the predicted
shape. The danger is that the assumptions made have not involved the highest-order
relevant error. In efforts such as Wilkes [88], for example, the order of the error is
tracked directly, but the trade-off comes in making an a priori assumption of the
functional dependencies of the variables.
Given that a series of assumptions is introduced to the modelling process, the current
approach shows a tractable transition from exact to simple models and compares the
effects with the most useful metric.
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• Much attention is paid in the theories of shells to edge effects and the region of
edge effects. It is proposed here that one of the purposes of the structural control
is to maintain membrane boundary conditions such that a membrane state is always
maintained (zero level of transverse load). Maintaining the membrane state aids in
the predictability and smoothness of the solution.
Inclusion of bending theory is thus required to predict the off-design response.
3.1.2 Published Solutions
Table 3.1 summarizes solutions from the literature for the “semi-inverse” static design prob-
lem. Although the solutions appear in the same table, the models used are slightly different
in each of the different references. The columns of Table 3.1 divide the existing models into
series and discretized-numerical solutions for the problem of determining the loading given
initial and final shapes. Few solutions to these problems have been published, while the
method of Chapter 4 is seen to cover the cases of interest.
Table 3.1: Axisymmetric solutions for static shape forming and design from the lit-
erature, divided according to problem geometry. Each method allows the
designer to calculate the loading based upon chosen initial and final condi-
tions.
Shape Transformation Series Solution Numerical
Flat ⇒ Paraboloid Vaughn [84] [Chapter 4]
Cone ⇒ Paraboloid [Chapter 4]
Sphere ⇒ Paraboloid [Chapter 4]
Sphere ⇒ Sphere [Chapter 4],
Juang and
Huang [39]
Near-Paraboloid ⇒ Paraboloid Greschik et al. [24],
[Chapter 4]
Flat ⇒ Sphere Hart-Smith and,
Crisp [29]
[Chapter 4]
Equation development observed in the literature is recorded in Table 3.2 by problem
type, linearity, and symmetry. A wide variety of models is thus available in the literature
for shape forming, static performance, and dynamic performance, both axisymmetric and
nonlinear cases. The connection between modelling choices and final prediction accuracy,
however, is deficient in the literature.
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Table 3.2: Division of equation development from the literature into axisymmetric vs.
3D and linear vs. nonlinear over the static forming, static performance, and
dynamic performance responses.
Linear (L) or Nonlinear (N),
and Description
Axisym. Full 3-D
Static Forming N Solution approach with met-
ric tensors and ν = 0.5
[84] [22]
N Shell theory, with deformed
equilibrium
[39, 17] [39]
Static Performance L Membrane theory [82, 5] [82]
L Membrane theory;
nθ Fourier solution
[67]
N Exact theory in tensor nota-
tion
[50] [11, 50]
N Deep shell theory [51, 77]
N Large-deflection [82]
N “Elastic sheets” to curved
membranes
[9]
N Membrane theory [86]
Dynamic Performance L General tensor presentation [11]
L FEM [49]
L General presentation of as-
sumed modes
[77]
L Zonal model; ID from exper-
iment
[32]
N FEM: modal and time simu-
lation
[79]
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Similarly, Table 3.3 has rows and columns sectioned for problem type, linearity, and
symmetry. Once again a variety of methods is observed in the literature, yet the discussions
in the sources do not discuss accuracy either at all or at a level applicable to optics.
Table 3.3: Division of solutions from the literature into axisymmetric vs. 3D and an-
alytical vs. numerical over the static forming, static performance, and dy-
namic performance responses.
Analytical (A) or
Numerical (N)
Axisym. Full 3-D
Static Forming A Exact (ν = 0.5) [29]
A Series (ν = 0.5) [84]
N Finite difference [39, 24, 17]
Static Performance A Ritz/ Galerkin [64, 15, 58]
A Ritz+ [64]
N Nonlinear Ritz [81]
N Series [30, 19, 87,
59]
N Finite difference [64, 76, 24,
25]
N FEM [6, 58, 69]
Dynamic Performance A Exact [42]
A Exact as approx. [44, 90]
N Ritz/ Galerkin [77]
N FEM [10, 69, 28,
33, 35]
[69]
3.1.3 Model Error Concepts
The challenge for modelling stems from the accuracy and precision needs of the final system.
The optical performance of the telescope mirror will depend upon the exactness of the
shape at the level of fractions of a micron, about 10−9 times the diameter or 10−3 times the
thickness. While prediction accuracies on the order of 10−3 times the fundamental dimension
are common in engineering, a 109 scale difference between the fundamental structural length
dimension and the performance tolerance dimension brings into question standard structural
modelling practice. A basic question is whether optical-level behavior can accurately be
predicted in this case; if not, an additional level of complexity might be needed in the
control system.
Iterative solution methods such as nonlinear finite difference enable specification of a
rather arbitrary precision, but the modelling assumptions will not support an arbitrary level
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of precision. Quantifying the relative importance of the modelling assumptions establishes
the accuracy of the modelling predictions.
The potential sources of inaccuracy in structural modelling can be divided into three
classes:
• Form of equations. Reference equilibrium to the undeformed or deformed geome-
try? Use exact trigonometric quantities or polynomial approximations? Include both
stretching and bending effects for a membrane? Solve multiple length scales indepen-
dently?
• Material/ manufacturing. How do reasonable variations in thickness, elastic mod-
ulus, or Poisson’s ratio affect the predicted deflection? What about manufacturing
imperfections such as being slightly non-circular?
• Loading and boundary condition inaccuracy. (Input to the structural problem). To
what tolerance can the loading and boundary conditions be applied?
Modelling uncertainties can be placed into three classes.
1. Mathematics: model and solution
2. Material : spatial variations in the material properties (the material response)
3. Structural : rim out-of-flatness, boundary tension variations, loading spatial variations
(the material loading)
Mathematics is the first logical class to study because good modelling tools need to exist
in order to study material and structural uncertainties.
Curved membrane mirrors are idealized as surfaces for mathematical analysis. Surfaces
such as paraboloids and spherical caps have finite curvature in both principal coordinate
directions, and the response of the surface to loading is predicted with shell theory. Pre-
dicting optical performance of 10m and larger membrane mirrors involves having O(10−8)D
confidence in the deflection predictions. Precision and accuracy of the solution become very
important.
The quality of modelling can be stated in terms of modelling and precision. For a
modelling approach to be accurate enough, the model needs to be able to represent the
actual system behavior to the required number of significant digits in the field quantities.
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Modelling assumptions influence the model accuracy. How well the solution represents
the model determines the modelling precision. Since the accuracy of the final prediction
is largely dependent upon the modelling assumptions, the precision of the solution need
not be greater than the accuracy of the solution method; i.e., there is no need for 20-
digit precision on a 4-digits-of-accuracy solution. The benchmark problems introduced in
Section 2.4 provide a starting point for making these comparisons of accuracy and precision.
• Modelling accuracy indicates how well the equations predict the behavior of the phys-
ical system. In the context of membrane mirrors, the “behavior” is the shape change
due to actuator and disturbance loading. The assumptions that lead to the governing
equations, i.e. “the model,” also establish the limiting accuracy to which solutions
will predict the deflection response of the material.
• Solution precision indicates how well a solution represents the governing equations.
Precision varies between solution methods and can often be increased by increasing
the number of terms or degrees of freedom.
Figure 3.3 provides a notional plot of how modelling accuracy and solution accuracy are
related. For a solution method such as finite elements, an increase in solution precision is
gained from an increase in the number of elements. Other approximate solution methods
will have similar behavior. The modelling assumptions limit the accuracy at which the
solution represents the physical world, however, and the total error stems from both the
assumptions and the solution method. This limit in possible accuracy is the model error or
model accuracy.
The goal of the model selection process is to find the set of equations whose limiting
modelling error is at least one order of magnitude less than the level of desired performance.
For optical mirrors with an O(10−8) performance-to-radius ratio, the modelling and solution
procedures must have a combined error at or below this level.
3.2 Curved-Membrane Models
Many different types of models have been used by different authors in the literature of
spacecraft reflectors made from large curved membranes. With the notable exception of
the one paper that uses the axisymmetric exact membrane shell theory [23], none of the
78
Precision of solution method
(number of terms or elements)
Error in
Prediction
Solution 
Method 1
Solution 
Method 2
Model 
error
Solutionz∆
Assumptionsz∆
Figure 3.3: Notional representation of model error, divided into ∆zAssumptions, the lim-
iting error due to modelling assumptions, and ∆zSolution, the error due to
inaccuracy in the solution method. The solution accuracy is assumed to
improve to a limiting value as the solution accuracy is increased.
authors has offered a justification of the model choice based upon the assumptions inherent
in the chosen model. In this section the different models in use for curved membranes
are developed from the most exact to the most approximate, with an explanation of the
assumptions used to generate each subsequent model.
The series of models presented here are not unique. Rather, a different author might
choose a different series of assumptions; a good example of a different series of approxi-
mations is the Donnell-Mushtari-Vlasov equations [77] that include a mixture of bending
and extension assumptions. Another example of an approach is the small-strain theory
presented in Reissner [71]. The present series of models was chosen because each has been
used in the membrane literature.
3.2.1 Previous Study
The Greschik et al [23] paper presents the only work which is comparable to the current
effort. Inverse and forward solvers are developed for the axisymmetric exact membrane
theory, and the effect of introducing modelling assumptions is quantified for a discrete set
of loading conditions.
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The lessons from the study include:
• The final-shape errors increase as the pressure load increases.
• The radial component of the deflection solution is important for assessing accuracy.
Figure 7 (of [23]) shows that ignoring the axial component of the solution increases
the error, especially away from the center (r = 0).
• The small-angle assumption is more important for accuracy than approximating the
constitutive model, using deformed versus undeformed basis, or assuming the pressure
to only act in the axial direction.
• All of the assumptions appear to be important for the optical problem. For the
initially-flat, inflated-to-250psi problem shows that each individual assumption leads
to error larger than optical tolerances.
The error form in the cited study is
∫
A
[2(zexact − zapprox)]2 dA (3.5)
The limitations of the study include:
1. Limited choice of geometries in the benchmark problems. Loads are applied to flat
membranes to result in apex stresses of {125, 250, 500, 1000}psi and to curved mem-
branes of various final focal ratios to result in apex stresses of {500, 1000}psi.
2. Level of reported error. The paper is directed towards use of membranes for reflecting
radio frequencies, and the stated error level of interest is 100µm, well above optical
levels. In general, the multi-micron error levels reported are much larger than the
error levels of interest for optics.
The forward solver used for model comparison had a limiting accuracy of 0.1µm, and
so the accuracy-comparison tables were discretized to 0.1µm. The results are difficult
to read at the optical level and do not show a continuous trends.
3. Comparison to existing solutions. While the individually-addressed model errors are
interesting, the models in use by other researchers have these assumptions in various
combinations.
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3.2.2 Assumptions: Geometric and Moment-Free
Modelling assumptions for a structure are applied to the three basic types of equations that
constitute the model:
1. Equilibrium (stress ↔ load);
2. Kinematic (strain ↔ displacement); and
3. Constitutive (stress ↔ strain).
The assumptions that affect the equilibrium and kinematic equations are discussed in this
section. For all of this work, the constitutive equations are assumed to follow that of linear
elastic behavior of an isotropic material; wrinkling and orthotropic materials are outside
the scope of this work. The most important assumption used in the current analysis is that
the structure is free of distributed moments. This is the membrane assumption, that the
structure responds to loading by extension rather than bending.
Many authors cite Reissner [71], who provides guidelines for differentiating bending-
dominated and stretching-dominated (membrane) regions of parameter space. The results
of Agnes and Wagner [2] also provide a way to estimate the validity of the membrane
approximation.
• Reissner [71] shows that a stretching dominated response is observed for shallow spher-
ical shells when
pR2sph
Eh2
À 1
for spherical radius Rsph. In terms of the non-dimensional variables used in this work
and described in Appendix B, the inequality becomes
p¯R¯2sph
h¯
À 1
In the current work, a unit focal ratio and a relative thickness of h = 10−6rout
is of interest. For a focal ratio of one, the spherical radius is approximately four
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(R¯sph(f/1) ≈ 4). These parameters lead to
p¯(4)2
10−6
À 1
p¯ À 6.25× 10−8
This level of pressure is much smaller than the O(10−2) level of nondimensional pres-
sure used during the static design work, and so the stretching behavior dominates the
response over the bending behavior.
• Agnes and Wagner [2], in combination with Rogers and Agnes [73], apply a matched
asymptotic expansion solution from Nayfeh [66] in which an interior membrane solu-
tion is matched to an exterior bending solution. The tests in these papers apply for a
large nondimensional thickness, ∼ O(10−3), and small in-plane load N0. By using the
standard definition for plate bending stiffness D, the perturbation term ² is defined
² =
√
D
R∗2N0
(3.6)
and then transformed to
² ∼
√
h¯2
N¯0
(3.7)
The perturbation term for the experiment is O(10−1), but an experimental system
(as discussed in Chapter 2, Systems Design) will have a much smaller term, O(10−4)
or O(10−5).
A closer examination of the solution reveals that the micron-level deflections of the
experiment correspond to much smaller deflections in the scaled system, as well as a
10−3 × rout region in which the edge effect becomes noticeable (“noticeable” defined
by solution shape function reaching a magnitude of O(10−6)).
3.2.3 Derivation of Nonlinear Models
The important mathematical relationships for shell analysis are reviewed in the stress-type
discussion in Chapter 5 and the differential geometry discussion in Appendix D.
Figure 3.4 summarizes the different membrane models and modelling assumptions in
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a flow chart. The assumptions are mostly geometric and affect both the equilibrium and
kinematic relations. The form of the non-dimensional variables is given in Appendix B.
Table 3.4 lists the assumptions used to generate the series of equilibrium equations
detailed in Fig 3.4, from geometrically exact shell theory to the classic axisymmetric, small-
slope equations.
Table 3.4: Equilibrium equation assumptions for the series of models in Fig 3.4, listed
in order of decreasing accuracy. Each row represents the addition of an
assumption.
MODEL CRITICAL ASSUMPTION
Exact Shell, Includes Bending (ES) • No assumptions/ exact geometry
Exact Membrane Shell (EMS)
• Zero moment
Mαβ(φ, θ)→ 0
Axisymmetric Exact Membrane
Shell (AEMS)
• Axisymmetric initial geometry
∂(Rθ sin θ)
∂θ
→ 0, gφθ = gθφ = 0
• Axisymmetric response
nφθ → 0, nθφ → 0
Axisymmetric Membrane Shell
(AMS)
• Small strains; reference lengths changed to undeformed
coordinates
1 + εφφ → 1 and 1 + εθθ → 1
nγβ → Nγβ , rγ → Rγ
Axisymmetric Improved Large De-
flection (AILD) from Curved
• Small angle approximation (Order α20 and higher → 0)
sinα0 → dwdr , cosα0 → 1
• Radial stress resultant rather than meridional
Nφ(R) cosα0 → Nr(R)
Improved Large Axisymmetric De-
flection (AILD) from Flat
• Same as AILD from Curved, yet no initial slope(
dw
dr
)
0
= 0
Axisymmetric Large Deflection
(ALD) from Curved
• Pressure approximated as an axial load
pz → p
pr → 0
Axisymmetric Large Deflection
(ALD) from Flat
• Same as ALD from Curved, yet no initial slope(
dw
dr
)
0
= 0
Axisymmetric Small Deflection
(ASD) from Flat
• Stress resultants do not change with loading
Nr(r)→ N0
Nθ(r)→ N0
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Exact Shell (Includes Bending), ES
Exact Membrane Shell, EMS
Axisymmetric
Membrane Shell, AMS
Axisymmetric Improved Large
Deflection, AILD, from Curved
Axisymmetric Exact 
Membrane Shell, AEMS
Axisymmetric Improved Large
Deflection, AILD, from Flat
Axisymmetric Large 
Deflection, ALD, from Curved
Axisymmetric Small
Deflection, ASD, from Flat
• Moments, Shear  0
• Initial slope  0
( , ) 0r rN
r
θε ε∂
=
∂
• Change reference lengths to
undeformed coordinates:
( ) 0, 0n nφθ θφθ
∂
= = =
∂• Axisymmetry: 
1 1, n Nα α αε+ → →
Axisymmetric Large
Deflection, ALD, from Flat
• Initial slope  0
• Small angle approximation:
• Pressure approximated 
as axial load:
sin , cos 1dw
dr
φ φ→ →
, 0z rp p p→ →
Figure 3.4: Taxonomy of membrane shell models. The top box represents the
kinematically-exact theory, and each step down represents the use of one
or more assumptions.
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Exact Shell (ES)
From Chapter VIII of Libai and Simmonds the exact shell theory is given by a combination
of the translational and rotational momentum equations.
nα
∣∣
α
+ p =
dl
dt
(3.8)
mα
∣∣
α
+ y¯α × nα +mext = dh
dt
(3.9)
Linear momentum is represented by l, and angular momentum by h.
In this chapter only static models are considered. The time derivatives are hence set to
zero for all subsequent models.
Exact Membrane Shell (EMS)
The exact membrane shell equations are found in the literature either as a simplification
of exact shell theory [11] or as an independent development (Chapter VII of Libai and
Simmonds [50]). The simplification comes from setting the moments to zero, and the
implication is that the shear across the thickness of the membrane equals zero.
Again following the development of Libai and Simmonds [50], setting the moment to
zero in Equations 3.8 and 3.9 and applying the formula for surface divergence leads to
1√
g
(
√
gnα),α + p = 0 (3.10)
Axisymmetric Exact Membrane Shell (AEMS)
Following the development in sections VII.F and V.T of Libai and Simmonds, repeated with
detail in Appendix E for convenience, the vector form for axisymmetric membrane shells is
given by
d
dr
(rnφφ) = nθθ (Equilibrium) (3.11)
nφφκφ + nθθκθ =
nφφ
rφ
+
nθθ
rθ
= p (Equilibrium) (3.12)
d
dr
(rκθθ) = κφφ (Compatibility) (3.13)
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for pressure per deformed area p, Cauchy-type stress resultant tensor nαβ , and principle
curvatures κα.
The constitutive equations are based upon engineering stresses and strains, quantities
referred to the undeformed basis, for plane stress and assumed isotropic response with
elastic modulus E.
Ehεθ = Nθ − νNφ (3.14)
Ehεφ = Nφ − νNθ (3.15)
Transforming these equations into the deformed basis provides consistency to the governing
equations.
Ehεθ = nθ(1 + εφ)− νnφ(1 + εθ) (Constitutive) (3.16)
Ehεφ = nφ(1 + εθ)− νnθ(1 + εφ) (Constitutive) (3.17)
The kinematic equations define the relation between displacement and strain.
εφ =
ds
dS
− 1 (Kinematic) (3.18)
εθ =
r
R
− 1 = ur
R
(Kinematic) (3.19)
The differential arc length is defined in the undeformed dS and deformed ds bases. Arc
length is also related to angle φ, axial position z, and radial position r by the geometric
relations {dr = ds cosφ(r), dz = ds sinφ(r), κφ(r) = dφ(r)ds }.
Axisymmetric Membrane Shell (AMS)
“Axisymmetric membrane shell” represents first-approximation shell theory as discussed in
Koiter [40] and can have many forms. The forms presented here follow Love [51] (see also
Soedel [77] for a good re-derivation).
If the reference lengths for the variables are changed to the undeformed configuration,
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the standard membrane shell model is found.
d
dR
(RNφφ) = Nθθ (Equilibrium) (3.20)
Nφφ
Rφ
+
Nθθ
Rθ
= P (Equilibrium) (3.21)
for pressure per undeformed area P and first-Piola-Kirchoff-type stress resultant tensor
Nαβ .
The constitutive equations are used in original form.
Ehεθ = Nθ − νNφ (Constitutive) (3.22)
Ehεφ = Nφ − νNθ (Constitutive) (3.23)
The kinematic equations define the relation between displacement and strain (see Baker [5]).
Rφ sinφ cosφ
d
dR
(
1
sinφ
uφ
)
= Rφεφ −Rθεθ (Kinematic) (3.24)
εθ =
ur
R
(Kinematic) (3.25)
Axisymmetric Improved Large Deflection (AILD) from Curved
In the next set of assumptions, the models switch to cylindrical coordinates r and z from
curvilinear surface coordinates φ and θ. The following steps are taken:
• The two AMS equilibrium equations, Eqns 3.20 and 3.21, are added in two different
combinations so as to eliminate (1) the curvature term and (2) the circumferential
stress resultant. This process, in combination with the following approximations,
produces the two new equilibrium equations.
• The radial stress resultant Nr is used instead of the meridional stress resultant Nφφ.
Nr(R) = Nφφ(R) cosφ (3.26)
• The slope is represented as a combination of the initial slope
(
dW¯
dR¯
)
0
and slope
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change ∆dW¯
dR¯
.
dW
dR
=
(
dW
dR
)
0
+∆
dW
dR
(3.27)
• A small-angle-approximation is used for angle α(R), and terms of order α2 and higher
are eliminated in the sine and cosine approximations. The angle α is approximated
by the slope dWdR in the small-angle approximation.
The equilibrium equations are
d
dR
[
R N totr (R)
]
= N totθ (R) + P (R)R
dW
dR
(Equilibrium) (3.28)
d
dR
[
R N totr (R)
((
dW
dR
)
0
+∆
dW
dR
)]
= P (R) R (Equilibrium) (3.29)
The axisymmetric strain-displacement relations are
εr =
dU
dR +
(
dW
dR
)
0
∆dWdR +
1
2
(
∆dWdR
)2
(Kinematic) (3.30)
εθ =
U
R (Kinematic) (3.31)
The constitutive equations for this model involve use of the α2 → 0 approximation.
Ehεθ(R) = Nθ(R)− νNr(R) (Constitutive) (3.32)
Ehεr(R) = Nr(R)− νNθ(R) (Constitutive) (3.33)
The compatibility equation is then found by combining the strain-displacement equations 3.30–
3.31 and the constitutive equations.
Nr(R) =
d
dR
(RNθ(R)) +
(
dW
dR
)
0
∆
dW
dR
+
1
2
(
∆
dW
dR
)2
(Compatibility) (3.34)
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Axisymmetric Improved Large Deflection (AILD) from Flat
The equations are the same as above, with the initial slope terms set to zero,
(
dW¯
dR¯
)
0
= 0.
Equations 3.30, 3.28, and 3.29 are thus changed from the previous model.
d
dR
[
R N totr (R)
]
= N totθ (R) + P (R)R
(
∆
dW
dR
)
(Equilibrium) (3.35)
d
dR
[
R N totr (R)
(
∆
dW
dR
)]
= P (R) R (Equilibrium) (3.36)
εr =
dU
dR
+
1
2
(
∆
dW
dR
)2
(Kinematic) (3.37)
εθ =
U
R
(Kinematic) (3.38)
Ehεθ(R) = Nθ(R)− νNr(R) (Constitutive) (3.39)
Ehεr(R) = Nr(R)− νNθ(R) (Constitutive) (3.40)
Axisymmetric Large Deflection (ALD) from Curved
Assuming the pressure term to act in only the radial direction leads to the ALD equations
from the AILD equations. The only change to the equations thus appears from eliminating
the P¯ (R¯)R¯dR¯
dR¯
term from Equation 3.28. Equation 3.29 still applies. The strain-displacement
relations are the same as Equations 3.30 and 3.31, and the constitutive equations are un-
changed.
d
dR
[
R N totr (R)
]
= N totθ (R) (Equilibrium) (3.41)
d
dR
[
R N totr (R)
((
dW
dR
)
0
+∆
dW
dR
)]
= P (R) R (Equilibrium) (3.42)
εr =
dU
dR
+
(
dW
dR
)
0
∆
dW
dR
+
1
2
(
∆
dW
dR
)2
(Kinematic) (3.43)
εθ =
U
R
(Kinematic) (3.44)
Ehεθ(R) = Nθ(R)− νNr(R) (Constitutive) (3.45)
Ehεr(R) = Nr(R)− νNθ(R) (Constitutive) (3.46)
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Axisymmetric Large Deflection (ALD) from Flat
As with the AILD model, the transition to the flat initial shape in the ALD model involves
the removal of the initial slope term, or
(
dW¯
dR¯
)
0
= 0.
d
dR
[
R N totr (R)
]
= N totθ (R) (Equilibrium) (3.47)
d
dR
[
R N totr (R)
(
∆
dW
dR
)]
= P (R) R (Equilibrium) (3.48)
εr =
dU
dR
+
1
2
(
∆
dW
dR
)2
(Kinematic) (3.49)
εθ =
U
R
(Kinematic) (3.50)
Ehεθ(R) = Nθ(R)− νNr(R) (Constitutive) (3.51)
Ehεr(R) = Nr(R)− νNθ(R) (Constitutive) (3.52)
If the two strain-displacement relations are combined in such a way as to eliminate dis-
placement U¯(R¯), with substitution of the constitutive equations, the compatibility equation
is found to be
N¯r(R¯) =
d
dR¯
(
R¯N¯θ(R¯)
)
+
1
2
(
dW¯
dR¯
)2
(Compatibility) (3.53)
Axisymmetric Small Deflection (ASD) from Flat
In the small-deflection problem the initial stress resultant is assumed to not vary as the load
is applied. In addition, with the flat membrane the radial stress resultant will be constant,
or d
dR¯
(
N¯rR¯
)
= 0. The equilibrium equations are thus changed slightly from Equations 3.47
and 3.48.
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N totr = N
tot
θ (Equilibrium) (3.54)
N totr
d
dR
(
R∆
dW
dR
)
= P (R) R (Equilibrium) (3.55)
εr =
dU
dR
+
1
2
(
∆
dW
dR
)2
(Kinematic) (3.56)
εθ =
U
R
(Kinematic) (3.57)
Ehεθ(R) = Nθ(R)− νNr(R) (Constitutive) (3.58)
Ehεr(R) = Nr(R)− νNθ(R) (Constitutive) (3.59)
3.2.4 Derivation of Linear Perturbation Models
Each of the preceding equations can be linearized. To linearize the equations, each of the
field variables is assumed to be a linear perturbation with a zero initial value, or (·)⇒ ∆(·).
Second-order terms are set to zero (O(∆2)→ 0). The exception is that the initial curvatures
and initial slope are nonzero.
κφφ → (κφφ)0 +∆κφφ (3.60)
κθθ → (κθθ)0 +∆κθθ (3.61)
dW
dR
→
(
dW
dR
)
0
+∆
dW
dR
(3.62)
Linearized Exact Membrane Shell (LEMS)
The linearized version of these equations can be found in the appendix of Budiansky [11].
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Linearized Axisymmetric Exact Membrane Shell (LAEMS)
d
dR
(R∆nφφ) = ∆nθθ (Equilibrium) (3.63)
κφ∆nφφ + κθ∆nθθ = ∆p (Equilibrium) (3.64)
d
dR
(κθθ∆r +R∆κθθ) = ∆κφφ (Compatibility) (3.65)
Eh∆εθ = ∆nθ − ν∆nφ (Constitutive) (3.66)
Eh∆εφ = ∆nφ − ν∆nθ (Constitutive) (3.67)
∆εφ =
ds
dS
− 1 (Kinematic) (3.68)
∆εθ =
∆ur
R
(Kinematic) (3.69)
Linearized Axisymmetric Membrane Shell (LAMS)
Through this general linearization process, the LAMS model is shown to be identical to
LAEMS model. In addition, the LAMS model is also identical to the AMS model, thereby
showing that the AMS model is already linear.
d
dR
(R∆Nφφ) = ∆Nθθ (Equilibrium) (3.70)
∆Nφφ
Rφ
+
∆Nθθ
Rθ
= ∆p (Equilibrium) (3.71)
Eh∆εθ = ∆Nθ − ν∆Nφ (Constitutive) (3.72)
Eh∆εφ = ∆Nφ − ν∆Nθ (Constitutive) (3.73)
Rφ sinφ cosφ
d
dR
(
1
sinφ
∆uφ
)
= Rφ∆εφ −Rθ∆εθ (Kinematic) (3.74)
∆εθ =
∆ur
R
(Kinematic) (3.75)
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Linearized Axisymmetric Improved Large Deflection (LAILD) from Curved
d
dR
(R ∆Nr(R)) = ∆Nθ(R) +R
(
dW
dR
)
0
∆P (R) (Equilibrium) (3.76)
d
dR
[
R∆ Nr(R)
(
dW
dR
)
0
]
= R∆P (R) (Equilibrium) (3.77)
Eh∆εθ(R) = ∆Nθ(R)− ν∆Nr(R) (Constitutive) (3.78)
Eh∆εr(R) = ∆Nr(R)− ν∆Nθ(R) (Constitutive) (3.79)
∆εr =
d∆U
dR +
(
dW
dR
)
0
∆dWdR (Kinematic) (3.80)
∆εθ =
∆U
R (Kinematic) (3.81)
Linearized Axisymmetric Improved Large Deflection (LAILD) from Flat
In the flat case, the governing equations collapse to a set of nonsensical expressions for no
initial stress resultant. The “from Flat” model hence does not exist.
Linearized Axisymmetric Large Deflection (LALD) from Curved
d
dR
(R ∆Nr(R)) = ∆Nθ(R) (Equilibrium) (3.82)
d
dR
[
R∆ Nr(R)
(
dW
dR
)
0
]
= R∆P (R) (Equilibrium) (3.83)
Eh∆εθ(R) = ∆Nθ(R)− ν∆Nr(R) (Constitutive) (3.84)
Eh∆εr(R) = ∆Nr(R)− ν∆Nθ(R) (Constitutive) (3.85)
∆εr =
d∆U
dR +
(
dW
dR
)
0
∆dWdR (Kinematic) (3.86)
∆εθ =
∆U
R (Kinematic) (3.87)
Linearized Axisymmetric Large Deflection (LALD) from Flat
As with the LAILD model, the governing equations collapse to a set of nonsensical expres-
sions for no initial stress resultant. The “from Flat” model hence does not exist.
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3.3 Model Accuracy and Solution Precision
The model hierarchy established in section 3.2.3 is used as the framework to assess the
cumulative effect of modelling assumptions upon solution accuracy and precision. The
only well-known exact solution for curved membranes describes the uniform expansion of a
spherical membrane shell subject to constant pressure; other well-known solutions involve
models with various assumptions, often with a near-flat geometry. The goal of this work
is to explore model accuracy and solution precision for parabolic mirrors; and so, to avoid
the geometric limitations of the known exact solutions, the geometrically-exact model will
be used to generate reference problems.
3.3.1 Approach
The procedure for quantifying the level of modelling error from different modelling assump-
tions is summarized by the flow diagram in Figure 3.5. The boundary condition, initial
shape, and final shape are chosen initially, from which the inverse solver determines the
required pressure loading. For an arbitrary choice of shapes, the pressure loading will vary
radially. The boundary conditions, initial shape, and pressure loading are then applied to
an approximate model to determine an approximate final shape. The difference in shapes
between the exact and approximate final shapes is significant; the difference directly repre-
sents the prediction error of the approximate model. This approach quantifies the effects of
modelling assumptions for any chosen class of geometries and loads.
The connection to mission-critical optical performance is found in the “Performance
Model” block of Figure 3.5. For error much larger than the tolerances of the optical telescope
of interest, the final shape prediction error is sufficient to characterize the error trends. For
smaller error, however, as explained in section 2.3, the most appropriate error metric is a ray-
traced optical performance metric. A comparison of optical-type errors in the models and
solutions quantifies the impact of modelling decisions upon the mission-critical performance.
The area average is taken as an optics standard that condenses the spatial information into
a single number, and the standard deviation is used in order to de-emphasize the mean
error.
These quantified measures of error will be correlated to the modelling assumptions,
as summarized in Figure 3.4, to determine an appropriate range of utility for the model.
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Condition
Final
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Inverse Model
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Pressure
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-
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Figure 3.5: Analysis flow for comparing solutions from “approximate” models — models
with assumptions – to solutions from a geometrically exact model.
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Moreover, for a single given set of initial shape, boundary conditions, and loading, the use of
multiple solution methods leads to a solution method comparison as represented notionally
in Figure 3.3.
3.3.2 Inverse Solver
The inverse solver for the geometrically exact model of Figure 3.5 is taken directly from the
inverse-design work in Chapter 4 (also [17] and [24]). The initial shape and final shape are
chosen independently, but the boundary conditions are prescribed as functions of the shape
change.
The Galerkin solution of Croll [15] is used to generate the meridional stress resultant
at r¯ = 0. Although not physically a boundary location, the zero radial position (r¯ = 0) is
used as a mathematical boundary condition. Both the initial and final shapes are assumed
to be deflection solutions for a flat initial geometry, and the difference in stress resultant
solutions for the two cases produces an estimate for the boundary stress resultant.
N¯m(0) = C
1
256
(3− ν)
(1− ν)
[(
1
fF
) 2
3
−
(
1
fI
) 2
3
]
(3.88)
for initial and final focal ratios, fI and fF . Since Equation 3.88 is only an estimate, the
constant C is included to ensure a positive load and positive stress resultants over the whole
range of r¯. This small, positive constant (C ≈ 1) is adjusted manually for each class of
problem.
The circumferential stress resultant is set to the same value as the meridional stress
resultant, N¯c(0) = N¯m(0). Since the inverse solver requires a strain boundary condition, the
constitutive equations are used to transform from stress resultants to strains. In addition,
the conditions at only one boundary are specified, as described in Chapter 4. The boundary
condition at r¯ = 1 is an output of the inverse solver.
3.3.3 Solution Methods
In order to compare model properly against each, without the bias of differing implemen-
tations, a common solution technique is required. Finite differences will be used as the
common solution method for quantifying the limiting modelling error for the following rea-
sons:
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• The finite difference method is considered a standard solution technique for differential
equations;
• The finite difference method can be implemented in all of the models and problem
classes of interest; and
• The precision of a finite difference method is based upon the difference between points
on the grid. Hence the precision of the solution can reliably be increased by increasing
the density of points. Other solution methods, such as the assumed modes methods,
are limited in ultimate predictive accuracy by a priori decisions about the shape
functions.
3.4 Summary
In this chapter model concepts are introduced by discussions of model requirements, exam-
ples from the literature, and model error. Model accuracy is defined as the fundamental
limit on the accuracy of the prediction from the best solution to the model equations, and
solution precision is defined as the additional error due to the solution method.
A hierarchy of models is established through a methodical derivation process, and the
different models are identified with past efforts from the literature. With this hierarchy the
set of assumptions that feed into a given model are explicitly given. A similar set of models
is given for linearized versions of the same models.
A framework for measuring and assessing the prediction error, decomposed into model
error and solution precision, using comparisons of static axisymmetric models to the geo-
metrically exact static axisymmetric results. Various solution methods from the literature
are explored, but the finite difference method is chosen as a standard method that promised
to eliminate the solution precision error for a sufficiently large number of intervals.
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Chapter 4
Axisymmetric Shape Forming
————————————————
Objective of Chapter :
To expand the static shape-forming design space for doubly-curved membranes
by investigating combinations of initial geometry, material properties, and load-
ing that produce shapes desired for telescope primary mirrors.
————————————————
Current design concepts for large, spaceborne membrane reflectors specify aspheric ini-
tial shapes with intrinsic manufacturing and deployment difficulties. The development in
this chapter expands the accepted design space of membrane mirror initial shapes by show-
ing how a radial distribution in load or stiffness can produce a final parabolic shape from
spherical, conical, or flat initial shapes. More than just solve a few design cases, the inverse
solver resulting from this work enables a rich set of geometries to be considered in the
assessment of model accuracy.
4.1 Introduction
Structural behavior plays an important role for membrane primary mirrors because the
static shape-forming determines the reflector performance whereas the response to dynamic
disturbance determines the ability to maintain that static performance. The need for fine
pointing, tracking, and reorientation in spaceborne telescopes presents a significant dynamic
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disturbance environment for structural control. The strong connection between statics and
dynamics is due to the significant dependence of the dynamic behavior upon the steady-state
mechanical conditions determined in the shape-forming problem.
The term “shape forming” refers to achieving a final desired shape in a structure after
load has been applied. Because the final shape is pre-determined by other design influences
— here the design of the optical system, either the initial shape or the load is determined
via solutions of the governing equations. With the normal or “forward” solution defined as
the determination of the deformed shape from initial shape and loads, the “inverse” solution
then refers to the determination of initial shape or load with knowledge of the final shape.
The shape forming problem for membrane mirrors thus pertains to the use of an inverse
solver to find desirable combinations of initial shape, boundary conditions, and load given
a final shape.
The current modelling need is to apply the governing equations in light of systems-level
concerns to (1) produce a design tool for systems design decisions and (2) create a numerical
tool for assessment of model accuracy. Figure 3.5 shows how the inverse solver is an integral
part of the model accuracy analysis in this thesis.
4.1.1 Assumptions
The equations that govern the inverse design of the static, geometrically-exact behavior of
axisymmetric membrane shells are developed here in a non-dimensional form useful both
for numerical scaling and for direct application to design. The equations correspond to the
Axisymmetric Exact Membrane Shell (AEMS) model shown in Figure 3.4 and derived in
detail in Appendix E.
The following assumptions are consistently used in this chapter:
• Axisymmetry – Implication for stress resultant tensor is a zero shear stress resul-
tant component, with circumferential and meridional stress resultants as the principle
values.
• Torsion-free loading – The loading does not lead to displacements in the circumfer-
ential direction.
• No wrinkling – Implication is that solutions with negative stress resultant solutions
are considered invalid and hence discarded.
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• Material selection – The membrane material NASA LaRC CP-1 is chosen as a repre-
sentative membrane material; the material properties are found in Appendix C. An
elastic modulus of 2.17 × 109Pa and a yield strength of 9.99 × 107Pa mean a non-
dimensional elastic modulus EσY just above 20; for simplicity—and because the error
in the modulus measurements is not even known— the non-dimensional value of 20
is used here for elastic modulus. The Poisson’s ratio is taken to be ν = 0.35 for the
design studies in this chapter.
• Geometry – The mirror system under study is assumed to have unity focal ratio in
accordance with the discussions in Chapter 2. In addition, mostly annular geometries
are considered in this chapter. The inner boundary is chosen without optimization
to be at r¯ = 0.2 as a location with little loss in total reflecting area. The boundary
conditions are specified at this inner boundary point, and so an inner boundary is
shown to be useful as another design parameter. It is noted, however, that the solver
developed here also applies to the filled geometries that are used in the other chapters
(see Figure 2.2).
The discussions in Chapter 2 provide the following goals for the shape and mechanical
state of a membrane mirror.
• Initial shape easy to manufacture
• Principle stresses positive
• Principle stresses as large as possible without creep
• Folding requirement for stowage minimized
In this chapter a membrane design guideline of small yet positive principle stress resultants is
applied to produce a set of non-dimensional static-forming cases with favorable mechanical
states.
4.1.2 Scope
Simple methods, i.e. a flat membrane with uniformly applied pressure and fixed boundary
conditions, do not produce an optical-quality membrane paraboloid shape; a good expla-
nation of the resulting “W-profile error” is given by Meinel and Meinel [59]. The literature
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provides three widely-discussed methods of static shape-forming of paraboloid membrane
mirrors [23, 68]:
1. Mirror with near-paraboloid prescription loaded by a radially-constant pressure;
2. Flat mirror loaded with constant pressure and radial boundary displacements (final
shape is notably still not a paraboloid); and
3. Unloaded paraboloid membrane.
Each method has difficulties with manufacturing, deployment, final shape, and/ or dynamic
behavior. This apparent difficulty in achieving a good solution — and lack of clear path
forward — indicates the need to explore more static-forming approaches.
The cases studied in this chapter are all represented in Table 4.1. Cone, flat, and sphere
initial shapes are selected because of ease-of-manufacture due to symmetry and potential
benefits in deployment. The case of a near-paraboloid initial shape, Case 7 in Table 4.1, is
included as a comparison to more conventional ways of viewing the shape-forming problem.
The near-paraboloid results are available in the literature [25] and so are not developed
here. For a desired non-dimensional stress resultant of 0.05 and a final shape of an f/1
paraboloid the pressure and boundary load are found to be p¯ = 0.02291 and F¯v = 0.001150.
The design space is searched by comparing the mechanical state of many sets of the design
parameters–initial shapes and boundary conditions– but only one solution set per case is
presented in this chapter.
Figure 4.1 summarizes the static shape forming choices as a flow of design choices. The
design choices lead to three different types of problems:
• Constant pressure and prescribed initial shape (Case 7 of Table 4.1)
• Prescribed pressure and chosen initial shape (Cases 1–3 of Table 4.1)
• Prescribed extensional stiffness and chosen initial shape (Cases 4–6 of Table 4.1)
Two static structural response cases are explored in accordance with foreseeable tech-
nology.
• The application of a radially-varying pressure prescription is shown to form a final
paraboloid shape for constant extensional stiffness.
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Figure 4.1: Description of solution choices once a final geometry has been determined.
An arrow to the right indicates that the type of problem has been deter-
mined.
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Table 4.1: Shape-forming cases in which the final geometry is a paraboloid. The shapes
are all annular, i.e. each has a center cut-out.
Case Initial Shape Pressure Extensional Stiffness
1 Flat Prescribed: p¯(r¯) Constant
2 Cone Prescribed: p¯(r¯) Constant
3 Spherical Prescribed: p¯(r¯) Constant
4 Flat Constant Prescribed: Eh(r)
5 Cone Constant Prescribed: Eh(r)
6 Spherical Constant Prescribed: Eh(r)
7 Prescribed:
Near-Paraboloid
Constant Constant
While current experience with membrane structures tensioned in space lies primarily
with pressure provided uniformly by a gas [21], electrostatic control provides a means
to apply a pressure gradient. The electrostatic control of membrane mirrors received
much attention during previous large-space-structure efforts by NASA [61], and the
encouraging results indicate that the challenges are based in engineering design rather
than fundamental physics. Deflection control is achieved as two surfaces are charged
to opposite polarity, and the charge attraction results in a transverse pressure-type
loading on the surfaces. Thus a radially-varying pressure is deemed to be feasible for
membrane mirrors.
• Similarly, the application of constant pressure to membranes with a radially-varying
extensional stiffness prescription is shown to form a final paraboloid shape. With the
extensional stiffness the product of elastic modulus and thickness, this distribution
can be achieved by either a distribution of strength or a varying thickness.
These solutions are achieved in this chapter by reducing the governing equations of the
exact membrane shell model to a pair of first-order, nonlinear differential equations in the
principle strains. After the solver development, the solutions to the example cases from
Table 4.1 are discussed. The solution process is shown to be verified, too.
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4.2 Inverse Solver
In this section the equations for the inverse solver are developed and results from the cases
of Table 4.1 are presented. The last section shows how the implementation of the inverse
solver has been verified.
4.2.1 Governing Equations
Figure 4.2 outlines the solution method used for the inverse solver as a process flow of field
variables and equations. The final shape is selected according to required performance,
Initial Geometry
Z(R)
Final Geometry
z(r)
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Z(R), z(r), , 
Equilibrium 1
z(r), n, n
Constitutive
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),(' θφθ εεε
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Figure 4.2: Inverse solution process to calculate the pressure distribution for the static
shape-forming problem. All variables are non-dimensional although the over-
bar notation is omitted.
and the initial shape is chosen independently so as to satisfy unrelated needs such as man-
ufacturing. The kinematic relations provide a unique form of the compatibility equation
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that incorporates both initial and final geometries. The combination of the compatibility
equation, one of the two equilibrium equations, and the constitutive equations results in a
pair of nonlinear, first-order differential equations in terms of principle strains. With the
addition of a boundary condition either in the form of a pair of strains (or, equivalently, a
pair of stress resultants that are mapped into strains), the strain distribution is calculated
via a numerical solver. The constitutive equations map the strains into the stress resultants,
and the one unused equilibrium equation allows the pressure distribution to be calculated.
The modelling approach taken here is similar to Chapter 14 of Timoshenko [82] with
several important modifications from Greschik et al [23]. A similar approach that is only
applied to a sphere-to-sphere geometry is found in Juang and Huang [39]. Figure 4.3 shows
the geometry of the unloaded and loaded membranes, and Appendix B non-dimensional
form. The choice of non-dimensional quantities is determined according to the form of
the equations and a desire to have well-conditioned values. The result is a set of vari-
ables whose magnitudes are near unity; the stress resultants n¯φ and n¯θ (integral of stress
through the thickness, also the “membrane stress”) are particularly useful because the non-
dimensional form can be directly used in “percent of yield stress” analysis. In later chapters
the denominator term for non-dimensional pressure and stress resultant will be extensional
stiffness Eh rather than the product of thickness and yield strength hσY . The difference
in choice of normalizing denominator is the difference between Tables B.1 and B.2 in Ap-
pendix B. Equivalent to setting EσY =1 here, the change to use of extensional stiffness is
made for the model-accuracy problem because one variable fewer can be specified in the
problem.
For a paraboloid with a z-axis as the axis of rotation and a focal length of 2f∞rout, the
dimensioned final shape is given by
z(r) = b0 +
1
8f∞rout
r2 (4.1)
The non-dimensional form is given by
z¯(r¯) =
b0
rout
+
1
8f∞
r¯2 (4.2)
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Figure 4.3: Mechanical diagram that shows a meridian of an annular membrane section.
A point at (R¯, Z¯) moves to the location (r¯, z¯) after loading.
with the geometry further defined by curvature κ¯ and angle from the radial axis α.
tanα =
r¯
4f∞
(4.3)
κ¯ =
∂2w¯
∂r¯2(
1 + (∂w¯∂r¯ )
2
) 3
2
(4.4)
The initial conical shape is described by
Z¯(R¯) = a¯0 + a¯1R¯ (4.5)
and the initial spherical shape is given by
Z¯(R¯) = c¯0 −
√
r¯2sph − R¯2 (4.6)
The initial shape for a flat configuration is the same as for the cone but with a zero slope a¯1 =
0. The two equilibrium equations from the AEMS model are repeated from Equations 3.11
and 3.12.
p¯ = n¯φκ¯+
n¯θ sinα
r¯
(4.7)
n¯θ =
d
dr¯
(r¯n¯φ) (4.8)
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No small-angle assumptions are made in the equations, and so this development is geomet-
rically exact. The constitutive relations are defined as in Greschik et al [23] as
E¯²θ = n¯θ(1 + ²φ)− νn¯φ(1 + ²θ) (4.9)
E¯²φ = n¯φ(1 + ²θ)− νn¯θ(1 + ²φ) (4.10)
The extension terms of the form [1+strain] in Eqns 4.9 and 4.10 are included to effect the
transformation from the undeformed basis into the deformed basis in which equilibrium
is considered. Chapter 5 has a thorough discussion on constitutive relations that shows
Eqns 4.9 and 4.10 to have an inexact form for linear Hookean behavior. The error in form,
however, is also shown to have a negligible effect on the shape prediction error, and so
these constitutive relations are considered sufficiently valid for the problems and models in
this thesis. The strains are defined by the stretching of a differential arc length r¯dθ and
differential meridional path ds¯.
²θ(r¯) =
r¯
R¯
− 1 (4.11)
²φ(r¯) =
ds¯
dS¯
− 1 (4.12)
The curvature and trigonometric functions are also useful to the current development.
κ¯ =
dα
ds¯
(4.13)
dr¯
ds¯
= cosα(r¯) (4.14)
dz¯
ds¯
= sinα(r¯) (4.15)
Consequence of No Pressure Loading
The lack of a pressure-type load can lead to a wrinkled state. Non-positive stress resultants
at any point indicate a wrinkling condition and a need for a more specialized model that
those in this thesis. With a need for shape precision in the final structure of membrane
mirrors, wrinkling is unallowable and so non-positive stress resultants should be avoided.
This condition of non-positive stress resultants thus means that a pressure-type loading is
required. This point is explicitly shown by solving for the stress resultants in Eqns 4.7
and 4.8 given a zero value of pressure and a non-zero vertical line load F¯v at the inner
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boundary.
n¯φ(p¯ = 0) = 4f∞F¯v r¯in
√
1 +
(
r¯
4f∞
)2
r¯2
(4.16)
n¯θ(p¯ = 0) = −4f∞F¯v r¯in 1
r¯2
√
1 +
(
r¯
4f∞
)2 (4.17)
The only function in the stress resultant solutions that can be non-positive is F¯v. With each
stress resultant dependent upon an opposite sign of F¯v, one stress resultant is necessarily
negative. A wrinkling condition exists under such loading, and a wrinkling analysis is
therefore required to determine deformation behavior.
Differential Equations
The differential form of Eqn 4.11 is taken as
dR¯ =
dr¯
1 + ²θ(r¯)
− r¯
(1 + ²θ(r¯))2
d²θ(r¯)
dr¯
dr¯ (4.18)
Eqn 4.18 is substituted in Eqn 4.12 to get
dR¯(1 + ²φ(r¯))
√
(
dZ¯
dR¯
)2 + 1 = dr¯
√
(
dz¯
dr¯
)2 + 1 (4.19)
When Eqn 4.18 is substituted for dR¯ in Eqn 4.19, the differential equation of circumferential
strain is found in terms of strain components, initial geometry, and final geometry.
d²θ(r¯)
dr¯
=
1 + ²θ(r¯)
r¯
(
1− 1 + ²θ(r¯)
1 + ²φ(r¯)
√√√√ (dz¯dr¯ )2 + 1
(dZ¯
dR¯
)2 + 1
)
(4.20)
The differential equation for the meridional strain is found by solving Eqns 4.9 and 4.10
for the stress resultants in terms of the strains, and these results are substituted into Eqn 4.8
to form a differential equation in terms of strain. With a substitution for d²θ(r¯)dr¯ by Eqn 4.20,
the differential equation is determined.
d²φ(r¯)
dr¯
=
1 + ²θ(r¯)
1 + ²φ(r¯)
(
1
r¯
)(
(²θ − ν) + (ν − ²φ)
√√√√ (dz¯dr¯ )2 + 1
(dZ¯
dR¯
)2 + 1
)
(4.21)
Together Eqns 4.20 and 4.21 form a system of first-order, nonlinear differential equations
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Table 4.2: Parameters for radially-varying pressure cases. “a¯1” is the slope in Eqn 4.5.
Final focal ratio is f/1 in each case.
Case Initial Shape Parameter n¯θ(r¯ = 0.2) n¯φ(r¯ = 0.2)
1 Flat a¯1 = 0 0.3 0.3
2 Cone a¯1 = 0.15 0.04 0.04
3 Spherical r¯sph = 4 0.05 0.05
7 Near-Paraboloid p¯ = 0.02291
that can be numerically integrated once boundary conditions are chosen. Although strains
are needed as boundary conditions, stress resultant boundary conditions can be chosen and
mapped to strain boundary conditions through the use of Eqns 4.9 and 4.10.
4.2.2 Prescribed, Radially-Varying Pressure
The first static forming design problem is examined is the calculation of the radial distri-
bution of pressure-type load required to move a membrane from a given initial shape into
a given final shape. Here Eqns 4.20 and 4.21 are solved for Cases 1–3 of Table 4.1 subject
to the parameters in Table 4.2. The constant in each shape equation is set such that the
position at the outer rim is at z¯ = 0. The difference between initial and final shapes is
presented in Figure 4.4 for each case in Table 4.2 and indicates that a range of load magni-
tudes will be required. The near-paraboloid case will be discussed in a later subsection but
is included in the plots for reference. The spherical and near-paraboloid cases are close to
the final paraboloid while the flat undergoes the largest deflection.
The pressure distributions required for each initial shape are presented together in Fig-
ure 4.5. Consistent with the differences in shape, the spherical and near-paraboloid require
rather little pressure to form a paraboloid as compared to the flat and more modest cone
case. The large loading required to make a flat into a paraboloid makes it an undesirable
case for the current choice of membrane material. The stress resultant and strains for the
same cases as in Figure 4.5 are shown in Figures 4.6–4.7. The basic trend for stress resul-
tants and strains in the same as for pressure; the shapes that start out near a paraboloid
require much less loading. The distribution of stress resultant and strain is, however, dif-
ferent for each initial shape and has some dependency upon the choice of inner boundary
load.
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Figure 4.4: Prescribed-pressure design — Shape differences between final shape and
spherical (—), conical (- -), and flat (– · –) initial shapes, Cases 1–3 of Ta-
ble 4.1. The near-paraboloid Case 7 is shown (– –) for comparison.
0.2 0.4 0.6 0.8 1
0.02
0.04
0.06
0.08
0.1
0.12
0.14
0.16
PSfrag replacements
p¯
r¯
Figure 4.5: Prescribed-pressure design — Radially-varying pressure distributions for
spherical (—), conical (- -), and flat (– · –) initial shapes, Cases 1–3 of Ta-
ble 4.1. The near-paraboloid Case 7 is shown (– –) for comparison.
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Figure 4.6: Prescribed-pressure design — Radially-varying distributions of (a) merid-
ional stress resultant and (b) circumferential stress resultant for spherical
(—), conical (- -), and flat (– · –) initial shapes, Cases 1–3 of Table 4.1. The
near-paraboloid Case 7 is shown (– –) for comparison.
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Figure 4.7: Prescribed-pressure design — Radially-varying distributions of (a) merid-
ional strain and (b) circumferential strain for spherical (—), conical (- -),
and flat (– · –) initial shapes, Cases 1–3 of Table 4.1. The near-paraboloid
Case 7 is shown (– –) for comparison.
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Table 4.3: Parameters for radially-varying extensional stiffness cases. a¯1 is the slope in
Eqn 4.5. Final focal ratio is f/1 in each case.
Case Initial Shape Pressure Parameter ²φ(r¯ = 0.2) ²θ(r¯ = 0.2)
4 Flat 0.111 a¯1 = 0 0.01 0.01
5 Cone 0.047 a¯1 = 0.15 0.0015 0.0015
6 Spherical 0.024 r¯sph = 4 0.002 0.002
4.2.3 Prescribed, Radially-Varying Extensional Stiffness
If the extensional stiffness rather than pressure is allowed to vary with radial position, a set
of designs can be found in which the initial shape forms the final shape under constant pres-
sure. Several methods are possible: electromagnetic energy that degrades the stiffness in
the prescribed pattern, laser removal of material to implement a thickness pattern, etc. Al-
though the method for achieving a distributed extensional stiffness is not a well-understood
problem, the solution will be presented here in order to show its merit.
The constant-pressure case is essentially the same as the radially-varying case, except
that the equations are solved in a slightly different order. Since the pressure is constant
and the extensional stiffness is variable, the extensional stiffness is determined after the
equilibrium equation is applied to generate the stress resultants. The strains are explicitly
given as boundary conditions this time because the variable extensional stiffness prevents a
constant mapping between the strains and stress resultants.
In addition, since the thickness is used to normalize several of the quantities, the di-
mensioned form of the equations is necessary. The equations look the same without the
over-bars, but the non-dimensional stiffness E¯ becomes the extensional stiffness Eh. Since
the problem is fully analogous to the non-dimensional problem, the non-dimensional for-
mulation is used. The parameters used for the extensional-stiffness problems are listed in
Table 4.3. Similar plots are shown as for the radially-varying pressure case.
The difference between initial and final shapes for each case is the same as given earlier
in Figure 4.4. Figure 4.8 shows the relative change in extensional stiffness required for a
constant pressure loading. The function values are divided by the respective area-averaged-
RMS values in order to emphasize the relative distribution of extensional stiffness. This
represents, for example, the thickness distribution that could be imparted onto an easily
manufactured shape.
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Figure 4.8: Prescribed-extensional-stiffness design — Radially-varying distributions of
extensional stiffness for spherical (—), conical (- -), and flat (– · –) initial
shapes, Cases 4–6 of Table 4.1.
Figures 4.9 through 4.10 represent the mechanical state in the final membrane for each
of the cases. The distributions are different than in the prescribed-initial-shape case (Case
7), but the predictable trend of low strain (stress resultant) for the sphere and large strain
(stress resultant) for the flat continues.
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Figure 4.9: Prescribed-extensional-stiffness design — Radially-varying distributions of
(a) meridional stress resultant and (b) circumferential stress resultant for
spherical (—), conical (- -), and flat (– · –) initial shapes, Cases 4–6 of Ta-
ble 4.1.
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Figure 4.10: Prescribed-extensional-stiffness design — Radially-varying distributions of
(a) meridional strain and (b) circumferential strain for spherical (—), conical
(- -), and flat (– · –) initial shapes, Cases 4–6 of Table 4.1.
4.2.4 Verification of Numerical Implementation
The inverse solver is implemented in Mathematica software with high-accuracy and high-
precision solvers taken from the included libraries. The accuracy of the solution is checked
by two approaches that provide an absolute measure of the success of the solution.
• The residuals of the governing equations consistently have values that are either zero
or numerically zero (O(10−16)) over the whole range of radial position. One example,
forming a r¯sph=4 spherical cap from a R¯sph=3.999 cap, results in a residual for Eqn 4.7
that is identically zero for all r¯. A similar example with forming an f/5 paraboloid
from an f/5.000001 paraboloid results in O(10−27) maximum error over 0 ≤ r¯ ≤ 1.
• Constant-pressure expansion of a sphere is the only exact solution with a closed form
that applies to this geometry. Have shown that my numerical implementation finds
the pressure to be constant to ∼ 10−16 accuracy. Figure 4.11 provides an example
from the solution to the r¯sph=4-forming problem; the error is O(10
−16), and so the
percent difference between exact and numerical is seen to be O(10−16%).
4.2.5 Observations on Shape Forming
The shape-forming design process, from developing the equations to implementing the so-
lutions for a range of shapes, has led to a number of comments and observations relevant
to the shape-forming problem.
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Figure 4.11: R¯sph=3.8-to-r¯sph=4 problem — Percent difference between calculated pres-
sure distribution and exact pressure value.
• Solution method/ approach:
– With all of the geometric parameters chosen, a degree of freedom still exists in the
problem. The designer can influence the stress-resultant distribution noticeably
by the choice of the boundary condition (magnitude and location). Increasing
and decreasing the boundary load has the accompanying effect of increasing and
decreasing the stress resultant distribution.
– The design results contained in this effort are not formally optimized. A para-
metric analysis led to the final choices in initial shapes and boundary loads.
• Numerical implementation:
– The non-dimensional form of the equations presented here is also useful numeri-
cally because the values of the variables have been conditioned well. That is, the
variables implemented here all have values within a few orders of magnitude of
one.
– Both the meridional and circumferential strains are specified at the boundary
because the work here is inverse design rather than a standard boundary-value
problem. Although the circumferential stress resultant/ strain cannot be applied
mechanically, the value can be chosen as part of a design effort to find favorable
solutions. Because of this freedom in the solution, the numerical solution is easier
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to obtain due to the fact that the boundary conditions are specified at only one
location.
– Use of the outer boundary r¯ = 1 to specify boundary loads often leads to solu-
tions with values that diverge near the inner boundary. Specifying the boundary
condition at the inner boundary is found to be the most practical in terms of
finding the better solutions in less time.
• Extension of the results:
– The non-dimensional framework of this process leads to interesting questions
about the most favorable material properties. Yield stress provides an example.
Two materials with the same elastic modulus yet different yield strengths produce
two different non-dimensional solutions to this non-linear problem. Studying the
non-dimensional results can lead to identification of better materials choices.
– Sphere-to-paraboloid represents the best combination of easy-to-manufacture ini-
tial shape and reasonable distributed load. In fact, a sparse-aperture mirror can
be formed from subapertures with spherical initial shapes (see Figure 2.2). The
individual subapertures can be rolled for stowage to eliminate the need for folds.
Each subaperture can be manufactured identically, and the pressure gradients
required to form paraboloid subapertures are shown here to be small. Hence
useful directions in system design can be taken from the shape-forming results.
4.3 Summary
A non-dimensional formulation of the static shape-forming method with good numerical
qualities is presented. The optical engineer can determine the final shape, and manufac-
turing concerns can determine the initial shape. The designer can work with symmetric
initial-shape designs and seek a solution with the most advantageous mechanical property
distribution. The innovation comes in considering distributions in the pressure-type load or
in the extensional stiffness. The design of the mechanical state is aided by the form of the
equations; the form of the stress resultant is useful for example, because direct decisions
can be made with respect to yielding concerns based upon the non-dimensional modulus of
the material.
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Spherical and conical initial shapes are shown to be usable for membrane mirrors when
the final shape is required to be parabolic. The specified final shape is achieved either
through a combination of varying-pressure and constant extensional stiffness or through a
combination of constant pressure and radially-varying extensional stiffness.
Aside from shape-forming design, the inverse solver developed here is capable of solving
a wide range of problems at a very high level of accuracy. This implementation of an inverse
solver, with a demonstrated O(10−14%) or better level of error, can be used to determine
model accuracy as part of the model accuracy methodology laid out in Chapter 3.
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Chapter 5
Constitutive Law
————————————————
Objective of Chapter :
To analyze mathematically and compare numerically different assumptions un-
derlying the constitutive equations for membranes in the context of predicting
the optical-level deflection behavior of doubly-curved membrane mirrors.
————————————————
5.1 Introduction
Along with the equilibrium and kinematic relations, the constitutive law forms a critical as-
pect of every structural model. The high-accuracy requirements of membrane mirror shape
predictions demands that the constitutive law be examined for significant contributions to
error. To examine the error of simplified relations, the exact constitutive law for a simple
case is first examined. Linear elastic Hookean behavior, the most common linear elastic
relation from material tests and the most commonly used in the literature, provides the
best constitutive law for further study.
Deriving the equations for a non-axisymmetric solver highlight the case where the dis-
tinction between the use of first- and second-Piola-Kirchoff-type stresses become important.
The practical issue is performing the geometric update on the shear-stress-resultant term
in the middle of an iterative solver. Most of the literature lists the governing equations as
first-Piola-Kirchoff-type stresses, and the complications arise in making geometric updates
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to the shear terms (the first Piola-Kirchoff stress resultant tensor is non-symmetric). This
issue of choosing the stress type is unresolved. Although these issues with the 3–D problem
motivated some of the current work, the 3–D problem is beyond the scope of this document.
The constitutive relations from literature relevant to large membrane optics thus contain
error when considering exact mathematical definitions. The discrepancy that motivated this
work was the lack of symmetry in the stress resultant tensor during derivation of the non-
axisymmetric models. Inconsistent definition and use of the Piola-Kirchoff stress resultant
types lead to this problem, and the transformation to Cauchy-type stress resultant is not
always mathematically consistent. In this chapter the definitions found in the relevant lit-
erature are compared with a mathematical development based upon continuum mechanics.
This consistent development provides two lessons:
1. The required change in the form of the often-used constitutive and stress-resultant-
transformation equations to become mathematically consistent.
2. For membrane shells, the impact of different constitutive-equation forms upon the :
(a) Direct prediction of stress resultants;
(b) Prediction of pressure from the inverse solver; and
(c) Prediction of optical-quality shape when subjected to mechanical loads.
While the constitutive-law used in the literature indeed results in more error than even the
linear law, the effect upon shape prediction for a range of constitutive law transformations
is shown to be insignificant compared to the prediction errors due to geometric assumptions
in the equilibrium equations.
5.2 Mathematical Description
In this section different stress-resultant types are defined. The differences arise from the
transformation between coordinate bases as the reference lengths move from the undeformed
body to the deformed body. Proper stress resultant and strain types are then applied to the
constitutive equations. Substitution of small-strain expressions under the assumption of the
axisymmetric membrane shell problem highlights the differences between the the various
stress-resultant and strain definitions.
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5.2.1 Definition of Stress Resultant Types
Although stress is a common load-per-area measure of internal loading in structural analysis,
the nearly-two-dimensional nature of shells leads to a load-per-length measure: the stress
resultant. Although the load and the length each require a reference basis to which the
quantities are reckoned, the differentiation of basis and stress resultant types can be ignored
in a typical small-strain analysis. With high quality predictions desired for optics, however,
such approximations may introduce unacceptable levels of error to the shape prediction.
In this document the different stress resultant types are developed in a method that
follows the stress-type derivation in a classic continuum mechanics text (Section 5.3 of
Malvern [55]). Each stress type — Cauchy, first Piola-Kirchoff, and second Piola-Kirchoff
— is shown to have an analog stress resultant type. Part (a) of Table 5.1 shows how the
different types of stress are classified according to the reference basis of the resulting force
and the reference basis of the area over which the force acts; similarly part (b) shows the
analog quantities for stress resultant types.
Table 5.1: Description of (a) stress types and (b) stress resultant types according to the
reference frame of the area or length and the reference basis of the resultant
force.
(a) Stress
Stress Type Reference frame of area
over which stress is reck-
oned
Reference frame of
equivalent force
Cauchy Deformed Deformed
First Piola-Kirchoff Undeformed Deformed
Second Piola-Kirchoff Undeformed Undeformed
(b) Stress Resultant
Stress Resultant Type Reference frame of length
over which stress resultant
is reckoned
Reference frame of
equivalent force
Cauchy Deformed Deformed
First Piola-Kirchoff Undeformed Deformed
Second Piola-Kirchoff Undeformed Undeformed
Figure 5.1 shows how the deformation changes the reference basis for the vectors. The
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A0 A
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Figure 5.1: Representation of the difference between undeformed and deformed bases for
normal directions {Nˆ, nˆ} and for resulting forces {dP, dp}. The surface, ini-
tially represented by the undeformed basis with area A0 and one-dimensional
linear boundary s0, moves to a new position with a new deformed basis with
area A and boundary s. dp is added to the undeformed body for illustration
of need for transformations. Based upon Figure 5.8 of Malvern [55].
boundary point with initial position X moves to x in the deformed configuration, and the
unit normal changes accordingly. The differential force that represents the stress resultant
over the differential deformed length is shown as dp; dp is also represented on the un-
deformed configuration to explicitly show a force in a deformed basis on the undeformed
boundary.
The most important quantity for understanding the coordinate transformation from
undeformed to deformed basis is the deformation gradient tensor F. Capitol subscripts
indicate the undeformed basis, and lower-case the deformed. Standard Einsteinian notation
is used such that the ith component of vector x is xi .
F = FiJ =
∂xi
∂XJ
(5.1)
In dealing with surfaces, however, only the two curvilinear directions along the surface are
relevant (the other direction has a 1 on the diagonal when maintaining full 3D notation).
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Greek subscripts indicate two components.
F = FαB =
∂xα
∂XB
(5.2)
From this definition come two other relations.
dxα = FαBdXB
dXB = F
−1
Bαdxα
In a direct analog to how the differential lengths are represented, the differential forces
{dP, dp} are related by the deformation gradient.
dPB = F
−1
Bαdpα (5.3)
With the definitions from Table 5.1, the normal force vector resulting from the total stress
over the thickness is found for each stress resultant type. For Cauchy-type stress resultant
N(C) = N
(C)
αβ , Eqn 5.3 becomes
dP = F−1 ·
[
(nˆ ·N(C))ds
]
= nˆ ·N(C) · (F−1)T ds (5.4)
For first-Piola-Kirchoff-type stress resultant N
(1PK)
αβ , Eqn 5.3 becomes
dP = F−1 ·
[
(Nˆ ·N(1PK))ds0
]
= Nˆ ·N(1PK) · (F−1)T ds0 (5.5)
Finally, for second-Piola-Kirchoff-type stress resultant N
(2PK)
αβ , Eqn 5.3 becomes
dP = Nˆ ·N(2PK)ds0 (5.6)
Next a relation is borrowed from three-dimensional elasticity (see section 4.5 of Malvern [55])
nˆαdΩ =
ρ0
ρ
∂XB
∂xα
NˆBdΩ0 (5.7)
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for differential cross-sectional-area Ω of the membrane. The area and density quantities are
factored according to the thickness, e.g. dΩ0 = h0ds0 and dΩ = hds. Introducing the area
density ρ∗ and eliminating the thickness variables leads to an expression that relates the
undeformed and deformed arc lengths.
nˆαhds =
ρ∗0/h0
ρ∗/h
∂XB
∂xα
NˆBh0ds0 (5.8)
nˆαds =
ρ∗0
ρ∗
∂XB
∂xα
NˆBds0 (5.9)
Equation 5.9 is also written in vector notation as
nˆds =
ρ∗0
ρ∗
(F−1)T · Nˆds0 (5.10)
To relate two stress resultants, Equations 5.4 and 5.5 are set equal to each other. Eqn 5.10
is then used to relate deformed arc length ds to undeformed arc length ds0.
Nˆ ·N(1PK) · (F−1)T ds0 = nˆ ·N(C) · (F−1)T ds
Nˆ ·N(1PK)ds0 = nˆ ·N(C)ds
= Nˆ · (F−1 ·N(C))ρ
∗
0
ρ∗
ds0
Nˆ ·
[
N(1PK) − ρ
∗
0
ρ∗
F−1 ·N(C)
]
ds0 = 0
N(1PK) =
ρ∗0
ρ∗
F−1 ·N(C) (5.11)
To define the Cauchy stress resultant in terms of the first Piola Kirchoff type, pre-multiply
Eqn 5.11 by the deformation gradient F.
N(C) =
ρ∗
ρ∗0
F ·N(1PK) (5.12)
The process is similar to relating the second-Piola-Kirchoff-type stress resultant to the
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Cauchy type.
Nˆ ·N(2PK)ds0 = nˆ ·N(C) ·
(
F−1
)T
ds
= Nˆ · (F−1 ·N(C))ρ
∗
0
ρ∗
· (F−1)T ds0
Nˆ ·
[
N(2PK) − ρ
∗
0
ρ∗
F−1 ·N(C) · (F−1)T]ds0 = 0
N(2PK) =
ρ∗0
ρ∗
F−1 ·N(C) · (F−1)T (5.13)
Alternatively, pre- and post-multiply Eqn 5.13 by the deformation gradient F.
N(C) =
ρ∗
ρ∗0
F ·N(2PK) · FT (5.14)
Combining Eqns 5.12 and 5.14 leads to the relationship between the first and second Piola-
Kirchoff stress resultants.
N
(1PK)
Aβ = N
(2PK)
AB
∂xβ
∂XB
(5.15)
The transformations on the stress resultants thus look the same as the transformation
on the stresses; the difference is the ratio of area density and the fact that the deformation
gradient on the membrane surface is a second-order tensor. For reference, the different
stress types transform as follows [55]:
σ(C) =
ρ
ρ0
F · σ(1PK) (5.16)
σ(C) =
ρ
ρ0
F · σ(2PK) · FT (5.17)
5.2.2 Application to Axisymmetric Membrane Shells
In this subsection the relationship between meridional stress resultant types for axisymmet-
ric shells is calculated as an aid to understanding how to implement the transformations.
The deformation gradient for the two-dimensional shell problem comes from Eqn 5.2 and
the assumption of axisymmetry; most notable is that axisymmetry precludes shear terms.
In accordance with Figure 3.1, the curvilinear coordinate system follows the two lines of
principal curvature on the surface and uses the two principal radii of curvature: radial
position R as in a cylindrical coordinate system and meridional radius of curvature Rφ
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perpendicular to the shell.
The deformation gradient tensor is thus calculated via Eqn 5.2
FαB =
∂xα
∂XB
=

 ∂xφ∂Xφ ∂xφ∂Xθ
∂xθ
∂Xφ
∂xθ
∂Xθ


=

 ∂xφ∂Xφ 0
0 ∂xθ∂Xθ


=

 rφdφRφdφ 0
0 rdθRdθ

 (5.18)
The engineering strains are defined by the ratio of radii such that Eqn 5.18 becomes
FαB =

 1 + ²φ 0
0 1 + ²θ

 (5.19)
Next, the ratio of area densities {ρ∗0, ρ∗} for a differential element in the undeformed
and deformed configurations is considered for the areas {A0, A}. For a constant mass over
a differential area,
ρ∗
ρ∗0
=
dm/dA
dm/dA0
=
dA0
dA
=
dXφdXθ
dxφdxθ
(5.20)
=
1
(1 + ²φ)
1
(1 + ²θ)
(5.21)
Under axisymmetric conditions the meridional stress resultant, in terms of meridional
and sagittal angles φ and θ, is found from Eqn 5.14.
N
(C)
φφ =
ρ∗
ρ∗0
∂xφ
∂Xφ
N
(2PK)
φφ
∂xφ
∂Xφ
=
1
(1 + ²φ)(1 + ²θ)
[
(1 + ²φ)N
(2PK)
φφ (1 + ²φ)
]
=
1 + ²φ
1 + ²θ
N
(2PK)
φφ (5.22)
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Similarly, the relationship between the Cauchy and first-Piola-Kirchoff stress resultants
is rewritten from Eqn 5.12,
N
(C)
αβ =
ρ∗
ρ∗0
∂xα
∂XA
N
(1PK)
Aβ (5.23)
For axisymmetry the meridional stress resultant becomes
N
(C)
φφ =
ρ∗
ρ∗0
∂xφ
∂Xφ
N
(1PK)
φφ
N
(C)
φφ =
1
(1 + ²φ)(1 + ²θ)
[
(1 + ²φ)N
(1PK)
φφ
]
=
1
(1 + ²θ)
N
(1PK)
φφ (5.24)
Eqns 5.22 and 5.24 combine to provide the relationship between the first and second
Piola-Kirchoff stress resultants.
N
(1PK)
φφ = (1 + ²φ)N
(2PK)
φφ (5.25)
Under axisymmetry the double-subscript will be reduced to a single, e.g. N
(C)
phi = N
(C)
φφ .
5.2.3 Comparison to the Literature
The labelling of stress resultant types in the literature is not always consistent with this
mathematical development. In Jenkins et al. [37], for example, the stress resultant trans-
formation labelled as Cauchy-to-second-Piola-Kirchoff-type is consistent with the Cauchy-
to-first-Piola-Kirchoff-type transformation shown in Section 5.2.2. Often the distinction
between first- and second-type Piola-Kirchoff stress resultant is not given explicitly in the
literature.
The consistent stress resultant definitions for the three types are used to provide a guide
to selections from the literature. In Table 5.2 the variables from the source are shown with
the consistent definition. The Kirchoff stress resultant quantity found in Budiansky [11] and
Libai and Simmonds [50] does not actually have a commonly-defined stress-type analog.
127
Table 5.2: Stress resultant notation in the literature, with the current notation shown
for comparison. The variables used in each reference are given in the nomen-
clature of the reference.
Reference Stress Resultant Type
Cauchy 1st 2nd Kirchoff
Piola-Kirchoff Piola-Kirchoff
Libai and Simmonds,
§VII.F [50]
N¯αβ Nαβ
Budiansky [11] Nαβ nαβ
Malvern, Ch. 5
[55][
Tij T
0
Ij T˜IJ
Jenkins et al.,
[37]
nαβ Nαβ
‡
Greschik et al.,
[23]
Nα nα
[This document] {N (C)αβ , nα} N (1PK)αβ N (2PK)αβ
†This quantity is transformed by the change in volume, also represented by the
metric tensor determinant ratio, Nαβ =
√
g
GN¯αβ =
ρ0
ρ N¯αβ . See Appendix D
for more on the metric tensor.
[T represents the stress tensor, not the stress resultant.
‡The 1st Piola-Kirchoff-type stress resultant, as defined consistently here, is
labelled in the reference as the 2nd Piola-Kirchoff-type stress resultant.
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5.2.4 Constitutive Laws for Axisymmetric Membrane Shells
A common assumption in elasticity, especially when accuracies on the order of 5% are de-
sired, is to assume small strains and ignore the terms that distinguish between the stress
and strain types. The current context is the high-quality shape prediction of optical per-
formance, however, and so the proper treatment of the constitutive law is pursued. In
this section a proper form of linear, Hookean constitutive law is derived for different stress
resultant types, and through the derivation process a set of different forms is created.
Continuum mechanics texts such as Malvern [55] emphasize the importance of matching
a proper strain type with a conjugate stress type in the constitutive law. The fundamental
concept is that the value of the strain energy must be invariant to form, and the result is
that the stress resultant types of the previous section must be paired with particular types
of strain tensors in the constitutive relations. This need to relate conjugate pairs in the
constitutive law is not reflected in some of the literature.
The linear, Hookean constitutive law is formally a relation between the 2nd-Piola-
Kirchoff stress and the Lagrangian strain [55]; both are referenced to the initial, undeformed
basis. A review of the ASTM standard for tensile testing of plastic sheets [4] confirms this
approach. That is, the standard practice for membranes is to reference the undeformed ba-
sis by using the original, undeformed dimensions to transform the force/ displacement data
into stress (resultant)/ strain curves. For the axisymmetric problem the two constitutive
relations are thus
eφ =
1
Eh0
(
N
(2PK)
φ − νN (2PK)θ
)
(5.26)
eθ =
1
Eh0
(
N
(2PK)
θ − νN (2PK)φ
)
(5.27)
The Lagrangian strain terms eα are finite strains referenced to the undeformed coordi-
nate system. The strains are found from a relation with the change in arc length ds on the
surface during deformation.
ds2 − ds20 = 2dXAeABdXB (5.28)
Substitution for the differential arc length into each side of Eqn 5.28 leads to a useful
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definition for eAB in the case of axisymmetric membrane shells.
[
(rφdφ)
2 + (rdθ)2 − (Rφdφ)2 − (Rdθ)2
]
= 2
[
eφdX
2
φ + eθdX
2
θ
]
= 2
[
eφR
2
φdφ
2 + eθR
2dθ2
]
dφ2
[
r2φ −R2φ − 2eφR2φ
]
+ dθ2
[
r2 −R2 − 2eθR2
]
= 0 (5.29)
From Eqn 5.29 the Lagrangian strain components for axisymmetric membrane shells are
found by setting each of the coefficients of the differential-angle terms to zero.
eφ =
1
2
r2φ −R2φ
R2φ
(5.30)
eθ =
1
2
r2 −R2
R2
(5.31)
The form of Eqns 5.30 and 5.31 may then be rewritten.
eφ =
1
2
(
rφ
Rφ
− 1
)(
rφ
Rφ
+ 1
)
=
(
rφ
Rφ
− 1
)[
1
2
(
rφ
Rφ
− 1
)
+ 1
]
=
(
rφ
Rφ
− 1
)
+
1
2
(
rφ
Rφ
− 1
)2
(5.32)
The sagittal strain is found similarly.
eθ =
( r
R
− 1
)
+
1
2
( r
R
− 1
)2
(5.33)
To relate these ratios of radii to a strain quantity, an alternative approach is considered.
With the displacement vector u defined as a difference in position vectors,
uα ≡ xα −Xα (5.34)
Eqn 5.28 can be reformulated in terms of derivatives of displacements in the coordinate
directions [55].
eαβ =
1
2
(
duα
dXβ
+
duβ
dXα
+
duγ
dXβ
duα
dXβ
)
(5.35)
130
The quadratic terms are ignored to define the linear component of the Lagrangian strain,
also well-known as the “engineering strain” ²αβ .
²αβ ≡ 1
2
(
duα
dXβ
+
duβ
dXα
)
(5.36)
The engineering strains are thus defined according to the simple relative change in funda-
mental lengths.
²φ =
dxφ − dXφ
dXφ
=
ds− dS
dS
=
rφ
Rφ
− 1 (5.37)
²θ =
dxθ − dXθ
dXθ
=
rdθ −Rdθ
Rdθ
=
r
R
− 1 (5.38)
Substituting the definition for the engineering strains, Eqns 5.37 and 5.38, into the La-
grangian strain tensor eαβ of Eqn 5.32 and 5.33 provides the relation of the engineering
strain to the finite-strain for axisymmetric membranes.
eφ = ²φ +
1
2
²2φ (5.39)
eθ = ²θ +
1
2
²2θ (5.40)
Whenever the quadratic term is eliminated, the small-strain approximation is explicitly im-
plemented. Returning to the Hookean constitutive law of Eqns 5.26 and 5.27, the equations
are rearranged in terms of stress resultants.
N
(2PK)
φ =
Eh0
1− ν2 (eφ + νeθ) (5.41)
N
(2PK)
θ =
Eh0
1− ν2 (eθ + νeφ) (5.42)
From Eqns 5.22 and 5.24, the different stress resultant types are related to each other in
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the following way.
N
(C)
φ =
1
1+²θ
N
(1PK)
φ =
1 + ²φ
1 + ²θ
N
(2PK)
φ
N
(C)
θ =
1
1+²φ
N
(1PK)
θ =
1 + ²θ
1 + ²φ
N
(2PK)
θ
The 2nd-Piola-Kirchoff-type stress resultants N
(2PK)
α are now replaced with the equivalent
expression from the constitutive law, Eqns 5.41 and 5.42, to form the “Exact” constitutive
law.
N
(C)
φ
∣∣
(Exact)
=
1 + ²φ
1 + ²θ
(
Eh0
1− ν2
)
(eφ + νeθ)
=
Eh0
1− ν2
(
1 + ²φ
1 + ²θ
)[(
²φ +
1
2
²2φ
)
+ ν
(
²θ +
1
2
²2θ
)]
(5.43)
N
(C)
θ
∣∣
(Exact)
=
1 + ²θ
1 + ²φ
(
Eh0
1− ν2
)
(eθ + νeφ)
=
Eh0
1− ν2
(
1 + ²θ
1 + ²φ
)[(
²θ +
1
2
²2θ
)
+ ν
(
²φ +
1
2
²2φ
)]
(5.44)
With small strains (|²α| ¿ 1), the consistent expressions for the Cauchy stress resultant
can be expanded as a series of the two engineering strains. The “Quadratic” constitutive
law comes from keeping terms in the series up to second order in engineering strain.
N
(C)
φ
∣∣
(Quadratic)
=
Eh0
1− ν2
(
²φ + ν²θ +
3
2
²2φ −
1
2
ν²2θ − (1− ν)²φ²θ
)
(5.45)
N
(C)
θ
∣∣
(Quadratic)
=
Eh0
1− ν2
(
²θ + ν²φ +
3
2
²2θ −
1
2
ν²2φ − (1− ν)²φ²θ
)
(5.46)
If only the linear terms are kept, the “Linear” constitutive law is formed.
N
(C)
φ
∣∣
(Linear)
= N
(1PK)
φ
∣∣
(Linear)
= N
(2PK)
φ =
Eh0
1− ν2
(
²φ + ν²θ
)
(5.47)
N
(C)
θ
∣∣
(Linear)
= N
(1PK)
θ
∣∣
(Linear)
= N
(2PK)
θ =
Eh0
1− ν2
(
²θ + ν²φ
)
(5.48)
This linear approximation derived in a consistent manner leads to equivalence among the
stress resultant types. Although not the goal of this analysis, Eqns 5.47 and 5.48 show that
the use of engineering strains rather than Lagrangian strains is not consistent with making
a distinction between stress resultant types.
132
Lastly, the so-called “Classic” constitutive equation is considered; the name refers to
the previous use of this relation by the author [17] and others [23]. The basic assumption is
that the “Classic” constitutive equation provides a relation between the engineering strain
and the 1st-Piola-Kirchoff stress resultants.
N
(C)
φ
∣∣
(Classic)
=
1
1 + ²θ
N
(1PK)
φ
=
1
1 + ²θ
(
Eh0
1− ν2
)(
²φ + ν²θ
)
(5.49)
N
(C)
θ
∣∣
(Classic)
=
1
1 + ²φ
N
(1PK)
θ
=
1
1 + ²φ
(
Eh0
1− ν2
)(
²θ + ν²φ
)
(5.50)
In summary, the constitutive laws in terms of the Cauchy stress resultants and the
engineering strain are given in four categories:
1. “Exact” (Eqns 5.43 and 5.44);
2. “Quadratic” (Eqns 5.45 and 5.46);
3. “Linear” (Eqns 5.47 and 5.48); and
4. “Classic” (Eqns 5.49 and 5.50).
5.3 Quantification of Error
The previous section details the mathematics behind the four different constitutive laws. In
this section the errors are quantified in the context of modelling doubly-curved membrane
shells similar in shape to telescope primary mirrors. The errors from not using the “Ex-
act” constitutive law are shown to follow the expected trends and yet not generally be as
significant as the error introduced from the equilibrium and kinematic assumptions in the
models.
Consistent with the rest of the thesis, two example geometries are considered:
• Forming a spherical cap from a spherical cap by applying a constant pressure: the final
shape has spherical radius r¯sph =
rsph
rout
= 4, and the initial spherical radius is smaller
than 4 (i.e., the final shape is flatter). The stress-resultant boundary condition is set
such that the cap behaves like a cutout of a filled sphere.
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• Forming a paraboloidal shell from a shallower paraboloidal shell: the final shape has
focal ratio f∞ =
f
2rout
= 1, and the initial shape has a larger focal ratio.
The constitutive models are each implemented in the inverse solver because the difference
between bases and different constitutive laws is important for the geometrically-exact inverse
solver. Axisymmetry is assumed. The product of the inverse solver is the radially-varying
pressure distribution required to push the initial shape into the final shape. The sphere-
forming problem is used to verify the numerical inverse solver, while the parabola-forming
problem provides a real mirror shape for study. The different constitutive models are used
to create a series of corresponding pressure distributions, and these pressure distributions
are applied in the same “forward” model to get a final shape. The final shape predictions
are then compared to quantify the impact of constitutive model choice on the final shape
prediction.
With reference to the taxonomy of models in Chapter 3, three models are used in this
chapter:
• The Axisymmetric Exact Membrane Shell (AEMS) model for the inverse solver;
• The Axisymmetric Membrane Shell (AMS) model to generate shape predictions of
the example problems; and
• The Linearized Axisymmetric Large Deflection (LALD) model, also for shape predic-
tions of the example problems.
With no distinction between coordinate bases, the AMS and LALD models only use linear
constitutive laws.
5.3.1 Stress Resultants from Strain Distributions
With the different constitutive laws in Section 5.2.4 given as functions of strains (see
Eqns 5.43–5.50), the most direct implementation of a membrane constitutive law is to
determine the stress resultant as a function of strain. The different stress resultant distri-
butions corresponding to the four laws — “Exact”, “Quadratic”, “Linear”, and “Classic”
— are calculated and compared here to quantify the difference for problems of interest.
Figure 5.3 shows the area-averaged Root-Mean-Square (RMS) error in the prediction of
meridional stress resultant Nφ. To be consistent with the rest of the thesis, the abscissa
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is the mean pressure applied to form the final shape. The distributions of principal strain,
the same for each constitutive equation, come from the Mathematica-based inverse solver
so as to create a realistic set of values. The error is calculated as a relative error away from
the stress resultants calculated via the consistently “Exact” constitutive equations. The
relative error is seen to be linear for the “Linear” and “Classic” laws, consistent with the
fact that a quadratic-level error is divided by the stress resultant. Similarly, the expected
cubic level of error for the “Quadratic” law is supported by a quadratic relative error.
Figure 5.2 shows data from the (r¯sph = 4)-sphere-forming problem and Figure 5.3 from
the f/1-parabola-forming problem. In Figure 5.2 the “Linear” and “Classic” points lie
on nearly identical lines as for the parabola-forming problem, but the “Quadratic” law is
observed to have a numerically-zero error. As seen in the equations, the sphere-expansion
problem has the unique geometry and loading for which the quadratic expression is identical
to the exact.
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Figure 5.2: Sphere-to-r¯sph = 4-sphere forming. Area-weighted-RMS error in the predic-
tion of meridional stress resultant N¯φ relative to that from the “Exact” law,
N¯φ−(N¯φ)Exact
(N¯φ)Exact
, as a function of mean applied pressure. The “Quadratic” law
has a zero error to the level of numerical precision.
Figure 5.4 has slightly different axes, with the circumferential stress resultant prediction
error plotted against average strain. The trends are uniformly similar to the trends observed
in the meridional-stress-resultant-versus-pressure plots, and so the full permutation of plots
is omitted here for brevity.
The error in Figures 5.3, 5.2, and 5.4 is seen to be small: less than 1% relative error
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Figure 5.3: Parabola-to-f/1-parabola forming. Area-weighted-RMS error in the predic-
tion of meridional stress resultant N¯φ relative to that from the “Exact” law,
N¯φ−(N¯φ)Exact
(N¯φ)Exact
, as a function of mean applied pressure.
in most of the parabola-forming problems, for example. Such a small difference in the
prediction of stress resultant provides the first indication that the difference between the
constitutive models is not significant for the geometric and loading problems of interest for
forming curved membrane mirrors. The results also provide the first indication that use of
the “Classic” constitutive law may introduce more error that use of even the “Linear” law.
5.3.2 Implementation in Inverse Solver: Pressure Solution
As a more significant comparison, the four constitutive models are each implemented in
an inverse solver; the result is four different pressure distributions for each initial shape/
final shape combination. The sphere-forming problem is used for this comparison for one
underlying reason: the answer can be found in closed form, and this closed-form solution
can be used to verify the numerical inverse-solver code.
The exact equations for the equilibrium of a sphere subject to constant pressure are
found by writing the classic pressure-vessel-expansion expressions in the deformed basis
rather than the undeformed basis typical of small-strain analysis.
p¯|Exact = 2N¯
(C)
r¯φ
(5.51)
In this section the functional dependence of the field variables upon position (either ra-
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Figure 5.4: Parabola-to-f/1-parabola forming. Relative area-weighted-RMS error in the
prediction of meridional stress resultant N¯φ as a function of a given strain
set, N¯θ−(N¯θ)Exact
(N¯θ)Exact
.
dial position R or angular position φ) is omitted for readability. The exact constitutive
equations, Eqns 5.43 and 5.44, become
N¯ (C) =
1
1− ν e
=
1
1− ν
(
²+
1
2
²2
)
(5.52)
The subscripts have been dropped for convenience because the two principal tensor compo-
nents are equal: N¯ (C) = N¯
(C)
φ = N¯
(C)
θ for the stress resultants and similar for engineering
strain ² and Lagrangian strain e. The engineering strain is defined by a change in arc
lengths according to Eqns 5.37–5.38, and so the stress resultant transforms accordingly.
N¯ (C) =
1
2
1
1− ν
[(
r¯φ
R¯φ
)2
− 1
]
(5.53)
The equilibrium equation, Eqn 5.51, can thus be solved for pressure in terms of change in
radius.
p¯|Exact = 1
1− ν
(
1
r¯φ
)[(
r¯φ
R¯φ
)2
− 1
]
(5.54)
Eqn 5.54 thus represents the pressure for both the “Exact” and “Quadratic” laws because
the deformation is such that the stress resultant is exactly a quadratic expression in engi-
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neering strain.
For the “Linear” law, Eqn 5.52 is made linear consistent with Eqns 5.47 and 5.48, with
a corresponding change to the pressure.
N¯ (C) =
1
1− ν
(
²+
1
2
²2
)
=
1
1− ν
(
r¯φ
R¯φ
− 1
)
p¯|Linear = 2
r¯φ
N¯ (C)
=
2
1− ν
(
1
r¯φ
)(
r¯φ
R¯φ
− 1
)
(5.55)
The pressure for the “Classic” law is found in a similar way using Eqns 5.49 and 5.50.
N¯ (C) =
(
1
1 + ²
)
1
1− ν2 (²+ ν²)
=
1
1− ν
(
²
1 + ²
)
=
1
1− ν
(
1− R¯φ
r¯φ
)
p¯|Classic = 2
r¯φ
N¯ (C)
=
2
1− ν
(
1
r¯φ
)(
1− R¯φ
r¯φ
)
(5.56)
The inverse solver is implemented in Mathematica without any arbitrary constraints
upon the solution, and still the solver returns values of pressure equal over the entire domain
to each of the relations represented by Eqns 5.54, 5.55, and 5.56. That is, the area-averaged
value of the relative error is around 10−16 or less – and hence numerically zero. In most
cases the differences are exactly 0. The inverse solver code is thus again verified.
In the axisymmetric inverse solver used here both strain components at the inner bound-
ary (R¯ = 0) are specified. This strain can either be chosen directly or as a function of the
Cauchy stress resultant N¯ (C). In the “Linear” and “Classic” laws, the inverse solution
for engineering strains in terms of stress resultants is easy to solve and leads to a closed-
form relation. The “Exact” law is nonlinear and has no solution. In the “Quadratic” law,
the expression is only acknowledged to be accurate to cubic order. An inverse polynomial
function to cubic order is a deterministic problem, and so, for the “Quadratic” law, the
138
inverse expressions are as follows. Although this is a boundary condition with all variables
evaluated at R¯ = 0, the “at R¯ = 0” function notation is omitted for brevity.
²φ|(Quadratic) = N¯ (C)φ − νN¯ (C)θ (5.57)
−
(
3
2
+ ν
)(
N¯
(C)
φ
)2
+
(
ν +
1
2
ν2
)(
N¯
(C)
θ
)2
+
(
1 + ν − ν2) N¯ (C)φ N¯ (C)θ
²θ|(Quadratic) = N¯ (C)θ − νN¯ (C)φ (5.58)
−
(
3
2
+ ν
)(
N¯
(C)
θ
)2
+
(
ν +
1
2
ν2
)(
N¯
(C)
φ
)2
+
(
1 + ν − ν2) N¯ (C)θ N¯ (C)φ
Specifying the stress resultant as the inner boundary condition with a “Quadratic” consti-
tutive law therefore means that a third-order error is added to the problem prior to the
numerical solution.
To explore the differences between the constitutive laws and the boundary specifications,
the six cases of Table 5.3 are used. Each case was implemented in the inverse solver
for the r¯sph = 4-sphere-forming problem over a range of initial radii, and the relative
difference from the exact pressure of Eqn 5.54 is plotted in Figure 5.5. In confirmation of
the implementation, the “Exact” case (4) is numerically zero (error magnitude< 10−16). For
the sphere-forming case, the “Quadratic” cases (2–3) are identical in form to the “Exact”,
and this fact is reflected in the numerically-zero error in the plot. The two “Classic” cases
(5–6) have identical answers, as expected.
Table 5.3: Table of inverse-solver cases. The constitutive law types are consistent with
Section 5.2.4.
Case Constitutive Law Boundary Condition
Variables at R = 0
1 Linear {N¯φ, N¯θ}
2 Quadratic {N¯φ, N¯θ}
3 Quadratic {²φ, ²θ}
4 Exact {N¯φ, N¯θ}
5 Classic {²φ, ²θ}
6 Classic {N¯φ, N¯θ}
Figure 5.5 compels further investigation because the error magnitudes in many of the
cases are above the 10−6 magnitude that arises in optical structures. The most interesting
result here, however, is that the “Classic” cases actually result in greater error that the “Lin-
ear” case. This is the second quantified indication that choosing the “Classic” constitutive
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law may actually degrade rather than improve the solution.
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Figure 5.5: r¯sph=4-forming problem: Pressure prediction error due to choice of con-
stitutive model in the inverse solver versus exact value of non-dimensional
pressure from Eqn 5.54. The error is area-averaged to create a single metric
for each loading state. Table 5.3 explains the difference in equation form
and boundary condition implementation between the six cases.
5.3.3 Implementation in the Full Design Problem: Shape Prediction
In the last section the constitutive cases are compared by implementation in the full design
problem, defined as the shape prediction of the nominal geometry and loading determined
via the inverse solver. The different pressures from the inverse solvers are implemented in
so-called “forward” models to see if the constitutive law in the inverse solver leads to any
significant error in the shape predictions. This type of result indicates the significance of the
difference in constitutive laws when a full design analysis, from the inverse statics solution
to eventually study of the “forward” dynamics and control problem, is performed.
As discussed in Section 2.3, the STD-pathlength shape-error metric is used to compare
the shape solution to the exact shape. Figure 5.6 shows that the difference between the
constitutive-law cases is inconsequential for the parabola-forming design problem. The non-
dimensional error range of interest for optical mirrors, 5.0×10−9 to 0.1×10−6, is delineated
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by dotted lines.
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Figure 5.6: Standard-Deviation-of-Pathlength error metric as a function of mean applied
pressure for AMS-theory discretized-integral solutions to the f/1-parabola-
forming problem with N = 3200 intervals. Consistent with Table 5.3, the six
case numbers represent different constitutive laws and boundary conditions
used in the inverse solver.
Figure 5.7 represents a similar problem yet with a surprising result. When the “Classic”
constitutive model is used in the inverse solver (Cases 5–6), the AMS-theory model returns
an answer with optical-level accuracy over the full range of pressure load. The results appear
to be either a sort of fluke caused by mutual error cancellation or a special result of AMS
theory. This behavior is not observed in the f/1-parabola-forming geometry of Figure 5.6
or the LALD-theory results.
Figures 5.8 and 5.9 also show results for the parabola- and sphere-forming problems,
though in this case for the LALD theory. The fundamental observation for the two plots
is the same as for Figure 5.6: no appreciable difference is observed between any of the
six cases. The error from the equilibrium and kinematic equations in the models is thus
observed to be more significant than the error in the applied pressure load.
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Figure 5.7: Standard-Deviation-of-Pathlength error metric as a function of mean applied
pressure for AMS-theory finite difference solutions to the r¯sph = 4-sphere-
forming problem with N = 3200 intervals. Consistent with Table 5.3, the six
case numbers represent different constitutive laws and boundary conditions
used in the inverse solver.
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Figure 5.8: Standard-Deviation-of-Pathlength error metric as a function of mean applied
pressure for LALD-theory finite difference solutions to the f/1-parabola-
forming problem with N = 3200 intervals. Consistent with Table 5.3, the six
case numbers represent different constitutive laws and boundary conditions
used in the inverse solver.
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Figure 5.9: Standard-Deviation-of-Pathlength error metric as a function of mean applied
pressure for LALD-theory finite difference solutions to the r¯sph = 4-sphere-
forming problem with N = 3200 intervals. Consistent with Table 5.3, the six
case numbers represent different constitutive laws and boundary conditions
used in the inverse solver.
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5.3.4 Functional Order of Error
As a check of accuracy and consistency, the results for the different cases were compared
to the “Exact” case (4) and plotted in Figures 5.10 and 5.11 for the AMS and LALD
models, respectively. Figure 5.10 shows that the functional dependence changes as the load
decreases through the “hump” in the curve. In the “Linear” and “Classic” cases, the error
appears to change linearly with strain for small loads and then as a constant for large
loads. This change to a constant near a non-dimensional pressure load of 10−4 corresponds
with the region in which the error function undergoes a sign change (see Chapter 7). The
functional dependence of the “Quadratic” case is difficult to judge because of the features
in the functions. Figure 5.11 shows a similar result for LALD theory except that the
transition to higher-order error is gradual. In the LALD case the “Quadratic” case is seen
to have quadratic functional dependence at small loads and then transition to a higher-order
dependence at large loads. At smaller loads the difference between the exact error metrics
and the other cases thus follows the expected order-of-strain trend for both the AMS and
LALD models.
Hookean constitutive law is based upon a quadratic formulation of strain energy with
a linear stress-strain relationship. The first improvement would seem to be the addition of
cubic terms, thus indicating a quadratic relationship between stress and strain. A quadratic
expression is a mathematically-even function, however, while an isotropic material would be
expected to have a mathematically-odd stress-strain relationship (a quadratic term would
indicate a positive force resulting from a negative strain, and so a cubic term would actually
be the next logical addition).
This logic may not apply, however, to the no-compression-allowed world of membranes.
Moreover, in special cases such as highly wrinkled/ crushed membranes, a quadratic term
may be important. An example is found in Murphey and Mikulas [65], where a series
expansion of an exponential constitutive law is used for a wrinkled membrane.
The most conservative error in the constitutive law is thus taken to be on the order of
the engineering strain, or O(1+ ²). A less conservative yet justifiable approach would be to
consider the error to be on the order of (1 + ²2). Figures 5.10 and 5.11 show both of these
strain trends plotted. Only experimental data can settle the question definitively.
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Figure 5.10: Standard-Deviation-of-Pathlength error metrics, relative to the error metric
from the “Exact” inverse-solver case, as a function of mean applied pressure
for N = 3200 AMS-theory solutions to various inverse-solver-based initial
conditions. Consistent with Table 5.3, the six case numbers represent dif-
ferent constitutive laws and boundary conditions used in the inverse solver.
The linear, quadratic, and cubic functions of the mean strain are also plotted
to help identify trends.
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Figure 5.11: Standard-Deviation-of-Pathlength error metrics, relative to the error metric
from the “Exact” or “Case (4)” inverse-solver case, as a function of mean
applied pressure for N = 3200 LALD-theory solutions to various inverse-
solver-based initial conditions. Consistent with Table 5.3, the six case num-
bers represent different constitutive laws and boundary conditions used in
the inverse solver. The linear, quadratic, and cubic functions of the mean
strain are also plotted to help identify trends.
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5.4 Summary
In this chapter the exact Hookean constitutive law is written in term of proper complemen-
tary variables, the second-Piola-Kirchoff stress resultant and the Lagrangian strain, and
then rewritten in terms of other stress resultant and strain types. Stress resultant types ex-
plored are Cauchy, first Piola-Kirchoff, and second Piola-Kirchoff, and the constitutive law
choices are linear, quadratic, exact, and “classic”. To assess the importance of distinguish-
ing between the types of stress and strain in the constitutive law, a set of three membrane
shell problems is used: (i) prediction of stress resultant distribution from a strain distri-
bution, (ii) prediction of pressure distribution in an inverse solver, and (iii) prediction of
final deformed shape. For each problem the results from the different constitutive laws are
compared to the results from the exact relationship.
The following observations and recommendations are drawn from these comparisons:
• Consistency in the equations used in modeling must be considered. When ignoring
the difference between engineering strains and Lagrangian strains, no distinction need
be made between stress resultant types (see Eqns 5.47 and 5.48).
• The error from not using the exact Hookean constitutive law in the inverse solver is ob-
served to be much less than the error from the equilibrium and kinematic assumptions
in the AMS and LALD models.
• In predicting the pressure required to deform from one membrane shell into another,
the “Classic” form of the constitutive equations results in greater error than even
the “Linear” case. With consistently more error in the “Classic” than the “Linear”
constitutive formulation, the consistent-linear form should be used as the first-level
approximation. The consistently-derived quadratic expression should be used as the
next level of fidelity in the constitutive law.
• The difference between the stress resultant types can be ignored for the inverse solver
in combination with most simple models. The error introduced to the loading gener-
ated by an approximate inverse solver does not significantly change the accuracy of
the resulting shape prediction for the models studied, even at the small scale required
for optics. That is, the error in the constitutive law is largely overshadowed by the
error inherent in the model.
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The work in this chapter includes the following contributions.
• Derivation of relation between stress resultant types as analogs to stress types.
• Mathematical description of inconsistency in constitutive relations currently found in
the literature. A constitutive law found in the literature from a well-known author is
shown to be mathematically inconsistent and is shown to potentially add more error
than even the simplest linear law.
• Quantification of error resulting from simplifications to the constitutive equations.
The error is on the order of strain yet in the full design problem may be swamped by
the error from other assumptions.
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Chapter 6
Implementation
————————————————
Objective of Chapter :
To identify problems with the implementation of the optical-accuracy numerical
solutions and demonstrate the effectiveness of the measures taken to mitigate
the problems.
————————————————
6.1 Introduction
Modelling structural behavior to optical-level accuracy requires a careful analysis of the
numerical solutions so that the origins of the error can be understood and properly handled.
Decisions used in standard, “textbook” analyses can and do introduce prediction errors
that are significant under the fine length scales of large optical structures. While the goal
of this thesis is to quantify the error due to modelling assumptions, the study of the shape
prediction errors has also led to quantification and subsequent identification of problems in
the numerical implementation of the solutions. The problems share a common theme —
that seemingly reasonably implementation decisions may lead to error that is significant at
the performance level of interest for large optical membrane structures.
As with the work on constitutive laws in Chapter 5, the work in this chapter was
motivated by efforts to implement solutions to advanced models. These efforts exposed
problems with the implementation of the simpler models, and an understanding of the
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problems led to development of measures to mitigate or eliminate the source of the errors.
The problems arise in three areas:
1. The AMS-model integral solution. The boundary condition in this solution must be
applied one way under the Axisymmetric Membrane Shell (AMS) model when the
domain includes R = 0. In Section 6.2 the integral solution is derived, and numerical
results are presented in support of the chosen boundary condition approach.
2. Use of proper coordinate basis for loads. In the first generation of finite difference
solutions, the pressure was taken directly from the inverse solver, reckoned with re-
spect to the deformed-coordinate basis. Section 6.3 includes numerical results that
quantify the improvement in prediction error when the load is transformed into the
(appropriate) undeformed basis prior to application in the undeformed state.
3. Endpoint manipulation of solution for smoothness. The most difficult challenge to
finding a good solution for the AMS model lies with a discrete jump in the solution
near the endpoints of the domain. Section 6.4 discusses both the origin of this problem
within the finite difference expressions and a smoothing procedure.
Modifications to the standard implementation of the solutions are herein shown to decrease
the prediction errors. Example cases are given with the spherical-cap-expansion benchmark
problem because the exact solution is available.
Simple shape-comparison metrics quantify the prediction errors due to implementation
of the example cases. The prediction error Z[·], labelled also as a “model accuracy result” or
a “prediction error metric”, is a comparison of the deflection derived from a geometrically-
exact inverse solver to the deflection calculated through a finite difference solution. For
predicted axial displacement w¯(r¯), the root-mean-square (RMS) metric is defined by
∆w¯(r¯) ≡ w¯(r¯)− w¯Exact(r¯)
Z[∆w¯−RMS] ≡
√
1
A¯
∫
A¯
[
∆w¯(r¯)
]2
dA¯
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Similarly for the standard deviation (STD), the expression is
∆w¯ ≡ 1
A
∫
A¯
∆w¯(r¯)dA¯
Z[∆w¯−STD] ≡
√
1
A¯
∫
A¯
[
∆w¯(r¯)−∆w¯
]2
dA¯
The structural performance metrics Z[∆w¯−RMS] and Z[∆w¯−STD] are used consistently for
shape comparison in this chapter.
6.2 AMS Boundary Conditions
The solutions using the AMS model exhibit a discrepancy according to how the outer
boundary condition is handled for the case of a filled membrane shell. Through numerical
comparison a displacement boundary condition rather than load boundary condition is
shown to be appropriate.
6.2.1 Integral Solution
Figure 6.1 represents the mechanical problem under consideration. The radial position
variable R¯ and radii of curvature functions {R¯φ(R¯), R¯θ(R¯)} are given in terms of the un-
deformed configuration. In addition, the stress resultants N¯αβ(R¯) and pressure P¯ (R¯) are
forces per undeformed length, i.e. the geometry is reckoned with respect to the undeformed
basis. For the Axisymmetric Membrane Shell (AMS) theory, the equilibrium equations are
given by Equations 3.20 and 3.21 for the case of no initial load.
The first step in the integral solution is to determine the expression for meridional stress
resultant N¯φφ(R¯). Substitution of Eqn 3.20 into Eqn 3.21 eliminates the circumferential
stress resultant N¯θθ(R¯).
N¯φφ(R¯)
R¯φ(R¯)
+
d
dR¯
[
R¯ N¯φφ(R¯)
]
R¯θ(R¯) = P¯ (R¯) (6.1)
With a pre-multiplication by R¯ and the substitution R¯ = R¯θ sinφ(r), Eqn 6.1 becomes
R¯ N¯φφ(R¯)
R¯φ(R¯)
+ sinφ(R¯)
d
dR¯
[
R¯ N¯φφ(R¯)
]
= P¯ (R¯) R¯ (6.2)
The critical step comes in relating the sine of the perpendicular angle φ to the meridional
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Figure 6.1: Diagram of representative mechanics problem under consideration. The
drawing shows a single meridian of shell axisymmetric about the Z-axis
labelled with axial position Z, radial position R, angle φ from the center
line, pathlength position S, pressure P (R), and boundary stress resultant
Nφφ(Rout); all quantities are reckoned with respect to the undeformed basis.
radius of curvature R¯φ(R¯).
d
dR¯
sin
[
φ(R¯)
]
= cos
[
φ(R¯)
]dφ(R¯)
dS¯
dS¯
dR¯
= cos
[
φ(R¯)
]
κ¯φ(R¯)
1
cos
[
φ(R¯)
]
= κ¯φ(R¯)
=
1
R¯φ(R¯)
(6.3)
for curvature κ¯φ(R¯). With Eqn 6.3, Eqn 6.2 becomes
d
dR¯
(
R¯ sin
[
φ(R¯)
]
N¯φφ(R¯)
)
= P¯ (R¯)R¯ (6.4)
With the use of an arbitrary variable of integration ρ, over R¯1 ≤ ρ ≤ R¯2, Eqn 6.4 becomes
ρ sin [φ(ρ)] N¯φφ(ρ)
∣∣∣∣∣
R¯2
ρ=R¯1
=
∫ R¯2
R¯1
P¯ (ρ)ρdρ (6.5)
Equation 6.5 provides the functional solution for N¯φφ(R¯) when either R¯1 or R¯2 is set to the
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Figure 6.2: Diagram of representative mechanics problem with (A) a stress resultant
boundary condition and (B) a displacement boundary condition (the so-
called “membrane boundary condition”).
general point R¯.
6.2.2 Boundary Condition Options
The two potential boundary conditions for this problem are (A) the specification of the
boundary stress resultant N¯φφ(1) that is consistent with the inverse design work in this
thesis and (B) the specification of zero tangential boundary displacement u¯φ(1) = 0 that is
usually called the “membrane boundary condition” when used with membrane shell mod-
els. Figure 6.2 provides a graphical description of the difference, and Table 6.1 provides a
mathematical summary based upon Eqn 6.5.
The quandary comes when assessing the accuracy of the AMS theory for the membrane
mirror benchmark problems. Case (A) more closely matches the mechanical conditions used
in the inverse solutions of Chapter 4, but Case (B) is a more common use of membrane
theory. The difference between the cases is observed by examining the stress resultant
solution near the origin R¯ = 0.
The two solutions for N¯φφ(R¯), as listed in Table 6.1, each include a R¯
−1-dependent
term, and so the limits as R¯ → 0 are derived via L’Hoˆpital’s Rule. This limit is explained
physically by taking the sum of the static forces acting in the Z-direction. The pressure
and stress resultants are linked; if the Z-component of the meridional stress resultant does
not equal the area-integral of the corresponding pressure, the missing force quantity must
appear over some range of R¯. In this case the solution goes to infinity at R¯ = 0 for all but
one exact case of boundary load — the load for which the Case (A) and (B) solutions are
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Table 6.1: Mathematical comparison of solutions for representative mechanics problem
with (A) a stress resultant boundary condition and (B) a “membrane bound-
ary condition.” The integral N¯φφ(R¯) solution comes directly from Eqn 6.5,
with φout ≡ φ(1).
Case (A): Specified
Boundary Load
Case (B): Displacement BC
(“Membrane BC”)
Boundary Condition N¯φφ(1) specified u¯φ(1) = 0
Initial integral point R¯1 R¯ 0
Final integral point R¯2 1 R¯
N¯φφ(R¯) Solution
{
1
R¯ sin [φ(R¯)]
[
sin [φout]N¯φφ(1)
1
R¯ sin [φ(R¯)]
∫ R¯
0 ρP¯ (ρ)dρ
− ∫ 1R¯ ρP¯ (ρ)dρ
]}
Is it finite?
(limR¯→0
[
N¯φφ(R¯)
]
)
No† [±∞] Yes [12 P¯ (0)R¯φ(0)]
†The exception is the unique value of N¯φφ(1) for which N¯
A
φφ(R¯) = N¯
B
φφ(R¯).
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Figure 6.3: Comparison of numerical solution predictions for stress resultant, strain, and
displacement given two different boundary conditions in the AMS solution.
Case (A), the stress resultant BC, is used for the results in column 1, and
Case (B), the displacement BC, in column 2. No difference between the pre-
dictions is observed. The problem considered is the spherical-cap benchmark
with radius R¯sph = 3.8→ r¯sph = 4 and 200 intervals.
equal.
6.2.3 Numerical Example
A discrete numerical form of the integral solution is used to demonstrate the issue. Figure 6.3
shows the solutions for different field variables for the spherical-cap benchmark problem with
initial radius R¯sph = 3.8 and final radius r¯sph = 4. The field variable solutions are identical
because the boundary condition N¯φφ(1) applied Case (A), taken from the inverse solver, is
the exact value at which the two solutions equal each other.
An extension to this analysis shows that any specified boundary load other than the
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Figure 6.4: Relative growth of prediction error metrics as a function of additive error δ,
for N¯φφ(1) = N¯φφ(1)
∣∣
exact
(1+δ). The metrics from Case (B), the membrane-
boundary case from Table 6.1, are used to normalize the quantities to the
values with the exact BC. The problem considered is the spherical-cap bench-
mark with radius R¯sph = 3.8→ r¯sph = 4 and 200 intervals.
exact leads to an infinite solution. To quantify this effect for the membrane shell cases of
interest, a small relative error δ is added to the exact boundary specification,
Nφφ(Rout) = Nφφ(R)
∣∣∣∣
exact
(1 + δ) (6.6)
and the accompanying growth in prediction error is observed. Figure 6.4 shows the relative
growth of two structural prediction error metrics, area-averaged root-mean-square (RMS)
and standard deviation (STD), for one case of spherical cap expansion. At a relative error of
ρ ∼ O(10−10–10−8), the prediction error ratio begins to grow rapidly. At a relative boundary
error around δ ∼ 10−5, for example, the error in the prediction is observed to increase by
three orders of magnitude. This error growth correlates to the number of discrete points
near R¯ = 0 that represent the solution going to infinity. The small-δ plateau does equal
the error found in the solution employing the u¯φ(1) = 0 displacement condition. Figure 6.5
shows that the basic BC-error-to-prediction-error trend holds over a range of initial-shape
dimensions.
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These results show that specifying the outer-boundary stress resultant in AMS theory
leads to a tenuous solution technique without robustness. The chance that an O(10−6)
level error might exist in the boundary is enough to warrant using the membrane bound-
ary condition. Another perspective is that the boundary options are limited once (1) the
undeformed basis is used and (2) a no-bending/ no-moment condition is applied. Finally,
using a load BC to assess the limiting prediction error of AMS theory presents a mechanics
problem consistent with the inverse solution but a poor and unreasonable implementation of
the AMS theory; the resulting error cannot be correlated to model assumptions. Moreover,
incremental solution methods used for nonlinear, geometrically-exact analysis that is highly
sensitive to small error increases the chances of finding a non-sensical solution.
Case (B), the membrane boundary condition with no specification on the bound-
ary stress resultant, should be used as the standard boundary condition for AMS-
theory solutions.
6.3 Coordinate Basis for Load
The infinity solutions discussed in Section 6.2 arise when the exact boundary condition
is not applied. The critical process for determining the exact boundary condition is the
basis transformation, the same undeformed-to-deformed transformation that is discussed in
Chapter 5. A boundary condition that is not properly transformed from the deformed to
undeformed coordinate basis will result in an error that is significant at the scale of optical
quality considered in this thesis. The lesson about proper coordinate basis in the boundary
condition extend as well to all of the load conditions on a membrane shell.
One of the first assumptions used in developing most mathematical models of structural
behavior is that lengths are reckoned with respect to undeformed coordinates. This as-
sumption leads to tractable models and common field quantities such as engineering stress.
Highly-accurate deflection predictions of compliant structures may not allow these assump-
tions. The inverse solver for the model-accuracy problems uses quantities referred to the
deformed basis. This section explains how not transferring the loads from the inverse solver
to the undeformed basis results in a significant addition to the prediction error. Applying
load in the wrong basis hence leads to an incorrect assessment of the limiting predictive
accuracy for a model.
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6.3.1 Derivation of Basis Transformation
A notional argument for the form of the basis transformation motivates the basic structure
of the transformation. The pressure load is transformed from the deformed basis into the
undeformed by
[Pressure]
∣∣
Undeformed
=
[Normal Force]
[Undeformed Area]
=
[Normal Force]
[Deformed Area]
[Deformed Area]
[Undeformed Area]
= [Pressure]
∣∣
Deformed
(1 + [Strain 1]) (1 + [Strain 2])
In contrast to the stress resultant transformation in Chapter 5, the normal force term on
a surface does not change form. In specific mathematical terms, the deformation gradient
tensor has a one on the diagonal and zeros in the off-diagonal positions.
The spherical-cap-expansion problem used consistently in this chapter is considered now
for a more specific example. With a constant pressure and local shape symmetry, the stress
resultants and strains will be the same in each principal direction, i.e. N¯φφ(R¯) = N¯θθ(R¯) =
N¯ . The subscripts and the dependence on R¯ are eliminated for convenience. The behavior
is governed in AMS theory by
n =
1
2
prsph (6.7)
² =
1
Eh
(1− ν)N (6.8)
N = n(1 + ²) (6.9)
P = p(1 + ²)2 (6.10)
rsph = Rsph(1 + ²) (6.11)
The variables are stress resultant N , strain ², extensional stiffness Eh, pressure P , and
radius of curvature Rsph, with lower case variables for quantities reckoned with respect to
the undeformed basis and upper case for the deformed basis. Since strain is the quantity
used to translate between deformed and undeformed bases, the equations are solved for
strain. Deformed-basis pressure p and undeformed-basis radius of curvature Rsph are the
desired dependent variables because these parameters properly specify the problem. For
161
outer radius R = rout the strain is represented by
² =
1− (1− ν)proutEh
Rsph
rout
−
√
1− 2(1− ν) proutEh
Rsph
rout
(1− ν)proutEh
Rsph
rout
=
1−
√
1− 2(1− ν)p¯R¯sph
(1− ν)p¯R¯sph
− 1 (6.12)
where pressure and radius of curvature have been transformed into nondimensional quan-
tities p¯ and R¯sph. The geometrically-exact strain of Equation 6.12 is thus found in closed
form, and the undeformed-basis pressure P¯ is found via Equation 6.10. In the following
section this correction of the pressure into the undeformed basis is implemented, and the
resulting model prediction errors between the naive and proper methods are compared.
6.3.2 Numerical Example
For the spherical-expansion problem under study in this chapter, Figure 6.6 shows that the
standard deviation of the deflection prediction error is much lower when the undeformed
basis is used. The mean pressure for each case is used as the abscissa because previous
work showed this quantity tends to be the best parameter for comparison. The correction
to the undeformed basis results in multiple orders of magnitude decrease in the estimation
of model prediction error.
More than just showing that the error is lower when using the proper basis, Figure 6.6
shows that the use of the wrong basis adds so much error that the expected trends are not
observable. In the undeformed-basis results, the finer-discretization, N = 1000 cases have
smaller prediction error than the N = 200; smaller interval sizes are expected to be more
accurate in finite difference, and so this trend is consistent with expectation. The errors
for the deformed-basis results are the same for the two different intervals, and so the error
from an incorrect basis is seen to be so great that the underlying model-error trends are
not observable.
In addition to smaller magnitude, the trend of error versus load is seen in Figure 6.6 to
have a smaller slope in the undeformed-basis results. In fact, the slope of the pressure-versus-
error relationship decreases by almost half from the deformed basis to the undeformed basis.
A proper use of coordinate basis hence means that the model will be valid for problems of
optical-level accuracy over a larger range of load than would have been predicted with the
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Figure 6.6: Comparison of model prediction error STD metrics according to mean pres-
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appropriate for all but the geometrically-exact theories). The problem con-
sidered is the spherical-cap benchmark with radius R¯sph = 3.8 → r¯sph = 4
and intervals of 200 and 1000.
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that the correct, constant-response solution is found when the load is trans-
formed into the undeformed basis. The problem considered is the spherical-
cap benchmark with 200 intervals and radius R¯sph = 3.8→ r¯sph = 4.
deformed-basis results.
The choice of coordinate basis also ties back to the boundary-condition results of Sec-
tion 6.2. Figure 6.7 shows the solution for the stress resultant distribution for different
combinations of boundary conditions and load bases. When the pressure is transformed
into the undeformed basis, the two different BC conditions return an identical solution.
This solution trend is the same as seen in Figure 6.3. For pressure in the deformed ba-
sis, however, (1) the membrane-BC case returns a solution with a bias error and (2) the
load-BC case returns a solution that goes to infinity at R¯ = 0 (Equation 6.5 and Table 6.1
provide the details). The “exact boundary condition load” discussed as impractical in Sec-
tion 6.2 is hence determined from the inverse solver results through a proper transformation
of coordinate basis.
The switch to undeformed basis is necessary for consistency with most mem-
brane models, and the impact of missing this detail is significant: the values of
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prediction error metrics with load properly represented in the undeformed basis
are many orders of magnitude lower than the results from the load in a deformed
basis.
6.4 Smoothness of the Solution
The straightforward use of finite difference expressions to calculate the discrete geometric
field variable distribution required for the AMS integral solution leads to a numerical dis-
crepancy. The values of the radii of curvature near the endpoints make a slight jump in the
initial state, but this lack of smoothness in the undeformed configuration leads to a very
noticeable jump in the radii of curvature in the final state. In this section the problems
with smoothness of the solution at the endpoints is explained, and a method to smooth the
solution is introduced. The effect upon the solution is explained in terms of the both the
field variable distribution and mirror performance metrics.
6.4.1 Observed Jumps in the Field Variables
A discrete jump is observed in the stress resultant and other field variables at the endpoints.
Neither the membrane governing equations nor the boundary conditions provide any indi-
cation that the structural response will be discontinuous, and so the numerical solution
technique appears suspect.
Figure 6.8 shows the calculated radii of curvature in both the undeformed and de-
formed states for the benchmark problem of constant-pressure expansion on a spherical
cap. The “undeformed” case shows the radii of curvature prediction prior to loading, and
the “deformed” case shows the ROC prediction after loading. Figure 6.9 shows the errors
of Figure 6.8 relative to the exact values over a logarithmic scale. These relative error plots
show how a jump in the value at the endpoints, not even perceivable in the undeformed
function values of Figure 6.8, evolve into more significant errors in the predicted deformed
state. Similar results are observed in the N = 1000-interval case, and so the N = 1000
results are not shown here.
Numerical errors in the calculation of the geometric field variables at the endpoints
lead to errors significant to the optical-level predictions of the deformed shape. Specialized
methods are required to smooth the solution near the endpoints.
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Figure 6.8: Numerically-calculated radii of curvature (ROC) for the spherical-cap-
expansion problem. The top plot shows the meridional ROC R¯φ(R¯), and
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6.4.2 Identification of Numerical Issue
The radius of curvature term R¯φ(R¯) is used to calculate deflection due to pressure loading
in the AMS theory as developed in Section 6.2 and summarized by Case (B) in Table 6.1.
The exact form of the curvature along a meridian, using the geometry of Figure 6.1, is given
by
κ¯φ(R¯) =
1
R¯φ(R¯)
=
d2Z¯(R¯)
dR¯2[
1 +
(
dZ¯(R¯)
dR¯
)2] 32
R¯φ(R¯) =
[
1 +
(
dZ¯(R¯)
dR¯
)2] 32
d2Z¯(R¯)
dR¯2
(6.13)
Thus both first and second derivatives of the meridian shape function Z¯(R¯) are required.
In the numerical implementation, finite difference expressions with order (∆r¯)2 error are
used. Central difference expression errors are used for all of the interior points, with a switch
to forward and backward difference expressions near R¯ = 0 and R¯ = 1, respectively. This
switch in expressions is the basis of the lack of smoothness in the field variable calculations.
6.4.3 Method to Smooth Solution
A good approach to handling the jumps in values is to perform a cubic extrapolation from
the neighboring points to guarantee that the function values are smooth. The function value
from cubic extrapolation at a single point is determined from the values of the function at
the nearest four points.
To check the accuracy of this implementation, the benchmark problem considered is the
extension of a spherical cap. In terms of the curvature calculations that feed the solution
integral for the AMS model, this problem reduces to calculating curvature on a spherical
line segment divided into discrete intervals. In an effort not represented in this thesis, the
finite difference expressions for an irregularly-spaced grid were derived. These new, more
complicated expressions are verified through testing of polynomials and sinusoids, and the
new code predicts the derivatives within the error tolerances of the expressions.
Figure 6.10 shows how the size of the interval ∆R¯ used over 0 ≤ R¯ ≤ 1 affects the
numerical accuracy of the radius of curvature prediction for finite difference expressions
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Figure 6.10: Comparison of radius-of-curvature R¯sph calculation errors for different sets
of algorithms over a range of finite difference interval sizes. The exact curve
is a spherical line segment over 0 ≤ R¯ ≤ 1 for which R¯sph = 3. The RMS
error metric is defined by the discrete version of
√
1
A¯
∫
A¯
(
R¯φ(R¯)− R¯sph
)2
dA¯.
using either the assumptions of regular or irregular spacing in the grid. “Smoothing”
indicates that the two extreme points at either end of the line segment were calculated via
cubic extrapolation. The input to the code is a spherical line segment with regularly-spaced
discrete intervals. With the assumption that this segment is a meridian of an axisymmetric
spherical shell, the root-mean-square metric is taken as an area integral for exact spherical
radius R¯sph.
[R¯φ RMS Error] =
√
2
∫ 1
0
[
R¯φ(R¯)− R¯sph
]2
R¯ dR¯ (6.14)
Figure 6.11 presents similar information except that the abscissa is the number of points.
Figures 6.10 and 6.11 provide 3 lessons:
1. Below approximately 1000 intervals (∆R¯ ∼ 10−3), the code for calculating derivatives
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for grids with irregularly-spaced points predicts the radius of curvature to better
accuracy than the code for grid with regularly-spaced points. This is because the
irregularly-spaced-grid code includes central difference expressions with (∆R¯)4-level
error for equal intervals; this expression is used because the error is one to two orders
larger for irregular intervals. The irregularly-spaced-capable code calculates the field
variables correctly, albeit with a numerical limitation on the interval size.
2. Around 1000 intervals, the prediction error for radius of curvature begins to grow in
all but the un-smoothed, regularly-spaced-grid code. A growth in the error is expected
at some small interval size because the large number of multiplication and addition
operations in the irregularly-spaced-grid difference code propagates errors.
3. Smoothing the endpoint and neighbor values of R¯φ[k], k = {1, 2, N,N + 1}, reduces
the prediction error 1–2 orders of magnitude for the regularly-spaced-grid code yet
not significantly for the irregularly-spaced grid code.
With the need for smoothing the calculation of field quantities near the endpoints now
established, the method of smoothing must be understood and chosen. Figure 6.12 shows
the error in the radius-of-curvature calculation at the endpoints for a variety of smoothing
methods. The basic difference between the methods is whether the endpoints of the compo-
nent functions dW¯
dR¯
(R¯) and d
2W¯
dR¯2
(R¯) have been altered by extrapolating; Table 6.2 describes
which points were calculated by extrapolation. Case (A) represents the previous implemen-
tation in which the slope is a known quantity and the second derivative only comes from
a numerical first derivative. With the incremental solver, however, only the shape will be
known explicitly, and so the first and second derivatives are both calculated numerically.
Figure 6.12 shows that some of the cases leave significant errors at the endpoints; note
that this endpoint error is fundamentally the same issue as recorded in Figures 6.6 and 6.7.
Cases (B), (J), and (K) result in the same error at the endpoints, while Cases (L) and (M)
result in a decrease in error. It is noted that the intervals for these numerical examples are
made slightly irregular by the addition of an order ∼ 10−6R¯out additive perturbation.
While smoothing the endpoints of the component functions dW¯
dR¯
and d
2W¯
dR¯2
does affect
the endpoint error in R¯φ[k], the error is improved more by smoothing the outer two points
of R¯φ. In this case “smoothing” refers to finding the function value at a point via cubic-
polynomial extrapolation from neighboring points. The implementation uses the following
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Table 6.2: Description of the different cases implemented for handling the endpoint
errors in the field variables: delineation of the different extrapolations. Fig-
ures 6.12 and 6.13 provide a graphical comparison.
(a) Slope
Case Number of Points Extrapolated
dW¯
dR¯
[1] dW¯
dR¯
[2] dW¯
dR¯
[N ] dW¯
dR¯
[N + 1]
A 0 0 0 0
B 1 0 0 1
J 1 0 0 0
K 1 0 0 0
L 1 0 0 0
M† 1 0 0 0
(b) Curvature
Case Number of Points Extrapolated
d2W¯
dR¯2
[1] d
2W¯
dR¯2
[2] d
2W¯
dR¯2
[N ] d
2W¯
dR¯2
[N + 1]
A 0 0 0 0
B 0 0 0 1
J 0 0 0 1
K 0 0 1 1
L 1 1 1 1
M† 1 1 1 1
172
dependencies:
R¯φ[1] = f1
(
R¯φ[3], ..., R¯φ[6], R¯[1], R¯[3], ..., R¯[6]
)
(6.15)
R¯φ[2] = f1
(
R¯φ[3], ..., R¯φ[6], R¯[2], R¯[3], ..., R¯[6]
)
(6.16)
R¯φ[N ] = fN
(
R¯φ[N − 4], ..., R¯φ[N − 1], R¯[N − 4], ..., R¯[N − 1], R¯[N ]
)
(6.17)
R¯φ[N + 1] = fN
(
R¯φ[N − 4], ..., R¯φ[N − 1], R¯[N − 4], ..., R¯[N − 1], R¯[N + 1]
)
(6.18)
Figure 6.13 shows the results of smoothing for the different cases discussed in Table 6.2.
Although the original function R¯φ(R¯) is different for each case, the prediction error for
the smoothed R¯φ(R¯) is approximately the same across all the cases. When the results are
smoothed by extrapolation from the neighboring points, the field variables are observed to
no longer have discrete jumps in prediction error.
Although the use of extrapolation does not have a mathematical justification beyond the
desire for a smooth solution, an analysis of the finite difference error shows that the cubic
extrapolation is mathematically legitimate and sound. The justification for this corrective
measure comes from the very definition of the finite difference operators. In the derivation,
the Taylor series expansion of the function is taken at each point. By application of Taylor’s
Theorem [80], the error in the series representation of a function is defined by the first
omitted derivative term, evaluated at some undetermined point in the interval in question.
To estimate this error, the finite difference expressions are revisited. Adding another
term to the Taylor series expansion allows the error term to be tracked through the deriva-
tion of the finite difference expressions, and an error estimate of the finite difference expres-
sion is thereby generated. For an example with an easier-to-read case, the following is the
first term of the error series for the forward difference form of a second derivative (O(∆x2)
error) in the case of regularly-spaced intervals.
δy(x, x0) =
2f(x0)− 5f(x0 +∆x) + 4f(x0 + 2∆x)− f(x0 + 3∆x)
∆x2
(6.19)
The error expressions for irregularly-spaced intervals contain a much larger number of terms
and are not repeated here. In the current context, the error expressions are used as bounds
over which the current values can be changed to extrapolated values.
Case L from Table 6.2, in which four points are modified by cubic extrapolation, is used
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Figure 6.12: Comparison of meridional ROC R¯φ([k]) calculation errors near each endpoint
for different numerical techniques. The abscissa shows the error relative to
the exact value for the case of no direct extrapolation of R¯φ([k]) at the
extreme two points; Figure 6.13 provides a comparison for the case of ex-
trapolated endpoints. The top plot shows the error at the R¯ = 0 end of
the domain, and the bottom plot shows R¯ = 1. 100 intervals are used over
0 ≤ R¯ ≤ 1 for a spherical line segment with exact radius of curvature 3.8.
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Figure 6.13: Comparison of meridional ROC R¯φ([k]) calculation errors near each endpoint
for different numerical techniques. The abscissa shows the error relative to
the exact value for the case of no direct extrapolation of R¯φ([k]) at the
extreme two points; Figure 6.13 provides a comparison for the case of no
extrapolation. The top plot shows the error at the R¯ = 0 end of the domain,
and the bottom plot shows R¯ = 1. 100 intervals are used over 0 ≤ R¯ ≤ 1 for
a spherical line segment with exact radius of curvature 3.8.
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to examine the extrapolation of points in the d
2W¯
dR¯2
(R¯) function relative to the expression for
maximum error. Note that this “maximum error” quantity is an estimate because the exact
error specified in Taylor’s Theorem is based upon the final derivative (third derivative in this
case) evaluated at some point near the expansion. Since the final derivative is evaluated at
the expansion point for convenience in this work, the resulting quantity is only an estimate
of the error bound.
In Figure 6.14 the change in current function value due to cubic extrapolation is nor-
malized by the estimate of the finite difference error and plotted over a range of exact
ROC values. Each connected set of points represents a difference point from the set of
{1, 2, N,N + 1}. The example case in Figure 6.14, with one set of random interval pertur-
bations, shows that the values found by cubic extrapolation generally lie within the bounds
of the finite difference error expression. Plotted against radius of curvature are lines which
represent the second derivative d
2W¯
dR¯2
[k] predicted by different extrapolation schemes; the
scale of the derivative has been normalized by the predicted error bound. For the N = 100
interval case, the extrapolated values are within the error bounds for the reported radii
of curvature. For the N = 1000 interval case in Figure 6.15, however, the error is ob-
served to become larger than the error estimate for radii of curvature above R¯sph ∼ 6. The
result is encouraging because the error lies within an order of magnitude of the error esti-
mate. Figures 6.14 and 6.15 show that the mathematical basis for the cubic extrapolation
is sound because the extrapolated values generally lie within the error bound estimate for
the function.
In this implementation the values of the derivative functions dW¯
dR¯
(R¯) and d
2W¯
dR¯2
(R¯) are only
changed as much as the estimated error bound. For radius-of-curvature endpoint values,
however, no such restrictions are placed on the values of ROC resulting from extrapolation.
Use of cubic extrapolation is recommended to smooth the endpoint predictions of
differential-type field variables. The differences between the values predicted by
finite difference and the values modified by extrapolation are consistent with the
error tolerance of the finite difference expressions in the geometric and loading
cases of interest.
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Figure 6.14: Change to finite difference expressions for d
2W¯
dR¯2
(R¯) according to cubic ex-
trapolation relative to the finite difference error estimate. The case under
study is a spherical line segment where the abscissa is the spherical radius.
Lines are drawn to represent the extrapolation at four discrete locations:
k = {1, 2, N,N + 1}. The 100-interval grid is irregularly-spaced by the ad-
dition of a O(10−6∆R¯) random “noise”, and so this plot is representative
rather than unique. Figure 6.15 provides the 1000-interval case.
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Figure 6.15: Change to finite difference expressions for d
2W¯
dR¯2
(R¯) according to cubic extrap-
olation relative to the the finite difference error estimate. The case under
study is a spherical line segment where the abscissa is the spherical radius.
Lines are drawn to represent the extrapolation at four discrete locations:
k = {1, 2, N,N + 1}. The 1000-interval grid is irregularly-spaced by the
addition of a 10−6∆R¯-magnitude random “noise”, and so this plot is rep-
resentative rather than unique. Figure 6.14 provides the 100-interval case.
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6.5 Summary
In this chapter a set of lessons have been developed for the implementation of optical-
quality shape predictions of large membrane shells. In each case the use of the spherical-
cap benchmark problems provides a method to quantify the effect of the incorrect or less
desirable implementation choices upon a relevant membrane optics problem.
1. The displacement or “membrane” boundary condition should be used as the standard
boundary condition for AMS-theory solutions.
Specification of a stress resultant boundary condition leads to a solution with infinite
or near-infinite endpoint values unless one exact value of the boundary condition is
applied. Finite deflection predictions for pressure loading of zero-initial-load, filled,
doubly-curved membranes using AMS theory require that the boundary stress resul-
tant be part of the solution rather than part of the problem specification.
2. A load in the deformed basis, such as that from an inverse solver, must be converted
into the undeformed basis for most membrane models.
Correcting the load to the undeformed basis, a step that is consistent with the as-
sumptions of AMS and other models, leads to a prediction error orders of magnitude
smaller than the prediction error when using the deformed-basis loads. In addition,
the error grows more slowly with pressure load than if the deformed-basis load is
applied. Correcting the pressure load to the undeformed basis also shows that the
prediction error continued to decrease between 200- and 1000-interval discrete solu-
tions. Discretization-based behavior was observed to plateau at a much lower number
of intervals when the pressure value from the deformed basis was applied.
3. Without some modifications to the standard finite difference expressions near the
endpoints, the seemingly-minor differences between the numerical expressions lead to
a significant prediction error at the endpoints. Cubic extrapolation provides a good
method for smoothing the results that is mathematically reasonable and that reduces
the model prediction error.
The rapid changes in the discrete deflection solution for AMS theory at the end-
points is attributed to the method of calculating differential field variables near the
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endpoints. A cubic extrapolation of the endpoint values of discretized geometric-field-
variables removes the error incurred by switching finite difference expressions near the
endpoints. The differences between the values predicted by finite difference and the
values modified by extrapolation are consistent with the error tolerance of the finite
difference expressions in the geometric and loading cases of interest.
The implementation lessons of this chapter have been applied to the code that is used to
generate the final model-error results.
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Chapter 7
Model Accuracy
————————————————
Objective of Chapter :
To compare the accuracy and precision of different models to better understand
both the utility and limitations of different modelling assumptions and solutions
for the prediction of optical-level behavior of membrane mirrors.
————————————————
The methods, lessons, and cases regarding model accuracy discussed in the previous
chapters are implemented together in this chapter. Model accuracy results are quantified
for each of the benchmark problems from Section 2.4 and then summarized in a modelling
guideline.
7.1 Introduction
In Chapter 3 a taxonomy of models is developed, and in Section 3.3 a methodology is
described for evaluating the error due to model assumptions. The components in the analysis
flow of Figure 3.5 are developed and refined in Chapters 4–6. The theme behind the model
accuracy analysis is to compare the predictions of simplified models for relevant benchmark
problems with the results from a geometrically-exact model. Each combination of load,
geometry, and model leads to a single metric that quantifies the mission-critical-type error
in the prediction; the plots of these error metrics represent the fundamental result of this
model-assessment effort for large membrane mirrors.
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The model error plots shown in this chapter have many common features:
• Each solution precision plot represents a single problem with a pre-determined initial
and final shape.
• In accordance with the model error discussions in Section 2.3, the ordinate on most
plots is the area-averaged standard deviation of the wavefront error in the pathlength
direction.
• Three parameters constitute most of the abscissas on the plots:
– Area-averaged mean of the pressure, p¯,
– Area-averaged mean of the average strain,
²φ+²θ
2 , and
– Total displacement at the outer boundary, |u¯(1)|.
• The dashed lines indicate the transition region over which the prediction error achieves
optical quality; two lines are used because the factors that define the non-dimensional
threshold are specified by a range of interest. In Section 2.3 this range of values
is generated to represent the upper and lower estimates of the error that is small
enough to be labelled “optical quality.” In non-dimensional units of tolerance over
final outer radius, the range is 0.1× 10−6 to 5.0× 10−9. Error near the larger thresh-
old is considered to be near optical quality, and error near the smaller threshold is
considered optical quality for most cases of interest. Restated, error less than the
chosen thresholds indicates a combination of model and parameter space that results
in optical-quality shape predictions.
• The individual results of the finite number of load cases are represented by symbols
on the results plots. Line segments connect these symbols for readability, i.e. the
resulting lines are not intended to represent a continuum of solutions.
• Model accuracy is assessed for three models:
– Axisymmetric Membrane Shell (AMS),
– Axisymmetric Large Deflection (ALD), and
– Linearized Axisymmetric Large Deflection (LALD).
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All solutions are determined numerically through finite difference type solutions. While
the AMS and LALD models are linear, the ALD model is nonlinear and thus requires more
complicated solution steps. The solutions for the ALD models require the most active
programming effort between cases because the relative convergence values and relaxation
parameters need to be manually adjusted per case (the ALD solution method is taken from
Sheplak and Dugundgi [76]). These parameters are determined by choosing values that
correspond to the smallest prediction error. The prediction error over different parameters
is observed to lie in a finite set of values, and parameters corresponding to the minimum
error are chosen for this study. This approach is supported by the asymptotic relationship
observed between the LALD and ALD model error.
The results are presented for the set of relevant benchmark problems from Section 2.4,
the parameter space for optical quality in the models is discussed, and the model-accuracy
results are summarized into a modelling guideline.
7.2 Results
In this section the model errors, as defined in Section 2.3, are presented for a set of three
different models with solutions to four benchmark problems. Each problem is solved all
over a range of load magnitudes. Quantifying the model error down to the level of optical
tolerances thus provides a guide to usage of the models for optical-quality shape predictions.
The time required to calculate the solution is also recorded as a means of indicating efficiency
in the solution method.
7.2.1 Solution Precision for Finite Difference
Figures 7.1– 7.2 represent solution precision for finite difference approach through plots
of the shape prediction error for three models over the set of finite difference intervals
N = {24, 50, 100, 200, 400, 800, 1600, 3200, 6400}. With the finite difference method, the
errors in the solution are based upon the interval size; increasing the number of points is
thus expected to reliably decrease the prediction error.
The example sphere-forming problem of Figure 7.1, the forming of a r¯sph = 4 spherical
cap from a R¯sph spherical cap, provides a few lessons about precision of the solution:
• The AMS-model prediction errors decrease significantly with interval number and
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Figure 7.1: Sphere-to-r¯sph=4-Sphere benchmark problem, solution precision results —
Model prediction error, as measured by the area-averaged standard-deviation
of pathlength error, over a range of finite difference intervals. Final radius
is r¯sph = 4, and initial radius is R¯sph = 3.8.
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Figure 7.2: Parabola-to-f/1-Parabola benchmark problem, solution precision results —
Model prediction error, as measured by the area-averaged standard-deviation
of pathlength error, over a range of finite difference intervals. Final focal
ratio is f∞ = 1, and the initial focal ratio is f∞ = 1.001.
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achieve optical quality for thousands of finite difference intervals.
• The increase in error from N = 3200 to N = 6400 intervals is apparently due to the
smallness of the numbers involved, the complexity of the finite difference expressions,
and numerical clipping from implementation on a computer. The calculation of field
variables exhibits the same trend, as shown in Figure 6.11.
• The prediction errors for the ALD and LALD models do not change significantly
between 24 and 6400 intervals; this lack of dependency upon interval size indicates
that the errors from geometric model assumptions are larger than the numerical errors
in the solution implementation.
Solution-precision results for an initial shape of R¯sph=3.99 provide no additional information
and are hence omitted here; the similarity of the error relationships for different initial
shapes indicates that the results of Figure 7.1 hold for a wide range of initial shapes.
Figure 7.2 presents results for the parabola-to-parabola benchmark problems with ge-
ometry and loads almost identical to the sphere-forming benchmark problem, but none of
the solutions here shows a significant change in prediction error with interval size. That
is, the error for the smallest number of intervals is approximately equal to the error for
the largest interval count. Results for an initial shape of f/1.1 are similar to Figure 7.2
and hence are omitted. Again the errors from the geometric assumptions dominate the
numerical errors due to the solution. With the starkly different results for the AMS model
between the similar r¯sph=4-sphere-forming and f/1-parabola-forming benchmark problems,
the sphere-to-sphere problem appears to be a special geometry for which the AMS model is
particularly accurate. The less accurate results of the similar parabola-forming case indicate
that the results of the sphere-to-sphere benchmark problem using the AMS model cannot
be considered for determining thresholds of optical quality for a general loading.
In consideration of all solution-precision plots, N = 3200 is the best choice of interval
count for pressure-loaded, curved membranes to ensure that the prediction errors due to
numerical issues are smaller than errors allowable for optical quality. For the subsequent
model accuracy results in this section, N = 3200 is the standard number of intervals used.
With the exception of the AMS-model predictions of the sphere-to-sphere problem, however,
the solution precision plots show that the prediction error is approximately the same for tens
of thousands of intervals or tens of intervals. This lack of perceptible change indicates that
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the errors due to discretization are smaller than the errors due to geometric assumptions;
the calculated error can thus be attributed to the modelling choices and assumptions.
7.2.2 Benchmark 1: Sphere to r¯sph=4 Sphere
Figure 7.3 shows how the shape prediction error changes with mean pressure load for bench-
mark problem #1, the forming of a r¯sph=4 spherical cap from the constant-pressure-induced
expansion of a smaller spherical cap. The set of initial radii are R¯sph = {3, 3.5, 3.8, 3.9,
3.99, 3.999, 3.9999, 3.99999}. The error for the AMS model remains below even the lower
limit of the optical range for most load cases, whereas the errors for the large-deflection
models, ALD and LALD, only begin to approach the upper limit of the optical range for
mean pressure p¯ < O(10−6). The error from the ALD model is consistently less than the
error of the LALD model, though not significantly, and thus shows that the nonlinear ALD
is an improvement on the linear model.
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Figure 7.3: Sphere-to-r¯sph=4-Sphere benchmark problem, model accuracy results—
Model prediction error, as measured by the area-averaged standard-deviation
of pathlength error, over a range of load cases. The final radius is r¯sph = 4
in each case.
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7.2.3 Benchmark 2: Flat to Paraboloid
For the initially-flat benchmark problem #2, the linear models – LALD and AMS – cannot
be applied due to a one-over-zero type of error that would result. For the ALD solution,
Figures 7.4 and 7.5 show how the prediction error changes with pressure load and final focal
ratio, respectively, for the set of final focal ratios f∞ = {100, 50, 20, 10, 5, 2, 1}. Similar to
previous results, the predictions begin to show optical quality below pressures p¯ < O(10−6).
With a switch in abscissa from Figure 7.4, Figure 7.5 shows that the ALD model approaches
an optical-quality prediction for forming rather shallow final shapes – shallower than f/20
(i.e., larger focal ratio than 20) at the high end of the threshold and less than f/100 at the
lower end.
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Figure 7.4: Flat-to-Paraboloid benchmark problem, model accuracy results—Model pre-
diction error, as measured by the area-averaged standard-deviation of path-
length error, over a range of load cases.
7.2.4 Benchmark 3: Paraboloid to f/1 Paraboloid
Figure 7.6 shows prediction-error results for a similar final geometry and similar load range
to the spherical-cap problem results shown in Figure 7.3, though in this problem the shapes
are paraboloids. Of the benchmark problems, the paraboloid-forming problems are the most
interesting because the initial and final shapes both have the least symmetry and, with the
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Figure 7.5: Flat-to-Paraboloid benchmark problem, model accuracy results—Model pre-
diction error, as measured by the area-averaged standard-deviation of path-
length error, over a range of load cases.
current direction in research, cover the most interesting range of shapes and loads. The
final focal ratio is held constant at f/1, and the set of initial focal ratios is {10, 5, 2, 1.5,
1.25, 1.1, 1.02, 1.015, 1.01, 1.005, 1.002, 1.001, 1.0001, 1.00001, 1.000001}. The AMS model
again has the smallest shape prediction error for a significant load range, p¯ < 10−3.5, with
the ALD model exhibiting the smallest error above that pressure mark. The AMS-model
predictions enter the optical-error range of interest below p¯ < O(10−6) while the errors of
the ALD and LALD models enter the optical range for a load three times smaller.
The two linear models in Figure 7.6, ALD and AMS, merge to have the same prediction
error above p¯ > 10−3. The extremely large errors in the ALD and AMS solutions, near O(1)
non-dimensional error, are included to show how very large the error can be when using
these linear models to predict large deflections from relatively flat initial shapes. Errors on
the scale of the radius represent a loading and geometry regime in which the models are no
longer valid but are recorded here to illustrate the impact of relying upon the wrong model.
Figure 7.7 presents the same results as Figure 7.6, except that the abscissa is the dif-
ference in focal ratios between the final and initial parabolic shapes. The initial focal ratio
must be very similar to the final, here shown to be O(10−4), for the deformed-shape predic-
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Figure 7.6: Paraboloid-to-f/1-Paraboloid benchmark problem, model accuracy results —
Model prediction error, as measured by the area-averaged standard-deviation
of pathlength error, over a range of load cases. The final focal ratio is f∞ = 1
in each case.
tions to begin to have optical quality. Restated, the shape predictions from these models
will be optical quality for loadings smaller than that from the f/1.0001-to-f/1 problem.
In Figure 7.8 three different abscissas provide a comparison of the same model-error
problem sets. For loads that result in prediction errors much larger than optical level, the
error trends are very different for the three different abscissas. The mean-pressure and
total-boundary-displacement curves show a rapid increase in error for the LALD and AMS
models at large loads, while the log-log relationship between strain and error remains linear
in the strain curve.
7.2.5 Benchmark 4: Paraboloid to f/5 Paraboloid
Figures 7.9 and 7.10 present the prediction-error results for a shallower geometry than the
spherical-cap or f/1-forming problems of Figures 7.3 and 7.6. The final focal ratio is f/5,
and the set of initial focal ratios is {30, 10, 5.3, 5.1, 5.03, 5.01, 5.003, 5.001, 5.0001, 5.00001,
5.000001}.
In Figure 7.9 the same model error problems are compared over three different abscissas.
The set of plots represents the same variables as in Figure 7.8, and the results are indeed
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Figure 7.7: Paraboloid-to-f/1-Paraboloid benchmark problem, model accuracy results —
Model prediction error, as measured by the area-averaged standard-deviation
of pathlength error, over a range of focal ratio differences. The final focal
ratio is f∞ = 1 in each case.
similar. The limits of key parameters for optical-quality predictions of mirror shape are
approximately the same for the f/5 and f/1 final shapes.
Figure 7.10 presents the same cases as Figure 7.9, except that the abscissa is the dif-
ference in focal ratios between the final and initial parabolic shapes. Although the plot is
similar to the f/1-forming results from Figure 7.7, the modelling error for the f/5-forming
case remains under the optical quality thresholds for a much larger focal ratio difference,
around O(10−2).
A feature unique to the AMS-model error in all of the f/1-forming and f/5-forming
problems is the local minimum in the error near p¯ ∼ 10−4 and p¯ ∼ 10−8, respectively. This
dip in the trend indicates a region of loading in which the character of the error function
changes; the accompanying rapid increase in error/load relationship provides further evi-
dence of this change. The difference between AMS and exact solutions switches at that load
from having a mostly-positive to mostly-negative sign. The results from the f/5-forming
problem in Figure 7.11 show how the mostly-flat error distribution hits a local minimum
during this transition from positive to negative error.
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Figure 7.8: Paraboloid-to-f/1-Paraboloid benchmark problem, model accuracy results —
Model prediction error, as measured by the area-averaged standard-deviation
of pathlength error, for three different abscissas: (a) Area-averaged mean
pressure, (b) Area-averaged mean strain, and (c) Total displacement at
r
rout
=1.
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Figure 7.9: Paraboloid-to-f/5-Paraboloid benchmark problem, model accuracy results —
Model prediction error, as measured by the area-averaged standard-deviation
of pathlength error, for three different abscissas: (a) Area-averaged mean
pressure, (b) Area-averaged mean strain, and (c) Total displacement at
r
rout
=1.
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Figure 7.10: Paraboloid-to-f/5-Paraboloid benchmark problem, model accuracy results —
Model prediction error, as measured by the area-averaged standard-deviation
of pathlength error, over a range of focal ratio differences.
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Figure 7.11: Paraboloid-to-f/5-Paraboloid benchmark problem, axial error distribution —
Model prediction error, as measured with the axial shape error normalized
by mean pressure, versus radial position. Each line represents an initial focal
ratio and hence a different load function.
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7.2.6 Time Required to Generate Solutions
Another difference between the models is the time required to generate each solution. Since
all finite difference solutions are calculated in MATLAB with a single function call, the “tic”/
“toc” command pair is used on either side of the function call to generate the solution time
required. The overhead time required to pre- and post-process the solution is not included.
It is noted here that the solution methods presented have not been studied specifically to
determine time-optimal methods.
For the flat-to-paraboloid problem, Figure 7.12 indicates the significant increase in solu-
tion time required from 200 to 3200 intervals. At small loads, the increase in solution time
signals the numerical difficulties incurred when many of the field variables are numerically
small. The same parameters are plotted in Figure 7.13 for the f/5-forming problem, yet all
models are represented. The AMS and LALD solution time do not change with load, and
the LALD times are the fastest. The ALD calculation times again increase for small loads
and far surpass the times required to calculate AMS and LALD solutions.
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Figure 7.12: Flat-to-Paraboloid benchmark problem, calculation time results—Time to
calculate core solution over a range of load cases.
All of the models are again represented in the f/1.001-to-f/1 solution-precision results
of Figure 7.14. The calculation time for the ALD solution steadily increases with the number
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Figure 7.13: Paraboloid-to-f/5-Paraboloid benchmark problem, calculation time results
— Time to calculate core solution over a range of nondimensional pressures.
The final focal ratio is f∞ = 5 in each case.
of intervals, but the AMS and LALD results increase much more gradually with interval
count. The increase for AMS and LALD is so gradual that a hundred-fold increase in the
interval count produces less than a ten-fold increase in solution time required.
7.3 Discussion
7.3.1 Parameter Space for Optical-Quality Predictions
Choosing the parameters for comparing the models is crucial to creating model accuracy
thresholds useful for other problems. Previously-shown results are combined here to better
understand the parameter-error trends for different models and geometries.
Figure 7.15 shows the same set of parameters as in Figures 7.8 and 7.9, but in this case
the plots contain all four of the benchmark-problem solutions. The relationship between
error and mean pressure exhibits a fairly consistent correlation with exceptions for the larger
error in the AMS and LALD f/5-forming results and the optical-quality error in the AMS
solution for r¯sph=4-forming. That is, mean pressure is the parameter for which the model
error limits are reached at the approximately the same values for different geometries. The
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Figure 7.14: Paraboloid-to-f/1-Paraboloid benchmark problem, calculation time results
— Time to calculate core solution over a range of finite difference interval
counts and a single load case. The initial and final focal ratios are f/1.001
and f/1, respectively.
pressure is thus recommended as the parameter of choice for correlation to modelling error.
The data in Figure 7.15 provide the threshold values of the pressure, strain, and boundary-
displacement parameters that are recorded in Tables 7.1, 7.2, and 7.3, respectively. The
thresholds are estimated by linear interpolation and/ or extrapolation, as appropriate, from
the log-log results presented earlier in this chapter. The upper threshold for optical qual-
ity is crossed for non-dimensional pressure loads in the range 10−7 < p¯ < 10−6 and lower
threshold for 10−8 < p¯ < 10−7. In the f/1-forming case the ALD and LALD thresholds
are three times the AMS thresholds. Similar threshold magnitudes are observed for the
strain and displacement parameters in Tables 7.2 and 7.3. A scan of the exponents in the
threshold tables provides the best insight into the thresholds.
Solution time represents another parameter of comparison. Comparing modelling error
against the time required to calculate the solution provides a sort of “solution value” plot
that indicates the practicality of different solution types. Figure 7.16 is such a plot. Solu-
tions in the lower-left portion of the plot are desirable because of short solution times and
small prediction error. The cases in the lower-left of Figure 7.16 correspond to small load
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Figure 7.15: All benchmark problems, model accuracy results—Model prediction error,
as measured by the area-averaged standard-deviation of pathlength error,
for three different abscissas: (a) Area-averaged mean pressure, (b) Area-
averaged mean strain, and (c) Total displacement at r = rout.
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Table 7.1: Values of mean pressure at which each model predicts the mission-critical
performance to cross the upper and lower threshold values.
Benchmark Geometry Threshold AMS ALD LALD
1 r¯sph=4 Upper 1.7× 100 2.0× 10−7 2.0× 10−7
Lower 2.3× 10−1 9.9× 10−9 9.9× 10−9
2 Flat Upper — 4.0× 10−7 —
Lower — 2.0× 10−8 —
3 f/1 Upper 1.3× 10−6 4.4× 10−7 4.4× 10−7
Lower 6.5× 10−8 2.2× 10−8 2.2× 10−8
4 f/5 Upper 2.3× 10−7 4.3× 10−7 1.7× 10−7
Lower 6.9× 10−8 2.2× 10−8 1.9× 10−8
Table 7.2: Values of mean average strain at which each model predicts the mission-
critical performance to cross the upper and lower threshold values.
Benchmark Geometry Threshold AMS ALD LALD
1 r¯sph=4 Upper 2.2× 100 2.7× 10−7 2.7× 10−7
Lower 2.6× 10−1 1.3× 10−8 1.3× 10−8
2 Flat Upper — 1.4× 10−5 —
Lower — 2.0× 10−6 —
3 f/1 Upper 1.9× 10−6 6.2× 10−7 6.2× 10−7
Lower 9.4× 10−8 3.1× 10−8 3.1× 10−8
4 f/5 Upper 1.6× 10−6 3.0× 10−6 1.2× 10−6
Lower 4.9× 10−7 1.5× 10−7 1.3× 10−7
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Table 7.3: Values of total r¯=1 boundary displacement at which each model predicts the
mission-critical performance to cross the upper and lower threshold values.
Benchmark Geometry Threshold AMS ALD LALD
1 r¯sph=4 Upper 2.1× 100 2.5× 10−7 2.5× 10−7
Lower 2.1× 10−1 1.3× 10−8 1.3× 10−8
2 Flat Upper — 2.0× 10−6 —
Lower — 3.2× 10−7 —
3 f/1 Upper 3.1× 10−7 4.8× 10−8 4.8× 10−8
Lower 1.6× 10−8 2.4× 10−9 2.4× 10−9
4 f/5 Upper 2.0× 10−7 3.5× 10−7 1.4× 10−7
Lower 5.9× 10−8 1.8× 10−8 1.5× 10−8
levels and linear models (ALD and AMS). The ALD solutions are seen to mostly have the
undesirable properties of large solution time and medium-to-low accuracy.
7.3.2 Geometry and Model Error
In Figure 7.17 the plots of model error according to model rather than benchmark problem
provides insight into the effect of geometry upon model error. Each subplot provides lessons
about the models and the geometries:
• AMS in subplot (a): The AMS model returns solutions with consistently-low error,
but no clear parametric trend is observed that relates the error directly to geometry
across a range of problems. The extremely low error in the r¯sph=4-forming case again
seems to indicate that the model is particularly-well suited for modelling constant
pressure on spherical-shaped membranes.
• ALD in subplot (b): The pressure-error relationship is almost exactly linear for the
ALD model, regardless of the geometry under consideration.
• LALD in subplot (c): The correlation between pressure and error is good for the
LALD model except that the error increases rapidly at some load.
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Figure 7.16: A “solution value” plot—Model prediction error, as measured by the area-
averaged standard-deviation of pathlength error, over the range of associated
times required to calculate the finite difference solutions. Each set of points
represents a model-plus-geometry combination for a subset of benchmark
problems.
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Figure 7.17: All benchmark problems, model accuracy results—Model prediction error, as
measured by the area-averaged standard-deviation of pathlength error, over
mean pressure for three different models: (a) AMS, (b) ALD, and (c) LALD.
Two different geometries are shown in each subplot.
201
Figure 7.18 displays a new set of parameters, the difference between initial and final
curvatures at r¯ = 0 against mean pressure. Each subplot is created from a single model.
This choice of variables represents the set that would be available in any analysis because the
calculated value of final curvature is used rather than the exact. The selection of symbols
indicates whether the case represented has a modelling error below the lower threshold,
between the thresholds, or above the upper thresholds. The × and ∇ symbols in the lower-
left of the figure highlight the cases with optical-quality across all of the models and all of the
benchmark problems. This region is indicated by a pressure band around 10−8 < p¯ < 10−6
and a curvature-difference band around 10−6 < ∆κ¯ < 10−4. In addition, the highly accurate
AMS solution to the r¯sph=4-forming problem once again provides outlying points in a
model-accuracy plot. Thus optical quality predictions are achieved for a particular region
of load-geometry parameter space that can be identified outside of the exact solution.
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Figure 7.18: Model accuracy summary for all benchmark problems and models—Mean
pressure versus difference in curvature at r=0 (also “load vs. geometry”).
Symbols represent: “×” = error well below optical tolerances; “∇” = error
within banded threshold of interest for optics; and “o” = error larger than
optical tolerances.
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7.3.3 Correlation of Model Error to Model Assumption
The model accuracy results from Section 7.2 in conjunction with the model development
from Section 3.2 provide the basis for making a correlation between modelling assumption
and modelling error for a given geometry and load set. For any comparison parameter,
the optical-level prediction errors are observed to increase from one model to another as
modelling assumptions are added. The summary of the model assumptions in Figure 3.4
and Table 3.4 prove to be rather helpful with the correlation for both solution-precision and
model-accuracy results:
• Based upon Figures 7.1 and 7.6, the graphics in Figure 7.19 label the model error ac-
cording to assumption. The solution precision diagram in subplot (a) shows how the
numerical component of AMS-model error decreases as the interval count increases.
With the data represented on a logarithmic scale, the error due to the linear assump-
tion in LALD is seen to be far greater than the AMS error. In fact, if the numerical
error for the AMS model is similar in magnitude to the numerical error for the LALD
model, the error due to the linearity assumption is seen to be orders of magnitude
larger than the numerical errors.
• Subplot (b) of Figure 7.19 provides a model accuracy example and is patterned di-
rectly after Figure 7.6. For small load levels the linearity assumption is seen to be
unobservable because no difference is observed between the LALD and ALD results;
plainly stated, the behavior is linear at those load levels. The difference between
AMS and ALD error is the amount of error from the geometric assumptions. For
large loads, loads that normally lead to prediction errors well outside of the bounds
of optical tolerances, the linearity assumption is seen to add significant error to the
results.
The logic of Figure 7.19 thus allows an error-to-assumption correlation for any of the bench-
mark problems. A similar correlation from error to geometry can be constructed with
Figure 7.17.
7.3.4 Utility of Results
The model-accuracy results can also form the basis of decisions about model linearity limits,
Finite Element Model (FEM) element choice and element density, and proper choice of
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Figure 7.19: Solution precision and model accuracy plots, broken down to emphasize
effects of modelling decisions upon prediction error. Subplot (a) is based
upon Figure 7.1, and subplot (b) upon Figure 7.6. Arrows indicate error
components for a single solution.
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models for dynamics.
• Linearity
Linearity in models is important because the complexity of the solution is gener-
ally much less than for nonlinear and because many mathematical tools have been
developed for linear models. In structures linearity is a modelling assumption with
negligible error for small-magnitude loads; understanding the load limits over which
the models are still valid for optics is relevant to the current problem. Of the models
considered in this thesis, AMS and LALD are linear models.
Linearity can be approached in two ways:
1. Extent of a linear slope in the error-to-load results: the linear error/ load rela-
tionship in the AMS solutions, for example only lasts up to a particular load. At
that point the slope increases to a new value. In subplot (a) of Figure 7.17, the
change in slope on the log-log plot occurs at different loads for different geome-
tries. This change in relationship order is seen around p¯ ∼ 10−4.3 for f/1-forming
and around p¯ ∼ 10−7 for f/5-forming.
2. Divergence of linearized version of model from nonlinear version: comparing
LALD and ALD provides an additional indication of the range of model linearity.
Again this departure from linearity varies according to geometry. In Figure 7.20
the departure between linear and non-linear models is observed around p¯ ∼ 10−4
for f/1-forming and r¯sph=4-forming and around p¯ ∼ 10−7 for f/5-forming.
• Application to FEM
The results produced here correspond to a particular use of non-dimensional vari-
ables in a global reference frame. An interesting aspect of finite elements is that the
equations are developed in the local coordinate system and then rotated to the global
coordinate system after mass and stiffness are calculated. To use the current results in
a local coordinate system, the local finite element would be viewed as an entire struc-
ture. Thus the scaling by the outer radius will change with element density because
the “local” outer radius is the element size.
With a non-dimensional pressure of p¯ = proutEh , or “pressure times outer radius over
extensional stiffness”, the results are scaled to a local element of length dimension
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Figure 7.20: All benchmark problems, model accuracy results for Large Deflection
models—Model prediction error, as measured by the area-averaged standard-
deviation of pathlength error, over the range of load cases. Each set of points
represents a model/ final-geometry combination.
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relement by defining linear element order α.
p¯element =
prelement
Eh
=
prout
Eh
relement
rout
=
p¯
α
(7.1)
This translation between local and global systems affects the interpretation of modelling-
error limits. An element is considered with governing equations from some model “A”.
Model “A” is taken to have a known threshold of p¯ < 10−6 for optical-level accuracy,
but the applied pressure is known to be O(10−2). To achieve a local pressure below
the threshold, or p¯element < 10
−6, a linear order of α = 104 would then be required to
accurately represent the solution.
• Dynamic Load Limits via Pressure/ Acceleration Duality
The dynamic equilibrium equation for curved membranes is typically written in units
of pressure, and thus the linear inertia load ρhw¨ is in units of pressure. If the same
non-dimensional rules are applied to the inertia load term as the pressure term, a
non-dimensional acceleration-type term is found. Appendix F contains the derivation
of the non-dimensional transverse acceleration term routρw¨E
(
= routρhEh w¨
)
from the non-
dimensional pressure parameter proutEh .
Because the non-dimensional pressure and non-dimensional acceleration (or inertia
load) enter the governing equations in the same manner, the effect of the loads upon
the shape prediction will be the same. The limitation of using a model based upon
pressure load can thereby be extended to a limit upon the combination of pressure and
inertia load for linear dynamic behavior.
In this manner an acceleration-based limit on model accuracy can be derived from
statics and applied to dynamics. For a limit pressure p¯limit, the limit acceleration
¨¯wlimit is thus
¨¯wlimit = p¯limit
From the results with the benchmark statics problems, similar models used for dynam-
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ics will result in optical-quality-type errors when the non-dimensional transverse ac-
celerations remain below the established non-dimensional pressure limit around 10−6.
7.3.5 Example Dimensions
A couple of cases with actual dimensions illustrate the utility of the non-dimensional results.
The pressure load is noted to be a model input that can be checked before solving the
problem while the the acceleration is checked as a simulation output. Table 7.4 summarizes
load limits for two cases:
1. Use of the AMS model to predict the behavior of a 0.5m-diameter membrane with
an f/5 parabolic shape. The thickness of the membrane is 20µm, and the material
properties correspond to NASA CP-1 (see Appendix C). The shape predictions can
be considered optical quality for pressure loads p < 0.0061Pa or even p < 0.021Pa
for advanced correction techniques. Similar limits for acceleration are w¨ < 0.22m
s2
and
w¨ < 0.74m
s2
.
2. Use of the AMS model to predict the behavior of a 10m-diameter membrane with
an f/1 parabolic shape (f/1 is deeper than f/5 of Case 1). Case 2 is a much larger
and thinner membrane, and hence the two cases span the current space of interest for
membrane primary mirrors. The thickness of the membrane is 10µm, and the material
properties again correspond to NASA CP-1. The shape predictions can be considered
optical quality for pressure loads p < 1.4× 10−4Pa or possibly even p < 2.9× 10−3Pa
for advanced correction techniques. The limits for acceleration are w¨ < 0.010m
s2
and
w¨ < 0.21m
s2
.
The limits for optical quality with the AMS-model predictions are observed in both cases
to be rather small numbers. In compared to the standard atmosphere, the representative
pressure is 10−3Pa× 1ATM
1.0125×105Pa
∼ 10−8ATM .
7.4 Modelling Guideline
The model-error results from throughout the thesis summarize in a guideline for optical-level
modelling of ten-meter-class curved membrane mirrors. These lessons from the axisymmet-
ric modelling of membrane shells aid future optical-level modelling efforts for large, curved
208
Table 7.4: Example values of pressure and acceleration limits for two cases. The limits
are based upon use of the AMS model for shape predictions.
Parameter Variable Case 1 Case 2
Shape f/5 f/1
Outer radius rout 0.5m 10m
Thickness h 2.0× 10−5m 1.0× 10−5m
Elastic Modulus E 2.2× 109 Pa 2.2× 109 Pa
Density ρ 1400 kg
m3
1400 kg
m3
Non-dimensional
Pressure Limits
p¯Upper 2.3× 10−7 Pa 1.3× 10−6 Pa
p¯Lower 6.9× 10−8 Pa 6.5× 10−8 Pa
Pressure Limits pUpper 2.1× 10−2 Pa 2.9× 10−3 Pa
pLower 6.1× 10−3 Pa 1.4× 10−4 Pa
Acceleration Limits w¨Upper 0.74 m/s
2 0.21 m/s2
w¨Lower 0.22 m/s
2 0.010 m/s2
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membrane optics by identifying and explaining both required model elements and common
solution pitfalls.
1. Model Choice: Many models are available and used in the literature, but a firm
requirement on the accuracy of the shape prediction limits the range of geometry and
loading over which certain models can be used.
(a) If the non-dimensional loading remains below certain thresholds, then fairly com-
mon models may be used to obtain optical-quality thresholds. For small levels
of loading, linearized models provide a good combination of simplicity, quick run
time, and accuracy. Above the following approximate non-dimensional thresh-
olds, a nonlinear, geometrically-exact solver must be implemented.
i. Mean pressure loading →MEANAA(p¯) >∼ 10−6
ii. Mean strain →MEANAA( ²φ+²θ2 ) >∼ 10−6
iii. Total boundary displacement → |u¯(r¯ = 1)| >∼ 10−7
(b) Below the thresholds, membrane shell theory returns the most-accurate shape
prediction. The error in membrane shell theory predictions increases rapidly
at a geometry-dependent loading, however, whereas the error from the large-
deflection models has a more reliable correlation to load regardless of geometry.
(c) For large-deflection predictions without the need for optical quality, the Axisym-
metric Large Deflection (ALD) model is the best choice because the solution does
not “break down”.
2. Constitutive Law Choices: A linear constitutive law is recommended when the mate-
rial exhibits Hookean behavior.
(a) An exact Hookean membrane relationship — linear between second-Piola-Kirchoff
type stress resultant and Lagrangian strain — does not provide a significantly
more accurate shape prediction than a law in which any stress resultant type is
linearly related to any strain type.
(b) The distinction between stress resultant and strain types is not important for
shape predictions of membrane primary mirrors in that the error from choosing
an improper field variable type is appreciably less than other modelling errors.
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(c) A constitutive law from the literature, apparently “corrected” for the change in
coordinate basis, results in greater prediction error than the linear law.
3. Implementation of Solution:
(a) Density of points. For highly accurate results in axisymmetric problems, a few
thousand finite difference points are required to achieve the best accuracy in the
solution. For less-accurate results, or for problems in which the geometric errors
swamp the numerical errors, tens of points can be used.
(b) Numerical implementation: The numerical aspects of the solution should not
introduce more error than the modelling assumptions introduce.
i. When calculating the field variables such as radius of curvature, the slight
change in the numerical expression at the endpoints –and resulting lack of
smoothness– can result in 2 to 3 orders of magnitude greater error.
ii. When applying the load, the reference frame of the load is critical for optical-
quality predictions. Application of the deformed-basis pressure to the unde-
formed configuration can add O(103) to the shape error.
4. The results attained in this work can be extended to (1) dynamics because of the
duality of the non-dimensional pressure and acceleration terms in the equilibrium
equation and (2) solution methods such as finite elements where the local coordinate
systems effectively raise the thresholds with element density.
5. Extension of Results:
(a) The limits upon model use can be extended to dynamics by according to the
duality of the pressure and linear inertial load term in the governing equation.
The non-dimensional acceleration has the same limit as the non-dimensional
pressure.
(b) The results herein are non-dimensional according to global parameters. For mod-
elling methods such as finite elements, in which a local coordinate system is used
for the governing equations, the limits on model use will scale with the linear
density of elements. Adding elements has the equivalent effect of increasing the
thresholds.
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7.5 Summary
In this chapter the model comparison framework of Chapter 3 is utilized to determine para-
metric limits under which the shape predictions of a model exhibit optical quality. The
results for four benchmark problems are presented, with the geometry of the benchmark
problems covering a set of shapes both classic to the field and potentially viable for mem-
brane primary mirrors. The area-averaged standard deviation of pathlength error captures
the mission-critical shape-error and is hence used throughout the chapter as the error metric
standard.
The errors are compared against three non-dimensional parameters: pressure, average
strain, and outer-boundary displacement. Pressure is chosen as the standard because the
parametric correlation to error is rather consistent across different models and geometries.
The optical-quality-threshold values of all three parameters are calculated for all three
models and provide practical limits upon the use of the models for high-quality shape
predictions. These non-dimensional limits are noted as being rather small, generally on
the order of 10−6. Other parameters such as the calculated change in geometry are also
shown to correlate to the prediction error and thus provide a basis of predicting model
quality. Lastly, a duality is shown between non-dimensional pressure and non-dimensional
acceleration/ inertia load and thereby extends the limit on static pressure for a given quality
to a limit on acceleration.
Of the Axisymmetric Membrane Shell (AMS), Axisymmetric Large Deflection (ALD),
and Linearized Axisymmetric Large Deflection (LALD) models, the AMS predictions are
shown to generally return the smallest error. The AMS theory is shown to predict the
constant-pressure expansion of a spherical shape with extremely low error, and for the
other geometries the AMS results exhibits a trend similar to LALD. The error in the linear
LALD and AMS models begins to rapidly increase at a modestly large load while the trend
in the ALD results remains fairly constant with load. Records of the total time to generate
the solutions shows that the ALD solution takes 100 to 1000 times as long as the AMS
and LALD solutions. Combined with the difficulties in establishing the ALD nonlinear
convergence parameters, the solution time required shows that the ALD is an undesirable
model. In addition, the ALD model generally provides no benefit over the linearized LALD
for optical-quality predictions.
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The model-comparison framework thus accomplishes the task of identifying the param-
eter space for optical-quality predictions of doubly-curved membrane mirrors. Moreover,
the modelling guideline captures the lessons of model selection, constitutive law, implemen-
tation, and results extension for future membrane-mirror modelling efforts.
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Chapter 8
Summary and Conclusions
8.1 Summary
In this thesis modelling tools are developed for accurately predicting the optical-level behav-
ior of membrane primary mirrors. An inverse solver is developed through a new approach
to the geometrically-exact model, with initial and final shapes as model inputs and load
distribution as output. The current approach opens the possibility of manufacturing-driven
initial shapes and performance-driven final shapes. The inverse solver is used to establish
a series of benchmark problems with geometries traceable to doubly-curved telescope mir-
rors. Finite difference solutions to the benchmark problems lead to relationships between
geometry, load, and model error; in the correlation with model error, geometry and load
limits for optical-quality predictions are established for a set of models. Model error is
defined according to a metric significant to optics, the area-averaged standard deviation of
the pathlength error created from the inexact shape prediction. Hookean constitutive law
is exactly derived for curved membranes, and constitutive relations from the literature are
demonstrated to be inconsistent and contain more error than simpler, consistently-derived
relations. Numerical considerations, from level of discretization to endpoint handling, are
also discussed for high-accuracy solutions. In general the models exhibit optical-quality ac-
curacy in the shape prediction over some range of parameter space (strain, pressure, etc.),
and the current methodology provides a framework for establishing those limits for optical-
quality predictions in the parameter space. The model error limits, constitutive relation
derivations, and numerical-implementation considerations are combined into a guideline for
modelling the optical-level structural behavior of curved membrane mirrors.
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8.2 Contributions
The basic theme of the contributions in this thesis is a methodology for modelling static
and dynamic structural behavior of membrane mirrors at the optical level by quantifying
the effects of modelling decisions. What follows is a listing by topic of the contributions in
this thesis.
• A structured approach to classifying modelling assumptions.
– Organization of existing models into a hierarchy according to assumptions ap-
plied to the geometrically exact model. The series of assumptions required to go
from the exact equations to the most simple have been established.
• Method to design loaded membrane mirrors given the freedom to choose initial and
final shapes according to manufacturing and performance needs, respectively.
– Method to determine initial thickness distribution or pressure loading distribu-
tion required to deform manufacturable membrane shape into required mirror
shape. Filled hole in literature by using both initial and final shapes as specifi-
cations for the inverse problem.
– The pressure and stiffness distributions are solved by a new manipulation of the
deformed-coordinate-equilibrium equations.
• Formal derivation of constitutive law.
– The exact Hookean constitutive law is formally derived for stress resultants and
strains in different coordinate bases.
• Comparison of constitutive laws which reveals that the commonly-accepted, simply-
justified model from the literature is less appropriate than even the linearized model.
– Demonstrated that the constitutive law from previous work by the author, origi-
nally taken from work by an established member of the community, is not consis-
tent in terms of both (1) representing the energy in the structure and (2) using
a consistent form (i.e., consistent in the order of strain terms retained).
– Showed through derivation that the constitutive law used in much of the cur-
rent work, which is taken from the literature, does not use conjugate variables
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(conjugate variables are required for proper representation of the strain energy).
In addition, the constitutive law from the literature uses a form which does not
consistently reduce all orders in a strain expansion.
– Showed through example cases that the relation used generally leads to greater
error than even the linearized relations.
– Quantified the errors for the different constitutive laws under axisymmetric mem-
brane shells; result is a magnitude guideline for use of the constitutive laws.
• Load- and geometry-based guide to creating models with optical accuracy.
– Developed a method to quantify the effects of modelling assumptions upon the
ability to predict the optical-level behavior of a true membrane primary mirror.
Demonstrated the method for representative problems over a range of geometry
and load conditions.
– Demonstrated method of model selection based upon model accuracy parame-
terized by load and geometry.
– Demonstrated valid range for linear models.
– Quantification of model errors for models used by many previous researchers.
– Demonstrated extension of results to other solution methods such as finite ele-
ments.
– Demonstrated extension of results to accurate prediction of dynamic behavior.
• Modifications to standard solution methods for optical modelling of membranes. Stan-
dard methods often added many orders of magnitude error to the shape predictions.
– Thousands of discrete points are shown to be necessary in the axisymmetric case
to reduce the numerical-type errors below the optical level. The error due to
geometric assumptions is generally orders of magnitude greater than the dis-
cretization error, however, and so tens or hundreds of points are sufficient for
most analyses.
– Very minor changes in numerical expressions are shown to have significant effects
upon error. A method is proposed to ensure the the smoothness in the original
geometry is properly represented in the field variables.
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– Showed that proper specification of basis of load is important for model accuracy.
8.3 Future Work/ Extensions to Current Work
• Material Characterization:
Material properties, especially the elastic modulus and yield strength, are not well
characterized in the literature over a range of temperature appropriate for a space
telescope mirror. The form of the constitutive relations is a very important issue
for achieving optical-quality shape predictions. In this work a linear relationship
is assumed between the strain and the second-Piola-Kirchoff-type stress resultant;
this implies a quadratic strain-energy-density. Proof of the quadratic form must come
from experiments at representative ambient conditions. If the cubic term in the strain
energy leads to a noticeable contribution to the deformation, the constitutive relations
may currently have a (1+strain) level of error. Moreover, high-quality constitutive
relations for membranes are not available in the literature.
If some better representation of the constitutive behavior is developed, the method-
ology in this thesis would still apply for assessing model accuracy. Moreover, the
higher-quality models identified in this thesis can be perturbed to assess the impact
of new constitutive laws.
• Continuation of results into sensitivity and dynamics.
The analysis flow in figure 1.3 provides several directions to take the current re-
search. Sensitivity analysis can be used to establish manufacturing tolerances. Non-
axisymmetric solutions will allow actuator schemes to be established for both static
and dynamic behavior.
• Characterization of the influence of actuators and the impact of disturbances, both
static and dynamic, upon the mission-critical performance.
Telescope mirrors typically use point actuators distributed across the mirror surface;
for true membranes point force inputs will influence too small a region about the
actuator and hence a new system of actuation will be needed. The capabilities and
limitations of actuators for true membrane systems need to be understood in order to
be able to make system design decisions for the true membrane mirror systems.
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• Use of model-based autonomy.
The membrane exhibits multiple mechanical states, a possible list of which is listed
below, and the control system will have to monitor the current state and apply the
correct control solution.
– Unloaded
– Wrinkled
– Within tolerance of final desired shape
– Loaded yet outside of tolerance
This list is significant because the shape prediction of membranes is only deterministic
for certain loading regimes with certain assumptions satisfied. Transitions between the
deterministic states will require another level of control, and model-based autonomy
appears to be a viable approach.
Future complex aerospace systems are expected to operate autonomously, and mem-
brane mirrors, with the need to apply control systems based upon the current ma-
terial state, may be well-served by model-based autonomy research [89]. Mechanical
modelling might be made simple enough for the on-board computer to perform model-
based diagnosis of the current state. Knowledge of the current state allows a planning
program to to achieve the current desired goal (save power, maintain optical figure,
etc.).
Because the membrane exhibits multiple mechanical states and the modelling will
only be correct if the correct state is identified, model-based autonomy technologies
may be an enabling technology for membrane optics. Figure 8.1 provides a mapping
of the transitions between membrane states.
For example, knowing the tension distribution and out-of-figure displacement would
provide information as to whether a wrinkled state exists. The identification of the
wrinkled state would enable the control algorithm to be switched from the figure
maintenance function of “Final Loading” to the startup procedure of ”Initial Loading”.
• Dynamics and control for electrostatic-type pressure loading.
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Figure 8.1: Example states and transitions for a membrane mirror.
Significant work has been performed on the dynamics and control of electrostatically-
formed antennas and mirrors, yet more work is needed. For instance, the effect of
a flexible back-plane or rim has not been considered. The small-deflection f∞ = 5
subaperture geometry proposed in this thesis work also is not well-addressed by the
f∞ = 1 geometry typical of the literature. With the force at each point related to
the the square of the distance between reflector and back-plane, a decrease in the
maximum deflection means a significant decrease in the voltage requirement. Future
research could address issues specific to electrostatic control for both the static forming
and dynamic disturbance rejection problems.
• Investigate importance of distributed moments to the optical-level behavior.
An early assumption of the static-shape-prediction models is that the structure is
a true membrane and hence carries no distributed moment. The method used to
quantify the effect of modelling assumptions for membrane shell models could be
extended to include distributed moments. An example result would be to show, for
a representative geometry and loading, the thickness at which distributed moments
begin to significantly affect the shape predictions.
Calculating the in-plane and bending components of the strain energy would provide
an early indicator of the need to include moments in the models.
• Include strain in the normal direction into the shape-design problem.
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For plane stress,
σz = −ν (σx + σy) (8.1)
Ez²z = −ν
[
E
1− ν2 (²x + ν²y) +
E
1− ν2 (²y + ν²x) (8.2)
For Ex = Ey = Ez,
²z = − ν
1− ν2 (²x + ν²x + ²y + ν²y) (8.3)
= −ν(1 + ν)
1− ν2 (²x + ²y) (8.4)
= − ν
1− ν (²x + ²y) (8.5)
For the O(1%) strains and ν = 0.3 conditions used in the static design work, the
transverse strain is approximately
²z = − 0.3
1− 0.3 (0.01 + 0.01) (8.6)
≈ −0.00857 (8.7)
For a 10µm thick membrane, this translates to a displacement of
∆h = ²zh (8.8)
= −0.0085710µm (8.9)
≈ −85.7nm (8.10)
Displacements in the range of tens of nanometers may be significant for some optics
problems, and so a better understanding of the normal-direction displacement during
loading could improve predictive capability.
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Appendix A
Performance Metrics
————————————————
Objectives of Appendix :
To identify the mission-critical performance metric for membrane primary mir-
rors.
————————————————
A.1 Motivation
Modelling membrane mirror structural behavior with optical-level accuracy is a difficult
task, and proper metrics are needed to evaluate differences between models. Since the per-
formance strongly influences decisions in the structural control design process, the metrics
must be chosen carefully. The difference between two predicted mirror shapes, often just in
the axial direction, is commonly used as the basis of a metric. Since the mirror is an opti-
cal component, however, the impact of the actual mirror shape upon impinging wavefronts
provides the information most critical to the mission. The effects of modelling decisions are
then quantified properly when the effect on the wavefront is established.
A.2 Geometry
A telescope compresses the size of an incoming wavefront and projects an image onto a
detector — eye, film, or CCD. For the light from the impinging wavefront to arrive in
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Figure A.1: Four surfaces of interest for reflection off a curved mirror. The lines shown
are for a cut of the mirror and wavefront surfaces at some angle θ about the
main telescope axis z.
phase at a single point — the focal point, the wavefront must have the form of a collapsing
sphere. This sphere, represented in two dimensions in Figure A.1 by the “nominal wavefront
surface,” is known as the Gaussian reference sphere (chapter V of Born and Wolf [8]).
As shown in Figure A.1, four surfaces are relevant to the geometric analysis of curved-
mirror performance. If the nominal mirror shape is a paraboloid, the nominal wavefront
surface changes from planar to spherical as a product of reflection. Nominal shapes are
mathematical abstractions, however, and so real surfaces always contain some level of shape
error. Rather than make the assumption that the primary mirror is the final optical com-
ponent that shapes the planar wavefront into a sphere, the error is defined generically as
the difference between the wavefront reflected from the reference surface and that reflected
from the actual surface. Pathlength error is measured in the nominal ray direction, toward
the center of the sphere. Phase is the pathlength normalized by the wavelength of interest
and converted to radians.
Figure A.3 provides a graphical representation of a general mirror error. The reference
surface is shown in the middle part of the figure and includes point P0. Point P0 represents
the location of point P for zero error. The reference ray is parallel to the z-axis and
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Figure A.2: Two-dimensional representation of pathlength error across a mirror surface.
terminates at a point in space according to the choice of ray length. A ray of the same
length impinges upon the actual surface, shown at the bottom of the figure, and terminates
at a different location. The vector difference between the two terminal locations is the
pointwise vector error.
The sites at which the ray impinges upon the reference surface and the actual surface
will have different locations and slopes. Since the reference mirror angle α1 is generally not
equal to the actual angle α, the direction of the ray reflected from the actual surface will
have a different direction from the ray reflected from the reference surface.
The locus of equal-length-ray endpoints that have reflected across the entire mirror
surface form a wavefront surface; generating the wavefront is the fundamental objective of
a ray-trace analysis. The wavefront surface represents the state of the incoming signal as
the signal is passed from the primary mirror subsystem to the secondary mirror or other
optics subsystem. The pointwise shape difference between the wavefronts from a reference
and an actual surface are integrated over the aperture to produce a single metric.
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Figure A.3: Two-dimensional representation of reflection of a ray from both a reference
mirror and an actual mirror with position and slope error. The dotted vec-
tors of length uz−uz(0→1) show that adding the piston error to the pathlength
is NOT equivalent to a piston motion of the reference ray terminus.
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A.3 Metrics
The difference between the reference and actual mirror surfaces is captured in metrics such
as the (common) mirror piston RMS metric Z[uzRMS ]
. This RMS metric and those that
follow are calculated by finding the area-weighted mean and then the area-weighted root-
mean-square (also the bias and the variance). ARef is the axial projection of the area of
the reference mirror surface.
u¯z ≡ 1
AM
∫
AM
(uz) dAM
=
1
AM
∫
AM
[(M−m) · eˆz] dAM
Z[uzRMS ]
≡
√√√√ 1
AM
∫
AM
(uz − u¯z)2 dAM (A.1)
The remaining metrics are derived from the pointwise wavefront error as discussed
throughout this report. The pathlength STD metric Z[∆LSTD], as discussed in the liter-
ature, is
∆L ≡ 1
AWF
∫
AWF
(∆L) dAWF
=
1
AWF
∫
AWF
[(W −w) · eˆL] dAWF
Z[∆LSTD] ≡
√√√√ 1
AWF
∫
AWF
(
∆L−∆L)2 dAWF (A.2)
where AWF is the axial projection of the area of the reference wavefront surface.
The wavefront piston RMS metric Z[∆wzRMS ]
is calculated as
∆wz ≡ 1
AWF
∫
AWF
(∆wz) dAWF
=
1
AWF
∫
AWF
[(W −w) · eˆz] dAWF
Z[∆wzRMS ]
≡
√√√√ 1
AWF
∫
AWF
(
∆wz −∆wz
)2
dAWF (A.3)
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Appendix B
Definition of Non-Dimensional
Variables
The equations that describe the deflection behavior of large membrane mirrors can be placed
into a non-dimensional form as discussed in chapter 11 of BAH [7]. In the non-dimensional
form the independent or primary variables are normalized by a chosen set of values while
the other parameters are placed into non-dimensional groupings called secondary variables.
This formalism allows scaled problems or experiments to be studied to extract information
about the behavior of the full-scale system; the only requirement is that the secondary
parameters have identical values for both the full and reduced scale.
The choice of secondary variables for normalizing the entire variable set is a product
of studying the governing equations. The constitutive equations scale readily when the
extensional stiffness Eh is used to normalize the stress resultants. The equilibrium equations
require a length-type variable for scaling, and use of the final outer radius rout results in a
better numerical scaling than if thickness were used. Table B.1 present the non-dimensional
variable definitions for the model accuracy problem work in this thesis summarized by
Figure 3.5. One discrepancy is allowed in Chapter 5, however: the thickness h is written as
h0 to emphasize that the undeformed-basis thickness is being used.
Table B.2 has the non-dimensional variable set use in the static-forming design work of
Chapter 4. The variable are almost identical to Table B.1 except that the yield strength is
used to normalize rather than the elastic modulus, or σY h rather than Eh. This variable
choice allows a direct percent-of-yield design analysis applicable to creep design criteria.
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Table B.1: Variables used to describe the geometry, field quantities, structural proper-
ties, and loading for the model-accuracy analysis.
Symbol Description Non-Dimensional
Form
f∞ Focal ratio of reflector
f
2rout
(h¯)† Thickness of the membrane hrout
r¯in Inner radius of mirror
rin
rout
(rout) Outer radius of mirror
r¯ Radial position of deformed body rrout
R¯ Radial position of undeformed
body
R
rout
α Angle of deformed membrane α
κ¯ Curvature of deformed membrane κrout
r¯sph Radius of sphere
rsph
rout
(E¯) Linear elastic modulus of material
σY Yield stress of material
σY
E
p¯ Pressure loading pE
rout
h
n¯φ Meridional stress resultant (de-
formed basis)
nφ
Eh
N¯φ Meridional stress resultant (unde-
formed basis)
Nφ
Eh
n¯θ Circumferential stress resultant
(deformed basis)
nθ
Eh
N¯θ Circumferential stress resultant
(undeformed basis)
Nθ
Eh
²φ Meridional strain ²φ
²θ Circumferential strain ²θ
†Thickness of undeformed structure is h0 in Chapter 5.
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Table B.2: Variables used to describe the geometry, field quantities, structural proper-
ties, and loading for the shape-forming design work of Chapter 4.
Symbol Description Non-Dimensional
Form
f∞ Focal ratio of reflector
f
2rout
(h¯) Thickness of the membrane hrout
r¯in Inner radius of mirror
rin
rout
(rout) Outer radius of mirror
r¯ Radial position of deformed body rrout
R¯ Radial position of undeformed
body
R
rout
α Angle of deformed membrane α
κ¯ Curvature of deformed membrane κrout
r¯sph Radius of sphere
rsph
rout
E¯ Linear elastic modulus of material EσY
F¯v Vertical membrane force applied
to inner rim
Fv
hσY
(σY ) Yield stress of material
p¯ Pressure loading pσY
rout
h
n¯φ Meridional stress resultant
nφ
hσY
n¯θ Circumferential stress resultant
nθ
hσY
²φ Meridional strain ²φ
²θ Circumferential strain ²θ
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Appendix C
Material Properties for Mirror
Materials
This appendix contains a table of properties for two types of materials.
• Candidates for membrane mirrors — Tables C.1 and C.2
• Standards of research in current plate- or shell-like mirrors — Tables C.3 and C.4
The superscripts refer to the following set of notes:
1. Data from Luz and Rice [52].
2. Lunar Projects office at NASA-GSFC (snoopy.gsfc.nasa.gov/∼lunartel/lun7.html on
25Jul00)
3. Used data from http://www.brytetech.com/pdf-ds/EX-1515.pdf, the supplier for the
project of Note 2 above, with a volume fraction of 60%.
4. Information from ngst.gsfc.nasa.gov, the “NGST ’Yardstick’ Mission,” July 1999.
5. Information listed in Askeland [3].
6. Measured results from [68].
7. Data from Du Pont web site.
8. Data sheet from SRS technologies of Huntsville, AL.
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Table C.1: Mechanical properties of candidate membrane mirror materials.
Property (Tem-
perature is 298K
unless specified)
V
ar
ia
b
le
(U
n
it
s)
P
ol
y
im
id
e,
th
ic
k
C
P
-1
8
P
ol
y
im
id
e,
th
in
K
ap
to
n
6
Elastic Modulus E (MPa) 2170 3740 [3000–4800]7
[2500–5500(4K)]9
Yield Strength σY (MPa) 100 340
[230(4K)]9
Poisson’s Ratio ν (1) 0.3
Thermal αT (
1
◦C ) 51× 10−6 [20× 10−6]7
Expansion [20–80×10−6(78K)]9
Density ρ ( kg
m3
) 1430 [1420]7
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Table C.2: Structural properties of candidate membrane mirror materials.
Property V
ar
ia
b
le
(U
n
it
s)
H
u
b
b
le
S
p
ac
e
T
el
es
co
p
e
P
ol
y
im
id
e,
th
ic
k
C
P
-1
8
P
ol
y
im
id
e,
th
in
K
ap
to
n
6
Area Density ρ∗ ( kg
m2
) 186 ⇒0.14 ⇒0.018
Fundamental
Length
L (m) 2.4 15 15
Thickness h (mm) [20]14 0.100 0.0125
Tensile Load P (N) 0 [⇒ 500d]12 [⇒ 156d]12
Pressure Load fz (Pa) 0 [⇒ 13.3]12 [⇒ 4.17]12
Inertia/ Area11
Iy
A (m
2) ⇒ 8.33× 10−10 ⇒ 1.20× 10−11
(grid,14h
2) (solid, 112h
2) (solid, 112h
2)
Bending Inertia Iy (m
4) ⇒ 8.33× 10−14d ⇒ 1.63× 10−16d
Sandwich Thick-
ness
h (m) 0 0
Frequency f (Hz) [60]4
Cross-section
Area
A (m2)
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Table C.3: Mechanical properties of standard mirror materials.
Property (Tem-
perature is 298K
unless specified)
V
ar
ia
b
le
(U
n
it
s)
N
G
S
T
cl
as
s1
0
U
L
E
fa
ce
-s
h
ee
t1
B
er
y
ll
iu
m
C
F
R
P
re
p
li
ca
2
Elastic Modulus E (MPa) 67600 [2.9× 105]5 [1–2× 105]3
64000(73K)
Yield Strength σY (MPa) ult = 49.8 [210–340]
5 [100–500]3
Poisson’s Ratio ν (1) 0.17
0.158(73K)
Thermal αT (
1
◦C ) 2.00× 10−8
Expansion −2.7× 10−7(198K)
Density ρ ( kg
m3
) 2210 18505 2040
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Table C.4: Structural properties of standard mirror materials.
Property V
ar
ia
b
le
(U
n
it
s)
H
u
b
b
le
S
p
ac
e
T
el
es
co
p
e
N
G
S
T
cl
as
s
U
L
E
fa
ce
-s
h
ee
t1
B
er
y
ll
iu
m
C
F
R
P
re
p
li
ca
2
Area Density ρ∗ ( kg
m2
) 186 20 2514
Fundamental
Length
L (m) 2.4 2.7 2.5 2 0.6
Thickness h (mm) [20]14 [2]14 3 2 1.6
Tensile Load P (N) 0 0 0 0 0
Pressure Load fz (Pa) 0 0 0 0 0
Inertia/ Area11
Iy
A
(m2) ⇒ 729 ⇒ 2500 ⇒ 400 ⇒ 2.13× 10−7
(grid, 14h
2) (grid, 14h
2) (grid, 14h
2) (grid, 14h
2) (solid, 112h
2)
Bending Inertia Iy (m
4)
Sandwich Thick-
ness
h (m) [∼ 20L]14 [∼ 40L]10 [∼ 20L]14 0
Frequency f (Hz) [60]4 [10]4
Cross-Section
Area
A (m2)
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9. Data faxed from Du Pont, listed as “Report No. YR-66-15”.
10. Data from U of Arizona-Steward Lab web site document.
11. Approximations from standard standard steel I-beam tables with
Iy
A ≈ 0.038m2,
0.029m2, 0.032m2, and other, smaller ratios. These should be at the low end when
considering a modern aerospace structure.
12. These quantities are calculated from guidelines in deBlonk [17], p¯ = pRoutσY t ≈ 0.02 and
N¯ = NσY t ≈ 0.05.
13. The numbers for Kapton presented in this document do not reflect the (sometimes
conflicting) data presented in other references.
14. Approximation by author with supporting evidence from the literature.
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Appendix D
Differential Geometry of Surface
————————————————
Objective of Appendix :
To review the mathematical description of a surface with an emphasis on or-
thogonal coordinates.
————————————————
The length of an arc ds on a two-dimensional surface is defined in the orthogonal curvi-
linear coordinate system by
(ds)2 = (gφφdφ)
2 + (gθθdθ)
2
= (rφdφ)
2 + (rθ sinφdθ)
2
The coordinate system is aligned with the two directions of principal curvature. The surface
is assumed to be smooth, with each pair of coordinates φ and θ uniquely representing a
single point on the surface.
gαβ is the first fundamental form of the surface, or “metric tensor” and bαβ is the second
fundamental form of the surface. An approximate description of the two tensors is that the
metric tensor maps the slope and the second fundamental form maps the curvature. The
metric tensor is used to raise and lower the indices of the other tensors and vectors.
The following list provides an overview of the differential geometry relevant to membrane
shells.
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• The reason for significant formalism with shell geometry is that the derivatives of the
unit vectors are nonzero. Hence there is a “normal-looking” derivative of a quantity
plus that quantity times a less familiar term. Chapter 2 of Novozhilov [67] explicitly
provides derivatives for the curvilinear unit vectors.
The Christoffel symbol Γγαβ helps with curvilinear coordinates in that it specifies
second derivatives in the direction of the surface coordinates. This direction of the
surface coordinate (φ and θ for most shell models) is the reason for the third index in
the symbol. Appendix B of Leonard [49] has a readable description. In the notation
of Libai and Simmonds [50]
y¯,αβ = Γ¯
γ
αβy¯,γ + b¯αβb¯
• Parametric description of the surface:
Baker et al [5] provide a table on p.16 that defines the primary radii of curvature as
{R1, R2} (also {Rφ, Rθ}) according to angle-from-vertical φ and radius of curvature
R0 defined at φ = 0.
Rφ =
R0(
1 + γsin2φ
) 3
2
Rθ =
R0(
1 + γsin2φ
) 1
2
For a paraboloid, the factor gamma γ = −1; for a spherical cap, γ = 0.
• First Fundamental Form/ Metric Tensor:
The fundamental forms are described well in
– Appendix B of Leonard [49].
– Section 1.12.1.A of Baker et al. [5], though the authors do not pose it directly as
a “metric tensor.”
– Section I.A.3 of [37], where a good lower-case/ upper-case notation is used for
deformed/ undeformed configurations.
– Section 3 of Appendix I in Malvern [55] for a thorough description of the metric
tensor (derivation and discussion of use).
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For the differential length ds along the surface and the position vector r, the metric
tensor gmn is defined as
(ds)2 = dr · dr
=
∂r
∂xp
· ∂r
∂xq
= gmndx
mdxn
and so
gpq ≡ ∂r
∂xp
· ∂r
∂xq
In addition, the conjugate metric tensor gmn is defined such that
gmng
np = δpm
Figures B.2 and B.3 in Appendix B of Leonard [49] show how the metric tensor is
used to determine the physical components of vector T with covariant components
Ti and contravariant components T
i. That is, the physical component of T in the
1-direction is
√
g11T
1 =
√
g11T1
=
T1√
g11
The metric tensor is used to translate between covariant and contravariant components
of vectors and tensors, i.e. to raise and lower indices.
nα = gαβn
β
Every derivative term is affected by the metric tensor (or, alternatively, each is affected
by being a part of a curvilinear system). A familiar example of a derivative that
requires a pre-multiplier is
∂
∂xφ
=
1
rφ
∂
∂φ
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Similarly, implementation of the gradient operator requires usage of the metric tensor
(where we find the rφ-type terms).
A graphical interpretation of the metric tensor determinant
√
gαα is given in Fig B.2,
with accompanying description in the text, on p.386 of Leonard [49].
• Second Fundamental Form:
The fundamental forms are described well in Appendix B of Leonard [49]. The general
idea is that the second derivative of the vector position of a point on the surface has
three vector components. The dot product of the vector is taken with respect to
the in-plane and normal vectors, respectively, to discriminate between components.
The tensor coefficient of the normal vector is the second fundamental form, Bij in
Leonard [49] and bαβ in Libai and Simmonds [50].
Notable, too, is the alternate definition for the second fundamental form bαβ and
normal vector b in Libai and Simmonds, Eqn (F.27) on p.399:
y,α
∣∣
β
= bαβb
The relation between the curvature and the second fundamental form is explored in
Leonard [49]. In Leonard [49] a pedantic explanation is given as to how the curvature
has two extreme values. The way to evaluate the extreme values is to set the dφ and
then dθ components equal to zero. Setting dθ = 0, the remaining components are
κφ =
Bφφ(dφ)
2
Gφφ(dφ)2
1
Rφ
=
Bφφ
R2φ
∴ Bφφ = Rφ
• Examples of the first and second fundamental forms
Section 6.4.1 of Leonard [49] gives values for the fundamental forms Gαβ and Bαβ in
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the orthogonal curvilinear system as
Gαβ =

A2 0
0 r2


Bαβ =

A2R1 0
0 r
2
R2


For an aximembrane, the tensors become
Gαβ =

R2φ 0
0 R2θsin
2φ


Bαβ =

Rφ 0
0 Rθsin
2φ


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Appendix E
Derivation of EAMS Governing
Equations
In this appendix the scalar equations of motion are derived for the Exact Axisymmetric
Membrane Shell (EAMS) model presented in Chapter 3.
E.1 Original Equations
In the explanation of the models (Chapter 3), the following form was provided for geometrically-
exact equilibrium equations for a general shell without moments, i.e. a “membrane shell.”
Eqn 3.10 is repeated here,
1√
g
(
√
gnα),α + p = 0 (E.1)
for determinant g of the metric tensor gαβ of the deformed basis.
E.2 Component Equations
Many tedious steps are required to get to equations 3.11 and 3.12. First, the equations will
be divided into the scalar components: one equation for the normal direction and two for
the in-plane directions. The stress-resultant vector nα is rewritten as
nα = nαβy,β (E.2)
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for unit vector in the β direction of the deformed basis y,β . The metric tensor is also related
via gαβ = y,α · y,α. The pressure term p is broken into vector components by
p = pβy,β + pb (E.3)
for base vector in the normal direction b. Note that the pressures are reckoned with respect
to the deformed area. The first term of Equation E.1 is expanded to reveal
1√
g
(√
gnαβ
)
,α
y,β + n
αβ (y,β),α + p = 0 (E.4)
From differential geometry the double-derivative of the unit vector is defined with the
Christoffel symbol Γγβα according to
(y,β),α = Γ
γ
βαy,γ + bαβb (E.5)
Equation E.4 then becomes, with the use of Eqn E.3,
1√
g
(√
gnαβ
)
,α
y,β + n
αβ
[
Γγβαy,γ + bαβb
]
+ pβy,β + pb = 0 (E.6)[
1√
g
(√
gnαβ
)
,α
+ nαγΓβγα + p
β
]
y,β +
[
nαβbαβ + p
]
b = 0 (E.7)
The dot product of Equation E.7 is taken with the normal vector b to find the scalar
equilibrium equation in the normal direction.
nαβbαβ + p = 0 (E.8)
Equation E.8 is a common form of the equilibrium equation as formulated through differ-
ential geometry; see section 8.1 of Leonard [49] as an example.
Similarly, the dot product with the unit vectors in the in-plane directions is used to find
the two in-plane equilibrium equations.
1√
g
(√
gnαβ
)
,α
+ nαγΓβγα + p
β = 0 (E.9)
A proper application of symmetry conditions and coordinate frame transformations leads
to Eqns 3.11 and 3.12.
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Appendix F
Non-Dimensional Acceleration
A typical equilibrium equation for membranes is written in units of pressure. The dynamic
inertia component in the normal component of the equilibrium equation is written as the
area density ρ∗ times the transverse acceleration w¨.
p+ · · · = ρ∗w¨ (F.1)
In applying the non-dimensional parameters used in this work for pressure, p = Ehrout p¯, both
terms are converted over to a non-dimensional form. A constant extensional stiffness is
assumed, or ∂Eh∂r = 0.
(rout
Eh
)
p+ · · · = rout
Eh
ρ∗w¨ (F.2)
p¯+ · · · =
(rout
Eh
)
(ρh) w¨ (F.3)
=
r2outρ
E
∂2
∂t2
(
w
rout
)
(F.4)
=
r2outρ
E
∂2
∂t2
(w¯) (F.5)
With time non-dimensionalized by t¯ = t 1rout
√
E
ρ , the equilibrium equation becomes
p¯+ · · · = ∂
2w¯
∂t¯2
(F.6)
Thus the non-dimensional pressure parameter p¯ ≡ proutEh is observed to enter the equilibrium
equation in the same manner as the non-dimensional acceleration term ¨¯w ≡ routρw¨E .
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