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Abstract. The article is devoted to the implementation of strong numerical methods
with convergence orders 0.5, 1.0, 1.5, 2.0, 2.5, and 3.0 for Ito stochastic differential equa-
tions with multidimensional non-commutative noise based on the unified Taylor–Ito and
Taylor–Stratonovich expansions and multiple Fourier–Legendre series. Algorithms for the
implementation of these methods are constructed and a package of programs on the Python
programming language is presented. An important part of this software package, concern-
ing the mean-square approximation of iterated Ito and Stratonovich stochastic integrals of
multiplicities 1 to 6 with respect to components of the multidimensional Wiener process,
is based on the method of generalized multiple Fourier series. More precisely, we used the
multiple Fourier–Legendre series converging in the sense of norm in Hilbert space L2([t, T ]
k)
(k = 1, . . . , 6) for the mean-square approximation of iterated Ito and Stratonovich stochastic
integrals.
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1. Strong Numerical Methods with Convergence Orders 0.5, 1.0, 1.5, 2.0, 2.5, and 3.0
for Ito SDEs Based on the Unified Taylor–Ito Expansion
Let (Ω, F, P) be a complete probability space, let {Ft, t ∈ [0, T ]} be a nondecreasing right-
continuous family of σ-algebras of F, and let f t be a standard m-dimensional Wiener stochastic
process, which is Ft-measurable for any t ∈ [0, T ]. We assume that the components f (i)t (i = 1, . . . ,m)
of this process are independent. Consider an Ito stochastic differential equation (SDE) in the integral
form
(1) xt = x0 +
t∫
0
a(xτ , τ)dτ +
m∑
i=1
t∫
0
Bi(xτ , τ)df
(i)
τ , x0 = x(0, ω).
Here xt is some n-dimensional stochastic process satisfying to the equation (1). The nonrandom
functions a(x, t) : Rn × [0, T ] → Rn, B(x, t) : Rn × [0, T ] → Rn×m guarantee the existence and
uniqueness up to stochastic equivalence of a solution of (1) [1]. The second integral on the right-
hand side of (1) is interpreted as an Ito stochastic integral and Bi(x, t) is the ith colomn of the
matrix function B(x, t). Let x0 be an n-dimensional random variable, which is F0-measurable and
M
{|x0|2} <∞ (M is an expectation operator). We assume that x0 and ft− f0 are independent when
t > 0.
It is well known that one of the effective approaches to the numerical integration of Ito SDEs is
an approach based on the Taylor–Ito and Taylor–Stratonovich expansions [2]-[11].
The most important feature of such expansions is a presence in them of the so-called iterated Ito
and Stratonovich stochastic integrals, which play the key role for solving the problem of numerical
integration of Ito SDEs and have the following form
(2) J [ψ(k)]T,t =
T∫
t
ψk(tk) . . .
t2∫
t
ψ1(t1)dw
(i1)
t1 . . . dw
(ik)
tk
,
(3) J∗[ψ(k)]T,t =
∗T∫
t
ψk(tk) . . .
∗t2∫
t
ψ1(t1)dw
(i1)
t1 . . . dw
(ik)
tk
,
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where every ψl(τ) (l = 1, . . . , k) is a continuous nonrandom function on [t, T ], w
(i)
τ = f
(i)
τ for i =
1, . . . ,m and w
(0)
τ = τ, ∫
and
∗∫
denote Ito and Stratonovich stochastic integrals, respectively; i1, . . . , ik = 0, 1, . . . ,m.
Note that ψl(τ) ≡ 1 (l = 1, . . . , k) and i1, . . . , ik = 0, 1, . . . ,m in the Taylor–Ito and Taylor–
Stratonovich expansions [3], [4]. At the same time ψl(τ) ≡ (t − τ)ql (l = 1, . . . , k; q1, . . . , qk =
0, 1, 2, . . .) and i1, . . . , ik = 1, . . . ,m in the unified Taylor–Ito and Taylor–Stratonovich expansions [5],
[6]-[8], [10]-[15].
Let C2,1(Rn×[0, T ]) be the space of functions R(x, t) : Rn×[0, T ]→ R1 with the following property:
these functions are twice continuously differentiable in x and have one continuous derivative in t. Let
us consider the following operators on the space C2,1(Rn × [0, T ])
(4) L =
∂
∂t
+
n∑
i=1
a(i)(x, t)
∂
∂x(i)
+
1
2
m∑
j=1
n∑
l,i=1
B(lj)(x, t)B(ij)(x, t)
∂2
∂x(l)∂x(i)
,
(5) G
(i)
0 =
n∑
j=1
B(ji)(x, t)
∂
∂x(j)
, i = 1, . . . ,m,
where a(i)(x, t) is the ith component of the vector function a(x, t) and B(ij)(x, t) is the ijth element
of the matrix function B(x, t).
Consider the following sequence of differential operators
G(i)p =
1
p
(
G
(i)
p−1L− LG(i)p−1
)
, p = 1, 2, . . . , i = 1, . . . ,m,
where L and G
(i)
0 , i = 1, . . . ,m are defined by the equalities (4), (5).
For the further consideration, we need to introduce the following set of iterated Ito stochastic
integrals
(6) I
(i1...ik)
(l1...lk)s,t
=
s∫
t
(t− tk)lk . . .
t2∫
t
(t− t1)l1df (i1)t1 . . . df (ik)tk ,
where l1, . . . , lk = 0, 1, . . . and i1, . . . , lk = 1, . . . ,m.
Assume that R(x, t), a(x, t), and Bi(x, t), i = 1, . . . ,m are enough smooth functions with respect
to the variables x and t. Then for all s, t ∈ [0, T ] such that s > t we can write the following unified
Taylor–Ito expansion [5], [6]-[8], [10], [11], [13]-[15]
R(xs, s) = R(xt, t) +
r∑
q=1
∑
(k,j,l1,...,lk)∈Dq
(s− t)j
j!
m∑
i1,...,ik=1
G
(i1)
l1
. . . G
(ik)
lk
LjR(xt, t) I
(i1...ik)
(l1...lk)s,t
+
(7) + (Hr+1)s,t w. p. 1,
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where
LjR(x, t)
def
=

L . . . L︸ ︷︷ ︸
j
R(x, t) for j ≥ 1
R(x, t) for j = 0
,
(8) Dq =
{
(k, j, l1, . . . , lk) : k + 2
(
j +
k∑
p=1
lp
)
= q; k, j, l1, . . . , lk = 0, 1, . . .
}
,
and (Hr+1)s,t is the remainder term in integral form [5], [6]-[8], [10], [11], [13]-[15].
Consider the partition {τp}Np=0 of the interval [0, T ] such that
(9) 0 = τ0 < τ1 < . . . < τN = T, ∆N = max
0≤j≤N−1
|τj+1 − τj | .
Let yτj
def
= yj , j = 0, 1, . . . , N be a time discrete approximation of the process xt, t ∈ [0, T ], which
is a solution of the Ito SDE (1).
Definiton 1 [3]. We will say that a time discrete approximation yj , j = 0, 1, . . . , N, corresponding
to the maximal step of discretization ∆N , converges strongly with order γ > 0 at time moment T to
the process xt, t ∈ [0, T ], if there exists a constant C > 0, which does not depend on ∆N , and a δ > 0
such that
M{|xT − yT |} ≤ C(∆N )γ
for each ∆N ∈ (0, δ).
From (7) for s = τp+1 and t = τp we obtain the following representation of explicit one-step strong
numerical scheme for the Ito SDE (1)
yp+1 = yp +
r∑
q=1
∑
(k,j,l1,...,lk)∈Dq
(τp+1 − τp)j
j!
m∑
i1,...,ik=1
G
(i1)
l1
. . . G
(ik)
lk
Lj yp Iˆ
(i1...ik)
(l1...lk)τp+1,τp
+
(10) + 1{r=2d−1,d∈N}
(τp+1 − τp)(r+1)/2
((r + 1)/2)!
L(r+1)/2yp,
where Iˆ
(i1...ik)
(l1...lk)τp+1,τp
is an approximation of the iterated Ito stochastic integral (6).
Note that we understand the equality (10) componentwise with respect to the components y
(i)
p of
the column yp. Also for simplicity we put τp = p∆, ∆ = T/N, T = τN , p = 0, 1, . . . , N.
It is known [3] that under the appropriate conditions the numerical scheme (10) has strong con-
vergence order r/2 (r ∈ N).
Below we consider particular cases of the numerical scheme (10) for r = 1, 2, 3, 4, 5, and 6, i.e.
explicit one-step strong numerical schemes with convergence orders 0.5, 1.0, 1.5, 2.0, 2.5, and 3.0 for
the Ito SDE (1). At that for simplicity we will write a, La, Bi, G
(i)
0 Bj etc. instead of a(yp, τp),
La(yp, τp), Bi(yp, τp), G
(i)
0 Bj(yp, τp) etc. correspondingly. Moreover, the operators L and G
(i)
0 ,
i = 1, . . . ,m are defined by the equalities (4), (5).
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Scheme with strong order 0.5 (Euler scheme)
(11) yp+1 = yp +
m∑
i1=1
Bi1 Iˆ
(i1)
(0)τp+1,τp
+ ∆a
Scheme with strong order 1.0 (Milstein scheme)
(12) yp+1 = yp +
m∑
i1=1
Bi1 Iˆ
(i1)
(0)τp+1,τp
+ ∆a +
m∑
i1,i2=1
G
(i1)
0 Bi2 Iˆ
(i1i2)
(00)τp+1,τp
Scheme with strong order 1.5
yp+1 = yp +
m∑
i1=1
Bi1 Iˆ
(i1)
(0)τp+1,τp
+ ∆a +
m∑
i1,i2=1
G
(i1)
0 Bi2 Iˆ
(i1i2)
(00)τp+1,τp
+
+
m∑
i1=1
[
G
(i1)
0 a
(
∆Iˆ
(i1)
(0)τp+1,τp
+ Iˆ
(i1)
(1)τp+1,τp
)
− LBi1 Iˆ(i1)(1)τp+1,τp
]
+
+
m∑
i1,i2,i3=1
G
(i1)
0 G
(i2)
0 Bi3 Iˆ
(i1i2i3)
(000)τp+1,τp
+
(13) +
∆2
2
La
Scheme with strong order 2.0
yp+1 = yp +
m∑
i1=1
Bi1 Iˆ
(i1)
(0)τp+1,τp
+ ∆a +
m∑
i1,i2=1
G
(i1)
0 Bi2 Iˆ
(i1i2)
(00)τp+1,τp
+
+
m∑
i1=1
[
G
(i1)
0 a
(
∆Iˆ
(i1)
(0)τp+1,τp
+ Iˆ
(i1)
(1)τp+1,τp
)
− LBi1 Iˆ(i1)(1)τp+1,τp
]
+
+
m∑
i1,i2,i3=1
G
(i1)
0 G
(i2)
0 Bi3 Iˆ
(i1i2i3)
(000)τp+1,τp
+
∆2
2
La+
+
m∑
i1,i2=1
[
G
(i1)
0 LBi2
(
Iˆ
(i1i2)
(10)τp+1,τp
− Iˆ(i1i2)(01)τp+1,τp
)
− LG(i1)0 Bi2 Iˆ(i1i2)(10)τp+1,τp+
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+G
(i1)
0 G
(i2)
0 a
(
Iˆ
(i1i2)
(01)τp+1,τp
+ ∆Iˆ
(i1i2)
(00)τp+1,τp
)]
+
(14) +
m∑
i1,i2,i3,i4=1
G
(i1)
0 G
(i2)
0 G
(i3)
0 Bi4 Iˆ
(i1i2i3i4)
(0000)τp+1,τp
Scheme with strong order 2.5
yp+1 = yp +
m∑
i1=1
Bi1 Iˆ
(i1)
(0)τp+1,τp
+ ∆a +
m∑
i1,i2=1
G
(i1)
0 Bi2 Iˆ
(i1i2)
(00)τp+1,τp
+
+
m∑
i1=1
[
G
(i1)
0 a
(
∆Iˆ
(i1)
(0)τp+1,τp
+ Iˆ
(i1)
(1)τp+1,τp
)
− LBi1 Iˆ(i1)(1)τp+1,τp
]
+
+
m∑
i1,i2,i3=1
G
(i1)
0 G
(i2)
0 Bi3 Iˆ
(i1i2i3)
(000)τp+1,τp
+
∆2
2
La+
+
m∑
i1,i2=1
[
G
(i1)
0 LBi2
(
Iˆ
(i1i2)
(10)τp+1,τp
− Iˆ(i1i2)(01)τp+1,τp
)
− LG(i1)0 Bi2 Iˆ(i1i2)(10)τp+1,τp+
+G
(i1)
0 G
(i2)
0 a
(
Iˆ
(i1i2)
(01)τp+1,τp
+ ∆Iˆ
(i1i2)
(00)τp+1,τp
)]
+
+
m∑
i1,i2,i3,i4=1
G
(i1)
0 G
(i2)
0 G
(i3)
0 Bi4 Iˆ
(i1i2i3i4)
(0000)τp+1,τp
+
+
m∑
i1=1
[
G
(i1)
0 La
(
1
2
Iˆ
(i1)
(2)τp+1,τp
+ ∆Iˆ
(i1)
(1)τp+1,τp
+
∆2
2
Iˆ
(i1)
(0)τp+1,τp
)
+
+
1
2
LLBi1 Iˆ
(i1)
(2)τp+1,τp
− LG(i1)0 a
(
Iˆ
(i1)
(2)τp+1,τp
+ ∆Iˆ
(i1)
(1)τp+1,τp
)]
+
+
m∑
i1,i2,i3=1
[
G
(i1)
0 LG
(i2)
0 Bi3
(
Iˆ
(i1i2i3)
(100)τp+1,τp
− Iˆ(i1i2i3)(010)τp+1,τp
)
+
+G
(i1)
0 G
(i2)
0 LBi3
(
Iˆ
(i1i2i3)
(010)τp+1,τp
− Iˆ(i1i2i3)(001)τp+1,τp
)
+
+G
(i1)
0 G
(i2)
0 G
(i3)
0 a
(
∆Iˆ
(i1i2i3)
(000)τp+1,τp
+ Iˆ
(i1i2i3)
(001)τp+1,τp
)
−
−LG(i1)0 G(i2)0 Bi3 Iˆ(i1i2i3)(100)τp+1,τp
]
+
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+
m∑
i1,i2,i3,i4,i5=1
G
(i1)
0 G
(i2)
0 G
(i3)
0 G
(i4)
0 Bi5 Iˆ
(i1i2i3i4i5)
(00000)τp+1,τp
+
(15) +
∆3
6
LLa
Scheme with strong order 3.0
yp+1 = yp +
m∑
i1=1
Bi1 Iˆ
(i1)
(0)τp+1,τp
+ ∆a +
m∑
i1,i2=1
G
(i1)
0 Bi2 Iˆ
(i1i2)
(00)τp+1,τp
+
+
m∑
i1=1
[
G
(i1)
0 a
(
∆Iˆ
(i1)
(0)τp+1,τp
+ Iˆ
(i1)
(1)τp+1,τp
)
− LBi1 Iˆ(i1)(1)τp+1,τp
]
+
+
m∑
i1,i2,i3=1
G
(i1)
0 G
(i2)
0 Bi3 Iˆ
(i1i2i3)
(000)τp+1,τp
+
∆2
2
La+
+
m∑
i1,i2=1
[
G
(i1)
0 LBi2
(
Iˆ
(i1i2)
(10)τp+1,τp
− Iˆ(i1i2)(01)τp+1,τp
)
− LG(i1)0 Bi2 Iˆ(i1i2)(10)τp+1,τp+
+G
(i1)
0 G
(i2)
0 a
(
Iˆ
(i1i2)
(01)τp+1,τp
+ ∆Iˆ
(i1i2)
(00)τp+1,τp
)]
+
(16) +
m∑
i1,i2,i3,i4=1
G
(i1)
0 G
(i2)
0 G
(i3)
0 Bi4 Iˆ
(i1i2i3i4)
(0000)τp+1,τp
+ qp+1,p + rp+1,p,
where
qp+1,p =
m∑
i1=1
[
G
(i1)
0 La
(
1
2
Iˆ
(i1)
(2)τp+1,τp
+ ∆Iˆ
(i1)
(1)τp+1,τp
+
∆2
2
Iˆ
(i1)
(0)τp+1,τp
)
+
+
1
2
LLBi1 Iˆ
(i1)
(2)τp+1,τp
− LG(i1)0 a
(
Iˆ
(i1)
(2)τp+1,τp
+ ∆Iˆ
(i1)
(1)τp+1,τp
)]
+
+
m∑
i1,i2,i3=1
[
G
(i1)
0 LG
(i2)
0 Bi3
(
Iˆ
(i1i2i3)
(100)τp+1,τp
− Iˆ(i1i2i3)(010)τp+1,τp
)
+
+G
(i1)
0 G
(i2)
0 LBi3
(
Iˆ
(i1i2i3)
(010)τp+1,τp
− Iˆ(i1i2i3)(001)τp+1,τp
)
+
+G
(i1)
0 G
(i2)
0 G
(i3)
0 a
(
∆Iˆ
(i1i2i3)
(000)τp+1,τp
+ Iˆ
(i1i2i3)
(001)τp+1,τp
)
−
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−LG(i1)0 G(i2)0 Bi3 Iˆ(i1i2i3)(100)τp+1,τp
]
+
+
m∑
i1,i2,i3,i4,i5=1
G
(i1)
0 G
(i2)
0 G
(i3)
0 G
(i4)
0 Bi5 Iˆ
(i1i2i3i4i5)
(00000)τp+1,τp
+
+
∆3
6
LLa,
and
rp+1,p =
m∑
i1,i2=1
[
G
(i1)
0 G
(i2)
0 La
(
1
2
Iˆ
(i1i2)
(02)τp+1,τp
+ ∆Iˆ
(i1i2)
(01)τp+1,τp
+
∆2
2
Iˆ
(i1i2)
(00)τp+1,τp
)
+
+
1
2
LLG
(i1)
0 Bi2 Iˆ
(i1i2)
(20)τp+1,τp
+G
(i1)
0 LG
(i2)
0 a
(
Iˆ
(i1i2)
(11)τp+1,τp
− Iˆ(i1i2)(02)τp+1,τp + ∆
(
Iˆ
(i1i2)
(10)τp+1,τp
− Iˆ(i1i2)(01)τp+1,τp
))
+
+LG
(i1)
0 LBi2
(
Iˆ
(i1i2)
(11)τp+1,τp
− Iˆ(i1i2)(20)τp+1,τp
)
+
+G
(i1)
0 LLBi2
(
1
2
Iˆ
(i1i2)
(02)τp+1,τp
+
1
2
Iˆ
(i1i2)
(20)τp+1,τp
− Iˆ(i1i2)(11)τp+1,τp
)
−
−LG(i1)0 G(i2)0 a
(
∆Iˆ
(i1i2)
(10)τp+1,τp
+ Iˆ
(i1i2)
(11)τp+1,τp
)]
+
+
m∑
i1,i2,i3,i4=1
[
G
(i1)
0 G
(i2)
0 G
(i3)
0 G
(i4)
0 a
(
∆Iˆ
(i1i2i3i4)
(0000)τp+1,τp
+ Iˆ
(i1i2i3i4)
(0001)τp+1,τp
)
+
+G
(i1)
0 G
(i2)
0 LG
(i3)
0 Bi4
(
Iˆ
(i1i2i3i4)
(0100)τp+1,τp
− Iˆ(i1i2i3i4)(0010)τp+1,τp
)
−
−LG(i1)0 G(i2)0 G(i3)0 Bi4 Iˆ(i1i2i3i4)(1000)τp+1,τp+
+G
(i1)
0 LG
(i2)
0 G
(i3)
0 Bi4
(
Iˆ
(i1i2i3i4)
(1000)τp+1,τp
− Iˆ(i1i2i3i4)(0100)τp+1,τp
)
+
+G
(i1)
0 G
(i2)
0 G
(i3)
0 LBi4
(
Iˆ
(i1i2i3i4)
(0010)τp+1,τp
− Iˆ(i1i2i3i4)(0001)τp+1,τp
)]
+
+
m∑
i1,i2,i3,i4,i5,i6=1
G
(i1)
0 G
(i2)
0 G
(i3)
0 G
(i4)
0 G
(i5)
0 Bi6 Iˆ
(i1i2i3i4i5i6)
(000000)τp+1,τp
.
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It is well known [3] that under the standard conditions the numerical schemes (12)–(16) have the
strong convergence orders 1.0, 1.5, 2.0, 2.5, and 3.0 correspondingly. Among these conditions we
consider only the condition for approximations of iterated Ito stochastic integrals from the numerical
schemes (12)–(16) [3] (also see [6])
(17) M

(
I
(i1...ik)
(l1...lk)τp+1,τp
− Iˆ(i1...ik)(l1...lk)τp+1,τp
)2 ≤ C∆r+1,
where r/2 is the strong convergence orders for the numerical schemes (12)–(16), i.e. r/2 = 1.0, 1.5,
2.0, 2.5, and 3.0. Moreover, the constant C is independent of ∆.
Note that the numerical schemes (12)–(16) are unrealizable in practice without procedures for the
numerical simulation of iterated Ito stochastic integrals from (10). In Sect. 3 we give a brief overview
to the effective method of the mean-square approximation of iterated Ito and Stratonovich stochastic
integrals of arbitrary multiplicity k (k ∈ N).
2. Strong Numerical Methods with Convergence Orders 1.0, 1.5, 2.0, 2.5, and 3.0 for
Ito SDEs Based on the Unified Taylor–Stratonovich Expansion
Let us consider the following operator on the space C2,1(Rn × [0, T ])
(18) L¯ = L− 1
2
m∑
i=1
G
(i)
0 G
(i)
0 ,
where operators L and G
(i)
0 , i = 1, . . . ,m are defined by the equalities (4), (5).
Define the following sequence of differential operators
(19) G¯(i)p
def
=
1
p
(
G¯
(i)
p−1L¯− L¯G¯(i)p−1
)
, p = 1, 2, . . . , i = 1, . . . ,m,
where G¯
(i)
0
def
= G
(i)
0 , i = 1, . . . ,m. The operators L¯ and G
(i)
0 , i = 1, . . . ,m are defined by the equalities
(18) and (5) correspondingly.
For the further consideration, we need to introduce the following set of iterated Stratonovich
stochastic integrals
(20) I
∗(i1...ik)
(l1...lk)s,t
=
∗s∫
t
(t− tk)lk . . .
∗t2∫
t
(t− t1)l1df (i1)t1 . . . df (ik)tk ,
where l1, . . . , lk = 0, 1, . . . and i1, . . . , lk = 1, . . . ,m.
Assume that R(x, t), a(x, t), and Bi(x, t), i = 1, . . . ,m are enough smooth functions with respect
to the variables x and t. Then for all s, t ∈ [0, T ] such that s > t we can write the following unified
Taylor–Stratonovich expansion [6]-[8], [10], [11], [13]-[15]
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R(xs, s) = R(xt, t) +
r∑
q=1
∑
(k,j,l1,...,lk)∈Dq
(s− t)j
j!
m∑
i1,...,ik=1
G¯
(i1)
l1
. . . G¯
(ik)
lk
L¯jR(xt, t) I
∗(i1...ik)
(l1...lk)s,t
+
(21) +
(
H¯r+1
)
s,t
w. p. 1,
where
L¯jR(x, t)
def
=

L¯ . . . L¯︸ ︷︷ ︸
j
R(x, t) for j ≥ 1
R(x, t) for j = 0
,
the set Dq is defined by the equality (8) and
(
H¯r+1
)
s,t
is the remainder term in integral form [6]-[8],
[10], [11], [13]-[15].
Consider the partition (9) of the interval [0, T ]. From (21) for s = τp+1 and t = τp we obtain the
following representation of explicit one-step strong numerical scheme for the Ito SDE (1)
yp+1 = yp +
r∑
q=1
∑
(k,j,l1,...,lk)∈Dq
(τp+1 − τp)j
j!
m∑
i1,...,ik=1
G¯
(i1)
l1
. . . G¯
(ik)
lk
L¯j yp Iˆ
∗(i1...ik)
(l1...lk)τp+1,τp
+
(22) + 1{r=2d−1,d∈N}
(τp+1 − τp)(r+1)/2
((r + 1)/2)!
L(r+1)/2yp,
where Iˆ
∗(i1...ik)
(l1...lk)τp+1,τp
is an approximation of the iterated Stratonovich stochastic integral (20).
Note that we understand the equality (22) componentwise with respect to the components y
(i)
p of
the column yp. Also for simplicity we put τp = p∆, ∆ = T/N, T = τN , p = 0, 1, . . . , N.
It is known [3] that under the appropriate conditions the numerical scheme (22) has strong order
of convergence r/2 (r ∈ N).
Denote
a¯(x, t) = a(x, t)− 1
2
m∑
j=1
G
(j)
0 Bj(x, t),
where Bj(x, t) is the jth column of the matrix function B(x, t).
It is not difficult to show that (see (18))
(23) L¯ =
∂
∂t
+
n∑
i=1
a¯(i)(x, t)
∂
∂x(i)
,
where a¯(i)(x, t) is the ith component of the vector function a¯(x, t).
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Below we consider particular cases of the numerical scheme (22) for r = 2, 3, 4, 5, and 6, i.e. explicit
one-step strong numerical schemes with convergence orders 1.0, 1.5, 2.0, 2.5, and 3.0 for the Ito SDE
(1). At that for simplicity we will write a¯, L¯a¯, La, Bi, G
(i)
0 Bj etc. instead of a¯(yp, τp), L¯a¯(yp, τp),
La(yp, τp), Bi(yp, τp), G
(i)
0 Bj(yp, τp) etc. correspondingly.
Scheme with strong order 1.0
(24) yp+1 = yp +
m∑
i1=1
Bi1 Iˆ
∗(i1)
(0)τp+1,τp
+ ∆a¯ +
m∑
i1,i2=1
G
(i1)
0 Bi2 Iˆ
∗(i1i2)
(00)τp+1,τp
Scheme with strong order 1.5
yp+1 = yp +
m∑
i1=1
Bi1 Iˆ
∗(i1)
(0)τp+1,τp
+ ∆a¯ +
m∑
i1,i2=1
G
(i1)
0 Bi2 Iˆ
∗(i1i2)
(00)τp+1,τp
+
+
m∑
i1=1
[
G
(i1)
0 a¯
(
∆Iˆ
∗(i1)
(0)τp+1,τp
+ Iˆ
∗(i1)
(1)τp+1,τp
)
− L¯Bi1 Iˆ∗(i1)(1)τp+1,τp
]
+
+
m∑
i1,i2,i3=1
G
(i1)
0 G
(i2)
0 Bi3 Iˆ
∗(i1i2i3)
(000)τp+1,τp
+
(25) +
∆2
2
La
Scheme with strong order 2.0
yp+1 = yp +
m∑
i1=1
Bi1 Iˆ
∗(i1)
(0)τp+1,τp
+ ∆a¯ +
m∑
i1,i2=1
G
(i1)
0 Bi2 Iˆ
∗(i1i2)
(00)τp+1,τp
+
+
m∑
i1=1
[
G
(i1)
0 a¯
(
∆Iˆ
∗(i1)
(0)τp+1,τp
+ Iˆ
∗(i1)
(1)τp+1,τp
)
− L¯Bi1 Iˆ∗(i1)(1)τp+1,τp
]
+
+
m∑
i1,i2,i3=1
G
(i1)
0 G
(i2)
0 Bi3 Iˆ
∗(i1i2i3)
(000)τp+1,τp
+
∆2
2
L¯a¯+
+
m∑
i1,i2=1
[
G
(i1)
0 L¯Bi2
(
Iˆ
∗(i1i2)
(10)τp+1,τp
− Iˆ∗(i1i2)(01)τp+1,τp
)
− L¯G(i1)0 Bi2 Iˆ∗(i1i2)(10)τp+1,τp+
+G
(i1)
0 G
(i2)
0 a¯
(
Iˆ
∗(i1i2)
(01)τp+1,τp
+ ∆Iˆ
∗(i1i2)
(00)τp+1,τp
)]
+
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(26) +
m∑
i1,i2,i3,i4=1
G
(i1)
0 G
(i2)
0 G
(i3)
0 Bi4 Iˆ
∗(i1i2i3i4)
(0000)τp+1,τp
Scheme with strong order 2.5
yp+1 = yp +
m∑
i1=1
Bi1 Iˆ
∗(i1)
(0)τp+1,τp
+ ∆a¯ +
m∑
i1,i2=1
G
(i1)
0 Bi2 Iˆ
∗(i1i2)
(00)τp+1,τp
+
+
m∑
i1=1
[
G
(i1)
0 a¯
(
∆Iˆ
∗(i1)
(0)τp+1,τp
+ Iˆ
∗(i1)
(1)τp+1,τp
)
− L¯Bi1 Iˆ∗(i1)(1)τp+1,τp
]
+
+
m∑
i1,i2,i3=1
G
(i1)
0 G
(i2)
0 Bi3 Iˆ
∗(i1i2i3)
(000)τp+1,τp
+
∆2
2
L¯a¯+
+
m∑
i1,i2=1
[
G
(i1)
0 L¯Bi2
(
Iˆ
∗(i1i2)
(10)τp+1,τp
− Iˆ∗(i1i2)(01)τp+1,τp
)
− L¯G(i1)0 Bi2 Iˆ∗(i1i2)(10)τp+1,τp+
+G
(i1)
0 G
(i2)
0 a¯
(
Iˆ
∗(i1i2)
(01)τp+1,τp
+ ∆Iˆ
∗(i1i2)
(00)τp+1,τp
)]
+
+
m∑
i1,i2,i3,i4=1
G
(i1)
0 G
(i2)
0 G
(i3)
0 Bi4 Iˆ
∗(i1i2i3i4)
(0000)τp+1,τp
+
+
m∑
i1=1
[
G
(i1)
0 L¯a¯
(
1
2
Iˆ
∗(i1)
(2)τp+1,τp
+ ∆Iˆ
∗(i1)
(1)τp+1,τp
+
∆2
2
Iˆ
∗(i1)
(0)τp+1,τp
)
+
+
1
2
L¯L¯Bi1 Iˆ
∗(i1)
(2)τp+1,τp
− L¯G(i1)0 a¯
(
Iˆ
∗(i1)
(2)τp+1,τp
+ ∆Iˆ
∗(i1)
(1)τp+1,τp
)]
+
+
m∑
i1,i2,i3=1
[
G
(i1)
0 L¯G
(i2)
0 Bi3
(
Iˆ
∗(i1i2i3)
(100)τp+1,τp
− Iˆ∗(i1i2i3)(010)τp+1,τp
)
+
+G
(i1)
0 G
(i2)
0 L¯Bi3
(
Iˆ
∗(i1i2i3)
(010)τp+1,τp
− Iˆ∗(i1i2i3)(001)τp+1,τp
)
+
+G
(i1)
0 G
(i2)
0 G
(i3)
0 a¯
(
∆Iˆ
∗(i1i2i3)
(000)τp+1,τp
+ Iˆ
∗(i1i2i3)
(001)τp+1,τp
)
−
−L¯G(i1)0 G(i2)0 Bi3 Iˆ∗(i1i2i3)(100)τp+1,τp
]
+
+
m∑
i1,i2,i3,i4,i5=1
G
(i1)
0 G
(i2)
0 G
(i3)
0 G
(i4)
0 Bi5 Iˆ
∗(i1i2i3i4i5)
(00000)τp+1,τp
+
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(27) +
∆3
6
LLa
Scheme with strong order 3.0
yp+1 = yp +
m∑
i1=1
Bi1 Iˆ
∗(i1)
(0)τp+1,τp
+ ∆a¯ +
m∑
i1,i2=1
G
(i1)
0 Bi2 Iˆ
∗(i1i2)
(00)τp+1,τp
+
+
m∑
i1=1
[
G
(i1)
0 a¯
(
∆Iˆ
∗(i1)
(0)τp+1,τp
+ Iˆ
∗(i1)
(1)τp+1,τp
)
− L¯Bi1 Iˆ∗(i1)(1)τp+1,τp
]
+
+
m∑
i1,i2,i3=1
G
(i1)
0 G
(i2)
0 Bi3 Iˆ
∗(i1i2i3)
(000)τp+1,τp
+
∆2
2
L¯a¯+
+
m∑
i1,i2=1
[
G
(i1)
0 L¯Bi2
(
Iˆ
∗(i1i2)
(10)τp+1,τp
− Iˆ∗(i1i2)(01)τp+1,τp
)
− L¯G(i1)0 Bi2 Iˆ∗(i1i2)(10)τp+1,τp+
+G
(i1)
0 G
(i2)
0 a¯
(
Iˆ
∗(i1i2)
(01)τp+1,τp
+ ∆Iˆ
∗(i1i2)
(00)τp+1,τp
)]
+
(28) +
m∑
i1,i2,i3,i4=1
G
(i1)
0 G
(i2)
0 G
(i3)
0 Bi4 Iˆ
∗(i1i2i3i4)
(0000)τp+1,τp
+ qp+1,p + rp+1,p,
where
qp+1,p =
m∑
i1=1
[
G
(i1)
0 L¯a¯
(
1
2
Iˆ
∗(i1)
(2)τp+1,τp
+ ∆Iˆ
∗(i1)
(1)τp+1,τp
+
∆2
2
Iˆ
∗(i1)
(0)τp+1,τp
)
+
+
1
2
L¯L¯Bi1 Iˆ
∗(i1)
(2)τp+1,τp
− L¯G(i1)0 a¯
(
Iˆ
∗(i1)
(2)τp+1,τp
+ ∆Iˆ
∗(i1)
(1)τp+1,τp
)]
+
+
m∑
i1,i2,i3=1
[
G
(i1)
0 L¯G
(i2)
0 Bi3
(
Iˆ
∗(i1i2i3)
(100)τp+1,τp
− Iˆ∗(i1i2i3)(010)τp+1,τp
)
+
+G
(i1)
0 G
(i2)
0 L¯Bi3
(
Iˆ
∗(i1i2i3)
(010)τp+1,τp
− Iˆ∗(i1i2i3)(001)τp+1,τp
)
+
+G
(i1)
0 G
(i2)
0 G
(i3)
0 a¯
(
∆Iˆ
∗(i1i2i3)
(000)τp+1,τp
+ Iˆ
∗(i1i2i3)
(001)τp+1,τp
)
−
−L¯G(i1)0 G(i2)0 Bi3 Iˆ∗(i1i2i3)(100)τp+1,τp
]
+
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+
m∑
i1,i2,i3,i4,i5=1
G
(i1)
0 G
(i2)
0 G
(i3)
0 G
(i4)
0 Bi5 Iˆ
∗(i1i2i3i4i5)
(00000)τp+1,τp
+
+
∆3
6
L¯L¯a¯,
and
rp+1,p =
m∑
i1,i2=1
[
G
(i1)
0 G
(i2)
0 L¯a¯
(
1
2
Iˆ
∗(i1i2)
(02)τp+1,τp
+ ∆Iˆ
∗(i1i2)
(01)τp+1,τp
+
∆2
2
Iˆ
∗(i1i2)
(00)τp+1,τp
)
+
+
1
2
L¯L¯G
(i1)
0 Bi2 Iˆ
∗(i1i2)
(20)τp+1,τp
+G
(i1)
0 L¯G
(i2)
0 a¯
(
Iˆ
∗(i1i2)
(11)τp+1,τp
− Iˆ∗(i1i2)(02)τp+1,τp + ∆
(
Iˆ
∗(i1i2)
(10)τp+1,τp
− Iˆ∗(i1i2)(01)τp+1,τp
))
+
+L¯G
(i1)
0 L¯Bi2
(
Iˆ
∗(i1i2)
(11)τp+1,τp
− Iˆ∗(i1i2)(20)τp+1,τp
)
+
+G
(i1)
0 L¯L¯Bi2
(
1
2
Iˆ
∗(i1i2)
(02)τp+1,τp
+
1
2
Iˆ
∗(i1i2)
(20)τp+1,τp
− Iˆ∗(i1i2)(11)τp+1,τp
)
−
−L¯G(i1)0 G(i2)0 a¯
(
∆Iˆ
∗(i1i2)
(10)τp+1,τp
+ Iˆ
∗(i1i2)
(11)τp+1,τp
)]
+
+
m∑
i1,i2,i3,i4=1
[
G
(i1)
0 G
(i2)
0 G
(i3)
0 G
(i4)
0 a¯
(
∆Iˆ
∗(i1i2i3i4)
(0000)τp+1,τp
+ Iˆ
∗(i1i2i3i4)
(0001)τp+1,τp
)
+
+G
(i1)
0 G
(i2)
0 L¯G
(i3)
0 Bi4
(
Iˆ
∗(i1i2i3i4)
(0100)τp+1,τp
− Iˆ∗(i1i2i3i4)(0010)τp+1,τp
)
−
−L¯G(i1)0 G(i2)0 G(i3)0 Bi4 Iˆ∗(i1i2i3i4)(1000)τp+1,τp+
+G
(i1)
0 L¯G
(i2)
0 G
(i3)
0 Bi4
(
Iˆ
∗(i1i2i3i4)
(1000)τp+1,τp
− Iˆ∗(i1i2i3i4)(0100)τp+1,τp
)
+
+G
(i1)
0 G
(i2)
0 G
(i3)
0 L¯Bi4
(
Iˆ
∗(i1i2i3i4)
(0010)τp+1,τp
− Iˆ∗(i1i2i3i4)(0001)τp+1,τp
)]
+
+
m∑
i1,i2,i3,i4,i5,i6=1
G
(i1)
0 G
(i2)
0 G
(i3)
0 G
(i4)
0 G
(i5)
0 Bi6 Iˆ
∗(i1i2i3i4i5i6)
(000000)τp+1,τp
.
It is well known [3] that under the standard conditions the numerical schemes (24)–(28) have the
strong convergence orders 1.0, 1.5, 2.0, 2.5, and 3.0 correspondingly. Among these conditions we
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consider only the condition for approximations of iterated Stratonovich stochastic integrals from the
numerical schemes (24)–(28) [3] (also see [6])
(29) M

(
I
∗(i1...ik)
(l1...lk)τp+1,τp
− Iˆ∗(i1...ik)(l1...lk)τp+1,τp
)2 ≤ C∆r+1,
where r/2 is the strong convergence orders for the numerical schemes (24)–(28), i.e. r/2 = 1.0, 1.5,
2.0, 2.5, and 3.0. Moreover, the constant C is independent of ∆.
Note that the numerical schemes (24)–(28) are unrealizable in practice without procedures for the
numerical simulation of iterated Stratonovich stochastic integrals from (22). In Sect. 3 we give a brief
overview to the effective method of the mean-square approximation of iterated Ito and Stratonovich
stochastic integrals of arbitrary multiplicity k (k ∈ N).
3. Method of Expansion and Approximation of Iterated Ito and Stratonovich
Stochastic Integrals Based on Generalized Multiple Fourier Series
Let us consider the effective approach to expansion of iterated Ito stochastic integrals [6] (2006),
[7], [8], [10], [11], [14], [15], [18]-[44] (the so-called method of generalized multiple Fourier series).
The idea of this method is as follows: the iterated Ito stochastic integral (2) of the multiplicity k
(k ∈ N) is represented as the multiple stochastic integral from the certain nonrandom discontinuous
function of k variables defined on the hypercube [t, T ]k. Here [t, T ] is the interval of integration of
the iterated Ito stochastic integral (2). Then, the mentioned nonrandom function of k variables is
expanded in the hypercube [t, T ]k into the generalized multiple Fourier series converging in the mean-
square sense in the space L2([t, T ]
k). After a number of nontrivial transformations we come to the
mean-square converging expansion of the iterated Ito stochastic integral (2) into the multiple series
of products of standard Gaussian random variables. The coefficients of this series are the coefficients
of generalized multiple Fourier series for the mentioned nonrandom function of k variables, which can
be calculated using the explicit formula regardless of the multiplicity k of the iterated Ito stochastic
integral (2).
Suppose that every ψl(τ) (l = 1, . . . , k) is a continuous nonrandom function on [t, T ]. Define the
following function on the hypercube [t, T ]k
(30) K(t1, . . . , tk) =

ψ1(t1) . . . ψk(tk) for t1 < . . . < tk
0 otherwise
, t1, . . . , tk ∈ [t, T ], k ≥ 2,
and K(t1) ≡ ψ1(t1) for t1 ∈ [t, T ].
Suppose that {φj(x)}∞j=0 is a complete orthonormal system of functions in the space L2([t, T ]).
The function K(t1, . . . , tk) is piecewise continuous in the hypercube [t, T ]
k. At this situation it is
well known that the generalized multiple Fourier series of K(t1, . . . , tk) ∈ L2([t, T ]k) is converging to
K(t1, . . . , tk) in the hypercube [t, T ]
k in the mean-square sense, i.e.
lim
p1,...,pk→∞
∥∥∥∥∥K(t1, . . . , tk)−
p1∑
j1=0
. . .
pk∑
jk=0
Cjk...j1
k∏
l=1
φjl(tl)
∥∥∥∥∥
L2([t,T ]k)
= 0,
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where
(31) Cjk...j1 =
∫
[t,T ]k
K(t1, . . . , tk)
k∏
l=1
φjl(tl)dt1 . . . dtk
is the Fourier coefficient,
‖f‖L2([t,T ]k) =
 ∫
[t,T ]k
f2(t1, . . . , tk)dt1 . . . dtk

1/2
.
Consider the partition {τj}Nj=0 of the interval [t, T ] such that
(32) t = τ0 < . . . < τN = T, ∆N = max
0≤j≤N−1
∆τj → 0 if N →∞, ∆τj = τj+1 − τj .
Theorem 1 [6] (2006), [7], [8], [10], [11], [14], [15], [18]-[44]. Suppose that every ψl(τ) (l = 1, . . . , k)
is a continuous nonrandom function on [t, T ] and {φj(x)}∞j=0 is a complete orthonormal system of
continuous functions in the space L2([t, T ]). Then
J [ψ(k)]T,t = l.i.m.
p1,...,pk→∞
p1∑
j1=0
. . .
pk∑
jk=0
Cjk...j1
(
k∏
l=1
ζ
(il)
jl
−
(33) − l.i.m.
N→∞
∑
(l1,...,lk)∈Gk
φj1(τl1)∆w
(i1)
τl1
. . . φjk(τlk)∆w
(ik)
τlk
)
,
where J [ψ(k)]T,t is defined by (2),
Gk = Hk\Lk, Hk = {(l1, . . . , lk) : l1, . . . , lk = 0, 1, . . . , N − 1},
Lk = {(l1, . . . , lk) : l1, . . . , lk = 0, 1, . . . , N − 1; lg 6= lr (g 6= r); g, r = 1, . . . , k},
l.i.m. is a limit in the mean-square sense, i1, . . . , ik = 0, 1, . . . ,m,
(34) ζ
(i)
j =
T∫
t
φj(s)dw
(i)
s
are independent standard Gaussian random variables for various i or j (if i 6= 0), Cjk...j1 is the
Fourier coefficient (31), ∆w
(i)
τj = w
(i)
τj+1 −w(i)τj (i = 0, 1, . . . ,m), {τj}Nj=0 is a partition of the interval
[t, T ], which satisfies the condition (32).
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Note that the adaptation of Theorem 1 for complete orthonormal systems of Haar and Rademacher–
Walsh functions in the space L2([t, T ]) can be found in [6]-[8], [10], [11], [14], [15], [18]-[22], [25]-[27].
In order to evaluate the significance of Theorem 1 for practice we will demonstrate its transformed
particular cases for k = 1, . . . , 6 [6]-[8], [10], [11], [14], [15], [18]-[44]
(35) J [ψ(1)]T,t = l.i.m.
p1→∞
p1∑
j1=0
Cj1ζ
(i1)
j1
,
(36) J [ψ(2)]T,t = l.i.m.
p1,p2→∞
p1∑
j1=0
p2∑
j2=0
Cj2j1
(
ζ
(i1)
j1
ζ
(i2)
j2
− 1{i1=i2 6=0}1{j1=j2}
)
,
J [ψ(3)]T,t = l.i.m.
p1,...,p3→∞
p1∑
j1=0
p2∑
j2=0
p3∑
j3=0
Cj3j2j1
(
ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
−
(37) −1{i1=i2 6=0}1{j1=j2}ζ(i3)j3 − 1{i2=i3 6=0}1{j2=j3}ζ
(i1)
j1
− 1{i1=i3 6=0}1{j1=j3}ζ(i2)j2
)
,
J [ψ(4)]T,t = l.i.m.
p1,...,p4→∞
p1∑
j1=0
. . .
p4∑
j4=0
Cj4...j1
(
4∏
l=1
ζ
(il)
jl
−
−1{i1=i2 6=0}1{j1=j2}ζ(i3)j3 ζ
(i4)
j4
− 1{i1=i3 6=0}1{j1=j3}ζ(i2)j2 ζ
(i4)
j4
−
−1{i1=i4 6=0}1{j1=j4}ζ(i2)j2 ζ
(i3)
j3
− 1{i2=i3 6=0}1{j2=j3}ζ(i1)j1 ζ
(i4)
j4
−
−1{i2=i4 6=0}1{j2=j4}ζ(i1)j1 ζ
(i3)
j3
− 1{i3=i4 6=0}1{j3=j4}ζ(i1)j1 ζ
(i2)
j2
+
+1{i1=i2 6=0}1{j1=j2}1{i3=i4 6=0}1{j3=j4}+
+1{i1=i3 6=0}1{j1=j3}1{i2=i4 6=0}1{j2=j4}+
(38) + 1{i1=i4 6=0}1{j1=j4}1{i2=i3 6=0}1{j2=j3}
)
,
J [ψ(5)]T,t = l.i.m.
p1,...,p5→∞
p1∑
j1=0
. . .
p5∑
j5=0
Cj5...j1
(
5∏
l=1
ζ
(il)
jl
−
−1{i1=i2 6=0}1{j1=j2}ζ(i3)j3 ζ
(i4)
j4
ζ
(i5)
j5
− 1{i1=i3 6=0}1{j1=j3}ζ(i2)j2 ζ
(i4)
j4
ζ
(i5)
j5
−
−1{i1=i4 6=0}1{j1=j4}ζ(i2)j2 ζ
(i3)
j3
ζ
(i5)
j5
− 1{i1=i5 6=0}1{j1=j5}ζ(i2)j2 ζ
(i3)
j3
ζ
(i4)
j4
−
−1{i2=i3 6=0}1{j2=j3}ζ(i1)j1 ζ
(i4)
j4
ζ
(i5)
j5
− 1{i2=i4 6=0}1{j2=j4}ζ(i1)j1 ζ
(i3)
j3
ζ
(i5)
j5
−
−1{i2=i5 6=0}1{j2=j5}ζ(i1)j1 ζ
(i3)
j3
ζ
(i4)
j4
− 1{i3=i4 6=0}1{j3=j4}ζ(i1)j1 ζ
(i2)
j2
ζ
(i5)
j5
−
−1{i3=i5 6=0}1{j3=j5}ζ(i1)j1 ζ
(i2)
j2
ζ
(i4)
j4
− 1{i4=i5 6=0}1{j4=j5}ζ(i1)j1 ζ
(i2)
j2
ζ
(i3)
j3
+
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+1{i1=i2 6=0}1{j1=j2}1{i3=i4 6=0}1{j3=j4}ζ
(i5)
j5
+ 1{i1=i2 6=0}1{j1=j2}1{i3=i5 6=0}1{j3=j5}ζ
(i4)
j4
+
+1{i1=i2 6=0}1{j1=j2}1{i4=i5 6=0}1{j4=j5}ζ
(i3)
j3
+ 1{i1=i3 6=0}1{j1=j3}1{i2=i4 6=0}1{j2=j4}ζ
(i5)
j5
+
+1{i1=i3 6=0}1{j1=j3}1{i2=i5 6=0}1{j2=j5}ζ
(i4)
j4
+ 1{i1=i3 6=0}1{j1=j3}1{i4=i5 6=0}1{j4=j5}ζ
(i2)
j2
+
+1{i1=i4 6=0}1{j1=j4}1{i2=i3 6=0}1{j2=j3}ζ
(i5)
j5
+ 1{i1=i4 6=0}1{j1=j4}1{i2=i5 6=0}1{j2=j5}ζ
(i3)
j3
+
+1{i1=i4 6=0}1{j1=j4}1{i3=i5 6=0}1{j3=j5}ζ
(i2)
j2
+ 1{i1=i5 6=0}1{j1=j5}1{i2=i3 6=0}1{j2=j3}ζ
(i4)
j4
+
+1{i1=i5 6=0}1{j1=j5}1{i2=i4 6=0}1{j2=j4}ζ
(i3)
j3
+ 1{i1=i5 6=0}1{j1=j5}1{i3=i4 6=0}1{j3=j4}ζ
(i2)
j2
+
+1{i2=i3 6=0}1{j2=j3}1{i4=i5 6=0}1{j4=j5}ζ
(i1)
j1
+ 1{i2=i4 6=0}1{j2=j4}1{i3=i5 6=0}1{j3=j5}ζ
(i1)
j1
+
(39) + 1{i2=i5 6=0}1{j2=j5}1{i3=i4 6=0}1{j3=j4}ζ
(i1)
j1
)
,
J [ψ(6)]T,t = l.i.m.
p1,...,p6→∞
p1∑
j1=0
. . .
p6∑
j6=0
Cj6...j1
(
6∏
l=1
ζ
(il)
jl
−
−1{i1=i6 6=0}1{j1=j6}ζ(i2)j2 ζ
(i3)
j3
ζ
(i4)
j4
ζ
(i5)
j5
− 1{i2=i6 6=0}1{j2=j6}ζ(i1)j1 ζ
(i3)
j3
ζ
(i4)
j4
ζ
(i5)
j5
−
−1{i3=i6 6=0}1{j3=j6}ζ(i1)j1 ζ
(i2)
j2
ζ
(i4)
j4
ζ
(i5)
j5
− 1{i4=i6 6=0}1{j4=j6}ζ(i1)j1 ζ
(i2)
j2
ζ
(i3)
j3
ζ
(i5)
j5
−
−1{i5=i6 6=0}1{j5=j6}ζ(i1)j1 ζ
(i2)
j2
ζ
(i3)
j3
ζ
(i4)
j4
− 1{i1=i2 6=0}1{j1=j2}ζ(i3)j3 ζ
(i4)
j4
ζ
(i5)
j5
ζ
(i6)
j6
−
−1{i1=i3 6=0}1{j1=j3}ζ(i2)j2 ζ
(i4)
j4
ζ
(i5)
j5
ζ
(i6)
j6
− 1{i1=i4 6=0}1{j1=j4}ζ(i2)j2 ζ
(i3)
j3
ζ
(i5)
j5
ζ
(i6)
j6
−
−1{i1=i5 6=0}1{j1=j5}ζ(i2)j2 ζ
(i3)
j3
ζ
(i4)
j4
ζ
(i6)
j6
− 1{i2=i3 6=0}1{j2=j3}ζ(i1)j1 ζ
(i4)
j4
ζ
(i5)
j5
ζ
(i6)
j6
−
−1{i2=i4 6=0}1{j2=j4}ζ(i1)j1 ζ
(i3)
j3
ζ
(i5)
j5
ζ
(i6)
j6
− 1{i2=i5 6=0}1{j2=j5}ζ(i1)j1 ζ
(i3)
j3
ζ
(i4)
j4
ζ
(i6)
j6
−
−1{i3=i4 6=0}1{j3=j4}ζ(i1)j1 ζ
(i2)
j2
ζ
(i5)
j5
ζ
(i6)
j6
− 1{i3=i5 6=0}1{j3=j5}ζ(i1)j1 ζ
(i2)
j2
ζ
(i4)
j4
ζ
(i6)
j6
−
−1{i4=i5 6=0}1{j4=j5}ζ(i1)j1 ζ
(i2)
j2
ζ
(i3)
j3
ζ
(i6)
j6
+
+1{i1=i2 6=0}1{j1=j2}1{i3=i4 6=0}1{j3=j4}ζ
(i5)
j5
ζ
(i6)
j6
+ 1{i1=i2 6=0}1{j1=j2}1{i3=i5 6=0}1{j3=j5}ζ
(i4)
j4
ζ
(i6)
j6
+
+1{i1=i2 6=0}1{j1=j2}1{i4=i5 6=0}1{j4=j5}ζ
(i3)
j3
ζ
(i6)
j6
+ 1{i1=i3 6=0}1{j1=j3}1{i2=i4 6=0}1{j2=j4}ζ
(i5)
j5
ζ
(i6)
j6
+
+1{i1=i3 6=0}1{j1=j3}1{i2=i5 6=0}1{j2=j5}ζ
(i4)
j4
ζ
(i6)
j6
+ 1{i1=i3 6=0}1{j1=j3}1{i4=i5 6=0}1{j4=j5}ζ
(i2)
j2
ζ
(i6)
j6
+
+1{i1=i4 6=0}1{j1=j4}1{i2=i3 6=0}1{j2=j3}ζ
(i5)
j5
ζ
(i6)
j6
+ 1{i1=i4 6=0}1{j1=j4}1{i2=i5 6=0}1{j2=j5}ζ
(i3)
j3
ζ
(i6)
j6
+
+1{i1=i4 6=0}1{j1=j4}1{i3=i5 6=0}1{j3=j5}ζ
(i2)
j2
ζ
(i6)
j6
+ 1{i1=i5 6=0}1{j1=j5}1{i2=i3 6=0}1{j2=j3}ζ
(i4)
j4
ζ
(i6)
j6
+
+1{i1=i5 6=0}1{j1=j5}1{i2=i4 6=0}1{j2=j4}ζ
(i3)
j3
ζ
(i6)
j6
+ 1{i1=i5 6=0}1{j1=j5}1{i3=i4 6=0}1{j3=j4}ζ
(i2)
j2
ζ
(i6)
j6
+
+1{i2=i3 6=0}1{j2=j3}1{i4=i5 6=0}1{j4=j5}ζ
(i1)
j1
ζ
(i6)
j6
+ 1{i2=i4 6=0}1{j2=j4}1{i3=i5 6=0}1{j3=j5}ζ
(i1)
j1
ζ
(i6)
j6
+
+1{i2=i5 6=0}1{j2=j5}1{i3=i4 6=0}1{j3=j4}ζ
(i1)
j1
ζ
(i6)
j6
+ 1{i6=i1 6=0}1{j6=j1}1{i3=i4 6=0}1{j3=j4}ζ
(i2)
j2
ζ
(i5)
j5
+
+1{i6=i1 6=0}1{j6=j1}1{i3=i5 6=0}1{j3=j5}ζ
(i2)
j2
ζ
(i4)
j4
+ 1{i6=i1 6=0}1{j6=j1}1{i2=i5 6=0}1{j2=j5}ζ
(i3)
j3
ζ
(i4)
j4
+
+1{i6=i1 6=0}1{j6=j1}1{i2=i4 6=0}1{j2=j4}ζ
(i3)
j3
ζ
(i5)
j5
+ 1{i6=i1 6=0}1{j6=j1}1{i4=i5 6=0}1{j4=j5}ζ
(i2)
j2
ζ
(i3)
j3
+
+1{i6=i1 6=0}1{j6=j1}1{i2=i3 6=0}1{j2=j3}ζ
(i4)
j4
ζ
(i5)
j5
+ 1{i6=i2 6=0}1{j6=j2}1{i3=i5 6=0}1{j3=j5}ζ
(i1)
j1
ζ
(i4)
j4
+
+1{i6=i2 6=0}1{j6=j2}1{i4=i5 6=0}1{j4=j5}ζ
(i1)
j1
ζ
(i3)
j3
+ 1{i6=i2 6=0}1{j6=j2}1{i3=i4 6=0}1{j3=j4}ζ
(i1)
j1
ζ
(i5)
j5
+
+1{i6=i2 6=0}1{j6=j2}1{i1=i5 6=0}1{j1=j5}ζ
(i3)
j3
ζ
(i4)
j4
+ 1{i6=i2 6=0}1{j6=j2}1{i1=i4 6=0}1{j1=j4}ζ
(i3)
j3
ζ
(i5)
j5
+
+1{i6=i2 6=0}1{j6=j2}1{i1=i3 6=0}1{j1=j3}ζ
(i4)
j4
ζ
(i5)
j5
+ 1{i6=i3 6=0}1{j6=j3}1{i2=i5 6=0}1{j2=j5}ζ
(i1)
j1
ζ
(i4)
j4
+
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+1{i6=i3 6=0}1{j6=j3}1{i4=i5 6=0}1{j4=j5}ζ
(i1)
j1
ζ
(i2)
j2
+ 1{i6=i3 6=0}1{j6=j3}1{i2=i4 6=0}1{j2=j4}ζ
(i1)
j1
ζ
(i5)
j5
+
+1{i6=i3 6=0}1{j6=j3}1{i1=i5 6=0}1{j1=j5}ζ
(i2)
j2
ζ
(i4)
j4
+ 1{i6=i3 6=0}1{j6=j3}1{i1=i4 6=0}1{j1=j4}ζ
(i2)
j2
ζ
(i5)
j5
+
+1{i6=i3 6=0}1{j6=j3}1{i1=i2 6=0}1{j1=j2}ζ
(i4)
j4
ζ
(i5)
j5
+ 1{i6=i4 6=0}1{j6=j4}1{i3=i5 6=0}1{j3=j5}ζ
(i1)
j1
ζ
(i2)
j2
+
+1{i6=i4 6=0}1{j6=j4}1{i2=i5 6=0}1{j2=j5}ζ
(i1)
j1
ζ
(i3)
j3
+ 1{i6=i4 6=0}1{j6=j4}1{i2=i3 6=0}1{j2=j3}ζ
(i1)
j1
ζ
(i5)
j5
+
+1{i6=i4 6=0}1{j6=j4}1{i1=i5 6=0}1{j1=j5}ζ
(i2)
j2
ζ
(i3)
j3
+ 1{i6=i4 6=0}1{j6=j4}1{i1=i3 6=0}1{j1=j3}ζ
(i2)
j2
ζ
(i5)
j5
+
+1{i6=i4 6=0}1{j6=j4}1{i1=i2 6=0}1{j1=j2}ζ
(i3)
j3
ζ
(i5)
j5
+ 1{i6=i5 6=0}1{j6=j5}1{i3=i4 6=0}1{j3=j4}ζ
(i1)
j1
ζ
(i2)
j2
+
+1{i6=i5 6=0}1{j6=j5}1{i2=i4 6=0}1{j2=j4}ζ
(i1)
j1
ζ
(i3)
j3
+ 1{i6=i5 6=0}1{j6=j5}1{i2=i3 6=0}1{j2=j3}ζ
(i1)
j1
ζ
(i4)
j4
+
+1{i6=i5 6=0}1{j6=j5}1{i1=i4 6=0}1{j1=j4}ζ
(i2)
j2
ζ
(i3)
j3
+ 1{i6=i5 6=0}1{j6=j5}1{i1=i3 6=0}1{j1=j3}ζ
(i2)
j2
ζ
(i4)
j4
+
+1{i6=i5 6=0}1{j6=j5}1{i1=i2 6=0}1{j1=j2}ζ
(i3)
j3
ζ
(i4)
j4
−
−1{i6=i1 6=0}1{j6=j1}1{i2=i5 6=0}1{j2=j5}1{i3=i4 6=0}1{j3=j4}−
−1{i6=i1 6=0}1{j6=j1}1{i2=i4 6=0}1{j2=j4}1{i3=i5 6=0}1{j3=j5}−
−1{i6=i1 6=0}1{j6=j1}1{i2=i3 6=0}1{j2=j3}1{i4=i5 6=0}1{j4=j5}−
−1{i6=i2 6=0}1{j6=j2}1{i1=i5 6=0}1{j1=j5}1{i3=i4 6=0}1{j3=j4}−
−1{i6=i2 6=0}1{j6=j2}1{i1=i4 6=0}1{j1=j4}1{i3=i5 6=0}1{j3=j5}−
−1{i6=i2 6=0}1{j6=j2}1{i1=i3 6=0}1{j1=j3}1{i4=i5 6=0}1{j4=j5}−
−1{i6=i3 6=0}1{j6=j3}1{i1=i5 6=0}1{j1=j5}1{i2=i4 6=0}1{j2=j4}−
−1{i6=i3 6=0}1{j6=j3}1{i1=i4 6=0}1{j1=j4}1{i2=i5 6=0}1{j2=j5}−
−1{i3=i6 6=0}1{j3=j6}1{i1=i2 6=0}1{j1=j2}1{i4=i5 6=0}1{j4=j5}−
−1{i6=i4 6=0}1{j6=j4}1{i1=i5 6=0}1{j1=j5}1{i2=i3 6=0}1{j2=j3}−
−1{i6=i4 6=0}1{j6=j4}1{i1=i3 6=0}1{j1=j3}1{i2=i5 6=0}1{j2=j5}−
−1{i6=i4 6=0}1{j6=j4}1{i1=i2 6=0}1{j1=j2}1{i3=i5 6=0}1{j3=j5}−
−1{i6=i5 6=0}1{j6=j5}1{i1=i4 6=0}1{j1=j4}1{i2=i3 6=0}1{j2=j3}−
−1{i6=i5 6=0}1{j6=j5}1{i1=i2 6=0}1{j1=j2}1{i3=i4 6=0}1{j3=j4}−
(40) −1{i6=i5 6=0}1{j6=j5}1{i1=i3 6=0}1{j1=j3}1{i2=i4 6=0}1{j2=j4}
)
,
where 1A is the indicator of the set A.
Thus, we obtain the following advantages and new possibilities of the method of generalized mul-
tiple Fourier series (Theorem 1) in comparison with the well known methods of approximation of
iterated stochastic integrals [2]-[4], [45]-[55].
1. There is an explicit formula (see (31)) for calculation of expansion coefficients of iterated Ito
stochastic integral (2) with any fixed multiplicity k (k ∈ N).
2. We have new possibilities for exact calculation and effective estimation of the mean-square error
of approximation of iterated Ito stochastic integral [14], [15], [25], [26], [33].
3. Since the used multiple Fourier series is a generalized in the sense that it is built using various
complete orthonormal systems of functions in the space L2([t, T ]), then we have new possibilities for
approximation — we can use not only trigonometric functions as in [2]-[4], [45], [51], [52], [54], [55],
but Legendre polynomials.
4. As it turned out [14], [15], [29] (also see [5], [6]-[8], [10], [11], [13], [16]-[26], [31], [35]-[37], [39]-
[42], [44]) it is more convenient to work with Legendre polynomials for constructing of approximations
of the iterated Ito stochastic integrals (2). Approximations based on the Legendre polynomials
essentially simpler than their analogues based on the trigonometric functions (see [2]-[4], [45]-[55]).
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Another advantages of the application of Legendre polynomials in the framework of the mentioned
problem are considered in [14], [15] (Sect. 5.3), [36], [37].
5. The approach to expansion of iterated stochastic integrals based on the Karhunen–Loeve ex-
pansion of the Brownian bridge process [2]-[4], [45], [51], [52], [54], [55] leads to iterated application
of the limit transition (the limit transition is implemented only once in Theorem 1) starting from the
second multiplicity (in the general case) and third multiplicity (for the case ψ1(s), ψ2(s), ψ3(s) ≡ 1;
i1, i2, i3 = 0, 1, . . . ,m) of the iterated Ito stochastic integrals (2). The same problem (iterated appli-
cation of the limit transition) also appears in the method of expansion of iterated stochastic integrals
based on the expansion of the Wiener process using various complete orthonormal system of functions
in the space L2([t, T ]) [46], [47]. Multiple series (the limit transition is implemented only once) are
more convenient for approximation than the iterated ones (iterated application of the limit transi-
tion), since partial sums of multiple series converge for any possible case of convergence to infinity of
their upper limits of summation (let us denote them as p1, . . . , pk). For example, in practice, we usu-
ally choose p1 = . . . = pk = p→∞. For iterated series, condition p1 = . . . = pk = p→∞ obviously
does not guarantee the convergence of this series. However, in [3] (Sect. 5.8, pp. 202–204), [4] (pp. 82-
84), [45] (pp. 438-439), [52] (pp. 263-264) the authors use (without rigorous proof) the condition
p1 = p2 = p3 = p→∞ within the frames of the mentioned approach based on the Karhunen–Loeve
expansion of the Brownian bridge process [2] together with the Wong–Zakai approximation [62]-[64]
(see [14] (Sect. 2.6.2), [27] (Sect. 11), [28] (Sect. 6), [29] (Sect. 8), [30] (Sect. 6) for detail).
6. Constructing the expansions of iterated Ito stochastic integrals from Theorem 1, we saved all
information about these integrals. That is why it is natural to expect that the mentioned expansions
will converge with probability 1 and in the mean of degree 2n (n ∈ N). The convergence with prob-
ability 1 in Theorem 1 is proved [14], [15], [27], [29], [33], [44] for complete orthonormal systems of
Legendre polynomials and trigonometric functions in the space L2([t, T ]). Furthermore, the conver-
gence in the mean of degree 2n (n ∈ N) in Theorem 1 is proved in [8], [10], [11], [14], [15], [18]-[22],
[25]-[27].
7. The generalizations of Theorem 1 for complete orthonormal with weight r(t1) . . . r(tk) systems of
functions in the space L2([t, T ]
k) (k ∈ N) as well as for some other types of iterated stochastic integrals
(iterated stochastic integrals with respect to martingale Poisson measures and iterated stochastic
integrals with respect to martingales) were obtained in [14], [15], [38] (also see [6]-[8], [10], [11],
[18]-[22], [25], [26]).
8. The adaptation of Theorem 1 for iterated Stratonovich stochastic integrals of multiplicities 1 to
5 is realized in [14], [15], [18]-[22], [25], [26], [28], [30], [32], [34] (see Theorem 2 below).
9. Application of Theorem 1 for the mean-square approximation of iterated Ito stochastic integrals
with respect to the infinite-dimensional Q-Wiener process can be found in the monographs [14], [15]
(Chapter 7) and in [39]-[42].
As we mentioned above, in a number of works [14], [15], [18]-[22], [25], [26], [28], [30], [32], [34]
Theorem 1 is adapted for the iterated Stratonovich stochastic integrals (3) of multiplicities 2 to 5.
Let as collect some of these results in the following theorem.
Theorem 2 [14], [15], [18]-[22], [25], [26], [28], [30], [32], [34]. Suppose that {φj(x)}∞j=0 is a complete
orthonormal system of Legendre polynomials or trigonometric functions in the space L2([t, T ]). At
the same time ψ2(s) is a continuously differentiable function on [t, T ] and ψ1(s), ψ3(s) are twice
continuously differentiable functions on [t, T ]. Then
(41) J∗[ψ(2)]T,t = l.i.m.
p1,p2→∞
p1∑
j1=0
p2∑
j2=0
Cj2j1ζ
(i1)
j1
ζ
(i2)
j2
(i1, i2 = 1, . . . ,m),
(42) J∗[ψ(3)]T,t = l.i.m.
p1,p2,p3→∞
p1∑
j1=0
p2∑
j2=0
p3∑
j3=0
Cj3j2j1ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
(i1, i2, i3 = 0, 1, . . . ,m),
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(43) J∗[ψ(3)]T,t = l.i.m.
p→∞
p∑
j1,j2,j3=0
Cj3j2j1ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
(i1, i2, i3 = 1, . . . ,m),
(44) J∗[ψ(4)]T,t = l.i.m.
p→∞
p∑
j1,...,j4=0
Cj4j3j2j1ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
ζ
(i4)
j4
(i1, . . . , i4 = 0, 1, . . . ,m),
(45) J∗[ψ(5)]T,t = l.i.m.
p→∞
p∑
j1,...,j5=0
Cj5j4j3j2j1ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
ζ
(i4)
j4
ζ
(i5)
j5
(i1, . . . , i5 = 0, 1, . . . ,m),
where J∗[ψ(k)]T,t is defined by (3), and ψl(s) ≡ 1 (l = 1, . . . , 5) in (42), (44), (45); another notations
are the same as in Theorem 1.
Consider the following Hypothesis on expansion of the iterated Stratonovich stochastic integrals
(3) of arbitrary multiplicity k (k ∈ N).
Hypothesis 1 [14], [15], [43]. Assume that {φj(x)}∞j=0 is a complete orthonormal system of
Legendre polynomials or trigonometric functions in the space L2([t, T ]). Moreover, every ψl(τ) (l =
1, . . . , k) is an enough smooth nonrandom function on [t, T ]. Then, for the iterated Stratonovich
stochastic integral (3) of multiplicity k the following expansion
(46) J∗[ψ(k)]T,t = l.i.m.
p→∞
p∑
j1,...jk=0
Cjk...j1
k∏
l=1
ζ
(il)
jl
that converges in the mean-square sense is valid, where notations are the same as in Theorem 1.
Hypothesis 1 allows to approximate the iterated Stratonovich stochastic integral J∗[ψ(k)]T,t by the
sum
(47) J∗[ψ(k)]pT,t =
p∑
j1,...jk=0
Cjk...j1
k∏
l=1
ζ
(il)
jl
,
where
lim
p→∞M

(
J∗[ψ(k)]T,t − J∗[ψ(k)]pT,t
)2 = 0.
Assume that J [ψ(k)]pT,t is the approximation of (2), which is the expression in (33) before passing
to the limit for the case p1 = . . . = pk, i.e.
J [ψ(k)]pT,t =
p∑
j1,...,jk=0
Cjk...j1
(
k∏
l=1
ζ
(il)
jl
−
− l.i.m.
N→∞
∑
(l1,...,lk)∈Gk
φj1(τl1)∆w
(i1)
τl1
. . . φjk(τlk)∆w
(ik)
τlk
)
.
Let us denote
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M
{(
J [ψ(k)]T,t − J [ψ(k)]pT,t
)2} def
= Epk ,
‖K‖2L2([t,T ]k) =
∫
[t,T ]k
K2(t1, . . . , tk)dt1 . . . dtk
def
= Ik.
For the futher consideration, we need the following useful estimate [14], [15] (also see [22]-[27])
(48) Epk ≤ k!
Ik − p∑
j1,...,jk=0
C2jk...j1
 ,
where i1, . . . , ik = 1, . . . ,m for T − t ∈ (0,∞) and i1, . . . , ik = 0, 1, . . . ,m for T − t ∈ (0, 1); another
notations are the same as in Theorem 1.
The value Epk can be calculated exactly.
Theorem 3 [14], [23], [26], [33]. Suppose that the conditions of Theorem 1 are satisfied. Then
(49) Epk = Ik −
p∑
j1,...,jk=0
Cjk...j1M
J [ψ(k)]T,t ∑
(j1,...,jk)
T∫
t
φjk(tk) . . .
t2∫
t
φj1(t1)df
(i1)
t1 . . . df
(ik)
tk
 ,
where i1, . . . , ik = 1, . . . ,m; expression ∑
(j1,...,jk)
means the sum with respect to all possible permutations (j1, . . . , jk), at the same time if jr swapped
with jq in the permutation (j1, . . . , jk), then ir swapped with iq in the permutation (i1, . . . , ik); another
notations are the same as in Theorem 1.
Note that
M
J [ψ(k)]T,t
T∫
t
φjk(tk) . . .
t2∫
t
φj1(t1)df
(i1)
t1 . . . df
(ik)
tk
 = Cjk...j1 .
Then from Theorem 3 for pairwise different i1, . . . , ik and for i1 = . . . = ik we obtain
(50) Epk = Ik −
p∑
j1,...,jk=0
C2jk...j1 (i1, . . . , ik are pairwise different),
Epk = Ik −
p∑
j1,...,jk=0
Cjk...j1
( ∑
(j1,...,jk)
Cjk...j1
)
(i1 = . . . = ik).
Consider some examples of the application of Theorem 3 (i1, . . . , i5 = 1, . . . ,m):
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Ep2 = I2 −
p∑
j1,j2=0
C2j2j1 −
p∑
j1,j2=0
Cj2j1Cj1j2 (i1 = i2),
(51) Ep3 = I3 −
p∑
j3,j2,j1=0
C2j3j2j1 −
p∑
j3,j2,j1=0
Cj3j1j2Cj3j2j1 (i1 = i2 6= i3),
(52) Ep3 = I3 −
p∑
j3,j2,j1=0
C2j3j2j1 −
p∑
j3,j2,j1=0
Cj2j3j1Cj3j2j1 (i1 6= i2 = i3),
(53) Ep3 = I3 −
p∑
j3,j2,j1=0
C2j3j2j1 −
p∑
j3,j2,j1=0
Cj3j2j1Cj1j2j3 (i1 = i3 6= i2),
(54) Ep4 = I4 −
p∑
j1,...,j4=0
Cj4...j1
( ∑
(j1,j2)
Cj4...j1
)
(i1 = i2 6= i3, i4; i3 6= i4),
(55) Ep4 = I4 −
p∑
j1,...,j4=0
Cj4...j1
( ∑
(j1,j3)
Cj4...j1
)
(i1 = i3 6= i2, i4; i2 6= i4),
(56) Ep4 = I4 −
p∑
j1,...,j4=0
Cj4...j1
( ∑
(j2,j3)
Cj4...j1
)
(i2 = i3 6= i1, i4; i1 6= i4),
(57) Ep4 = I4 −
p∑
j1,...,j4=0
Cj4...j1
( ∑
(j1,j4)
Cj4...j1
)
(i1 = i4 6= i2, i3; i2 6= i3),
Ep4 = I4 −
p∑
j1,...,j4=0
Cj4...j1
( ∑
(j1,j4)
( ∑
(j2,j3)
Cj4...j1
))
(i1 = i4 6= i2 = i3),
Ep4 = I4 −
p∑
j1,...,j4=0
Cj4...j1
( ∑
(j1,j2,j3)
Cj4...j1
)
(i1 = i2 = i3 6= i4),
(58)
Ep5 = I5 −
p∑
j1,...,j5=0
Cj5...j1
( ∑
(j1,j2)
Cj5...j1
)
(i1 = i2 6= i3, i4, i5 and i3, i4, i5 are pairwise different),
(59)
Ep5 = I5 −
p∑
j1,...,j5=0
Cj5...j1
( ∑
(j2,j3)
Cj5...j1
)
(i2 = i3 6= i1, i4, i5 and i1, i4, i5 are pairwise different),
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(60)
Ep5 = I5 −
p∑
j1,...,j5=0
Cj5...j1
( ∑
(j4,j5)
Cj5...j1
)
(i4 = i5 6= i1, i2, i3 and i1, i2, i3 are pairwise different),
Ep5 = I5 −
p∑
j1,...,j5=0
Cj5...j1
( ∑
(j2,j4)
( ∑
(j3,j5)
Cj5...j1
))
(i1 6= i2 = i4 6= i3 = i5 6= i1).
4. Approximations of Iterated Ito Stochastic Integrals from the Numerical
Schemes (11)–(16) Using Legendre Polynomials
This section is devoted to approximation of the iterated Ito stochastic integrals (6) of multiplicities
1 to 6 based on Theorem 1. At that we will use multiple Fourier–Legendre series for approximation
of the mentioned stochastic integrals.
The numerical schemes (11)–(16) contain the following sets (see (6)) of iterated Ito stochastic
integrals
(61) I
(i1)
(0)T,t, I
(i1)
(1)T,t, I
(i1)
(2)T,t, I
(i1i2)
(00)T,t, I
(i1i2)
(10)T,t, I
(i1i2)
(01)T,t, I
(i1i2i3)
(000)T,t, I
(i1i2i3i4)
(0000)T,t ,
(62) I
(i1i2i3i4i5)
(00000)T,t , I
(i1i2)
(02)T,t, I
(i1i2)
(20)T,t, I
(i1i2)
(11)T,t, I
(i1i2i3)
(100)T,t, I
(i1i2i3)
(010)T,t, I
(i1i2i3)
(001)T,t,
(63) I
(i1i2i3i4)
(0001)T,t , I
(i1i2i3i4)
(0010)T,t , I
(i1i2i3i4)
(0100)T,t , I
(i1i2i3i4)
(1000)T,t , I
(i1i2i3i4i5i6)
(000000)T,t .
Let us consider the complete orthonormal system of Legendre polynomials in the space L2([t, T ])
(64) φj(x) =
√
2j + 1
T − t Pj
((
x− T + t
2
)
2
T − t
)
, j = 0, 1, 2, . . . ,
where Pj(x) is the Legendre polynomial
Pj(x) =
1
2jj!
dj
dxj
(
x2 − 1)j .
Using Theorem 1 and well known properties of the Legendre polynomials, we obtain the following
formulas for numerical modeling of the stochastic integrals (61)–(63) [5]-[8], [10], [11], [13]-[26], [29],
[31], [33], [35]-[37], [39]-[42], [44]
I
(i1)
(0)T,t =
√
T − tζ(i1)0 ,
I
(i1)
(1)T,t = −
(T − t)3/2
2
(
ζ
(i1)
0 +
1√
3
ζ
(i1)
1
)
,
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I
(i1)
(2)T,t =
(T − t)5/2
3
(
ζ
(i1)
0 +
√
3
2
ζ
(i1)
1 +
1
2
√
5
ζ
(i1)
2
)
,
(65) I
(i1i2)q
(00)T,t =
T − t
2
(
ζ
(i1)
0 ζ
(i2)
0 +
q∑
i=1
1√
4i2 − 1
(
ζ
(i1)
i−1ζ
(i2)
i − ζ(i1)i ζ(i2)i−1
)
− 1{i1=i2}
)
,
I
(i1i2i3)q1
(000)T,t =
q1∑
j1,j2,j3=0
C000j3j2j1
(
ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
− 1{i1=i2}1{j1=j2}ζ(i3)j3 −
−1{i2=i3}1{j2=j3}ζ(i1)j1 − 1{i1=i3}1{j1=j3}ζ
(i2)
j2
)
,
(66) I
(i1i2)q2
(10)T,t =
q2∑
j1,j2=0
C10j2j1
(
ζ
(i1)
j1
ζ
(i2)
j2
− 1{i1=i2}1{j1=j2}
)
,
(67) I
(i1i2)q2
(01)T,t =
q2∑
j1,j2=0
C01j2j1
(
ζ
(i1)
j1
ζ
(i2)
j2
− 1{i1=i2}1{j1=j2}
)
,
I
(i1i2i3i4)q3
(0000)T,t =
q3∑
j1,j2,j3,j4=0
C0000j4j3j2j1
(
ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
ζ
(i4)
j4
−
−1{i1=i2}1{j1=j2}ζ(i3)j3 ζ
(i4)
j4
− 1{i1=i3}1{j1=j3}ζ(i2)j2 ζ
(i4)
j4
−
−1{i1=i4}1{j1=j4}ζ(i2)j2 ζ
(i3)
j3
− 1{i2=i3}1{j2=j3}ζ(i1)j1 ζ
(i4)
j4
−
−1{i2=i4}1{j2=j4}ζ(i1)j1 ζ
(i3)
j3
− 1{i3=i4}1{j3=j4}ζ(i1)j1 ζ
(i2)
j2
+
+1{i1=i2}1{j1=j2}1{i3=i4}1{j3=j4}+
+1{i1=i3}1{j1=j3}1{i2=i4}1{j2=j4}+
+1{i1=i4}1{j1=j4}1{i2=i3}1{j2=j3}
)
,
I
(i1i2i3i4i5)q4
(00000)T,t =
q4∑
j1,j2,j3,j4,j5=0
C00000j5j4j3j2j1
(
5∏
l=1
ζ
(il)
jl
−
−1{i1=i2}1{j1=j2}ζ(i3)j3 ζ
(i4)
j4
ζ
(i5)
j5
− 1{i1=i3}1{j1=j3}ζ(i2)j2 ζ
(i4)
j4
ζ
(i5)
j5
−
−1{i1=i4}1{j1=j4}ζ(i2)j2 ζ
(i3)
j3
ζ
(i5)
j5
− 1{i1=i5}1{j1=j5}ζ(i2)j2 ζ
(i3)
j3
ζ
(i4)
j4
−
−1{i2=i3}1{j2=j3}ζ(i1)j1 ζ
(i4)
j4
ζ
(i5)
j5
− 1{i2=i4}1{j2=j4}ζ(i1)j1 ζ
(i3)
j3
ζ
(i5)
j5
−
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−1{i2=i5}1{j2=j5}ζ(i1)j1 ζ
(i3)
j3
ζ
(i4)
j4
− 1{i3=i4}1{j3=j4}ζ(i1)j1 ζ
(i2)
j2
ζ
(i5)
j5
−
−1{i3=i5}1{j3=j5}ζ(i1)j1 ζ
(i2)
j2
ζ
(i4)
j4
− 1{i4=i5}1{j4=j5}ζ(i1)j1 ζ
(i2)
j2
ζ
(i3)
j3
+
+1{i1=i2}1{j1=j2}1{i3=i4}1{j3=j4}ζ
(i5)
j5
+ 1{i1=i2}1{j1=j2}1{i3=i5}1{j3=j5}ζ
(i4)
j4
+
+1{i1=i2}1{j1=j2}1{i4=i5}1{j4=j5}ζ
(i3)
j3
+ 1{i1=i3}1{j1=j3}1{i2=i4}1{j2=j4}ζ
(i5)
j5
+
+1{i1=i3}1{j1=j3}1{i2=i5}1{j2=j5}ζ
(i4)
j4
+ 1{i1=i3}1{j1=j3}1{i4=i5}1{j4=j5}ζ
(i2)
j2
+
+1{i1=i4}1{j1=j4}1{i2=i3}1{j2=j3}ζ
(i5)
j5
+ 1{i1=i4}1{j1=j4}1{i2=i5}1{j2=j5}ζ
(i3)
j3
+
+1{i1=i4}1{j1=j4}1{i3=i5}1{j3=j5}ζ
(i2)
j2
+ 1{i1=i5}1{j1=j5}1{i2=i3}1{j2=j3}ζ
(i4)
j4
+
+1{i1=i5}1{j1=j5}1{i2=i4}1{j2=j4}ζ
(i3)
j3
+ 1{i1=i5}1{j1=j5}1{i3=i4}1{j3=j4}ζ
(i2)
j2
+
+1{i2=i3}1{j2=j3}1{i4=i5}1{j4=j5}ζ
(i1)
j1
+ 1{i2=i4}1{j2=j4}1{i3=i5}1{j3=j5}ζ
(i1)
j1
+
+1{i2=i5}1{j2=j5}1{i3=i4}1{j3=j4}ζ
(i1)
j1
)
,
(68) I
(i1i2)q5
(20)T,t =
q5∑
j1,j2=0
C20j2j1
(
ζ
(i1)
j1
ζ
(i2)
j2
− 1{i1=i2}1{j1=j2}
)
,
(69) I
(i1i2)q6
(11)T,t =
q6∑
j1,j2=0
C11j2j1
(
ζ
(i1)
j1
ζ
(i2)
j2
− 1{i1=i2}1{j1=j2}
)
,
(70) I
(i1i2)q7
(02)T,t =
q7∑
j1,j2=0
C02j2j1
(
ζ
(i1)
j1
ζ
(i2)
j2
− 1{i1=i2}1{j1=j2}
)
,
I
(i1i2i3)q8
(001)T,t =
q8∑
j1,j2,j3=0
C001j3j2j1
(
ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
− 1{i1=i2}1{j1=j2}ζ(i3)j3 −
−1{i2=i3}1{j2=j3}ζ(i1)j1 − 1{i1=i3}1{j1=j3}ζ
(i2)
j2
)
,
I
(i1i2i3)q9
(010)T,t =
q9∑
j1,j2,j3=0
C010j3j2j1
(
ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
− 1{i1=i2}1{j1=j2}ζ(i3)j3 −
−1{i2=i3}1{j2=j3}ζ(i1)j1 − 1{i1=i3}1{j1=j3}ζ
(i2)
j2
)
,
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I
(i1i2i3)q10
(100)T,t =
q10∑
j1,j2,j3=0
C100j3j2j1
(
ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
− 1{i1=i2}1{j1=j2}ζ(i3)j3 −
−1{i2=i3}1{j2=j3}ζ(i1)j1 − 1{i1=i3}1{j1=j3}ζ
(i2)
j2
)
,
I
(i1i2i3i4)q11
(0001)T,t =
q11∑
j1,j2,j3,j4=0
C0001j4j3j2j1
(
ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
ζ
(i4)
j4
−
−1{i1=i2}1{j1=j2}ζ(i3)j3 ζ
(i4)
j4
− 1{i1=i3}1{j1=j3}ζ(i2)j2 ζ
(i4)
j4
−
−1{i1=i4}1{j1=j4}ζ(i2)j2 ζ
(i3)
j3
− 1{i2=i3}1{j2=j3}ζ(i1)j1 ζ
(i4)
j4
−
−1{i2=i4}1{j2=j4}ζ(i1)j1 ζ
(i3)
j3
− 1{i3=i4}1{j3=j4}ζ(i1)j1 ζ
(i2)
j2
+
+1{i1=i2}1{j1=j2}1{i3=i4}1{j3=j4}+
+1{i1=i3}1{j1=j3}1{i2=i4}1{j2=j4}+
+1{i1=i4}1{j1=j4}1{i2=i3}1{j2=j3}
)
,
I
(i1i2i3i4)q12
(0010)T,t
q12∑
j1,j2,j3,j4=0
C0010j4j3j2j1
(
ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
ζ
(i4)
j4
−
−1{i1=i2}1{j1=j2}ζ(i3)j3 ζ
(i4)
j4
− 1{i1=i3}1{j1=j3}ζ(i2)j2 ζ
(i4)
j4
−
−1{i1=i4}1{j1=j4}ζ(i2)j2 ζ
(i3)
j3
− 1{i2=i3}1{j2=j3}ζ(i1)j1 ζ
(i4)
j4
−
−1{i2=i4}1{j2=j4}ζ(i1)j1 ζ
(i3)
j3
− 1{i3=i4}1{j3=j4}ζ(i1)j1 ζ
(i2)
j2
+
+1{i1=i2}1{j1=j2}1{i3=i4}1{j3=j4}+
+1{i1=i3}1{j1=j3}1{i2=i4}1{j2=j4}+
+1{i1=i4}1{j1=j4}1{i2=i3}1{j2=j3}
)
,
I
(i1i2i3i4)q13
(0100)T,t =
q13∑
j1,j2,j3,j4=0
C0100j4j3j2j1
(
ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
ζ
(i4)
j4
−
−1{i1=i2}1{j1=j2}ζ(i3)j3 ζ
(i4)
j4
− 1{i1=i3}1{j1=j3}ζ(i2)j2 ζ
(i4)
j4
−
−1{i1=i4}1{j1=j4}ζ(i2)j2 ζ
(i3)
j3
− 1{i2=i3}1{j2=j3}ζ(i1)j1 ζ
(i4)
j4
−
−1{i2=i4}1{j2=j4}ζ(i1)j1 ζ
(i3)
j3
− 1{i3=i4}1{j3=j4}ζ(i1)j1 ζ
(i2)
j2
+
+1{i1=i2}1{j1=j2}1{i3=i4}1{j3=j4}+
+1{i1=i3}1{j1=j3}1{i2=i4}1{j2=j4}+
+1{i1=i4}1{j1=j4}1{i2=i3}1{j2=j3}
)
,
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I
(i1i2i3i4)q14
(1000)T,t =
q14∑
j1,j2,j3,j4=0
C1000j4j3j2j1
(
ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
ζ
(i4)
j4
−
−1{i1=i2}1{j1=j2}ζ(i3)j3 ζ
(i4)
j4
− 1{i1=i3}1{j1=j3}ζ(i2)j2 ζ
(i4)
j4
−
−1{i1=i4}1{j1=j4}ζ(i2)j2 ζ
(i3)
j3
− 1{i2=i3}1{j2=j3}ζ(i1)j1 ζ
(i4)
j4
−
−1{i2=i4}1{j2=j4}ζ(i1)j1 ζ
(i3)
j3
− 1{i3=i4}1{j3=j4}ζ(i1)j1 ζ
(i2)
j2
+
+1{i1=i2}1{j1=j2}1{i3=i4}1{j3=j4}+
+1{i1=i3}1{j1=j3}1{i2=i4}1{j2=j4}+
+1{i1=i4}1{j1=j4}1{i2=i3}1{j2=j3}
)
,
I
(i1i2i3i4i5i6)q15
(000000)T,t =
q15∑
j1,j2,j3,j4,j5,j6=0
C000000j6j5j4j3j2j1
(
6∏
l=1
ζ
(il)
jl
−
−1{j1=j6}1{i1=i6}ζ(i2)j2 ζ
(i3)
j3
ζ
(i4)
j4
ζ
(i5)
j5
− 1{j2=j6}1{i2=i6}ζ(i1)j1 ζ
(i3)
j3
ζ
(i4)
j4
ζ
(i5)
j5
−
−1{j3=j6}1{i3=i6}ζ(i1)j1 ζ
(i2)
j2
ζ
(i4)
j4
ζ
(i5)
j5
− 1{j4=j6}1{i4=i6}ζ(i1)j1 ζ
(i2)
j2
ζ
(i3)
j3
ζ
(i5)
j5
−
−1{j5=j6}1{i5=i6}ζ(i1)j1 ζ
(i2)
j2
ζ
(i3)
j3
ζ
(i4)
j4
− 1{j1=j2}1{i1=i2}ζ(i3)j3 ζ
(i4)
j4
ζ
(i5)
j5
ζ
(i6)
j6
−
−1{j1=j3}1{i1=i3}ζ(i2)j2 ζ
(i4)
j4
ζ
(i5)
j5
ζ
(i6)
j6
− 1{j1=j4}1{i1=i4}ζ(i2)j2 ζ
(i3)
j3
ζ
(i5)
j5
ζ
(i6)
j6
−
−1{j1=j5}1{i1=i5}ζ(i2)j2 ζ
(i3)
j3
ζ
(i4)
j4
ζ
(i6)
j6
− 1{j2=j3}1{i2=i3}ζ(i1)j1 ζ
(i4)
j4
ζ
(i5)
j5
ζ
(i6)
j6
−
−1{j2=j4}1{i2=i4}ζ(i1)j1 ζ
(i3)
j3
ζ
(i5)
j5
ζ
(i6)
j6
− 1{j2=j5}1{i2=i5}ζ(i1)j1 ζ
(i3)
j3
ζ
(i4)
j4
ζ
(i6)
j6
−
−1{j3=j4}1{i3=i4}ζ(i1)j1 ζ
(i2)
j2
ζ
(i5)
j5
ζ
(i6)
j6
− 1{j3=j5}1{i3=i5}ζ(i1)j1 ζ
(i2)
j2
ζ
(i4)
j4
ζ
(i6)
j6
−
−1{j4=j5}1{i4=i5}ζ(i1)j1 ζ
(i2)
j2
ζ
(i3)
j3
ζ
(i6)
j6
+
+1{j1=j2}1{i1=i2}1{j3=j4}1{i3=i4}ζ
(i5)
j5
ζ
(i6)
j6
+ 1{j1=j2}1{i1=i2}1{j3=j5}1{i3=i5}ζ
(i4)
j4
ζ
(i6)
j6
+
+1{j1=j2}1{i1=i2}1{j4=j5}1{i4=i5}ζ
(i3)
j3
ζ
(i6)
j6
+ 1{j1=j3}1{i1=i3}1{j2=j4}1{i2=i4}ζ
(i5)
j5
ζ
(i6)
j6
+
+1{j1=j3}1{i1=i3}1{j2=j5}1{i2=i5}ζ
(i4)
j4
ζ
(i6)
j6
+ 1{j1=j3}1{i1=i3}1{j4=j5}1{i4=i5}ζ
(i2)
j2
ζ
(i6)
j6
+
+1{j1=j4}1{i1=i4}1{j2=j3}1{i2=i3}ζ
(i5)
j5
ζ
(i6)
j6
+ 1{j1=j4}1{i1=i4}1{j2=j5}1{i2=i5}ζ
(i3)
j3
ζ
(i6)
j6
+
+1{j1=j4}1{i1=i4}1{j3=j5}1{i3=i5}ζ
(i2)
j2
ζ
(i6)
j6
+ 1{j1=j5}1{i1=i5}1{j2=j3}1{i2=i3}ζ
(i4)
j4
ζ
(i6)
j6
+
+1{j1=j5}1{i1=i5}1{j2=j4}1{i2=i4}ζ
(i3)
j3
ζ
(i6)
j6
+ 1{j1=j5}1{i1=i5}1{j3=j4}1{i3=i4}ζ
(i2)
j2
ζ
(i6)
j6
+
+1{j2=j3}1{i2=i3}1{j4=j5}1{i4=i5}ζ
(i1)
j1
ζ
(i6)
j6
+ 1{j2=j4}1{i2=i4}1{j3=j5}1{i3=i5}ζ
(i1)
j1
ζ
(i6)
j6
+
+1{j2=j5}1{i2=i5}1{j3=j4}1{i3=i4}ζ
(i1)
j1
ζ
(i6)
j6
+ 1{j6=j1}1{i6=i1}1{j3=j4}1{i3=i4}ζ
(i2)
j2
ζ
(i5)
j5
+
+1{j6=j1}1{i6=i1}1{j3=j5}1{i3=i5}ζ
(i2)
j2
ζ
(i4)
j4
+ 1{j6=j1}1{i6=i1}1{j2=j5}1{i2=i5}ζ
(i3)
j3
ζ
(i4)
j4
+
+1{j6=j1}1{i6=i1}1{j2=j4}1{i2=i4}ζ
(i3)
j3
ζ
(i5)
j5
+ 1{j6=j1}1{i6=i1}1{j4=j5}1{i4=i5}ζ
(i2)
j2
ζ
(i3)
j3
+
+1{j6=j1}1{i6=i1}1{j2=j3}1{i2=i3}ζ
(i4)
j4
ζ
(i5)
j5
+ 1{j6=j2}1{i6=i2}1{j3=j5}1{i3=i5}ζ
(i1)
j1
ζ
(i4)
j4
+
+1{j6=j2}1{i6=i2}1{j4=j5}1{i4=i5}ζ
(i1)
j1
ζ
(i3)
j3
+ 1{j6=j2}1{i6=i2}1{j3=j4}1{i3=i4}ζ
(i1)
j1
ζ
(i5)
j5
+
+1{j6=j2}1{i6=i2}1{j1=j5}1{i1=i5}ζ
(i3)
j3
ζ
(i4)
j4
+ 1{j6=j2}1{i6=i2}1{j1=j4}1{i1=i4}ζ
(i3)
j3
ζ
(i5)
j5
+
+1{j6=j2}1{i6=i2}1{j1=j3}1{i1=i3}ζ
(i4)
j4
ζ
(i5)
j5
+ 1{j6=j3}1{i6=i3}1{j2=j5}1{i2=i5}ζ
(i1)
j1
ζ
(i4)
j4
+
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+1{j6=j3}1{i6=i3}1{j4=j5}1{i4=i5}ζ
(i1)
j1
ζ
(i2)
j2
+ 1{j6=j3}1{i6=i3}1{j2=j4}1{i2=i4}ζ
(i1)
j1
ζ
(i5)
j5
+
+1{j6=j3}1{i6=i3}1{j1=j5}1{i1=i5}ζ
(i2)
j2
ζ
(i4)
j4
+ 1{j6=j3}1{i6=i3}1{j1=j4}1{i1=i4}ζ
(i2)
j2
ζ
(i5)
j5
+
+1{j6=j3}1{i6=i3}1{j1=j2}1{i1=i2}ζ
(i4)
j4
ζ
(i5)
j5
+ 1{j6=j4}1{i6=i4}1{j3=j5}1{i3=i5}ζ
(i1)
j1
ζ
(i2)
j2
+
+1{j6=j4}1{i6=i4}1{j2=j5}1{i2=i5}ζ
(i1)
j1
ζ
(i3)
j3
+ 1{j6=j4}1{i6=i4}1{j2=j3}1{i2=i3}ζ
(i1)
j1
ζ
(i5)
j5
+
+1{j6=j4}1{i6=i4}1{j1=j5}1{i1=i5}ζ
(i2)
j2
ζ
(i3)
j3
+ 1{j6=j4}1{i6=i4}1{j1=j3}1{i1=i3}ζ
(i2)
j2
ζ
(i5)
j5
+
+1{j6=j4}1{i6=i4}1{j1=j2}1{i1=i2}ζ
(i3)
j3
ζ
(i5)
j5
+ 1{j6=j5}1{i6=i5}1{j3=j4}1{i3=i4}ζ
(i1)
j1
ζ
(i2)
j2
+
+1{j6=j5}1{i6=i5}1{j2=j4}1{i2=i4}ζ
(i1)
j1
ζ
(i3)
j3
+ 1{j6=j5}1{i6=i5}1{j2=j3}1{i2=i3}ζ
(i1)
j1
ζ
(i4)
j4
+
+1{j6=j5}1{i6=i5}1{j1=j4}1{i1=i4}ζ
(i2)
j2
ζ
(i3)
j3
+ 1{j6=j5}1{i6=i5}1{j1=j3}1{i1=i3}ζ
(i2)
j2
ζ
(i4)
j4
+
+1{j6=j5}1{i6=i5}1{j1=j2}1{i1=i2}ζ
(i3)
j3
ζ
(i4)
j4
−
−1{j6=j1}1{i6=i1}1{j2=j5}1{i2=i5}1{j3=j4}1{i3=i4}−
−1{j6=j1}1{i6=i1}1{j2=j4}1{i2=i4}1{j3=j5}1{i3=i5}−
−1{j6=j1}1{i6=i1}1{j2=j3}1{i2=i3}1{j4=j5}1{i4=i5}−
−1{j6=j2}1{i6=i2}1{j1=j5}1{i1=i5}1{j3=j4}1{i3=i4}−
−1{j6=j2}1{i6=i2}1{j1=j4}1{i1=i4}1{j3=j5}1{i3=i5}−
−1{j6=j2}1{i6=i2}1{j1=j3}1{i1=i3}1{j4=j5}1{i4=i5}−
−1{j6=j3}1{i6=i3}1{j1=j5}1{i1=i5}1{j2=j4}1{i2=i4}−
−1{j6=j3}1{i6=i3}1{j1=j4}1{i1=i4}1{j2=j5}1{i2=i5}−
−1{j3=j6}1{i3=i6}1{j1=j2}1{i1=i2}1{j4=j5}1{i4=i5}−
−1{j6=j4}1{i6=i4}1{j1=j5}1{i1=i5}1{j2=j3}1{i2=i3}−
−1{j6=j4}1{i6=i4}1{j1=j3}1{i1=i3}1{j2=j5}1{i2=i5}−
−1{j6=j4}1{i6=i4}1{j1=j2}1{i1=i2}1{j3=j5}1{i3=i5}−
−1{j6=j5}1{i6=i5}1{j1=j4}1{i1=i4}1{j2=j3}1{i2=i3}−
−1{j6=j5}1{i6=i5}1{j1=j2}1{i1=i2}1{j3=j4}1{i3=i4}−
−1{j6=j5}1{i6=i5}1{j1=j3}1{i1=i3}1{j2=j4}1{i2=i4}
)
,
where 1A is the indicator of the set A,
(71) C000j3j2j1 =
√
(2j1 + 1)(2j2 + 1)(2j3 + 1)
8
(T − t)3/2C¯000j3j2j1 ,
(72) C01j2j1 =
√
(2j1 + 1)(2j2 + 1)
8
(T − t)2C¯01j2j1 ,
(73) C10j2j1 =
√
(2j1 + 1)(2j2 + 1)
8
(T − t)2C¯10j2j1 ,
(74) C0000j4j3j2j1 =
√
(2j1 + 1)(2j2 + 1)(2j3 + 1)(2j4 + 1)
16
(T − t)2C¯0000j4j3j2j1 ,
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(75) C001j3j2j1 =
√
(2j1 + 1)(2j2 + 1)(2j3 + 1)
16
(T − t)5/2C¯001j3j2j1 ,
(76) C010j3j2j1 =
√
(2j1 + 1)(2j2 + 1)(2j3 + 1)
16
(T − t)5/2C¯010j3j2j1 ,
(77) C100j3j2j1 =
√
(2j1 + 1)(2j2 + 1)(2j3 + 1)
16
(T − t)5/2C¯100j3j2j1 ,
(78) C00000j5j4j3j2j1 =
√
(2j1 + 1)(2j2 + 1)(2j3 + 1)(2j4 + 1)(2j5 + 1)
32
(T − t)5/2C¯00000j5j4j3j2j1 ,
(79) C0001j4j3j2j1 =
√
(2j1 + 1)(2j2 + 1)(2j3 + 1)(2j4 + 1)
32
(T − t)3C¯0001j4j3j2j1 ,
(80) C0010j3j2j1 =
√
(2j1 + 1)(2j2 + 1)(2j3 + 1)(2j4 + 1)
32
(T − t)3C¯0010j4j3j2j1 ,
(81) C0100j4j3j2j1 =
√
(2j1 + 1)(2j2 + 1)(2j3 + 1)(2j4 + 1)
32
(T − t)3C¯0100j3j2j1 ,
(82) C1000j4j3j2j1 =
√
(2j1 + 1)(2j2 + 1)(2j3 + 1)(2j4 + 1)
32
(T − t)3C¯1000j4j3j2j1 ,
(83) C000000j6j5j4j3j2j1 =
√
(2j1 + 1)(2j2 + 1)(2j3 + 1)(2j4 + 1)(2j5 + 1)(2j6 + 1)
64
(T − t)3C¯000000j6j5j4j3j2j1 ,
where
(84) C¯000j3j2j1 =
1∫
−1
Pj3(z)
z∫
−1
Pj2(y)
y∫
−1
Pj1(x)dxdydz,
(85) C¯01j2j1 = −
1∫
−1
(1 + y)Pj2(y)
y∫
−1
Pj1(x)dxdy,
(86) C¯10j2j1 = −
1∫
−1
Pj2(y)
y∫
−1
(1 + x)Pj1(x)dxdy,
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(87) C¯0000j4j3j2j1 =
1∫
−1
Pj4(u)
u∫
−1
Pj3(z)
z∫
−1
Pj2(y)
y∫
−1
Pj1(x)dxdydzdu,
(88) C¯001j3j2j1 = −
1∫
−1
Pj3(z)(z + 1)
z∫
−1
Pj2(y)
y∫
−1
Pj1(x)dxdydz,
(89) C¯010j3j2j1 = −
1∫
−1
Pj3(z)
z∫
−1
Pj2(y)(y + 1)
y∫
−1
Pj1(x)dxdydz,
(90) C¯100j3j2j1 = −
1∫
−1
Pj3(z)
z∫
−1
Pj2(y)
y∫
−1
Pj1(x)(x+ 1)dxdydz,
(91) C¯00000j5j4j3j2j1 =
1∫
−1
Pj5(v)
v∫
−1
Pj4(u)
u∫
−1
Pj3(z)
z∫
−1
Pj2(y)
y∫
−1
Pj1(x)dxdydzdudv,
(92) C¯1000j4j3j2j1 = −
1∫
−1
Pj4(u)
u∫
−1
Pj3(z)
z∫
−1
Pj2(y)
y∫
−1
Pj1(x)(x+ 1)dxdydz,
(93) C¯0100j4j3j2j1 = −
1∫
−1
Pj4(u)
u∫
−1
Pj3(z)
z∫
−1
Pj2(y)(y + 1)
y∫
−1
Pj1(x)dxdydz,
(94) C¯0010j4j3j2j1 = −
1∫
−1
Pj4(u)
u∫
−1
Pj3(z)(z + 1)
z∫
−1
Pj2(y)
y∫
−1
Pj1(x)dxdydz,
(95) C¯0001j4j3j2j1 = −
1∫
−1
Pj4(u)(u+ 1)
u∫
−1
Pj3(z)
z∫
−1
Pj2(y)
y∫
−1
Pj1(x)dxdydz,
(96) C¯000000j6j5j4j3j2j1 =
1∫
−1
Pj6(w)
w∫
−1
Pj5(v)
v∫
−1
Pj4(u)
u∫
−1
Pj3(z)
z∫
−1
Pj2(y)
y∫
−1
Pj1(x)dxdydzdudvdw;
another notations are the same as in Theorem 1.
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5. Optimization of Approximations of Iterated Ito Stochastic Integrals from the
Numerical Schemes (12)–(16)
This section is devoted to the optimization of approximations of iterated Ito stochastic inte-
grals from the numerical schemes (12)–(16). More precisely, we discuss how minimize the numbers
q, q1, q2, . . . , q15 from Sect. 4.
Suppose that ε > 0 is the mean-square accuracy of approximation of the iterated Ito stochastic
integrals (6), i.e.
M
{(
I
(i1...ik)
(l1...lk)s,t
− I(i1...ik)p(l1...lk)s,t
)2}
≤ ε,
where I
(i1...ik)p
(l1...lk)s,t
is the approximation of the iterated Ito stochastic integral I
(i1...ik)
(l1...lk)s,t
.
Then from (65) and (48) we obtain the following inequalities for choosing the numbers q, q1, q2, . . . ,
q15 for approximations of the iterated Ito stochastic integrals (61)–(63) [5]-[8], [10], [11], [13]-[26], [29],
[31], [33], [35]-[37], [39]-[42], [44]
(97)
(T − t)2
2
(
1
2
−
q∑
i=1
1
4i2 − 1
)
≤ ε,
(98) 6
 (T − t)3
6
−
q1∑
j1,j2,j3=0
(
C000j3j2j1
)2 ≤ ε,
(99) 2
 (T − t)4
4
−
q2∑
j1,j2=0
(
C01j2j1
)2 ≤ ε,
(100) 2
 (T − t)4
12
−
q2∑
j1,j2=0
(
C10j2j1
)2 ≤ ε,
(101) 4
(
(T − t)4
24
−
q3∑
j1,j2,j3,j4=0
(
C0000j4j3j2j1
)2) ≤ ε,
(102) 120
 (T − t)5
120
−
q4∑
j1,j2,j3,j4,j5=0
(
C00000j5j4j3j2j1
)2 ≤ ε,
(103) 2
(
(T − t)6
30
−
q5∑
j2,j1=0
(
C20j2j1
)2) ≤ ε,
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(104) 2
(
(T − t)6
18
−
q6∑
j2,j1=0
(
C11j2j1
)2) ≤ ε,
(105) 2
(
(T − t)6
6
−
q7∑
j2,j1=0
(
C02j2j1
)2) ≤ ε,
(106) 6
(
(T − t)5
10
−
q8∑
j1,j2,j3=0
(
C001j3j2j1
)2) ≤ ε,
(107) 6
(
(T − t)5
20
−
q9∑
j1,j2,j3=0
(
C010j3j2j1
)2) ≤ ε,
(108) 6
(
(T − t)5
60
−
q10∑
j1,j2,j3=0
(
C100j3j2j1
)2) ≤ ε,
(109) 24
(
(T − t)6
36
−
q11∑
j1,j2,j3,j4=0
(
C0001j4j3j2j1
)2) ≤ ε,
(110) 24
(
(T − t)6
60
−
q12∑
j1,j2,j3,j4=0
(
C0010j4j3j2j1
)2) ≤ ε,
(111) 24
(
(T − t)6
120
−
q13∑
j1,j2,j3,j4=0
(
C0100j4j3j2j1
)2) ≤ ε,
(112) 24
(
(T − t)6
360
−
q14∑
j1,j2,j3,j4=0
(
C1000j4j3j2j1
)2) ≤ ε,
(113) 720
 (T − t)6
720
−
q15∑
j1,j2,j3,j4,j5,j6=0
(Cj6j5j4j3j2j1)
2
 ≤ ε.
At that, the left-hand side of (97) is calculated exactly for the case i1 6= i2 (the case i1 = i2 is
obvious) [5]-[8], [10], [11], [13]-[26], [29], [31], [33], [35]-[37], [39]-[42], [44].
Taking into account (17) and (71)-(96), (97)-(113), we obtain the following conditions for choosing
the numbers q, q1, q2, . . . , q15 for the numerical schemes (12)–(16) (constant C is independent of T − t
(see below)):
34 M.D. KUZNETSOV AND D.F. KUZNETSOV
Milstein scheme (12)
1
2
(
1
2
−
q∑
i=1
1
4i2 − 1
)
≤ C(T − t),
Strong Taylor–Ito scheme with convergence order 1.5 (13)
1
2
(
1
2
−
q∑
i=1
1
4i2 − 1
)
≤ C(T − t)2,
(114) 6
1
6
− 1
64
q1∑
j1,j2,j3=0
(2j1 + 1)(2j2 + 1)(2j3 + 1)
(
C¯000j3j2j1
)2 ≤ C(T − t),
Strong Taylor–Ito scheme with convergence order 2.0 (14)
1
2
(
1
2
−
q∑
i=1
1
4i2 − 1
)
≤ C(T − t)3,
(115) 6
1
6
− 1
64
q1∑
j1,j2,j3=0
(2j1 + 1)(2j2 + 1)(2j3 + 1)
(
C¯000j3j2j1
)2 ≤ C(T − t)2,
(116) 2
1
4
− 1
64
q2∑
j1,j2=0
(2j1 + 1)(2j2 + 1)
(
C¯01j2j1
)2 ≤ C(T − t),
(117) 2
 1
12
− 1
64
q2∑
j1,j2=0
(2j1 + 1)(2j2 + 1)
(
C¯10j2j1
)2 ≤ C(T − t),
(118) 24
 1
24
− 1
256
q3∑
j1,...,j4=0
(2j1 + 1)(2j2 + 1)(2j3 + 1)(2j4 + 1)
(
C¯0000j4...j1
)2 ≤ C(T − t),
Strong Taylor–Ito scheme with convergence order 2.5 (15)
1
2
(
1
2
−
q∑
i=1
1
4i2 − 1
)
≤ C(T − t)4,
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(119) 6
1
6
− 1
64
q1∑
j1,j2,j3=0
(2j1 + 1)(2j2 + 1)(2j3 + 1)
(
C¯000j3j2j1
)2 ≤ C(T − t)3,
(120) 2
1
4
− 1
64
q2∑
j1,j2=0
(2j1 + 1)(2j2 + 1)
(
C¯01j2j1
)2 ≤ C(T − t)2,
(121) 2
 1
12
− 1
64
q2∑
j1,j2=0
(2j1 + 1)(2j2 + 1)
(
C¯10j2j1
)2 ≤ C(T − t)2,
(122) 24
 1
24
− 1
256
q3∑
j1,...,j4=0
(2j1 + 1)(2j2 + 1)(2j3 + 1)(2j4 + 1)
(
C¯0000j4...j1
)2 ≤ C(T − t)2,
(123) 6
 1
10
− 1
256
q8∑
j1,j2,j3=0
(2j1 + 1)(2j2 + 1)(2j3 + 1)
(
C¯001j3j2j1
)2 ≤ C(T − t),
(124) 6
 1
20
− 1
256
q9∑
j1,j2,j3=0
(2j1 + 1)(2j2 + 1)(2j3 + 1)
(
C¯010j3j2j1
)2 ≤ C(T − t),
(125) 6
 1
60
− 1
256
q10∑
j1,j2,j3=0
(2j1 + 1)(2j2 + 1)(2j3 + 1)
(
C¯100j3j2j1
)2 ≤ C(T − t),
(126)
120
 1
120
− 1
322
q4∑
j1,...,j5=0
(2j1 + 1)(2j2 + 1)(2j3 + 1)(2j4 + 1)(2j5 + 1)
(
C¯00000j5...j1
)2 ≤ C(T − t),
Strong Taylor–Ito scheme with convergence order 3.0 (16)
1
2
(
1
2
−
q∑
i=1
1
4i2 − 1
)
≤ C(T − t)5,
(127) 6
1
6
− 1
64
q1∑
j1,j2,j3=0
(2j1 + 1)(2j2 + 1)(2j3 + 1)
(
C¯000j3j2j1
)2 ≤ C(T − t)4,
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(128) 2
1
4
− 1
64
q2∑
j1,j2=0
(2j1 + 1)(2j2 + 1)
(
C¯01j2j1
)2 ≤ C(T − t)3,
(129) 2
 1
12
− 1
64
q2∑
j1,j2=0
(2j1 + 1)(2j2 + 1)
(
C¯10j2j1
)2 ≤ C(T − t)3,
(130) 24
 1
24
− 1
256
q3∑
j1,...,j4=0
(2j1 + 1)(2j2 + 1)(2j3 + 1)(2j4 + 1)
(
C¯0000j4...j1
)2 ≤ C(T − t)3,
(131) 6
 1
10
− 1
256
q8∑
j1,j2,j3=0
(2j1 + 1)(2j2 + 1)(2j3 + 1)
(
C¯001j3j2j1
)2 ≤ C(T − t)2,
(132) 6
 1
20
− 1
256
q9∑
j1,j2,j3=0
(2j1 + 1)(2j2 + 1)(2j3 + 1)
(
C¯010j3j2j1
)2 ≤ C(T − t)2,
(133) 6
 1
60
− 1
256
q10∑
j1,j2,j3=0
(2j1 + 1)(2j2 + 1)(2j3 + 1)
(
C¯100j3j2j1
)2 ≤ C(T − t)2,
(134)
120
 1
120
− 1
322
q4∑
j1,...,j5=0
(2j1 + 1)(2j2 + 1)(2j3 + 1)(2j4 + 1)(2j5 + 1)
(
C¯00000j5...j1
)2 ≤ C(T − t)2,
(135) 2
 1
30
− 1
256
q5∑
j1,j2=0
(2j1 + 1)(2j2 + 1)
(
C¯20j2j1
)2 ≤ C(T − t),
(136) 2
 1
18
− 1
256
q6∑
j1,j2=0
(2j1 + 1)(2j2 + 1)
(
C¯11j2j1
)2 ≤ C(T − t),
(137) 2
1
6
− 1
256
q7∑
j1,j2=0
(2j1 + 1)(2j2 + 1)
(
C¯02j2j1
)2 ≤ C(T − t),
(138) 24
 1
36
− 1
322
q11∑
j1,...,j4=0
(2j1 + 1)(2j2 + 1)(2j3 + 1)(2j4 + 1)
(
C¯0001j4...j1
)2 ≤ C(T − t),
IMPLEMENTATION OF STRONG NUMERICAL METHODS 37
(139) 24
 1
60
− 1
322
q12∑
j1,...,j4=0
(2j1 + 1)(2j2 + 1)(2j3 + 1)(2j4 + 1)
(
C¯0010j4...j1
)2 ≤ C(T − t),
(140) 24
 1
120
− 1
322
q13∑
j1,...,j4=0
(2j1 + 1)(2j2 + 1)(2j3 + 1)(2j4 + 1)
(
C¯0100j4...j1
)2 ≤ C(T − t),
(141) 24
 1
360
− 1
322
q14∑
j1,...,j4=0
(2j1 + 1)(2j2 + 1)(2j3 + 1)(2j4 + 1)
(
C¯1000j4...j1
)2 ≤ C(T − t),
720
 1
720
− 1
642
q15∑
j1,...,j6=0
(2j1 + 1)(2j2 + 1)(2j3 + 1)(2j4 + 1)(2j5 + 1)(2j6 + 1)
(
C¯000000j6...j1
)2 ≤
(142) ≤ C(T − t).
Taking into account Theorem 3 and the results of Listing 1 (see Sect. 7) we decided to exclude the
factors in the left-hand sides of the formulas (114), (115)-(118), (119)-(126), (127)-(142). So, further
we will use the following conditions for choosing the numbers q, q1, q2, . . . , q15 for the numerical
schemes (12)–(16) (constant C is independent of T − t (see below)):
Milstein scheme (12)
1
2
(
1
2
−
q∑
i=1
1
4i2 − 1
)
≤ C(T − t),
Strong Taylor–Ito scheme with convergence order 1.5 (13)
1
2
(
1
2
−
q∑
i=1
1
4i2 − 1
)
≤ C(T − t)2,
(143)
1
6
− 1
64
q1∑
j1,j2,j3=0
(2j1 + 1)(2j2 + 1)(2j3 + 1)
(
C¯000j3j2j1
)2 ≤ C(T − t),
Strong Taylor–Ito scheme with convergence order 2.0 (14)
1
2
(
1
2
−
q∑
i=1
1
4i2 − 1
)
≤ C(T − t)3,
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(144)
1
6
− 1
64
q1∑
j1,j2,j3=0
(2j1 + 1)(2j2 + 1)(2j3 + 1)
(
C¯000j3j2j1
)2 ≤ C(T − t)2,
(145)
1
4
− 1
64
q2∑
j1,j2=0
(2j1 + 1)(2j2 + 1)
(
C¯01j2j1
)2 ≤ C(T − t),
(146)
1
12
− 1
64
q2∑
j1,j2=0
(2j1 + 1)(2j2 + 1)
(
C¯10j2j1
)2 ≤ C(T − t),
(147)
1
24
− 1
256
q3∑
j1,...,j4=0
(2j1 + 1)(2j2 + 1)(2j3 + 1)(2j4 + 1)
(
C¯0000j4...j1
)2 ≤ C(T − t),
Strong Taylor–Ito scheme with convergence order 2.5 (15)
1
2
(
1
2
−
q∑
i=1
1
4i2 − 1
)
≤ C(T − t)4,
(148)
1
6
− 1
64
q1∑
j1,j2,j3=0
(2j1 + 1)(2j2 + 1)(2j3 + 1)
(
C¯000j3j2j1
)2 ≤ C(T − t)3,
(149)
1
4
− 1
64
q2∑
j1,j2=0
(2j1 + 1)(2j2 + 1)
(
C¯01j2j1
)2 ≤ C(T − t)2,
(150)
1
12
− 1
64
q2∑
j1,j2=0
(2j1 + 1)(2j2 + 1)
(
C¯10j2j1
)2 ≤ C(T − t)2,
(151)
1
24
− 1
256
q3∑
j1,...,j4=0
(2j1 + 1)(2j2 + 1)(2j3 + 1)(2j4 + 1)
(
C¯0000j4...j1
)2 ≤ C(T − t)2,
(152)
1
10
− 1
256
q8∑
j1,j2,j3=0
(2j1 + 1)(2j2 + 1)(2j3 + 1)
(
C¯001j3j2j1
)2 ≤ C(T − t),
(153)
1
20
− 1
256
q9∑
j1,j2,j3=0
(2j1 + 1)(2j2 + 1)(2j3 + 1)
(
C¯010j3j2j1
)2 ≤ C(T − t),
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(154)
1
60
− 1
256
q10∑
j1,j2,j3=0
(2j1 + 1)(2j2 + 1)(2j3 + 1)
(
C¯100j3j2j1
)2 ≤ C(T − t),
(155)
1
120
− 1
322
q4∑
j1,...,j5=0
(2j1 + 1)(2j2 + 1)(2j3 + 1)(2j4 + 1)(2j5 + 1)
(
C¯00000j5...j1
)2 ≤ C(T − t),
Strong Taylor–Ito scheme with convergence order 3.0 (16)
1
2
(
1
2
−
q∑
i=1
1
4i2 − 1
)
≤ C(T − t)5,
(156)
1
6
− 1
64
q1∑
j1,j2,j3=0
(2j1 + 1)(2j2 + 1)(2j3 + 1)
(
C¯000j3j2j1
)2 ≤ C(T − t)4,
(157)
1
4
− 1
64
q2∑
j1,j2=0
(2j1 + 1)(2j2 + 1)
(
C¯01j2j1
)2 ≤ C(T − t)3,
(158)
1
12
− 1
64
q2∑
j1,j2=0
(2j1 + 1)(2j2 + 1)
(
C¯10j2j1
)2 ≤ C(T − t)3,
(159)
1
24
− 1
256
q3∑
j1,...,j4=0
(2j1 + 1)(2j2 + 1)(2j3 + 1)(2j4 + 1)
(
C¯0000j4...j1
)2 ≤ C(T − t)3,
(160)
1
10
− 1
256
q8∑
j1,j2,j3=0
(2j1 + 1)(2j2 + 1)(2j3 + 1)
(
C¯001j3j2j1
)2 ≤ C(T − t)2,
(161)
1
20
− 1
256
q9∑
j1,j2,j3=0
(2j1 + 1)(2j2 + 1)(2j3 + 1)
(
C¯010j3j2j1
)2 ≤ C(T − t)2,
(162)
1
60
− 1
256
q10∑
j1,j2,j3=0
(2j1 + 1)(2j2 + 1)(2j3 + 1)
(
C¯100j3j2j1
)2 ≤ C(T − t)2,
(163)
1
120
− 1
322
q4∑
j1,...,j5=0
(2j1 + 1)(2j2 + 1)(2j3 + 1)(2j4 + 1)(2j5 + 1)
(
C¯00000j5...j1
)2 ≤ C(T − t)2,
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(164)
1
30
− 1
256
q5∑
j1,j2=0
(2j1 + 1)(2j2 + 1)
(
C¯20j2j1
)2 ≤ C(T − t),
(165)
1
18
− 1
256
q6∑
j1,j2=0
(2j1 + 1)(2j2 + 1)
(
C¯11j2j1
)2 ≤ C(T − t),
(166)
1
6
− 1
256
q7∑
j1,j2=0
(2j1 + 1)(2j2 + 1)
(
C¯02j2j1
)2 ≤ C(T − t),
(167)
1
36
− 1
322
q11∑
j1,...,j4=0
(2j1 + 1)(2j2 + 1)(2j3 + 1)(2j4 + 1)
(
C¯0001j4...j1
)2 ≤ C(T − t),
(168)
1
60
− 1
322
q12∑
j1,...,j4=0
(2j1 + 1)(2j2 + 1)(2j3 + 1)(2j4 + 1)
(
C¯0010j4...j1
)2 ≤ C(T − t),
(169)
1
120
− 1
322
q13∑
j1,...,j4=0
(2j1 + 1)(2j2 + 1)(2j3 + 1)(2j4 + 1)
(
C¯0100j4...j1
)2 ≤ C(T − t),
(170)
1
360
− 1
322
q14∑
j1,...,j4=0
(2j1 + 1)(2j2 + 1)(2j3 + 1)(2j4 + 1)
(
C¯1000j4...j1
)2 ≤ C(T − t),
1
720
− 1
642
q15∑
j1,...,j6=0
(2j1 + 1)(2j2 + 1)(2j3 + 1)(2j4 + 1)(2j5 + 1)(2j6 + 1)
(
C¯000000j6...j1
)2 ≤
(171) ≤ C(T − t).
6. Approximations of Iterated Stratonovich Stochastic Integrals from the
Numerical Schemes (24)–(28) Using Legendre Polynomials
This section is devoted to approximation of the Stratonovich stochastic integrals (20) of multiplic-
ities 1 to 6 based on Theorem 2 and Hypothesis 1. At that we will use multiple Fourier–Legendre
series for approximation of the mentioned stochastic integrals.
The numerical schemes (24)–(28) contain the following set (see (20)) of iterated Stratonovich
stochastic integrals
(172) I
∗(i1)
(0)T,t, I
∗(i1)
(1)T,t, I
∗(i1)
(2)T,t, I
∗(i1i2)
(00)T,t, I
∗(i1i2)
(10)T,t, I
∗(i1i2)
(01)T,t, I
∗(i1i2i3)
(000)T,t , I
∗(i1i2i3i4)
(0000)T,t ,
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(173) I
∗(i1i2i3i4i5)
(00000)T,t , I
∗(i1i2)
(02)T,t, I
∗(i1i2)
(20)T,t, I
∗(i1i2)
(11)T,t, I
∗(i1i2i3)
(100)T,t , I
∗(i1i2i3)
(010)T,t , I
∗(i1i2i3)
(001)T,t ,
(174) I
∗(i1i2i3i4)
(0001)T,t , I
∗(i1i2i3i4)
(0010)T,t , I
∗(i1i2i3i4)
(0100)T,t , I
(i1i2i3i4)
∗(1000)T,t, I
∗(i1i2i3i4i5i6)
(000000)T,t .
Using Theorem 2, Hypothesis 1, and well known properties of Legendre polynomials, we obtain
the following formulas for numerical modeling of the stochastic integrals (172)–(174) [5]-[8], [10], [11],
[13]-[26], [29], [31], [33], [35]-[37], [39]-[42], [44]
I
∗(i1)
(0)T,t =
√
T − tζ(i1)0 ,
I
∗(i1)
(1)T,t = −
(T − t)3/2
2
(
ζ
(i1)
0 +
1√
3
ζ
(i1)
1
)
,
I
∗(i1)
(2)T,t =
(T − t)5/2
3
(
ζ
(i1)
0 +
√
3
2
ζ
(i1)
1 +
1
2
√
5
ζ
(i1)
2
)
,
(175) I
∗(i1i2)q
(00)T,t =
T − t
2
(
ζ
(i1)
0 ζ
(i2)
0 +
q∑
i=1
1√
4i2 − 1
(
ζ
(i1)
i−1ζ
(i2)
i − ζ(i1)i ζ(i2)i−1
))
,
I
∗(i1i2i3)q1
(000)T,t =
q1∑
j1,j2,j3=0
C000j3j2j1ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
,
I
∗(i1i2)q2
(10)T,t =
q2∑
j1,j2=0
C10j2j1ζ
(i1)
j1
ζ
(i2)
j2
,
I
∗(i1i2)q2
(01)T,t =
q2∑
j1,j2=0
C01j2j1ζ
(i1)
j1
ζ
(i2)
j2
,
I
(i1i2i3i4)q3
(0000)T,t =
q3∑
j1,j2,j3,j4=0
C0000j4j3j2j1ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
ζ
(i4)
j4
,
I
(i1i2i3i4i5)q4
(00000)T,t =
q4∑
j1,j2,j3,j4,j5=0
C00000j5j4j3j2j1ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
ζ
(i4)
j4
ζ
(i5)
j5
,
I
∗(i1i2)q5
(20)T,t =
q5∑
j1,j2=0
C20j2j1ζ
(i1)
j1
ζ
(i2)
j2
,
I
(i1i2)q6
(11)T,t =
q6∑
j1,j2=0
C11j2j1ζ
(i1)
j1
ζ
(i2)
j2
,
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I
(i1i2)q7
(02)T,t =
q7∑
j1,j2=0
C02j2j1ζ
(i1)
j1
ζ
(i2)
j2
,
I
∗(i1i2i3)q8
(001)T,t =
q8∑
j1,j2,j3=0
C001j3j2j1ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
,
I
(i1i2i3)q9
(010)T,t =
q9∑
j1,j2,j3=0
C010j3j2j1ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
,
I
(i1i2i3)q10
(100)T,t =
q10∑
j1,j2,j3=0
C100j3j2j1ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
,
I
(i1i2i3i4)q11
(0001)T,t =
q11∑
j1,j2,j3,j4=0
C0001j4j3j2j1ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
ζ
(i4)
j4
,
I
(i1i2i3i4)q12
(0010)T,t
q12∑
j1,j2,j3,j4=0
C0010j4j3j2j1ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
ζ
(i4)
j4
,
I
(i1i2i3i4)q13
(0100)T,t =
q13∑
j1,j2,j3,j4=0
C0100j4j3j2j1ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
ζ
(i4)
j4
,
I
(i1i2i3i4)q14
(1000)T,t =
q14∑
j1,j2,j3,j4=0
C1000j4j3j2j1ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
ζ
(i4)
j4
,
I
(i1i2i3i4i5i6)q15
(000000)T,t =
q15∑
j1,j2,j3,j4,j5,j6=0
C000000j6j5j4j3j2j1ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
ζ
(i4)
j4
ζ
(i5)
j5
ζ
(i6)
j6
,
where 1A is the indicator of the set A; another notations are he same as in Theorem 1.
The question of choosing the numbers q, q1, q2, . . . , q15 in the above formulas turned out to be
nontrivial.
Clearly, expansions for iterated Stratonovich stochastic integrals (see the above formulas) are sim-
pler than expansions for iterated Ito stochastic integrals (see Theorem 1 and (35)–(40)). However,
the calculation of the mean-square approximation error for iterated Stratonovich stochastic inte-
grals turns out to be much more difficult than for iterated Ito stochastic integrals [14], [15]. Below
we consider how we can estimate or calculate exactly (for some particular cases) the mean-square
approximation error for iterated Stratonovich stochastic integrals.
On the basis of the presented approximations of iterated Stratonovich stochastic integrals we can
see that increasing of multiplicities of these integrals leads to increasing of orders of smallness with
respect to T − t in the mean-square sense for iterated Stratonovich stochastic integrals (T − t  1
because the length of integration interval [t, T ] of the iterated Stratonovich stochastic integrals plays
the role of integration step for the numerical methods for Ito SDEs, i.e. T − t is already fairly small).
This leads to sharp decrease of member quantities in the approximations of iterated Stratonovich
stochastic integrals which are required for achieving the acceptable accuracy of approximation.
From (175) for i1 6= i2 we obtain [14], [15]
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M
{(
I
∗(i1i2)
(00)T,t − I∗(i1i2)q(00)T,t
)2}
=
(T − t)2
2
∞∑
i=q+1
1
4i2 − 1 ≤
(176) ≤ (T − t)
2
2
∞∫
q
1
4x2 − 1dx = −
(T − t)2
8
ln
∣∣∣∣1− 22q + 1
∣∣∣∣ ≤ C1 (T − t)2q ,
where C1 is a constant.
It is easy to notice that for a sufficiently small T − t (recall that T − t  1 since it is a step of
integration for numerical schemes for Ito SDEs) there exists a constant C2 such that
(177) M
{(
I
∗(i1...ik)
(l1...lk)T,t
− I∗(i1...ik)q(l1...lk)T,t
)2}
≤ C2M
{(
I
∗(i1i2)
(00)T,t − I∗(i1i2)q(00)T,t
)2}
,
where I
∗(i1...ik)q
(l1...lk)T,t
is an approximation of the iterated Stratonovich stochastic integral I
∗(i1...ik)
(l1...lk)T,t
.
From (176) and (177) we finally obtain
(178) M
{(
I
∗(i1...ik)
(l1...lk)T,t
− I∗(i1...ik)q(l1...lk)T,t
)2}
≤ C (T − t)
2
q
,
where constant C is independent of T − t.
The same idea can be found in [3] in the framework of the method of approximation of iter-
ated Stratonovich stochastic integrals based on the trigonometric expansion of the Brownian bridge
process.
We can get more information about the numbers p (these numbers are different for different
iterated Stratonovich stochastic integrals) using the another approach. Since for pairwise different
i1, . . . , ik = 1, . . . ,m
J∗[ψ(k)]T,t = J [ψ(k)]T,t w. p. 1,
where J [ψ(k)]T,t, J
∗[ψ(k)]T,t are defined by (2) and (3) correspondingly, then for pairwise different
i1, . . . , i6 = 1, . . . ,m from (50) we obtain [14], [15]
(179) M
{(
I
∗(i1i2)
(00)T,t − I∗(i1i2)q(00)T,t
)2}
=
(T − t)2
2
(
1
2
−
q∑
i=1
1
4i2 − 1
)
,
(180) M
{(
I
∗(i1i2i3)
(000)T,t − I∗(i1i2i3)q1(000)T,t
)2}
=
(T − t)3
6
−
q1∑
j3,j2,j1=0
(
C000j3j2j1
)2
,
(181) M
{(
I
∗(i1i2)
(01)T,t − I∗(i1i2)q2(01)T,t
)2}
=
(T − t)4
4
−
q2∑
j1,j2=0
(
C01j2j1
)2
,
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(182) M
{(
I
∗(i1i2)
(10)T,t − I∗(i1i2)q2(10)T,t
)2}
=
(T − t)4
12
−
q2∑
j1,j2=0
(
C10j2j1
)2
,
(183) M
{(
I
∗(i1i2i3i4)
(0000)T,t − I∗(i1i2i3i4)q3(0000)T,t
)2}
=
(T − t)4
24
−
q3∑
j1,j2,j3,j4=0
(
C0000j4j3j2j1
)2
,
(184) M
{(
I
∗(i1i2i3i4i5)
(00000)T,t − I∗(i1i2i3i4i5)q4(00000)T,t
)2}
=
(T − t)5
120
−
q4∑
j1,j2,j3,j4,j5=0
(
C00000j5i4i3i2j1
)2
,
(185) M
{(
I
∗(i1i2)
(20)T,t − I∗(i1i2)q5(20)T,t
)2}
=
(T − t)6
30
−
q5∑
j2,j1=0
(
C20j2j1
)2
,
(186) M
{(
I
∗(i1i2)
(11)T,t − I∗(i1i2)q6(11)T,t
)2}
=
(T − t)6
18
−
q6∑
j2,j1=0
(
C11j2j1
)2
,
(187) M
{(
I
∗(i1i2)
(02)T,t − I∗(i1i2)q7(02)T,t
)2}
=
(T − t)6
6
−
q7∑
j2,j1=0
(
C02j2j1
)2
,
(188) M
{(
I
∗(i1i2i3)
(001)T,t − I∗(i1i2i3)q8(001)T,t
)2}
=
(T − t)5
10
−
q8∑
j1,j2,j3=0
(
C001j3j2j1
)2
,
(189) M
{(
I
∗(i1i2i3)
(010))T,t − I∗(i1i2i3)q9(010)T,t
)2}
=
(T − t)5
20
−
q9∑
j1,j2,j3=0
(
C010j3j2j1
)2
,
(190) M
{(
I
∗(i1i2i3)
(100)T,t − I∗(i1i2i3)q10(100)T,t
)2}
=
(T − t)5
60
−
q10∑
j1,j2,j3=0
(
C100j3j2j1
)2
,
(191) M
{(
I
∗(i1i2i3i4)
(0001)T,t − I∗(i1i2i3i4)q11(0001)T,t
)2}
=
(T − t)6
36
−
q11∑
j1,j2,j3,j4=0
(
C0001j4j3j2j1
)2
,
(192) M
{(
I
∗(i1i2i3i4)
(0010)T,t − I∗(i1i2i3i4)q12(0010)T,t
)2}
=
(T − t)6
60
−
q12∑
j1,j2,j3,j4=0
(
C0010j4j3j2j1
)2
,
(193) M
{(
I
∗(i1i2i3i4)
(0100)T,t − I∗(i1i2i3i4)q13(0100)T,t
)2}
=
(T − t)6
120
−
q13∑
j1,j2,j3,j4=0
(
C0100j4j3j2j1
)2
,
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(194) M
{(
I
∗(i1i2i3i4)
(1000)T,t − I∗(i1i2i3i4)q14(1000)T,t
)2}
=
(T − t)6
360
−
q14∑
j1,j2,j3,j4=0
(
C1000j4j3j2j1
)2
,
(195) M
{(
I
∗(i1i2i3i4i5i6)
(000000)T,t − I∗(i1i2i3i4i5i6)q15(000000)T,t
)2}
=
(T − t)6
720
−
q15∑
j1,j2,j3,j4,j5,j6=0
(
C000000j6j5j4j3j2j1
)2
.
Thus, in this paper we will use the following conditions (on the base of (179)-(195)) for choosing
the numbers q, q1, q2, . . . , q15 for the numerical schemes (24)–(28) (see Sect. 5 for detail):
Strong Taylor–Stratonovich scheme with convergence order 1.0 (24)
1
2
(
1
2
−
q∑
i=1
1
4i2 − 1
)
≤ C(T − t),
Strong Taylor–Stratonovich scheme with convergence order 1.5 (25)
1
2
(
1
2
−
q∑
i=1
1
4i2 − 1
)
≤ C(T − t)2,
1
6
− 1
64
q1∑
j1,j2,j3=0
(2j1 + 1)(2j2 + 1)(2j3 + 1)
(
C¯000j3j2j1
)2 ≤ C(T − t),
Strong Taylor–Stratonovich scheme with convergence order 2.0 (26)
1
2
(
1
2
−
q∑
i=1
1
4i2 − 1
)
≤ C(T − t)3,
1
6
− 1
64
q1∑
j1,j2,j3=0
(2j1 + 1)(2j2 + 1)(2j3 + 1)
(
C¯000j3j2j1
)2 ≤ C(T − t)2,
1
4
− 1
64
q2∑
j1,j2=0
(2j1 + 1)(2j2 + 1)
(
C¯01j2j1
)2 ≤ C(T − t),
1
12
− 1
64
q2∑
j1,j2=0
(2j1 + 1)(2j2 + 1)
(
C¯10j2j1
)2 ≤ C(T − t),
1
24
− 1
256
q3∑
j1,...,j4=0
(2j1 + 1)(2j2 + 1)(2j3 + 1)(2j4 + 1)
(
C¯0000j4...j1
)2 ≤ C(T − t),
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Strong Taylor–Stratonovich scheme with convergence order 2.5 (27)
1
2
(
1
2
−
q∑
i=1
1
4i2 − 1
)
≤ C(T − t)4,
1
6
− 1
64
q1∑
j1,j2,j3=0
(2j1 + 1)(2j2 + 1)(2j3 + 1)
(
C¯000j3j2j1
)2 ≤ C(T − t)3,
1
4
− 1
64
q2∑
j1,j2=0
(2j1 + 1)(2j2 + 1)
(
C¯01j2j1
)2 ≤ C(T − t)2,
1
12
− 1
64
q2∑
j1,j2=0
(2j1 + 1)(2j2 + 1)
(
C¯10j2j1
)2 ≤ C(T − t)2,
1
24
− 1
256
q3∑
j1,...,j4=0
(2j1 + 1)(2j2 + 1)(2j3 + 1)(2j4 + 1)
(
C¯0000j4...j1
)2 ≤ C(T − t)2,
1
10
− 1
256
q8∑
j1,j2,j3=0
(2j1 + 1)(2j2 + 1)(2j3 + 1)
(
C¯001j3j2j1
)2 ≤ C(T − t),
1
20
− 1
256
q9∑
j1,j2,j3=0
(2j1 + 1)(2j2 + 1)(2j3 + 1)
(
C¯010j3j2j1
)2 ≤ C(T − t),
1
60
− 1
256
q10∑
j1,j2,j3=0
(2j1 + 1)(2j2 + 1)(2j3 + 1)
(
C¯100j3j2j1
)2 ≤ C(T − t),
1
120
− 1
322
q4∑
j1,...,j5=0
(2j1 + 1)(2j2 + 1)(2j3 + 1)(2j4 + 1)(2j5 + 1)
(
C¯00000j5...j1
)2 ≤ C(T − t),
Strong Taylor–Stratonovich scheme with convergence order 3.0 (28)
1
2
(
1
2
−
q∑
i=1
1
4i2 − 1
)
≤ C(T − t)5,
1
6
− 1
64
q1∑
j1,j2,j3=0
(2j1 + 1)(2j2 + 1)(2j3 + 1)
(
C¯000j3j2j1
)2 ≤ C(T − t)4,
1
4
− 1
64
q2∑
j1,j2=0
(2j1 + 1)(2j2 + 1)
(
C¯01j2j1
)2 ≤ C(T − t)3,
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1
12
− 1
64
q2∑
j1,j2=0
(2j1 + 1)(2j2 + 1)
(
C¯10j2j1
)2 ≤ C(T − t)3,
1
24
− 1
256
q3∑
j1,...,j4=0
(2j1 + 1)(2j2 + 1)(2j3 + 1)(2j4 + 1)
(
C¯0000j4...j1
)2 ≤ C(T − t)3,
1
10
− 1
256
q8∑
j1,j2,j3=0
(2j1 + 1)(2j2 + 1)(2j3 + 1)
(
C¯001j3j2j1
)2 ≤ C(T − t)2,
1
20
− 1
256
q9∑
j1,j2,j3=0
(2j1 + 1)(2j2 + 1)(2j3 + 1)
(
C¯010j3j2j1
)2 ≤ C(T − t)2,
1
60
− 1
256
q10∑
j1,j2,j3=0
(2j1 + 1)(2j2 + 1)(2j3 + 1)
(
C¯100j3j2j1
)2 ≤ C(T − t)2,
1
120
− 1
322
q4∑
j1,...,j5=0
(2j1 + 1)(2j2 + 1)(2j3 + 1)(2j4 + 1)(2j5 + 1)
(
C¯00000j5...j1
)2 ≤ C(T − t)2,
1
30
− 1
256
q5∑
j1,j2=0
(2j1 + 1)(2j2 + 1)
(
C¯20j2j1
)2 ≤ C(T − t),
1
18
− 1
256
q6∑
j1,j2=0
(2j1 + 1)(2j2 + 1)
(
C¯11j2j1
)2 ≤ C(T − t),
1
6
− 1
256
q7∑
j1,j2=0
(2j1 + 1)(2j2 + 1)
(
C¯02j2j1
)2 ≤ C(T − t),
1
36
− 1
322
q11∑
j1,...,j4=0
(2j1 + 1)(2j2 + 1)(2j3 + 1)(2j4 + 1)
(
C¯0001j4...j1
)2 ≤ C(T − t),
1
60
− 1
322
q12∑
j1,...,j4=0
(2j1 + 1)(2j2 + 1)(2j3 + 1)(2j4 + 1)
(
C¯0010j4...j1
)2 ≤ C(T − t),
1
120
− 1
322
q13∑
j1,...,j4=0
(2j1 + 1)(2j2 + 1)(2j3 + 1)(2j4 + 1)
(
C¯0100j4...j1
)2 ≤ C(T − t),
1
360
− 1
322
q14∑
j1,...,j4=0
(2j1 + 1)(2j2 + 1)(2j3 + 1)(2j4 + 1)
(
C¯1000j4...j1
)2 ≤ C(T − t),
48 M.D. KUZNETSOV AND D.F. KUZNETSOV
1
720
− 1
642
q15∑
j1,...,j6=0
(2j1 + 1)(2j2 + 1)(2j3 + 1)(2j4 + 1)(2j5 + 1)(2j6 + 1)
(
C¯000000j6...j1
)2 ≤
≤ C(T − t).
Note that the software package, which is presented below, use the following numbers q1, . . . , q15 :
q1 = 56, q2 = q3 = 15, q4 = q8 = q9 = q10 = 6,
q5 = q6 = q7 = q11 = q12 = q13 = q14 = q15 = 2.
This means that for the implementing of the numerical methods (13)-(16) and (25)-(28) we use in
this paper the following quantities of the Fourier–Legendre coefficients
573 = 185193 for C000j3j2j1 ,
163 = 4096 for each of C10j2j1 , C
01
j2j1 ,
164 = 65536 for C0000j4j3j2j1 ,
73 = 343 for each of C100j3j2j1 , C
010
j3j2j1 , C
001
j3j2j1 ,
75 = 16807 for C00000j5j4j3j2j1 ,
32 = 9 for each of C20j2j1 , C
02
j2j1 , C
11
j2j1 ,
34 = 81 for each of C1000j4j3j2j1 , C
0100
j4j3j2j1 , C
0010
j4j3j2j1 , C
0001
j4j3j2j1 ,
36 = 729 for C000000j6j5j4j3j2j1 .
7. SDE-MATH: a Software Package for Implementation of High-Order Strong
Numerical Schemes with Convergence Orders 0.5, 1.0, 1.5, 2.0, 2.5, and 3.0 for Ito
SDEs with Multidimensional Non-Commutative Noise Based on the Unified
Taylor–Ito and Taylor–Stratonovich Expansions and Multiple Fourier–Legendre
Series
7.1. Development tools. The software package was implemented with Python programming lan-
guage. The main reason to use it is huge community and significant amount of helpful libraries for
calculations and mathematics. The development was performed in free to use Atom text editor1.
1All listings in Python programming language from this paper were written by the first author
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7.2. Dependency libraries. In the development of software package such libraries as SymPy,
NumPy and Plotly were involved. All these libraries and tools are free and opensource.
• SymPy is a Python library able to perform symbolic algebra calculations.
• NumPy is a library which specialization is an efficient mathematical calculations. Most part
of this library is written in C programming language that guarantees high performance.
• The database is SQLite3. This is a tiny database for a local usage on one machine.
• Plotly library is a peace of software used to present obtained results in a best way.
7.3. Architecture. Taking into account, that mentioned software package is oriented on a numerical
modeling it’s architecture is clear. There are two main statements. The first is that mathematical
formulas are strongly integrated with SymPy library. By that we mean that they completely rely
on SymPy. And the second is usage of database to make some calculations able for caching. The
architecture itself is provided on figure 1. Here all parts of the software package could be seen.
The main package is responsible for startup, so it decides which part of software package should
be started. It is also responsible for results output. Software package has a few output types now
depending on input parameters. The objectives now are:
• Run program to calculate and store the Fourier–Legendre coefficients in a few text files.
• Run program to calculate and store the Fourier–Legendre coefficients in the database.
• Run program to perform modeling of Ito SDEs.
Main package also depends on Plotly because it accepts data after modeling and passes it into
Plotly data model. Then Plotly converts the received data and prints charts.
Moving further by modeling pipeline the modeling package comes up. This package responsible for
all work referenced to modeling including initialization of modeling environment, calculations loops
and more. Also it depends on accuracy calculation module deciding which amount of members in
each integral sould be used in calculation process of Ito SDE solution.
Accuracy calculation module accepts order of strong numerical scheme and integration step and
then calculates necessary amount of members in approximations of iterated Ito and Stratonovich
stochastic integrals.
Symbolic algebra module is the construction part which combining many supplementary differential
operators with strong numerical schemes. Having this components combined this module performs
simplification so the modeling package can do its modeling work.
Tools module provides some functionality related to runtime environment and external accessories
such as database, file system or console to provide base input.
7.3.1. Integration with SymPy. Class inheritance tree was extended to implement strong numerical
schemes. While numerical schemes were being implemented it was also necessary to implement a sup-
plementary subprograms. SymPy is a Python library able to perform symbolic algebra calculations.
This is a core part of the project since it is differentiating input functions, building and simplifing
strong numerical schemes to give Ito SDE solution. Without this part program package could not be
able to provide such flexible input of data.
7.3.2. Purpose of NumPy. NumPy is a library that helps with calculation optimizations in this
project. The library specialization is efficient mathematical calculations. The main usage case is
to calculate compiled symbolic formulas with it. It has integration with SymPy to replace symbolic
functions with high performance numerical functions.
7.3.3. Purpose of SQLite Database. The database was used to store the precalculated Fourier–Legen-
dre coefficients, so getting them from there made numerical modeling much faster, because calculation
process for these Fourier–Legendre coefficeints involve high cost symbolic operations. The database
contains only one table, and might be thought redundant, but modeling needs up to hundreds (or
even thousands) of precalculated coefficients. Obviously, calculation of them at runtime is terribly
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Symbolic algebra
package
Modeling
Database
Console
Input
Use
Use
Use
Main package
(program entry)
Tools
Use
SymPy
NumPyPlotly
SQLite3
Use
Use
Use
Use
Accuracy calculation 
package
Use
Use
Figure 1. Architecture
unefficient, but text files also not the best choice. Text files provide a sequential access memory, and
combining different accuracy values q1, . . . , q15 it causes sequential search which extends time to give
the result. That is where database comes up. The random access allows to get any Fourier–Legendre
coefficient or any quantity of them which makes solution as flexible as it possible.
The download of precalculated coefficients is built in supplemental subprograms to provide fluent
calculation pipeline. Having the precalculated Fourier–Legendre coefficient not found subprogram
initiates calculation for it with following store in the database.
It is an interesting note, that having mentioned earlier optimization done, the calculations per-
formance were increased in several times. Now most heavy operation is symbolical simplifications
before modeling. The actual modeling takes seconds, for thousand of iterations on m components
of stochastic process, so it is not such important how long modeling period of time, as the accuracy
that needs to be accomplished.
The scheme of calculation process is presented on figure 2.
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Op 1
Op 2 C
Op 4Op 3
Formula calculation tree
Database
Request for a
calculation
Result of
calculation
C
id index_string value
0 0:0:0_0:0:0 4/3
1 0:0:1_0:0:0 -2/3
2 0:0:2_0:0:0 2/15
3 0:0:3_0:0:0 0
4 0:0:4_0:0:0 0
5 0:0:5_0:0:0 0
... ... ...
Figure 2. Calculations
7.3.4. Purpose of Plotly. Plotly library is a peace of software used to present obtained results in a
best way. This library has many features, but feature that needed in this project is to print charts
with modeling results in a browser window since software package has no user interface in a full
meaning of it.
7.4. Implementation. The implementation of software package was performed sequentially. The
components of software package were implemented in order of their necessity for calculation pipeline
completion.
7.4.1. Calculation of the Fourier–Legendre coefficients. The Fourier–Legendre coefficients for the ap-
proximations of iterated Ito and Stratonovich stochastic integrals were implemented and placed as
Listings 11-27 in appendix. This was the first step since the Fourier–Legendre coefficients involved
almost in every strong numerical scheme.
7.4.2. Differential operators. Moving further, strong numerical schemes rely on supplemental differ-
ential operators. They were implemented and placed as Listing 28 in appendix.
7.4.3. Integrals. The next step is implementation of approximations of iterated Ito and Stratonovich
stochastic integrals for strong numerical schemes are implemented and definition of their classes are
placed as Listings 29 and 30 in appendix.
7.4.4. Strong numerical schemes for Ito SDEs. Finally, the strong numerical schemes for Ito SDEs
itselfs were implemented and placed as Listings 33-43 in appendix.
7.4.5. Accuracy settings. On the base of the presented examples (see below), we can see that the
number p from the formula (49) does not exceed the number p from the formula (50) for the same
approximation accuracy of iterated Ito stochastic integrals. Thus, in this paper we decided to exclude
the factor k! in the conditions for choosing the numbers q1, . . . , q15. Recall that these numbers are
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used to construct the approximations of iterated Ito and Stratonovich stochastic integrals from the
numerical schemes (13)–(16), (25)–(28).
The test script was written and provided in Listing 31. The results produced in Listing 1.
Here
1. dt is the integration step;
2. q1(1, 2) means p from (51), q1(2, 3) means p from (52), q1(1, 3) means p from (53), q1 means p
from (50) for k = 3;
3. q3(1, 2) means p from (54), q3(1, 3) means p from (55), q3(2, 3) means p from (56), q3(1, 4)
means p from (57), q3 means p from (50) for k = 4;
4. q4(1, 2) means p from (58), q4(2, 3) means p from (59), q4(4, 5) means p from (60), q4 means p
from (50) for k = 4.
5. C = 1 (see (17) and (29)).
The above idea of calculation of the numbers q1, . . . , q15 is described in Listing 32.
Listing 1. Accuracy calculation module
f o r q with C000
dt = 0 . 5 , q1 (1 , 2) = 1 , q1 (1 , 3) = 1 , q1 (2 , 3) = 1 , q1 = 1
dt = 0 .25 , q1 (1 , 2) = 1 , q1 (1 , 3) = 1 , q1 (2 , 3) = 1 , q1 = 1
dt = 0 . 1 , q1 (1 , 2) = 2 , q1 (1 , 3) = 2 , q1 (2 , 3) = 2 , q1 = 2
dt = 0 .05 , q1 (1 , 2) = 2 , q1 (1 , 3) = 4 , q1 (2 , 3) = 2 , q1 = 4
dt = 0 .025 , q1 (1 , 2) = 4 , q1 (1 , 3) = 6 , q1 (2 , 3) = 4 , q1 = 6
f o r q with C0000
dt = 0 . 5 , q3 (1 , 2) = 1 , q3 (1 , 3) = 1 , q3 (2 , 3) = 1 , q3 (1 , 4) = 1 , q3 = 1
dt = 0 .25 , q3 (1 , 2) = 1 , q3 (1 , 3) = 1 , q3 (2 , 3) = 1 , q3 (1 , 4) = 1 , q3 = 1
dt = 0 . 1 , q3 (1 , 2) = 1 , q3 (1 , 3) = 1 , q3 (2 , 3) = 1 , q3 (1 , 4) = 1 , q3 = 1
dt = 0 .05 , q3 (1 , 2) = 1 , q3 (1 , 3) = 1 , q3 (2 , 3) = 1 , q3 (1 , 4) = 1 , q3 = 1
dt = 0 .025 , q3 (1 , 2) = 2 , q3 (1 , 3) = 3 , q3 (2 , 3) = 3 , q3 (1 , 4) = 3 , q3 = 3
f o r q with C00000
dt = 0 . 5 , q4 (1 , 2) = 1 , q4 (5 , 4) = 1 , q4 (2 , 3) = 1 , q4 = 1
dt = 0 .25 , q4 (1 , 2) = 1 , q4 (5 , 4) = 1 , q4 (2 , 3) = 1 , q4 = 1
dt = 0 . 1 , q4 (1 , 2) = 1 , q4 (5 , 4) = 1 , q4 (2 , 3) = 1 , q4 = 1
dt = 0 .05 , q4 (1 , 2) = 1 , q4 (5 , 4) = 1 , q4 (2 , 3) = 1 , q4 = 1
dt = 0 .025 , q4 (1 , 2) = 1 , q4 (5 , 4) = 1 , q4 (2 , 3) = 1 , q4 = 1
7.5. Obtained results. This section represents the results that were obtained with this software
package at the current stage of the development.
7.5.1. Calculated the Fourier–Legendre coefficients. When application runs first time it suggests to
precompile basic pack of the Fourier–Legendre coefficients. Further, on Listings 2-5 a few exapmles
of them could be seen.
Listing 2. C000 examples
C 0 : 0 : 0 = 4/3
C 0 : 0 : 1 = −2/3
C 0 : 0 : 2 = 2/15
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C 0 : 0 : 3 = 0
. . .
C 0 : 6 : 4 = −4/429
C 0 : 6 : 5 = 2/143
C 0 : 6 : 6 = 2/2145
C 1 : 0 : 0 = 2/3
. . .
C 47 : 3 3 : 4 4 = 3874457388633368/31334948307735906710660485
C 47 : 3 3 : 4 5 = 0
C 47 : 3 3 : 4 6 = 52892292737827468/2224781329849249376456894435
C 47 : 3 4 : 0 = 0
C 47 : 3 4 : 1 = 0
Listing 3. C0000 examples
C 0 : 0 : 0 : 0 = 2/3
C 0 : 0 : 0 : 1 = −2/5
C 0 : 0 : 0 : 2 = 2/15
C 0 : 0 : 1 : 0 = −2/15
C 0 : 0 : 1 : 1 = 2/15
. . .
C 1 : 1 : 0 : 1 = −2/35
C 1 : 1 : 0 : 2 = 0
C 1 : 1 : 1 : 0 = 2/105
C 1 : 1 : 1 : 1 = 0
. . .
C 20 : 2 0 : 2 0 : 1 = −2401828/165607444685315115
C 20 : 2 0 : 2 0 : 2 = 0
C 20 : 2 0 : 2 0 : 3 = −1241929832/77669891557412788935
C 20 : 2 0 : 2 0 : 4 = 0
Listing 4. C00000 examples
C 0 : 0 : 0 : 0 : 0 = 4/15
C 0 : 0 : 0 : 0 : 1 = −8/45
C 0 : 0 : 0 : 1 : 0 = −4/45
C 0 : 0 : 0 : 1 : 1 = 8/105
C 0 : 0 : 1 : 0 : 0 = 0
C 0 : 0 : 1 : 0 : 1 = 4/315
. . .
C 1 : 1 : 0 : 1 : 0 = −4/315
C 1 : 1 : 0 : 1 : 1 = 4/315
C 1 : 1 : 1 : 0 : 0 = 2/105
C 1 : 1 : 1 : 0 : 1 = −8/945
C 1 : 1 : 1 : 1 : 0 = 2/945
C 1 : 1 : 1 : 1 : 1 = 0
. . .
C 20 : 2 0 : 2 0 : 2 0 : 1 = 0
C 20 : 2 0 : 2 0 : 2 0 : 2 = −249877207023610010/10969028984480026752856704371
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C 20 : 2 0 : 2 0 : 2 0 : 3 = 0
C 20 : 2 0 : 2 0 : 2 0 : 4 = −307937246954575016/571102494076952592887484313076115
Listing 5. C000000 examples
C 0 : 0 : 0 : 0 : 0 : 0 = 4/45
C 0 : 0 : 0 : 0 : 0 : 1 = −4/63
C 0 : 0 : 0 : 0 : 0 : 2 = 2/63
C 0 : 0 : 0 : 0 : 1 : 0 = −4/105
. . .
C 2 : 1 : 0 : 1 : 0 : 2 = −2/1575
C 2 : 1 : 0 : 1 : 1 : 0 = 38/22275
C 2 : 1 : 0 : 1 : 1 : 1 = −2/1575
C 2 : 1 : 0 : 1 : 1 : 2 = 68/81081
. . .
C 15 : 1 5 : 1 5 : 1 5 : 1 5 : 1 5 = 0
C 15 : 1 5 : 1 5 : 1 5 : 1 5 : 1 6 = −798538765964/243076352242280511713913783475
C 15 : 1 5 : 1 5 : 1 5 : 1 5 : 1 7 = 0
C 15 : 1 5 : 1 5 : 1 5 : 1 5 : 1 8 = −59075427603328/17302616709609603697454044769175
7.5.2. Program runtime. The input data for testing of the software package correspond to the au-
tonomous variant of system of Ito SDEs (1) with non-commutative noise. More precisely, we choose
n = 2, m = 2, x
(1)
0 = 1, x
(2)
0 = 1.5,
(196) a
(
x(1),x(2)
)
=
−5x(1)
−5x(2)
 ,
(197) B
(
x(1),x(2)
)
=
0.5 · sin (x(1)) x(2)
x(2) 0.5 · sin (x(1))
 .
As soon as modeling has been finished the spent time resources were also presented. The following
Listings 6, 7 and 8, 9 are related to the Taylor–Ito and Taylor–Stratonovich schemes, respectively.
Test machine specifications are CPU with max core clock 4.2 GHz and 16GB of RAM.
Listing 6. Strong Taylor-Ito schemes execution time
SQLite Database i s s u c c e s s f u l l y connected
SQLite Database Vers ion i s : 3 . 2 8 . 0
[ 0 . 0 0 0 seconds ] Euler s t a r t
[ 0 . 0 2 7 seconds ] Euler subs are f i n i s h e d
[ 0 . 0 2 8 seconds ] Euler c a l c u l a t i o n s are f i n i s h e d
[ 0 . 0 0 0 seconds ] M i l s t e i n s t a r t
[ 0 . 0 0 0 seconds ] Using C = 1000 , dt = 0 . 1 , q = ( 1 , )
[ 0 . 1 7 7 seconds ] M i l s t e i n subs are f i n i s h e d
[ 0 . 1 8 1 seconds ] M i l s t e i n c a l c u l a t i o n s are f i n i s h e d
[ 0 . 0 0 0 seconds ] Strong Taylor−I t o 1 .5 s t a r t
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[ 0 . 0 0 0 seconds ] Using C = 1000 , dt = 0 . 1 , q = (1 , 1)
[ 1 . 1 6 8 seconds ] Strong Taylor−I t o 1 .5 subs are f i n i s h e d
[ 1 . 1 9 1 seconds ] Strong Taylor−I t o 1 .5 c a l c u l a t i o n s are f i n i s h e d
[ 0 . 0 0 0 seconds ] Strong Taylor−I t o 2 .0 s t a r t
[ 0 . 0 0 0 seconds ] Using C = 1000 , dt = 0 . 1 , q = (1 , 1 , 1 , 1)
[ 7 . 0 0 4 seconds ] Strong Taylor−I t o 2 .0 subs are f i n i s h e d
[ 7 . 1 2 3 seconds ] Strong Taylor−I t o 2 .0 c a l c u l a t i o n s are f i n i s h e d
[ 0 . 0 0 0 seconds ] Strong Taylor−I t o 2 .5 s t a r t
[ 0 . 0 0 0 seconds ] Using C = 1000 , dt = 0 . 1 , q = (4 , 1 , 1 , 1 , 1 , 1 , 1 , 1)
[ 4 4 . 2 7 2 seconds ] Strong Taylor−I t o 2 .5 subs are f i n i s h e d
[ 4 4 . 9 3 8 seconds ] Strong Taylor−I t o 2 .5 c a l c u l a t i o n s are f i n i s h e d
[ 0 . 0 0 0 seconds ] Strong Taylor−I t o 3 .0 s t a r t
[ 0 . 0 0 0 seconds ] Using C = 1000 , dt = 0 . 1 , q = (26 , 2 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 1 ,
1 , 1 , 1 , 1 , 1 , 1)
[ 300 . 033 seconds ] Strong Taylor−I t o 3 .0 subs are f i n i s h e d
[ 303 . 263 seconds ] Strong Taylor−I t o 3 .0 c a l c u l a t i o n s are f i n i s h e d
The SQLite connect ion i s c l o s e d
Process f i n i s h e d with e x i t code 0
Listing 7. Strong Taylor-Ito schemes execution time
SQLite Database i s s u c c e s s f u l l y connected
SQLite Database Vers ion i s : 3 . 2 8 . 0
[ 0 . 0 0 0 seconds ] Euler s t a r t
[ 0 . 0 2 7 seconds ] Euler subs are f i n i s h e d
[ 0 . 0 2 9 seconds ] Euler c a l c u l a t i o n s are f i n i s h e d
[ 0 . 0 0 0 seconds ] M i l s t e i n s t a r t
[ 0 . 0 0 0 seconds ] Using C = 1000 , dt = 0 .05 , q = ( 1 , )
[ 0 . 1 7 3 seconds ] M i l s t e i n subs are f i n i s h e d
[ 0 . 1 8 1 seconds ] M i l s t e i n c a l c u l a t i o n s are f i n i s h e d
[ 0 . 0 0 0 seconds ] Strong Taylor−I t o 1 .5 s t a r t
[ 0 . 0 0 0 seconds ] Using C = 1000 , dt = 0 .05 , q = (1 , 1)
[ 1 . 1 6 7 seconds ] Strong Taylor−I t o 1 .5 subs are f i n i s h e d
[ 1 . 2 1 1 seconds ] Strong Taylor−I t o 1 .5 c a l c u l a t i o n s are f i n i s h e d
[ 0 . 0 0 0 seconds ] Strong Taylor−I t o 2 .0 s t a r t
[ 0 . 0 0 0 seconds ] Using C = 1000 , dt = 0 .05 , q = (3 , 1 , 1 , 1)
[ 7 . 0 5 2 seconds ] Strong Taylor−I t o 2 .0 subs are f i n i s h e d
[ 7 . 3 0 3 seconds ] Strong Taylor−I t o 2 .0 c a l c u l a t i o n s are f i n i s h e d
[ 0 . 0 0 0 seconds ] Strong Taylor−I t o 2 .5 s t a r t
[ 0 . 0 0 0 seconds ] Using C = 1000 , dt = 0 .05 , q = (41 , 2 , 1 , 1 , 1 , 1 , 1 , 1)
[ 4 7 . 4 1 0 seconds ] Strong Taylor−I t o 2 .5 subs are f i n i s h e d
[ 4 8 . 9 7 8 seconds ] Strong Taylor−I t o 2 .5 c a l c u l a t i o n s are f i n i s h e d
[ 0 . 0 0 0 seconds ] Strong Taylor−I t o 3 .0 s t a r t
[ 0 . 0 0 0 seconds ] Using C = 1000 , dt = 0 .05 , q = (801 , 21 , 2 , 1 , 1 , 1 , 1 , 1 , 1 ,
1 , 1 , 1 , 1 , 1 , 1 , 1)
[ 1035 . 304 seconds ] Strong Taylor−I t o 3 .0 subs are f i n i s h e d
[ 1068 . 689 seconds ] Strong Taylor−I t o 3 .0 c a l c u l a t i o n s are f i n i s h e d
The SQLite connect ion i s c l o s e d
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Process f i n i s h e d with e x i t code 0
Listing 8. Strong Taylor-Stratonovich schemes execution time
SQLite Database i s s u c c e s s f u l l y connected
SQLite Database Vers ion i s : 3 . 2 8 . 0
[ 0 . 0 0 0 seconds ] Euler s t a r t
[ 0 . 0 2 7 seconds ] Euler subs are f i n i s h e d
[ 0 . 0 2 8 seconds ] Euler c a l c u l a t i o n s are f i n i s h e d
[ 0 . 0 0 0 seconds ] Taylor−Stratonov ich 1 .0 s t a r t
[ 0 . 0 0 0 seconds ] Using C = 1000 , dt = 0 . 1 , q = ( 1 , )
[ 0 . 1 8 0 seconds ] Strong Taylor−Stratonov ich 1 .0 subs are f i n i s h e d
[ 0 . 1 8 5 seconds ] Strong Taylor−Stratonov ich 1 .0 c a l c u l a t i o n s are f i n i s h e d
[ 0 . 0 0 0 seconds ] Strong Taylor−Stratonov ich 1 .5 s t a r t
[ 0 . 0 0 0 seconds ] Using C = 1000 , dt = 0 . 1 , q = (1 , 1)
[ 0 . 9 6 5 seconds ] Strong Taylor−Stratonov ich 1 .5 subs are f i n i s h e d
[ 0 . 9 9 0 seconds ] Strong Taylor−Stratonov ich 1 .5 c a l c u l a t i o n s are f i n i s h e d
[ 0 . 0 0 0 seconds ] Strong Taylor−Stratonov ich 2 .0 s t a r t
[ 0 . 0 0 0 seconds ] Using C = 1000 , dt = 0 . 1 , q = (1 , 1 , 1 , 1)
[ 5 . 1 7 8 seconds ] Strong Taylor−Stratonov ich 2 .0 subs are f i n i s h e d
[ 5 . 3 2 1 seconds ] Strong Taylor−Stratonov ich 2 .0 c a l c u l a t i o n s are f i n i s h e d
[ 0 . 0 0 0 seconds ] Strong Taylor−Stratonov ich 2 .5 s t a r t
[ 0 . 0 0 0 seconds ] Using C = 1000 , dt = 0 . 1 , q = (4 , 1 , 1 , 1 , 1 , 1 , 1 , 1)
[ 2 9 . 2 7 3 seconds ] Strong Taylor−Stratonov ich 2 .5 subs are f i n i s h e d
[ 2 9 . 9 6 6 seconds ] Strong Taylor−Stratonov ich 2 .5 c a l c u l a t i o n s are f i n i s h e d
[ 0 . 0 0 0 seconds ] Strong Taylor−Stratonov ich 3 .0 s t a r t
[ 0 . 0 0 0 seconds ] Using C = 1000 , dt = 0 . 1 , q = (26 , 2 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 1 ,
1 , 1 , 1 , 1 , 1 , 1)
[ 175 . 746 seconds ] Strong Taylor−Stratonov ich 3 .0 subs are f i n i s h e d
[ 179 . 191 seconds ] Strong Taylor−Stratonov ich 3 .0 c a l c u l a t i o n s are f i n i s h e d
The SQLite connect ion i s c l o s e d
Process f i n i s h e d with e x i t code 0
Listing 9. Strong Taylor-Stratonovich schemes execution time
SQLite Database i s s u c c e s s f u l l y connected
SQLite Database Vers ion i s : 3 . 2 8 . 0
[ 0 . 0 0 0 seconds ] Euler s t a r t
[ 0 . 0 2 7 seconds ] Euler subs are f i n i s h e d
[ 0 . 0 2 9 seconds ] Euler c a l c u l a t i o n s are f i n i s h e d
[ 0 . 0 0 0 seconds ] Taylor−Stratonov ich 1 .0 s t a r t
[ 0 . 0 0 0 seconds ] Using C = 1000 , dt = 0 .05 , q = ( 1 , )
[ 0 . 1 8 2 seconds ] Strong Taylor−Stratonov ich 1 .0 subs are f i n i s h e d
[ 0 . 1 9 2 seconds ] Strong Taylor−Stratonov ich 1 .0 c a l c u l a t i o n s are f i n i s h e d
[ 0 . 0 0 0 seconds ] Strong Taylor−Stratonov ich 1 .5 s t a r t
[ 0 . 0 0 0 seconds ] Using C = 1000 , dt = 0 .05 , q = (1 , 1)
[ 0 . 9 5 7 seconds ] Strong Taylor−Stratonov ich 1 .5 subs are f i n i s h e d
[ 1 . 0 1 0 seconds ] Strong Taylor−Stratonov ich 1 .5 c a l c u l a t i o n s are f i n i s h e d
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[ 0 . 0 0 0 seconds ] Strong Taylor−Stratonov ich 2 .0 s t a r t
[ 0 . 0 0 0 seconds ] Using C = 1000 , dt = 0 .05 , q = (3 , 1 , 1 , 1)
[ 5 . 2 0 5 seconds ] Strong Taylor−Stratonov ich 2 .0 subs are f i n i s h e d
[ 5 . 4 9 9 seconds ] Strong Taylor−Stratonov ich 2 .0 c a l c u l a t i o n s are f i n i s h e d
[ 0 . 0 0 0 seconds ] Strong Taylor−Stratonov ich 2 .5 s t a r t
[ 0 . 0 0 0 seconds ] Using C = 1000 , dt = 0 .05 , q = (41 , 2 , 1 , 1 , 1 , 1 , 1 , 1)
[ 3 3 . 7 1 6 seconds ] Strong Taylor−Stratonov ich 2 .5 subs are f i n i s h e d
[ 3 5 . 3 6 9 seconds ] Strong Taylor−Stratonov ich 2 .5 c a l c u l a t i o n s are f i n i s h e d
[ 0 . 0 0 0 seconds ] Strong Taylor−Stratonov ich 3 .0 s t a r t
[ 0 . 0 0 0 seconds ] Using C = 1000 , dt = 0 .05 , q = (801 , 21 , 2 , 1 , 1 , 1 , 1 , 1 , 1 ,
1 , 1 , 1 , 1 , 1 , 1 , 1)
[ 914 . 230 seconds ] Strong Taylor−Stratonov ich 3 .0 subs are f i n i s h e d
[ 961 . 792 seconds ] Strong Taylor−Stratonov ich 3 .0 c a l c u l a t i o n s are f i n i s h e d
The SQLite connect ion i s c l o s e d
Process f i n i s h e d with e x i t code 0
8. Appendix
8.1. Calculation of the Fourier–Legendre coefficients.
Listing 10. The Legendre polynomials calculation
import sympy as sp
de f polynomial (n : i n t ) :
”””
Returns l egendre polynomial in symbol ic format
Parameters
−−−−−−−−−−
n : i n t
degree o f polynomial
Returns
−−−−−−−
sympy . Expr
”””
from sympy . abc import x
re turn ( sp . Rat iona l (1 , 2) ∗∗ n / sp . f a c t o r i a l (n) ∗
sp . Der iva t i ve ( ( x ∗∗ 2 − 1) ∗∗ n , x , n) ) . do i t ( )
Listing 11. Database connected C module
import l o gg ing
import sympy as sp
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import t o o l s . database as db
from mathematics . sde . non l in ea r . c import g e t c
class C( sp . Function ) :
”””
Gives the Fourier−−Legendre c o e f f i c i e n t wi th r e que s t ed i n d i c e s and we i gh t s
”””
pre loaded = dict ( )
def new ( c l s , i n d i c e s : tuple , we ights : tuple , ∗∗kwargs ) :
”””
Creates the C o b j e c t wi th needed i n d i c e s and we i gh t s
Parameters
−−−−−−−−−−
i n d i c e s : t u p l e
r e que s t ed i n d i c e s
we i gh t s : t u p l e
r e que s t ed we i gh t s
Returns
−−−−−−−
sympy . Rat iona l or C o b j e c t
c a l c u l a t e d va lue or symbo l i c e xp re s s i on
”””
i f a l l ( [ isinstance ( sp . sympify ( arg ) , sp . Number) for arg in i n d i c e s ] ) and \
a l l ( [ isinstance ( sp . sympify ( arg ) , sp . Number) for arg in weights ] ) and \
len ( i n d i c e s ) == len ( weights ) :
index = f ” { ’ : ’ . j o i n ( [ s t r ( i ) f o r i in i n d i c e s ] ) } { ’ : ’ . j o i n ( [ s t r ( i ) f o r i
in weights ] ) }”
try :
return sp . Rat iona l ( c l s . p re l oaded [ index ] )
except KeyError :
l ogg ing . i n f o ( f ”C: MISSING PRELOADED VERSION OF C { index }” )
respond = db . execute (
f ”SELECT ‘ value ‘ FROM ‘C‘ ”
f ”WHERE REGEXP( ‘ index ‘ , ’ˆ{ index }$ ’ ) ”
)
i f len ( respond ) == 0 :
new c = g e t c ( i n d i c e s , weights )
l ogg ing . i n f o ( f ”C: ADDING NEW C { index } = {new c}” )
db . execute ( f ”INSERT INTO ‘C‘ ( ‘ index ‘ , ‘ value ‘ ) VALUES ( ’{ index } ’ ,
’{ new c } ’ ) ” )
c l s . p re l oaded . update ( [ ( index , new c ) ] )
return sp . sympify ( new c )
else :
c l s . p re l oaded . update ( [ ( index , respond [ 0 ] [ 0 ] ) ] )
return sp . sympify ( respond [ 0 ] [ 0 ] )
else :
return super (C, c l s ) . new ( c l s , i n d i c e s , weights , ∗∗kwargs )
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@classmethod
def pre load ( c l s , ∗ args ) :
”””
Updates d i c t i ona r y o f pre loaded Fourier−−Legendre c o e f f i c i e n t s
Note : we i gh t s are not accepted , such the Fourier−−Legendre c o e f f i c i e n t s
are loaded
wi th a l l a v a i l a b l e we i gh t s
Parameters
−−−−−−−−−−
args
Ind i c e s f o r the Fourier−−Legendre c o e f f i c i e n t s to download them from
database
”””
query = [ ]
for q in range ( len ( args ) ) :
numbers = [ int ( char ) for char in str ( args [ q ] + 1) ]
pattern = [ ]
for i in range (1 , len ( numbers ) ) :
pattern . append ( ” [0−9] ” ∗ i )
for i in range ( len ( numbers ) ) :
p = [ ]
for j in range ( len ( numbers ) ) :
i f j < i :
p . append ( str ( numbers [ j ] ) )
e l i f i == j :
p . append ( f ”[0−{numbers [ j ] − 1} ] ” )
e l i f j > i :
p . append ( ” [0−9] ” )
pattern . append ( ”” . j o i n (p) )
regex = f ” ˆ { ’ : ’ . j o i n ( [ ’ | ’ . j o i n ( pattern ) f o r in range ( q + 2) ] ) } .∗ $”
query . append (
f ”SELECT ‘ index ‘ , ‘ value ‘ FROM ‘C‘ ”
f ”WHERE REGEXP( ‘ index ‘ , ’{ regex } ’ ) ”
)
c l s . p re l oaded . update (db . execute ( ”\nUNION\n” . j o i n ( query ) ) )
def do i t ( s e l f , ∗∗ h in t s ) :
”””
Tries to expand or c a l c u l a t e e xp re s s i on
Returns
−−−−−−−
C ob j e c t
”””
return C(∗ s e l f . args , ∗∗ h in t s )
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Listing 12. C000 calculation module
import sympy as sp
from mathematics . sde . non l in ea r . f u n c t i o n s . c o e f f i c i e n t s . c import C
class C000 ( sp . Function ) :
”””
Gives the Fourier−−Legendre c o e f f i c i e n t wi th r e que s t ed i n d i c e s and we i gh t s
”””
nargs = 4
def new ( c l s , ∗ args , ∗∗kwargs ) :
”””
Creates C c o e f f i c i e n t o b j e c t wi th needed
i nd i c e s and we i gh t s and c a l c u l a t e s i t
Parameters
−−−−−−−−−−
i n d i c e s : t u p l e
r e que s t ed i n d i c e s
we i gh t s : t u p l e
r e que s t ed we i gh t s
Returns
−−−−−−−
sympy . Rat iona l or C000
c a l c u l a t e d va lue or symbo l i c e xp re s s i on
”””
j3 , j2 , j1 , dt = sp . sympify ( args )
i f isinstance ( j1 , sp . Number) and isinstance ( j2 , sp . Number) and \
isinstance ( j3 , sp . Number) and isinstance ( dt , sp . Number) :
return sp . s q r t ( ( j 1 ∗ 2 + 1) ∗ ( j 2 ∗ 2 + 1) ∗ ( j 3 ∗ 2 + 1) ) ∗ \
dt ∗∗ sp . Rat iona l (3 , 2) ∗ C( ( j3 , j2 , j 1 ) , (0 , 0 , 0) ) / 8
else :
return super (C000 , c l s ) . new ( c l s , ∗ args , ∗∗kwargs )
def do i t ( s e l f , ∗∗ h in t s ) :
”””
Tries to expand or c a l c u l a t e e xp re s s i on
Returns
−−−−−−−
C000 o b j e c t
”””
return C000 (∗ s e l f . args , ∗∗ h in t s )
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Listing 13. C0000 calculation module
import sympy as sp
from mathematics . sde . non l in ea r . f u n c t i o n s . c o e f f i c i e n t s . c import C
class C0000 ( sp . Function ) :
”””
Gives the Fourier−−Legendre c o e f f i c i e n t wi th r e que s t ed i n d i c e s and we i gh t s
”””
nargs = 5
def new ( c l s , ∗ args , ∗∗kwargs ) :
”””
Creates C c o e f f i c i e n t o b j e c t wi th needed
i nd i c e s and we i gh t s and c a l c u l a t e s i t
Parameters
−−−−−−−−−−
i n d i c e s : t u p l e
r e que s t ed i n d i c e s
we i gh t s : t u p l e
r e que s t ed we i gh t s
Returns
−−−−−−−
sympy . Rat iona l or C0000
c a l c u l a t e d va lue or symbo l i c e xp re s s i on
”””
j4 , j3 , j2 , j1 , dt = sp . sympify ( args )
i f isinstance ( j1 , sp . Number) and isinstance ( j2 , sp . Number) and \
isinstance ( j3 , sp . Number) and isinstance ( j4 , sp . Number) and \
isinstance ( dt , sp . Number) :
return sp . s q r t ( ( j 1 ∗ 2 + 1) ∗ ( j 2 ∗ 2 + 1) ∗ ( j 3 ∗ 2 + 1) ∗ ( j 4 ∗ 2 + 1)
) ∗ \
dt ∗∗ 2 ∗ C( ( j4 , j3 , j2 , j 1 ) , (0 , 0 , 0 , 0) ) / 16
else :
return super ( C0000 , c l s ) . new ( c l s , ∗ args , ∗∗kwargs )
def do i t ( s e l f , ∗∗ h in t s ) :
”””
Tries to expand or c a l c u l a t e f unc t i on
Returns
−−−−−−−
C0000 o b j e c t
”””
return C0000 (∗ s e l f . args , ∗∗ h in t s )
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Listing 14. C00000 calculation module
import sympy as sp
from mathematics . sde . non l in ea r . f u n c t i o n s . c o e f f i c i e n t s . c import C
class C00000 ( sp . Function ) :
”””
Gives the Fourier−−Legendre c o e f f i c i e n t wi th r e que s t ed i n d i c e s and we i gh t s
”””
nargs = 6
def new ( c l s , ∗ args , ∗∗kwargs ) :
”””
Creates C c o e f f i c i e n t o b j e c t wi th needed
i nd i c e s and we i gh t s and c a l c u l a t e s i t
Parameters
−−−−−−−−−−
i n d i c e s : t u p l e
r e que s t ed i n d i c e s
we i gh t s : t u p l e
r e que s t ed we i gh t s
Returns
−−−−−−−
sympy . Rat iona l or C0000
c a l c u l a t e d va lue or symbo l i c e xp re s s i on
”””
j5 , j4 , j3 , j2 , j1 , dt = sp . sympify ( args )
i f isinstance ( j1 , sp . Number) and isinstance ( j2 , sp . Number) \
and isinstance ( j3 , sp . Number) and isinstance ( j4 , sp . Number) \
and isinstance ( j5 , sp . Number) and isinstance ( dt , sp . Number) :
return sp . s q r t ( ( j 1 ∗ 2 + 1) ∗ ( j 2 ∗ 2 + 1) ∗ ( j 3 ∗ 2 + 1) ∗ ( j 4 ∗ 2 + 1)
∗ ( j 5 ∗ 2 + 1) ) ∗ \
dt ∗∗ sp . Rat iona l (5 , 2) ∗ C( ( j5 , j4 , j3 , j2 , j 1 ) , (0 , 0 , 0 , 0 , 0) ) /
32
else :
return super ( C00000 , c l s ) . new ( c l s , ∗ args , ∗∗kwargs )
def do i t ( s e l f , ∗∗ h in t s ) :
”””
Tries to expand or c a l c u l a t e f unc t i on
Returns
−−−−−−−
C00000 o b j e c t
”””
return C00000 (∗ s e l f . args , ∗∗ h in t s )
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Listing 15. C000000 calculation module
import sympy as sp
from mathematics . sde . non l in ea r . f u n c t i o n s . c o e f f i c i e n t s . c import C
class C000000 ( sp . Function ) :
”””
Gives the Fourier−−Legendre c o e f f i c i e n t wi th r e que s t ed i n d i c e s and we i gh t s
”””
nargs = 7
def new ( c l s , ∗ args , ∗∗kwargs ) :
”””
Creates C c o e f f i c i e n t o b j e c t wi th needed
i nd i c e s and we i gh t s and c a l c u l a t e s i t
Parameters
−−−−−−−−−−
i n d i c e s : t u p l e
r e que s t ed i n d i c e s
we i gh t s : t u p l e
r e que s t ed we i gh t s
Returns
−−−−−−−
sympy . Rat iona l or C0000
c a l c u l a t e d va lue or symbo l i c e xp re s s i on
”””
j6 , j5 , j4 , j3 , j2 , j1 , dt = sp . sympify ( args )
i f isinstance ( j1 , sp . Number) and isinstance ( j2 , sp . Number) \
and isinstance ( j3 , sp . Number) and isinstance ( j4 , sp . Number) \
and isinstance ( j5 , sp . Number) and isinstance ( dt , sp . Number) :
return sp . s q r t ( ( j 1 ∗ 2 + 1) ∗ ( j 2 ∗ 2 + 1) ∗ ( j 3 ∗ 2 + 1) ∗
( j 4 ∗ 2 + 1) ∗ ( j 5 ∗ 2 + 1) ∗ ( j 6 ∗ 2 + 1) ) ∗ \
dt ∗∗ 3 ∗ C( ( j6 , j5 , j4 , j3 , j2 , j 1 ) , (0 , 0 , 0 , 0 , 0 , 0) ) / 64
else :
return super ( C000000 , c l s ) . new ( c l s , ∗ args , ∗∗kwargs )
def do i t ( s e l f , ∗∗ h in t s ) :
”””
Tries to expand or c a l c u l a t e f unc t i on
Returns
−−−−−−−
C000000 o b j e c t
”””
return C000000 (∗ s e l f . args , ∗∗ h in t s )
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Listing 16. C0001 calculation module
import sympy as sp
from mathematics . sde . non l in ea r . f u n c t i o n s . c o e f f i c i e n t s . c import C
class C0001 ( sp . Function ) :
”””
Gives the Fourier−−Legendre c o e f f i c i e n t wi th r e que s t ed i n d i c e s and we i gh t s
”””
nargs = 5
def new ( c l s , ∗ args , ∗∗kwargs ) :
”””
Creates C c o e f f i c i e n t o b j e c t wi th needed
i nd i c e s and we i gh t s and c a l c u l a t e s i t
Parameters
−−−−−−−−−−
i n d i c e s : t u p l e
r e que s t ed i n d i c e s
we i gh t s : t u p l e
r e que s t ed we i gh t s
Returns
−−−−−−−
sympy . Rat iona l or C0000
c a l c u l a t e d va lue or symbo l i c e xp re s s i on
”””
j4 , j3 , j2 , j1 , dt = sp . sympify ( args )
i f isinstance ( j1 , sp . Number) and isinstance ( j2 , sp . Number) and \
isinstance ( j3 , sp . Number) and isinstance ( j4 , sp . Number) and \
isinstance ( dt , sp . Number) :
return sp . s q r t ( ( j 1 ∗ 2 + 1) ∗ ( j 2 ∗ 2 + 1) ∗ ( j 3 ∗ 2 + 1) ∗ ( j 4 ∗ 2 + 1)
) ∗ \
dt ∗∗ 3 ∗ C( ( j4 , j3 , j2 , j 1 ) , (0 , 0 , 0 , 1) ) / 32
else :
return super ( C0001 , c l s ) . new ( c l s , ∗ args , ∗∗kwargs )
def do i t ( s e l f , ∗∗ h in t s ) :
”””
Tries to expand or c a l c u l a t e f unc t i on
Returns
−−−−−−−
C0001 o b j e c t
”””
return C0001 (∗ s e l f . args , ∗∗ h in t s )
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Listing 17. C001 calculation module
import sympy as sp
from mathematics . sde . non l in ea r . f u n c t i o n s . c o e f f i c i e n t s . c import C
class C001 ( sp . Function ) :
”””
Gives the Fourier−−Legendre c o e f f i c i e n t wi th r e que s t ed i n d i c e s and we i gh t s
”””
nargs = 4
def new ( c l s , ∗ args , ∗∗kwargs ) :
”””
Creates C c o e f f i c i e n t o b j e c t wi th needed
i nd i c e s and we i gh t s and c a l c u l a t e s i t
Parameters
−−−−−−−−−−
i n d i c e s : t u p l e
r e que s t ed i n d i c e s
we i gh t s : t u p l e
r e que s t ed we i gh t s
Returns
−−−−−−−
sympy . Rat iona l or C000
c a l c u l a t e d va lue or symbo l i c e xp re s s i on
”””
j3 , j2 , j1 , dt = sp . sympify ( args )
i f isinstance ( j1 , sp . Number) and isinstance ( j2 , sp . Number) and \
isinstance ( j3 , sp . Number) and isinstance ( dt , sp . Number) :
return sp . s q r t ( ( j 1 ∗ 2 + 1) ∗ ( j 2 ∗ 2 + 1) ∗ ( j 3 ∗ 2 + 1) ) ∗ \
dt ∗∗ sp . Rat iona l (5 , 2) ∗ C( ( j3 , j2 , j 1 ) , (0 , 0 , 1) ) / 16
else :
return super (C001 , c l s ) . new ( c l s , ∗ args , ∗∗kwargs )
def do i t ( s e l f , ∗∗ h in t s ) :
”””
Tries to expand or c a l c u l a t e f unc t i on
Returns
−−−−−−−
C001 o b j e c t
”””
return C001 (∗ s e l f . args , ∗∗ h in t s )
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Listing 18. C0010 calculation module
import sympy as sp
from mathematics . sde . non l in ea r . f u n c t i o n s . c o e f f i c i e n t s . c import C
class C0010 ( sp . Function ) :
”””
Gives the Fourier−−Legendre c o e f f i c i e n t wi th r e que s t ed i n d i c e s and we i gh t s
”””
nargs = 5
def new ( c l s , ∗ args , ∗∗kwargs ) :
”””
Creates C c o e f f i c i e n t o b j e c t wi th needed
i nd i c e s and we i gh t s and c a l c u l a t e s i t
Parameters
−−−−−−−−−−
i n d i c e s : t u p l e
r e que s t ed i n d i c e s
we i gh t s : t u p l e
r e que s t ed we i gh t s
Returns
−−−−−−−
sympy . Rat iona l or C0000
c a l c u l a t e d va lue or symbo l i c e xp re s s i on
”””
j4 , j3 , j2 , j1 , dt = sp . sympify ( args )
i f isinstance ( j1 , sp . Number) and isinstance ( j2 , sp . Number) and \
isinstance ( j3 , sp . Number) and isinstance ( j4 , sp . Number) and \
isinstance ( dt , sp . Number) :
return sp . s q r t ( ( j 1 ∗ 2 + 1) ∗ ( j 2 ∗ 2 + 1) ∗ ( j 3 ∗ 2 + 1) ∗ ( j 4 ∗ 2 + 1)
) ∗ \
dt ∗∗ 3 ∗ C( ( j4 , j3 , j2 , j 1 ) , (0 , 0 , 1 , 0) ) / 32
else :
return super ( C0010 , c l s ) . new ( c l s , ∗ args , ∗∗kwargs )
def do i t ( s e l f , ∗∗ h in t s ) :
”””
Tries to expand or c a l c u l a t e f unc t i on
Returns
−−−−−−−
C0010 o b j e c t
”””
return C0010 (∗ s e l f . args , ∗∗ h in t s )
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Listing 19. C01 calculation module
import sympy as sp
from mathematics . sde . non l in ea r . f u n c t i o n s . c o e f f i c i e n t s . c import C
class C01( sp . Function ) :
”””
Gives the Fourier−−Legendre c o e f f i c i e n t wi th r e que s t ed i n d i c e s and we i gh t s
”””
nargs = 3
def new ( c l s , ∗ args , ∗∗kwargs ) :
”””
Creates C c o e f f i c i e n t o b j e c t wi th needed
i nd i c e s and we i gh t s and c a l c u l a t e s i t
Parameters
−−−−−−−−−−
i n d i c e s : t u p l e
r e que s t ed i n d i c e s
we i gh t s : t u p l e
r e que s t ed we i gh t s
Returns
−−−−−−−
sympy . Rat iona l or C000
c a l c u l a t e d va lue or symbo l i c e xp re s s i on
”””
j2 , j1 , dt = sp . sympify ( args )
i f isinstance ( j1 , sp . Number) and isinstance ( j2 , sp . Number) and \
isinstance ( dt , sp . Number) :
return sp . s q r t ( ( j 1 ∗ 2 + 1) ∗ ( j 2 ∗ 2 + 1) ) ∗ \
dt ∗∗ 2 ∗ C( ( j2 , j 1 ) , (0 , 1) ) / 8
else :
return super (C01 , c l s ) . new ( c l s , ∗ args , ∗∗kwargs )
def do i t ( s e l f , ∗∗ h in t s ) :
”””
Tries to expand or c a l c u l a t e f unc t i on
Returns
−−−−−−−
C01 o b j e c t
”””
return C01(∗ s e l f . args , ∗∗ h in t s )
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Listing 20. C010 calculation module
import sympy as sp
from mathematics . sde . non l in ea r . f u n c t i o n s . c o e f f i c i e n t s . c import C
class C010 ( sp . Function ) :
”””
Gives the Fourier−−Legendre c o e f f i c i e n t wi th r e que s t ed i n d i c e s and we i gh t s
”””
nargs = 4
def new ( c l s , ∗ args , ∗∗kwargs ) :
”””
Creates C c o e f f i c i e n t o b j e c t wi th needed
i nd i c e s and we i gh t s and c a l c u l a t e s i t
Parameters
−−−−−−−−−−
i n d i c e s : t u p l e
r e que s t ed i n d i c e s
we i gh t s : t u p l e
r e que s t ed we i gh t s
Returns
−−−−−−−
sympy . Rat iona l or C000
c a l c u l a t e d va lue or symbo l i c e xp re s s i on
”””
j3 , j2 , j1 , dt = sp . sympify ( args )
i f isinstance ( j1 , sp . Number) and isinstance ( j2 , sp . Number) and \
isinstance ( j3 , sp . Number) and isinstance ( dt , sp . Number) :
return sp . s q r t ( ( j 1 ∗ 2 + 1) ∗ ( j 2 ∗ 2 + 1) ∗ ( j 3 ∗ 2 + 1) ) ∗ \
dt ∗∗ sp . Rat iona l (5 , 2) ∗ C( ( j3 , j2 , j 1 ) , (0 , 1 , 0) ) / 16
else :
return super (C010 , c l s ) . new ( c l s , ∗ args , ∗∗kwargs )
def do i t ( s e l f , ∗∗ h in t s ) :
”””
Tries to expand or c a l c u l a t e f unc t i on
Returns
−−−−−−−
C010 o b j e c t
”””
return C010 (∗ s e l f . args , ∗∗ h in t s )
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Listing 21. C0100 calculation module
import sympy as sp
from mathematics . sde . non l in ea r . f u n c t i o n s . c o e f f i c i e n t s . c import C
class C0100 ( sp . Function ) :
”””
Gives the Fourier−−Legendre c o e f f i c i e n t wi th r e que s t ed i n d i c e s and we i gh t s
”””
nargs = 5
def new ( c l s , ∗ args , ∗∗kwargs ) :
”””
Creates C c o e f f i c i e n t o b j e c t wi th needed
i nd i c e s and we i gh t s and c a l c u l a t e s i t
Parameters
−−−−−−−−−−
i n d i c e s : t u p l e
r e que s t ed i n d i c e s
we i gh t s : t u p l e
r e que s t ed we i gh t s
Returns
−−−−−−−
sympy . Rat iona l or C0000
c a l c u l a t e d va lue or symbo l i c e xp re s s i on
”””
j4 , j3 , j2 , j1 , dt = sp . sympify ( args )
i f isinstance ( j1 , sp . Number) and isinstance ( j2 , sp . Number) and \
isinstance ( j3 , sp . Number) and isinstance ( j4 , sp . Number) and \
isinstance ( dt , sp . Number) :
return sp . s q r t ( ( j 1 ∗ 2 + 1) ∗ ( j 2 ∗ 2 + 1) ∗ ( j 3 ∗ 2 + 1) ∗ ( j 4 ∗ 2 + 1)
) ∗ \
dt ∗∗ 3 ∗ C( ( j4 , j3 , j2 , j 1 ) , (0 , 1 , 0 , 0) ) / 32
else :
return super ( C0100 , c l s ) . new ( c l s , ∗ args , ∗∗kwargs )
def do i t ( s e l f , ∗∗ h in t s ) :
”””
Tries to expand or c a l c u l a t e f unc t i on
Returns
−−−−−−−
C0100 o b j e c t
”””
return C0100 (∗ s e l f . args , ∗∗ h in t s )
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Listing 22. C02 calculation module
import sympy as sp
from mathematics . sde . non l in ea r . f u n c t i o n s . c o e f f i c i e n t s . c import C
class C02( sp . Function ) :
”””
Gives the Fourier−−Legendre c o e f f i c i e n t wi th r e que s t ed i n d i c e s and we i gh t s
”””
nargs = 3
def new ( c l s , ∗ args , ∗∗kwargs ) :
”””
Creates C c o e f f i c i e n t o b j e c t wi th needed
i nd i c e s and we i gh t s and c a l c u l a t e s i t
Parameters
−−−−−−−−−−
i n d i c e s : t u p l e
r e que s t ed i n d i c e s
we i gh t s : t u p l e
r e que s t ed we i gh t s
Returns
−−−−−−−
sympy . Rat iona l or C000
c a l c u l a t e d va lue or symbo l i c e xp re s s i on
”””
j2 , j1 , dt = sp . sympify ( args )
i f isinstance ( j1 , sp . Number) and isinstance ( j2 , sp . Number) and \
isinstance ( dt , sp . Number) :
return sp . s q r t ( ( j 1 ∗ 2 + 1) ∗ ( j 2 ∗ 2 + 1) ) ∗ \
dt ∗∗ 3 ∗ C( ( j2 , j 1 ) , (0 , 2) ) / 16
else :
return super (C02 , c l s ) . new ( c l s , ∗ args , ∗∗kwargs )
def do i t ( s e l f , ∗∗ h in t s ) :
”””
Tries to expand or c a l c u l a t e f unc t i on
Returns
−−−−−−−
C02 o b j e c t
”””
return C02(∗ s e l f . args , ∗∗ h in t s )
IMPLEMENTATION OF STRONG NUMERICAL METHODS 71
Listing 23. C10 calculation module
import sympy as sp
from mathematics . sde . non l in ea r . f u n c t i o n s . c o e f f i c i e n t s . c import C
class C10( sp . Function ) :
”””
Gives the Fourier−−Legendre c o e f f i c i e n t wi th r e que s t ed i n d i c e s and we i gh t s
”””
nargs = 3
def new ( c l s , ∗ args , ∗∗kwargs ) :
”””
Creates C c o e f f i c i e n t o b j e c t wi th needed
i nd i c e s and we i gh t s and c a l c u l a t e s i t
Parameters
−−−−−−−−−−
i n d i c e s : t u p l e
r e que s t ed i n d i c e s
we i gh t s : t u p l e
r e que s t ed we i gh t s
Returns
−−−−−−−
sympy . Rat iona l or C000
c a l c u l a t e d va lue or symbo l i c e xp re s s i on
”””
j2 , j1 , dt = sp . sympify ( args )
i f isinstance ( j1 , sp . Number) and isinstance ( j2 , sp . Number) and \
isinstance ( dt , sp . Number) :
return sp . s q r t ( ( j 1 ∗ 2 + 1) ∗ ( j 2 ∗ 2 + 1) ) ∗ \
dt ∗∗ 2 ∗ C( ( j2 , j 1 ) , (1 , 0) ) / 8
else :
return super (C10 , c l s ) . new ( c l s , ∗ args , ∗∗kwargs )
def do i t ( s e l f , ∗∗ h in t s ) :
”””
Tries to expand or c a l c u l a t e f unc t i on
Returns
−−−−−−−
C10 o b j e c t
”””
return C10(∗ s e l f . args , ∗∗ h in t s )
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Listing 24. C100 calculation module
import sympy as sp
from mathematics . sde . non l in ea r . f u n c t i o n s . c o e f f i c i e n t s . c import C
class C100 ( sp . Function ) :
”””
Gives the Fourier−−Legendre c o e f f i c i e n t wi th r e que s t ed i n d i c e s and we i gh t s
”””
nargs = 4
def new ( c l s , ∗ args , ∗∗kwargs ) :
”””
Creates C c o e f f i c i e n t o b j e c t wi th needed
i nd i c e s and we i gh t s and c a l c u l a t e s i t
Parameters
−−−−−−−−−−
i n d i c e s : t u p l e
r e que s t ed i n d i c e s
we i gh t s : t u p l e
r e que s t ed we i gh t s
Returns
−−−−−−−
sympy . Rat iona l or C000
c a l c u l a t e d va lue or symbo l i c e xp re s s i on
”””
j3 , j2 , j1 , dt = sp . sympify ( args )
i f isinstance ( j1 , sp . Number) and isinstance ( j2 , sp . Number) and \
isinstance ( j3 , sp . Number) and isinstance ( dt , sp . Number) :
return sp . s q r t ( ( j 1 ∗ 2 + 1) ∗ ( j 2 ∗ 2 + 1) ∗ ( j 3 ∗ 2 + 1) ) ∗ \
dt ∗∗ sp . Rat iona l (5 , 2) ∗ C( ( j3 , j2 , j 1 ) , (1 , 0 , 0) ) / 16
else :
return super (C100 , c l s ) . new ( c l s , ∗ args , ∗∗kwargs )
def do i t ( s e l f , ∗∗ h in t s ) :
”””
Tries to expand or c a l c u l a t e f unc t i on
Returns
−−−−−−−
C000 o b j e c t
”””
return C100 (∗ s e l f . args , ∗∗ h in t s )
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Listing 25. C1000 calculation module
import sympy as sp
from mathematics . sde . non l in ea r . f u n c t i o n s . c o e f f i c i e n t s . c import C
class C1000 ( sp . Function ) :
”””
Gives the Fourier−−Legendre c o e f f i c i e n t wi th r e que s t ed i n d i c e s and we i gh t s
”””
nargs = 5
def new ( c l s , ∗ args , ∗∗kwargs ) :
”””
Creates C c o e f f i c i e n t o b j e c t wi th needed
i nd i c e s and we i gh t s and c a l c u l a t e s i t
Parameters
−−−−−−−−−−
i n d i c e s : t u p l e
r e que s t ed i n d i c e s
we i gh t s : t u p l e
r e que s t ed we i gh t s
Returns
−−−−−−−
sympy . Rat iona l or C0000
c a l c u l a t e d va lue or symbo l i c e xp re s s i on
”””
j4 , j3 , j2 , j1 , dt = sp . sympify ( args )
i f isinstance ( j1 , sp . Number) and isinstance ( j2 , sp . Number) and \
isinstance ( j3 , sp . Number) and isinstance ( j4 , sp . Number) and \
isinstance ( dt , sp . Number) :
return sp . s q r t ( ( j 1 ∗ 2 + 1) ∗ ( j 2 ∗ 2 + 1) ∗ ( j 3 ∗ 2 + 1) ∗ ( j 4 ∗ 2 + 1)
) ∗ \
dt ∗∗ 3 ∗ C( ( j4 , j3 , j2 , j 1 ) , (1 , 0 , 0 , 0) ) / 32
else :
return super ( C1000 , c l s ) . new ( c l s , ∗ args , ∗∗kwargs )
def do i t ( s e l f , ∗∗ h in t s ) :
”””
Tries to expand or c a l c u l a t e f unc t i on
Returns
−−−−−−−
C0100 o b j e c t
”””
return C1000 (∗ s e l f . args , ∗∗ h in t s )
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Listing 26. C11 calculation module
import sympy as sp
from mathematics . sde . non l in ea r . f u n c t i o n s . c o e f f i c i e n t s . c import C
class C11( sp . Function ) :
”””
Gives the Fourier−−Legendre c o e f f i c i e n t wi th r e que s t ed i n d i c e s and we i gh t s
”””
nargs = 3
def new ( c l s , ∗ args , ∗∗kwargs ) :
”””
Creates C c o e f f i c i e n t o b j e c t wi th needed
i nd i c e s and we i gh t s and c a l c u l a t e s i t
Parameters
−−−−−−−−−−
i n d i c e s : t u p l e
r e que s t ed i n d i c e s
we i gh t s : t u p l e
r e que s t ed we i gh t s
Returns
−−−−−−−
sympy . Rat iona l or C000
c a l c u l a t e d va lue or symbo l i c e xp re s s i on
”””
j2 , j1 , dt = sp . sympify ( args )
i f isinstance ( j1 , sp . Number) and isinstance ( j2 , sp . Number) and \
isinstance ( dt , sp . Number) :
return sp . s q r t ( ( j 1 ∗ 2 + 1) ∗ ( j 2 ∗ 2 + 1) ) ∗ \
dt ∗∗ 3 ∗ C( ( j2 , j 1 ) , (1 , 1) ) / 16
else :
return super (C11 , c l s ) . new ( c l s , ∗ args , ∗∗kwargs )
def do i t ( s e l f , ∗∗ h in t s ) :
”””
Tries to expand or c a l c u l a t e f unc t i on
Returns
−−−−−−−
C11 o b j e c t
”””
return C11(∗ s e l f . args , ∗∗ h in t s )
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Listing 27. C20 calculation module
import sympy as sp
from mathematics . sde . non l in ea r . f u n c t i o n s . c o e f f i c i e n t s . c import C
class C20( sp . Function ) :
”””
Gives the Fourier−−Legendre c o e f f i c i e n t wi th r e que s t ed i n d i c e s and we i gh t s
”””
nargs = 3
def new ( c l s , ∗ args , ∗∗kwargs ) :
”””
Creates C c o e f f i c i e n t o b j e c t wi th needed
i nd i c e s and we i gh t s and c a l c u l a t e s i t
Parameters
−−−−−−−−−−
i n d i c e s : t u p l e
r e que s t ed i n d i c e s
we i gh t s : t u p l e
r e que s t ed we i gh t s
Returns
−−−−−−−
sympy . Rat iona l or C000
c a l c u l a t e d va lue or symbo l i c e xp re s s i on
”””
j2 , j1 , dt = sp . sympify ( args )
i f isinstance ( j1 , sp . Number) and isinstance ( j2 , sp . Number) and \
isinstance ( dt , sp . Number) :
return sp . s q r t ( ( j 1 ∗ 2 + 1) ∗ ( j 2 ∗ 2 + 1) ) ∗ \
dt ∗∗ 3 ∗ C( ( j2 , j 1 ) , (2 , 0) ) / 16
else :
return super (C20 , c l s ) . new ( c l s , ∗ args , ∗∗kwargs )
def do i t ( s e l f , ∗∗ h in t s ) :
”””
Tries to expand or c a l c u l a t e f unc t i on
Returns
−−−−−−−
C02 o b j e c t
”””
return C20(∗ s e l f . args , ∗∗ h in t s )
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8.2. Supplementary differential operators.
Listing 28. Differential operators definitions
”””
Ca l cu l a t e s L opera tor
Parameters
−−−−−−−−−−
a : numpy . ndarray
a l g e b r a i c , g i ven in the v a r i a b l e s x and t
b : numpy . ndarray
a l g e b r a i c , g i ven in the v a r i a b l e s x and t
f : sympy . Expr
a l g e b r a i c , g i ven in the v a r i a b l e s x and t
dxs : t u p l e
v a r i a b l e s to d i f f e r e n t i a t e
Returns
−−−−−−−
sympy . Expr
formula to s imp l i f y and s u b s t i t u t e
”””
class L(a , b , f , dxs ) :
pass
”””
Ca l cu l a t e s G opera tor
Parameters
−−−−−−−−−−
c : numpy . ndarray
a l g e b r a i c , g i ven in the v a r i a b l e s x and t
f : sympy . Expr
a l g e b r a i c , g i ven in the v a r i a b l e s x and t
dxs : t u p l e
v a r i a b l e s to d i f f e r e n t i a t e
Returns
−−−−−−−
sympy . Expr
formula to s imp l i f y and s u b s t i t u t e
”””
class G( c , f , dxs ) :
pass
”””
Ca l cu l a t e s Aj opera tor
Parameters
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−−−−−−−−−−
i : i n t
i n t e g r a l index
a : numpy . ndarray
a l g e b r a i c , g i ven in the v a r i a b l e s x and t
b : numpy . ndarray
a l g e b r a i c , g i ven in the v a r i a b l e s x and t
dxs : t u p l e
v a r i a b l e s to d i f f e r e n t i a t e
Returns
−−−−−−−
sympy . Expr
formula to s imp l i f y and s u b s t i t u t e
”””
class Aj ( i , a , b , dxs ) :
pass
”””
Ca l cu l a t e s Lj opera tor
Parameters
−−−−−−−−−−
a : numpy . ndarray
a l g e b r a i c , g i ven in the v a r i a b l e s x and t
f : numpy . ndarray
a l g e b r a i c , g i ven in the v a r i a b l e s x and t
dxs : t u p l e
v a r i a b l e s to d i f f e r e n t i a t e
Returns
−−−−−−−
sympy . Expr
formula to s imp l i f y and s u b s t i t u t e
”””
class Lj ( a , f , dxs ) :
pass
8.3. Iterated Ito stochastic integrals approximations subprograms.
Listing 29. Definitions of iterated Ito stochastic integrals approximations
”””
Ca l cu l a t e s I0 i n t e g r a l approximation
Parameters
−−−−−−−−−−
i 1 : i n t
i n t e g r a l index
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dt : f l o a t
d e l t a time
k s i : numpy . ndarray
matrix o f Gaussian v a r i a b l e s
Returns
−−−−−−−
sympy . Expr
formula to s imp l i f y and s u b s t i t u t e
”””
class I0 ( i1 , dt , k s i ) :
pass
”””
Ca l cu l a t e s I00 i n t e g r a l approximation
Parameters
−−−−−−−−−−
i 1 : i n t
i n t e g r a l index
i2 : i n t
i n t e g r a l index
q : i n t
amount o f terms in approximation o f i n t e g r a l
d t : f l o a t
d e l t a time
k s i : numpy . ndarray
matrix o f Gaussian v a r i a b l e s
Returns
−−−−−−−
sympy . Expr
formula to s imp l i f y and s u b s t i t u t e
”””
class I00 ( i1 , i2 , q , dt , k s i ) :
pass
”””
Ca l cu l a t e s I000 i n t e g r a l approximation
Parameters
−−−−−−−−−−
i 1 : i n t
i n t e g r a l index
i2 : i n t
i n t e g r a l index
i3 : i n t
i n t e g r a l index
q : i n t
amount o f terms in approximation o f i n t e g r a l
d t : f l o a t
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d e l t a time
k s i : numpy . ndarray
matrix o f Gaussian v a r i a b l e s
Returns
−−−−−−−
sympy . Expr
formula to s imp l i f y and s u b s t i t u t e
”””
class I000 ( i1 , i2 , i3 , q , dt , k s i ) :
pass
”””
Ca l cu l a t e s I0000 i n t e g r a l approximation
Parameters
−−−−−−−−−−
i 1 : i n t
i n t e g r a l index
i2 : i n t
i n t e g r a l index
i3 : i n t
i n t e g r a l index
i4 : i n t
i n t e g r a l index
q : i n t
amount o f terms in approximation o f i n t e g r a l
d t : f l o a t
d e l t a time
k s i : numpy . ndarray
matrix o f Gaussian v a r i a b l e s
Returns
−−−−−−−
sympy . Expr
formula to s imp l i f y and s u b s t i t u t e
”””
class I0000 ( i1 , i2 , i3 , i4 , q , dt , k s i ) :
pass
”””
Ca l cu l a t e s I00000 i n t e g r a l approximation
Parameters
−−−−−−−−−−
i 1 : i n t
i n t e g r a l index
i2 : i n t
i n t e g r a l index
i3 : i n t
i n t e g r a l index
80 M.D. KUZNETSOV AND D.F. KUZNETSOV
i 4 : i n t
i n t e g r a l index
i5 : i n t
i n t e g r a l index
q : i n t
amount o f terms in approximation o f i n t e g r a l
d t : f l o a t
d e l t a time
k s i : numpy . ndarray
matrix o f Gaussian v a r i a b l e s
Returns
−−−−−−−
sympy . Expr
formula to s imp l i f y and s u b s t i t u t e
”””
class I00000 ( i1 , i2 , i3 , i4 , i5 , q , dt , k s i ) :
pass
”””
Ca l cu l a t e s I000000 i n t e g r a l approximation
Parameters
−−−−−−−−−−
i 1 : i n t
i n t e g r a l index
i2 : i n t
i n t e g r a l index
i3 : i n t
i n t e g r a l index
i4 : i n t
i n t e g r a l index
i5 : i n t
i n t e g r a l index
i6 : i n t
i n t e g r a l index
q : i n t
amount o f terms in approximation o f i n t e g r a l
d t : f l o a t
d e l t a time
k s i : numpy . ndarray
matrix o f Gaussian v a r i a b l e s
Returns
−−−−−−−
sympy . Expr
formula to s imp l i f y and s u b s t i t u t e
”””
class I000000 ( i1 , i2 , i3 , i4 , i5 , i6 , q , dt , k s i ) :
pass
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”””
Ca l cu l a t e s I1 i n t e g r a l approximation
Parameters
−−−−−−−−−−
i 1 : i n t
i n t e g r a l index
q : i n t
amount o f terms in approximation o f i n t e g r a l
d t : f l o a t
d e l t a time
k s i : numpy . ndarray
matrix o f Gaussian v a r i a b l e s
Returns
−−−−−−−
sympy . Expr
formula to s imp l i f y and s u b s t i t u t e
”””
class I1 ( i1 , dt , k s i ) :
pass
”””
Ca l cu l a t e s I01 i n t e g r a l approximation
Parameters
−−−−−−−−−−
i 1 : i n t
i n t e g r a l index
i2 : i n t
i n t e g r a l index
q : i n t
amount o f terms in approximation o f i n t e g r a l
d t : f l o a t
d e l t a time
k s i : numpy . ndarray
matrix o f Gaussian v a r i a b l e s
Returns
−−−−−−−
sympy . Expr
formula to s imp l i f y and s u b s t i t u t e
”””
class I01 ( i1 , i2 , q , dt , k s i ) :
pass
”””
Ca l cu l a t e s I001 i n t e g r a l approximation
Parameters
−−−−−−−−−−
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i 1 : i n t
i n t e g r a l index
i2 : i n t
i n t e g r a l index
i3 : i n t
i n t e g r a l index
q : i n t
amount o f terms in approximation o f i n t e g r a l
d t : f l o a t
d e l t a time
k s i : numpy . ndarray
matrix o f Gaussian v a r i a b l e s
Returns
−−−−−−−
sympy . Expr
formula to s imp l i f y and s u b s t i t u t e
”””
class I001 ( i1 , i2 , i3 , q , dt , k s i ) :
pass
”””
Ca l cu l a t e s I0001 i n t e g r a l approximation
Parameters
−−−−−−−−−−
i 1 : i n t
i n t e g r a l index
i2 : i n t
i n t e g r a l index
i3 : i n t
i n t e g r a l index
i4 : i n t
i n t e g r a l index
q : i n t
amount o f terms in approximation o f i n t e g r a l
d t : f l o a t
d e l t a time
k s i : numpy . ndarray
matrix o f Gaussian v a r i a b l e s
Returns
−−−−−−−
sympy . Expr
formula to s imp l i f y and s u b s t i t u t e
”””
class I0001 ( i1 , i2 , i3 , i4 , q , dt , k s i ) :
pass
”””
Ca l cu l a t e s I2 i n t e g r a l approximation
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Parameters
−−−−−−−−−−
i 1 : i n t
i n t e g r a l index
q : i n t
amount o f terms in approximation o f i n t e g r a l
d t : f l o a t
d e l t a time
k s i : numpy . ndarray
matrix o f Gaussian v a r i a b l e s
Returns
−−−−−−−
sympy . Expr
formula to s imp l i f y and s u b s t i t u t e
”””
class I2 ( i1 , dt , k s i ) :
pass
”””
Ca l cu l a t e s I02 i n t e g r a l approximation
Parameters
−−−−−−−−−−
i 1 : i n t
i n t e g r a l index
i2 : i n t
i n t e g r a l index
q : i n t
amount o f terms in approximation o f i n t e g r a l
d t : f l o a t
d e l t a time
k s i : numpy . ndarray
matrix o f Gaussian v a r i a b l e s
Returns
−−−−−−−
sympy . Expr
formula to s imp l i f y and s u b s t i t u t e
”””
class I02 ( i1 , i2 , q , dt , k s i ) :
pass
”””
Ca l cu l a t e s I10 i n t e g r a l approximation
Parameters
−−−−−−−−−−
i 1 : i n t
i n t e g r a l index
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i 2 : i n t
i n t e g r a l index
q : i n t
amount o f terms in approximation o f i n t e g r a l
d t : f l o a t
d e l t a time
k s i : numpy . ndarray
matrix o f Gaussian v a r i a b l e s
Returns
−−−−−−−
sympy . Expr
formula to s imp l i f y and s u b s t i t u t e
”””
class I10 ( i1 , i2 , q , dt , k s i ) :
pass
”””
Ca l cu l a t e s I010 i n t e g r a l approximation
Parameters
−−−−−−−−−−
i 1 : i n t
i n t e g r a l index
i2 : i n t
i n t e g r a l index
i3 : i n t
i n t e g r a l index
q : i n t
amount o f terms in approximation o f i n t e g r a l
d t : f l o a t
d e l t a time
k s i : numpy . ndarray
matrix o f Gaussian v a r i a b l e s
Returns
−−−−−−−
sympy . Expr
formula to s imp l i f y and s u b s t i t u t e
”””
class I010 ( i1 , i2 , i3 , q , dt , k s i ) :
pass
”””
Ca l cu l a t e s I0010 i n t e g r a l approximation
Parameters
−−−−−−−−−−
i 1 : i n t
i n t e g r a l index
i2 : i n t
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i n t e g r a l index
i3 : i n t
i n t e g r a l index
i4 : i n t
i n t e g r a l index
q : i n t
amount o f terms in approximation o f i n t e g r a l
d t : f l o a t
d e l t a time
k s i : numpy . ndarray
matrix o f Gaussian v a r i a b l e s
Returns
−−−−−−−
sympy . Expr
formula to s imp l i f y and s u b s t i t u t e
”””
class I0010 ( i1 , i2 , i3 , i4 , q , dt , k s i ) :
pass
”””
Ca l cu l a t e s I11 i n t e g r a l approximation
Parameters
−−−−−−−−−−
i 1 : i n t
i n t e g r a l index
i2 : i n t
i n t e g r a l index
q : i n t
amount o f terms in approximation o f i n t e g r a l
d t : f l o a t
d e l t a time
k s i : numpy . ndarray
matrix o f Gaussian v a r i a b l e s
Returns
−−−−−−−
sympy . Expr
formula to s imp l i f y and s u b s t i t u t e
”””
class I11 ( i1 , i2 , q , dt , k s i ) :
pass
”””
Ca l cu l a t e s I20 i n t e g r a l approximation
Parameters
−−−−−−−−−−
i 1 : i n t
i n t e g r a l index
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i 2 : i n t
i n t e g r a l index
q : i n t
amount o f terms in approximation o f i n t e g r a l
d t : f l o a t
d e l t a time
k s i : numpy . ndarray
matrix o f Gaussian v a r i a b l e s
Returns
−−−−−−−
sympy . Expr
formula to s imp l i f y and s u b s t i t u t e
”””
class I20 ( i1 , i2 , q , dt , k s i ) :
pass
”””
Ca l cu l a t e s I100 i n t e g r a l approximation
Parameters
−−−−−−−−−−
i 1 : i n t
i n t e g r a l index
i2 : i n t
i n t e g r a l index
i3 : i n t
i n t e g r a l index
q : i n t
amount o f terms in approximation o f i n t e g r a l
d t : f l o a t
d e l t a time
k s i : numpy . ndarray
matrix o f Gaussian v a r i a b l e s
Returns
−−−−−−−
sympy . Expr
formula to s imp l i f y and s u b s t i t u t e
”””
class I100 ( i1 , i2 , i3 , q , dt , k s i ) :
pass
”””
Ca l cu l a t e s I0100 i n t e g r a l approximation
Parameters
−−−−−−−−−−
i 1 : i n t
i n t e g r a l index
i2 : i n t
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i n t e g r a l index
i3 : i n t
i n t e g r a l index
i4 : i n t
i n t e g r a l index
q : i n t
amount o f terms in approximation o f i n t e g r a l
d t : f l o a t
d e l t a time
k s i : numpy . ndarray
matrix o f Gaussian v a r i a b l e s
Returns
−−−−−−−
sympy . Expr
formula to s imp l i f y and s u b s t i t u t e
”””
class I0100 ( i1 , i2 , i3 , i4 , q , dt , k s i ) :
pass
”””
Ca l cu l a t e s I1000 i n t e g r a l approximation
Parameters
−−−−−−−−−−
i 1 : i n t
i n t e g r a l index
i2 : i n t
i n t e g r a l index
i3 : i n t
i n t e g r a l index
i4 : i n t
i n t e g r a l index
q : i n t
amount o f terms in approximation o f i n t e g r a l
d t : f l o a t
d e l t a time
k s i : numpy . ndarray
matrix o f Gaussian v a r i a b l e s
Returns
−−−−−−−
sympy . Expr
formula to s imp l i f y and s u b s t i t u t e
”””
class I1000 ( i1 , i2 , i3 , i4 , q , dt , k s i ) :
pass
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8.4. Iterated Stratonovich stochastic integrals approximations subprograms.
Listing 30. Definitions of iterated Stratonovich stochastic integrals ap-
proximations
”””
Ca l cu l a t e s J0 i n t e g r a l approximation
Parameters
−−−−−−−−−−
i 1 : i n t
i n t e g r a l index
q : i n t
amount o f terms in i n t e g r a l approximation
dt : f l o a t
d e l t a time
k s i : numpy . ndarray
matrix o f Gaussian v a r i a b l e s
Returns
−−−−−−−
sympy . Expr
formula to s imp l i f y and s u b s t i t u t e
”””
class J0 ( i1 , dt , k s i ) :
pass
”””
Ca l cu l a t e s J00 i n t e g r a l approximation
Parameters
−−−−−−−−−−
i 1 : i n t
i n t e g r a l index
i2 : i n t
i n t e g r a l index
q : i n t
amount o f terms in i n t e g r a l approximation
dt : f l o a t
d e l t a time
k s i : numpy . ndarray
matrix o f Gaussian v a r i a b l e s
Returns
−−−−−−−
sympy . Expr
formula to s imp l i f y and s u b s t i t u t e
”””
class J00 ( i1 , i2 , q , dt , k s i ) :
pass
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”””
Ca l cu l a t e s J000 i n t e g r a l approximation
Parameters
−−−−−−−−−−
i 1 : i n t
i n t e g r a l index
i2 : i n t
i n t e g r a l index
i3 : i n t
i n t e g r a l index
q : i n t
amount o f terms in i n t e g r a l approximation
dt : f l o a t
d e l t a time
k s i : numpy . ndarray
matrix o f Gaussian v a r i a b l e s
Returns
−−−−−−−
sympy . Expr
formula to s imp l i f y and s u b s t i t u t e
”””
class J000 ( i1 , i2 , i3 , q , dt , k s i ) :
pass
”””
Ca l cu l a t e s J0000 i n t e g r a l approximation
Parameters
−−−−−−−−−−
i 1 : i n t
i n t e g r a l index
i2 : i n t
i n t e g r a l index
i3 : i n t
i n t e g r a l index
i4 : i n t
i n t e g r a l index
q : i n t
amount o f terms in i n t e g r a l approximation
dt : f l o a t
d e l t a time
k s i : numpy . ndarray
matrix o f Gaussian v a r i a b l e s
Returns
−−−−−−−
sympy . Expr
formula to s imp l i f y and s u b s t i t u t e
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”””
class J0000 ( i1 , i2 , i3 , i4 , q , dt , k s i ) :
pass
”””
Ca l cu l a t e s J00000 i n t e g r a l approximation
Parameters
−−−−−−−−−−
i 1 : i n t
i n t e g r a l index
i2 : i n t
i n t e g r a l index
i3 : i n t
i n t e g r a l index
i4 : i n t
i n t e g r a l index
i5 : i n t
i n t e g r a l index
q : i n t
amount o f terms in i n t e g r a l approximation
dt : f l o a t
d e l t a time
k s i : numpy . ndarray
matrix o f Gaussian v a r i a b l e s
Returns
−−−−−−−
sympy . Expr
formula to s imp l i f y and s u b s t i t u t e
”””
class J00000 ( i1 , i2 , i3 , i4 , i5 , q , dt , k s i ) :
pass
”””
Ca l cu l a t e s J000000 i n t e g r a l approximation
Parameters
−−−−−−−−−−
i 1 : i n t
i n t e g r a l index
i2 : i n t
i n t e g r a l index
i3 : i n t
i n t e g r a l index
i4 : i n t
i n t e g r a l index
i5 : i n t
i n t e g r a l index
i6 : i n t
i n t e g r a l index
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q : i n t
amount o f terms in i n t e g r a l approximation
dt : f l o a t
d e l t a time
k s i : numpy . ndarray
matrix o f Gaussian v a r i a b l e s
Returns
−−−−−−−
sympy . Expr
formula to s imp l i f y and s u b s t i t u t e
”””
class J000000 ( i1 , i2 , i3 , i4 , i5 , i6 , q , dt , k s i ) :
pass
”””
Ca l cu l a t e s J1 i n t e g r a l approximation
Parameters
−−−−−−−−−−
i 1 : i n t
i n t e g r a l index
q : i n t
amount o f terms in i n t e g r a l approximation
dt : f l o a t
d e l t a time
k s i : numpy . ndarray
matrix o f Gaussian v a r i a b l e s
Returns
−−−−−−−
sympy . Expr
formula to s imp l i f y and s u b s t i t u t e
”””
class J1 ( i1 , dt , k s i ) :
pass
”””
Ca l cu l a t e s J01 i n t e g r a l approximation
Parameters
−−−−−−−−−−
i 1 : i n t
i n t e g r a l index
i2 : i n t
i n t e g r a l index
q : i n t
amount o f terms in i n t e g r a l approximation
dt : f l o a t
d e l t a time
k s i : numpy . ndarray
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matrix o f Gaussian v a r i a b l e s
Returns
−−−−−−−
sympy . Expr
formula to s imp l i f y and s u b s t i t u t e
”””
class J01 ( i1 , i2 , q , dt , k s i ) :
pass
”””
Ca l cu l a t e s J001 i n t e g r a l approximation
Parameters
−−−−−−−−−−
i 1 : i n t
i n t e g r a l index
i2 : i n t
i n t e g r a l index
i3 : i n t
i n t e g r a l index
q : i n t
amount o f terms in i n t e g r a l approximation
dt : f l o a t
d e l t a time
k s i : numpy . ndarray
matrix o f Gaussian v a r i a b l e s
Returns
−−−−−−−
sympy . Expr
formula to s imp l i f y and s u b s t i t u t e
”””
class J001 ( i1 , i2 , i3 , q , dt , k s i ) :
pass
”””
Ca l cu l a t e s J0001 i n t e g r a l approximation
Parameters
−−−−−−−−−−
i 1 : i n t
i n t e g r a l index
i2 : i n t
i n t e g r a l index
i3 : i n t
i n t e g r a l index
i4 : i n t
i n t e g r a l index
q : i n t
amount o f terms in i n t e g r a l approximation
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dt : f l o a t
d e l t a time
k s i : numpy . ndarray
matrix o f Gaussian v a r i a b l e s
Returns
−−−−−−−
sympy . Expr
formula to s imp l i f y and s u b s t i t u t e
”””
class J0001 ( i1 , i2 , i3 , i4 , q , dt , k s i ) :
pass
”””
Ca l cu l a t e s J2 i n t e g r a l approximation
Parameters
−−−−−−−−−−
i 1 : i n t
i n t e g r a l index
q : i n t
amount o f terms in i n t e g r a l approximation
dt : f l o a t
d e l t a time
k s i : numpy . ndarray
matrix o f Gaussian v a r i a b l e s
Returns
−−−−−−−
sympy . Expr
formula to s imp l i f y and s u b s t i t u t e
”””
class J2 ( i1 , dt , k s i ) :
pass
”””
Ca l cu l a t e s J02 i n t e g r a l approximation
Parameters
−−−−−−−−−−
i 1 : i n t
i n t e g r a l index
i2 : i n t
i n t e g r a l index
q : i n t
amount o f terms in i n t e g r a l approximation
dt : f l o a t
d e l t a time
k s i : numpy . ndarray
matrix o f Gaussian v a r i a b l e s
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Returns
−−−−−−−
sympy . Expr
formula to s imp l i f y and s u b s t i t u t e
”””
class J02 ( i1 , i2 , q , dt , k s i ) :
pass
”””
Ca l cu l a t e s J10 i n t e g r a l approximation
Parameters
−−−−−−−−−−
i 1 : i n t
i n t e g r a l index
i2 : i n t
i n t e g r a l index
q : i n t
amount o f terms in i n t e g r a l approximation
dt : f l o a t
d e l t a time
k s i : numpy . ndarray
matrix o f Gaussian v a r i a b l e s
Returns
−−−−−−−
sympy . Expr
formula to s imp l i f y and s u b s t i t u t e
”””
class J10 ( i1 , i2 , q , dt , k s i ) :
pass
”””
Ca l cu l a t e s J010 i n t e g r a l approximation
Parameters
−−−−−−−−−−
i 1 : i n t
i n t e g r a l index
i2 : i n t
i n t e g r a l index
i3 : i n t
i n t e g r a l index
q : i n t
amount o f terms in i n t e g r a l approximation
dt : f l o a t
d e l t a time
k s i : numpy . ndarray
matrix o f Gaussian v a r i a b l e s
Returns
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−−−−−−−
sympy . Expr
formula to s imp l i f y and s u b s t i t u t e
”””
class J010 ( i1 , i2 , i3 , q , dt , k s i ) :
pass
”””
Ca l cu l a t e s J0010 i n t e g r a l approximation
Parameters
−−−−−−−−−−
i 1 : i n t
i n t e g r a l index
i2 : i n t
i n t e g r a l index
i3 : i n t
i n t e g r a l index
i4 : i n t
i n t e g r a l index
q : i n t
amount o f terms in i n t e g r a l approximation
dt : f l o a t
d e l t a time
k s i : numpy . ndarray
matrix o f Gaussian v a r i a b l e s
Returns
−−−−−−−
sympy . Expr
formula to s imp l i f y and s u b s t i t u t e
”””
class J0010 ( i1 , i2 , i3 , i4 , q , dt , k s i ) :
pass
”””
Ca l cu l a t e s J11 i n t e g r a l approximation
Parameters
−−−−−−−−−−
i 1 : i n t
i n t e g r a l index
i2 : i n t
i n t e g r a l index
q : i n t
amount o f terms in i n t e g r a l approximation
dt : f l o a t
d e l t a time
k s i : numpy . ndarray
matrix o f Gaussian v a r i a b l e s
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Returns
−−−−−−−
sympy . Expr
formula to s imp l i f y and s u b s t i t u t e
”””
class J11 ( i1 , i2 , q , dt , k s i ) :
pass
”””
Ca l cu l a t e s J20 i n t e g r a l approximation
Parameters
−−−−−−−−−−
i 1 : i n t
i n t e g r a l index
i2 : i n t
i n t e g r a l index
q : i n t
amount o f terms in i n t e g r a l approximation
dt : f l o a t
d e l t a time
k s i : numpy . ndarray
matrix o f Gaussian v a r i a b l e s
Returns
−−−−−−−
sympy . Expr
formula to s imp l i f y and s u b s t i t u t e
”””
class J20 ( i1 , i2 , q , dt , k s i ) :
pass
”””
Ca l cu l a t e s J100 i n t e g r a l approximation
Parameters
−−−−−−−−−−
i 1 : i n t
i n t e g r a l index
i2 : i n t
i n t e g r a l index
i3 : i n t
i n t e g r a l index
q : i n t
amount o f terms in i n t e g r a l approximation
dt : f l o a t
d e l t a time
k s i : numpy . ndarray
matrix o f Gaussian v a r i a b l e s
Returns
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−−−−−−−
sympy . Expr
formula to s imp l i f y and s u b s t i t u t e
”””
class J100 ( i1 , i2 , i3 , q , dt , k s i ) :
pass
”””
Ca l cu l a t e s J0100 i n t e g r a l approximation
Parameters
−−−−−−−−−−
i 1 : i n t
i n t e g r a l index
i2 : i n t
i n t e g r a l index
i3 : i n t
i n t e g r a l index
i4 : i n t
i n t e g r a l index
q : i n t
amount o f terms in i n t e g r a l approximation
dt : f l o a t
d e l t a time
k s i : numpy . ndarray
matrix o f Gaussian v a r i a b l e s
Returns
−−−−−−−
sympy . Expr
formula to s imp l i f y and s u b s t i t u t e
”””
class J0100 ( i1 , i2 , i3 , i4 , q , dt , k s i ) :
pass
”””
Ca l cu l a t e s J1000 i n t e g r a l approximation
Parameters
−−−−−−−−−−
i 1 : i n t
i n t e g r a l index
i2 : i n t
i n t e g r a l index
i3 : i n t
i n t e g r a l index
i4 : i n t
i n t e g r a l index
q : i n t
amount o f terms in i n t e g r a l approximation
dt : f l o a t
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d e l t a time
k s i : numpy . ndarray
matrix o f Gaussian v a r i a b l e s
Returns
−−−−−−−
sympy . Expr
formula to s imp l i f y and s u b s t i t u t e
”””
class J1000 ( i1 , i2 , i3 , i4 , q , dt , k s i ) :
pass
8.5. Calculation of the numbers q, q1, . . . , q15.
Listing 31. Program for Listing 1
#!/ usr / b in /env python
import c o n f i g as c
import t o o l s . database as db
from mathematics . sde . non l in ea r . f u n c t i o n s . c o e f f i c i e n t s . c import C
def main ( ) :
db . connect ( c . database )
dts = [ 0 . 5 , 0 . 25 , 0 . 1 , 0 . 05 , 0 . 025 , 0 . 0 1 ]
print ( ”\ n fo r q with C000” )
for dt in dts :
print ( f ”dt = {dt } , ”
f ”q1 (1 , 2) = { q 000 12 ( dt ) } , ”
f ”q1 (1 , 3) = { q 000 13 ( dt ) } , ”
f ”q1 (2 , 3) = { q 000 23 ( dt ) } , ”
f ”q1 = {q1 ( dt ) }” )
print ( ”\ n fo r q with C0000” )
for dt in dts :
print ( f ”dt = {dt } , ”
f ”q3 (1 , 2) = { q 0000 12 ( dt ) } , ”
f ”q3 (1 , 3) = { q 0000 13 ( dt ) } , ”
f ”q3 (2 , 3) = { q 0000 23 ( dt ) } , ”
f ”q3 (1 , 4) = { q 0000 14 ( dt ) } , ”
f ”q3 = {q3 ( dt ) }” )
print ( ”\ n fo r q with C00000” )
for dt in dts :
print ( f ”dt = {dt } , ”
f ”q4 (1 , 2) = { q 00000 15 ( dt ) } , ”
f ”q4 (5 , 4) = { q 00000 54 ( dt ) } , ”
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f ”q4 (2 , 3) = { q 00000 23 ( dt ) } , ”
f ”q4 (1 , 2) = { q 00000 12 ( dt ) } , ”
f ”q4 = {q4 ( dt ) }” )
def q 000 12 ( dt ) :
i = 1
while True :
va lue = 1 / 6 − 1 / 64 ∗ sum( [
(2 ∗ j 1 + 1) ∗
(2 ∗ j 2 + 1) ∗
(2 ∗ j 3 + 1) ∗
(C( ( j3 , j2 , j 1 ) , (0 , 0 , 0) ) ∗∗ 2 +
C( ( j3 , j2 , j 1 ) , (0 , 0 , 0) ) ∗
C( ( j3 , j1 , j 2 ) , (0 , 0 , 0) ) )
for j 1 in range ( i )
for j 2 in range ( i )
for j 3 in range ( i )
] )
i f value <= dt :
break
i += 1
return i
def q 000 13 ( dt ) :
i = 1
while True :
va lue = 1 / 6 − 1 / 64 ∗ sum( [
(2 ∗ j 1 + 1) ∗
(2 ∗ j 2 + 1) ∗
(2 ∗ j 3 + 1) ∗
(C( ( j3 , j2 , j 1 ) , (0 , 0 , 0) ) ∗∗ 2 +
C( ( j3 , j2 , j 1 ) , (0 , 0 , 0) ) ∗
C( ( j1 , j2 , j 3 ) , (0 , 0 , 0) ) )
for j 1 in range ( i )
for j 2 in range ( i )
for j 3 in range ( i )
] )
i f value <= dt :
break
i += 1
return i
def q 000 23 ( dt ) :
i = 1
while True :
va lue = 1 / 6 − 1 / 64 ∗ sum( [
(2 ∗ j 1 + 1) ∗
(2 ∗ j 2 + 1) ∗
100 M.D. KUZNETSOV AND D.F. KUZNETSOV
(2 ∗ j 3 + 1) ∗
(C( ( j3 , j2 , j 1 ) , (0 , 0 , 0) ) ∗∗ 2 +
C( ( j3 , j2 , j 1 ) , (0 , 0 , 0) ) ∗
C( ( j2 , j3 , j 1 ) , (0 , 0 , 0) ) )
for j 1 in range ( i )
for j 2 in range ( i )
for j 3 in range ( i )
] )
i f value <= dt :
break
i += 1
return i
def q1 ( dt ) :
i = 1
while True :
va lue = 1 / 6 − 1 / 64 ∗ sum( [
(2 ∗ j 1 + 1) ∗
(2 ∗ j 2 + 1) ∗
(2 ∗ j 3 + 1) ∗
C( ( j1 , j2 , j 3 ) , (0 , 0 , 0) ) ∗∗ 2
for j 1 in range ( i )
for j 2 in range ( i )
for j 3 in range ( i )
] )
i f value <= dt :
break
i += 1
return i
def q 0000 12 ( dt ) :
i = 1
while True :
va lue = 1 / 24 − 1 / 256 ∗ sum( [
(2 ∗ j 1 + 1) ∗
(2 ∗ j 2 + 1) ∗
(2 ∗ j 3 + 1) ∗
(2 ∗ j 4 + 1) ∗
(C( ( j4 , j3 , j2 , j 1 ) , (0 , 0 , 0 , 0) ) ∗∗ 2 +
C( ( j4 , j3 , j2 , j 1 ) , (0 , 0 , 0 , 0) ) ∗
C( ( j4 , j3 , j1 , j 2 ) , (0 , 0 , 0 , 0) ) )
for j 1 in range ( i )
for j 2 in range ( i )
for j 3 in range ( i )
for j 4 in range ( i )
] )
i f value <= dt :
break
i += 1
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return i
def q 0000 13 ( dt ) :
i = 1
while True :
va lue = 1 / 24 − 1 / 256 ∗ sum( [
(2 ∗ j 1 + 1) ∗
(2 ∗ j 2 + 1) ∗
(2 ∗ j 3 + 1) ∗
(2 ∗ j 4 + 1) ∗
(C( ( j4 , j3 , j2 , j 1 ) , (0 , 0 , 0 , 0) ) ∗∗ 2 +
C( ( j4 , j3 , j2 , j 1 ) , (0 , 0 , 0 , 0) ) ∗
C( ( j4 , j1 , j2 , j 3 ) , (0 , 0 , 0 , 0) ) )
for j 1 in range ( i )
for j 2 in range ( i )
for j 3 in range ( i )
for j 4 in range ( i )
] )
i f value <= dt :
break
i += 1
return i
def q 0000 23 ( dt ) :
i = 1
while True :
va lue = 1 / 24 − 1 / 256 ∗ sum( [
(2 ∗ j 1 + 1) ∗
(2 ∗ j 2 + 1) ∗
(2 ∗ j 3 + 1) ∗
(2 ∗ j 4 + 1) ∗
(C( ( j4 , j3 , j2 , j 1 ) , (0 , 0 , 0 , 0) ) ∗∗ 2 +
C( ( j4 , j3 , j2 , j 1 ) , (0 , 0 , 0 , 0) ) ∗
C( ( j4 , j2 , j3 , j 1 ) , (0 , 0 , 0 , 0) ) )
for j 1 in range ( i )
for j 2 in range ( i )
for j 3 in range ( i )
for j 4 in range ( i )
] )
i f value <= dt :
break
i += 1
return i
def q 0000 14 ( dt ) :
i = 1
while True :
va lue = 1 / 24 − 1 / 256 ∗ sum( [
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(2 ∗ j 1 + 1) ∗
(2 ∗ j 2 + 1) ∗
(2 ∗ j 3 + 1) ∗
(2 ∗ j 4 + 1) ∗
(C( ( j4 , j3 , j2 , j 1 ) , (0 , 0 , 0 , 0) ) ∗∗ 2 +
C( ( j4 , j3 , j2 , j 1 ) , (0 , 0 , 0 , 0) ) ∗
C( ( j1 , j3 , j2 , j 4 ) , (0 , 0 , 0 , 0) ) )
for j 1 in range ( i )
for j 2 in range ( i )
for j 3 in range ( i )
for j 4 in range ( i )
] )
i f value <= dt :
break
i += 1
return i
def q3 ( dt ) :
i = 1
while True :
va lue = 1 / 24 − 1 / 256 ∗ sum( [
(2 ∗ j 1 + 1) ∗
(2 ∗ j 2 + 1) ∗
(2 ∗ j 3 + 1) ∗
(2 ∗ j 4 + 1) ∗
(C( ( j1 , j2 , j3 , j 4 ) , (0 , 0 , 0 , 0) ) ∗∗ 2)
for j 1 in range ( i )
for j 2 in range ( i )
for j 3 in range ( i )
for j 4 in range ( i )
] )
i f value <= dt :
break
i += 1
return i
def q 00000 15 ( dt ) :
i = 1
while True :
va lue = 1 / 120 − 1 / 32 ∗∗ 2 ∗ sum( [
(2 ∗ j 1 + 1) ∗
(2 ∗ j 2 + 1) ∗
(2 ∗ j 3 + 1) ∗
(2 ∗ j 4 + 1) ∗
(2 ∗ j 4 + 1) ∗
(C( ( j5 , j4 , j3 , j2 , j 1 ) , (0 , 0 , 0 , 0 , 0) ) ∗∗ 2 +
C( ( j5 , j4 , j3 , j2 , j 1 ) , (0 , 0 , 0 , 0 , 0) ) ∗
C( ( j1 , j4 , j3 , j2 , j 5 ) , (0 , 0 , 0 , 0 , 0) ) )
for j 1 in range ( i )
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for j 2 in range ( i )
for j 3 in range ( i )
for j 4 in range ( i )
for j 5 in range ( i )
] )
i f value <= dt :
break
i += 1
return i
def q 00000 54 ( dt ) :
i = 1
while True :
va lue = 1 / 120 − 1 / 32 ∗∗ 2 ∗ sum( [
(2 ∗ j 1 + 1) ∗
(2 ∗ j 2 + 1) ∗
(2 ∗ j 3 + 1) ∗
(2 ∗ j 4 + 1) ∗
(2 ∗ j 4 + 1) ∗
(C( ( j5 , j4 , j3 , j2 , j 1 ) , (0 , 0 , 0 , 0 , 0) ) ∗∗ 2 +
C( ( j5 , j4 , j3 , j2 , j 1 ) , (0 , 0 , 0 , 0 , 0) ) ∗
C( ( j4 , j5 , j3 , j2 , j 1 ) , (0 , 0 , 0 , 0 , 0) ) )
for j 1 in range ( i )
for j 2 in range ( i )
for j 3 in range ( i )
for j 4 in range ( i )
for j 5 in range ( i )
] )
i f value <= dt :
break
i += 1
return i
def q 00000 23 ( dt ) :
i = 1
while True :
va lue = 1 / 120 − 1 / 32 ∗∗ 2 ∗ sum( [
(2 ∗ j 1 + 1) ∗
(2 ∗ j 2 + 1) ∗
(2 ∗ j 3 + 1) ∗
(2 ∗ j 4 + 1) ∗
(2 ∗ j 4 + 1) ∗
(C( ( j5 , j4 , j3 , j2 , j 1 ) , (0 , 0 , 0 , 0 , 0) ) ∗∗ 2 +
C( ( j5 , j4 , j3 , j2 , j 1 ) , (0 , 0 , 0 , 0 , 0) ) ∗
C( ( j5 , j4 , j2 , j3 , j 1 ) , (0 , 0 , 0 , 0 , 0) ) )
for j 1 in range ( i )
for j 2 in range ( i )
for j 3 in range ( i )
for j 4 in range ( i )
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for j 5 in range ( i )
] )
i f value <= dt :
break
i += 1
return i
def q 00000 12 ( dt ) :
i = 1
while True :
va lue = 1 / 120 − 1 / 32 ∗∗ 2 ∗ sum( [
(2 ∗ j 1 + 1) ∗
(2 ∗ j 2 + 1) ∗
(2 ∗ j 3 + 1) ∗
(2 ∗ j 4 + 1) ∗
(2 ∗ j 4 + 1) ∗
(C( ( j5 , j4 , j3 , j2 , j 1 ) , (0 , 0 , 0 , 0 , 0) ) ∗∗ 2 +
C( ( j5 , j4 , j3 , j2 , j 1 ) , (0 , 0 , 0 , 0 , 0) ) ∗
C( ( j5 , j4 , j3 , j1 , j 2 ) , (0 , 0 , 0 , 0 , 0) ) )
for j 1 in range ( i )
for j 2 in range ( i )
for j 3 in range ( i )
for j 4 in range ( i )
for j 5 in range ( i )
] )
i f value <= dt :
break
i += 1
return i
def q4 ( dt ) :
i = 1
while True :
va lue = 1 / 120 − 1 / (32 ∗∗ 2) ∗ sum( [
(2 ∗ j 1 + 1) ∗
(2 ∗ j 2 + 1) ∗
(2 ∗ j 3 + 1) ∗
(2 ∗ j 4 + 1) ∗
(2 ∗ j 5 + 1) ∗
(C( ( j1 , j2 , j3 , j4 , j 5 ) , (0 , 0 , 0 , 0 , 0) ) ∗∗ 2)
for j 1 in range ( i )
for j 2 in range ( i )
for j 3 in range ( i )
for j 4 in range ( i )
for j 5 in range ( i )
] )
i f value <= dt :
break
i += 1
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return i
i f name == ” main ” :
main ( )
Listing 32. Accuracy calculation module (Calculation of the numbers
q, q1, . . . , q15)
from mathematics . sde . non l in ea r . f u n c t i o n s . c o e f f i c i e n t s . c import C
def s o l v e q ( i ) :
”””
Ca l cu l a t e s va lue f o r i t e r a t i o n o f loop
Parameters
−−−−−−−−−−
i : i n t
amount o f members
Returns
−−−−−−−
va l u e s : f l o a t
va lue f o r i t e r a t i o n o f loop t ha t c a l c u l a t e s amount o f q
”””
return 1 / 2 − sum( [
1 / (4 ∗ ( j ∗∗ 2) − 1)
for j in range (1 , i )
] )
def s o l v e q 1 ( i ) :
”””
Ca l cu l a t e s va lue f o r i t e r a t i o n o f loop
Parameters
−−−−−−−−−−
i : i n t
amount o f members
Returns
−−−−−−−
va l u e s : f l o a t
va lue f o r i t e r a t i o n o f loop t ha t c a l c u l a t e s amount o f q1
”””
return 1 / 6 − 1 / 64 ∗ sum( [
(2 ∗ j 1 + 1) ∗
(2 ∗ j 2 + 1) ∗
(2 ∗ j 3 + 1) ∗
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C( ( j1 , j2 , j 3 ) , (0 , 0 , 0) ) ∗∗ 2
for j 1 in range ( i )
for j 2 in range ( i )
for j 3 in range ( i )
] )
def s o l v e q 2 ( i ) :
”””
Ca l cu l a t e s va lue f o r i t e r a t i o n o f loop
Parameters
−−−−−−−−−−
i : i n t
amount o f members
Returns
−−−−−−−
va l u e s : f l o a t
va lue f o r i t e r a t i o n o f loop t ha t c a l c u l a t e s amount o f q2
”””
return 1 / 4 − 1 / 64 ∗ sum( [
(2 ∗ j 1 + 1) ∗
(2 ∗ j 2 + 1) ∗
(C( ( j1 , j 2 ) , (0 , 1) ) ∗∗ 2)
for j 1 in range ( i )
for j 2 in range ( i )
] )
def s o l v e q 2 o p t i o n a l ( i ) :
”””
Ca l cu l a t e s va lue f o r i t e r a t i o n o f loop
Parameters
−−−−−−−−−−
i : i n t
amount o f members
Returns
−−−−−−−
va l u e s : f l o a t
va lue f o r i t e r a t i o n o f loop t ha t c a l c u l a t e s amount o f q2
”””
return 1 / 12 − 1 / 64 ∗ sum( [
(2 ∗ j 1 + 1) ∗
(2 ∗ j 2 + 1) ∗
(C( ( j1 , j 2 ) , (1 , 0) ) ∗∗ 2)
for j 1 in range ( i )
for j 2 in range ( i )
] )
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def s o l v e q 3 ( i ) :
”””
Ca l cu l a t e s va lue f o r i t e r a t i o n o f loop
Parameters
−−−−−−−−−−
i : i n t
amount o f members
Returns
−−−−−−−
va l u e s : f l o a t
va lue f o r i t e r a t i o n o f loop t ha t c a l c u l a t e s amount o f q3
”””
return 1 / 24 − 1 / 256 ∗ sum( [
(2 ∗ j 1 + 1) ∗
(2 ∗ j 2 + 1) ∗
(2 ∗ j 3 + 1) ∗
(2 ∗ j 4 + 1) ∗
(C( ( j1 , j2 , j3 , j 4 ) , (0 , 0 , 0 , 0) ) ∗∗ 2)
for j 1 in range ( i )
for j 2 in range ( i )
for j 3 in range ( i )
for j 4 in range ( i )
] )
def s o l v e q 4 ( i ) :
”””
Ca l cu l a t e s va lue f o r i t e r a t i o n o f loop
Parameters
−−−−−−−−−−
i : i n t
amount o f members
Returns
−−−−−−−
va l u e s : f l o a t
va lue f o r i t e r a t i o n o f loop t ha t c a l c u l a t e s amount o f q4
”””
return 1 / 120 − 1 / (32 ∗∗ 2) ∗ sum( [
(2 ∗ j 1 + 1) ∗
(2 ∗ j 2 + 1) ∗
(2 ∗ j 3 + 1) ∗
(2 ∗ j 4 + 1) ∗
(2 ∗ j 5 + 1) ∗
(C( ( j1 , j2 , j3 , j4 , j 5 ) , (0 , 0 , 0 , 0 , 0) ) ∗∗ 2)
for j 1 in range ( i )
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for j 2 in range ( i )
for j 3 in range ( i )
for j 4 in range ( i )
for j 5 in range ( i )
] )
def s o l v e q 5 ( i ) :
”””
Ca l cu l a t e s va lue f o r i t e r a t i o n o f loop
Parameters
−−−−−−−−−−
i : i n t
amount o f members
Returns
−−−−−−−
va l u e s : f l o a t
va lue f o r i t e r a t i o n o f loop t ha t c a l c u l a t e s amount o f q5
”””
return 1 / 60 − 1 / 256 ∗ sum( [
(2 ∗ j 1 + 1) ∗
(2 ∗ j 2 + 1) ∗
(C( ( j1 , j 2 ) , (2 , 0) ) ∗∗ 2)
for j 1 in range ( i )
for j 2 in range ( i )
] )
def s o l v e q 6 ( i ) :
”””
Ca l cu l a t e s va lue f o r i t e r a t i o n o f loop
Parameters
−−−−−−−−−−
i : i n t
amount o f members
Returns
−−−−−−−
va l u e s : f l o a t
va lue f o r i t e r a t i o n o f loop t ha t c a l c u l a t e s amount o f q6
”””
return 1 / 18 − 1 / 256 ∗ sum( [
(2 ∗ j 1 + 1) ∗
(2 ∗ j 2 + 1) ∗
(C( ( j1 , j 2 ) , (1 , 1) ) ∗∗ 2)
for j 1 in range ( i )
for j 2 in range ( i )
] )
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def s o l v e q 7 ( i ) :
”””
Ca l cu l a t e s va lue f o r i t e r a t i o n o f loop
Parameters
−−−−−−−−−−
i : i n t
amount o f members
Returns
−−−−−−−
va l u e s : f l o a t
va lue f o r i t e r a t i o n o f loop t ha t c a l c u l a t e s amount o f q7
”””
return 1 / 6 − 1 / 256 ∗ sum( [
(2 ∗ j 1 + 1) ∗
(2 ∗ j 2 + 1) ∗
(C( ( j1 , j 2 ) , (0 , 2) ) ∗∗ 2)
for j 1 in range ( i )
for j 2 in range ( i )
] )
def s o l v e q 8 ( i ) :
”””
Ca l cu l a t e s va lue f o r i t e r a t i o n o f loop
Parameters
−−−−−−−−−−
i : i n t
amount o f members
Returns
−−−−−−−
va l u e s : f l o a t
va lue f o r i t e r a t i o n o f loop t ha t c a l c u l a t e s amount o f q8
”””
return 1 / 10 − 1 / 256 ∗ sum( [
(2 ∗ j 1 + 1) ∗
(2 ∗ j 2 + 1) ∗
(2 ∗ j 3 + 1) ∗
(C( ( j1 , j2 , j 3 ) , (0 , 0 , 1) ) ∗∗ 2)
for j 1 in range ( i )
for j 2 in range ( i )
for j 3 in range ( i )
] )
def s o l v e q 9 ( i ) :
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”””
Ca l cu l a t e s va lue f o r i t e r a t i o n o f loop
Parameters
−−−−−−−−−−
i : i n t
amount o f members
Returns
−−−−−−−
va l u e s : f l o a t
va lue f o r i t e r a t i o n o f loop t ha t c a l c u l a t e s amount o f q9
”””
return 1 / 20 − 1 / 256 ∗ sum( [
(2 ∗ j 1 + 1) ∗
(2 ∗ j 2 + 1) ∗
(2 ∗ j 3 + 1) ∗
(C( ( j1 , j2 , j 3 ) , (0 , 1 , 0) ) ∗∗ 2)
for j 1 in range ( i )
for j 2 in range ( i )
for j 3 in range ( i )
] )
def s o l v e q10 ( i ) :
”””
Ca l cu l a t e s va lue f o r i t e r a t i o n o f loop
Parameters
−−−−−−−−−−
i : i n t
amount o f members
Returns
−−−−−−−
va l u e s : f l o a t
va lue f o r i t e r a t i o n o f loop t ha t c a l c u l a t e s amount o f q10
”””
return 1 / 60 − 1 / 256 ∗ sum( [
(2 ∗ j 1 + 1) ∗
(2 ∗ j 2 + 1) ∗
(2 ∗ j 3 + 1) ∗
(C( ( j1 , j2 , j 3 ) , (1 , 0 , 0) ) ∗∗ 2)
for j 1 in range ( i )
for j 2 in range ( i )
for j 3 in range ( i )
] )
def s o l v e q11 ( i ) :
”””
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Ca l cu l a t e s va lue f o r i t e r a t i o n o f loop
Parameters
−−−−−−−−−−
i : i n t
amount o f members
Returns
−−−−−−−
va l u e s : f l o a t
va lue f o r i t e r a t i o n o f loop t ha t c a l c u l a t e s amount o f q11
”””
return 1 / 36 − 1 / (32 ∗∗ 2) ∗ sum( [
(2 ∗ j 1 + 1) ∗
(2 ∗ j 2 + 1) ∗
(2 ∗ j 3 + 1) ∗
(2 ∗ j 4 + 1) ∗
(C( ( j1 , j2 , j3 , j 4 ) , (0 , 0 , 0 , 1) ) ∗∗ 2)
for j 1 in range ( i )
for j 2 in range ( i )
for j 3 in range ( i )
for j 4 in range ( i )
] )
def s o l v e q12 ( i ) :
”””
Ca l cu l a t e s va lue f o r i t e r a t i o n o f loop
Parameters
−−−−−−−−−−
i : i n t
amount o f members
Returns
−−−−−−−
va l u e s : f l o a t
va lue f o r i t e r a t i o n o f loop t ha t c a l c u l a t e s amount o f q12
”””
return 1 / 60 − 1 / (32 ∗∗ 2) ∗ sum( [
(2 ∗ j 1 + 1) ∗
(2 ∗ j 2 + 1) ∗
(2 ∗ j 3 + 1) ∗
(2 ∗ j 4 + 1) ∗
(C( ( j1 , j2 , j3 , j 4 ) , (0 , 0 , 1 , 0) ) ∗∗ 2)
for j 1 in range ( i )
for j 2 in range ( i )
for j 3 in range ( i )
for j 4 in range ( i )
] )
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def s o l v e q13 ( i ) :
”””
Ca l cu l a t e s va lue f o r i t e r a t i o n o f loop
Parameters
−−−−−−−−−−
i : i n t
amount o f members
Returns
−−−−−−−
va l u e s : f l o a t
va lue f o r i t e r a t i o n o f loop t ha t c a l c u l a t e s amount o f q13
”””
return 1 / 120 − 1 / (32 ∗∗ 2) ∗ sum( [
(2 ∗ j 1 + 1) ∗
(2 ∗ j 2 + 1) ∗
(2 ∗ j 3 + 1) ∗
(2 ∗ j 4 + 1) ∗
(C( ( j1 , j2 , j3 , j 4 ) , (0 , 1 , 0 , 0) ) ∗∗ 2)
for j 1 in range ( i )
for j 2 in range ( i )
for j 3 in range ( i )
for j 4 in range ( i )
] )
def s o l v e q14 ( i ) :
”””
Ca l cu l a t e s va lue f o r i t e r a t i o n o f loop
Parameters
−−−−−−−−−−
i : i n t
amount o f members
Returns
−−−−−−−
va l u e s : f l o a t
va lue f o r i t e r a t i o n o f loop t ha t c a l c u l a t e s amount o f q14
”””
return 1 / 360 − 1 / (32 ∗∗ 2) ∗ sum( [
(2 ∗ j 1 + 1) ∗
(2 ∗ j 2 + 1) ∗
(2 ∗ j 3 + 1) ∗
(2 ∗ j 4 + 1) ∗
(C( ( j1 , j2 , j3 , j 4 ) , (1 , 0 , 0 , 0) ) ∗∗ 2)
for j 1 in range ( i )
for j 2 in range ( i )
for j 3 in range ( i )
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for j 4 in range ( i )
] )
def s o l v e q15 ( i ) :
”””
Ca l cu l a t e s va lue f o r i t e r a t i o n o f loop
Parameters
−−−−−−−−−−
i : i n t
amount o f members
Returns
−−−−−−−
va l u e s : f l o a t
va lue f o r i t e r a t i o n o f loop t ha t c a l c u l a t e s amount o f q15
”””
return 1 / 720 − 1 / (64 ∗∗ 2) ∗ sum( [
(2 ∗ j 1 + 1) ∗
(2 ∗ j 2 + 1) ∗
(2 ∗ j 3 + 1) ∗
(2 ∗ j 4 + 1) ∗
(2 ∗ j 5 + 1) ∗
(2 ∗ j 6 + 1) ∗
(C( ( j1 , j2 , j3 , j4 , j5 , j 6 ) , (0 , 0 , 0 , 0 , 0 , 0) ) ∗∗ 2)
for j 1 in range ( i )
for j 2 in range ( i )
for j 3 in range ( i )
for j 4 in range ( i )
for j 5 in range ( i )
for j 6 in range ( i )
] )
s o l v e r s = [
so lve q , so lve q1 , so lve q2 , so lve q3 , so lve q8 ,
so lve q9 , so lve q10 , so lve q4 , so lve q7 , so lve q6 ,
so lve q5 , so lve q11 , so lve q12 , so lve q13 ,
so lve q14 , so lve q15 ,
]
d t deg r e e s = [
[ 1 ] ,
[ 2 , 1 ] ,
[ 3 , 2 , 1 , 1 ] ,
[ 4 , 3 , 2 , 2 , 1 , 1 , 1 , 1 ] ,
[ 5 , 4 , 3 , 3 , 2 , 2 , 2 , 2 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 1 ] ,
]
q ranges = [
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1 , 2 , 4 , 8 , 16
]
def loop ( dt : f loat , k : f loat , degree : int , s o l v e r ) :
”””
Loop t ha t choses amount o f q t ha t p rov ide s necessary accuracy
Parameters
−−−−−−−−−−
dt : f l o a t
d e l t a time
k : f l o a t
user chosen c o e f f i c i e n t o f accuracy
degree : i n t
degree o f d t depending on q
s o l v e r : f unc t i on
func t i on t ha t
Returns
−−−−−−−
i : i n t
amount o f q
”””
i = 1
while True :
i f s o l v e r ( i ) <= k ∗ dt ∗∗ degree :
break
i += 1
return i
def ge t q ( dt : f loat , k : f loat , r : f loat ) :
”””
I t e r a t e s s o l v e r s and ge t q va l u e s necessary to
ach i eve g iven accuracy
Parameters
−−−−−−−−−−
dt : f l o a t
i n t e g r a t i o n s t ep
k : f l o a t
user chosen c o e f f i c i e n t o f accuracy
r : f l o a t
s t rong numerical scheme order
Returns
−−−−−−−
q s r e s u l t : t u p l e
q va l u e s
”””
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q s r e s u l t = [ ]
degree = int ( r ∗ 2)
range id = degree − 2
for q id in range ( q ranges [ r ange id ] ) :
q s r e s u l t . append ( loop ( dt , k , d t deg r e e s [ r ange id ] [ q i d ] , s o l v e r s [ q id ] ) )
return tuple ( q s r e s u l t )
8.6. Strong Taylor–Ito numerical schemes with convergence orders 1.0, 1.5, 2.0, 2.5, and
3.0.
Listing 33. Strong Taylor–Ito scheme with convergence orders 0.5 (Euler
scheme)
import sympy as sp
from mathematics . sde . non l in ea r . f u n c t i o n s . i t o . i 0 import I0
class Euler ( sp . Function ) :
”””
Euler method
”””
nargs = 6
def new ( c l s , ∗ args , ∗∗kwargs ) :
”””
Creates new Euler o b j e c t wi th g iven args
Parameters
−−−−−−−−−−
i : i n t
component o f s t o c h a s t i c proces s
yp : numpy . ndarray
i n i t i a l c ond i t i on s
m a : numpy . ndarray
a l g e b r a i c , g i ven in the v a r i a b l e s x and t
m b : numpy . ndarray
a l g e b r a i c , g i ven in the v a r i a b l e s x and t
dt : f l o a t
i n t e g r a t i o n s t ep
k s i : numpy . ndarray
matrix o f Gaussian v a r i a b l e s
Returns
−−−−−−−
sympy . Expr
formula to s imp l i f y and s u b s t i t u t e
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”””
i , yp , m a , m b , dt , k s i = sp . sympify ( args )
n , m = m b . shape [ 0 ] , m b . shape [ 1 ]
a = sp . MatrixSymbol ( ”a” , n , 1)
b = sp . MatrixSymbol ( ”b” , n , m)
i 1 = sp . symbols ( ” i 1 ” )
formula = \
yp [ i , 0 ] + a [ i , 0 ] ∗ dt + \
sp .Sum(
b [ i , i 1 ] ∗ I0 ( i1 , dt , k s i ) ,
( i1 , 0 , m − 1) )
i f m a . i s Mat r i x and m b . i s Mat r i x :
return formula . subs ( [ ( a , m a) , (b , m b) ] )
else :
return formula
def do i t ( s e l f , ∗∗ h in t s ) :
”””
Tries to expand or c a l c u l a t e f unc t i on
Returns
−−−−−−−
sympy . Expr
”””
return Euler (∗ s e l f . args , ∗∗ h in t s )
Listing 34. Strong Taylor–Ito scheme with convergence orders 1.0 (Mil-
stein scheme)
import sympy as sp
from mathematics . sde . non l in ea r . f u n c t i o n s . g import G
from mathematics . sde . non l in ea r . f u n c t i o n s . i t o . i 0 import I0
from mathematics . sde . non l in ea r . f u n c t i o n s . i t o . i 00 import I00
class M i l s t e i n ( sp . Function ) :
”””
Mi l s t e i n method
”””
nargs = 8
def new ( c l s , ∗ args , ∗∗kwargs ) :
”””
Creates new Mi l s t e i n o b j e c t wi th g iven args
Parameters
−−−−−−−−−−
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i : i n t
component o f s t o c h a s t i c proces s
yp : numpy . ndarray
i n i t i a l c ond i t i on s
m a : numpy . ndarray
a l g e b r a i c , g i ven in the v a r i a b l e s x and t
m b : numpy . ndarray
a l g e b r a i c , g i ven in the v a r i a b l e s x and t
dt : f l o a t
i n t e g r a t i o n s t ep
k s i : numpy . ndarray
matrix o f Gaussian v a r i a b l e s
dxs : t u p l e
v a r i a b l e s to d i f f e r e n t i a t e
q : t u p l e
amounts o f q f o r i n t e g r a l s approximat ions
Returns
−−−−−−−
sympy . Expr
formula to s imp l i f y and s u b s t i t u t e
”””
i , yp , m a , m b , dt , ks i , dxs , q = sp . sympify ( args )
q = args [ 7 ]
n , m = m b . shape [ 0 ] , m b . shape [ 1 ]
a = sp . MatrixSymbol ( ”a” , n , 1)
b = sp . MatrixSymbol ( ”b” , n , m)
i1 , i 2 = sp . symbols ( ” i 1 i 2 ” )
formula = \
yp [ i , 0 ] + a [ i , 0 ] ∗ dt + \
sp .Sum(
b [ i , i 1 ] ∗ I0 ( i1 , dt , k s i ) ,
( i1 , 0 , m − 1) ) + \
sp .Sum(
sp .Sum(
G(b [ : , i 1 ] , b [ i , i 2 ] , dxs ) ∗
I00 ( i1 , i2 , q [ 0 ] , dt , k s i ) ,
( i2 , 0 , m − 1) ) ,
( i1 , 0 , m − 1) )
i f m a . i s Mat r i x and m b . i s Mat r i x :
return formula . subs ( [ ( a , m a) , (b , m b) ] )
else :
return formula
def do i t ( s e l f , ∗∗ h in t s ) :
”””
Tries to expand or c a l c u l a t e f unc t i on
Returns
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−−−−−−−
sympy . Expr
”””
return M i l s t e i n (∗ s e l f . args , ∗∗ h in t s )
Listing 35. Strong Taylor–Ito scheme with convergence orders 1.5
import sympy as sp
from mathematics . sde . non l in ea r . f u n c t i o n s . g import G
from mathematics . sde . non l in ea r . f u n c t i o n s . i t o . i 0 import I0
from mathematics . sde . non l in ea r . f u n c t i o n s . i t o . i 00 import I00
from mathematics . sde . non l in ea r . f u n c t i o n s . i t o . i 000 import I000
from mathematics . sde . non l in ea r . f u n c t i o n s . i t o . i 1 import I1
from mathematics . sde . non l in ea r . f u n c t i o n s . l import L
class StrongTaylorIto1p5 ( sp . Function ) :
”””
Strong Taylor 1 .5 method
”””
nargs = 8
def new ( c l s , ∗ args , ∗∗kwargs ) :
”””
Creates new StrongTay lorI to1p5 o b j e c t wi th g iven args
Parameters
−−−−−−−−−−
i : i n t
component o f s t o c h a s t i c proces s
yp : numpy . ndarray
i n i t i a l c ond i t i on s
m a : numpy . ndarray
a l g e b r a i c , g i ven in the v a r i a b l e s x and t
m b : numpy . ndarray
a l g e b r a i c , g i ven in the v a r i a b l e s x and t
dt : f l o a t
i n t e g r a t i o n s t ep
k s i : numpy . ndarray
matrix o f Gaussian v a r i a b l e s
dxs : t u p l e
v a r i a b l e s to d i f f e r e n t i a t e
q : t u p l e
amounts o f q f o r i n t e g r a l s approximat ions
Returns
−−−−−−−
sympy . Expr
formula to s imp l i f y and s u b s t i t u t e
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”””
i , yp , m a , m b , dt , ks i , dxs , q = sp . sympify ( args )
q = args [ 7 ]
n , m = m b . shape [ 0 ] , m b . shape [ 1 ]
a = sp . MatrixSymbol ( ”a” , n , 1)
b = sp . MatrixSymbol ( ”b” , n , m)
i1 , i2 , i 3 = sp . symbols ( ” i 1 i 2 i 3 ” )
formula = \
yp [ i , 0 ] + a [ i , 0 ] ∗ dt + \
sp .Sum(
b [ i , i 1 ] ∗ I0 ( i1 , dt , k s i ) ,
( i1 , 0 , m − 1) ) + \
sp .Sum(
sp .Sum(
G(b [ : , i 1 ] , b [ i , i 2 ] , dxs ) ∗
I00 ( i1 , i2 , q [ 0 ] , dt , k s i ) ,
( i2 , 0 , m − 1) ) ,
( i1 , 0 , m − 1) ) + \
sp .Sum(
G(b [ : , i 1 ] , a [ i , 0 ] , dxs ) ∗
( dt ∗ I0 ( i1 , dt , k s i ) + I1 ( i1 , dt , k s i ) ) −
L(a , b , b [ i , i 1 ] , dxs ) ∗
I1 ( i1 , dt , k s i ) ,
( i1 , 0 , m − 1) ) + \
sp .Sum(
sp .Sum(
sp .Sum(
G(b [ : , i 1 ] , G(b [ : , i 2 ] , b [ i , i 3 ] , dxs ) , dxs ) ∗
I000 ( i1 , i2 , i3 , q [ 1 ] , dt , k s i ) ,
( i3 , 0 , m − 1) ) ,
( i2 , 0 , m − 1) ) ,
( i1 , 0 , m − 1) ) + \
dt ∗∗ 2 / 2 ∗ L(a , b , a [ i , 0 ] , dxs )
i f m a . i s Mat r i x and m b . i s Mat r i x :
return formula . subs ( [ ( a , m a) , (b , m b) ] )
else :
return formula
def do i t ( s e l f , ∗∗ h in t s ) :
”””
Tries to expand or c a l c u l a t e f unc t i on
Returns
−−−−−−−
sympy . Expr
”””
return StrongTaylorIto1p5 (∗ s e l f . args , ∗∗ h in t s )
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Listing 36. Strong Taylor–Ito scheme with convergence orders 2.0
import sympy as sp
from mathematics . sde . non l in ea r . f u n c t i o n s . g import G
from mathematics . sde . non l in ea r . f u n c t i o n s . i t o . i 0 import I0
from mathematics . sde . non l in ea r . f u n c t i o n s . i t o . i 00 import I00
from mathematics . sde . non l in ea r . f u n c t i o n s . i t o . i 000 import I000
from mathematics . sde . non l in ea r . f u n c t i o n s . i t o . i0000 import I0000
from mathematics . sde . non l in ea r . f u n c t i o n s . i t o . i 01 import I01
from mathematics . sde . non l in ea r . f u n c t i o n s . i t o . i 1 import I1
from mathematics . sde . non l in ea r . f u n c t i o n s . i t o . i 10 import I10
from mathematics . sde . non l in ea r . f u n c t i o n s . l import L
class StrongTaylorIto2p0 ( sp . Function ) :
”””
Strong Taylor 2 .0 method
”””
nargs = 8
def new ( c l s , ∗ args , ∗∗kwargs ) :
”””
Creates new StrongTay lorI to2p0 o b j e c t wi th g iven args
Parameters
−−−−−−−−−−
i : i n t
component o f s t o c h a s t i c proces s
yp : numpy . ndarray
i n i t i a l c ond i t i on s
m a : numpy . ndarray
a l g e b r a i c , g i ven in the v a r i a b l e s x and t
m b : numpy . ndarray
a l g e b r a i c , g i ven in the v a r i a b l e s x and t
dt : f l o a t
i n t e g r a t i o n s t ep
k s i : numpy . ndarray
matrix o f Gaussian v a r i a b l e s
dxs : t u p l e
v a r i a b l e s to d i f f e r e n t i a t e
q : t u p l e
amounts o f q f o r i n t e g r a l s approximat ions
Returns
−−−−−−−
sympy . Expr
formula to s imp l i f y and s u b s t i t u t e
”””
i , yp , m a , m b , dt , ks i , dxs , q = sp . sympify ( args )
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q = args [ 7 ]
n , m = m b . shape [ 0 ] , m b . shape [ 1 ]
a = sp . MatrixSymbol ( ”a” , n , 1)
b = sp . MatrixSymbol ( ”b” , n , m)
i1 , i2 , i3 , i 4 = sp . symbols ( ” i 1 i 2 i 3 i 4 ” )
formula = \
yp [ i , 0 ] + a [ i , 0 ] ∗ dt + \
sp .Sum(
b [ i , i 1 ] ∗ I0 ( i1 , dt , k s i ) ,
( i1 , 0 , m − 1) ) + \
sp .Sum(
sp .Sum(
G(b [ : , i 1 ] , b [ i , i 2 ] , dxs ) ∗
I00 ( i1 , i2 , q [ 0 ] , dt , k s i ) ,
( i2 , 0 , m − 1) ) ,
( i1 , 0 , m − 1) ) + \
sp .Sum(
G(b [ : , i 1 ] , a [ i , 0 ] , dxs ) ∗
( dt ∗ I0 ( i1 , dt , k s i ) + I1 ( i1 , dt , k s i ) ) −
L(a , b , b [ i , i 1 ] , dxs ) ∗
I1 ( i1 , dt , k s i ) ,
( i1 , 0 , m − 1) ) + \
sp .Sum(
sp .Sum(
sp .Sum(
G(b [ : , i 1 ] , G(b [ : , i 2 ] , b [ i , i 3 ] , dxs ) , dxs ) ∗
I000 ( i1 , i2 , i3 , q [ 1 ] , dt , k s i ) ,
( i3 , 0 , m − 1) ) ,
( i2 , 0 , m − 1) ) ,
( i1 , 0 , m − 1) ) + \
dt ∗∗ 2 / 2 ∗ L(a , b , a [ i , 0 ] , dxs ) + \
sp .Sum(
sp .Sum(
G(b [ : , i 1 ] , L(a , b , b [ i , i 2 ] , dxs ) , dxs ) ∗
( I10 ( i1 , i2 , q [ 2 ] , dt , k s i ) − I01 ( i1 , i2 , q [ 2 ] , dt , k s i ) ) −
L(a , b , G(b [ : , i 1 ] , b [ i , i 1 ] , dxs ) , dxs ) ∗ I10 ( i1 , i2 , q [ 2 ] , dt , k s i
) +
G(b [ : , i 1 ] , G(b [ : , i 2 ] , a [ i , 0 ] , dxs ) , dxs ) ∗
( I10 ( i1 , i2 , q [ 2 ] , dt , k s i ) + dt ∗ I00 ( i1 , i2 , q [ 0 ] , dt , k s i ) ) ,
( i2 , 0 , m − 1) ) ,
( i1 , 0 , m − 1) ) + \
sp .Sum(
sp .Sum(
sp .Sum(
sp .Sum(
G(b [ : , i 1 ] , G(b [ : , i 2 ] , G(b [ : , i 3 ] , b [ i , i 4 ] , dxs ) , dxs ) , dxs ) ∗
I0000 ( i1 , i2 , i3 , i4 , q [ 3 ] , dt , k s i ) ,
( i4 , 0 , m − 1) ) ,
( i3 , 0 , m − 1) ) ,
( i2 , 0 , m − 1) ) ,
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( i1 , 0 , m − 1) )
i f m a . i s Mat r i x and m b . i s Mat r i x :
return formula . subs ( [ ( a , m a) , (b , m b) ] )
else :
return formula
def do i t ( s e l f , ∗∗ h in t s ) :
”””
Tries to expand or c a l c u l a t e f unc t i on
Returns
−−−−−−−
sympy . Expr
”””
return StrongTaylorIto2p0 (∗ s e l f . args , ∗∗ h in t s )
Listing 37. Strong Taylor–Ito scheme with convergence orders 2.5
import sympy as sp
from mathematics . sde . non l in ea r . f u n c t i o n s . g import G
from mathematics . sde . non l in ea r . f u n c t i o n s . i t o . i 0 import I0
from mathematics . sde . non l in ea r . f u n c t i o n s . i t o . i 00 import I00
from mathematics . sde . non l in ea r . f u n c t i o n s . i t o . i 000 import I000
from mathematics . sde . non l in ea r . f u n c t i o n s . i t o . i0000 import I0000
from mathematics . sde . non l in ea r . f u n c t i o n s . i t o . i00000 import I00000
from mathematics . sde . non l in ea r . f u n c t i o n s . i t o . i 001 import I001
from mathematics . sde . non l in ea r . f u n c t i o n s . i t o . i 01 import I01
from mathematics . sde . non l in ea r . f u n c t i o n s . i t o . i 010 import I010
from mathematics . sde . non l in ea r . f u n c t i o n s . i t o . i 1 import I1
from mathematics . sde . non l in ea r . f u n c t i o n s . i t o . i 10 import I10
from mathematics . sde . non l in ea r . f u n c t i o n s . i t o . i 100 import I100
from mathematics . sde . non l in ea r . f u n c t i o n s . i t o . i 2 import I2
from mathematics . sde . non l in ea r . f u n c t i o n s . l import L
class StrongTaylorIto2p5 ( sp . Function ) :
”””
Strong Taylor 2 .5 method
”””
nargs = 8
def new ( c l s , ∗ args , ∗∗kwargs ) :
”””
Creates new StrongTay lorI to2p5 o b j e c t wi th g iven args
Parameters
−−−−−−−−−−
i : i n t
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component o f s t o c h a s t i c proces s
yp : numpy . ndarray
i n i t i a l c ond i t i on s
m a : numpy . ndarray
a l g e b r a i c , g i ven in the v a r i a b l e s x and t
m b : numpy . ndarray
a l g e b r a i c , g i ven in the v a r i a b l e s x and t
dt : f l o a t
i n t e g r a t i o n s t ep
k s i : numpy . ndarray
matrix o f Gaussian v a r i a b l e s
dxs : t u p l e
v a r i a b l e s to d i f f e r e n t i a t e
q : t u p l e
amounts o f q f o r i n t e g r a l s approximat ions
Returns
−−−−−−−
sympy . Expr
formula to s imp l i f y and s u b s t i t u t e
”””
i , yp , m a , m b , dt , ks i , dxs , q = sp . sympify ( args )
q = args [ 7 ]
n , m = m b . shape [ 0 ] , m b . shape [ 1 ]
a = sp . MatrixSymbol ( ”a” , n , 1)
b = sp . MatrixSymbol ( ”b” , n , m)
i1 , i2 , i3 , i4 , i 5 = sp . symbols ( ” i 1 i 2 i 3 i 4 i 5 ” )
formula = \
yp [ i , 0 ] + a [ i , 0 ] ∗ dt + \
sp .Sum(
b [ i , i 1 ] ∗ I0 ( i1 , dt , k s i ) ,
( i1 , 0 , m − 1) ) + \
sp .Sum(
sp .Sum(
G(b [ : , i 1 ] , b [ i , i 2 ] , dxs ) ∗
I00 ( i1 , i2 , q [ 0 ] , dt , k s i ) ,
( i2 , 0 , m − 1) ) ,
( i1 , 0 , m − 1) ) + \
sp .Sum(
G(b [ : , i 1 ] , a [ i , 0 ] , dxs ) ∗
( dt ∗ I0 ( i1 , dt , k s i ) + I1 ( i1 , dt , k s i ) ) −
L(a , b , b [ i , i 1 ] , dxs ) ∗
I1 ( i1 , dt , k s i ) ,
( i1 , 0 , m − 1) ) + \
sp .Sum(
sp .Sum(
sp .Sum(
G(b [ : , i 1 ] , G(b [ : , i 2 ] , b [ i , i 3 ] , dxs ) , dxs ) ∗
I000 ( i1 , i2 , i3 , q [ 1 ] , dt , k s i ) ,
( i3 , 0 , m − 1) ) ,
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( i2 , 0 , m − 1) ) ,
( i1 , 0 , m − 1) ) + \
dt ∗∗ 2 / 2 ∗ L(a , b , a [ i , 0 ] , dxs ) + \
sp .Sum(
sp .Sum(
G(b [ : , i 1 ] , L(a , b , b [ i , i 2 ] , dxs ) , dxs ) ∗
( I10 ( i1 , i2 , q [ 2 ] , dt , k s i ) − I01 ( i1 , i2 , q [ 2 ] , dt , k s i ) ) −
L(a , b , G(b [ : , i 1 ] , b [ i , i 1 ] , dxs ) , dxs ) ∗ I10 ( i1 , i2 , q [ 2 ] , dt , k s i
) +
G(b [ : , i 1 ] , G(b [ : , i 2 ] , a [ i , 0 ] , dxs ) , dxs ) ∗
( I10 ( i1 , i2 , q [ 2 ] , dt , k s i ) + dt ∗ I00 ( i1 , i2 , q [ 0 ] , dt , k s i ) ) ,
( i2 , 0 , m − 1) ) ,
( i1 , 0 , m − 1) ) + \
sp .Sum(
sp .Sum(
sp .Sum(
sp .Sum(
G(b [ : , i 1 ] , G(b [ : , i 2 ] , G(b [ : , i 3 ] , b [ i , i 4 ] , dxs ) , dxs ) , dxs ) ∗
I0000 ( i1 , i2 , i3 , i4 , q [ 3 ] , dt , k s i ) ,
( i4 , 0 , m − 1) ) ,
( i3 , 0 , m − 1) ) ,
( i2 , 0 , m − 1) ) ,
( i1 , 0 , m − 1) ) + \
sp .Sum(G(b [ : , i 1 ] , L(a , b , a [ i , 0 ] , dxs ) , dxs ) ∗
( I2 ( i1 , dt , k s i ) / 2 + dt ∗ I1 ( i1 , dt , k s i ) + dt ∗∗ 2 / 2 ∗ I0 ( i1 ,
dt , k s i ) ) +
L(a , b , L( a , b , b [ i , i 1 ] , dxs ) , dxs ) ∗ I2 ( i1 , dt , k s i ) / 2 −
L(a , b , G(b [ : , i 1 ] , a [ i , 0 ] , dxs ) , dxs ) ∗ ( I2 ( i1 , dt , k s i ) + dt ∗ I1
( i1 , dt , k s i ) ) ,
( i1 , 0 , m − 1) ) + \
sp .Sum(
sp .Sum(
sp .Sum(
G(b [ : , i 1 ] , L(a , b , G(b [ : , i 2 ] , b [ i , i 1 ] , dxs ) , dxs ) , dxs ) ∗
( I100 ( i1 , i2 , i3 , q [ 6 ] , dt , k s i ) − I010 ( i1 , i2 , i3 , q [ 5 ] , dt , k s i )
) +
G(b [ : , i 1 ] , G(b [ : , i 2 ] , L(a , b , b [ i , i 3 ] , dxs ) , dxs ) , dxs ) ∗
( I010 ( i1 , i2 , i3 , q [ 5 ] , dt , k s i ) − I001 ( i1 , i2 , i3 , q [ 4 ] , dt , k s i )
) +
G(b [ : , i 1 ] , G(b [ : , i 2 ] , G(b [ : , i 3 ] , a [ i , 0 ] , dxs ) , dxs ) , dxs ) ∗
( dt ∗ I000 ( i1 , i2 , i3 , q [ 1 ] , dt , k s i ) − I001 ( i1 , i2 , i3 , q [ 4 ] , dt ,
k s i ) ) −
L(a , b , G(b [ : , i 1 ] , G(b [ : , i 2 ] , b [ i , i 3 ] , dxs ) , dxs ) , dxs ) ∗
I100 ( i1 , i2 , i3 , q [ 6 ] , dt , k s i ) ,
( i3 , 0 , m − 1) ) ,
( i2 , 0 , m − 1) ) ,
( i1 , 0 , m − 1) ) + \
sp .Sum(
sp .Sum(
sp .Sum(
sp .Sum(
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sp .Sum(
G(b [ : , i 1 ] , G(b [ : , i 2 ] , G(b [ : , i 3 ] , G(b [ : , i 4 ] , b [ i , i 5 ] , dxs )
, dxs ) , dxs ) , dxs ) ∗
I00000 ( i1 , i2 , i3 , i4 , i5 , q [ 7 ] , dt , k s i ) ,
( i5 , 0 , m − 1) ) ,
( i4 , 0 , m − 1) ) ,
( i3 , 0 , m − 1) ) ,
( i2 , 0 , m − 1) ) ,
( i1 , 0 , m − 1) ) + \
dt ∗∗ 3 / 6 ∗ L(a , b , L( a , b , a [ i , 0 ] , dxs ) , dxs )
i f m a . i s Mat r i x and m b . i s Mat r i x :
return formula . subs ( [ ( a , m a) , (b , m b) ] )
else :
return formula
def do i t ( s e l f , ∗∗ h in t s ) :
”””
Tries to expand or c a l c u l a t e f unc t i on
Returns
−−−−−−−
sympy . Expr
”””
return StrongTaylorIto2p5 (∗ s e l f . args , ∗∗ h in t s )
Listing 38. Strong Taylor–Ito scheme with convergence orders 3.0
import sympy as sp
from mathematics . sde . non l in ea r . f u n c t i o n s . g import G
from mathematics . sde . non l in ea r . f u n c t i o n s . i t o . i 0 import I0
from mathematics . sde . non l in ea r . f u n c t i o n s . i t o . i 00 import I00
from mathematics . sde . non l in ea r . f u n c t i o n s . i t o . i 000 import I000
from mathematics . sde . non l in ea r . f u n c t i o n s . i t o . i0000 import I0000
from mathematics . sde . non l in ea r . f u n c t i o n s . i t o . i00000 import I00000
from mathematics . sde . non l in ea r . f u n c t i o n s . i t o . i000000 import I000000
from mathematics . sde . non l in ea r . f u n c t i o n s . i t o . i0001 import I0001
from mathematics . sde . non l in ea r . f u n c t i o n s . i t o . i 001 import I001
from mathematics . sde . non l in ea r . f u n c t i o n s . i t o . i0010 import I0010
from mathematics . sde . non l in ea r . f u n c t i o n s . i t o . i 01 import I01
from mathematics . sde . non l in ea r . f u n c t i o n s . i t o . i 010 import I010
from mathematics . sde . non l in ea r . f u n c t i o n s . i t o . i0100 import I0100
from mathematics . sde . non l in ea r . f u n c t i o n s . i t o . i 02 import I02
from mathematics . sde . non l in ea r . f u n c t i o n s . i t o . i 1 import I1
from mathematics . sde . non l in ea r . f u n c t i o n s . i t o . i 10 import I10
from mathematics . sde . non l in ea r . f u n c t i o n s . i t o . i 100 import I100
from mathematics . sde . non l in ea r . f u n c t i o n s . i t o . i1000 import I1000
from mathematics . sde . non l in ea r . f u n c t i o n s . i t o . i 11 import I11
from mathematics . sde . non l in ea r . f u n c t i o n s . i t o . i 2 import I2
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from mathematics . sde . non l in ea r . f u n c t i o n s . i t o . i 20 import I20
from mathematics . sde . non l in ea r . f u n c t i o n s . l import L
class StrongTaylorIto3p0 ( sp . Function ) :
”””
Strong Taylor 3 .0 method
”””
nargs = 8
def new ( c l s , ∗ args , ∗∗kwargs ) :
”””
Creates new StrongTay lorI to3p0 o b j e c t wi th g iven args
Parameters
−−−−−−−−−−
i : i n t
component o f s t o c h a s t i c proces s
yp : numpy . ndarray
i n i t i a l c ond i t i on s
m a : numpy . ndarray
a l g e b r a i c , g i ven in the v a r i a b l e s x and t
m b : numpy . ndarray
a l g e b r a i c , g i ven in the v a r i a b l e s x and t
dt : f l o a t
i n t e g r a t i o n s t ep
k s i : numpy . ndarray
matrix o f Gaussian v a r i a b l e s
dxs : t u p l e
v a r i a b l e s to d i f f e r e n t i a t e
q : t u p l e
amounts o f q f o r i n t e g r a l s approximat ions
Returns
−−−−−−−
sympy . Expr
formula to s imp l i f y and s u b s t i t u t e
”””
i , yp , m a , m b , dt , ks i , dxs , q = sp . sympify ( args )
q = args [ 7 ]
n , m = m b . shape [ 0 ] , m b . shape [ 1 ]
a = sp . MatrixSymbol ( ”a” , n , 1)
b = sp . MatrixSymbol ( ”b” , n , m)
i1 , i2 , i3 , i4 , i5 , i 6 = sp . symbols ( ” i 1 i 2 i 3 i 4 i 5 i 6 ” )
formula = \
yp [ i , 0 ] + a [ i , 0 ] ∗ dt + \
sp .Sum(
b [ i , i 1 ] ∗ I0 ( i1 , dt , k s i ) ,
( i1 , 0 , m − 1) ) + \
sp .Sum(
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sp .Sum(
G(b [ : , i 1 ] , b [ i , i 2 ] , dxs ) ∗
I00 ( i1 , i2 , q [ 0 ] , dt , k s i ) ,
( i2 , 0 , m − 1) ) ,
( i1 , 0 , m − 1) ) + \
sp .Sum(
G(b [ : , i 1 ] , a [ i , 0 ] , dxs ) ∗
( dt ∗ I0 ( i1 , dt , k s i ) + I1 ( i1 , dt , k s i ) ) −
L(a , b , b [ i , i 1 ] , dxs ) ∗
I1 ( i1 , dt , k s i ) ,
( i1 , 0 , m − 1) ) + \
sp .Sum(
sp .Sum(
sp .Sum(
G(b [ : , i 1 ] , G(b [ : , i 2 ] , b [ i , i 3 ] , dxs ) , dxs ) ∗
I000 ( i1 , i2 , i3 , q [ 1 ] , dt , k s i ) ,
( i3 , 0 , m − 1) ) ,
( i2 , 0 , m − 1) ) ,
( i1 , 0 , m − 1) ) + \
dt ∗∗ 2 / 2 ∗ L(a , b , a [ i , 0 ] , dxs ) + \
sp .Sum(
sp .Sum(
G(b [ : , i 1 ] , L(a , b , b [ i , i 2 ] , dxs ) , dxs ) ∗
( I10 ( i1 , i2 , q [ 2 ] , dt , k s i ) − I01 ( i1 , i2 , q [ 2 ] , dt , k s i ) ) −
L(a , b , G(b [ : , i 1 ] , b [ i , i 1 ] , dxs ) , dxs ) ∗ I10 ( i1 , i2 , q [ 2 ] , dt , k s i
) +
G(b [ : , i 1 ] , G(b [ : , i 2 ] , a [ i , 0 ] , dxs ) , dxs ) ∗
( I10 ( i1 , i2 , q [ 2 ] , dt , k s i ) + dt ∗ I00 ( i1 , i2 , q [ 0 ] , dt , k s i ) ) ,
( i2 , 0 , m − 1) ) ,
( i1 , 0 , m − 1) ) + \
sp .Sum(
sp .Sum(
sp .Sum(
sp .Sum(
G(b [ : , i 1 ] , G(b [ : , i 2 ] , G(b [ : , i 3 ] , b [ i , i 4 ] , dxs ) , dxs ) , dxs ) ∗
I0000 ( i1 , i2 , i3 , i4 , q [ 3 ] , dt , k s i ) ,
( i4 , 0 , m − 1) ) ,
( i3 , 0 , m − 1) ) ,
( i2 , 0 , m − 1) ) ,
( i1 , 0 , m − 1) ) + \
sp .Sum(G(b [ : , i 1 ] , L(a , b , a [ i , 0 ] , dxs ) , dxs ) ∗
( I2 ( i1 , dt , k s i ) / 2 + dt ∗ I1 ( i1 , dt , k s i ) + dt ∗∗ 2 / 2 ∗ I0 ( i1 ,
dt , k s i ) ) +
L(a , b , L( a , b , b [ i , i 1 ] , dxs ) , dxs ) ∗ I2 ( i1 , dt , k s i ) / 2 −
L(a , b , G(b [ : , i 1 ] , a [ i , 0 ] , dxs ) , dxs ) ∗ ( I2 ( i1 , dt , k s i ) + dt ∗ I1
( i1 , dt , k s i ) ) ,
( i1 , 0 , m − 1) ) + \
sp .Sum(
sp .Sum(
sp .Sum(
G(b [ : , i 1 ] , L(a , b , G(b [ : , i 2 ] , b [ i , i 1 ] , dxs ) , dxs ) , dxs ) ∗
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( I100 ( i1 , i2 , i3 , q [ 6 ] , dt , k s i ) − I010 ( i1 , i2 , i3 , q [ 5 ] , dt , k s i )
) +
G(b [ : , i 1 ] , G(b [ : , i 2 ] , L(a , b , b [ i , i 3 ] , dxs ) , dxs ) , dxs ) ∗
( I010 ( i1 , i2 , i3 , q [ 5 ] , dt , k s i ) − I001 ( i1 , i2 , i3 , q [ 4 ] , dt , k s i )
) +
G(b [ : , i 1 ] , G(b [ : , i 2 ] , G(b [ : , i 3 ] , a [ i , 0 ] , dxs ) , dxs ) , dxs ) ∗
( dt ∗ I000 ( i1 , i2 , i3 , q [ 1 ] , dt , k s i ) − I001 ( i1 , i2 , i3 , q [ 4 ] , dt ,
k s i ) ) −
L(a , b , G(b [ : , i 1 ] , G(b [ : , i 2 ] , b [ i , i 3 ] , dxs ) , dxs ) , dxs ) ∗
I100 ( i1 , i2 , i3 , q [ 6 ] , dt , k s i ) ,
( i3 , 0 , m − 1) ) ,
( i2 , 0 , m − 1) ) ,
( i1 , 0 , m − 1) ) + \
sp .Sum(
sp .Sum(
sp .Sum(
sp .Sum(
sp .Sum(
G(b [ : , i 1 ] , G(b [ : , i 2 ] , G(b [ : , i 3 ] , G(b [ : , i 4 ] , b [ i , i 5 ] , dxs )
, dxs ) , dxs ) , dxs ) ∗
I00000 ( i1 , i2 , i3 , i4 , i5 , q [ 7 ] , dt , k s i ) ,
( i5 , 0 , m − 1) ) ,
( i4 , 0 , m − 1) ) ,
( i3 , 0 , m − 1) ) ,
( i2 , 0 , m − 1) ) ,
( i1 , 0 , m − 1) ) + \
dt ∗∗ 3 / 6 ∗ L(a , b , L( a , b , a [ i , 0 ] , dxs ) , dxs ) + \
sp .Sum(
sp .Sum(
G(b [ : , i 1 ] , G(b [ : , i 2 ] , L(a , b , L( a , b , a [ i , 0 ] , dxs ) , dxs ) , dxs ) ,
dxs ) ∗
( I02 ( i1 , i2 , q [ 6 ] , dt , k s i ) / 2 + dt ∗ I01 ( i1 , i2 , q [ 2 ] , dt , k s i ) +
dt ∗∗ 2 / 2 ∗ I00 ( i1 , i2 , q [ 2 ] , dt , k s i ) ) +
L(a , b , L( a , b , G(b [ : , i 1 ] , b [ i , i 2 ] , dxs ) , dxs ) , dxs ) / 2 ∗
I20 ( i1 , i2 , q [ 1 0 ] , dt , k s i ) +
G(b [ : , i 1 ] , L(a , b , G(b [ : , i 2 ] , a [ i , 0 ] , dxs ) , dxs ) , dxs ) ∗
( I11 ( i1 , i2 , q [ 9 ] , dt , k s i ) − I02 ( i1 , i2 , q [ 8 ] , dt , k s i ) +
dt ∗ ( I10 ( i1 , i2 , q [ 2 ] , dt , k s i ) − I01 ( i1 , i2 , q [ 2 ] , dt , k s i ) ) ) +
L(a , b , G(b [ : , i 1 ] , L( a , b , b [ i , i 2 ] , dxs ) , dxs ) , dxs ) ∗
( I11 ( i1 , i2 , q [ 9 ] , dt , k s i ) − I20 ( i1 , i2 , q [ 1 0 ] , dt , k s i ) ) +
G(b [ : , i 1 ] , L(a , b , L( a , b , b [ i , i 2 ] , dxs ) , dxs ) , dxs ) ∗
( I02 ( i1 , i2 , q [ 8 ] , dt , k s i ) / 2 + I20 ( i1 , i2 , q [ 1 0 ] , dt , k s i ) / 2 −
I11 ( i1 , i2 , q [ 9 ] , dt , k s i ) ) −
L(a , b , G(b [ : , i 1 ] , G(b [ : , i 2 ] , a [ i , 0 ] , dxs ) , dxs ) , dxs ) ∗
( dt ∗ I10 ( i1 , i2 , q [ 2 ] , dt , k s i ) + I11 ( i1 , i2 , q [ 9 ] , dt , k s i ) ) ,
( i2 , 0 , m − 1) ) ,
( i1 , 0 , m − 1) ) + \
sp .Sum(
sp .Sum(
sp .Sum(
sp .Sum(
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G(b [ : , i 1 ] , G(b [ : , i 2 ] , G(b [ : , i 3 ] , G(b [ : , i 4 ] , a [ i , 0 ] , dxs ) ,
dxs ) , dxs ) , dxs ) ∗
( dt ∗ I0000 ( i1 , i2 , i3 , i4 , q [ 3 ] , dt , k s i ) + I0001 ( i1 , i2 , i3 ,
i4 , q [ 1 1 ] , dt , k s i ) ) +
G(b [ : , i 1 ] , G(b [ : , i 2 ] , L(a , b , G(b [ : , i 3 ] , b [ i , i 4 ] , dxs ) , dxs )
, dxs ) , dxs ) ∗
( I0100 ( i1 , i2 , i3 , i4 , q [ 1 3 ] , dt , k s i ) − I0010 ( i1 , i2 , i3 , i4 , q
[ 1 2 ] , dt , k s i ) ) −
L(a , b , G(b [ : , i 1 ] , G(b [ : , i 2 ] , G(b [ : , i 3 ] , b [ i , i 4 ] , dxs ) , dxs )
, dxs ) , dxs ) ∗
I1000 ( i1 , i2 , i3 , i4 , q [ 1 4 ] , dt , k s i ) +
G(b [ : , i 1 ] , L(a , b , G(b [ : , i 2 ] , G(b [ : , i 3 ] , b [ i , i 4 ] , dxs ) , dxs )
, dxs ) , dxs ) ∗
( I1000 ( i1 , i2 , i3 , i4 , q [ 1 4 ] , dt , k s i ) − I0100 ( i1 , i2 , i3 , i4 , q
[ 1 3 ] , dt , k s i ) ) +
G(b [ : , i 1 ] , G(b [ : , i 2 ] , G(b [ : , i 3 ] , L( a , b , b [ i , i 4 ] , dxs ) , dxs )
, dxs ) , dxs ) ∗
( I0010 ( i1 , i2 , i3 , i4 , q [ 1 2 ] , dt , k s i ) − I0001 ( i1 , i2 , i3 , i4 , q
[ 1 1 ] , dt , k s i ) ) ,
( i4 , 0 , m − 1) ) ,
( i3 , 0 , m − 1) ) ,
( i2 , 0 , m − 1) ) ,
( i1 , 0 , m − 1) ) + \
sp .Sum(
sp .Sum(
sp .Sum(
sp .Sum(
sp .Sum(
sp .Sum(
G(b [ : , i 1 ] ,
G(b [ : , i 2 ] , G(b [ : , i 3 ] , G(b [ : , i 4 ] , G(b [ : , i 5 ] , b [ i , i 6 ] ,
dxs ) , dxs ) , dxs ) , dxs ) ,
dxs ) ∗
I000000 ( i1 , i2 , i3 , i4 , i5 , i6 , q [ 1 5 ] , dt , k s i ) ,
( i6 , 0 , m − 1) ) ,
( i5 , 0 , m − 1) ) ,
( i4 , 0 , m − 1) ) ,
( i3 , 0 , m − 1) ) ,
( i2 , 0 , m − 1) ) ,
( i1 , 0 , m − 1) )
i f m a . i s Mat r i x and m b . i s Mat r i x :
return formula . subs ( [ ( a , m a) , (b , m b) ] )
else :
return formula
def do i t ( s e l f , ∗∗ h in t s ) :
”””
Tries to expand or c a l c u l a t e f unc t i on
Returns
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−−−−−−−
sympy . Expr
”””
return StrongTaylorIto3p0 (∗ s e l f . args , ∗∗ h in t s )
8.7. Strong Taylor–Straronovich numerical schemes with convergence orders 1.0, 1.5, 2.0,
2.5, and 3.0.
Listing 39. Strong Taylor–Stratonovich scheme with convergence orders 1.0
import sympy as sp
from mathematics . sde . non l in ea r . f u n c t i o n s . a j import Aj
from mathematics . sde . non l in ea r . f u n c t i o n s . g import G
from mathematics . sde . non l in ea r . f u n c t i o n s . s t r a tonov i ch . j 0 import J0
from mathematics . sde . non l in ea r . f u n c t i o n s . s t r a tonov i ch . j00 import J00
class StrongTaylorStratonovich1p0 ( sp . Function ) :
”””
Strong Taylor S t ra tonov i ch 1.0 method
”””
nargs = 8
def new ( c l s , ∗ args , ∗∗kwargs ) :
”””
Creates new StrongTay lorStra tonov ich1p0 o b j e c t wi th g iven args
Parameters
−−−−−−−−−−
i : i n t
component o f s t o c h a s t i c proces s
yp : numpy . ndarray
i n i t i a l c ond i t i on s
m a : numpy . ndarray
a l g e b r a i c , g i ven in the v a r i a b l e s x and t
m b : numpy . ndarray
a l g e b r a i c , g i ven in the v a r i a b l e s x and t
dt : f l o a t
i n t e g r a t i o n s t ep
k s i : numpy . ndarray
matrix o f Gaussian v a r i a b l e s
dxs : t u p l e
v a r i a b l e s to d i f f e r e n t i a t e
q : t u p l e
amounts o f q f o r i n t e g r a l s approximat ions
Returns
−−−−−−−
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sympy . Expr
formula to s imp l i f y and s u b s t i t u t e
”””
i , yp , m a , m b , dt , ks i , dxs , q = sp . sympify ( args )
q = args [ 7 ]
n , m = m b . shape [ 0 ] , m b . shape [ 1 ]
a = sp . MatrixSymbol ( ”a” , n , 1)
b = sp . MatrixSymbol ( ”b” , n , m)
i1 , i 2 = sp . symbols ( ” i 1 i 2 ” )
a j = Aj ( i , a , b , dxs )
formula = \
yp [ i , 0 ] + a j [ i , 0 ] ∗ dt + \
sp .Sum(
b [ i , i 1 ] ∗ J0 ( i1 , dt , k s i ) ,
( i1 , 0 , m − 1) ) + \
sp .Sum(
sp .Sum(
G(b [ : , i 1 ] , b [ i , i 2 ] , dxs ) ∗
J00 ( i1 , i2 , q [ 0 ] , dt , k s i ) ,
( i2 , 0 , m − 1) ) ,
( i1 , 0 , m − 1) )
i f m a . i s Mat r i x and m b . i s Mat r i x :
return formula . subs ( [ ( a , m a) , (b , m b) ] )
else :
return formula
def do i t ( s e l f , ∗∗ h in t s ) :
”””
Tries to expand or c a l c u l a t e f unc t i on
Returns
−−−−−−−
sympy . Expr
”””
return StrongTaylorStratonovich1p0 (∗ s e l f . args , ∗∗ h in t s )
Listing 40. Strong Taylor–Stratonovich scheme with convergence orders 1.5
import sympy as sp
from mathematics . sde . non l in ea r . f u n c t i o n s . a j import Aj
from mathematics . sde . non l in ea r . f u n c t i o n s . g import G
from mathematics . sde . non l in ea r . f u n c t i o n s . l import L
from mathematics . sde . non l in ea r . f u n c t i o n s . l j import Lj
from mathematics . sde . non l in ea r . f u n c t i o n s . s t r a tonov i ch . j 0 import J0
from mathematics . sde . non l in ea r . f u n c t i o n s . s t r a tonov i ch . j00 import J00
from mathematics . sde . non l in ea r . f u n c t i o n s . s t r a tonov i ch . j000 import J000
from mathematics . sde . non l in ea r . f u n c t i o n s . s t r a tonov i ch . j 1 import J1
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class StrongTaylorStratonovich1p5 ( sp . Function ) :
”””
Strong Taylor 1 .5 method
”””
nargs = 8
def new ( c l s , ∗ args , ∗∗kwargs ) :
”””
Creates new StrongTay lorStra tonov ich1p5 o b j e c t wi th g iven args
Parameters
−−−−−−−−−−
i : i n t
component o f s t o c h a s t i c proces s
yp : numpy . ndarray
i n i t i a l c ond i t i on s
m a : numpy . ndarray
a l g e b r a i c , g i ven in the v a r i a b l e s x and t
m b : numpy . ndarray
a l g e b r a i c , g i ven in the v a r i a b l e s x and t
dt : f l o a t
i n t e g r a t i o n s t ep
k s i : numpy . ndarray
matrix o f Gaussian v a r i a b l e s
dxs : t u p l e
v a r i a b l e s to d i f f e r e n t i a t e
q : t u p l e
amounts o f q f o r i n t e g r a l s approximat ions
Returns
−−−−−−−
sympy . Expr
formula to s imp l i f y and s u b s t i t u t e
”””
i , yp , m a , m b , dt , ks i , dxs , q = sp . sympify ( args )
q = args [ 7 ]
n , m = m b . shape [ 0 ] , m b . shape [ 1 ]
a = sp . MatrixSymbol ( ”a” , n , 1)
b = sp . MatrixSymbol ( ”b” , n , m)
i1 , i2 , i 3 = sp . symbols ( ” i 1 i 2 i 3 ” )
a j = Aj ( i , a , b , dxs )
formula = \
yp [ i , 0 ] + a j [ i , 0 ] ∗ dt + \
sp .Sum(
b [ i , i 1 ] ∗ J0 ( i1 , dt , k s i ) ,
( i1 , 0 , m − 1) ) + \
sp .Sum(
sp .Sum(
IMPLEMENTATION OF STRONG NUMERICAL METHODS 133
G(b [ : , i 1 ] , b [ i , i 2 ] , dxs ) ∗
J00 ( i1 , i2 , q [ 0 ] , dt , k s i ) ,
( i2 , 0 , m − 1) ) ,
( i1 , 0 , m − 1) ) + \
sp .Sum(
G(b [ : , i 1 ] , a j [ i , 0 ] , dxs ) ∗
( dt ∗ J0 ( i1 , dt , k s i ) + J1 ( i1 , dt , k s i ) ) −
Lj ( a , b [ i , i 1 ] , dxs ) ∗
J1 ( i1 , dt , k s i ) , ( i1 , 0 , m − 1) ) + \
sp .Sum(
sp .Sum(
sp .Sum(
G(b [ : , i 1 ] , G(b [ : , i 2 ] , b [ i , i 3 ] , dxs ) , dxs ) ∗
J000 ( i1 , i2 , i3 , q [ 1 ] , dt , k s i ) ,
( i3 , 0 , m − 1) ) ,
( i2 , 0 , m − 1) ) ,
( i1 , 0 , m − 1) ) + \
dt ∗∗ 2 / 2 ∗ L(a , b , a [ i , 0 ] , dxs )
i f m a . i s Mat r i x and m b . i s Mat r i x :
return formula . subs ( [ ( a , m a) , (b , m b) ] )
else :
return formula
def do i t ( s e l f , ∗∗ h in t s ) :
”””
Tries to expand or c a l c u l a t e f unc t i on
Returns
−−−−−−−
sympy . Expr
”””
return StrongTaylorStratonovich1p5 (∗ s e l f . args , ∗∗ h in t s )
Listing 41. Strong Taylor–Stratonovich scheme with convergence orders 2.0
import sympy as sp
from mathematics . sde . non l in ea r . f u n c t i o n s . a j import Aj
from mathematics . sde . non l in ea r . f u n c t i o n s . g import G
from mathematics . sde . non l in ea r . f u n c t i o n s . l j import Lj
from mathematics . sde . non l in ea r . f u n c t i o n s . s t r a tonov i ch . j 0 import J0
from mathematics . sde . non l in ea r . f u n c t i o n s . s t r a tonov i ch . j00 import J00
from mathematics . sde . non l in ea r . f u n c t i o n s . s t r a tonov i ch . j000 import J000
from mathematics . sde . non l in ea r . f u n c t i o n s . s t r a tonov i ch . j0000 import J0000
from mathematics . sde . non l in ea r . f u n c t i o n s . s t r a tonov i ch . j01 import J01
from mathematics . sde . non l in ea r . f u n c t i o n s . s t r a tonov i ch . j 1 import J1
from mathematics . sde . non l in ea r . f u n c t i o n s . s t r a tonov i ch . j10 import J10
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class StrongTaylorStratonovich2p0 ( sp . Function ) :
”””
Strong Taylor 2 .0 method
”””
nargs = 8
def new ( c l s , ∗ args , ∗∗kwargs ) :
”””
Creates new StrongTay lorStra tonov ich2p0 o b j e c t wi th g iven args
Parameters
−−−−−−−−−−
i : i n t
component o f s t o c h a s t i c proces s
yp : numpy . ndarray
i n i t i a l c ond i t i on s
m a : numpy . ndarray
a l g e b r a i c , g i ven in the v a r i a b l e s x and t
m b : numpy . ndarray
a l g e b r a i c , g i ven in the v a r i a b l e s x and t
dt : f l o a t
i n t e g r a t i o n s t ep
k s i : numpy . ndarray
matrix o f Gaussian v a r i a b l e s
dxs : t u p l e
v a r i a b l e s to d i f f e r e n t i a t e
q : t u p l e
amounts o f q f o r i n t e g r a l s approximat ions
Returns
−−−−−−−
sympy . Expr
formula to s imp l i f y and s u b s t i t u t e
”””
i , yp , m a , m b , dt , ks i , dxs , q = sp . sympify ( args )
q = args [ 7 ]
n , m = m b . shape [ 0 ] , m b . shape [ 1 ]
a = sp . MatrixSymbol ( ”a” , n , 1)
b = sp . MatrixSymbol ( ”b” , n , m)
i1 , i2 , i3 , i 4 = sp . symbols ( ” i 1 i 2 i 3 i 4 ” )
a j = Aj ( i , a , b , dxs )
formula = \
yp [ i , 0 ] + a j [ i , 0 ] ∗ dt + \
sp .Sum(
b [ i , i 1 ] ∗ J0 ( i1 , dt , k s i ) ,
( i1 , 0 , m − 1) ) + \
sp .Sum(
sp .Sum(
G(b [ : , i 1 ] , b [ i , i 2 ] , dxs ) ∗
J00 ( i1 , i2 , q [ 0 ] , dt , k s i ) ,
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( i2 , 0 , m − 1) ) ,
( i1 , 0 , m − 1) ) + \
sp .Sum(
G(b [ : , i 1 ] , a j [ i , 0 ] , dxs ) ∗
( dt ∗ J0 ( i1 , dt , k s i ) + J1 ( i1 , dt , k s i ) ) −
Lj ( a , b [ i , i 1 ] , dxs ) ∗
J1 ( i1 , dt , k s i ) ,
( i1 , 0 , m − 1) ) + \
sp .Sum(
sp .Sum(
sp .Sum(
G(b [ : , i 1 ] , G(b [ : , i 2 ] , b [ i , i 3 ] , dxs ) , dxs ) ∗
J000 ( i1 , i2 , i3 , q [ 1 ] , dt , k s i ) ,
( i3 , 0 , m − 1) ) ,
( i2 , 0 , m − 1) ) ,
( i1 , 0 , m − 1) ) + \
dt ∗∗ 2 / 2 ∗ Lj ( a , a j [ i , 0 ] , dxs ) + \
sp .Sum(
sp .Sum(
G(b [ : , i 1 ] , Lj ( a , b [ i , i 2 ] , dxs ) , dxs ) ∗
( J10 ( i1 , i2 , q [ 2 ] , dt , k s i ) − J01 ( i1 , i2 , q [ 2 ] , dt , k s i ) ) −
Lj ( a , G(b [ : , i 1 ] , b [ i , i 1 ] , dxs ) , dxs ) ∗ J10 ( i1 , i2 , q [ 2 ] , dt , k s i )
+
G(b [ : , i 1 ] , G(b [ : , i 2 ] , a j [ i , 0 ] , dxs ) , dxs ) ∗
( J10 ( i1 , i2 , q [ 2 ] , dt , k s i ) + dt ∗ J00 ( i1 , i2 , q [ 0 ] , dt , k s i ) ) ,
( i2 , 0 , m − 1) ) ,
( i1 , 0 , m − 1) ) + \
sp .Sum(
sp .Sum(
sp .Sum(
sp .Sum(
G(b [ : , i 1 ] , G(b [ : , i 2 ] , G(b [ : , i 3 ] , b [ i , i 4 ] , dxs ) , dxs ) , dxs ) ∗
J0000 ( i1 , i2 , i3 , i4 , q [ 3 ] , dt , k s i ) ,
( i4 , 0 , m − 1) ) ,
( i3 , 0 , m − 1) ) ,
( i2 , 0 , m − 1) ) ,
( i1 , 0 , m − 1) )
i f m a . i s Mat r i x and m b . i s Mat r i x :
return formula . subs ( [ ( a , m a) , (b , m b) ] )
else :
return formula
def do i t ( s e l f , ∗∗ h in t s ) :
”””
Tries to expand or c a l c u l a t e f unc t i on
Returns
−−−−−−−
sympy . Expr
”””
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return StrongTaylorStratonovich2p0 (∗ s e l f . args , ∗∗ h in t s )
Listing 42. Strong Taylor–Stratonovich scheme with convergence orders 2.5
import sympy as sp
from mathematics . sde . non l in ea r . f u n c t i o n s . a j import Aj
from mathematics . sde . non l in ea r . f u n c t i o n s . g import G
from mathematics . sde . non l in ea r . f u n c t i o n s . l import L
from mathematics . sde . non l in ea r . f u n c t i o n s . l j import Lj
from mathematics . sde . non l in ea r . f u n c t i o n s . s t r a tonov i ch . j 0 import J0
from mathematics . sde . non l in ea r . f u n c t i o n s . s t r a tonov i ch . j00 import J00
from mathematics . sde . non l in ea r . f u n c t i o n s . s t r a tonov i ch . j000 import J000
from mathematics . sde . non l in ea r . f u n c t i o n s . s t r a tonov i ch . j0000 import J0000
from mathematics . sde . non l in ea r . f u n c t i o n s . s t r a tonov i ch . j00000 import J00000
from mathematics . sde . non l in ea r . f u n c t i o n s . s t r a tonov i ch . j001 import J001
from mathematics . sde . non l in ea r . f u n c t i o n s . s t r a tonov i ch . j01 import J01
from mathematics . sde . non l in ea r . f u n c t i o n s . s t r a tonov i ch . j010 import J010
from mathematics . sde . non l in ea r . f u n c t i o n s . s t r a tonov i ch . j 1 import J1
from mathematics . sde . non l in ea r . f u n c t i o n s . s t r a tonov i ch . j10 import J10
from mathematics . sde . non l in ea r . f u n c t i o n s . s t r a tonov i ch . j100 import J100
from mathematics . sde . non l in ea r . f u n c t i o n s . s t r a tonov i ch . j 2 import J2
class StrongTaylorStratonovich2p5 ( sp . Function ) :
”””
Strong Taylor 2 .5 method
”””
nargs = 8
def new ( c l s , ∗ args , ∗∗kwargs ) :
”””
Creates new StrongTay lorStra tonov ich2p5 o b j e c t wi th g iven args
Parameters
−−−−−−−−−−
i : i n t
component o f s t o c h a s t i c proces s
yp : numpy . ndarray
i n i t i a l c ond i t i on s
m a : numpy . ndarray
a l g e b r a i c , g i ven in the v a r i a b l e s x and t
m b : numpy . ndarray
a l g e b r a i c , g i ven in the v a r i a b l e s x and t
dt : f l o a t
i n t e g r a t i o n s t ep
k s i : numpy . ndarray
matrix o f Gaussian v a r i a b l e s
dxs : t u p l e
v a r i a b l e s to d i f f e r e n t i a t e
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q : t u p l e
amounts o f q f o r i n t e g r a l s approximat ions
Returns
−−−−−−−
sympy . Expr
formula to s imp l i f y and s u b s t i t u t e
”””
i , yp , m a , m b , dt , ks i , dxs , q = sp . sympify ( args )
q = args [ 7 ]
n , m = m b . shape [ 0 ] , m b . shape [ 1 ]
a = sp . MatrixSymbol ( ”a” , n , 1)
b = sp . MatrixSymbol ( ”b” , n , m)
i1 , i2 , i3 , i4 , i 5 = sp . symbols ( ” i 1 i 2 i 3 i 4 i 5 ” )
a j = Aj ( i , a , b , dxs )
formula = \
yp [ i , 0 ] + a j [ i , 0 ] ∗ dt + \
sp .Sum(
b [ i , i 1 ] ∗ J0 ( i1 , dt , k s i ) ,
( i1 , 0 , m − 1) ) + \
sp .Sum(
sp .Sum(
G(b [ : , i 1 ] , b [ i , i 2 ] , dxs ) ∗
J00 ( i1 , i2 , q [ 0 ] , dt , k s i ) ,
( i2 , 0 , m − 1) ) ,
( i1 , 0 , m − 1) ) + \
sp .Sum(
G(b [ : , i 1 ] , a j [ i , 0 ] , dxs ) ∗
( dt ∗ J0 ( i1 , dt , k s i ) + J1 ( i1 , dt , k s i ) ) −
Lj ( a , b [ i , i 1 ] , dxs ) ∗
J1 ( i1 , dt , k s i ) ,
( i1 , 0 , m − 1) ) + \
sp .Sum(
sp .Sum(
sp .Sum(
G(b [ : , i 1 ] , G(b [ : , i 2 ] , b [ i , i 3 ] , dxs ) , dxs ) ∗
J000 ( i1 , i2 , i3 , q [ 1 ] , dt , k s i ) ,
( i3 , 0 , m − 1) ) ,
( i2 , 0 , m − 1) ) ,
( i1 , 0 , m − 1) ) + \
dt ∗∗ 2 / 2 ∗ Lj ( a , a j [ i , 0 ] , dxs ) + \
sp .Sum(
sp .Sum(
G(b [ : , i 1 ] , Lj ( a , b [ i , i 2 ] , dxs ) , dxs ) ∗
( J10 ( i1 , i2 , q [ 2 ] , dt , k s i ) − J01 ( i1 , i2 , q [ 2 ] , dt , k s i ) ) −
Lj ( a , G(b [ : , i 1 ] , b [ i , i 1 ] , dxs ) , dxs ) ∗ J10 ( i1 , i2 , q [ 2 ] , dt , k s i )
+
G(b [ : , i 1 ] , G(b [ : , i 2 ] , a j [ i , 0 ] , dxs ) , dxs ) ∗
( J10 ( i1 , i2 , q [ 2 ] , dt , k s i ) + dt ∗ J00 ( i1 , i2 , q [ 0 ] , dt , k s i ) ) ,
( i2 , 0 , m − 1) ) ,
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( i1 , 0 , m − 1) ) + \
sp .Sum(
sp .Sum(
sp .Sum(
sp .Sum(
G(b [ : , i 1 ] , G(b [ : , i 2 ] , G(b [ : , i 3 ] , b [ i , i 4 ] , dxs ) , dxs ) , dxs ) ∗
J0000 ( i1 , i2 , i3 , i4 , q [ 3 ] , dt , k s i ) ,
( i4 , 0 , m − 1) ) ,
( i3 , 0 , m − 1) ) ,
( i2 , 0 , m − 1) ) ,
( i1 , 0 , m − 1) ) + \
sp .Sum(G(b [ : , i 1 ] , Lj ( a , a j [ i , 0 ] , dxs ) , dxs ) ∗
( J2 ( i1 , dt , k s i ) / 2 + dt ∗ J1 ( i1 , dt , k s i ) + dt ∗∗ 2 / 2 ∗ J0 ( i1 ,
dt , k s i ) ) +
Lj ( a , Lj ( a , b [ i , i 1 ] , dxs ) , dxs ) ∗ J2 ( i1 , dt , k s i ) / 2 −
Lj ( a , G(b [ : , i 1 ] , a j [ i , 0 ] , dxs ) , dxs ) ∗ ( J2 ( i1 , dt , k s i ) + dt ∗ J1 (
i1 , dt , k s i ) ) ,
( i1 , 0 , m − 1) ) + \
sp .Sum(
sp .Sum(
sp .Sum(
G(b [ : , i 1 ] , Lj ( a , G(b [ : , i 2 ] , b [ i , i 1 ] , dxs ) , dxs ) , dxs ) ∗
( J100 ( i1 , i2 , i3 , q [ 6 ] , dt , k s i ) − J010 ( i1 , i2 , i3 , q [ 5 ] , dt , k s i )
) +
G(b [ : , i 1 ] , G(b [ : , i 2 ] , Lj ( a , b [ i , i 3 ] , dxs ) , dxs ) , dxs ) ∗
( J010 ( i1 , i2 , i3 , q [ 5 ] , dt , k s i ) − J001 ( i1 , i2 , i3 , q [ 4 ] , dt , k s i )
) +
G(b [ : , i 1 ] , G(b [ : , i 2 ] , G(b [ : , i 3 ] , a j [ i , 0 ] , dxs ) , dxs ) , dxs ) ∗
( dt ∗ J000 ( i1 , i2 , i3 , q [ 1 ] , dt , k s i ) − J001 ( i1 , i2 , i3 , q [ 4 ] , dt ,
k s i ) ) −
Lj ( a , G(b [ : , i 1 ] , G(b [ : , i 2 ] , b [ i , i 3 ] , dxs ) , dxs ) , dxs ) ∗
J100 ( i1 , i2 , i3 , q [ 6 ] , dt , k s i ) ,
( i3 , 0 , m − 1) ) ,
( i2 , 0 , m − 1) ) ,
( i1 , 0 , m − 1) ) + \
sp .Sum(
sp .Sum(
sp .Sum(
sp .Sum(
sp .Sum(
G(b [ : , i 1 ] , G(b [ : , i 2 ] , G(b [ : , i 3 ] , G(b [ : , i 4 ] , b [ i , i 5 ] , dxs )
, dxs ) , dxs ) , dxs ) ∗
J00000 ( i1 , i2 , i3 , i4 , i5 , q [ 7 ] , dt , k s i ) ,
( i5 , 0 , m − 1) ) ,
( i4 , 0 , m − 1) ) ,
( i3 , 0 , m − 1) ) ,
( i2 , 0 , m − 1) ) ,
( i1 , 0 , m − 1) ) + \
dt ∗∗ 3 / 6 ∗ L(a , b , L( a , b , a [ i , 0 ] , dxs ) , dxs )
i f m a . i s Mat r i x and m b . i s Mat r i x :
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return formula . subs ( [ ( a , m a) , (b , m b) ] )
else :
return formula
def do i t ( s e l f , ∗∗ h in t s ) :
”””
Tries to expand or c a l c u l a t e f unc t i on
Returns
−−−−−−−
sympy . Expr
”””
return StrongTaylorStratonovich2p5 (∗ s e l f . args , ∗∗ h in t s )
Listing 43. Strong Taylor–Stratonovich scheme with convergence orders 3.0
import sympy as sp
from mathematics . sde . non l in ea r . f u n c t i o n s . a j import Aj
from mathematics . sde . non l in ea r . f u n c t i o n s . g import G
from mathematics . sde . non l in ea r . f u n c t i o n s . l j import Lj
from mathematics . sde . non l in ea r . f u n c t i o n s . s t r a tonov i ch . j 0 import J0
from mathematics . sde . non l in ea r . f u n c t i o n s . s t r a tonov i ch . j00 import J00
from mathematics . sde . non l in ea r . f u n c t i o n s . s t r a tonov i ch . j000 import J000
from mathematics . sde . non l in ea r . f u n c t i o n s . s t r a tonov i ch . j0000 import J0000
from mathematics . sde . non l in ea r . f u n c t i o n s . s t r a tonov i ch . j00000 import J00000
from mathematics . sde . non l in ea r . f u n c t i o n s . s t r a tonov i ch . j000000 import J000000
from mathematics . sde . non l in ea r . f u n c t i o n s . s t r a tonov i ch . j0001 import J0001
from mathematics . sde . non l in ea r . f u n c t i o n s . s t r a tonov i ch . j001 import J001
from mathematics . sde . non l in ea r . f u n c t i o n s . s t r a tonov i ch . j0010 import J0010
from mathematics . sde . non l in ea r . f u n c t i o n s . s t r a tonov i ch . j01 import J01
from mathematics . sde . non l in ea r . f u n c t i o n s . s t r a tonov i ch . j010 import J010
from mathematics . sde . non l in ea r . f u n c t i o n s . s t r a tonov i ch . j0100 import J0100
from mathematics . sde . non l in ea r . f u n c t i o n s . s t r a tonov i ch . j02 import J02
from mathematics . sde . non l in ea r . f u n c t i o n s . s t r a tonov i ch . j 1 import J1
from mathematics . sde . non l in ea r . f u n c t i o n s . s t r a tonov i ch . j10 import J10
from mathematics . sde . non l in ea r . f u n c t i o n s . s t r a tonov i ch . j100 import J100
from mathematics . sde . non l in ea r . f u n c t i o n s . s t r a tonov i ch . j1000 import J1000
from mathematics . sde . non l in ea r . f u n c t i o n s . s t r a tonov i ch . j11 import J11
from mathematics . sde . non l in ea r . f u n c t i o n s . s t r a tonov i ch . j 2 import J2
from mathematics . sde . non l in ea r . f u n c t i o n s . s t r a tonov i ch . j20 import J20
class StrongTaylorStratonovich3p0 ( sp . Function ) :
”””
Strong Taylor 3 .0 method
”””
nargs = 8
def new ( c l s , ∗ args , ∗∗kwargs ) :
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”””
Creates new StrongTay lorStra tonov ich3p0 o b j e c t wi th g iven args
Parameters
−−−−−−−−−−
i : i n t
component o f s t o c h a s t i c proces s
yp : numpy . ndarray
i n i t i a l c ond i t i on s
m a : numpy . ndarray
a l g e b r a i c , g i ven in the v a r i a b l e s x and t
m b : numpy . ndarray
a l g e b r a i c , g i ven in the v a r i a b l e s x and t
dt : f l o a t
i n t e g r a t i o n s t ep
k s i : numpy . ndarray
matrix o f Gaussian v a r i a b l e s
dxs : t u p l e
v a r i a b l e s to d i f f e r e n t i a t e
q : t u p l e
amounts o f q f o r i n t e g r a l s approximat ions
Returns
−−−−−−−
sympy . Expr
formula to s imp l i f y and s u b s t i t u t e
”””
i , yp , m a , m b , dt , ks i , dxs , q = sp . sympify ( args )
q = args [ 7 ]
n , m = m b . shape [ 0 ] , m b . shape [ 1 ]
a = sp . MatrixSymbol ( ”a” , n , 1)
b = sp . MatrixSymbol ( ”b” , n , m)
i1 , i2 , i3 , i4 , i5 , i 6 = sp . symbols ( ” i 1 i 2 i 3 i 4 i 5 i 6 ” )
a j = Aj ( i , a , b , dxs )
formula = \
yp [ i , 0 ] + a j [ i , 0 ] ∗ dt + \
sp .Sum(
b [ i , i 1 ] ∗ J0 ( i1 , dt , k s i ) ,
( i1 , 0 , m − 1) ) + \
sp .Sum(
sp .Sum(
G(b [ : , i 1 ] , b [ i , i 2 ] , dxs ) ∗
J00 ( i1 , i2 , q [ 0 ] , dt , k s i ) ,
( i2 , 0 , m − 1) ) ,
( i1 , 0 , m − 1) ) + \
sp .Sum(
G(b [ : , i 1 ] , a j [ i , 0 ] , dxs ) ∗
( dt ∗ J0 ( i1 , dt , k s i ) + J1 ( i1 , dt , k s i ) ) −
Lj ( a , b [ i , i 1 ] , dxs ) ∗
J1 ( i1 , dt , k s i ) ,
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( i1 , 0 , m − 1) ) + \
sp .Sum(
sp .Sum(
sp .Sum(
G(b [ : , i 1 ] , G(b [ : , i 2 ] , b [ i , i 3 ] , dxs ) , dxs ) ∗
J000 ( i1 , i2 , i3 , q [ 1 ] , dt , k s i ) ,
( i3 , 0 , m − 1) ) ,
( i2 , 0 , m − 1) ) ,
( i1 , 0 , m − 1) ) + \
dt ∗∗ 2 / 2 ∗ Lj ( a , a j [ i , 0 ] , dxs ) + \
sp .Sum(
sp .Sum(
G(b [ : , i 1 ] , Lj ( a , b [ i , i 2 ] , dxs ) , dxs ) ∗
( J10 ( i1 , i2 , q [ 2 ] , dt , k s i ) − J01 ( i1 , i2 , q [ 2 ] , dt , k s i ) ) −
Lj ( a , G(b [ : , i 1 ] , b [ i , i 1 ] , dxs ) , dxs ) ∗ J10 ( i1 , i2 , q [ 2 ] , dt , k s i )
+
G(b [ : , i 1 ] , G(b [ : , i 2 ] , a j [ i , 0 ] , dxs ) , dxs ) ∗
( J10 ( i1 , i2 , q [ 2 ] , dt , k s i ) + dt ∗ J00 ( i1 , i2 , q [ 0 ] , dt , k s i ) ) ,
( i2 , 0 , m − 1) ) ,
( i1 , 0 , m − 1) ) + \
sp .Sum(
sp .Sum(
sp .Sum(
sp .Sum(
G(b [ : , i 1 ] , G(b [ : , i 2 ] , G(b [ : , i 3 ] , b [ i , i 4 ] , dxs ) , dxs ) , dxs ) ∗
J0000 ( i1 , i2 , i3 , i4 , q [ 3 ] , dt , k s i ) ,
( i4 , 0 , m − 1) ) ,
( i3 , 0 , m − 1) ) ,
( i2 , 0 , m − 1) ) ,
( i1 , 0 , m − 1) ) + \
sp .Sum(G(b [ : , i 1 ] , Lj ( a , a j [ i , 0 ] , dxs ) , dxs ) ∗
( J2 ( i1 , dt , k s i ) / 2 + dt ∗ J1 ( i1 , dt , k s i ) + dt ∗∗ 2 / 2 ∗ J0 ( i1 ,
dt , k s i ) ) +
Lj ( a , Lj ( a , b [ i , i 1 ] , dxs ) , dxs ) ∗ J2 ( i1 , dt , k s i ) / 2 −
Lj ( a , G(b [ : , i 1 ] , a j [ i , 0 ] , dxs ) , dxs ) ∗ ( J2 ( i1 , dt , k s i ) + dt ∗ J1 (
i1 , dt , k s i ) ) ,
( i1 , 0 , m − 1) ) + \
sp .Sum(
sp .Sum(
sp .Sum(
G(b [ : , i 1 ] , Lj ( a , G(b [ : , i 2 ] , b [ i , i 1 ] , dxs ) , dxs ) , dxs ) ∗
( J100 ( i1 , i2 , i3 , q [ 6 ] , dt , k s i ) − J010 ( i1 , i2 , i3 , q [ 5 ] , dt , k s i )
) +
G(b [ : , i 1 ] , G(b [ : , i 2 ] , Lj ( a , b [ i , i 3 ] , dxs ) , dxs ) , dxs ) ∗
( J010 ( i1 , i2 , i3 , q [ 5 ] , dt , k s i ) − J001 ( i1 , i2 , i3 , q [ 4 ] , dt , k s i )
) +
G(b [ : , i 1 ] , G(b [ : , i 2 ] , G(b [ : , i 3 ] , a j [ i , 0 ] , dxs ) , dxs ) , dxs ) ∗
( dt ∗ J000 ( i1 , i2 , i3 , q [ 1 ] , dt , k s i ) − J001 ( i1 , i2 , i3 , q [ 4 ] , dt ,
k s i ) ) −
Lj ( a , G(b [ : , i 1 ] , G(b [ : , i 2 ] , b [ i , i 3 ] , dxs ) , dxs ) , dxs ) ∗
J100 ( i1 , i2 , i3 , q [ 6 ] , dt , k s i ) ,
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( i3 , 0 , m − 1) ) ,
( i2 , 0 , m − 1) ) ,
( i1 , 0 , m − 1) ) + \
sp .Sum(
sp .Sum(
sp .Sum(
sp .Sum(
sp .Sum(
G(b [ : , i 1 ] , G(b [ : , i 2 ] , G(b [ : , i 3 ] , G(b [ : , i 4 ] , b [ i , i 5 ] , dxs )
, dxs ) , dxs ) , dxs ) ∗
J00000 ( i1 , i2 , i3 , i4 , i5 , q [ 7 ] , dt , k s i ) ,
( i5 , 0 , m − 1) ) ,
( i4 , 0 , m − 1) ) ,
( i3 , 0 , m − 1) ) ,
( i2 , 0 , m − 1) ) ,
( i1 , 0 , m − 1) ) + \
dt ∗∗ 3 / 6 ∗ Lj ( a , Lj ( a , a j [ i , 0 ] , dxs ) , dxs ) + \
sp .Sum(
sp .Sum(
G(b [ : , i 1 ] , G(b [ : , i 2 ] , Lj ( a , Lj ( a , a j [ i , 0 ] , dxs ) , dxs ) , dxs ) , dxs )
∗
( J02 ( i1 , i2 , q [ 6 ] , dt , k s i ) / 2 + dt ∗ J01 ( i1 , i2 , q [ 2 ] , dt , k s i ) +
dt ∗∗ 2 / 2 ∗ J00 ( i1 , i2 , q [ 2 ] , dt , k s i ) ) +
Lj ( a , Lj ( a , G(b [ : , i 1 ] , b [ i , i 2 ] , dxs ) , dxs ) , dxs ) / 2 ∗
J20 ( i1 , i2 , q [ 1 0 ] , dt , k s i ) +
G(b [ : , i 1 ] , Lj ( a , G(b [ : , i 2 ] , a j [ i , 0 ] , dxs ) , dxs ) , dxs ) ∗
( J11 ( i1 , i2 , q [ 9 ] , dt , k s i ) − J02 ( i1 , i2 , q [ 8 ] , dt , k s i ) +
dt ∗ ( J10 ( i1 , i2 , q [ 2 ] , dt , k s i ) − J01 ( i1 , i2 , q [ 2 ] , dt , k s i ) ) ) +
Lj ( a , G(b [ : , i 1 ] , Lj ( a , b [ i , i 2 ] , dxs ) , dxs ) , dxs ) ∗
( J11 ( i1 , i2 , q [ 9 ] , dt , k s i ) − J20 ( i1 , i2 , q [ 1 0 ] , dt , k s i ) ) +
G(b [ : , i 1 ] , Lj ( a , Lj ( a , b [ i , i 2 ] , dxs ) , dxs ) , dxs ) ∗
( J02 ( i1 , i2 , q [ 8 ] , dt , k s i ) / 2 + J20 ( i1 , i2 , q [ 1 0 ] , dt , k s i ) / 2 −
J11 ( i1 , i2 , q [ 9 ] , dt , k s i ) ) −
Lj ( a , G(b [ : , i 1 ] , G(b [ : , i 2 ] , a j [ i , 0 ] , dxs ) , dxs ) , dxs ) ∗
( dt ∗ J10 ( i1 , i2 , q [ 2 ] , dt , k s i ) + J11 ( i1 , i2 , q [ 9 ] , dt , k s i ) ) ,
( i2 , 0 , m − 1) ) ,
( i1 , 0 , m − 1) ) + \
sp .Sum(
sp .Sum(
sp .Sum(
sp .Sum(
G(b [ : , i 1 ] , G(b [ : , i 2 ] , G(b [ : , i 3 ] , G(b [ : , i 4 ] , a j [ i , 0 ] , dxs ) ,
dxs ) , dxs ) , dxs ) ∗
( dt ∗ J0000 ( i1 , i2 , i3 , i4 , q [ 3 ] , dt , k s i ) + J0001 ( i1 , i2 , i3 ,
i4 , q [ 1 1 ] , dt , k s i ) ) +
G(b [ : , i 1 ] , G(b [ : , i 2 ] , Lj ( a , G(b [ : , i 3 ] , b [ i , i 4 ] , dxs ) , dxs ) ,
dxs ) , dxs ) ∗
( J0100 ( i1 , i2 , i3 , i4 , q [ 1 3 ] , dt , k s i ) − J0010 ( i1 , i2 , i3 , i4 , q
[ 1 2 ] , dt , k s i ) ) −
Lj ( a , G(b [ : , i 1 ] , G(b [ : , i 2 ] , G(b [ : , i 3 ] , b [ i , i 4 ] , dxs ) , dxs ) ,
dxs ) , dxs ) ∗
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J1000 ( i1 , i2 , i3 , i4 , q [ 1 4 ] , dt , k s i ) +
G(b [ : , i 1 ] , Lj ( a , G(b [ : , i 2 ] , G(b [ : , i 3 ] , b [ i , i 4 ] , dxs ) , dxs ) ,
dxs ) , dxs ) ∗
( J1000 ( i1 , i2 , i3 , i4 , q [ 1 4 ] , dt , k s i ) − J0100 ( i1 , i2 , i3 , i4 , q
[ 1 3 ] , dt , k s i ) ) +
G(b [ : , i 1 ] , G(b [ : , i 2 ] , G(b [ : , i 3 ] , Lj ( a , b [ i , i 4 ] , dxs ) , dxs ) ,
dxs ) , dxs ) ∗
( J0010 ( i1 , i2 , i3 , i4 , q [ 1 2 ] , dt , k s i ) − J0001 ( i1 , i2 , i3 , i4 , q
[ 1 1 ] , dt , k s i ) ) ,
( i4 , 0 , m − 1) ) ,
( i3 , 0 , m − 1) ) ,
( i2 , 0 , m − 1) ) ,
( i1 , 0 , m − 1) ) + \
sp .Sum(
sp .Sum(
sp .Sum(
sp .Sum(
sp .Sum(
sp .Sum(
G(b [ : , i 1 ] ,
G(b [ : , i 2 ] , G(b [ : , i 3 ] , G(b [ : , i 4 ] , G(b [ : , i 5 ] , b [ i , i 6 ] ,
dxs ) , dxs ) , dxs ) , dxs ) ,
dxs ) ∗
J000000 ( i1 , i2 , i3 , i4 , i5 , i6 , q [ 1 5 ] , dt , k s i ) ,
( i6 , 0 , m − 1) ) ,
( i5 , 0 , m − 1) ) ,
( i4 , 0 , m − 1) ) ,
( i3 , 0 , m − 1) ) ,
( i2 , 0 , m − 1) ) ,
( i1 , 0 , m − 1) )
i f m a . i s Mat r i x and m b . i s Mat r i x :
return formula . subs ( [ ( a , m a) , (b , m b) ] )
else :
return formula
def do i t ( s e l f , ∗∗ h in t s ) :
”””
Tries to expand or c a l c u l a t e f unc t i on
Returns
−−−−−−−
sympy . Expr
”””
return StrongTaylorStratonovich3p0 (∗ s e l f . args , ∗∗ h in t s )
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