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Résumé 
 
La conception des bâtiments à faible consommation d’énergie est devenue un enjeu très 
important dans le but de réduire la consommation d’énergie et les émissions de gaz à effet de 
serre associées. Pour y parvenir, il est indispensable de connaître les sources potentielles de 
biais et d’incertitude dans le domaine de la modélisation thermique des bâtiments d’une part, 
et de les caractériser et les évaluer d’autre part. 
Pour répondre aux exigences courantes en termes de fiabilité des prévisions du 
comportement thermique des bâtiments, nous avons essayé dans le cadre de cette thèse de 
quantifier les incertitudes liés à des paramètres influents, de proposer une technique de 
diagnostic de l’enveloppe, de propager les incertitudes via une méthode ensembliste sur un 
modèle simplifié et enfin de proposer une démarche permettant d’identifier les paramètres de 
modélisation les plus influents et d’évaluer leur effet sur les performances énergétiques avec 
le moindre coût en termes de simulations. 
Mots clés : bâtiment basse consommation, incertitudes, fiabilité, analyse de sensibilité, 
propagation d’incertitudes, analyse par intervalles 
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Abstract 
 
Designing buildings with low-energy consumption has become a very important issue in 
order to minimize energy consumption and emissions of associated greenhouse gas. To 
achieve this, it is essential to know the potential sources of bias and uncertainty in the fieldof 
buildings thermal modeling and to characterize and evaluate them. 
To meet the current requirements in terms of reliable predictions of buildings thermal 
behavior, we have tried in this thesis, to quantify uncertainties associated to influential 
parameters, to propose a technique for diagnosing the building’s envelope, propagate 
uncertainties via a set-method for the case of a simplified model. We finally proposed an 
approach to identify the most influential modeling parameters to evaluate their impact on 
energy performance. 
Keywords: low-energy building, uncertainty, reliability, sensitivity analysis, uncertainty 
propagation, interval analysis. 
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Nomenclature 
 
Lettres Latines 
Notation Unité Signification 
Cp [KJ/(K.Kg)] capacité calorifique massique 
S [m
2
] surface 
L [m] épaisseur 
h [W/(m
2
.K)] coefficient d’échange convectif 
P [W] puissance 
T [°C]ou [K] température 
x  entrée incertaine 
Si  indice de sensibilité 
STi  indice de sensibilité total 
V  variance 
E  espérance 
e  écart quadratique 
L
2
  erreur quadratique 
L

  erreur relative 
r  résidu 
Bi  nombre de Biot 
m  centre d’un intervalle 
W  longueur d’un intervalle 
 
 
 
Lettres grecques 
Notation Unité Signification 
α [m2/s] diffusivité thermique 
ρ [Kg/m3] masse volumique 
λ [W/(m.K)] conductivité thermique 
 [W/m
2
] Densité du flux de chaleur 
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ext extérieur 
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STD Simulation Thermique Dynamique 
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I. Introduction et Etat de l’Art 
Il y a quelques années que la conception des bâtiments à haute performance énergétique, 
ou ce qu’on appelle Bâtiment Basse Consommation (BBC), attire l’intérêt de plusieurs projets 
de recherche. En France, le secteur du bâtiment est le plus gros consommateur d'énergie parmi 
tous les secteurs économiques avec une consommation moyenne annuelle proche de 400 
KWh d'énergie primaire par m² chauffé ce qui entraîne l'émission de120 millions de tonnes de 
CO2 représentant 25 % des émissions, chiffres confirmés par l’ADEME
1
. Ce secteur est donc 
producteur de près d’un quart des émissions nationales de CO2 et contribue donc 
considérablement à l’émission des gaz à effet de serre. De plus, les ressources naturelles non 
renouvelables s’épuisent avec le temps ce qui entraîne une hausse importante du coût de 
l’énergie. D’où la nécessité de concevoir ou rénover les bâtiments dans le but de limiter leur 
consommation d’énergie. Ce secteur constitue un immense gisement d’économies d’énergie.  
A l’échelle de l’Europe, plusieurs directives se sont intéressées à ce sujet. La 1ère directive 
est la directive 2002/91/CE sur la performance énergétique du bâtiment qui explique les 
engagements de l’Union Européenne dans le cadre du protocole Kyoto, un traité international 
visant à la réduction des émissions de gaz à effet de serre signé le 11 décembre 1993. Cette 
directive implique pour les États membres d'adopter de nouvelles règles en matière d'isolation 
thermique et de ventilation [DIRECTIVE 2002/91/CE]. Elle était remplacée plus tard par 2 
autres directives : 
 directive 2010/30/UE du 19 mai 2010 concernant l’indication, par voie d’étiquetage 
et d’informations uniformes relatives aux produits, de la consommation en énergie 
et en autres ressources des produits liés à l’énergie 
 directive 2010/31/UE du 19 mai 2010 sur la performance énergétique des bâtiments 
En métropole, la pénétration du marché BBC n’est pas homogène sur l’ensemble du 
territoire français (de 3,0 % pour la région Picardie à 19,4 % pour la Bretagne). En moyenne, 
la construction BBC représente 9,9 % selon les chiffres de BBC-Effinergie
2
 en 2011 (au lieu 
de 4,3 % en 2010) [Promotelec 2012]. Or depuis le 1
er
 janvier 2013, tous les logements 
doivent atteindre ce niveau avec le respect de la RT 2012. Du coup, l’écart entre la précision 
du travail des maçons (au centimètre près) et celles des menuisiers (aux millimètres près), qui 
n’étaient pas vraiment gênant par le passé, le devient avec la RT 2012 et ses exigences en 
matière d’étanchéité à l’air [Le moniteur 20131]. Cette nouvelle version de la réglementation 
thermique accentue l’importance de la phase de conception surtout que les logiciels de calculs 
réglementaires doivent être évalués par le ministère de l’Ecologie, du Développement durable, 
des Transports et du Logement [Le moniteur 2013
2
]. 
                                                 
1
Agence de l'Environnement et de la Maîtrise de l'Energie : 
http://www2.ademe.fr/servlet/getDoc?id=11433&m=3&cid=96 
2
 Référentiel français pour les bâtiments basse consommation 
http://www.effinergie.org 
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Dans ce contexte, l’usage d’outils de simulation devient incontournable et leur fiabilité est 
primordiale. Le retour d’expérience montre des écarts importants entre les prévisions et les 
vraies consommations. A titre d’exemple, le bureau d’étude Enertech a mené des études de 
cas sur 8 bâtiments BBC, livrés entre 2008 et 2009. A l’issue de cette étude, il apparaît un 
décalage entre la simulation et la consommation réelle des constructions surtout sur les postes 
chauffage et ventilation. Dans ce cadre, il est indispensable de connaître les sources 
potentielles d’incertitude dans le domaine de la modélisation thermique des bâtiments d’une 
part, et de les caractériser et les évaluer d’autre part pour simuler avec pertinence ce nouveau 
type de bâtiments. 
Dans ce qui suit nous allons définir la simulation thermique dynamique (STD) tout en 
insistant sur le caractère incontournable du recours à ce type de simulation dans la phase de 
conception. Nous allons également présenter les outils de simulation les plus utilisés en 
insistant sur la nécessité qu’ils suivent des tests de validation pour des prévisions fiables. Les 
différentes sources de biais et d’incertitudes qui interviennent sur un bâtiment dans ses 
différentes phases seront détaillées au fil de ce chapitre pour terminer par la définition des 
objectifs fixés dans le cadre de ce travail et les types d’incertitudes qui seront traités. 
I.1. La simulation thermique dynamique devient incontournable 
Les bâtiments neufs à très basse consommation d’énergie se comportent différemment des 
bâtiments traditionnels de consommation primaire supérieure à 200 [KWh /(m2.an)]. En effet, 
un bâtiment très bien isolé est sujet à des surchauffes, et pour s’assurer qu’il respecte bien le 
label BBC une modélisation fine de son comportement devient incontournable. La simulation 
thermique dynamique (STD) est donc une nécessité pour la construction comme pour la 
rénovation des bâtiments à très hautes performances énergétiques. Elle permet de traiter les 
ponts thermiques, de contrôler les apports solaires, d’étudier l'étanchéité du bâtiment à l’air et 
d’optimiser sa conception au regard des besoins de chauffage et du confort d'été. La STD 
permet donc de modéliser un bâtiment et d’analyser ses interactions avec son environnement 
et son usage. 
Les paramètres d’entrée d’un tel type de simulations, liées à la modélisation et les 
hypothèses d’usage, sont les suivants : 
 Paramètres liés à la structure : orientation et composition des parois opaques et vitrées, 
protections solaires, masques...  
 Paramètres liés aux équipements : Systèmes de production d'énergie, ventilation, 
apports gratuits des équipements…  
 Paramètres liés à l’exploitation : Occupation, usage, consignes de confort,...  
 Sollicitations climatiques : températures, course du soleil, vents, données météo 
locales... 
Une fois ces paramètres d’entrées identifiés, la STD permet d’accéder à différentes sorties 
comme la température des locaux dans chaque zone thermique heure par heure (ou à des pas 
de temps inférieurs à l’heure) permettant d’évaluer le confort de l’occupant, la consommation 
3 
nécessaire en chauffage et climatisation, la consommation des équipements,… Ces données 
permettent aux concepteurs de choisir les meilleures solutions techniques et architecturales, 
d’orienter le choix des équipements, des matériaux et des structures de façon à minimiser la 
consommation en énergie et la déperdition de chaleur tout en respectant le confort de 
l’occupant. La STD est donc un outil précieux pour une construction de demain économe en 
énergie et assurant le confort des occupants. 
I.2. La fiabilité des prévisions du comportement des bâtiments mise en 
question 
La fiabilité de comportement et le traitement des incertitudes sont devenus un enjeu 
important dans le calcul scientifique. Ce domaine attire les scientifiques comme les industriels 
pour des domaines variés tel que la climatologie, la mécanique et évidemment le domaine du 
bâtiment. La figure I.1, tirée de [Rollet 2007] présente l’évolution, dans la base de données 
Science Direct d’Elsevier, du nombre d’articles comportant le mot « uncertainty » depuis 
1980 jusqu’à l’année 2006. Ce graphique montre bien la croissance de ce sujet dans les 
recherches actuelles. 
 
 
Figure I.1 Evolution du nombre d'articles publiés comportant le mot "uncertainty" dans leur titre,leur 
résumé ou leurs mots-clés. Recherche effectuée dans la base ScienceDirect d’Elsevier, avec pour domaine « all 
science », «engineering » et « material science » [Rollet 2007] 
Pour revenir au champ de l’énergétique des bâtiments, il est connu et partagé, par tout le 
monde, la nécessité de réduire la consommation d’énergie et augmenter les performances 
énergétiques des bâtiments pour répondre aux objectifs fixés : diviser la consommation 
d’énergie actuelle par 4 d’ici 2050. Cet objectif a été fixé par le Grenelle de l’environnement3. 
Un objectif très difficile à atteindre si l’effort ne s’applique pas sur les bâtiments existants 
comme les neufs. Cela prouve la nécessité de durcir les réglementations et multiplier les 
                                                 
3 http://www.plan-batiment.legrenelle-environnement.fr/ 
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travaux de rénovation et de réhabilitation des bâtiments anciens. Depuis le 1er Janvier 2013, 
la RT 2012 est appliquée à tous les bâtiments neufs, résidentiels ou tertiaires. Le maître 
d’ouvrage doit présenter une attestation du respect de la RT 2012 au moment du dépôt du 
permis et lors de l’achèvement des travaux. Le tableau I.1 montre les différentes étapes d’un 
projet de construction dans le cadre de la RT 2012. 
A ce jour, seuls les calculs réglementaires sont obligatoires mais demeurent insuffisants. 
En effet, ils ne permettent pas de simuler le comportement avec la précision recherchée. A 
titre d’exemple, les scénarios d’occupation sont fixés et non modifiables en supposant que la 
maison sera occupée tous les jours de la semaine de 18h à 8h ainsi que tout le weekend. Pour 
la température de consigne de chauffage, ce calcul réglementaire suppose que l’habitant a 
réglé son thermostat à 19°C et qu’il le diminue d’un degré pendant la période d’absence. Ce 
comportement ne reproduit pas forcément les habitudes de tous les habitants. Le but de la RT 
2012 avec son calcul réglementaire est de limiter la consommation et d’éviter tout projet 
aberrant techniquement. Si on souhaite modéliser le comportement thermique d’un bâtiment 
ou d’une maison avec précision dans le temps la STD est la seule solution. Le concepteur ou 
le modélisateur possède l’accès à toutes les données d’entrées, déjà évoquées dans la partie 
I.1, ce qui permet de modéliser avec finesse le comportement thermique, notamment en 
période estivale pour l’évaluation des conditions de conforts des occupants. Pour des 
prévisions fiables lors de la conception, et pour éviter les surprises lors de l’exploitation la 
STD reste la solution la plus fiable. Mais un logiciel STD est sujet à nombre d’incertitudes 
c’est ce que nous verrons par la suite.  
De nombreuses études ont néanmoins montré des écarts importants entre la simulation et la 
consommation réelle des constructions notamment au niveau des postes de chauffage et 
ventilation. Ces écarts mettent l’accent sur l’importance du suivi des bâtiments récemment 
construits pour vérifier qu’ils respectent les objectifs fixés lors de la conception et en même 
temps remettent en question la fiabilité des outils utilisés et les hypothèses de modélisation 
considérées. Dans ce contexte, de nombreuses questions subsistent sur les modalités de 
comparaison entre prévisions et mesures. Et au-delà de la question de la capacité des modèles 
à représenter fidèlement les phénomènes physiques mis en jeu, il est clair qu’il existe une 
multitude de sources d’incertitudes qui peuvent générer des écarts entre prévisions et mesures. 
Pour progresser, il est donc crucial d’être capable de prendre en compte ces incertitudes et de 
les propager au travers des outils de simulation thermique des bâtiments.  
Dans ce qui suit, nous allons nous intéresser à présenter les aléas et les incertitudes qui 
interviennent sur un bâtiment durant ses 3 phases :  
 La conception 
 La construction et la mise en œuvre 
 L’exploitation 
Nous allons également présenter les outils de simulation thermique les plus communément 
utilisés ainsi que les démarches de validation auxquelles ils ont été soumis pour assurer leur 
pertinence dans le cadre du processus de conception. 
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Acteurs Actions 
Demande de permis de construire  
Maître d’ouvrage, maître d’œuvre 
Fourniture de l’attestation au permis de  
construire 
Avant-projet détaillé  
Maîtrise d’œuvre 
-Optimisation des solutions techniques 
-Vérification de la conformité 
réglementaire du projet 
-Traitement de la perméabilité à l’air 
Appel à consultation des entreprises  
Maîtrise d’œuvre Rédaction du cahier des charges 
Réalisation  
Entreprises et artisans 
Réponses aux prescriptions des marchés et 
à l’exigence de perméabilité à l’air 
Réception  
Opérateurs de mesure de la perméabilité à 
l’air 
Vérification de la conformité à l’exigence 
Personnes chargées de l’attestation de fin 
de travaux 
Fourniture de l’attestation 
En cours de chantier ou pendant une période de 3 ans après réception 
Agents de l’Etat assermentés Contrôles 
Tableau I.1 Etapes de construction dans le cadre de la RT 2012 [Le moniteur 2013
2
] 
I.2.1. Les sources de biais et d’incertitudes agissant sur un bâtiment 
La phase de conception : cette phase est sujette à plusieurs sources d’incertitudes. Durant 
cette phase des simulations sont réalisées pour prévoir des indicateurs de performance du 
bâtiment à l’étude. Une modélisation de ce bâtiment est réalisée, des scénarios d’occupation et 
d’exploitation sont fixés de même pour les données météo pour calculer ou prévoir des 
indicateurs de performance comme le montre la figure I.2. On peut distinguer 2 types de 
données d’entrée : les données de nature dynamique ou sollicitations variables, et les données 
de types statiques ou paramètres. Par la suite, on peut distinguer 3 sources d’incertitudes dans 
la phase de conception : 
 Incertitudes provenant des hypothèses de modélisation donc liées au modèle et au 
logiciel de simulation 
 Incertitudes provenant des paramètres statiques comme les paramètres thermo-
physiques des matériaux de l’enveloppe, les caractéristiques de vitrage, le débit 
d’infiltration,…. 
 Incertitudes liées aux sollicitations variables ou paramètres dynamiques comme les 
données météo et les scénarios d’occupation 
Dans ce qui suit nous allons détailler ces 3 sources d’incertitudes. 
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Figure I.2 Les différents composants d’une étude de conception : Modèle, entrées de différentes natures et 
sorties 
Un bâtiment est un système physique dynamique, il est en interaction continue avec son 
environnement ce qui rend  très complexe sa modélisation avec une très haute finesse. Le 
concepteur a recours toujours à des simplifications, des hypothèses et des approximations 
pour faciliter cette tâche. Il peut donc négliger des phénomènes et des lois de transfert, 
simplifier la géométrie et limiter le nombre de zones thermiques sans se rendre compte des 
effets majeurs que peuvent induire ces hypothèses. Dans [Wilde 2011] les auteurs ont 
comparé l’effet d’un zonage simplifié et un autre plus détaillé sur les émissions de CO2, un 
gaz à effet de serre, et le risque de surchauffe dû au changement climatique sur un bâtiment de 
bureaux situé au Royaume-Uni. Les résultats montrent que le zonage utilisé implique très peu 
de variation des émissions de gaz à effet de serre avec une différence de 2% entre les 2 
méthodes. Par contre, ce choix affecte énormément le risque de surchauffe avec un risque de 
11% de plus avec un zonage détaillé, donc cette simplification sous-estime le risque de 
d’inconfort et par conséquent le risque de dégradation de la productivité des occupants. 
Les bâtiments à très basse consommation d’énergie voire autonome en énergie possèdent 
un comportement très différent des bâtiments anciens mal isolés ou même non isolés. Les 
hypothèses de modélisation considérées pour les anciens bâtiments ne sont plus valables et en 
adéquation avec ce nouveau type de bâtiments. Dans [Duforestel 2008] les auteurs détaillent 
cette idée. Dans cette dernière référence, les auteurs expliquent qu’un pas de temps horaire 
reste une bonne approximation tant que la température externe est la donnée externe la plus 
influente ce qui est le cas pour les bâtiments peu performants. Mais lorsque les apports 
solaires sont significatifs sur le bilan énergétique du bâtiment, ce qui est le cas des nouveaux 
bâtiments qui peuvent cycler plusieurs fois par heure entre besoin et excès d’énergie, ce pas 
de temps risque de masquer des sollicitations très importantes comme la montre la figure I.3. 
Cela prouve donc la nécessité d’un pas de temps plus court pour définir toutes les données 
temporelles. 
Paramètres statiques (paramètres 
thermo-physiques, débit 
d’infiltration, débit de 
ventilation,…) 
Sollicitations variables 
(donnés météo, scénario 
d’occupation) 
Indicateurs de performance 
(confort, consommation, 
qualité de l’air,…) 
 
Modèle 
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Figure I.3 Sollicitations au pas de temps horaire et minute [Duforestel 2008] 
Beaucoup d’efforts ont été faits durant les 30 dernières années pour intégrer le transfert de 
l’humidité dans la modélisation des bâtiments [Fang 2009]. Avant cette période, le transfert 
d’humidité n’était presque jamais pris en compte. Qin et al. dans [Qin 2009] ont étudié l’effet 
de la prise en compte du transfert d’humidité dans les équations qui régissent le 
comportement du bâtiment sur l’humidité de l’air interne et la consommation d’énergie dans 2 
climats différents : chaud et humide (Hong Kong) et un climat tempéré (Paris). Pour analyser 
cet effet, les auteurs ont calculé la température interne au pas horaire tout au long d’une 
année, l’humidité relative interne et les besoins en chauffage et en climatisation. Les résultats 
ont montré que la prise en compte de ce facteur permet de stabiliser l’humidité relative interne 
à un pourcentage inférieur à 70% pendant la période où les systèmes CVC (Chauffage 
Ventilation Climatisation) ne sont pas utilisés. Ce pourcentage dépasse 80% si le transfert 
d’humidité n’est pas pris en compte ce qui entraîne une surestimation des consommations 
énergétiques pour des demandes de déshumidification supplémentaires. Quant à la 
consommation d’énergie, les résultats prouvent que ce facteur permet une économie d’énergie 
de 4% sur la consommation totale pour le chauffage et de 7 à 30 % pour la climatisation. Ces 
chiffres soulignent l’effet de ce facteur sur le confort et sur la consommation d’énergie d’où la 
nécessité de le prendre en compte lors d’une modélisation précise d’un bâtiment. Cela prouve 
aussi que les hypothèses de modélisation valables par le passé ne le sont plus à l’heure 
actuelle surtout avec les niveaux de performance recherchés.  
Une autre source d’incertitude qui peut intervenir lors de la modélisation d’un bâtiment est 
la connaissance imparfaite des paramètres statiques du modèle comme les paramètres thermo-
physiques des matériaux, les caractéristiques des vitrages, les coefficients d’échange. Le 
modélisateur attribue alors des valeurs par défaut pour tous ces paramètres ce qui peut bien 
évidemment influencer l’estimation de la consommation en énergie. Une connaissance des 
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incertitudes associées à ces paramètres est donc nécessaire. Mac Donald dans sa thèse [Mac 
Donald 2002] a caractérisé le profil d’incertitudes sur 3 classes de paramètres : les propriétés 
thermo-physiques, les gains internes et le taux d’infiltration. Selon l’auteur, ce sont les 
paramètres essentiels pour la simulation des bâtiments dans un climat froid. 
D’autres sources d’incertitudes liées au modèle peuvent induire des modifications et des 
changements du comportement du bâtiment et n’étaient pas décrites, nous nous sommes 
intéressés à en détailler quelques-unes uniquement. Nous pouvons citer d’autres sources liées 
à la prise en compte de la tâche solaire, la modélisation du rayonnement, les effets du vent,… 
Pour compléter la simulation, le modélisateur doit fixer un scénario d’occupation qui inclut 
le nombre de personnes occupant chaque zone, leur comportement, la gestion des 
équipements tel que la mise en marche du chauffage, la gestion de la ventilation par ouverture 
ou fermeture des fenêtres,... Tous ces critères sont très subjectifs et dépendent fortement de 
l’occupant et peuvent influencer énormément la consommation en énergie. En effet, l’âge de 
l’occupant a un énorme impact sur les charges de chauffage et de la température du confort. 
Chez les personnes âgées, la température du confort hivernal est beaucoup plus élevée que la 
température moyenne de 19°C ou 20°C ([Mettetal 2009
1
], [Mettetal 2009
2
]). Le confort 
dépend aussi de la situation géographique, du sexe, de l’activité de l’occupant. De plus 
l’occupant interagit avec le bâtiment (ouvertures de fenêtres, modification de consignes de 
confort, apports de chaleur liés à son activité), en fonction de ses sensations, de son humeur et 
de ses habitudes. Plusieurs études se sont intéressées à l’effet du comportement de l’usager 
sur le comportement thermique du bâtiment. L’effet de la température de consigne de 
chauffage, géré par l’occupant était le sujet de l’étude menée dans [Urban 2013]. Leur étude 
concernait 82 appartements situés à Révère, MA, aux Etats-Unis pendant 2 mois (de Janvier à 
Mars 2012). Tous les appartements ont été équipés par un thermostat réglé selon le 
programme de température de consigne par défaut représentant le standard ASHRAE 90.2 
(American Society of Heating, Refrigerating and Air Conditioning Engineers). Ce 
programme correspond à une température de consigne de déclenchement de chauffage 
constante à 17°C de 22h à 6h et de 8h à 18h, et une température de consigne fixe à 21°C de 6h 
à 8h et de 18h à 22h. Les résultats montrent que les occupants préfèrent des températures de 
confort supérieures à celles prescrites par le standard ASHRAE 90.2. Le comportement des 
occupants qui ont subi l’étude était divisé sous 4 groupes selon 2 critères. Le premier permet 
de classer les appartements selon que les occupants gardent une température fixe ou au 
contraire suivent le programme de l’ASHRAE 90.2.Le 2ème critère permet de répartir ces 
appartements selon la fréquence des modifications temporaires effectuées sur le thermostat. 
Les appartements dont les occupants respectent le programme prescrit du thermostat et 
effectuent des modifications peu fréquemment consomment 65% de moins que les autres 
comportements. Mais cela ne correspond qu’à 25% des appartements de l’étude. Ces chiffres 
montrent qu’un respect du programme standard de température de consigne par l’occupant 
permet de réduire radicalement la consommation en énergie d’où la grande responsabilité de 
l’usager sur le comportement thermique du bâtiment et de nombreux travaux tente 
aujourd’hui de prendre en compte le rôle de l’occupant dans les simulations. 
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Par exemple, Page et al. [Page 2008] ont proposé un algorithme pour simuler la présence 
de l’occupant par une chaîne de Markov inhomogène dans le but de l’intégrer dans la 
simulation thermique des bâtiments. Malgré les multiples travaux effectués dans ce domaine, 
la modélisation de l’occupant reste une tâche très complexe et sujet à beaucoup d’incertitudes. 
Le choix du fichier météo est également un paramètre important à prendre en compte lors 
d’une simulation, parce que le type de données et la localisation de la station météo peuvent 
générer des incertitudes non négligeables sur la consommation. Dans [Mac Donald 2001], les 
auteurs expliquent que le choix du fichier météo doit être guidé par les objectifs visés par le 
modélisateur : 
 Si le but est de prévoir une réponse typique moyenne sur quelques années, alors 
l’incertitude sur les données météo est faible si un fichier de type TRY (Test 
Reference Years) est utilisé car ce fichier est construit en moyennant des données 
sur plusieurs années 
 Si les prévisions concernent une année particulière, alors les incertitudes doivent 
prendre en considération les variations d’une année à une autre et ces incertitudes 
peuvent être importantes 
 Si des donnés météo mesurées sont disponibles, alors l’incertitude doit se baser sur 
la précision des mesures, et donc les incertitudes liées à l’instrumentation 
Plusieurs études ont traité l’effet de ce paramètre sur les incertitudes des prévisions. Dans 
[Crawley 1998], l’auteur effectue une comparaison entre 6 différents types de fichier météo et 
des données météo en temps réel pour 8 villes aux Etats-Unis pour un prototype de bâtiments 
du point de vue : 
 Besoins annuels en énergie et le coût de cette énergie 
 Le pic annuel de demande d’électricité 
 La charge liée au chauffage 
 La charge liée à la climatisation 
L’auteur conclut que pour la simulation thermique, il faut éviter d’utiliser un fichier météo 
de type TRY pour une année particulière, une seule année ne peut pas représenter les 
conditions métrologiques à long termes. Pour des résultats plus fiables, Crawley propose 
d’utiliser des fichiers météo de type TMY2 (Typical Meteorological Year 2) ou WYEC2 
(Weather Year for Energy Calculations 2) qui se rapprochent le plus aux conditions 
climatiques moyennées à long terme vu les résultats des comparaisons effectuées. 
Dans [Wang 2010] une étude est menée pour tester l’effet de l’utilisation d’un fichier 
météo de type TMY sur la prévision de la consommation en énergie pour 4 villes aux Etats-
Unis tout en comparant les résultats avec ceux en utilisant des données météo enregistrés sur 
15 ans avec un format compatible pour Energy-Plus. Les résultats montrent que les 
incertitudes sont de -4 à 6%. Les auteurs considèrent ces erreurs comme négligeables par 
rapport à d’autres paramètres comme la pratique adoptée dans le bâtiment (réglage de la 
température de consigne de chauffage et de climatisation, le contrôle des éclairages, les 
charges aux prises, …). Une bonne pratique peut réduire la consommation d’énergie de 15 à 
10 
29% et une mauvaise pratique peut augmenter la consommation de 49 à 79% par rapport aux 
prévisions. 
Phase de construction et de mise en œuvre : Les différents acteurs de la construction 
confirment que la qualité d’exécution reste un point très important à améliorer si on veut 
garantir une performance thermique maîtrisée du bâti. Un budget important a été imposé par 
l’état auprès des fournisseurs d’énergie (EDF et GDF) afin de financer un programme 
d’accompagnement des professionnels « règles de l’art Grenelle environnement 2012 ».  
Ce programme vise à revoir l’ensemble des règles de la construction afin de réaliser des 
économies d’énergies dans le bâtiment et de réduire les émissions de gaz à effets de serre. Les 
deux principaux objectifs de ce programme sont : 
 produire des documents de vulgarisation des normes de la construction et les mettre 
gratuitement à la disposition du grand public  
 mettre en place et financer des formations pour les acteurs intervenants dans la 
phase de mise en œuvre 
Durant cette phase plusieurs sources d’incertitudes et de défauts interviennent. En effet, les 
épaisseurs des matériaux de structure sont conçues sur le chantier donc elles sont sujets à des 
fortes incertitudes. En plus, les propriétés des matériaux utilisés lors de la construction 
peuvent être dégradés ou différents des valeurs considérées lors de la simulation ce qui peut 
créer des écarts entre la simulation et la vraie consommation lors de l’exploitation d’un 
bâtiment. Une mauvaise mise en œuvre peut donner naissance à des ponts thermiques 
dégradant ainsi les performances énergétiques du bâtiment. Nous allons détailler l’exemple de 
construction en maçonnerie représentant 70% du mode constructif pour les maisons 
individuelles et 25% des bâtiments collectifs en France. 
Pour les ouvrages en maçonnerie, l’offre industrielle en matière d’éléments de maçonnerie 
(bloc béton de granulats légers, brique de terre cuite ou béton cellulaire) est aujourd’hui 
thermiquement performante :  
 Des produits de conductivité thermique inférieure à 0,2 [W/(m².K)] (éléments de 
maçonnerie de type A au sens de la RT 2012) 
 Des produits mis en œuvre avec des joints minces de mortier (joints de 1 mm). Les 
ponts thermiques créés par les joints de maçonnerie sont donc très réduits 
Par contre la perméabilité à l’air de ces parois maçonnées peut être dégradée par les 
défauts suivants : 
 Une tolérance sur la hauteur des éléments de maçonnerie non respectée ce qui rend 
le montage non compatible avec l’épaisseur des joints. Des zones vides de mortier 
peuvent être constatées  
 Un enduit mis en œuvre avec une épaisseur souvent inférieure à l’épaisseur 
minimale requise par le DTU (Documents Techniques Unifiés pour les entreprises 
de pose)  
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 Un enduit mis en œuvre non compatible avec la nature de l’élément de maçonnerie 
par manque de coordination entre les différents corps de métiers 
 Une mise en œuvre de l’enduit dans des conditions de météo non conforme au DTU 
(haute température, par temps pluviale) ou sur un mur avant qu’il n’ait atteint son 
délai de séchage de 28 jours 
Cette incompatibilité génère à plus ou moins long terme des sinistres de fissuration 
d’enduit et donc une dégradation de la perméabilité à l’air et à la pluie de la paroi maçonnée 
donc les matériaux d’isolation sont touchés et leurs propriétés sont dégradées. Ces défauts 
vont induire certainement une hausse des besoins de chauffage qu’il est aujourd’hui difficile 
de quantifier. 
La RT 2012 a traité partiellement ce problème avec une approche performancielle en 
imposant un essai d’étanchéité à l’air lors de la phase de réception du chantier. Cet essai sert à 
mesurer indirectement la qualité de l’exécution. Aujourd’hui, aucun corps d’état (entreprise 
de maçonnerie, enduiseur, plaquiste, menuiserie, plombier, …) n’a accepté de prendre la 
responsabilité de la performance d’étanchéité à l’air imposée. Ceci est dû au fait que cette 
étanchéité est imposée sur le mur final dont le niveau de performance dépend de tous les 
corps d’état cités. Celle-ci peut être améliorée lors du passage de l’enduiseur ou du plaquiste, 
ou dégradée par des percements réalisés par le plombier ou l’électricien par exemples. Seules 
les entreprises générales de construction ont réussi à s’adapter à cette exigence par la 
coordination des travaux et des pratiques de contrôles intermédiaires. 
Un autre exemple de défaut de mise en œuvre est le cas de la liaison entre menuiseries et 
mur isolés par l’intérieur. La mise en œuvre de la menuiserie peut générer des ponts 
thermiques importants si aucunes précautions particulières ne sont prises pour la mise en 
place de l’isolant. La RT 2012 donne quelques exemples de bonnes pratiques comme la 
montre la figure I.4. 
 
 
Figure I.4 Importance de recouvrir les appuis de baies par l’isolation intérieure pour réduire les ponts 
thermiques 
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Les défauts potentiels sont multiples et de natures diverses. Leur prise en compte dans la 
modélisation demeure complexe et peu de travaux ont été menés sur le sujet. 
Phase d’exploitation : lors de cette phase apparaissent les incertitudes liées à l’occupation 
et la modélisation du confort thermique qui ont été fixées lors de la conception tout comme 
les paramètres statiques et les sollicitations dynamiques. Suite à la livraison d’un bâtiment, ce 
dernier doit subir des tests pour assurer qu’il respecte bien les performances annoncées lors de 
la conception. Certaines conformités environnementales peuvent être contrôlées dès réception, 
une fois les locaux aménagés (prestations, niveaux d’éclairage, mesures acoustiques, etc.) 
mais d’autres nécessitent plusieurs années de fonctionnement (saisons de chauffe, confort 
d’été, consommations, dépenses d’entretien, mesures de nuisance, enquêtes de satisfaction, 
etc.).La vérification des performances passent donc par un suivi minutieux des 
consommations et des températures dans le bâtiment durant plusieurs années durant lesquelles 
les performances peuvent évoluer. A plus long terme, les propriétés des matériaux peuvent 
également évoluer, du fait du vieillissement des matériaux ou de la dégradation du système 
constructif.  
Par conséquent, de nombreuses sources d’incertitudes peuvent affecter le comportement 
thermique du bâtiment durant ses différentes phases de construction. Dans le cadre de ces 
travaux de thèse, nous nous focaliserons sur la phase de conception restant de la responsabilité 
des bureaux d’études faisant un usage intensif de la simulation. C’est lors de cette phase 
cruciale que les choix importants sont faits pour assurer la performance. Nous avons souligné 
par ailleurs que les incertitudes liées aux données climatiques restent faibles lorsque des 
données typiques moyennes sont utilisées pour la conception. Notre étude va donc s’attacher à 
évaluer les incertitudes liées aux paramètres statiques définissant le bâti. 
L’influence des paramètres statiques sur les performances thermiques du bâtiment a été 
relevé dans de nombreuses études telles que ([Rahni 1998],[Witand 2001], [Breesch 2010], 
[Hopfe 2011]), d’où l’utilité d’analyser l’effet de leurs incertitudes. Dans ce but, 2 logiciels 
ont été utilisés Matlab et EnergyPlus. Plusieurs centaines de logiciels de simulation des 
bâtiments existent et le choix du logiciel influe énormément sur les résultats de simulation 
d’où la nécessaire validation de ces logiciels pour pouvoir faire confiance aux résultats. Dans 
ce qui suit nous allons insister sur cette phase de validation tout en citant les projets les plus 
importants dans ce cadre, nous allons également présenter les outils de simulation les plus 
utilisés au niveau national et international. 
I.2.2. La nécessité de validation des outils de simulation 
Nous avons vu dans les paragraphes précédents que les hypothèses de modélisation font 
partie des sources d’incertitudes qui interviennent sur l’évaluation des performances des 
bâtiments durant la phase de conception. Ces hypothèses sont parfois liées à l’outil de 
simulation choisi. Cela justifie donc que ces logiciels soient validés afin qu’ils modélisent 
avec finesse les nouveaux bâtiments et afin que les hypothèses de modélisation intégrées dans 
ces logiciels soient en adéquation avec les bâtiments à basse consommation d’énergie. 
Plusieurs centaines de logiciels existent sur le parc pour la simulation thermique du bâtiment 
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mais tous n’ont pas subi de tests de validation. Dans [Strachan 2008], les auteurs résument la 
validation des logiciels par 4 étapes : 
 Vérification des théories 
 Vérification des codes 
 Vérification analytique 
 Comparaison inter-modèles 
 Validation empirique 
Les auteurs précisent que les 2 premières validations sont nécessaires pour n’importe quel 
développement technique du logiciel et ils listent également l’historique des tests de 
validation du logiciel ESP-r qui sera présenté ultérieurement. Plusieurs projets se sont 
intéressés à valider les logiciels de simulation. Le premier projet international à ce niveau est 
l’IEA Annexe 1 (International Energy Agency) réalisé entre 1977 et 1980 dans le but de 
comparer 19 logiciels pour la simulation des charges thermiques et des besoins en énergie 
pour les bâtiments commerciaux. Deux autres programmes de recherche sont BESTEST et 
PASSYS. Le projet BESTEST, financé par l’Agence International de l’Energie, dont la tâche 
12 du programme « chauffage et rafraîchissement solaire des bâtiments » a concerné la 
comparaison d’outils de simulation thermique des bâtiments [Peuportier 2005]. Quant à 
PASSYS, un projet s’intéressant à l’énergie solaire passive, il a été financé par la Commission 
Européenne (EC European Commission) incluant plusieurs pays européens. Le but de ce 
dernier projet était de développer des cellules tests en plein air et de valider les modèles pour 
arriver à proposer une méthodologie de validation [Strachan 2008]. 
Ces travaux ont montré l’importance de cette étape de validation surtout avec les enjeux 
actuels de réduction de l’énergie consommée par les bâtiments et la nécessité des prévisions 
fiables, sachant que des hypothèses et des simplifications valables pour les bâtiments anciens 
ne le sont plus pour les bâtiments de haute performance énergétique. Cette actualité exige de 
revoir et de revérifier les hypothèses de modélisation des outils de simulation existants. 
I.2.3. Les outils de simulation existants sur le parc 
Dans cette partie nous allons présenter brièvement quelques outils de simulation dont le 
niveau de finesse diffère. Le choix de l’outil de simulation dépend essentiellement des 
objectifs fixés par le modélisateur et du niveau de précision recherché. Le choix des outils de 
simulations présentés ci-dessous est lié à leur utilisation très vaste au niveau national et 
international.  
Pléiades+Comfie : Comfie est un logiciel permettant de réaliser des simulations 
dynamiques de l’enveloppe du bâtiment. Son principal avantage est lié aux techniques de 
réduction de modèle aux différences finies par analyse modale qui permet de réduire le temps 
de calcul [Salomon 2005]. Il est associé à Pléiades, une interface développée et diffusée par 
IZUBA énergies permettant un apprentissage rapide et limitant le risque d’erreurs lors de la 
phase de description du projet. Ce logiciel est particulièrement adapté à un usage opérationnel 
par les bureaux d’études. Il a été validé lors de la procédure BESTEST de l’agence 
international de l’énergie en confrontant d’autres logiciels [Peuportier 2005]. Il comporte 
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néanmoins quelques lacunes : la non prise en compte de la présence d’humidité et une 
modélisation très partielle de la ventilation. 
TRNSYS : (Transient System Simulation Tool), développé par le « Solar Energy 
Laboratory » de l'université du Wisconsin aux Etats-Unis, en collaboration avec le CSTB en 
France et le groupe TransSolar en Allemagne. C’est une des référence mondiale pour la 
simulation dynamique de la thermique et de l'aéraulique des bâtiments. La simulation 
dynamique permet, par exemple, de simuler le comportement énergétique d'un bâtiment et de 
ses équipements (chauffage, climatisation), en fonction de l'emplacement, des matériaux de 
construction utilisés, de l'architecture, du concept énergétique choisi, etc…TRNSYS est très 
modulaire : de nouveaux composants peuvent facilement être ajoutés et des problèmes de 
simulation dans des domaines complètement différents peuvent être traités en utilisant 
uniquement la partie "solveur" de TRNSYS. Depuis la version 15, il est possible d'ajouter des 
composants utilisateurs dans n'importe quel environnement de développement. TRNSYS a 
également été évalué dans le cadre du programme BESTEST. 
EnergyPlus : développé par « Lawrence Berkeley National Laboratory » (LBNL) et 
financé par le ministère de l’énergie aux Etats-Unis, est issu de la fusion des 2 logiciels de 
simulation DOE2 et BLAST logiciels bénéficiant de dizaines d'année d'usage. Il est enrichi 
tous les six mois de nouvelles fonctionnalités. Un atout important de ce logiciel est la 
résolution avec un pas de temps inférieur à l’heure. Ses fonctionnalités sont vastes : bilan 
thermique de zone couplé à la simulation de système CVC détaillé équipement par 
équipement, calcul de flux d'air interzone, analyse du confort, panneaux solaires, etc. 
EnergyPlus a été également évalué dans le cadre du programme BESTEST. 
ESP-r : développé depuis 1974 par le « Energy Systems Research Unit » (ESRU) de 
l'université de Strathclyde en Ecosse, il permet d'évaluer la consommation d'énergie et les 
émissions gazeuses produites par les systèmes de contrôle environnementaux et les 
matériaux... Le logiciel permet de modéliser les transferts de chaleur, d'air, d'humidité et les 
flux d'énergie électrique. ESP-r est basé sur la méthode des volumes finis qui permet de 
résoudre numériquement des équations aux dérivées partielles en utilisant des approximations 
d'intégrales. Ce logiciel fonctionne principalement sous Linux, il est gratuit et le code source 
est libre. Des méthodes d’analyse d’incertitudes sont intégrées dans ce logiciel grâce aux 
travaux réalisés dans [Mac Donald 2001] permettant ainsi d’afficher des résultats avec des 
bandes d’incertitudes. Cet outil a été validé lors de plusieurs programmes réalisés au niveau 
national, européen et international [Strachan 2008]. 
Matlab/Simulink :Simulink est un environnement de simulation graphique utilisant 
Matlab comme solveur. Il est un environnement interactif pour modéliser, analyser  et simuler 
des systèmes dynamiques. Il dispose d’une bibliothèque de blocs de calcul que l’utilisateur 
peut assembler pour décrire son modèle sans écrire des lignes de codes. Simulink a une 
architecture ouverte permettant aux utilisateurs d’étendre l’environnement de simulation en 
créant de nouveaux blocs spécifiques et en le couplant avec d’autres logiciels. Le CSTB a 
développé « SIMBAD Building and HVAC Toolbox » (SIMulator for Building And 
Devices), première bibliothèque destinée aux  composants de génie climatique, pour 
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l'environnement Matlab/Simulink. C’est un outil qui fournit des modèles de bâtiment et des 
composants des systèmes de chauffage/climatisation pour réaliser des simulations dynamiques 
des installations de génie climatique. Il permet ainsi le développement et le test de 
régulateurs. Les codes sources des modules écrits en C ou Matlab sont fournis. 
Dymola : l'environnement de Dymola  est un solveur d’équations utilisant le langage de 
modélisation libre Modelica. Les utilisateurs ont le choix entre créer leurs propres 
bibliothèques de modèles et modifier les bibliothèques prêtes à l'emploi, qui s'adaptent ainsi 
mieux à leurs besoins spécifiques en modélisation et simulation. Lors de la 7ème conférence 
Modelica, qui a eu lieu en 2009, la librairie « Buildings », une librairie disponible 
gratuitement pour l’énergie des bâtiments et les systèmes de contrôle, a été présentée. Cette 
librairie contient des modèles pour le transfert de chaleur dans le bâtiment, des systèmes 
d’écoulement de fluide, des pompes, de chaudières. Elle permet de calculer l’écoulement de 
l’air dans le bâtiment et entre le bâtiment et l’environnement extérieur, d’évaluer le confort 
thermique, elle contient également des composants pour le contrôle à temps continu et discret 
et pour fixer des points de consignes. Un avantage de cet outil est la possibilité de faire une 
liaison avec d’autres outils tel que Matlab/Simulink, Radiance, EnergyPlus pour exécuter des 
co-simulations grâce à la bibliothèque Utilities disponible dans la librairie « Buildings ». Dans 
[Wetter 2011], les auteurs présentent un exemple de co-simulation entre Modelica et 
EnergyPlus qui permet une mise en œuvre et une évaluation de séquences de contrôle  bien 
précise grâce à Modelica. De nombreux développements sont en cours pour ajouter de 
nouvelles fonctionnalités à cette librairie et aux environnements de co-simulation au sein de 
l’Annexe 60 de l’Agence Internationale de l’Energie. 
Les travaux de validation des logiciels présentés ci-dessus, et en particulier l’inter-
comparaison, ont montré des écarts entre les résultats des différents outils et ont ainsi permis 
aux développeurs d’apporter des améliorations à leurs outils. Le choix d’un outil dans le cadre 
d’un projet reste guidé par les objectifs du modélisateur. Si la totalité des outils permettent de 
représenter en détail le comportement de l’enveloppe seule et d’apprécier les besoins de 
chauffage et des indicateurs de confort, seuls EnergyPlus, ESP-r, TRNSYS et l’approche de 
co-simulation impliquant des modèles développés au moyen du langage Modelica permettent 
de représenter l’interaction entre l’enveloppe et les équipements CVC et ainsi accéder aux 
consommations d’énergies associées au fonctionnement du bâtiment. 
Nous avons également montré dans ce chapitre la nécessité d’identifier les sources 
d’incertitudes et d’évaluer leur influence sur l’analyse des performances en phase de 
conception. Le chapitre suivant présente les méthodes disponibles permettant de classer les 
paramètres incertains par ordre de contribution à l’incertitude des sorties (méthodes d’analyse 
de sensibilité)ainsi que les méthodes de propagation de ces incertitudes dans des codes de 
calcul (approches ensembliste et probabiliste). Ces deux approches feront l’objet d’une 
comparaison menée dans le chapitre IV. 
Les paramètres statiques seront traités sous différents échelles : le matériau, la paroi et le 
bâtiment. Le chapitre III traite la question des incertitudes liées aux paramètres thermo-
physiques des matériaux qui font partie des paramètres statiques. Les manques d’informations 
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sur les incertitudes de ces paramètres d’une part, et les études prouvant la contribution de ces 
paramètres sur l’incertitude du comportement thermique du bâtiment d’autre part ont 
constitué les motifs pour essayer de quantifier leurs incertitudes. Dans ce but, un dispositif 
expérimental est présenté et une méthode ensembliste est utilisée pour quantifier ces 
incertitudes tout en comparant les résultats avec ceux donnés par la méthode classique des 
moindres carrés. 
Dans le  chapitre IV, nous avons évalué l’opportunité de propager les incertitudes des 
paramètres thermo-physiques à l’échelle de la paroi. Nous avons testé une méthode 
ensembliste à base d’analyse par intervalles pour la propagation d’incertitudes. Nous avons 
employé cette même méthode pour l’estimation de la résistance thermique de la couche 
isolante d’une paroi ce qui pourra servir dans une opération de diagnostic de l’enveloppe d’un 
bâtiment. 
Ayant montré les difficultés à mettre en œuvre l’approche ensembliste à l’échelle du 
bâtiment, une approche probabiliste fondée sur la construction d’un polynôme de chaos pour 
chaque sortie d’intérêt a été mise en œuvre pour analyser la sensibilité vis-à-vis des 
paramètres statiques dans un premier temps et propager leurs incertitudes dans un second 
temps. Cette étude est présentée dans le 5ème chapitre appliquée à une maison de la 
plateforme INCAS (INES, Chambéry) pour l’analyse des besoins annuels en chauffage et un 
indicateur d’inconfort d’été. 
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II. Les techniques d’analyse de sensibilité et de propagation 
d’incertitudes 
 
 
Ce chapitre concerne les outils indispensables pour l’analyse des incertitudes. Nous 
présenterons les différentes méthodes d’analyse de sensibilité et de propagation 
d’incertitudes, permettant d’identifier les sources d’incertitudes les plus influentes sur les 
indicateurs de performances énergétiques d’un bâtiment.  
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II.1. Tour de l’horizon des méthodes d’analyse de sensibilité 
II.1.1. Définition et concept 
Considérons un modèle mathématique, formé d’un ensemble de variables d’entrée 
aléatoires ],...,[ 1 nxx , d’une fonction déterministe f , et d’un ensemble de variables de sortie 
(ou réponses) aléatoires y . Ce modèle peut être exprimé sous la forme suivante : 
),...,,...,,( 21 nI xxxxfy   
Les méthodes d’analyse de sensibilité permettent de traiter l’effet des paramètres d’entrée 
incertains sur la sortie. Elles permettent de déterminer comment un modèle numérique répond 
à des variations intervenant sur ses entrées. D’après [Saltelli 2008], les modélisateurs utilisent 
des méthodes d’analyse de sensibilité pour avoir accès aux informations suivantes : 
 Vérifier si le modèle représente correctement un phénomène physique ou le 
système étudié 
 Déterminer les facteurs d’entrée contribuant majoritairement aux incertitudes de la 
sortie, ces facteurs méritant alors d’être bien connus pour réduire l’incertitude sur la 
réponse simulée 
 Réduire la complexité du modèle en éliminant les paramètres d’entrée qui ont un 
effet négligeable sur la sortie, une valeur nominale donnée par défaut pour ces 
paramètres est suffisante 
 Identifier des zones critiques dans l’espace des paramètres d’entrée qui génèrent 
des sorties irréalistes 
 Déterminer les interactions entre les paramètres, ce qui permet de s’intéresser à un 
groupe de paramètres plutôt qu’à des paramètres isolés 
Il existe plusieurs méthodes d’analyse de sensibilité selon le domaine d’application et le 
niveau de complexité du système, elles sont classées en 3 catégories: 
 les méthodes de criblage ou « screening » qui permettent d’analyser qualitativement la 
contribution des variables d’entrée sur l’incertitude de la sortie 
 les méthodes d’analyse de sensibilité locale qui étudient comment de petites 
perturbations autour d’une valeur nominale des entrées se répercutent sur la valeur de 
la sortie 
 les méthodes d’analyse de sensibilité globale qui s’intéressent à étudier l’effet des 
paramètres incertains sur leur domaine de variation sur la variabilité de la sortie 
II.1.2. Méthode de screening 
Cette méthode est surtout utilisée dans les cas des modèles où un nombre important de 
variables d’entrée est considéré. Elle permet en un nombre limité de simulations d’isoler les 
paramètres qui ont le plus d’influence sur la sortie pour analyser leur effet avec des méthodes 
coûteuses en temps de calcul comme la propagation d’incertitudes.  
(II.1) 
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Cette méthode a été appliquée dans la publication [Rahni 1997] pour le cas de la cellule 
ETNA développée par le centre de recherche d’électricité de France (EDF) situé aux 
Renardière. Les auteurs ont réussi à sélectionner 26 paramètres sur les 390 présents au départ 
suite à 136 simulations, ce qui a permis de réduire le nombre de paramètres  sur lesquels 
l’analyse d’incertitudes est effectuée. L’emploi de cette méthode a permis d’identifier 
rapidement les paramètres les plus influents et par la suite mettre en œuvre l’analyse 
d’incertitude sur un nombre réduit de paramètres pour réduire le temps de calcul. Cette 
méthode a été utilisée dans [De Wit 2002] pour sélectionner les paramètres les plus influents 
sur l’indicateur de  confort TO souvent utilisé au Pays Bas pour évaluer les bâtiments selon 
les conditions climatiques internes. Cet indicateur TO  correspond au nombre d’heures  où 
plus de 10% des occupants ne sont pas satisfaits des conditions climatiques internes. 
Le principal inconvénient de cette méthode est qu’elle ne permet pas de hiérarchiser l’effet 
des paramètres incertains mis en jeu, donc le fait de fournir uniquement une information 
qualitative contrairement aux méthodes d’analyse de sensibilité locale et globale qui 
permettent de classer les paramètres par ordre d’importance. 
II.1.3. Méthodes d’analyse de sensibilité locale 
Ces méthodes permettent d’étudier l’effet local des paramètres sur la sortie du modèle. A 
chaque paramètre d’entrée est attribuée une valeur nominale. Ce type de méthodes se repose 
sur le calcul d’un indice de sensibilité, en fixant tous les paramètres à leur valeur nominale, et 
en faisant varier un seul paramètre par rapport à sa valeur de référence. L’indice de sensibilité 
de l’ième variable est donné par l’expression suivante : 
i
ii
x
y
xS


  
L’expression du terme aux dérivées partielles, en utilisant l’approximation par différences 
finies, peut s’écrire sous la forme suivante : 
i
ninii
i x
xxxyxxxxy
x
y




 ),...,,...,(),...,,...,( 11  
Le calcul des indices de sensibilité nécessitent n+1 simulations du modèle de base. La 
fiabilité de ces indices est liée au taux de perturbation ix . Dans le cas de modèles non 
linéaires, avec un pourcentage de perturbation assez important (>5%) l’hypothèse de linéarité 
locale n’est plus valable. Si le pourcentage de perturbation est assez petit, la différence entre 
la solution originale et la solution perturbée est très minime. Dans la plupart des cas, un 
pourcentage de 1% est un bon choix [Saltelli 2008].  
Ces méthodes sont faciles à mettre en œuvre, et nécessitent un nombre de simulations 
acceptable pour ressortir des informations quantitatives sur les indices de sensibilité. Elles 
sont parfaitement adaptées aux cas de modèles avec un nombre important de paramètres 
d’entrée pour lesquels il est impossible en pratique d’appliquer l’analyse de sensibilité 
globale, les temps de calcul étant rendus rédhibitoires. 
(II.2) 
(II.3) 
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Pour des sorties de type dynamique, l’analyse de sensibilité locale se fait en calculant un 
indice de sensibilité pour chaque paramètre incertain ix à chaque instant t . La figure II.1 
illustre ce cas, la sortie est très sensible au paramètre au point A, alors qu’elle possède une 
sensibilité nulle au point B. 
 
Figure II.1 Analyse de sensibilité locale [Pandya 2009] 
Etant donné que ces méthodes sont basées sur le calcul des dérivées partielles, on distingue 
selon la méthode adoptée pour le calcul de ces dérivées : les méthodes exactes permettant un 
calcul exact de la dérivée et les méthodes approchées permettant son calcul approché 
(méthode de perturbation). 
Dans [Aude, 2000], la méthode adjointe, qui est une méthode exacte pour le calcul de la 
dérivée, est appliquée pour étudier la sensibilité des paramètres d’entrée et d’enveloppe sur la 
variation de la température intérieure de la cellule ETNA (Essais Thermiques Naturels ou 
Artificiels) sur le logiciel CA-SIS (Conditionnement d‘Air-Simulation de Systèmes) avec un 
objectif de validation de ce logiciel. Les résultats de cette étude montrent que seulement 10% 
des paramètres sont significatifs, 19 paramètres sélectionnés à partir de 198 au départ, donc 
ces paramètres doivent être connus avec précision. Les auteurs soulignent que l’application de 
la méthode adjointe a nécessité la duplication du code de calcul, ce qui n’est pas toujours 
simple à réaliser surtout dans le cas d’un modèle plus complexe. Pour des raisons de 
complexité, la méthode de perturbation est souvent appliquée pour évaluer les dérivées 
partielles et pour ensuite évaluer les indices de sensibilité locale. 
Dans [Westphal 2005] les auteurs décrivent la méthodologie de calibration 
mesure/simulation pour le cas de la consommation en énergie par 6 étapes, en se basant sur 
l’analyse de sensibilité locale:  
1. Calibration de la puissance et du scénario des charges constantes tel que l’éclairage, 
l’occupation et les charges aux prises 
2. Simulation du modèle sur un jour pour l’analyse des charges thermiques 
3. Analyse de sensibilité, par la méthode de perturbation, sur les paramètres d’entrée 
liés aux gains et/ou pertes importantes de l’énergie consommée 
4. Ajuster les valeurs des entrées ayant une influence et une incertitude importantes 
5. Simulation sur l’année 
21 
6. Ajustements finales 
Cette méthodologie a été appliquée pour le cas d’un bâtiment de bureaux modélisé sous 
EnergyPlus. Selon cette référence, les auteurs indiquent qu’une bonne calibration correspond 
à un écart inférieur à 20% pour les consommations mensuelles et 5% pour les consommations 
annuelles. Si les écarts sont supérieurs à ces pourcentages seuils d’erreur il faut répéter la 
méthodologie en commençant par l’étape 3. Les auteurs expliquent que l’analyse de 
sensibilité va guider l’utilisateur sur le choix des paramètres à modifier ou à ajuster pour 
calibrer la simulation à la mesure. 
L’analyse de sensibilité locale ne traite que l’effet local d’un paramètre, puisqu’elle ne 
prend en compte ni toute la plage de variation des paramètres, ni la forme des densités de 
probabilité des paramètres d’entrée, ni les effets d’interaction entre paramètres. Ces méthodes 
sont simples et rapides, mais s’avèrent insuffisantes pour caractériser la sensibilité de modèles 
complexes. D’où l’avantage de mettre en œuvre une analyse de sensibilité globale. 
II.1.4. Méthodes d’analyse de sensibilité globale 
Les méthodes d’analyse de sensibilité globale s’intéressent à étudier l’effet des paramètres 
incertains, sur l’intégralité de leur intervalle de variation, sur la sortie du modèle. Elles 
permettent de prendre en compte la distribution de probabilité de chaque entrée et de faire 
varier tous les paramètres à la fois. Dans cette partie, nous nous limiterons à présenter 3 
méthodes uniquement : la méthode de Monte Carlo, SOBOL et FAST (Fourier 
Amplitude Sensitivity Testing). Elles seront présentées par ordre historique de 
développement. 
Dans le cas des méthodes SOBOL et FAST, la sensibilité de la sortie par rapport aux 
paramètres incertains est donnée par des indices de sensibilité. Ces indices sont de différents 
ordres : 
 Un indice de sensibilité de 1er ordre qui permet d’étudier l’effet d’un paramètre 
seul, sur son intervalle de variation, sur la sortie 
 Un indice de sensibilité de second ordre qui permet d’étudier l’effet des interactions 
de 2 paramètres sur la sortie 
 Un indice de sensibilité d’ordre total, introduit par [Saltelli 1996] qui permet 
d’étudier l’effet du paramètre seul et les effets de son interaction avec tous les 
autres paramètres sur la variation de la sortie.  
Des indices d’ordre supérieur à 2 peuvent être également calculés. 
Monte Carlo : cette méthode permet d’étudier la sensibilité de la sortie sur l’ensemble des 
paramètres incertains par un échantillonnage de type Monte Carlo, quasi-Monte Carlo ou LHS 
(Latin Hypercube Sampling) de chaque paramètre sur son domaine de variation et compte 
tenu de sa distribution de probabilité. La sortie est testée pour chaque combinaison et le 
résultat de cette étude est un graphe par paramètre donnant la variation de la sortie sur le 
domaine de variation de chaque facteur d’entrée.  
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Dans [Bruhenne 2010] cette méthode a été appliquée pour étudier la sensibilité des besoins 
de chauffage annuels,  l’énergie annuelle requise grâce à un capteur solaire et le facteur 
solaire qui est le rapport de ces 2 dernières sorties et qui représente l’efficacité du capteur 
solaire. La modélisation du système solaire et du bâtiment est faite en utilisant le langage 
Modelica et en utilisant le logiciel Dymola. Les paramètres étudiés sont l’occupation, 
l’infiltration d’air et la consommation domestique en eau chaude. Cette méthode a permis 
d’observer les relations entrées/sorties et les relations de dépendance. Son principal 
inconvénient est qu’elle est coûteuse en nombre de simulations et en temps de calcul lorsque 
le nombre de paramètres incertains devient important. De plus, cette méthode d’analyse de 
sensibilité ne prend pas en compte l’interaction entre les paramètres, chaque paramètre est 
traité seul sur une plage de variation. C’est pourquoi les méthodes de SOBOL et FAST sont 
apparues pour l’analyse de sensibilité. 
Méthode de SOBOL : cette méthode a été développée par Sobol et al. [Sobol 1993]. Elle 
est basée sur le calcul de la contribution de chaque paramètre à la variance de la sortie, donc 
cela revient à étudier de combien la variance de y  décroît si la variable ix  est fixée à une 
valeur *ix :  *ii xxyV  . Il s’agit de calculer son espérance pour toutes les valeurs possibles 
de ix  :   ixyVE . Ainsi plus la variable ix  est importante vis-à-vis de la variance de y , plus 
cette quantité sera petite. En tenant compte de l’expression de la variance totale donnée par : 
     ii xyEVxyVEyV )(  
Nous pouvons utiliser de façon équivalente la quantité   ixyEV  qui sera plus grande 
lorsque la variable ix est important vis-à-vis de la variance de y [Jacques 2011]. L’indice de 
sensibilité de premier ordre qui quantifie la part de la variance de y due à la variable ix  est 
alors donné par l’expression suivante : 
  
)(yV
xyEV
S
i
i   
Sobol dans [Sobol 1993] a introduit cet indice en décomposant la fonction en une somme 
de fonctions de dimensions croissantes, ou représentation ANOVA (ANalysis Of VAriance) 
depuis [Sobol 2001] : 
 
 
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Puis il s’est basé sur la décomposition de la variance pour définir les indices de sensibilité 
d’ordre supérieur à 1 : 
 
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(II.4) 
(II.5) 
(II.6) 
(II.7) 
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Par suite, l’indice de 2nd ordre est donné par :  
V
V
S
ij
ij   
L’expression de l’indice d’ordre total est alors : 

i#k
kT SS i
 
Ces indices peuvent être approchés soit par un échantillonnage de type Monte Carlo ou 
Quasi-Monte Carlo [Sobol 2001], avec une meilleure convergence pour l’échantillonnage de 
type Quasi-Monte Carlo, soit en décomposant la sortie sur une base orthogonale de polynôme 
de chaos. Nous allons détailler cette 2
ème
 option pour le calcul des indices. 
Les polynômes de chaos ont été développé par [Wiener 1938] pour rapprocher n’importe 
quelle variable aléatoire (ou une sortie) par une série de polynômes orthogonaux à base de 
variables gaussiennes normalisées centrées. Cette première version de polynôme est appelée 
Hermite PC parce qu’elle concernait uniquement les mesures gaussiennes et pour une mesure 
gaussienne est associée un polynôme orthogonal de type Hermite. Une généralisation de cette 
version a été introduite dans [Xiu 2002] qui a permis de prendre en compte des variables de 
distribution non gaussienne et une meilleure convergence pour d’autres types de variables. 
Les distributions des variables avec la famille de polynômes orthogonaux associée sont 
présentées dans le tableau II.1. La forme générale d’un polynôme de chaos est la suivante : 




0
)()(
k
kk ZZhY   
Où Z est l’ensemble de composantes indépendantes, k  la famille de polynômes 
orthogonaux et k  sont des coefficients à calculer de façon à minimiser l’écart entre la sortie 
ou la mesure et son approximation polynomiale. Dans [Crestaux 2009], les auteurs ont 
présenté plusieurs méthodes pour le calcul de ces coefficients : par projection de Galerkin, par 
minimisation par moindres carrés et par projection spectrale non intrusive. La minimisation 
par moindres carrés est souvent utilisée pour calculer ces coefficients. Dans cette même 
référence, une introduction de l’utilisation des polynômes de chaos pour expliciter les indices 
de Sobol est présentée et dont les détails sont donnés ci-dessous. 
Si  Zg est le polynôme de chaos tronqué à l’ordre hk  :  
  


hk
k
kk ZZgZh
0
)()( 
 
Les éléments uh de la décomposition de Sobol de h sont approximés par les éléments ug  
de la décomposition de g  : 
(II.8) 
(II.9) 
(II.10) 
(II.11) 
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D’autre part, l’approximation par polynômes de chaos tronqués à l’ordre hk d’un élément 
uh de la décomposition de Sobol de h  est égale à l’élément ug de la décomposition de Sobol 
de g , où g  est l’approximation par polynômes de chaos tronqué à l’ordre hk . Par suite, 
l’avantage de ce passage intermédiaire par une projection sur une base polynomiale est que la 
détermination des indices de Sobol est simple et immédiate à partir de cette approximation 
polynomiale. En effet, l’expression d’un élément ug  de la décomposition de Sobol du 
polynôme de chaos g  est la suivante : 
  
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Avec l’ensemble des indices uk est donnée par :  
   
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L’expression (II.14) de l’ensemble des indices uk montre que ces indices dépendent 
uniquement de la base polynômiale et non pas de la fonction h . De plus, grâce à 
l’orthogonalité de la base de polynôme de chaos, nous obtenons des expressions simples pour 
la variance et la variance conditionnée : 
 
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En se basant sur les expressions (II.15) et (II.16) de la variance et la variance conditionnée 
respectivement, les indices de Sobol de h sont approximés par : 
 
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Dans [Crestaux 2009], les auteurs ont présentés 3 méthodes pour le calcul des indices de 
Sobol : 
1. Par échantillonnage de type Monte Carlo 
2. Par échantillonnage de type Quasi-Monte Carlo (QMC) 
3. Par une projection polynomiale (polynôme de chaos) 
Ils ont montré que la 3
ème
 méthode réduit grandement le coût de calcul des indices de Sobol 
en comparant aux méthodes alternatives. 
(II.12) 
(II.13) 
(II.14) 
(II.15) 
(II.16) 
(II.17) 
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Type Distribution de probabilité 
Famille de polynômes 
orthogonaux 
Support 
Continu 
Gaussienne Hermite   ,  
Gamma Laguerre  ,0  
Beta Jacobienne  ba,  
Uniforme Legendre  ba,  
Discret 
Poisson Charlier  ,...2,1,0  
Binomiale Krawtchouk  N,...,2,1,0  
Tableau II.1 La distribution de probabilité des variables et la famille de polynômes orthogonaux associée 
[Xiu 2002]  
Méthode FAST(Fourier Amplitude Sensitivity Analysis) :Il s’agit d’une méthode basée 
sur le transport d’information dans le domaine spectral. Les paramètres d’entrée sont 
représentés par des fonctions sinus de fréquences différentes. Les échantillonnages sont 
générés ainsi : 
)sin()( swgsx iii  avec ni ,...,1  
ig  sont des fonctions de transformation à déterminer de façon appropriée à la densité de 
probabilité de chaque paramètre incertain ix , iw sont les fréquences associés à chaque facteur 
d’entrée, elles sont linéairement indépendantes (aucune n’est combinaison linéaire des autres) 
et s est une discrétisation dans le domaine   ,  respectant une distribution uniforme des 
échantillons. Un exemple de sinusoïde est présenté dans la figue II.2. L’effet principal d’un 
paramètre est calculé en considérant sa fréquence associée ainsi que ses harmoniques sur le 
spectre de la sortie considérée. L’indice de sensibilité est donné par l’expression suivante : 


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A et B sont les coefficients de la transformé de Fourrier de y  en cosinus et sinus 
respectivement. 
Pour la méthode EFAST (Extended Fast), pour calculer les indices de sensibilité, une 
fréquence iw est attribué au facteur ix , et un ensemble de fréquences très proche mais 
différente de iw pour les autres facteurs [Saltelli 2008]. 
 
(II.18) 
(II.19) 
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Figure II.2 évaluation de l’expression II.18 pour wi=11[Pandya 2009] 
Dans [Mara 2000] une étude de sensibilité paramétrique est menée sur la température d’air 
intérieur d‘une cellule test à l’île de la Réunion en utilisant la méthode FAST pour 
sélectionner les paramètres les plus influents. Les auteurs proposent une méthode de 
sensibilité globale, considérée comme un cas particulier de la méthode FAST, en faisant 
varier chaque facteur selon une sinusoïde et puis déduire l’information du degré de sensibilité 
en calculant la transformé de Fourrier de la sortie d’intérêt ou bien la densité spectrale de 
puissance. Ainsi, chaque facteur incertain est représenté sous la forme suivante : 
))sin(%.1( ibasei wdxx  avec ]%.;%.[ basebasebasebasei xdxxdxx   
Cette méthode a été appliquée pour déterminer les paramètres les plus influents sur la 
température de l’air interne d’une cellule test pour 120 paramètres incertains donc 120 
fréquences associées. L’analyse de la densité spectrale de puissance montre que 8 paramètres 
sont responsables de 60 à 80% de l’incertitude de la sortie. 
Xavier Faure dans sa thèse [Faure, 2007] a appliqué la méthode FAST au système 
d’enveloppe ventilée afin d’identifier la sensibilité de la température du volume intérieur et 
celle de la température d’entrée d’un capteur solaire à un jeu de paramètres qui définissent les 
caractéristiques thermiques et géométriques des panneaux de l’enveloppe ainsi que les 
coefficients d’échanges convectifs et les vitesses d’air. Cette méthode d’analyse de sensibilité 
globale a été appliquée pour identifier les paramètres les plus influents pour différentes 
configurations (convection forcée et naturelle) et différentes périodes de l’année (hiver et été). 
L’objectif de cette étape est de fournir les premiers éléments pour la construction des 
algorithmes de contrôle.  
La méthode FAST a connu plusieurs améliorations et même un couplage à d’autres 
méthodes pour essayer de réduire le temps nécessaire pour obtenir les indices de sensibilité 
([Tarantola 2006], [Mara 2009]). 
Dans [Saltelli 1998] une comparaison est menée entre les méthodes FAST et Sobol sur un 
certain nombre de modèles. Les résultats montrent que la méthode FAST, d’un point de vue 
complexité de calcul, est plus avantageuse que Sobol. Néanmoins, la méthode FAST est 
(II.20) 
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parfois sujette à un biais (les auteurs référent ce biais au choix des fréquences), tandis que 
Sobol converge toujours vers la vraie valeur des indices de sensibilité [Pandya 2009]. 
L’analyse de sensibilité est un domaine de recherche très vaste, les méthodes et les 
applications sont très nombreuses. Depuis 1995, se tient tous les 3 ans la conférence SAMO 
(Sensitivity Analysis of Modeling Output) qui porte sur le développement et l’application des 
méthodes d’analyse de sensibilité à des modèles numériques. Pour plus de détails sur les 
méthodes et les applications de l’analyse de sensibilité proposées lors du dernier rencontre 
SAMO en juillet 2013 en France, le lecteur pourra se référer à [SAMO 2013]. 
Nous venons de présenter les différentes méthodes d’analyse de sensibilité les plus 
utilisées. Elles sont surtout classées sous 3 catégories : Méthodes de Screening, d’analyse de 
sensibilité locale et d’analyse de sensibilité globale. Les méthodes de screening, malgré le 
nombre de simulations limité nécessaire pour isoler les paramètres les plus influents, 
fournissent uniquement une information qualitative contrairement aux méthodes d’analyse de 
sensibilité locale et globale qui permettent de donner des informations quantitatives en 
fournissant une hiérarchisation des paramètres par ordre d’influence. L’application 
intéressante des méthodes de sensibilité locale est de réduire le nombre de paramètres 
d’entrée, avec un nombre de simulations acceptable, afin qu’ils subissent une analyse de 
sensibilité globale souvent très coûteuses en nombre de simulations si le nombre des 
incertains est important. Une analyse de sensibilité locale seule n’est pas suffisante, surtout 
pour les modèles complexes, parce qu’elle ne prend pas en compte la distribution de 
probabilité des paramètres ni les interactions entre les paramètres. Pour les méthodes 
d’analyse de sensibilité globale plus précises que les autres, elles diffèrent entre elles par le 
nombre de simulations nécessaires. Dans notre cas, nous allons utiliser la méthode de Sobol 
basé sur les polynômes de chaos pour obtenir les indices de sensibilité dans le chapitre V, du 
fait que tel que montré par [Crestaux 2009], cette technique est la moins coûteuse en termes 
de simulations pour obtenir les indices de sensibilité. 
La suite logique d’une analyse de sensibilité est la propagation d’incertitudes. L’analyse de 
sensibilité constitue donc une phase préliminaire de la propagation d’incertitudes. Elle permet 
de réduire le nombre de paramètres d’entrée et par suite réduire le temps nécessaire pour 
encadrer la variation des sorties. 
II.2. Etat de l’art des techniques de propagation d’incertitudes 
II.2.1. Principe de base 
La propagation d’incertitudes dans un système consiste à estimer la dispersion des sorties 
du modèle due aux incertitudes associées aux entrées du système. Cela revient à calculer un 
intervalle de confiance pour la sortie permettant de délimiter sa variation entre 2 limites 
inférieure et supérieure compte tenu des entrées incertaines.  
Nous présentons ici deux approches distinctes. La première est une approche probabiliste 
qui nécessite deux étapes : 
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 Déterminer la fonction densité de probabilité des entrées 
 Déterminer la méthode d’échantillonnage 
Dans [Saltelli 2008], les auteurs décrivent les 3 méthodes d’échantillonnage les plus 
utilisées : 
 Un échantillonnage aléatoire qui permet de générer aléatoirement un échantillon de 
taille N compte tenu de la fonction densité de probabilité du paramètre incertain. 
Cette méthode nécessite un nombre important de simulations pour des résultats 
fiables de la propagation d’incertitudes 
 Un échantillonnage quasi-aléatoire qui est une version déterministe de la méthode 
d’échantillonnage aléatoire et possédant une meilleure convergence pour un même 
nombre de points 
 Un échantillonnage stratifié (Latin Hypercube Sampling LHS) permet d’obtenir 
une meilleure couverture de l'espace d'échantillonnage des facteurs d’entrée 
Pour les lois de distribution, il en existe plusieurs, mais 2 types sont les plus employés : 
distribution uniforme et distribution normale. Selon [Mac Donald 2002] des distributions 
normales sont adaptés aux paramètres dont l’incertitude provient de bruit de mesure, alors que 
l’autre type de distribution convient pour décrire les incertitudes provenant d’un manque 
d’information. 
La seconde approche est une approche ensembliste qui vise à borner l’existence de 
l’ensemble des variables incertaines à des intervalles. Ainsi, il n’est pas nécessaire de 
déterminer une densité de probabilité pour chacune des variables, et l’ensemble des 
incertitudes sont calculées en une seule simulation. Cette approche bien qu’assez peu utilisée 
mérite d’être examinée au regard des atouts qu’elle offre. 
II.2.1. Approche probabiliste : Monte Carlo 
Cette méthode de Monte Carlo (MC) a été développée dans les années quarante. On peut la 
définir comme étant une méthode de simulation statistique. Elle est basée sur l’utilisation 
d’une séquence de nombres aléatoires pour la réalisation de la simulation [Grotendorst 2002]. 
Dans [Désenfant 2007], les auteurs définissent cette méthode comme étant la propagation 
d’incertitudes des fonctions densité de probabilité des variables d’entrée pour obtenir la 
fonction densité de probabilité associée à la sortie. Ils décrivent également les différentes 
étapes, qui sont représentées dans la figure II.3, pour la propagation d’incertitudes par la 
méthode de Monte Carlo ; 
1. Définir la sortie, les facteurs d’entrée et expliciter le modèle mathématique 
2. Associer pour chaque facteur d’entrée une distribution de probabilité qui lui est adaptée 
en se basant sur la bibliographie 
3. Générer une matrice contenant la combinaison des échantillonnages effectués sur 
chaque paramètre 
4. Evaluer la sortie pour toutes les combinaisons entre les paramètres et tracer sa 
distribution de probabilité 
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5. Interpréter l’information sur la sortie en calculant son espérance et son écart-type pour 
délimiter sa variation par un intervalle de confiance 
 
 
Figure II.3 Les étapes de propagation d’incertitudes par la méthode de Monte Carlo [Désenfant 2007] 
Cette méthode est la méthode la plus appliquée pour la propagation d’incertitudes.  
La méthode de Monte-Carlo avec un échantillonnage de type LHS est employé pour 
évaluer l’incertitude de 44 paramètres d’entrée, sur le confort thermique d’un bâtiment dans 
[Hopfe 2007]. Cette méthode a été également utilisée dans  [Dominiguez-Munoz 2010] pour 
propager l’incertitude des entrées (20 paramètres)  sur l’estimation du pic de consommation 
pour la climatisation sur un bâtiment de bureaux situé à Malaga en Espagne.  
Dans [Mac Donald 2001] les auteurs expliquent, de point de vue technique, l’intégration de 
2 méthodes d’analyse d’incertitudes dans l’outil ESP-r : la sensibilité différentielle et 
l’analyse par Monte-Carlo. L’analyse d’incertitudes se fait en 3 phases : 
 Description des incertitudes (pourcentage d’incertitudes, choix des paramètres 
incertains, fonction de densité de probabilité) 
 Effectuer plusieurs simulations sur le modèle perturbé 
 Analyse des résultats 
Pour la méthode différentielle 2N+2 simulations sont nécessaires avec N le nombre de 
paramètres incertains, pour l’autre méthode 80 simulations est sélectionnée par défaut mais ce 
nombre est modifiable par l’utilisateur. Dans [Mac Donald 2007] les auteurs expliquent 
l’intégration des méthodes différentielles, de Monte-Carlo et la méthode factorielle également 
dans ESP-r de point de vue mathématiques, en expliquant comment insérer les incertitudes 
dans les équations de conservation de l’énergie. Le principe consiste à décomposer le système 
en des nœuds où chaque nœud représente un mécanisme de transfert et à effectuer pour 
chaque nœud un bilan énergétique en remplaçant chaque paramètre incertain par son 
expression affine prenant en compte l’incertitude associée. Cette intégration a permis 
d’automatiser l’analyse d’incertitude, les incertitudes sont quantifiées à tout moment et le 
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temps de calcul est beaucoup moins important. Cependant cette approche reste pertinente pour 
des incertitudes faibles. 
Une autre approche possible pour la propagation d’incertitudes est l’approche ensembliste 
en particulier l’analyse par intervalles. Dans les prochains paragraphes, nous allons présenter 
et définir l’analyse par intervalles et ses différents principes de base. 
II .2.2. Approche ensembliste : Analyse par intervalles 
II.2.2.1. Principe 
Cette méthode a été initialement développée pour remédier à la cumulation des erreurs 
dans des calculs numériques. En effet, les calculateurs électroniques représentent les réels 
suivant un type de codage à précision limitée (ex.flottants). Suite à ce type de codage avec un 
nombre fini après la virgule, les opérations mathématiques successives effectuées sur les 
flottants à la place de réels provoquent un cumul d’erreurs. A l’issu de certains calculs sur les 
flottants, le résultat obtenu peut être éloigné du résultat attendu. Les travaux de Moore dans 
[Moore 1966] ont abouti à proposer une représentation par intervalles des réels, par exemple 
pi = 3.14159... sera représenté par  1416,3;1415,3  car pi  appartient à l’intervalle
 1416,3;1415,3 . Il a également proposé des outils de calcul avec les intervalles afin de 
représenter le résultat d’une opération ou d’une fonction mathématique par un intervalle qui le 
contient de façon garantie. De ce fait, nous arrivons à quantifier les erreurs introduites par 
l’utilisation des flottants.  
L’idée de base est donc de remplacer une valeur ponctuelle par un intervalle qui la 
contient. Ces méthodes ont prouvés leur efficacité en offrant des solutions originales à des 
problèmes mathématiques standards tels que la recherche des solutions d'un système 
d'équations linéaires ou non linéaires ou l'optimisation de fonctions coût. L'originalité de 
l'approche réside donc dans l'aspect garanti des résultats obtenus. 
Pour la contribution de l’analyse par intervalles sur la propagation des incertitudes, liés aux 
entrées et aux paramètres, sur les sorties, cette méthode présente un avantage particulier. Il est 
possible de quantifier les effets des incertitudes (numériques et physiques) sur les données 
manipulées et déterminer des enveloppes contenant d’une manière garantie le vrai 
comportement recherché. De plus, il n’est pas nécessaire d’obtenir d’informations 
stochastiques supplémentaires sur les variables incertaines et en particulier leur loi de 
distribution [Videau 2009]. On suppose que leur domaine de variation est admissible et 
qu’elles oscillent entre les bornes minimales et maximales de leur intervalle de variation et 
que toutes les valeurs peuvent être prises avec la même priorité d’occurrence. 
D’autre part, dans ce cadre d’analyse par intervalles, il est capital de rappeler toutes les 
notions de base liées à la mise en œuvre des calculs tirés de [Moore 1966] et [Neumaier 
1990]. 
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I.2.2.2. Définitions générales 
On appelle intervalle fermé [a ; b] l’ensemble des réels respectant : 
  bxaRxba  /;  
On notera pour la suite X la borne maximale d’un intervalle X, et par X la borne 
minimale. 
Deux intervalles ];[ XX et ];[ YY  sont égaux si et seulement si 
YX   et YX   
La longueur d’un intervalle est donné par : 
XXXw ])([  
On peut définir le centre d’un intervalle par : 
)(
2
1
])([ XXXm   
Remarque : Pour assurer la cohérence avec les paramètres incertains, si l’intervalle X 
représente un incertain, alors le centre de cet intervalle est interprété comme une estimation de 
ce dernier, et le rayon est l’incertitude sur ce paramètre [Videau 2009]. 
Un réel est un cas particulier d’intervalles où sa borne maximale est égale à sa borne 
minimale, appelé aussi un intervalle dégénéré. 
Un pavé ou un vecteur d’intervalles, est défini comme étant le produit cartésien d’un 
ensemble d’intervalles. 
];[];[];[];[][ 332211 nn XXXXXXXXX   
Ou autrement : 
];[
];[
];[
22
11
nn XX
XX
XX
 
 
Exemple 1 : Soit un pavé de dimension 2, ][][][ 21 xxx  , sa représentation est donné par 
la figure II.4. 
(II.21) 
(II.23) 
(II.22) 
(II.24) 
(II.25) 
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Figure II.4 : Un pavé de dimension 2: un rectangle 
La longueur d’un pavé, correspond à la longueur maximale parmi les longueurs de chaque 
intervalle contenu dans ce pavé. 
])([max(])([ iXwXw  avec ni ,...,1  
Pour son centre, il s’agit d’un vecteur contenant le centre de chacun des intervalles formant 
ce pavé. 
T
nnii XXXXXXXm ),...,,...,(
2
1
])([ 11 
 
II.2.2.3. Arithmétiques des intervalles 
Comme pour les réels, le calcul par intervalles manipule des opérations arithmétiques (+, 
−, ·, /). 
];[];[];[ YXYXYYXX   
];[];[];[ YXYXYYXX   
 
)],,,max();,,,[min(];[];[ YXYXYXYXYXYXYXYXYYXX   
 
)]/,/,/,/max();/,/,/,/[min(];/[];[ YXYXYXYXYXYXYXYXYYXX  avec Y0  
 
Comme les définitions précédentes possèdent la même forme générale, alors on peut les 
récapituler par l’expression ci-dessous : 
(II.26) 
(II.27) 
(II.28) 
(II.29) 
(II.30) 
(II.31) 
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 YyXxyxYX  ,/ où  /,,,   
Exemple 2:   Soient ]3;1[][ X  et ]5;1[][ Y alors ]8;0[]53;11[][][  YX  
Exemple 3:   Soit  ]3;1[ X  ([Jaulin 2001]) 
]10;3[]1;3[]9;0[]3;1[]3;1[][][ 22  XX  
Remarque : 0][][][  XXY mais ][0 Y  
Reprenons l’exemple précédent où ]3;1[][ X ,alors 0]2;2[];[][][  XXXXXX  
II.2.2.4. Pessimisme 
Le calcul par intervalles souffre essentiellement d’un problème de pessimisme, autrement 
dit de sur-encadrement. En effet, l’intervalle résultat après une série d’opérations 
mathématiques n’est pas forcément minimal, ce qui fait qu’on obtient des intervalles avec une 
longueur importante. Ce problème a pour origine 2 phénomènes essentiellement : la 
dépendance et l’enveloppement. 
II.2.2.4.1. Phénomène de dépendance 
Considérons un intervalle ];[ XXX   et une opération  /,,,   alors on a : 
 XbXabaXX  ,/][][   
a et b sont considérés comme indépendants malgré qu’il s’agisse du même intervalle ; ce 
problème est appelé problème de dépendance. 
Nous verrons dans la suite qu’il existe une solution pour atténuer ce problème de 
pessimisme lié à la dépendance. 
I.2.2.4.2. Phénomène d’enveloppement 
Ce problème est du à la représentation d’un ensemble quelconque par un pavé. 
Exemple 4 : [Raissi 2004
1] On considère des rotations successives d’un pavé 
][][][ 21 xxX  à l’aide d’une rotation définie par la matrice : 










cossin
sincos
A
 
Une rotation du pavé  X  donne lieu à un « rectangle » de même taille, donné par la figure 
II.5. La représentation de ce rectangle par un pavé se fait en l’enveloppant par un autre 
rectangle dont les côtés sont parallèles aux axes du repère. La rotation suivante de ce pavé 
dont la taille est plus grande que celle du pavé initial donne lieu à un autre rectangle de même 
taille. Sa représentation par un pavé augmente sa taille. Par suite, la rotation successive d’un 
(II.33) 
(II.32) 
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pavé génère une suite de pavés de tailles croissantes alors que la rotation est une opération 
conservatrice. 
Une solution pour réduire cet effet d’enveloppement est le partitionnement des pavés. 
 
 
 
Figure II.5 : effet d'enveloppement pour θ=-π/4 
II.2.2.5. Fonctions d’inclusion 
Dans ce paragraphe, on s’intéresse à l’évaluation des fonctions vectorielles dont les 
variables sont des intervalles. Alors nous présenterons dans ce paragraphe différentes 
méthodes pour évaluer ces fonctions. 
Considérons une fonction vectorielle f : nynx RRD  , l’évaluation de f sur un pavé  x  
est donnée par l’ensemble : 
 ][/)(])([ xxxfxf 
 
Il est possible d’obtenir une extension aux intervalles d’une fonction f . Celle-ci est 
généralement appelée fonction d’inclusion, notée f. Une fonction d’inclusion est définie 
comme une fonction de nxR dans nyR , vérifiant : 
])]([[])([ xfxf   
L’objectif général de l’analyse par intervalles est de pouvoir utiliser des fonctions 
d’inclusion peu pessimistes dans le sens où la taille de ])]([[])([ xfxf   est assez petite. 
(II.34) 
(II.35) 
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En général, cette fonction n’est pas unique et dépend de la manière dont f est écrite. Par 
contre la fonction d’inclusion minimale *][ f  est unique. Dans la figure II.6 nous évaluons la 
fonction d’inclusion minimale et non minimale d’un pavé  x  de dimension 2. 
 
 
Figure II.6 : L'image d'un pavé par une fonction f et ses fonctions d'inclusions [f] et [f]
*
: [f]
*
est la 
fonction d'inclusion minimale [Jaulin 2001] 
Exemple 5 : Soit une fonction 12)( 2  xxxf avec ]3;1[x , alors l’évaluation de 
cette fonction par intervalle : 
]4;0[)1()(
]4;8[1)2()(
]12;5[12)(
2
3
2
2
1



xxf
xxxf
xxxf
 
Ce dernier exemple montre que selon la façon dont on écrit la fonction d’inclusion, 
l’intervalle résultat est différent. L’intervalle solution le moins pessimiste correspond à la 
fonction ayant une occurrence unique de la variable x. Cela prouve qu’il faut une écriture 
judicieuse de la fonction d’inclusion en essayant de minimiser au maximum l’occurrence des 
variables.  
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Fonctions d’inclusion des fonctions élémentaires La construction de la fonction 
d’inclusion minimale des fonctions élémentaires (log, sin, cos, tan,…) est basée sur la 
monotonie de ces fonctions. Alors, si on considère une fonction f  qui est monotone sur 
l’intervalle  x , alors sa fonction d’inclusion minimale  *f  est donnée par l’intervalle 
   ];[ xfxf ou    ];[ xfxf selon si cette fonction f est croissante ou décroissante sur  x . 
Si la fonction f considérée n’est pas monotone sur son domaine de définition, alors il 
suffit de décomposer ce domaine en des sous-domaines où f  est bien monotone et calculer la 
fonction d’inclusion minimale sur chaque sous-domaine (voir figure II.7). 
 
 
 
Figure II.7 : Calcul de la fonction d'inclusion minimale dans le cas d'une fonction non 
monotone sur son domaine de définition [Dao 2006] 
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Exemple 6 :soit la fonction )()( xExpxf  , sur le domaine   ;D . La fonction 
exponentielle est strictement croissante sur D, alors : 
])]([]);([[])([,];[ xExpxExpxExpDxxx   
Fonctions d’inclusion naturelles Cette méthode d’évaluation de la fonction d’inclusion 
est utilisée dans les cas où on a plusieurs variables. Alors pour la construire il suffit de 
remplacer chaque variable ix par son    intervalle auquel il appartient (  ix ), chaque opérateur 
arithmétique par son extension intervalle et les fonctions élémentaires par leur fonction 
d’inclusion minimale. 
En reprenant l’exemple 5, nous pouvons remarquer que la taille des intervalles obtenus par 
ces 3 fonctions d’inclusion dépend de l’expression utilisée pour l’écriture de f . Ceci est dû au 
phénomène de dépendance expliqué dans la section I.4.2.4.1. Comme la fonction f est 
continue, la fonction d’inclusion naturelle est minimale lorsque le nombre d’occurrences des 
variables est égal à un. Dans cet exemple, la fonction d’inclusion naturelle  3f est minimale ; 
elle permet de trouver l’image de  x par f .  
En supposant que J admet une fonction d’inclusion  J , alors 
)ˆ])(]([[)ˆ()(],[ xxxJxfxfxx   
Ainsi, 
)ˆ]])([]([[)ˆ(])([ xxxJxfxf   
Où )ˆ]])([]([[)ˆ(])]([[ xxxJxfxfc  est appelée fonction d’inclusion centrée. 
Ce type de fonctions d’inclusion est utilisé lorsque la taille des intervalles est assez petite. 
Dans ce cas, la forme centrée donne des résultats plus précis que la fonction d’inclusion 
naturelle. 
Fonctions d’inclusion de Taylor Les fonctions d’inclusion de Taylor sont obtenues en 
employant un ordre de dérivation supérieure à 1 [Neumaier  2003]. L’expression ci-dessous 
exprime la fonction d’inclusion de Taylor de second ordre :  
)ˆ]])([]([[)ˆ]([
2
1
)ˆ]])([([)ˆ(])]([[ xxxHxxxxxJxfxf TT   
On désigne par  J  la fonction d’inclusion du Hessien de f. 
Comme pour les fonctions d’inclusion centrée, les fonctions d’inclusion de Taylor peuvent 
réduire considérablement le pessimisme pour des intervalles de petites tailles. 
(II.39) 
(II.38) 
(II.37) 
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A ce jour, cette analyse par intervalle n’a pas été exploitée dans le contexte de 
l’énergétique du bâtiment. Il apparait donc intéressant et original d’évaluer cette méthode, en 
représentant les paramètres par un intervalle, pour propager leur incertitude. En effet, la 
méthode de Monte Carlo nécessite un nombre important de simulations pour des résultats 
fiables sans oublier la difficulté de trouver la bonne fonction de densité de probabilité pour 
représenter chaque incertain. Comme on le verra par la suite, cette approche offre de 
nombreuses autres possibilités notamment un cadre formel pour l’inversion de modèles. 
II.3. Conclusion 
Nous nous sommes intéressés dans ce chapitre à analyser les méthodes d’analyse de 
sensibilité les plus utilisées. Ces méthodes permettent de sélectionner, parmi un grand nombre 
de paramètres incertains, ceux qui ont le plus d’influence sur l’incertitude de la sortie. Selon 
leur type, ces méthodes fournissent des informations qualitatives et/ou quantitatives. Cette 
étape d’analyse de sensibilité est nécessaire avant la propagation d’incertitude parce qu’elle 
permet de réduire le nombre d’incertains et ainsi le temps de calcul. La propagation 
d’incertitude permet, en prenant compte des incertitudes liées aux entrées les plus influentes, 
de quantifier l’incertitude sur la sortie par un intervalle de confiance. Dans ce chapitre, nous 
avons présenté 2 approches : L’approche probabiliste par la méthode de Monte-Carlo et 
l’approche ensembliste basée sur les techniques d’analyse par intervalles. 
Pour effectuer une analyse de sensibilité tout comme pour une étude de propagation 
d’incertitudes, la connaissance des incertitudes liées aux entrées incertaines est nécessaire. 
Dans le cadre de ce travail, nous allons considérer uniquement les paramètres statiques. De 
nombreuses études ont montré que les paramètres thermo-physiques des matériaux constituant 
l’enveloppe du bâtiment, surtout ceux de la matière isolante, contribue énormément aux 
incertitudes de son comportement thermique. Comme nous verrons par la suite, il n’est pas 
toujours facile d’accéder à cette information en particulier pour les paramètres thermo-
physiques issus de dispositifs expérimentaux. Par conséquent, nous avons développé une 
démarche permettant de caractériser les incertitudes par une approche ensembliste et comparé 
ces résultats à ceux d’une approche plus classique basée sur une minimisation aux moindres 
carrés. 
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III. Etude à l’échelle du matériau : Estimation des paramètres et 
quantification des incertitudes 
 
 
Dans ce chapitre, une méthode ensembliste est proposée pour l’estimation des paramètres 
thermo-physiques d’un échantillon et la quantification des incertitudes liées à cette 
estimation. Les résultats sont comparés avec ceux de la méthode de minimisation par 
moindres carrés couramment utilisée dans ce type d’expérimentation. Différents cas tests 
seront étudiés afin de valider cette méthode. Les résultats de la quantification alimenteront 
une étude de sensibilité et/ou d’incertitudes. 
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III.1. Contexte et motivations 
Dans ce chapitre nous allons mettre en œuvre une méthode déterministe, basée sur 
l’analyse par intervalles, pour estimer les paramètres thermo-physiques d’un échantillon et 
quantifier les incertitudes. Les résultats seront comparés avec la méthode classique des 
moindres carrés. L’estimation est faite à partir d’un dispositif expérimental, les bruits de 
mesure sont pris en compte. Pour la méthode classique de moindres carrés, le bruit est 
représenté par une loi de distribution de probabilité, souvent une loi normale. Cette 
supposition réduit l’efficacité de cette méthode étant donné que la plupart du temps le bruit de 
mesure est mal connu. Cette dernière méthode est connue aussi de son caractère optimiste 
pour la quantification des incertitudes et qu’elle s’agit d’une méthode de recherche locale qui 
risque de s’arrêter avant de trouver le minimum global. Pour la méthode déterministe, le bruit 
est assimilé à un intervalle de bornes connues sans considérer aucune hypothèse sur la loi de 
distribution.  
Ce chapitre s’articule comme suit : dans un premier temps, les différentes méthodes sont 
présentées, puis appliquées pour différents cas tests pour étudier l’effet de 2 paramètres sur les 
incertitudes associées aux paramètres estimés : le niveau de bruit de mesure et le temps 
d’expérience. Le but est d’étudier la robustesse de la méthode ensembliste vis-à-vis des bruits 
de mesure et d’étudier sa capacité de concevoir le dispositif expérimental de façon à réduire 
les incertitudes sur l’estimation. Dans un second temps, nous nous sommes intéressés à tester 
la méthode ensembliste pour un cas test plus proche de la réalité tout en considérant des 
incertitudes supplémentaires liées au dispositif expérimental.  
III.2. Dispositif expérimental et modèle numérique 
III.2.1. Description de l’expérience 
Dans la littérature, nous avons trouvé de nombreuses techniques de mesure pour la collecte 
des valeurs expérimentales de la réponse thermique. Chaque méthode permet l'estimation de 
paramètres physiques différents. La méthode stationnaire, par exemple, [Le Frious 2010] 
fournit l'estimation de la conductivité thermique uniquement, avec l'inconvénient d'un temps 
de calcul très lent parce que nous devons attendre l’établissement du mode stationnaire, ou 
l’état d’équilibre. La méthode la plus populaire pour calculer la diffusivité est la méthode 
flash [Degiovanni 1977], où la face avant de l'échantillon est soumise à une très courte rafale 
d'énergie rayonnante provenant d'un laser ou d'une lampe flash au xénon. Ensuite, la 
diffusivité est calculée à partir de l'élévation de température et des données de temps. La 
méthode périodique décrit dans [Boudenne 2004], permet d'estimer simultanément la 
conductivité et la diffusivité des matériaux polymères, d'où son avantage. Le lecteur pourra 
également voir ([Gustafsson 1991], [Zhang 1993], [Fudym 2005])pour d'autres techniques 
d’estimation. Dans le cadre de ce travail, nous nous sommes intéressésau dispositif du plan 
chaud, décrit dans [Jannot 2005], pour estimer simultanément la diffusivité et la capacité 
thermique volumique d’un matériau dont les propriétés fournies par le fabriquant sont 
indiquées dans le tableau III.1 sans aucune précision des incertitudes sur ces valeurs. Cette 
méthode peut être évidemment appliquée à d’autres matériaux pour estimer leurs propriétés et 
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quantifier les incertitudes d’estimation. Dans notre cas nous avons profité des mesures 
réalisées au laboratoire par Z. Acem dans le cadre de sa thèse [Acem 2007]. 
La méthode du plan chaud est une méthode dynamique simple pour la mesure des 
propriétés thermo-physiques effectives des matériaux [Jannot 2005]. Le dispositif 
expérimental associé est constitué de (voir Figure III.1) :  
 Une sonde plane chauffante de forme carrée  (L=16,7 mm et R=37 mm) 
 Un échantillon du matériau à tester dont la section droite a la même forme et 
superficie que la sonde, et qui est mis en contact avec celle-ci  
 Deux couches d’un matériau isolant dont l’effusivité thermique est connue et entre 
lesquelles on insère l’ensemble échantillon – sonde  
 Un thermocouple inséré au centre de la face arrière de l’échantillon  
 Une source de courant réglable, un microvoltmètre et un système d’acquisition 
Cette expérience consiste à suivre l’évolution thermique du dispositif aux points de mesure 
lorsqu’un flux de chaleur est injecté par la sonde chauffante, le dispositif étant initialement en 
équilibre thermique avec son environnement. On considère un flux de type échelon qu’on 
suppose constant sur toute la largeur de l’échantillon. Le modèle dynamique de transfert 
permet ensuite de remonter aux propriétés thermo-physiques de l’échantillon à partir des 
observations réalisées.  
 
 λ [W.m-1.K-1] pC [J.m
-3
.K
-1
] α [m2/s] 
Echantillon 6,7 2,6×10
6 
2,57×10
-6
 
Tableau III.1 Propriétés physiques du titane fournies par le fabricant 
 
 
Figure III.1 Dispositif expérimental du plan chaud 
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III.2.2. Modèle numérique 
Les dimensions de l’échantillon (épaisseur et superficie) et des couches isolantes 
(épaisseurs), sont choisies de façon à rendre négligeables les transferts convectifs entre le 
dispositif et son environnement. On peut alors relier l’évolution thermique du dispositif aux 
points de mesure au flux de chaleur injecté par la sonde à travers un  modèle dynamique 
simple de conduction monodimensionnelle. La réponse numérique de la température a été 
déterminée dans [Acem 2007] en utilisant les fonctions de Green et en considérant les 
hypothèses suivantes : 
 On néglige l’épaisseur de la sonde chauffante ; 
 On néglige la résistance de contact entre l’échantillon et la sonde, on suppose 
qu’on a un contact parfait entre l’échantillon et la sonde ; 
 L’isolation thermique est supposée parfaite ; 
 Les propriétés thermiques de l’échantillon sont constantes et indépendantes du 
point de mesure de la température ; 
Z. Acem dans [Acem 2007] avait complété son travail en supposant que la résistance de 
contact n’est pas parfaite et a déterminé la nouvelle expression de la température au point de 
mesure. Dans le cadre de ce travail, on s’intéresse uniquement au cas idéal où le contact est 
supposé parfait. 
Ainsi, l’expression de l’évolution de la température est donnée par l’expression suivante : 
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 , où L est l’épaisseur de l’échantillon, S sa surface et P la 
puissance de chauffage de la sonde . Une représentation du modèle est donnée par la figure 
III.2. 
A z=L, donc au point de mesure, l’expression de l’évolution de la température est donnée 
par l’expression ci-dessous : 
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La dernière étape est de remplacer λ par α×ρCppour expliciter uniquement les paramètres à 
estimer, dans l’expression de la température, nous obtenons alors : 
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Figure III.2 Représentation du modèle 
III.3. Méthodes d’estimation des paramètres 
Dans cette partie, nous allons décrire les méthodes employées pour estimer les paramètres 
thermo-physiques. Nous définirons également la procédure pour déterminer le domaine de 
confiance ou quantifier les incertitudes pour chaque méthode d’estimation.  
Dans la figure III.3, la représentation du signal bruité pour chaque méthode est présentée. 
Pour la méthode déterministe, ce signal est délimité par 2 bornes minimale et maximale, et 
toutes les mesures, quel que soit l’instant t considéré, sont incluses dans ces bornes. Pour la 
méthode probabiliste, il s’agit de faire la somme entre le signal parfait, déterminé à partir de 
l’expression analytique de la température, et le bruit de mesure qui est assimilé à une loi 
normale. La figure III.3 montre que ce signal bruité est inclus entre les bornes délimitant la 
réponse expérimentale construite à partir de la méthode déterministe. Par conséquent, le 
même niveau de bruit est considéré pour les 2 méthodes.  
 
Echantillon 
Isolation 
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Figure III.3. Représentation du signal expérimental bruité pour les 2 méthodes employées 
III.3.1. Minimisation par moindres carrés 
Le principe de base de cette méthode est d’ajuster la valeur des paramètres afin que les 
données numériques soient les plus proches possible des données tirées de l’expérience 
réalisée dans des conditions bien déterminées. Cet ajustement se fait en cherchant à minimiser 
l’écart quadratique entre la réponse expérimentale et numérique  (voir expression (III.1)) de 
l’échantillon en test chaque instant t : 
   
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Comme l’expression III.3 est non linéaire en fonction de ses paramètres, la minimisation 
de (III.4) est assurée via un algorithme itératif de Levenberg-Marquardt [Manolis 2005]. 
La région de confiance de l’estimation par moindres carrés est classiquement représentée 
par un ellipsoïde lorsque le nombre de paramètres à estimer est de 2. Le centre de cette 
ellipsoïde est le résultat de la minimisation. L’ellipsoïde représente toutes les combinaisons 
possibles entre les paramètres à estimer vérifiant l’inégalité suivante: 
 
   
  














 knk
p
pp
p F
kn
k
Ce
CeCe
C ,
,
,,
:,
 
Avec  and pC représente le point résultant de la minimisation de l’expression (III.4), k  
est le nombre de paramètres à estimer, n est le nombre de points de mesure et F  est la loi de 
distribution Fisher-Snedecor. La région de confiance de  et pC a un niveau de confiance 
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asymptotique de %)1(100  . Nous fixons   à 0,05 pour obtenir un niveau de confiance de 
95%. Une représentation de la région de confiance de cette méthode est présentée dans la 
figure III.4. 
 
 
Figure III.4 Représentation de la région de confiance pour la méthode de minimisation par moindres carrés 
III.3.2. Méthode ensembliste à erreur bornée 
III.3.2.1. Etat de l’art sur l’estimateur à erreur bornée 
Pour l'estimateur à erreur bornée, au lieu de considérer une fonction de densité de 
probabilité pour le bruit, nous considérons que chaque donnée se réfère à un intervalle de 
limites connues. L’avantage de cette méthode est qu’elle permet de s’affranchir du problème 
de recherche d’une loi de distribution pour l’assimiler au bruit de mesure. Il suffit juste de 
considérer un intervalle de bruit quelle que soit la distribution de probabilité de bruit de 
mesure. L'idée principale de cette méthode est de trouver l'ensemble iS  des valeurs 
acceptables de chaque paramètre ip à estimer, acceptable dans le sens que la sortie du modèle 
est incluse dans l’intervalle des données recueillies à partir du dispositif expérimental. 
Ce problème de l'estimation des paramètres dans un contexte d’erreur bornée a fait l’objet 
de plusieurs études et publications. Pour des modèles linéaires, l'ensemble des solutions est 
représentée par des ellipsoïdes, parallelotopes, zonotopes ou des pavés ([Durieu 2001], 
[Maksarov 2002]). Lorsque le modèle est non linéaire, comme pour notre cas, les techniques 
ci-dessus ne sont plus valables. Une nouvelle méthode basée sur l’inversion ensembliste a été 
initialement introduite dans [Jaulin 1993] pour traiter ces cas. Un algorithme d'inversion 
ensembliste de SIVIA (Set Inversion Via Interval Analysis) a été ainsi défini. Cet algorithme 
sera détaillé plus tard parce qu’il fera l’objet ou l’outil d’estimation pour cette étude. Une 
amélioration de cet algorithme a été ensuite proposée dans [Jaulin 2000] en utilisant des 
contraintes. Cette nouvelle version de SIVIA a permis de réduire considérablement le temps 
d’inversion et a rendu possible la résolution de problèmes avec un grand nombre de 
paramètres à estimer. On peut également citer une autre étude intéressé par le sujet 
d'estimation des paramètres par des outils ensemblistes [Raissi 2009] où deux représentations 
d'intervalle complexes sont comparées: les formes polaires et rectangulaires. Il a été prouvé 
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que l'utilisation simultanée des 2 formes de représentations peut réduire le pessimisme sur les 
paramètres estimés. 
Dans [Jaulin 2002], le cas des systèmes décrits par des équations différentielles a été 
initialement étudié. Les auteurs ont proposé un estimateur d'état garanti à l'aide de l'analyse 
par intervalle et un englobement de premier ordre de la solution du système différentiel. 
Ensuite, une amélioration de la partie de prédiction a été apportée par [Raissi 2004
2
] en 
utilisant un calcul d'intervalle plus précis qui évite les bissections dans la partie de prédiction 
de l'estimateur d'état. Il a été également proposé une combinaison entre l’inversion 
ensembliste et l'intégration garantie du système différentiel pour l'estimation des paramètres. 
Cette problématique  d’intégration exacte fera l’objet du chapitre suivant. 
Toutes ces méthodes citées plus haut ont été appliquées dans de nombreux domaines pour 
différents objectifs. Dans [Bastogne 2008] ces techniques d'analyse par intervalles sont 
utilisées pour estimer les paramètres de la cinétique d'absorption in vitro des médicaments par 
des cellules vivantes et d'étudier les effets du bruit sur l'erreur de la sortie. Une autre 
application est dans le domaine du diagnostic et de la détection des défauts des systèmes 
dynamiques [Marx 2010]. Braems dans [Braems 2007] a utilisé l'approche ensembliste pour 
estimer la conductivité et la diffusivité des échantillons servant à identifier les matériaux. 
Pour notre cas, nous nous intéressons à estimer les paramètres et quantifier leur incertitude 
pour alimenter une analyse d’incertitudes et pour valider une méthode déterministe fiable en 
comparant les résultats avec ceux de la méthode classique probabiliste de moindres carrés. 
III.3.2.2. Description de la méthode 
Comme il était déjà mentionné, pour l’estimation par cette méthode, l’erreur est supposée 
appartenir à un intervalle de bornes connus indépendamment de sa fonction distribution de 
probabilité. 
Considérons que )( pH est la réponse numérique de l'échantillon, et y  sa réponse 
expérimentale, p  appartiennent à l'ensemble S  acceptable si ][)( ypH  , ][ y  représente les 
bornes délimitant la réponse expérimentale bruitée. Ensuite, l'ensemble S des solutions 
acceptables peut être exprimé par: 
 ][)(/ ypHPpS 
 
Cette méthode fournit une estimation garantie de S , définie par (III.6), en calculant 2 
ensembles: une approximation interne S  et une autre externe S  de S. Par conséquent, chaque 
p  qui appartient à S est nécessairement compatible avec les données expérimentales, alors 
que s’il est à l’extérieur de l’approximation externe S de S , nous sommes sûrs que p
n’appartient pas à l’ensemble solution. Une schématisation de l’approximation interne et 
externe est représentée dans la figure III.5. Pour calculer ces approximations d’une façon 
garantie, les techniques d’analyse par intervalles sont employées. L’analyse par intervalles, sa 
notion de base et toutes les techniques liées à cette logique de calcul sont détaillés dans la 
partie II.2.2, toutefois il est recommandé de consulter les références suivantes ([Moore 1966], 
[Neumaier1990], [Jaulin 2001]) pour approfondir le sujet. 
(III.6) 
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Dans le chapitre II, nous avons introduit la notion de fonction d’inclusion, nous avons 
également présenté rapidement les différentes méthodes existantes pour construire une 
fonction d’inclusion. L’algorithme SIVIA est applicable pour toute fonction ayant une 
fonction d’inclusion. La structure de base de cet algorithme, tel que définie dans [Jaulin 1993] 
peut être résumé par les étapes suivantes : 
Les entrées à définir  
Fonction d’inclusion : ][H  
L’ensemble à inverser : y  
Le pavé initial : )0]([ p  
Précision requise pour le sous-pavage (critère d’arrêt) :   
Initialisation   
0K , Pile  , S , S  
Itération K 
Etape 1 : si ][))](]([[ ykpH  alors )]([ kpSS  , passez à l’étape 4 
Etape 2 : si   ][))](]([[ ykpH alors passez à l’étape 4 
Etape 3 : si ))](([ kpw alors )]([ kpSS  , 
                Si non partager )]([ kx selon une méthode prédéfinie et empiler les 2 pavés   
résultants 
Etape 4 : si la pile n’est pas vide, alors désempilez en )1]([ kp , incrémentez k et  revenez     
à l’étape 1 
Fin 
 
Dans une telle inversion, nous pouvons dire que ][ p est réalisable ( Sp ][ ), donc ][ p  
appartient à l'approximation interne S de S (et à l'approximation externe S ), si ][])]([[ ypH  . 
Si  ][])]([[ ypH , nous pouvons affirmer que ][ p est irréalisable (  Sp][ ), il est donc 
hors de l'approximation externe S  de S. C'est ce que nous appelons les tests 
d’inclusion/exclusion. Si ][ p ne vérifie aucune des 2 précédentes conditions, ][ p  est appelé 
pavé ambigu, l'algorithme passe au sous-pavage et les tests d'inclusion/d'exclusion seront 
appliqués à ces sous-pavés; ε, le critère d'arrêt, représente la précision requise pour les sous-
pavés. A la fin de l'algorithme, tous les pavés ambigus auront une largeur inférieure à ε. 
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Si le pavé initial )0]([ p ne contient pas l’ensemble des solutions l’algorithme retourne un 
pavé vide. Pour obtenir l’ensemble de solutions réalisables, nous nous sommes partis d’un 
pavé initial, pour chaque paramètre à identifier, contenant les valeurs fournies par le 
fabriquant et contenues dans le tableau III.1. 
Pour la méthode de bissections, dans la littérature on en trouve plusieurs ([Moore 1966], 
[Hansen 1992]). Nous allons uniquement décrire la méthode de bissections adoptée et dont 
l’efficacité et la convergence par rapport à d’autres techniques de bissections a été prouvé 
dans [Cendes 1997]. 
Cette stratégie de bissections a été initialement proposée dans [Moore 1966].  La direction 
de la bissection k est basée sur le choix d’une fonction de mérite et elle est donnée par : 
  ))((max arg ,...,1 iDk ni  
La fonction de mérite est basée sur le choix de la taille du pavé à partitionner : 
])([)( ixwiD   
Ce choix de bissection est motivé par le fait que lorsqu’un pavé est partitionné d’une 
manière uniforme, la taille des intervalles générés converge uniformément vers zéro. Cette 
méthode est très facile à employer comme elle nécessite uniquement le calcul de la taille du 
pavé à partitionner et sa convergence est le meilleur parmi les stratégies de bissections les 
plus utilisées. 
Le nombre de bissections n à réaliser (ce nombre qui pilote le temps d’exécution de 
l’algorithme donc la complexité de SIVIA) est donné par  [Jaulin 1993] : 
a
pw
n
k






 1
))0](([

 
 
(III.7) 
(III.8) 
(III.9) 
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Figure III.5Inversion ensembliste : Approximation interne et externe de la solution 
Où k est le nombre de paramètres à estimer et ))0](([ pw est la largeur de l’intervalle initial 
du paramètre à estimer. Dans le cas de plusieurs paramètres à estimer, cette quantité 
correspond à l’intervalle initial ayant la plus grande largeur. 
Le nombre de bissections n est inférieur à la quantité a. La convergence de l’algorithme est 
donc d’autant plus lente que le critère d’arrêt considéré est petit, d’où l’importance d’un choix 
judicieux de ce critère pour éviter un temps de calcul rédhibitoire. 
III.3.2.3. Construction de la fonction d’inclusion 
La difficulté de l’algorithme d’inversion ensembliste SIVIA est le choix de la fonction 
d’inclusion. Dans II.2.2.5 nous avons indiqué que pour chaque fonction analytique il existe 
une infinité de fonctions d’inclusion, et seule une seule fonction est minimale : c’est celle qui 
garantit un écart minimal par rapport à l’image de l’espace initial par cette fonction. 
Différentes méthodes ont également été présentées pour calculer une fonction d’inclusion. 
Dans le cadre de cette étude, nous avons choisi d’utiliser la fonction d’inclusion naturelle qui 
consiste à remplacer chaque variable par l’intervalle qui le contient. Le problème essentiel de 
cette méthode, malgré sa facilité, est qu’elle devient de plus en plus pessimiste que 
l’occurrence des variables est multiple. Pour réduire ce pessimisme, il faut réduire 
l’occurrence des variables. 
Pour notre cas, l’expression de la température contenant les paramètres d’intérêt est 
l’expression (III.3). Dans ce cas, nous avons uniquement 2 variables : α et ρCp. Les autres 
paramètres de la fonction analytique sont supposés bien connus dans un premier temps. Pour 
construire la fonction d’inclusion de l’expression (III.3) il faut essayer de réduire l’occurrence 
de ces 2 variables. Au début, nous avons essayé de réduire l’occurrence de la diffusivité α en 
faisant la troncature de la somme infinie et en choisissant le terme minimal de n à partir 
duquel ce terme se stabilise. L’influence du rang de troncature p sur la réponse du modèle est 
présentée sur la figure III.6. Nous avons trouvé que pour p=10 cette somme se stabilise. 
S  
S  
p  
1H  
H  
y  
)( pH  
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L’étape suivante est de réduire l’occurrence de l’autre variable : ρCp. Dans ce but, nous avons 
factorisé par ce terme et la nouvelle expression de la température devient comme suit : 
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Dans cette dernière expression obtenue, l’occurrence de la diffusivité α est double alors 
que la capacité thermique volumique ρCp ne figure plus qu’une seule fois. 
Pour obtenir la fonction d’inclusion, il suffit de remplacer α et ρCp par leur intervalle dans 
la nouvelle expression réécrite de la température au point de mesure. La fonction d’inclusion 
est donnée par l’expression suivante : 
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Figure III.6 Effet de la troncature  par rapport à la somme infinie contenue dans l’expression de la 
température au point de mesure 
III.3.2.4. Quantification des incertitudes 
Comme mentionné auparavant la solution résultante de l’estimateur à erreur bornée est 
l’union des pavés réalisables et des pavés ambigus. Par conséquent, pour quantifier les 
incertitudes liées à l’estimation par cette méthode, il suffit de localiser le minimum et le 
maximum des pavés ambigus sur chaque axe donc pour chaque paramètre estimé. Une 
représentation de l’ensemble de solutions obtenues par cette méthode est représentée dans la 
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figure III.7. Pour la suite, les pavés jaunes représentent les pavés ambigus, les pavés gris 
correspondent aux pavés réalisables. Quant aux pavés non réalisables, ils sont représentés par 
la couleur blanche. 
 
Figure III.7 Représentation de l’ensemble des solutions pour la méthode ensembliste à erreur bornée 
III.3.2.5. La boite à outils (toolbox) INTLAB de Matlab 
Pour pouvoir manipuler des intervalles et exécuter des tests d’inclusion/exclusion sur les 
fonctions d’inclusions nous avons eu besoin d’utiliser la boite à outils INTALB  (INTerval 
LABoratory) version 7.1 de Matlab [Intlab]. Cette boite à outils a été développée par 
Professeur Siegfried M Rump de l’institut de calcul fiable à l’Université de Technologie de 
Hamburg à Hamburg en Allemagne. Il est diffusé gratuitement pour des utilisations 
académiques.  Il était conçu pour exécuter des calculs fiables et pour des algorithmes d’auto-
validation. Cet outil contient plusieurs fonctionnalités tel que : exécuter des calculs 
d’arithmétiques d’intervalles pour des donnés de type réels et complexes y compris les 
vecteurs et les matrices, sommation précise, produit scalaire et résidus des matrices-vecteurs, 
différentiation automatique, problèmes aux valeurs propres, série de Taylor pour les fonctions 
unidimensionnelles et bien d’autres fonctionnalités.  
INTLAB a plusieurs milliers d'utilisateurs dans plus de 50 pays. INTLAB est utilisé dans 
de nombreux domaines, de la vérification des chaos jusqu’à la biologie des populations, de la 
conception des contrôleurs jusqu’aux preuves assistées par ordinateur. Dans notre cas, cet 
outil va servir pour l’estimation des paramètres thermo-physiques de l’échantillon considéré. 
L'objectif principal d’INTLAB est de produire des résultats fiables. Tout résultat est 
prouvé d’être vrai en couvrant notamment les erreurs d'arrondi et tous les termes d'erreur. La 
philosophie d’INTLAB c'est que tout est écrit en code Matlab pour assurer la meilleure 
portabilité. INTLAB utilise largement des routines de type BLAS (Basic Linear Algebra 
Subprograms) ceci assure des temps de calcul rapides. L’évaluation des vecteurs d’intervalles 
et les opérations matricielles sont très rapides sur INTLAB; toutefois, les calculs et les 
boucles non linéaires peuvent ralentir le système considérablement en raison de frais généraux 
de l'interprétation et de l'utilisation extensive de la notion d'opérateur. 
Tous les cas d’études présentés dans la suite ont été testés grâce à cet outil. 
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III.4. Cas tests étudiés 
Dans ce paragraphe, nous avons considéré différents scénarios. L’estimation des 
paramètres se fait par les deux méthodes décrites auparavant tout en comparant les résultats. 
Dans un premier temps, nous n'utilisons pas les données expérimentales, nous perturbons la 
réponse numérique de la température en ajoutant un bruit constant à chaque instant. Dans 
cette partie, notre intérêt était d'étudier l'effet de l'augmentation du bruit de mesure sur 
l'incertitude des paramètres estimés et la capacité de la méthode proposée pour faire face à des 
incertitudes importantes sur la mesure. Nous nous sommes intéressés aussi à vérifier si 
l'augmentation de la durée de l'expérience peut donner des meilleurs résultats. Dans un 
deuxième temps, nous nous sommes appuyés sur les données recueillies à partir du dispositif 
expérimental pour estimer les caractéristiques physiques de l’échantillon. Nous avons essayé 
de tester la méthode sur une étude de cas réel avec des mesures expérimentales. Nous avons 
appliqué la méthode pour 2 cas: le premier où on tient compte uniquement des bruits de 
mesures, et le deuxième où on considère des incertitudes supplémentaires liées au dispositif 
expérimental. 
III.4.1. Données expérimentales synthétiques : Effet du bruit de mesure et du temps 
d’expérience sur les incertitudes des résultats 
Dans cette partie, notre intérêt est d'étudier l'effet de la durée d'expérience et du bruit de 
mesure sur la précision des paramètres estimés. Nous avons généré le signal expérimental à 
inverser à l'aide de la réponse analytique de l'échantillon (voir l'expression (III.3)). Pour le 
construire, nous avons ajouté 3 niveaux d'incertitude bornée à cette réponse ( 0,05 ° C,  0,1 
° C et  0,5 ° C). Alors que pour l'estimateur des moindres carrés, nous avons considéré un 
bruit distribué normalement et avec 3 valeurs différentes de l'écart type (0,025, 0,05, et 0,25). 
Pour chaque niveau de bruit, nous avons considéré 3 durées d'expérience (100s, 200s, 300s). 
Les neuf cas tests sont représentés dans la figure III.8.  Nous avons représentés uniquement 
les signaux bornés. 
Comme nous pouvons le voir dans la figure III.8, les signaux expérimentaux sont 
représentés par 2 bornes. Ces limites tiennent compte du niveau de bruit considéré; elles sont 
plus étendues quand le bruit devient plus important. Chaque ligne représente une durée 
d’expérience différente. Cette durée est en hausse de haut en bas. Chaque colonne représente 
un niveau de bruit différent. Ce bruit  augmente de gauche à droite. 
La figure III.8 montre qu’au point de mesure, la température a un comportement non-
linéaire au début dû au terme exponentiel qui figure dans son expression analytique (III.3). A 
partir d’un certain temps, ce comportement devient complètement linéaire pour tout instant 
donc c’est le terme contenant ρCp qui intervient uniquement. A partir de cette analyse du 
comportement, nous pouvons déduire 2 conclusions : L’estimation de α se fait aux temps 
courts alors que l’estimation de ρCp aux temps longs et la corrélation entre les 2 paramètres 
diminue aux temps longs. 
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Figure III.8 Représentation du signal expérimental borné pour les 9 cas tests considérés 
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(a) 
 
(b) 
 
(c) 
Figure III.9(a), (b) et (c) l’ensemble de solutions pour 0.05°C d’erreur et pour un temps d’expérience 
respectif de 100, 200 et 300 secondes 
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(a) 
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(c) 
Figure III.10(a), (b) et (c) l’ensemble de solutions pour 0.1°C d’erreur et pour un temps d’expérience 
respectif de 100, 200 et 300 secondes 
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(a) 
 
(b) 
 
(c) 
Figure III.11(a), (b) et (c) l’ensemble de solutions pour 0.5°C d’erreur et pour un temps d’expérience 
respectif de 100, 200 et 300 secondes 
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Dans les figures III.9, III.10et III.11 les résultats de l’estimation suite à l’application des 2 
méthodes considérées sont représentées pour chaque cas test. Les pavés ambigus sont 
représentés par les cases jaunes et l’ensemble acceptable par des cases grises. Les pavés 
inacceptables ou non réalisables sont représentés par des cases blanches. Ces résultats sont 
obtenus en appliquant l'algorithme SIVIA décrit dans III.3.2.2. L’intervalle initial de chaque 
paramètre d'intérêt est choisi de manière à inclure les données présentées dans le tableau III.1, 
par conséquent, nous sommes sûrs d'obtenir des boîtes grises à la fin de l'algorithme. Le 
critère d'arrêt ε (ε = 0.05) est choisi de manière à faire un compromis entre un temps de calcul 
acceptable et une meilleure fiabilité de la solution recherchée (voir expression III.9). A la fin 
de l’algorithme d’estimation, toutes les boîtes jaunes ont une largeur inférieure à  ε choisi. 
Les ellipsoïdes rouges représentent la région de confiance des paramètres estimés par 
l'estimateur des moindres carrés et les centres de ces ellipsoïdes représentent le point 
minimisant l’écart entre la réponse numérique et expérimentale (expression (III.4)). 
En observant les résultats, il est clair que nous avons de plus en plus des pavés gris que le 
niveau d'erreur augmente. Par conséquent, nous pouvons dire que la fiabilité des résultats 
diminue en augmentant la largeur de l'erreur bornée, ce qui est normal. C'est le cas également 
pour l'estimateur des moindres carrés: Les ellipsoïdes rouges sont plus étendus lorsque le bruit 
de mesure devient plus important. 
À propos de l'autre critère concernant l'effet de la durée d'expérience, comme nous 
pouvons le voir dans les différentes figures résultats,  une meilleure estimation est notée avec 
moins d'incertitude quand la durée de l’expérience est plus longue. Cette conclusion est 
prouvée en observant le nombre de pavés gris et jaunes qui diminuent en augmentant la durée 
de l’expérience. Cette incertitude réduite sur l’estimation est justifiée par la corrélation qui 
diminue entre les 2 paramètres à estimer, on gagne surtout sur l’estimation de ρCp. 
Pour les cas de 0,5 ° C de bruit de mesure, nous avons augmenté la taille de l’intervalle 
initial de chaque paramètre d’intérêt pour trouver toutes les valeurs acceptables pour les trois 
durées d'expérimentation considérées (voir figure III.12). Pour la même largeur de boîtes 
initiales, pendant 300 secondes d'expérience, nous pouvons atteindre toutes les cases 
acceptables. C'est également le cas pour les 200 secondes, mais avec une plus grande 
incertitude sur l’estimation, mais ce n'est plus le cas pour une durée d'expérience de 100 
secondes. Par conséquent, nous pouvons justifier l’intérêt d’augmenter le temps d’expérience 
pour garder le niveau de fiabilité recherché surtout dans le cas de bruits importants. 
Pour comparer avec l'estimateur des moindres carrés, nous pouvons voir, qu’en appliquant 
la méthode à erreur bornée, nous n'avons pas sur-estimé les paramètres, par contre nous 
pouvons remarquer qu’on estime la diffusivité avec plus d’incertitudes que la capacité 
thermique volumique. Ceci est dû au fait que nous n’avons pas pu avoir une mono-occurrence 
de cette variable en construisant la fonction d’inclusion de la réponse analytique de la 
température au point de mesure. Cependant, nous pouvons toujours dire que nous avions un 
bon choix de la fonction d’inclusion en comparant les résultats avec ceux des moindres carrés. 
Ce dernier estimateur donne des résultats non garantis parce que cette méthode de recherche 
locale peut s'arrêter avant d'atteindre le minimum global réel. C'est aussi une approche 
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optimiste qui néglige certaines valeurs acceptables. Nous avons observé principalement ce 
problème dans le cas où le bruit est important (0,5°C). L'estimateur des moindres carrés sous-
estime énormément la solution pour ce cas considéré, alors qu’il s’agit d’une estimation 
garantie avec l’estimateur à erreur bornée. 
Pour revenir à notre objectif sur la quantification des incertitudes sur les paramètres 
estimés, nous pouvons dire que ces incertitudes sont données par les limites de toutes les 
boîtes acceptables et ambiguës. En d'autres termes, nous devons localiser les valeurs 
maximales et minimales des boîtes jaunes, sur chaque axe, afin de déterminer l'incertitude sur 
les paramètres d'intérêt. 
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(c) 
Figure III.12(a),(b)et(c) l’ensemble de solutions pour 0.5°C d’erreur et pour un temps d’expérience respectif 
de 100, 200 et 300 secondes avec des intervalles de départ plus larges 
III.4.2. Cas test réel 
Dans cette seconde partie, nous nous sommes basés sur les données recueillies par le 
dispositif expérimental décrit dans la partie III.2.1. Nous nous sommes intéressés à tester la 
méthode ensembliste avec des vraies mesures expérimentales. 
Avant de procéder à l'estimation, nous avons essayé d'abord de lisser le signal 
expérimental tout en appliquant le principe de la moyenne mobile. Le signal lissé est 
représenté par la courbe noire (voir figure III.13), tandis que celle mesurée est représentée par 
la courbe rose. Pour définir les limites du signal expérimental bruité, nous avons vérifié 
l'incertitude sur le thermocouple utilisé pour mesurer la température. Cette incertitude a été 
estimée à 0,1 °C. Par conséquent, nous avons construit notre signal borné en ajoutant  0,1 ° 
C au signal lissé. Toutes les valeurs de température mesurées sont comprises entre les courbes 
bleues. 
Pour l'estimateur par moindres carrés, nous procédons avec la même méthode que nous 
venons de décrire pour obtenir le signal expérimental bruité. Il faut lisser le signal 
expérimental dans un premier temps puis considérer un bruit de distribution normale avec un 
écart type de 0,05. Enfin, ajouter ce bruit sur le signal lissé. 
Dans les 2 prochaines parties, nous allons considérer deux études de cas réels: Dans la 
première, nous avons pris en compte uniquement l'incertitude liée à la mesure. Dans la 
seconde, nous avons considéré l'incertitude liée à la mesure et au dispositif expérimental. 
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Figure III. 13 Représentation du signal expérimental borné pour le cas test réel considéré 
III.4.2.1. Dispositif expérimental supposé parfait 
Nous avons envisagé dans un premier temps de considérer uniquement les bruits de 
mesure. Nous avons essayé de trouver l’ensemble des pavés réalisables en utilisant les mêmes 
tests d’inclusion/exclusion décrits auparavant. Le critère d'arrêt ε est fixé à 0,03 pour 
permettre l'obtention des cases grises. Toutes les valeurs acceptables de α et ρCp sont 
présentés dans la figure III.14. Nous pouvons voir sur cette figure que l’efficacité de cette 
méthode est bien vérifiée pour un cas test réel. 
Pour comparer avec l'estimateur des moindres carrés, nous pouvons voir que nous avons un 
écart entre les 2 résultats du fait que l'estimateur classique sous-estime souvent la vraie 
solution. Nous pourrons également remarquer sur cette figure un autre problème de la 
méthode classique de moindres carrés. Ce problème est lié au fait que cette dernière méthode 
propose une région de confiance non garantie parce qu’elle n’est pas comprise dans 
l’ensemble de solutions généré par l’estimateur à erreur borné alors que c’est un estimateur 
garanti et fiable. Ce résultat remet en question l’hypothèse considérée sur le bruit de mesure 
en le représentant par une loi normale. 
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Figure III.14 Les résultats de l’estimation pour les 2 méthodes considérées 
III.4.2.2. Dispositif expérimental incertain 
Nous considérerons que notre dispositif expérimental est également soumis à des 
incertitudes. Nous supposons donc que la puissance de chauffage P et les dimensions de 
l'échantillon (l'épaisseur L et la surface S) ne sont pas bien connus. Les incertitudes 
considérées sur ces paramètres sont donnés dans le tableau III.2. 
   Nous devons construire une nouvelle fonction d'inclusion qui prend en compte les 
incertitudes supplémentaires considérées (  et L ). Nous avons alors refactorisé l'expression 
(III.10) pour réduire l'occurrence de toutes les variables. Après factorisation nous obtenons 
l'expression (III.12). L'étape finale consiste à remplacer chaque variable par son intervalle et 
nous obtenons notre nouvelle fonction d'inclusion représentée par l'expression (III.13). 
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Comme auparavant, nous avons essayé de trouver l’ensemble de solutions pour chaque 
paramètre. Dans un premier essai, nous avons pris un critère d'arrêt égal à 0,03, donc le même 
critère d’arrêt considéré dans le paragraphe précédent. Comme nous pouvons le voir dans la 
figure III.15, cette valeur n'est pas suffisante pour obtenir la solution désirée. Par conséquent, 
nous pouvons dire que lorsque nous compliquons notre système, en ajoutant des sources 
d'incertitudes, sur le dispositif expérimental dans notre cas, il est indispensable de considérer 
une meilleure précision donc un critère d'arrêt inférieur par conséquent plus de temps de 
calcul. Nous remplaçons la valeur précédente de ε par 0,01 et nous avons essayé de 
redémarrer l’algorithme d’inversion ensembliste. La solution obtenue est représentée dans la 
figure III.16. Nous pouvons remarquer que, malgré les incertitudes considérées, cette méthode 
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est toujours en mesure d'estimer les paramètres d'intérêt avec des marges d'incertitude 
acceptables, mais avec un temps de calcul important de 24 heures environ. Cela est dû à la 
valeur attribué au critère d'arrêt dont nous étions obligés de prendre pour obtenir des cases 
grises.  
 
 P [W] S [m
2
] L [m] 
Valeur nominale 1,3 6,25×10
-4 
16,7×10
-3 
Incertitude  0,01  0,00002  0,0002 
Tableau III.2 Les incertitudes considérées sur le dispositif expérimental 
Compte tenu de ce qui précède, nous pouvons dire que l'estimateur à erreur bornée est 
capable de prendre en compte les incertitudes non pas seulement liées à la mesure, mais 
également au dispositif expérimental. 
   En comparant les résultats des figure III.16 et III.17, nous pouvons remarquer l’incidence 
important des hypothèses d’expérimentation sur l’incertitude des paramètres estimés. Ce 
résultat montre la difficulté d’une tâche de quantification des incertitudes vu que les résultats 
de la quantification dépendent énormément des hypothèses expérimentales considérées. Un 
avantage de la méthode à erreur bornée est le fait de la prise en compte facile des incertitudes 
supplémentaires contrairement à la méthode classique qui nécessite une étape préliminaire 
d’échantillonnage des paramètres incertains puis une minimisation pour une famille de 
solutions. 
 
 
Figure III.15 L’ensemble de pavés solution pour le cas du dispositif expérimental incertain, avec ε=0,03 
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Figure III.16 L’ensemble de pavés solution pour le cas du dispositif expérimental incertain,  avec ε=0,01 
III.5. Conclusion 
Dans ce chapitre nous avons proposé une méthode déterministe qui permet d’estimer les 
paramètres thermo-physiques d’un échantillon avec garantie. Bien que le matériau étudié ne 
soit pas un matériau de construction, l’approche développée sur un dispositif et des données 
expérimentales disponibles au laboratoire peut être mise en œuvre pour l’études des propriétés 
d’autres matériaux et pour d’autres dispositifs expérimentaux.  
Cette méthode a prouvé son efficacité pour différents cas tests à partir de données 
expérimentales synthétiques comme réelles. La comparaison avec la méthode classique de 
minimisation par moindres carrées nous a aidé à parfois montrer les défauts de cette méthode 
liés aux sous-estimations et à proposer des solutions inacceptables d’autres fois. Nous avons 
également pu démontrer que l’estimateur à erreur bornée est une méthode capable de prendre 
en compte d’autres types d’incertitudes, autre que le bruit de mesure, contrairement à la 
méthode classique.  
Au niveau de résultats, nous avons noté plus d’incertitudes sur l’estimation de la diffusivité 
que sur la capacité thermique volumique. Ceci doit être pris en compte pour une analyse 
d’incertitude. Nous avons également vu que cette méthode déterministe peut aider à concevoir 
le dispositif expérimental de façon à réduire l’incertitude sur l’estimation : choisir le temps 
d’expérience optimal pour réduire les incertitudes sur les paramètres estimés. L’étude de cas 
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test avec des incertitudes supplémentaires considérées au niveau du dispositif expérimental 
nous a mené à identifier le grand effet des hypothèses d’expérimentation sur les résultats 
d’estimation et on risque de sous-estimer considérablement les incertitudes. Un problème lié 
au temps de calcul a été noté surtout pour le dernier cas test. Différentes améliorations sont 
possibles pour réduire ce temps de calcul. Nous proposons de remplacer l’algorithme SIVIA 
par une autre version avec des « contracteurs » qui permettent de réduire le nombre de 
bissections et de ce fait le temps de calcul. Une autre solution est d’utiliser une unité de 
traitement graphique (GPU Graphic Processing Unit) qui pourra accélérer les calculs. 
La méthode ensembliste a prouvé son efficacité pour quantifier les incertitudes liées aux 
paramètres thermo-physiques des matériaux. Mais est-ce que cette méthode pourra servir pour 
d’autres applications et à d’autres échelles ? Est-il possible de l’employer pour propager les 
incertitudes au niveau de la paroi puis à l’échelle du bâtiment ? Serait-elle pertinente pour le 
diagnostic de l’enveloppe du bâtiment ? Répondre à ces interrogations fera l’objet du chapitre 
suivant. 
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IV. Etude à l’échelle de la paroi: Propagation des incertitudes et 
diagnostic 
 
 
Dans ce chapitre, l’étude concerne une paroi multicouche. Dans un premier temps, une 
méthode ensembliste est proposée pour la propagation des incertitudes des propriétés 
thermo-physiques des matériaux constituant cette paroi sur la réponse en température et en 
flux. Les résultats sont comparés à ceux de la méthode de Monte-Carlo. Dans un deuxième 
temps, nous nous intéresserons à l’estimation de la résistance thermique de la couche 
isolante, dans des conditions pratiques de diagnostic. Les méthodes utilisées sont basées sur 
l’analyse par intervalles. 
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IV.1. Contexte et motivations 
Dans une première partie, nous nous intéresserons à évaluer l’approche ensembliste pour la 
propagation des incertitudes des paramètres thermo-physiques sur la réponse en température 
et en flux d’une paroi multicouche d’un bâtiment. Les résultats de propagation sont comparés 
à ceux d’une approche probabiliste de type Monte Carlo, la méthode la plus employée dans ce 
domaine. Dans une 2
ème
 partie, un cas pratique de paroi est étudié dans le but d’estimer la 
résistance thermique de la couche isolante. 
IV.2. Propagation d’incertitudes et comparaison entre les méthodes 
IV.2.1. Description du cas test 
Nous considérons le problème de la diffusion de la chaleur en régime variable au travers 
d’une paroi multicouche d’épaisseur L (L=0.378 m), dont ses composantes et les 
caractéristiques correspondantes sont détaillées dans le tableau IV.1, les matériaux sont listés 
de l’intérieur vers l’extérieur. Une isolation intérieure en laine de verre est considérée. Les 
paramètres thermo-physiques sont dotés d’une incertitude de 3%, leur plage de variation est 
donnée également par le tableau IV.1. Des pourcentages d’incertitudes supérieures seront 
considérés  par la suite pour tester la robustesse de la méthode ensembliste proposée. 
Couche λ [W/(m.K)] ρCp [J/(m
3
.K)] L [m] 
Plaque de plâtre 
 
0,32 
[0,3104 ; 0,3296] 
680000 
[659600 ; 700400] 
0,013 
Isolant: laine de 
verre 
0,041 
[0,0398 ; 0,0422] 
10080 
[9777 ; 10382] 
0,15 
Bloc béton creux 
1,05 
[1,0185 ; 1,0815] 
842400 
[817128 ; 867672] 
0,2 
Enduit ciment 
1,15 
[1,1155 ; 1,1845] 
1700000 
[1649000 ; 1751000] 
0,015 
Tableau IV.1 Composantes de la paroi multicouche avec leurs caractéristiques et les incertitudes 
associées 
On considère des conditions aux limites de 3ème espèce (condition de Fourier), avec des 
températures internes et externes de type sinus, et on part d’une température initiale 
T0(T0=292 K) sur tous les nœuds. L’évolution des températures de consigne, interne et 
externe, sont représentés par les figures IV.1 et IV.2. Pour attribuer des valeurs aux 
coefficients d’échanges convectifs internes et externes, nombre d’études proposent des 
valeurs pour ces coefficients selon la vitesse de vent et les conditions de température. En se 
basant sur le cahier d’algorithmes Comfie [Comfie] nous avons considéré une valeur de 8,13 
[W/(m
2
.K)] pour le coefficient d’échange interne hint et 18,2 [W/(m
2
.K)] pour le coefficient 
d’échange externe hext. 
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En partant de l’expression (IV.1), qui régit la conduction monodimensionnelle dans les 
solides, le développement en série de Taylor de la dérivée seconde [Lefebvre 1994], nous 
donne l’expression aux dérivées partielles de la température en un nœud i (intermédiaire) en 
fonction des températures aux nœuds voisins : 
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Pour les nœuds extrêmes, en se servant des conditions aux limites et de la loi de 
conservation de l’énergie, on obtient les expressions suivantes : 
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où N est le nombre de nœuds (N=26), le nombre de Biot 
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Le flux surfacique, pour lequel on s’intéresse, est donnépar la loi de Fourrier :
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Figure IV.1 Variation de la température interne pendant 24 heures 
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Figure IV.2 Variation de la température externe  pendant 24 heures
 
IV.2.2. Méthode de Monte Carlo 
Dans ce cas d’étude, nous affectons aux paramètres incertains des lois de distribution 
uniformes. Nous avons choisi de lancer 500 simulations que nous avons estimées comme 
suffisantes vu que le nombre de variables est limité à 8 uniquement. Un pas de temps ∆t de 20 
secondes et une période de 24 heures sont considérés. Après 330 secondes (temps CPU), avec 
un processeur Intel Core 2 Duo de 2,93 GHz, nous obtenons des encadrements pour les 
températures et le flux surfacique (figures IV.3 et IV.4). 
L’encadrement de la température consiste à rechercher à chaque instant les valeurs 
maximales et minimales prises par la température suite à 500 simulations, donc à 500 choix 
aléatoires des paramètres incertains. Pour borner le flux, il suffit de le calculer à partir de 
l’expression (IV.5) pour les différents tirages aléatoires des paramètres incertains sur leur loi 
de distribution, puis rechercher les valeurs maximales et minimales pour ce flux suite aux 500 
simulations effectuées. 
 
Figure IV.3 Encadrement de la température au nœud 5 par la méthode de Monte Carlo 
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Figure IV.4 Encadrement du flux surfacique par la méthode de Monte Carlo 
IV.2.3. Méthode ensembliste d’Analyse par Intervalles 
Dans la plupart des cas, les lois de variation des entrées et des paramètres incertains sont 
inconnus et leur estimation est difficile, voire impossible. Pour la méthode d'analyse par 
intervalles (AI), comme évoqué dans le chapitre précédent, nous n'avons pas besoin de 
connaitre ces lois, nous nous intéressons uniquement aux bornes maximale et minimale de 
l'incertain, et nous considérons que toutes les valeurs comprises entre ces 2 bornes sont 
équiprobables. Mais cela ne veut pas dire qu'on impose une loi uniforme. 
Dans la logique d'analyse par intervalles, encadrer la variation de la température ou du 
flux, revient à déterminer leur fonction d'inclusion. Notre but est de calculer des encadrements 
peu pessimistes. 
Le modèle étudié est exprimé sous la forme d’un système d’équations différentielles. La 
résolution exacte de ce type de modèle a été initialement abordée dans [Jaulin 2002] puis dans 
[Raissi 2004
2] par une résolution par la méthode d’intervalle de Taylor implémenté sous 
forme de valeurs moyenne et matrice de pré-conditionnement pour réduire le nombre de 
bissections. Cette méthode a fait ses preuves pour l’identification d’un vecteur de paramètre 
de dimension 2. Cependant, dans ([Ramdani 2006], [Raissi 2006]) il a été constaté que cette 
approche de calcul exacte n’est plus efficace dans le cas général où la dimension de l’espace 
d’état est grand. De ce fait, l’encadrement de l’évaluation numérique de la solution du 
système d’équations différentielles devient très pessimiste et donc inutile dans le cas où la 
largeur de l’état initial ou du vecteur d’intervalles des paramètres est grand ou lorsque le 
temps d’intégration considéré s’étend sur une longue période. Une telle méthode mène donc à 
une utilisation intensive de bissections et par conséquent un temps de calcul important comme 
il est bien connu que le temps de calcul est exponentiel en fonction de la dimension du vecteur 
paramètre à estimer ([Ramdani 2006], [Raissi 2006]). Dans [Meslem 2010] les auteurs ont 
proposé une autre méthode pour la résolution exacte de ce type de modèle en se basant sur la 
théorie des systèmes dynamique quasi-monotone donc en surveillant le signe de la dérivée 
partielle par rapport aux paramètres incertains pour construire un encadrement de la solution 
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numérique. Ce qui nous intéresse pour cette méthode est le cas traité pour les systèmes où la 
dérivée partielle change de signe sur l’intervalle d’intégration. Dans ce cas, le système admet 
un encadrement sur chaque intervalle de temps où le modèle est monotone en fonctions des 
paramètres incertains. C'est pourquoi les systèmes d’encadrement supérieur et inférieur sont 
définis par morceaux par des équations différentielles non linéaires et peuvent donc être 
considérés comme des systèmes dynamiques hybrides. Ils peuvent être modélisés par un 
automate hybride, où l'état hybride englobe à la fois des composants à temps discret et des 
variables d'état en temps continu. Dans [Meslem 2010], une comparaison est menée entre 
l’encadrement fourni par la méthode d’intervalle de Taylor et la méthode d’encadrement 
hybride basée sur la surveillance de la monotonie pour un système d’équations différentielles 
de dimension 13. Les résultats de la comparaison montrent l’efficacité de la méthode 
proposée où les bornes d’encadrement sont très serrées alors que l’autre solution est trop 
pessimiste, cette comparaison est donnée par la figure IV.5. 
La méthode décrite ci-dessus sera appliquée pour déterminer la fonction d’inclusion des 
températures aux nœuds. Le principe consiste à surveiller la monotonie des sorties (les 
températures aux nœuds) vis-à-vis des paramètres incertains (λ et ρCp de chaque matériau) par 
le biais du calcul des sensibilités. Les sensibilités calculées sont des sensibilités locales donc 
en faisant varier un paramètre de 1% de sa valeur nominale. Grace aux signes de cette 
sensibilité nous pouvons en déduire si cette sortie est croissante ou décroissante en fonction 
de la variation des incertains. Dans ce cas le système admet un encadrement sur chaque 
portion de l’intervalle de temps où la sortie respecte la monotonie par rapport aux paramètres. 
Les fonctions d'inclusion seront exprimées par 2 systèmes différentiels: un représentant les 
bornes maximales des températures aux nœuds et un autre représentant les bornes minimales. 
Pour notre cas d’étude, on peut exprimer cette méthodologie par le test suivant appliqué à 
chaque pas de temps t pour déterminer l’encadrement supérieur et inférieur de la 
température: 
 
Pour l’encadrement supérieur de la température : 
 
];[ 00 ttt  ),(max pCfT   
à l’instant tt 0  
si ),(),01,0(' pp CfTCfT    alors    
 Si non    
si ),()01,0,(' ppp CfTCCfT    alors pp CC    
 Si non pp CC    
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Pour l’encadrement supérieur de la température : 
 
];[ 00 ttt  ),(min pCfT   
à l’instant tt 0  
si ),(),01,0(' pp CfTCfT    alors    
 Si non    
si ),()01,0,(' ppp CfTCCfT    alors pp CC    
 Si non pp CC    
 
La méthode d’encadrement hybride est appliquée pour encadrer la température aux nœuds 
dans les mêmes circonstances citées auparavant. Comme nous avons choisi 8 paramètres 
incertains uniquement (λ et ρCp de chaque matériau), alors le test qu’on vient de décrire est 
appliqué pour tester le  signe de la sensibilité de la température par rapport à chacun de ces  8 
incertains, pour chaque pas de temps ∆t, et sur chaque nœud. Puis selon le signe de cette 
sensibilité nous choisissons la valeur maximale ou minimale des paramètres pour borner 
chaque température sur chaque portion de l’intervalle d’intégration. Si le signe de la 
sensibilité est positif, alors on choisit la borne maximale du paramètre considéré pour 
résoudre le système différentiel correspondant à la borne max de la température, et sa borne 
minimale pour résoudre l’autre système différentiel servant à minorer la température. Après 
120 secondes (temps CPU) avec le même processeur, nous arrivons à trouver des 
encadrements pour les températures aux différents nœuds (figure IV.5). 
Pour calculer un encadrement du flux interne, nous avons essayé de les trouver à l’aide de 
la fonction d’inclusion naturelle, donc nous avons remplacé chaque variable de l’expression 
(IV.5) par son intervalle. Les  intervalles de T2 et T1 correspondent aux fonctions d’inclusion 
qu’on vient de calculer pour les températures aux différents nœuds. L’encadrement du flux est 
donné par la figure IV.7 suite au calcul de l’expression suivante : 
]),[],([
],[
],[ 1122 TTTT
x





 
 
(IV.6) 
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Figure IV.5 Encadrement de la solution numérique du système différentiel de dimension 13 par la méthode 
de Taylor (encadrement en rouge) et la méthode d’encadrement hybride (encadrement en bleu) [Meslem 2010] 
 
Figure IV.6 Encadrement de la température au nœud 5 par la méthode d’analyse par intervalles 
Comme la montre la figure IV.7, l’encadrement du flux est trop pessimiste donc inutile, 
cette étape montre la difficulté de l’emploi des méthodes d’analyse par intervalles qui risque 
de générer des bornes trop éloignées et cela prouve la nécessité d’un choix judicieux de la 
fonction d’inclusion.  
Pour obtenir un encadrement utile du flux, nous avons utilisé  l’expression (IV.5) pour 
calculer les bornes inférieures et supérieures. Pour le calcul de la borne inférieures sur chaque 
pas de temps t  nous avons utilisé les bornes supérieurs des températures aux nœuds 1 et 2 
calculés grâce à la méthode d’encadrement hybride et en utilisant la valeur courante de la 
conductivité λ sélectionné pour calculer ses encadrement des températures. Pour déterminer la 
borne supérieure à chaque pas de temps t nous avons utilisé les bornes inférieurs des 
températures aux nœuds 1 et 2.Le résultat est présenté par la figure IV.8. 
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Figure IV.7 Encadrement du flux par une fonction d’inclusion naturelle 
 
Figure IV.8 Encadrement du flux surfacique  par la méthode d’analyse par intervalles 
IV.2.4. Analyse et comparaison 
Pour comparer entre les 2 méthodes, nous avons superposé les résultats d’encadrement 
générés par chaque méthode pour l’encadrement de la température et du flux sur les mêmes 
figures (IV.9 et IV.10). 
Du point de vue temps de calcul, la méthode d’analyse par intervalles nécessite le tiers du 
temps requis par la méthode de Monte Carlo pour borner la variation de la température et du 
flux. L’atout de cette méthode en terme de temps de calcul pourra devenir plus imposant pour 
des périodes d’intégration plus grande et pour un nombre de paramètres incertains plus 
important où la méthode de Monte-Carlo nécessite un nombre important de simulations pour 
générer des résultats fiables, alors que pour la méthode d’encadrement hybride une seule 
simulation est nécessaire quel que soit le nombre de paramètres incertains. 
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Les figures IV.9 et IV.10 montrent que les bornes calculées par la méthode de Monte-Carlo 
(lignes continues), pour la température et le flux, sont plus serrées donc moins pessimistes. 
Par contre, nous remarquons que la fonction d'inclusion donnée par cette méthode d'analyse 
par intervalles, qui n'est pas globalement minimale, ne génère pas trop de pessimisme par 
rapport aux calculs probabilistes. En plus l'intérêt majeur de cette deuxième méthode c'est de 
pouvoir calculer l'enveloppe des solutions en une seule simulation: ce qui revient à résoudre 
simplement 2 systèmes différentiels en une seule simulation. 
 
Figure IV.9 Les encadrements de la température au nœud 5 par les 2 méthodes considérés 
 
Figure IV.10 Encadrement du flux surfacique par les 2 méthodes considérées 
IV.2.4. Caractérisation de la méthode ensembliste 
Comme évoqué dans la partie IV.2.3., le principal défaut de la méthode d’intervalle de 
Taylor est de générer des encadrements trop pessimistes lorsque la largeur des intervalles de 
paramètres est grande ou lorsque le temps d’intégration est étendu. Pour tester la robustesse et 
la stabilité de la méthode d’encadrement hybride pour notre cas d’étude, nous avons exécuté 
plusieurs tests. Le premier consistait à élargir le temps d’intégration en considérant une 
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période de 5 jours au lieu de 24 heures pour tester si la méthode va rester stable ou si elle va 
générer des encadrements pessimistes. Le 2
ème
 test est de considérer des intervalles de 
paramètres plus larges, donc en supposant des incertitudes plus élevées de 10% et puis de 
20% sur les paramètres incertains. Le dernier test est proposé pour améliorer l’algorithme 
donc pour réduire le temps de calcul. Les résultats des 3 tests sont représentés dans les figures 
IV.11, IV.12 et IV.13 respectivement. 
Le premier test (figure IV.11) montre que cette méthode conserve tous ses avantages et ses 
qualités  avec des encadrements serrés sur toute la période considérée. Cela veut dire que nous  
pourrons espérer  l’utiliser pour encadrer nos sorties tout au long d’une année par exemple 
pour d’autres applications. 
Dans le but d’étudier la sensibilité de cette méthode par rapport aux taux d’incertitudes, le 
2
ème
 test est appliqué tout en augmentant les incertitudes associées aux paramètres thermo-
physiques de 3 à 10% puis à 20%pour une période de 3 jours et nous observons les nouveaux 
encadrements. Nous remarquons sur la figure IV.12 qu’on garde des bornes maximales et 
minimales pas très loin des bornes donnés pour un taux d’incertitudes moins élevé : Pour une 
incertitude de 20% sur les paramètres thermo-physiques nous avons noté un écart maximal 
entre la borne inférieure et supérieure de la température de 3K, ce qui reste assez acceptable 
pour des incertitudes assez importantes. Ce résultat prouve que cette méthode est robuste vis-
à-vis de l'importance de l'incertitude, et elle est toujours capable de générer des résultats 
acceptables. 
Nous constatons de la figure IV.13 que l’augmentation du pas de temps (lignes continues) 
engendre une décroissance du niveau de fiabilité car les encadrements sont plus proches. En 
effet, en augmentant le pas de temps, donc l'intervalle de temps séparant 2 tests de sensibilité, 
on risque de dépasser des instants où cette sensibilité change de signe, donc on risque de 
résoudre les systèmes différentiels correspondants aux bornes minimales et maximales avec 
les valeurs des paramètres que ne nous donnent pas les températures maximales et minimales 
que nous recherchons. Par suite, pour garder un haut niveau de fiabilité, nous gardons un petit 
pas de temps (de 5 secondes) capable de détecter toute variation du signe des sensibilités. Une 
autre amélioration possible, c’est de considérer un pas de temps variable pour réduire 
davantage le temps de calcul, cette amélioration fera l’objet de prochaines études. 
Vu les avantages et la stabilité de cette méthode, nous avons essayé de l’employer pour une 
étude de diagnostic à l’échelle de la paroi 
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Figure IV.11 Encadrement de la température pour une période de 5 jours 
 
Figure IV.12 Encadrement de la température pour  des incertitudes de 3, 10 et 20 % 
 
Figure IV.13 Les encadrements de la température pour des pas de temps de 5 sec et 120 sec 
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IV.3. Estimation de la résistance thermique de la couche isolante 
Le diagnostic des performances énergétiques (DPE) des bâtiments a fait l’objet de 
nombreuses études.  La thermographie infrarouge est parmi les techniques mises en place 
pour l’inspection et la réalisation des tests non destructif pour les composants d’un bâtiment, 
pour la détection des fuites d’énergie à travers l’enveloppe, pour identifier les problèmes des 
installations électriques et mécaniques, pour la collecte des données pour préciser les 
conditions de fonctionnement difficile à atteindre comme pour le chauffage la ventilation et la 
climatisation. Cette technique est souvent employée pour détecter les défauts et peut 
constituer également une méthode rapide et fiable pour le diagnostic des façades d’un 
bâtiment en particulier de la couche isolante. Dans [Ribaric 2009] les auteurs décrivent un 
système à base de connaissance pour un diagnostic non destructif des façades d’isolation tout 
en fusionnant les informations extraites des images obtenues de 2 bandes d’ondes 
électromagnétiques : des images infrarouge de basse résolution et des images de haute 
résolution de type RGB. Une collecte des informations concernant les principales zones où la 
technique infrarouge (IR) a été employée pour le diagnostic des bâtiments est réalisée dans 
[Balaras 2002]. Cette étude pourra servir pour identifier les problèmes potentiels et définir les 
priorités pour la maintenance préventive et prédictive ou la nécessité d’intervention 
immédiate afin de minimiser le risque d’échec. Cette technique a été également utilisée dans 
[Larbi Youcef  2010] pour déterminer la résistance thermique pour différents parois 
multicouches commerciaux par des expériences réalisées au sein d’un laboratoire. Cette étude 
a permis de fournir des informations quantitatives sachant que toutes les études exécutées 
auparavant étaient qualitatives. Une étude numérique pour le diagnostic de l’enveloppe des 
bâtiments a été réalisée dans [Nassiopoulos 2011] qui permet d’estimer la résistance 
thermique équivalente d’une paroi et les charges internes reçues par cette paroi à partir de 4 
mesures : La température ambiante interne et externe et les températures de surface de la paroi 
des 2 côtés.  
La résistance thermique d’une paroi est parmi les paramètres les plus influents sur la 
consommation d’énergie annuelle d’un bâtiment ([De Wit 1997], [MacDonald 2002]), 
notamment la résistance thermique de la couche isolante. Dans ce qui suit nous allons 
proposer une étude numérique dont l’application est non destructive, à base de méthodes 
ensemblistes permettant d’estimer à la fois la conductivité et l’épaisseur de la couche isolante 
d’une paroi multicouche à partir d’une seule mesure et qui pourra constituer une méthode de 
diagnostic de l’enveloppe d’un bâtiment.  
IV.3.1. Description du modèle 
Pour cette étude, la même paroi décrite dans IV.2.1 est considérée. La face interne de la 
paroi échange uniquement de la chaleur par convection. Nous avons considéré la période 
hivernale (novembre-décembre) pour pouvoir fixer la température interne à 19°C ou 292 K. 
La face externe est en contact avec la température extérieure et échange de la chaleur par 
convection, elle est également exposée au soleil donc elle reçoit du rayonnement de courtes 
longueurs d’ondes. Les échanges radiatifs avec le ciel et l’environnement ne sont pas pris en 
compte dans cette étude. Un fichier météo de la ville de Bordeaux nous a servi pour prendre 
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en compte la variation de la température externe et pour le calcul du rayonnement global 
absorbé par la surface considérée. Les détails de calcul du rayonnement global reçu par la face 
externe de la paroi sont présentés dans l’annexe A. La paroi considérée est supposée orientée 
sud. 
De ce qui précède,  les expressions (IV.2) et (IV.3) restent intactes, seule l’expression 
(IV.4) doit être modifiée en ajoutant le terme de rayonnement solaire absorbé ext . 
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Une schématisation de la paroi avec les conditions aux limites est présentée dans la figure 
IV.14. 
Nous avons considéré une période de 1000 heures, donc 1000  donnés et mesures, donc ce 
qui correspond à 40 jours. Dans le chapitre II, nous avons vu que les estimations sont plus 
fiables lorsque la durée d’expérimentation est plus longue, c’est pour cette raison que nous 
avons décidé de prendre cette période pour des estimations moins incertaines. L’évolution de 
la température de la face interne pour la période considérée est donnée par la figure IV.14, 
celle de la température sur la face externe et la température de l’air externe par la figure IV.15 
alors que le rayonnement global absorbé par la face externe est représenté dans la figure 
IV.16. Comme la montre la figure IV.14, la température interne est presque constante et ne 
varie que peu, cela provient du fait que nous avons fixé la température interne à 19°C et que 
les charges internes ne sont pas prises en compte. 
 
 
 
 
 
 
 
 
 
 
Figure IV.14 La paroi faisant l’objet de l’étude et les conditions aux limites 
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Figure IV.15 Variation de la température sur la face interne de la paroi pendant la période considérée 
 
 
Figure IV.16 Variation de la température de la face externe de la paroi et de l’air externe pendant la période 
considérée 
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Figure IV.17 Le rayonnement global absorbé par la face externe de la paroi pendant la période considérée 
IV.3.2. Estimation de la résistance thermique 
IV.3.2.1. Etude de sensibilité 
Une étude de sensibilité locale est réalisée pour décider à partir de quelle mesure nous 
allons estimer la conductivité et l’épaisseur de la couche isolante, donc pour faire le choix du 
capteur à utiliser ainsi que son emplacement. Dans ce but, nous avons fait varier les valeurs, 
de la conductivité et l’épaisseur, données par le fabricant de 1% et nous avons étudié la 
sensibilité de la température interne, du flux surfacique interne et de la température externe en 
fonction en fonction de ces paramètres pendant la durée considérée. Les variations de l’indice 
de sensibilité en fonction du temps pour la température interne, de la température externe et 
du flux surfacique interne sont données par les figures IV.18, IV .19 et IV .20 respectivement.  
En observant les résultats de l’étude de sensibilité, on voit que la température interne et la 
température externe sont peu sensibles aux paramètres d’intérêt alors que le flux interne est le 
plus sensible à ces paramètres. Pour une bonne estimation, la sortie à inverser doit être très 
sensible aux paramètres à estimer. Nous avons choisi alors de faire l’estimation à partir de la 
mesure du flux interne comme il est le plus sensible à ces paramètres. Par conséquent, pour 
estimer la conductivité et l’épaisseur de la couche isolante, un simple fluxmètre est nécessaire. 
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Figure IV.18 Indice de sensibilité (IS) de la température interne  
 
 
Figure IV.19 Indice de sensibilité (IS) de la température de la face externe  
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Figure IV.20 Indice de sensibilité (IS) du flux surfacique interne  
IV.3.2.2. Méthode d’estimation 
Pour estimer la conductivité et l’épaisseur de la couche isolante dont le rapport représente 
la résistance thermique de l’isolation, nous avons combiné la résolution exacte du système 
différentiel ou la méthode d’encadrement hybride, décrite  dans la partie IV.2.3, et 
l’algorithme d’inversion ensembliste SIVIA décrit dans la partie II.3.2 du chapitre précédent. 
En effet, c’est l’équivalent à la propagation d’incertitudes de la conductivité et de l’épaisseur 
sur le flux à chaque itération de l’inversion ensembliste. Au départ de l’algorithme, on part 
avec des intervalles initiaux des paramètres à estimer de largeur importante, donc nous 
considérons des incertitudes importantes sur ces paramètres par rapport aux valeurs dont nous 
disposons. Les résultats de l’estimation prouveront l’efficacité de la méthode pour des 
incertitudes élevées, une estimation avec des incertitudes acceptables mène à confirmer le 
résultat de la figure IV.12 que la méthode d’encadrement hybride n’est pas pessimiste même 
pour des larges incertitudes. 
Le signal expérimental à inverser, donc le flux surfacique est donné par la figure IV.21. Ce 
signal n’est pas généré à partir de mesures mais à partir de l’expression du flux donnée par 
l’expression (IV.5) en ajoutant un bruit de mesure. Comme évoqué auparavant, cette étude est 
une étude numérique et une validation expérimentale sera une suite intéressante. Pour le bruit 
de mesure nous avons considéré une valeur de  0,1 [W/m2], ce qui correspond à 3% de la 
valeur maximale du flux. 
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Figure IV.21 Encadrement du flux 
IV.3.2.3. Résultats de l’estimation 
Le résultat de l’estimation est donné par la figure IV.22. Comme au chapitre précédent, le 
code couleur reste inchangé : les solutions acceptables sont représentées par des pavés gris, 
les solutions ambiguës par des pavés jaunes alors que les solutions inacceptables par des 
pavés blancs. 
Le résultat de l’estimation montre que la méthode proposée est capable de fournir des 
estimations acceptables, ce qui prouve que la résolution exacte du système différentiel n’est 
pas pessimiste. Un autre avantage de cette méthode est le fait de pouvoir estimer des 
caractéristiques assez fines comme la conductivité d’une matière isolante dont la valeur est 
souvent trop petite. 
Pour un diagnostic de l’enveloppe d’un bâtiment en site, selon [Nassiopoulos 2011] 3 
conditions du protocole sont nécessaires : 
 facile à implémenter 
 non intrusive, donc des mesures non destructives 
 rapide, donc une courte période de mesure 
La méthode qu’on vient de tester, vérifie bien les 2 premières conditions, parce que nous 
avons uniquement besoin de fixer un fluxmètre pour mesurer le flux surfacique, donc la 
facilité d’implémentation est satisfaite et évidemment on ne fait pas des mesures destructives. 
Il reste uniquement le 3
ème
 point à étudier pour essayer de trouver le temps de mesure optimal 
qui permet une estimation satisfaisante des paramètres d’intérêt. Le traitement de ce point 
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peut s’avérer très intéressant si on souhaite valider la méthode expérimentalement et puis 
après sur le site avec des donnés en temps réel. 
 
 
Figure IV.22 Estimation de l’épaisseur et de la conductivité de la couche isolante de la paroi considérée 
IV.4. Conclusion 
Dans ce chapitre, nous avons démontré l’intérêt de mettre en œuvre une méthode 
ensembliste à base d’analyse par intervalles pour la propagation des incertitudes des 
paramètres thermo-physiques des matériaux sur la réponse en température et en flux d’une 
paroi de bâtiment multicouche. La comparaison des résultats de propagation avec ceux de 
Monte Carlo prouve l’efficacité de la méthode pour une étude d’incertitudes fiable et non 
pessimiste. Une étude de stabilité de la méthode au regard de l’importance des incertitudes a 
été présentée, et les résultats montrent que la méthode est stable et reste non pessimiste pour 
une période d’intégration plus longue et pour des incertitudes importantes sur les paramètres 
d’entrée incertains contrairement à d’autres méthodes de ce type qui deviennent trop 
pessimiste voire inutile pour ces cas [Meslem 2010]. L’influence du pas de temps pour le test 
de sensibilité nous a montré qu’il est préférable de garder un petit pas de temps pour des 
résultats plus fiable, néanmoins une amélioration intéressante est de considérer un pas de 
temps variable. 
La méthode d’encadrement hybride peut souffrir d’un temps de calcul important lorsque le 
nombre de paramètres devient important du fait que le test de sensibilité doit être appliqué à 
tous les paramètres incertains. Pour appliquer cette méthode il faut considérer un pas de temps 
suffisamment petit pour détecter tout changement de la monotonie de la sortie par rapport à 
chaque paramètre incertain. Pour évaluer les indicateurs de performance, les simulations sont 
souvent menées sur l’année, en plus un nombre très important de paramètres est mis en jeu 
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d’où la difficulté de l’application de ce type de méthode pour l’analyse d’incertitudes à 
l’échelle du bâtiment. De plus, avec des méthodes ensemblistes une difficulté de réécriture 
des équations du modèle peut limiter l’emploi de cette méthode à des cas d’applications 
simple comme la propagation d’incertitude au niveau de la paroi ou bien au niveau de la 
cellule avec un nombre de paramètres limités. Cela justifie la méthode employée dans le 
chapitre suivant pour l’étude de sensibilité et d’incertitudes à l’échelle du bâtiment où des 
méthodes de type probabiliste sont utilisées pour exécuter ces études. 
Dans la 2
ème
 partie de ce chapitre, nous avons combiné la résolution exacte du système 
différentiel avec l’algorithme SIVIA pour déterminer la conductivité et l’épaisseur de la 
couche isolante d’une paroi multicouche. Les résultats d’estimation prouvent l’efficacité de ce 
genre de méthode pour une estimation fiable de caractéristiques assez influentes sur le 
comportement thermique d’un bâtiment. Quelques améliorations sont prévues pour pouvoir 
utiliser cette méthode comme méthode de diagnostic des enveloppes des bâtiments en site 
notamment au niveau de la durée de mesures nécessaire. Cette étude n’est qu’un début et 
plusieurs perspectives sont possibles. 
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V. Etude à l’échelle du bâtiment : Méthode stochastique pour 
l’analyse de sensibilité et d’incertitudes 
 
 
 
 
 
 
 
 
 
 
 
 
 
Dans ce chapitre, nous allons proposer une démarche permettant de réaliser à la fois une 
analyse de sensibilité et d’incertitudes, sur les prévisions, à partir de la même base de 
simulations. Les sorties mises en question sont les besoins annuels de chauffage et l’inconfort 
d’été de la maison double mur (DM) de la plateforme INCAS (INES, Chambéry). Cette 
démarche repose sur 3 étapes : réaliser une analyse de sensibilité locale, puis lancer une 
série de simulations permettant d’élaborer une base de données indispensable pour accomplir 
la 3
ème
 étape qui est la construction du méta-modèle. Ce méta-modèle est à base de polynôme 
de chaos dont les coefficients permettent une évaluation rapide des caractéristiques 
probabilistes de la sortie et des indices de Sobol ; d’où l’objectif recherché de l’analyse de 
sensibilité et d’incertitude. 
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V.1. Démarche pour l’analyse de sensibilité et d’incertitudes 
Dans ce chapitre, nous allons proposer une démarche permettant de sélectionner et de 
hiérarchiser les paramètres les plus influents, donc les paramètres qui sont responsables de la 
grande partie des incertitudes sur la réponse simulée. Cette démarche nous permet aussi de 
propager l’incertitude des paramètres sélectionnés sur les sorties qui nous intéressent afin de 
fixer un intervalle de confiance sur la prévision. Les 3 étapes permettant d’achever les 
objectifs fixés sont les suivants : 
 Une étude de sensibilité locale qui permet de sélectionner les paramètres les 
plus influents sur la sortie, parmi un grand nombre de paramètres au départ, en 
faisant varier un paramètre à la fois de 1% de sa valeur nominale. 
 Fixer une plage d’incertitudes pour chacun des paramètres sélectionnés, puis 
lancer une série de simulation en faisant varier tous les paramètres à la fois. 
 Construire un méta-modèle à base de polynôme de chaos. Ce dernier nous 
permet de réaliser l’analyse de sensibilité globale, donc d’évaluer la 
responsabilité de chaque paramètre sur l’incertitude de la sortie, grâce aux 
indices de Sobol que nous pouvons déduire facilement. Ce méta-modèle nous 
permet également d’évaluer rapidement la moyenne et l’écart-type de la sortie 
donc d’accéder au résultat de la propagation d’incertitudes des différents 
paramètres incertains sur la sortie. 
Selon nos connaissances, cette démarche n’a jamais été appliquée pour l’analyse 
d’incertitudes à l’échelle du bâtiment avec un nombre assez important de paramètres d’entrées 
incertains. Les méta-modèles à base de polynôme de chaos étaient plutôt appliqués pour des 
cas test avec un nombre réduit de paramètres d’entrée ou bien pour des simples fonctions pour 
étudier la robustesse de la méthode. 
Nous allons appliquer cette démarche pour 2 sorties : le besoin annuel de chauffage et 
l’inconfort d’été. Cet inconfort d’été est testé grâce à un indicateur d’inconfort : le nombre 
d’heures annuelles où la température de l’air interne dépasse 27°C. 
Le choix des plages d’incertitudes des paramètres jugés les plus influents, ainsi que la 
construction du méta-modèle seront détaillés au fil de ce chapitre. 
V.2. Cas test étudié 
V.2.1. Description de la maison INCAS DM (Double Mur) 
Cette maison a été construite, avec 2 autres maisons (en Béton Branché : BB, à Ossature 
Bois : OB), sur le site de l’Institut National de l’Energie Solaire (INES) situé au Bourget du 
lac en Savoie. Cette construction a été réalisée dans le cadre du projet MAISONPASSIVE 
financé par l’ANR. La figure V.1 représente la plateforme INCAS. 
Cette construction de maisons expérimentales à haute efficacité énergétique, et à bilan 
énergétique annuel équilibré, a pour objectif : 
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 fournir une base de données expérimentale 
 valider des modèles ou les améliorer  
 développer des procédés constructifs et systèmes innovants 
 intégrer des technologies solaires 
Dans le cadre de cette thèse, nous intéressons uniquement à la maison DM sur laquelle 
nous effectuons une étude de sensibilité et d’incertitudes. Dans ce qui suit nous allons 
présenter en premier la structure de la maison DM et les matériaux formant l’enveloppe de 
cette maison. Par la suite, nous parlerons rapidement du scénario et des hypothèses de 
simulations. Dans sa thèse, C. Spitz [Spitz 2012] s’est intéressée également à faire de 
l’analyse de sensibilité globale de type FAST pour les besoins en chauffage. Nous avons 
considéré les mêmes hypothèses pour la modélisation de ce bâtiment. 
 
 
Figure V.1La plateforme INCAS 
V.2.1.1. Structure de la maison DM et composition de l’enveloppe 
La maison DM est bâtie sur un vide sanitaire de 0,8 m de hauteur. Ce vide sanitaire est 
isolé par du polystyrène extrudé imperméable à l’eau de 20 cm d’épaisseur et d’une 
conductivité de 0.029 [W/(m.K)]. Les figures V.2 et V.3 représentent respectivement le 
schéma de principe de la maison et le plan du RDC et de l’étage. Le mode constructif adopté 
pour cette maison est le double mur en aggloméré béton de 15 cm d’épaisseur, entre 
lesquelles une couche isolante minérale est insérée. L’isolant utilisé est la laine de verre de 20 
cm d’épaisseur et de conductivité 0.035 [W/m.K]. Cette maison expérimentale comporte 2 
surfaces habitables, avec une hauteur sous-plafonds de 2,4 m à l’étage et 2,7 m au RDC en 
tenant compte des faux plafonds. Quant aux dimensions intérieures, il s’agit de 7,5 m en 
longueur et 6,5 m en largeur. La maison dispose de combles non chauffés, tout comme le vide 
sanitaire. Ces combles sont isolés par 20 cm de laine de verre, contrairement aux planchers 
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intermédiaires qui ne le sont pas. La façade sud présente des larges surfaces vitrées qui 
représentent 28 % des surfaces vitrées totales, contre 10% à l’ouest, 5% à l’est et 2,5% au 
nord. Cette façade est protégée par un balcon avec un toit avancé pour la période estivale. Il 
s’agit du double vitrage partout sauf côté nord où le choix était de faire du triple vitrage pour 
minimiser les pertes thermiques durant la période hivernale. Les principaux matériaux 
formant l’enveloppe de cette maison sont représentés dans la figure V.4. Ces matériaux ainsi 
que leurs propriétés thermo-physiques sont présentés en annexe B. L’annexe C décrit la les 
propriétés physiques des vitrages de cette maison. 
 
Figure V.2Plan du RDC et de l’étage de la maison expérimentale DM 
 
Figure V.3Liaison plancher bas mur extérieur de la maison DM 
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Figure V.4 Les principaux matériaux formant l’enveloppe de la maison DM 
V.2.1.2. Scénario 
Un scénario d’occupation et de dégagement de chaleur équivalent à une famille de 4 
personnes économe en énergie a été considéré. Nous avons considéré un scénario répétitif. 
Les scénarios de dégagement de chaleur dû à l’électroménager ainsi que le scénario 
d’occupation sont présentés dans les figures V.5 et V.6. 
 
 
Figure V.5 Scénarios de charges internes liés à l’électroménager 
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Figure V.6 Scénarios d’occupation 
Activité métabolique Zone Puissance [W/personne] 
Repos couché Chambre 80 
Repos assis 
Cuisine 120 
Séjour 120 
Activité légère debout 
Salle de 
bain 
160 
Tableau V.1. Charges internes liées à l’occupation 
Le tableau V.1 représente la charge interne dû à l’occupation. Ce tableau, également que 
les 2 figures précédentes sont extraits de la thèse de C. Spitz [Spitz 2012]. 
V.2.1.3. Hypothèses de simulation 
Plusieurs hypothèses de simulations ont été considérées. Nous allons essayer de citer les 
plus intéressants : 
 Zonage : une zone par niveau a été considérée ; 
 Dimensions : pour fixer la dimension de la maison, le calcul SHON utilisée dans la 
réglementation  thermique 2005 a été considéré, ce qui fait 97,5 m
2
 de surface 
totale chauffée ; 
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 Masques : le balcon est considéré comme opaque, aucun garde de corps pour 
accéder aux combles n’a pas été modélisé, aucun masque proche de la maison 
n’était alors prise en compte dans la simulation ; 
 Faux plafonds : ils ne sont pas modélisés et ils sont considérés comme faisant partie 
des zones du RDC ou de l’étage ; 
 Apports internes : la maison n’est pas occupée, et les apports internes sont dus aux 
équipements internes et des centrales d’acquisition ; 
 Ponts thermiques : aucun pont thermique n’est modélisé parce qu’une attention 
particulière a été portée à la réduction de potentiels ponts thermiques lors de la 
conception et de la construction ; 
 Albédo : il était fixé à 0,35 en supposant que le sable blanc est prédominant par 
rapport aux herbes à proximité de la maison ; 
 Système énergétique : il est composé d’un échangeur, une résistance électrique de 
1150 W et de 2 ventilateurs. Aucun système de refroidissement n’est pris en 
compte dans la modélisation. La consigne de chauffage est régulée par la zone 
RDC ; 
 Efficacité de l’échangeur double flux : une valeur nominale de 0,9 a été considérée 
 Débit de ventilation : une valeur nominale de 135 m3/h est utilisée dans la 
modélisation 
 Débit d’infiltration : Nous avons dû remplacer la valeur considérée dans [Spitz 
2012]. La nouvelle valeur de débit est de 0.008 vol/h ; 
 Modèle numérique : utilisation d’un algorithme des fonctions de transfert qui 
résoud 2 équations qui définissent le flux intérieur et extérieur en fonction de la 
température de surface intérieure et extérieure au pas de temps présent et 
précédent ; 
 Coefficients de convection : utilisation de l’algorithme TARP pour modéliser les 
coefficients de convections à l’extérieur et à l’intérieur ; 
 Fichier météo : Crawley dans [Crawley 1998] a trouvé que l’utilisation de fichier 
météo de type TMY2 (Typical Meteorogical Year version 2) reproduit le mieux les 
résultats de la simulation thermique sur une période de 30 ans, en comparant avec 
des donnés météo en temps réel, que d’autres type de fichier. En partant de cette 
étude, le fichier météo utilisé pour alimenter la simulation thermique dynamique de 
la maison INCAS DM est un fichier météo typique de Chambéry au format TMY2 ; 
V.2.2. Description des outils utilisés 
V.2.2.1. Présentation de l’outil EnergyPlus 
Pour effectuer les simulations thermiques dynamiques sur la maison DM, nous avons 
choisi d’utiliser le logiciel EnergyPlus4 version 7, développé par le département de l’énergie 
aux Etats Unis et disponible gratuitement sur le site internet du logiciel. 
                                                 
4
 EnergyPlus 
http://apps1.eere.energy.gov/buildings/energyplus/ 
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EnergyPlus est un outil nouvelle génération développé sur les bases des capacités des 
outils BLAST et DOE-2 dont le langage de programmation est fortran 2003. Il permet de 
modéliser les besoins en énergie et en eau dans les bâtiments, il permet également aux 
professionnels du bâtiment de concevoir leur bâtiment de manière à optimiser ses besoins en 
énergie. Ce logiciel permet de modéliser les différents systèmes de chauffage, de ventilation, 
d’éclairage, de refroidissement et bien d’autres types de flux d’énergie. Il dispose des 
capacités de simulation innovantes : possibilité de considérer un pas de temps inférieur à 
l’heure, traiter des systèmes thermiques de haute complexité, analyser le confort, possibilité 
de modéliser la ventilation naturelle et des systèmes photovoltaïques, etc… 
Pour lancer une simulation thermique dynamique dans EnergyPlus, le logiciel nécessite un 
fichier d’entrée en format texte d’extension ‘.idf’ qui décrit le modèle et les scénarios 
souhaités, et un fichier météo d’extension ‘.epw’ (energy plus weather). De nouvelles 
interfaces graphiques ont été récemment développées pour faciliter la description du modèle, 
tel qu’OpenStudio et Simergy. Des nombreux fichiers météo pour plus de 2000 villes dans le 
monde sont disponibles sur le site de ce logiciel.  
Parmi les avantages d’EnergyPlus, la possibilité de  l’exécuter par une ligne de commande 
DOS facilitant ainsi son couplage avec d’autres logiciels. Cet avantage nous a 
particulièrement intéressé pour pouvoir coupler EnergyPlus avec OpenTurns et réaliser une 
étude de sensibilité et d’incertitude. Un autre avantage est le fait de pouvoir lancer plusieurs 
simulations en parallèle ce qui permet d’accélérer les calculs. En plus, Le fichier résultat est 
de type ‘.csv’ (comma separated values) ce qui permet un post-traitement facile avec Excel. 
Pour EnergyPlus, on dispose d’un fichier offrant une certaine souplesse pour convertir 
d'autres formats de fichiers météo en un fichier d’extension ‘epw’ [LBNL 2009]. Par 
exemple, le rayonnement solaire direct normal peut être déduit lorsque le rayonnement global 
horizontal et le rayonnement diffus horizontal sont connus. La température de rosée peut être  
également calculée à partir de l’humidité relative, la température sèche et la pression 
atmosphérique. Sans oublier que cet outil a fait l’objet de nombreux tests de validation tel que 
BESTTEST. Le département de l’énergie des États-Unis s’est intéressé également à tester ce 
logiciel et le valider [Henninger 2010
1,2,3
]. 
Pour tous ces avantages, nous avons décidé d’utiliser EnergyPlus pour la simulation 
thermique dynamique de la maison INCAS DM. 
V.2.2.2. Présentation du logiciel OpenTurns 
Pour construire un méta-modèle qui remplacera notre modèle et afin de réaliser une 
analyse de sensibilité et d’incertitudes, nous avons utilisé OpenTurns 5  version 1.0. Une 
nouvelle version 1.1 est disponible depuis janvier 2013 et la dernière version 1.2 est mise en 
disposition depuis juillet 2013 où des nouvelles fonctionnalités sont intégrées. Le support 
logiciel à la Méthodologie de Traitement des Incertitudes, est mis au point par EDF (R&D) en 
partenariat avec EADS (Innovation Works) et Phimeca. Il est en libre service sur le site du 
logiciel. 
                                                 
5
 OpenTurns 
http://www.openturns.org/ 
95 
OpenTurns (OpenSource Treatment of Uncertainty, Risk ‘N Statistics) est un module 
python permettant de propager les incertitudes à travers un modèle jusqu’à une variable 
d’intérêt. Il fournit un ensemble de fonctionnalités pour quantifier les incertitudes dans le but 
de hiérarchiser leur effet sur une sortie d’intérêt. Ce logiciel permet aussi de remplacer le 
modèle par une surface de réponse ; c’est ce point qui nous intéressera pour la suite. L’idée 
principale de cet outil est le traitement des incertitudes à travers des méthodes probabilistes. 
Parmi ces points forts, nous trouvons la diversité et la généricité de domaine d’application de 
la mécanique, de la thermique et de l’hydraulique et bien d’autres domaines d’applications. Sa 
performance calculatoire lui permet de traiter des cas industriels complexes par le biais du 
parallélisme et la distribution des calculs. Un mécanisme de wrapping simplifié permet de 
coupler OpenTurns avec d’autres outils ce qui permet de définir le modèle ou le problème à 
partir d’un autre logiciel spécialisé. 
Sur OpenTurns, différentes méthodes pour définir le modèle et les variables déterministes 
ou probabilistes sont possibles et disponibles. Il dispose également de plusieurs 
méthodologies pour quantifier, propager et hiérarchiser les sources d’incertitudes ce qui le 
rend un logiciel varié et adapté à différentes applications.  
Des développements et des améliorations sont toujours en cours. Depuis fin 2011, un club 
utilisateurs a été créé, permettant ainsi d’échanger autour du logiciel ou même contribuer dans 
son développement. 
V.3. Incertitudes sur les paramètres du modèle 
V.3.1. Les paramètres incertains mis en jeu 
Les paramètres d’entrées incertains, sont de nature soit statique (paramètres thermo-
physiques, épaisseur, coefficient d’échange,…) soit dynamique (donnés météo, l’occupant sa 
présence et son comportement,…). Plusieurs études sont intéressées à étudier l’effet des 
paramètres dynamiques sur le comportement du bâtiment. Dans [Messter 2012], les auteurs 
ont comparés la consommation d’énergie, en traitant 3 critères, la taille de la famille, la 
gestion du système de chauffage et la gestion de l’espace chauffé pour 7 niveaux d’isolation 
différente partant  d’un bâtiment non isolé jusqu’au bâtiment passif. Les résultats de cette 
étude aboutit à confirmer que plus le bâtiment est isolé, moins la différence de consommation 
entre les différents cas est importante. Page et ses collègues dans [Page 2008] ont proposé un 
algorithme pour simuler la présence de l’occupant par une chaîne de Markov inhomogène 
dans le but de l’intégrer dans la simulation thermique des bâtiments vu l’effet important de ce 
paramètre sur les prévisions. Cet algorithme est testé pour détecter l’absence/présence ainsi 
que les longues absences des occupants. Son efficacité est validée en comparant les résultats 
de cet algorithme avec les données d’occupation d’un bâtiment de bureaux. Dans [Wilde 
2011] une étude est menée pour tester l’influence du changement climatique sur la 
performance énergétique et l’émission en CO2 pour un bâtiment universitaire au royaume uni, 
par le biais d’une étude de sensibilité et d’incertitudes. Une autre étude [Wang 2012] a  
montré que l’utilisation d’un fichier météo de type TMY (Typical Meteorogical Year) à la 
place des donnés météo en temps réel induit une incertitude de -4 à 6% sur la consommation 
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d’énergie annuelle qui reste négligeable devant la pratique adoptée dans un bâtiment (contrôle 
de l’éclairement, consigne de chauffage/climatisation,…) qui peut causer des incertitudes 
allant de -29% jusqu’à 79%. 
Dans ce travail, nous nous sommes intéressés uniquement à étudier l’effet des paramètres 
statiques, dont les effets sont aussi très importants, sur les sorties qui nous intéressent. Au 
total, nous avons considéré 143 paramètres incertains sur lesquels nous avons effectué une 
analyse de sensibilité locale pour sélectionner les paramètres les plus influents. Ces 
paramètres sont de différents types : 
 Les paramètres thermo-physiques, l’épaisseur et la conductivité des différents 
matériaux opaques composant l’enveloppe du bâtiment ; 
 Les caractéristiques de vitrage des matériaux translucides (transmission, réflexion, 
…) ; 
 L’absorptivité et l’émissivité des enduits intérieurs et extérieurs ; 
 Les caractéristiques des volets ; 
 La résistance de la porte d’entrée ainsi que son émissivité et son absorptivité ; 
 L’albédo ; 
 Le débit de ventilation et sa répartition entre les 2 zones (RDC et étage) ; 
 Le débit d’infiltration d’air ; 
 Les coefficients d’échanges convectifs horizontal et vertical, à l’intérieur et à 
l’extérieur ; 
 L’efficacité de l’échangeur double flux ; 
V.3.2. Classification préliminaire et sélection des paramètres par une étude de sensibilité 
locale 
Dans [Crestaux 2009], les auteurs ont montré que les indices de Sobol calculés à partir des 
polynômes de chaos convergent rapidement (un petit nombre de simulations nécessaires) 
lorsque la sortie est lisse vis-à-vis des paramètres incertains. Cette étude a abouti aussi à dire, 
que même si la sortie est lisse, cette méthode reste valable pour un nombre limité de 
paramètres incertains : 10-20 paramètres incertains. Au-delà de ce nombre la méthode devient 
très gourmande en nombre de simulations pour atteindre la convergence. Une étude détaillée 
des limitations de cette méthode est traitée dans [Branicki 2012]. Pour ces raisons, et comme 
nous considérons une centaine de paramètres incertains au départ, nous avons choisi de 
réduire le nombre de paramètres de départ par une étude de sensibilité locale pour pouvoir 
profiter des avantages et des fonctionnalités du méta-modèle à base de polynôme de chaos. 
Ce genre d’analyse est simple et non couteuse en termes de nombre de simulations 
nécessaires. Pour réaliser cette analyse de sensibilité locale, le nombre de simulations 
nécessaires est égal au nombre de paramètres incertains, donc dans notre cas 143 simulations 
sont nécessaires pour calculer ces indices de sensibilité qui permettent de donner une idée sur 
le sens de variabilité de la sortie et l’importance de cette variation vis-à-vis des paramètres 
incertains. Une simulation supplémentaire est nécessaire pour déterminer la réponse des 
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sorties dans le cas où nous considérons que les paramètres sont parfaitement connus, donc en 
attribuant à chaque paramètre sa valeur nominale. 
V.3.2.1. Mise en place des séries de simulations 
Grâce à un couplage OpenTurns-EnergyPlus, cette étude de sensibilité est exécutée. Ce 
couplage est représenté dans la figure V.7. Le calcul des indices de sensibilité se déroule 
comme suit : 
 Avec OpenTurns, nous modifions le fichier d’entrée d’EnergyPlus d’extension 
‘.idf’ et nous remplaçons un seul paramètre par sa nouvelle valeur 
correspondant à une perturbation  de 1% par rapport à sa valeur nominale 
 Avec EnergyPlus, nous lançons la simulation avec le nouveau fichier ‘.idf’ crée 
par OpenTurns 
 Avec OpenTurns, nous récupérons le fichier sortie d’EnergyPlus d’extension 
‘.csv’ et nous stockons uniquement les sorties qui nous intéressent (la somme 
de la puissance en KWh et le nombre d’heures où la température de l’air interne 
au RDC dépasse 27°c)  
 A la fin des simulations nous calculons les indices de sensibilité sur OpenTurns, 
ces indices permettent de classer et trier les paramètres par ordre d’importance 
 
 
 
 
 
 
 
 
 
 
 
Figure V.7 Couplage OpenTurns-EnergyPlus pour l’analyse de sensibilité locale 
V.3.2.2. Résultats de l’analyse de sensibilité locale 
Afin d’obtenir des indices de sensibilité compris entre -1 et 1, nous avons divisé tous les 
indices, pour chaque sortie, par l’indice de sensibilité le plus grand. Le classement des 
paramètres résultant de l’analyse de sensibilité locale n’est qu’un classement préliminaire. 
C’est grâce à l’analyse de sensibilité globale que nous déterminerons la part de responsabilité 
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de chaque paramètre sur l’incertitude de la sortie. Le signe de l’indice de sensibilité locale, 
nous renseigne sur le sens de la variabilité de la sortie vis-à-vis du paramètre mis en question. 
Si ce signe est positif, alors la sortie augmente en augmentant la valeur de ce paramètre, et si 
cet indice est négatif c’est l’inverse. 
Pour sélectionner les paramètres les plus influents, nous avons fixé un indice de sensibilité 
minimal, en valeur absolue, au-delà duquel nous considérons que le paramètre est influent. 
Cet indice est fixé à 0,2 pour les besoins annuels de chauffage, et à 0,1 pour l’indice 
d’inconfort d’été. 
Pour les besoins annuels de chauffage, 16 paramètres sont sélectionnés (figure V.8). Ces 
paramètres sont les suivants : 
 L’efficacité de l’échangeur double flux ; 
 La résistance thermique de la couche isolante : l’épaisseur et la conductivité de la 
laine de verre ; 
 Les caractéristiques physiques de la chape : sa résistance thermique, sa masse 
volumique et sa chaleur spécifique ; 
 Les caractéristiques du vitrage : la transmission du vitrage extérieur double et la 
réflexion du vitrage intérieur double ; 
 L’épaisseur du carrelage et de la dalle du plancher intermédiaire ; 
 La chaleur spécifique et la masse volumique de la poutrelle entrevous du plancher 
intermédiaire et également son épaisseur ; 
 La résistance thermique du polystyrène extrudé ; 
 
 
Figure V.8 Les paramètres sélectionnés pour les besoins de chauffage 
-1 
-0,8 
-0,6 
-0,4 
-0,2 
0 
0,2 
0,4 
0,6 
0,8 
1 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 
1: conductivité de la laine de verre 
2: conductivité de la chape 
3: réflexion vitrage intérieur double 
4: conductivité du polystyrène extrudé 
5: masse volumique poutrelle entrevous du 
plancher  intermédiaire 
 
6: chaleur spécifique poutrelle entrevous du  
plancher intermédiaire 
7: épaisseur polystyrène extrudé 
8: épaisseur du carrelage 
9: épaisseur de la dalle du plancher intermédiaire 
10: masse volumique de la chape 
11: chaleur spécifique de la chape 
12: transmission vitrage extérieur double 
13: épaisseur  poutrelle entrevous du plancher  
       intermédiaire 
14: épaisseur de la chape 
15: épaisseur de la laine de verre 
16: efficacité de l'échangeur double flux 
 
99 
Pour l’inconfort d’été, 13 paramètres sont sélectionnés pour l’analyse de sensibilité globale 
et l’analyse d’incertitudes (figure V.9). Les paramètres les plus influents sur l’inconfort d’été 
sont : 
 Les caractéristiques physiques de la chape ; 
 Les caractéristiques physiques de la dalle du plancher intermédiaire à l’exception 
de sa conductivité ; 
 Les caractéristiques physiques de la poutrelle entrevous du plancher intermédiaire à 
l’exception de sa conductivité ; 
 L’épaisseur de la laine de verre et du carrelage ; 
 La transmission du vitrage extérieur double ; 
 
 
Figure V.9 Les paramètres sélectionnés pour l’inconfort d’été 
V.3.3. Quantification des incertitudes sur les paramètres sélectionnés 
Pour l’analyse de sensibilité globale, tout comme pour l’analyse d’incertitudes, il faut tout 
d’abord fixer une plage d’incertitude pour chaque paramètre sélectionné suite à l’analyse de 
sensibilité locale. 
Pour représenter l’incertitude sur un paramètre, les lois de distribution  les plus employées 
sont les lois normales et uniformes. Ces lois sont représentées par les figures V.10 et V.11. 
Cette tâche est particulièrement délicate. Le rapport [Clarke 1990] est considéré comme  le 
rapport le plus vaste et détaillé contenant une étude approfondie sur les donnés existants sur 
les propriétés thermo-physiques des matériaux utilisés dans la construction. Macdonald dans 
sa thèse [Macdonald 2002] s’est inspiré de ce rapport pour essayer d’attribuer des incertitudes 
pour différentes classes de matériaux. Dans [Dominiguez 2009], les auteurs ont essayé de 
déterminer les polynômes correspondants à la moyenne et l’écart type  de 18 matériaux 
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d’isolation.  Ce polynôme est fonction de la masse volumique du matériau considéré et les 
coefficients correspondants sont déterminés pas  la méthode de moindres carrés tout en 
utilisant des mesures de conductivité effectuées sur ces matériaux. Brohus dans [Brohus 
2009], pour déterminer la moyenne et l’écart type des paramètres d’entrée incertains, il a 
effectué des mesures sur 8 bâtiments en considérant que l’année d’étude est une année typique 
en se basant sur les avis des occupants.  Hopfe dans [Hopfe 2011] a considéré des lois 
normales pour tous les paramètres d’entrée pour l’analyse d’incertitude appliquée à la 
consommation d’énergie et le confort d’été et pour l’attribution d’incertitudes sur les 
paramètres elle s’est basée sur ([Macdonald 2002], [Clarke 1990]). 
En tenant compte de [Macdonald 2002], une loi normale est la distribution la plus précise 
et convenable pour des paramètres physiques déterminés à partir des mesures. Selon la même 
référence, une loi uniforme est adaptée pour des paramètres mal définis donc pour des 
paramètres dont nous disposons uniquement de leur borne inférieure et supérieure. Par 
conséquent, pour les paramètres thermo-physiques des matériaux ainsi que les épaisseurs et 
les propriétés des vitrages, ca sera des lois normales. Alors que pour l’efficacité de 
l’échangeur ca sera une loi uniforme. Pour les épaisseurs des matériaux formant l’enveloppe 
et la structure de la maison DM, nous avons considéré une incertitude de 10% suite à des 
incertitudes importantes lors de la fabrication. Ce n’était pas le cas pour le polystyrène, où 
nous avons considéré 3% d’incertitude sur son épaisseur étant donné que sa fabrication est 
fiable. Pour le carrelage, nous avons supposé une incertitude de 5% sur son épaisseur parce 
qu’il est conçu et fabriqué en usine. Pour toutes les conductivités, c’est des incertitudes de 
5%, cette valeur a été déterminée par le CSTB. Pour les propriétés de vitrages, nous avons 
considéré des incertitudes de 10%. Finalement, pour l’efficacité de l’échangeur, ca sera une 
loi uniforme avec une incertitude de 10%. Les tableaux V.2 et V.3 permettent de récapituler 
les incertitudes que nous avons considérées sur les paramètres les plus influents pour 
l’inconfort d’été et les besoins annuels de chauffage respectivement. 
Pour représenter une entrée incertaine par une loi normale, sa valeur déclarée par le 
fabricant correspond à la moyenne, alors que son incertitude correspond au double de l’écart 
type. Pour le cas d’une loi uniforme, les bornes min et max correspondent respectivement aux 
valeurs minimale et maximale qu’on peut attribuer à cette entrée.  
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Paramètres 
Loi de 
distribution 
Incertitude 
épaisseur de la chape Normale %10  
épaisseur  de la  poutrelle entrevous du 
plancher intermédiaire 
Normale %10  
épaisseur de la dalle du plancher 
intermédiaire 
Normale %10  
masse volumique de la chape Normale %10  
chaleur spécifique de la chape Normale %10  
épaisseur du carrelage Normale %5  
transmission du vitrage extérieur double Normale %5  
masse volumique de la dalle du plancher 
intermédiaire 
Normale %10  
chaleur spécifique de la dalle du plancher 
intermédiaire 
Normale %10  
épaisseur de la laine de verre Normale %10  
masse volumique de la  poutrelle entrevous 
du plancher intermédiaire 
Normale %10  
chaleur spécifique de la  poutrelle entrevous 
du plancher intermédiaire 
Normale %10  
conductivité de la chape Normale %5  
Tableau V.2 Tableau des paramètres les plus influents et leur plage d’incertitude pour l’inconfort d’été 
Figure V.10 Représentation d’une loi normale 
discrète tronqueée 
Figure V.11 Représentation d’une loi uniforme 
discrète tronquée 
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Paramètres 
Loi de 
distribution 
Incertitude 
conductivité de la laine de verre Normale %5  
conductivité de la chape Normale %5  
réflexion vitrage intérieur double Normale %5  
conductivité du polystyrène extrudé Normale %5  
masse volumique de la poutrelle entrevous du 
plancher intermédiaire 
Normale %10  
chaleur spécifique de la poutrelle entrevous du 
plancher intermédiaire 
Normale %10  
épaisseur polystyrène extrudé Normale %3  
épaisseur du carrelage Normale %5  
épaisseur de la dalle du plancher intermédiaire Normale %10  
masse volumique de la chape Normale %10  
chaleur spécifique de la chape Normale %10  
transmission vitrage extérieur double Normale %5  
épaisseur de la poutrelle entrevous du plancher 
intermédiaire 
Normale %10  
épaisseur de la chape Normale %10  
épaisseur de la laine de verre Normale %10  
efficacité de l'échangeur double flux Uniforme %10  
Tableau V.3 Tableau des paramètres les plus influents et leur plage d’incertitude pour les besoins annuels de 
chauffage 
V.4. Propagation d’incertitudes et analyse de sensibilité globale via un 
polynôme de chaos 
V.4.1. Pourquoi un méta-modèle ? 
Le modèle complet d’un bâtiment est souvent très lent à évaluer pour différents jeux de 
donnés incertains. D’où l’avantage de trouver une surface de réponse ou un méta-modèle 
capable de remplacer le modèle complet ou au moins aider à sélectionner les calculs effectués 
sur le vrai modèle. Dans notre cas, ce qui nous intéresse c’est de remplacer le modèle pour 
une évaluation rapide. L’avantage d’un méta-modèle est schématisé dans la figure V.12. 
Il existe plusieurs méthodes pour construire un méta-modèle, et pour toutes les méthodes 
nous aurons un méta-modèle capable de reproduire le modèle avec un temps d’évaluation très 
rapide voire négligeable, citons à titre d’exemple, le krigeage, les polynômes locaux, les 
splines cubiques, les réseaux de neurones, etc.… Nous avons fait le choix de construire un 
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méta-modèle à base de polynôme de chaos présentant l’avantage de déduire les indices de 
Sobol et les caractéristiques probabilistes de la sortie d’intérêt à partir de ses coefficients, 
comme il était démontré dans II.1.4. 
 
 
Figure V.12 Avantage d’un méta-modèle qui remplace un modèle complet coûteux en temps d’évaluation 
V.4.3. L’outil OpenTurns pour construire un méta-modèle 
V.4.3.1. Comment construire un méta-modèle avec OpenTurns ? 
Grâce à OpenTurns, nous pouvons trouver un méta-modèle qui pourra remplacer chacune 
de nos sorties d’intérêt. L’intégration de la méthodologie de calcul d’un méta-modèle à base 
de polynôme de chaos dans OpenTurns est décrite dans [Lebrun 2009]. Un méta-modèle a 
essentiellement 2 fonctions : soit aider à sélectionner les calculs effectués sur le vrai modèle, 
soit pour remplacer le modèle. Pour le premier cas, on se sert du méta modèle pour construire 
une loi d’importance performante pour le tirage d’importance estimant une probabilité de 
dépassement de seuil élevé. Le budget calcul de sa construction peut rester modeste. Pour le 
2
ème
 cas, le méta-modèle doit être évalué précisément. Le budget calcul est nécessairement 
plus grand. Pour notre cas, c’est la 2ème fonction du méta-modèle qui nous intéressera. Ce 
budget de calcul est d’autant plus important que le nombre de variables d’entrée augmente. Ce 
qui justifie notre choix de réaliser une étude de sensibilité locale en première étape, pour 
réduire le nombre de paramètres incertains et en garder que les plus influents. 
Pour construire un méta-modèle pour une sortie d’intérêt avec OpenTurns, selon ce qui 
était décrit dans [Lebrun 2009],  il faut suivre les étapes suivantes : 
 Construire une base de données pour cette sortie en associant pour chaque 
valeur de la sortie, l’ensemble des valeurs des paramètres incertains 
correspondante. Une autre possibilité, c’est de décrire la relation entre la sortie 
et les entrées. Pour notre étude, nous avons utilisé la première méthode pour 
définir la sortie 
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 Définir les variables incertaines qui interviennent, tout en définissant leur loi 
de probabilité et leur plage d’incertitude.  
Les 2 étapes précédentes permettent de définir le modèle (sorties-entrées).  
 OpenTurns construit la base de polynômes orthonormés, mais il faut lui préciser 
le type de ces polynômes pour chaque variable (de type Hermite pour des 
variables de distribution normale et de type Legendre pour des lois uniformes), 
cette étape correspond à Adaptative Strategy ou stratégie adaptative dans 
OpenTurns 
 Pour la troncature du polynôme de chaos, il faut préciser le degré total maximal 
des k ( Fixed Strategy) ou un autre critère plus sophistiqué 
 Pour le calcul des coefficients du polynôme, il faut préciser la méthode de 
projection. OpenTurns propose une minimisation par moindres carrés pour 
calculer les valeurs de ces coefficients (Least Squares Strategy), cette étape 
s’agit du Projection Strategy ou stratégie de projection dans OpenTurns 
 La dernière étape c’est de lancer l’algorithme de calcul du méta-modèle à base 
de polynôme de chaos,  codé sur OpenTurns (Functional Chaos Algorithm) 
L’interaction entrées-sortie de l’algorithme chaos polynomial est décrite dans la figure 
V.13.  
Dans OpenTurns, 4 familles polynomiales sont implémentées : 
 Famille Hermite pour des variables gaussiennes N(0,1) 
 Famille Legendre pour des variables uniformes U(-1,1) 
 Famille Laguerre pour des variables gamma G(k,1,0) 
 Famille Jacobi pour des variables Beta B(r,t,-1,1) 
La solution retenue par OpenTurns, pour des variables n’ayant pas cette distribution ou/et 
pour un ensemble de variables non indépendants, est une transformation iso-probabiliste de 
type Nataf ou Rosenblatt. Une fois que les variables initiales transformées, l’algorithme de 
chaos polynomial est appliqué et un développent en polynôme de chaos est produit à base de 
l’ensemble des variables transformées. Une transformation iso-probabiliste inverse peut être 
utilisée après pour obtenir le méta-modèle comme une fonction du vecteur original des 
variables d’entrée. 
OpenTurns dispose de plusieurs fonctions qui nous permettent d’obtenir les indices de 
Sobol de premier ordre et d’ordre total, tout comme la variance et l’écart-type de la sortie 
suite à la construction du méta-modèle. Avec cet outil, nous avons aussi la possibilité 
d’obtenir les coefficients et les polynômes orthonormés qui ont servi à construire le polynôme 
de chaos. 
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Figure V.13 Interaction entrées-sortie de l’algorithme chaos polynomial [Lebrun 2009] 
V.4.3.1. Comment faire le choix du méta-modèle ? 
Le choix du méta-modèle, qui pourra remplacer notre modèle, ou particulièrement notre 
sortie d’intérêt est une étape délicate. Nous pouvons récapituler ce choix du méta-modèle par 
2 étapes : 
 Choix du degré optimal du polynôme ; 
 Choix de la taille de l’échantillon ou la taille de la base de données de la sortie ; 
Pour le choix du degré optimal du polynôme, nous divisons la base de données de la sortie 
en 2 sous-bases selon la théorie d’apprentissage : une base d’apprentissage qui correspond à 
90% de la taille totale de l’échantillon et une base de validation qui correspond au 10% 
restant. La construction du méta-modèle se fait sur la base d’apprentissage alors que la base 
de validation permet de valider ou rejeter le méta-modèle. Sur cette base de validation, nous 
allons calculer 2 types d’erreurs : 
1. Erreur quadratique, qui indique si l’écart entre les 2 modèles est globalement petit, 
mais ne garantit rien en un point donné. L’expression de cette erreur est la 
suivante : 
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Avec vn  la taille de la base de validation 
2. Erreur relative,  elle indique si la valeur du méta-modèle est très proche de celle du 
modèle en tout point. Cette erreur est calculée de la manière suivante : 
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Sur la base d’apprentissage, nous pouvons calculer le résidu dont l’expression est la 
suivante : 
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Avec ln  la taille de la base d’apprentissage 
Pour  le choix du degré optimal du polynôme, nous construisons le méta-modèle sur la 
base d’apprentissage et nous testons les 2 erreurs décrites  précédemment, si l’erreur 
quadratique diminue en augmentant le degré du polynôme alors nous continuons à augmenter 
ce degré jusqu’à ce que cette erreur commence à augmenter. A cet instant nous arrêtons 
d’augmenter le degré du polynôme, et le degré optimal correspond au dernier degré du 
polynôme que nous avons construit avant que l’erreur quadratique n’ait commencé à 
augmenter. Cette taille de l’échantillon n’est pas suffisante pour construire un polynôme de 
degré supérieur. 
Une fois le degré optimal du polynôme choisi à partir d’une taille donnée de simulations, il 
est temps de vérifier si cette taille est satisfaisante ou non. Ce choix est très subjectif et 
dépend des objectifs recherchés. L’idée est de calculer l’erreur quadratique et l’erreur relative 
sur la totalité de l’échantillon dont on dispose, si ces erreurs sont satisfaisantes par rapport aux 
objectifs recherchés alors cette taille d’échantillon de départ est assez suffisante. Si ce n’est 
pas le cas, le degré choisi n’est pas suffisant pour reproduire fidèlement le modèle alors il faut 
construire un polynôme de degré supérieur par suite il faut augmenter la taille de 
l’échantillon. 
V.4.4. Mise en place des séries de simulations 
Dans le cadre de cette étude, nous avons construit 2 méta-modèles. Un pour les besoins de 
chauffage et un autre pour l’indice d’inconfort d’été. Alors, il fallait construire une base de 
données pour chacune des 2 sorties en lançant une série de simulation. Pour la mise en place 
de ces simulations, nous avons considéré un couplage OpenTurns-EnergyPlus comme nous 
l’avons fait pour réaliser l’étude de sensibilité locale. La construction de la base de donnés 
s’exécute comme suit : 
 Créer une matrice d’entrée de taille pn où p est le nombre de paramètres 
d’entrée incertains et p est le nombre de simulations que nous souhaitons 
réaliser. Pour chaque simulation, nous faisons varier tous les paramètres à la 
fois, dans leur plage d’incertitude par un échantillonnage de type Monte Carlo 
 Sur OpenTurns, nous modifions le fichier d’entrée ‘.idf’, en remplaçant tous les 
paramètres incertains par leur valeur tirées d’une ligne de la matrice d’entrée 
 La simulation est lancée sur EnergyPlus avec le nouveau fichier d’entrée 
 Sur OpenTurns, nous stockons uniquement la valeur de la sortie qui nous 
intéresse, en récupérant le fichier sortie ‘.csv’ résultant de la simulation sur 
EnergyPlus 
Les 3 dernières étapes sont répétées p fois pour exécuter p simulations 
(V.3) 
107 
 Sur OpenTurns, nous construisons le méta-modèle et nous obtenons les 
résultats de l’analyse de sensibilité globale et d’incertitudes. Les détails de cette 
étape seront décrits plus tard. 
Pour accélérer le calcul, nous avons profité du module parallel python (pp)
6
 qui fournit un 
mécanisme d’exécution en parallèle pour des machines ayant plusieurs processeurs ou cœurs 
ou même pour des machines connectés via un réseau. Ce module est en libre service.  
Dans notre cas, les simulations se sont déroulés en parallèle sur une machine de 8 cœurs ce 
qui nous a permis de réduire le temps par simulation à 2 minutes au lieu de 3 minutes  30 
secondes. 
V.4.5. Construction des Méta-Modèles pour les variables d’intérêt 
V.4.5.1. Triage des résultats de simulation 
Afin de réduire l’erreur entre le modèle et le méta-modèle, nous avons décidé de tracer la loi 
de probabilité de chaque sortie.  Pour les besoins annuels de chauffage, il s’agissait d’une loi 
normale, donc nous avons éliminé toutes les valeurs supérieures à  2 . La probabilité que 
les besoins dépassent cette valeur est de 5%, donc ça reste négligeable surtout que ses 
quelques valeurs éliminées affectent énormément l’erreur entre le méta-modèle et le modèle 
complet. La loi de distribution des besoins de chauffage est représentée dans la figure V.14. 
Pour l’indicateur d’inconfort d’été nous avons essayé de faire pareil, sauf  qu’il ne 
s’agissait pas d’une loi normale. En conséquent, nous n’avons pas pu filtrer les résultats de 
simulations et nous avons gardé toute la base de données pour construire le méta-modèle. 
 
Figure V.14 Loi de distribution des besoins de chauffage construite à partir de la série de simulation 
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V.4.5.2. Choix du méta-modèle pour chaque sortie 
V.4.5.2.1. Cas des besoins annuels de chauffage 
Pour cette sortie, nous disposons au départ de 2600 valeurs résultant de 2600 simulations, 
donc 2600 combinaisons différentes des paramètres influents sélectionnés suite à l’analyse de 
sensibilité locale. En première étape, nous avons essayé de choisir le degré optimal du 
polynôme de chaos pour cette taille d’échantillon. La figure V.15 représente la variation des 
erreurs en fonction du degré du polynôme. Les figures V.15 (a) et V.15 (b) correspondant aux 
erreurs calculées sur la base de validation. Nous pouvons remarquer qu’à partir du degré 3 ces 
erreurs commencent à augmenter alors que le résidu calculé sur la base d’apprentissage tend 
vers zéro en augmentant le degré du polynôme. Nous pouvons dire alors que le degré optimal 
du polynôme est 2 pour cette taille de l’échantillon et les degrés supérieurs font du sur- 
apprentissage.  
 
(a)        (b) 
 
(c) 
Figure V.15 Variation de l’erreur quadratique(a), l’erreur relative (b) et le résidu (c) en fonction du degré 
du polynôme pour une base de données de 2600 simulations pour les besoins de chauffage 
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Comme nous l’avons déjà évoqué, le choix de la taille de l’échantillon à partir duquel nous 
construisons le méta-modèle est très subjectif et dépend des objectifs. Dans notre cas, nous 
étions intéressés à trouver un polynôme de degré 2 avec le moindre coût possible en terme de 
nombre de simulations. Le degré recherché 2 est pour pouvoir accéder aux indices de Sobol 
d’ordre total, donc pour étudier l’interaction entre les paramètres incertains pour la sortie 
considérée. Un polynôme de degré 1 correspond à une relation linéaire entre les paramètres 
incertains, donc il nous donne accès uniquement aux indices de Sobol de premier ordre, la 
responsabilité de chaque paramètre sur l’incertitude de la sortie indépendamment des autres 
paramètres. Un polynôme de degré supérieur à 2 nécessite plus de temps pour évaluer le 
modèle, beaucoup plus de coefficients à calculer et surtout il nécessite un nombre de 
simulations important. En effet, le nombre de coefficients du polynôme dépend du degré du 
polynôme et bien évidemment du nombre de paramètres incertains. En conséquent, le fait de 
considérer un polynôme de degré supérieur nous conduit à un nombre de coefficients très 
important et par suite un temps d’évaluation du modèle plus long. Nous avons choisi alors de 
faire un compromis et rechercher la taille minimale de l’échantillon qui nous permet de 
construire un méta-modèle à base de polynôme de chaos de degré 2. Avec un polynôme de 
degré 2 et 16 paramètres incertains, OpenTurns aura 153 coefficients à calculer. 
Nous avons essayé de reprendre le même travail décrit précédemment, mais avec une base 
de données de 2000 simulations et nous avons observé la variation des 3 erreurs en fonction 
du degré du polynôme construit à partir de cette base de donnés réduite. La figure V.16 décrit 
la variation de ces erreurs en fonction du degré du polynôme. A partir de l’observation des 
figures V.16 (a) et V.16 (b) nous pouvons déduire, qu’à partir de 2000 simulations nous 
sommes capables de construire un polynôme de degré 2, parce que à partir du degré 3 les 
erreurs calculés sur la base de validation commencent à augmenter, donc le degré optimal 
choisi est 2.  
Pour trouver la taille minimale de l’échantillon pour laquelle la construction d’un 
polynôme de degré 2 reste valable, nous avons continué à réduire la taille de l’échantillon. 
Pour 1500 simulations, cette possibilité n’est plus valable, le degré optimal du polynôme est 1 
donc pour une taille d’échantillon inférieure à 2000 simulations le degré optimal est 1. La 
variation des erreurs en fonction du degré du polynôme sont présentés dans la figure V.17 où 
nous pouvons remarquer que les erreurs commencent à augmenter dès le degré 2. Donc nous 
nécessitons au moins 2000 simulations pour pouvoir construire un méta-modèle pour les 
besoins annuels de chauffage de degré 2 pour répondre à nos objectifs. 
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(a)                                                                           (b) 
 
(c) 
Figure V.16Variation de l’erreur quadratique (a), de l’erreur relative (b) et du résidu (c) en fonction du 
degré du polynôme pour une base de données de 2000 simulations pour les besoins de chauffage 
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(a)                                                                        (b) 
 
                                       (c) 
Figure V.17Variation de l’erreur quadratique (a), de l’erreur relative (b), et du résidu (c)  en fonction du 
degré du polynôme pour une base de données de 1500 simulations pour les besoins de chauffage 
Pour le choix final du méta-modèle, qui remplacera notre sortie correspondant aux besoins 
annuels de chauffage, nous avons calculés l’erreur quadratique et relative sur la totalité de 
l’échantillon. Ces calculs sont détaillés dans le tableau V.4. A partir de la lecture et l’analyse 
de ces valeurs, nous pouvons dire que le méta-modèle construit à partir de 2000 simulations 
pourra remplacer notre sortie et il n’y a aucun intérêt d’augmenter la taille de l’échantillon 
parce que nous obtenons des erreurs égales  que celles obtenues avec 2600 simulations. Cela 
nous mène à dire que cette méthode est robuste en termes de nombre de simulations. Pour la 
suite, nous allons utiliser ce méta-modèle pour déduire les indices de Sobol de premier ordre 
et d’ordre total ainsi que les résultats de la propagation d’incertitudes. 
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Taille de l’échantillon Erreur quadratique [KWh/m2] Erreur relative 
2600 0,61 0,22 
2000 0,613 0,22 
1500 0,68 0,24 
Tableau V.4 Erreurs quadratique et relative calculées sur la totalité de l’échantillon  
V.4.5.2.1. Cas de l’indicateur d’inconfort d’été 
Pour l’indicateur d’inconfort d’été, donc le nombre d’heures où la température de l’air 
interne dépasse 27°, nous avons répété le même travail décrit dans le paragraphe précédent. 
Nous avons effectué 2000 simulations en faisant varier les 13 paramètres les plus influents 
sélectionnés suite à l’analyse de sensibilité locale (voir figure V.9). Suite à ces 2000 
simulations, nous possédons 2000 valeurs de cette sortie suite à 2000 combinaisons des 
différents paramètres incertains considérés. 
Pour l’inconfort d’été, nous avons fixé le  même objectif que pour les besoins annuels de 
chauffage : trouver la taille minimale de l’échantillon nécessaire pour construire un méta-
modèle de degré 2. Au début nous avons essayé de construire un méta-modèle à partir des 
2000 simulations dont nous disposons. La variation des erreurs quadratique et relative ainsi 
que le résidu sont représentés dans la figure V.18. Comme le montrent les différentes 
graphiques concernant les erreurs calculées sur la base de validation, le degré optimal est 2. 
Nous avons continué à réduire la taille de l’échantillon à partir duquel nous construisons le 
méta-modèle qui remplacera l’indicateur de l’inconfort d’été. Nous avons trouvé que pour 600 
simulations nous sommes capables de construire un méta-modèle de degré 2. La figure 
V.19représente les variations des erreurs en fonction du paramètre pour 600 simulations et qui 
confirment le choix de ce degré. En deçà de 600 simulations, ca sera un polynôme de degré 1.  
Pour le choix du polynôme qui nous servira de méta-modèle pour cette sortie, et à partir 
duquel nous allons déduire les indices de sensibilité, nous avons calculé les erreurs relative et 
quadratique sur la totalité de l’échantillon pour 500, 600 et 2000 simulations (voir tableau 
V.5). Pour 2000 et 600 simulations, et malgré l’écart énorme en nombre de simulations, nous 
pouvons voir, à partir du tableau V.5, que la différence entre les erreurs est minime et donc 
nous allons considérer le polynôme calculé à partir de 600 simulations. Ce méta-modèle va 
servir pour l’analyse de sensibilité et d’incertitudes de cet indicateur d’inconfort. Nous 
pouvons également dire qu’en diminuant le degré du polynôme l’erreur relative et l’erreur 
quadratique augmente ce qui est normal. C’est le cas pour 500 simulations où nous obtenons 
un polynôme de degré 1. 
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(a)                                                                           (b) 
 
(c) 
Figure V.18Variation de l’erreur quadratique (a), de l’erreur relative (b) et du résidu (c) en fonction du 
degré du polynôme pour une base de données de 2000 simulations pour l’inconfort d’été 
Pour ce méta-modèle qui remplacera l’indicateur de l’inconfort d’été, nous pouvons 
remarquer que pour celui des besoins annuels de chauffage nous avions des erreurs plus 
satisfaisantes. Cet écart provient du fait que l’indicateur d’inconfort d’été présentait une très 
large variabilité et une forte sensibilité vis-à-vis des paramètres incertains. Dans l’annexe D 
nous avons essayé de caractériser le modèle d’EnergyPlus en regard des paramètres incertains 
les plus influents que nous allons identifier dans la prochaine partie.  
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(a)                                                                          (b) 
 
 (c) 
Figure V.19 Variation de l’erreur quadratique (a), de l’erreur relative (b) et du résidu (c) en fonction du 
degré du polynôme pour une base de données de 600 simulations pour l’inconfort d’été 
Taille de l’échantillon Erreur quadratique [h/an] Erreur relative 
2000 25 0,44 
600 26 0,446 
500 28,6 0,55 
Tableau V.5 Erreurs quadratique et relative calculées sur la totalité de l’échantillon 
V.4.5.3. Résultats de l’analyse de sensibilité globale 
V.4.5.3.1 Cas des besoins annuels de chauffage 
Suite au choix du méta-modèle, les indices de Sobol de premier ordre et d’ordre total sont 
facilement déductibles. La figure V.20 représente le classement des 16 paramètres incertains 
par ordre de responsabilité aux incertitudes sur les besoins de chauffage. Nous avons classé 
ces paramètres selon l’indice de Sobol d’ordre total, qui représente la responsabilité de chaque 
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paramètre dans sa plage d’incertitude corrélés avec les autres sur l’incertitude de la sortie. Les 
paramètres ayant les indices les plus élevés sont l’efficacité de l’échangeur double flux et 
l’épaisseur de laine de verre qui représente l’isolation. Nous pouvons remarquer que pour 
cette sortie 2 paramètres uniquement participent majoritairement à l’incertitude de la sortie.  
La différence entre l’indice de premier ordre de la laine de verre et la conductivité de la laine 
de verre, sachant que ces 2 paramètres sont fortement corrélés, provient du fait que nous 
avons considéré une incertitude de 5% sur la conductivité et une incertitude beaucoup plus 
élevé sur l’épaisseur qui est de 10%. Nous pouvons remarquer qu’il ya une faible variation 
entre les indices de premier ordre et d’ordre total ce qui signifie que nous avons des faibles 
interactions entre les paramètres pour les besoins de chauffage. 
 
 
Figure V.20 Indice de Sobol de 1
er
 ordre et d’ordre total pour les besoins de chauffage 
V.4.5.3.2 Cas de l’indicateur d’inconfort d’été 
Pour cette variable d’intérêt, nous avons représenté les indices de Sobol par ordre d’indice 
total dans la figure V.21. Contrairement aux besoins de chauffage, nous pouvons remarquer 
pour cette sortie que nous avons 5 paramètres qui produisent l’incertitude sur la sortie. Les 
paramètres ayant les indices les plus importants sont l’épaisseur de la laine de verre et la 
transmission du vitrage extérieur double. Ainsi, ces 2 paramètres participent à la majorité de 
l’incertitude sur la sortie. Nous pouvons remarquer qu’on a des écarts importants entre les 
indices de 1
er
 ordre et les indices totaux ce qui prouve que nous avons de nombreuses 
interactions entre les 13 paramètres. 
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V.4.5.3.3 Analyse des résultats de l’analyse de sensibilité 
Les résultats de l’analyse de sensibilité globale nous donnent une idée sur la responsabilité 
des paramètres sur l’incertitude de la sortie. Pour les paramètres, en sommet de la liste, avec 
les plus grands indices de sensibilité, ils sont les plus influents et affectent le plus la sortie 
donc nous avons intérêt à bien les connaître pour réduire l’incertitude sur la sortie. Les 
résultats de cette analyse permettent aux concepteurs des bâtiments de choisir les matériaux 
dont les caractéristiques sont bien connues de manière à réduire l’erreur sur la prévision du 
comportement thermique du bâtiment.  
 
 
Figure V.21 Indice de Sobol de 1
er
 ordre et d’ordre total pour l’indicateur d’inconfort d’été 
Pour les besoins de chauffage c’est l’efficacité de l’échangeur de la ventilation double flux 
qui vient en premier, c’est un paramètre en relation avec le système énergétique. L’épaisseur 
de la laine de verre, le matériau utilisé pour l’isolation des murs verticaux de la maison, arrive 
en 2
ème
 position. Ce matériau possède une grande incertitude sur son épaisseur, vue sa 
souplesse, donc le mieux c’est de remplacer ce matériau par un autre matériau d’isolation, de 
même performance mais dont les caractéristiques sont mieux connues vu le grand effet de 
l’isolation sur les besoins de chauffage. 
Pour l’inconfort d’été, l’épaisseur de la laine de verre contribue majoritairement à 
l’incertitude sur cet indicateur. Comme nous l’avons dit, mieux de le remplacer par un autre 
plus rigide et dont l’incertitude sur sa valeur soit plus petite. 
A partir de cette analyse, nous pouvons dire que le concepteur doit bien connaître ces 
paramètres les plus influents et essayer de bien quantifier leur incertitude pour garantir les 
indicateurs de performance. 
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V.4.5.3.4 Convergence des indices de Sobol 
Dans cette partie, nous étions intéressés à trouver le nombre de simulations minimal qui 
nous permet d’obtenir les indices de Sobol de premier ordre. Dans ce but, nous avons 
construit des méta-modèles à partir des échantillons de différentes tailles, pour les 2 sorties 
d’intérêt, et nous avons observé la variation de l’indice de Sobol des 2 paramètres les plus 
influents. Pour les besoins annuels de chauffage nous avons tracé la variation de l’indice de 
Sobol pour l’efficacité de l’échangeur double flux et l’épaisseur de la laine de verre. Pour 
l’indicateur d’inconfort d’été, nous avons tracé la variation de l’indice de Sobol pour 
l’épaisseur de la laine de verre et la transmission du vitrage extérieur double. La taille 
minimale nécessaire correspond à la convergence de l’indice de Sobol. Les figures V.22 et 
V.23  montrent que pour les besoins de chauffage il nous suffit de 700 simulations pour 
pouvoir déduire les indices de Sobol de premier ordre alors que pour l’indicateur d’inconfort 
d’été, nous avons vu qu’une taille minimale de 600 simulations sera nécessaire. 
 
              (a) 
 
              (b) 
Figure V.22Variation de l’indice de Sobol de l’efficacité de l’échangeur (a) et de l’épaisseur de la laine de 
verre (b) en fonction de la taille de l’échantillon à partir de laquelle le méta-modèle  des besoins de chauffage 
est construit 
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(a) 
 
(b) 
Figure V.23 Variation de l’indice de Sobol de  l’épaisseur de la laine de verre (a) et de la transmission du 
vitrage extérieur double (b) en fonction de la taille de l’échantillon à partir de laquelle le méta-modèle  de 
l’inconfort d’été est construit 
V.4.5.4. Résultats de l’analyse d’incertitudes 
Pour les résultats de la propagation d’incertitudes, nous pouvons déduire facilement la 
moyenne et l’écart-type de chaque sortie à partir des coefficients du polynôme de chaos. Pour 
une évaluation plus précise des caractéristiques probabilistes, nous avons effectué un 
échantillonnage de très grande taille des entrées de nature incertaine, et nous avons évalué les 
sorties grâce à leur méta-modèle pour 100 000 combinaisons différentes entre les paramètres. 
La vitesse d’évaluation de chaque méta-modèle est décrite dans le tableau V.6. La moyenne, 
l’incertitude absolue et relative de chaque sortie sont représentés dans le tableau V.7 alors que 
la distribution de probabilité des besoins de chauffage et d’inconfort d’été sont représentés 
respectivement dans les figures V.24 et V.25. 
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Sortie 
Vitesse d’évaluation du méta-modèle 
[évaluations/sec] 
Besoins annuels de chauffage 2056 
Indicateur d’inconfort d’été 2731 
Tableau V.6 Vitesse d’évaluation du méta-modèle correspondant à chaque sortie  
Pour le méta-modèle des besoins annuels de chauffage, il a une vitesse de 2056 évaluations 
par seconde. Quant au méta-modèle de l’indicateur d’inconfort, sa vitesse est de 2731 
évaluations par seconde. Ces chiffres confirment l’efficacité et l’intérêt de calculer un méta-
modèle pour remplacer un modèle coûteux en temps de calcul : Une simulation du modèle 
complet nécessite 200 secondes. Cette rapidité d’évaluation nous a servi pour évaluer les 
méta-modèles pour un jeu de donnés de très grande taille dans le but de déterminer la 
moyenne et les incertitudes sur les sorties d’intérêt avec une grande précision. 
Les histogrammes des figures V.24 et V.25 montrent une distribution gaussienne pour les 
besoins de chauffage tout comme l’indicateur d’inconfort, à l’issu des 100 000 simulations 
exécutées.  Pour les besoins de chauffage, on a une moyenne de 9,6 [KWh/m
2
/an], une 
incertitude absolue de  2,27 et une incertitude relative de 23%. Pour l’indicateur d’inconfort, 
la moyenne est de 290 heures d’inconfort par an (290 [h/an]), une incertitude absolue de  48 
heures et une incertitude relative de 16%.  Ces chiffres soulignent une grande incertitude sur 
les prévisions du comportement thermique de la maison considérée et mettent en évidence la 
nécessité d’intégrer les incertitudes sur les paramètres d’entrée de type statique pour une 
simulation thermique dynamique fiable. Par ailleurs, les résultats d’analyse d’incertitudes 
peuvent orienter le choix des matériaux de construction, du type des surfaces vitrées et de la 
nature de ventilation…, en phase de conception, de façon à réduire l’incertitude sur les 
prévisions. 
 
Sortie Moyenne 
Incertitude absolue 
(2 fois l’écart-type) 
Incertitude relative 
(%) 
Besoins annuels de 
chauffage 
[KWh/m
2
.an] 
9,6  2,27 23% 
Indicateur 
d’inconfort d’été 
[h/an] 
290  48 16% 
Tableau V.7 Résultats de la moyenne et des incertitudes sur les besoins annuels de chauffage et de 
l’indicateur d’inconfort à base de 100 000 évaluations des méta-modèles 
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Figure V.24 Distribution de probabilité des besoins annuels de chauffage à base de 100 000 évaluations du 
méta-modèle correspondant 
 
 
Figure V.25Distribution de probabilité de l’indicateur d’inconfort d’été  à base de 100 000 évaluations du 
méta-modèle correspondant 
V.5. Conclusion 
Dans ce chapitre, nous avons effectué une analyse de sensibilité globale permettant de 
déterminer la contribution de chaque paramètre influent, sur sa plage de variation, sur 
l’incertitude de la sortie. Nous avons également effectué une analyse d’incertitudes pour 
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déterminer une bande de confiance sur les prévisions en tenant compte des incertitudes sur les 
paramètres statiques incertains. Nous nous sommes intéressés à étudier 2 sorties : Les besoins 
annuels de chauffage et un indicateur d’inconfort de la maison INCAS DM. Pour atteindre les 
objectifs fixés, nous avons proposé une méthodologie qui permet de réaliser ces analyses avec 
le moindre coût en termes de simulation. Cette méthodologie se résume par les points 
suivants : 
 Une analyse de sensibilité locale pour réduire le nombre de paramètres, et en 
retenir juste les plus influents ; 
 Construire une base de données, de la sortie concernée, en faisant varier tous les 
paramètres influents à la fois ; 
 Construire un méta-modèle à base de polynôme de chaos, permettant de 
déduire, à partir de ses coefficients, les caractéristiques probabilistes de la sortie 
et les indices de Sobol. 
Les résultats de l’analyse de sensibilité locale nous ont permis de réduire radicalement le 
nombre de paramètres considérés au départ (143 paramètres) en une dizaine pour chaque 
sortie (13 paramètres pour l’indicateur d’inconfort et 16 paramètres pour les besoins de 
chauffage). 
Au fil de ce chapitre, nous avons détaillé comment faire le bon choix du méta-modèle qui 
remplacera les sorties d’intérêt, en calculant les erreurs quadratique et relative sur la base de 
validation et non pas sur toute la base de donnés pour éviter le sur-apprentissage. Nous avons 
trouvé que pour les besoins de chauffage, 2000 simulations sont suffisants pour construire un 
méta-modèle et accéder aux indices de premier ordre et d’ordre total. Pour propager les 
incertitudes des entrées sur la sortie, nous avons évalué le méta-modèle pour un 
échantillonnage de très grande taille des entrées en un temps négligeable. Si on s’intéresse 
uniquement à étudier l’effet de chaque paramètre seul, l’indice de Sobol de premier ordre, 700 
simulations sont suffisantes. Pour l’indicateur d’inconfort, 600 simulations étaient nécessaire 
pour déterminer les indices de Sobol de premier ordre et d’ordre total. En se basant sur l’étude 
effectuée dans [Mara 2008] sur l’évaluation des incertitudes des résultats des analyses de 
sensibilité globale en fonction du nombre de simulation, dans [Spitz 2012] un échantillonnage 
de 513 paramètres a été considéré comme un bon compromis entre la réduction de 
l’incertitude et le temps de simulation pour l’analyse de sensibilité globale uniquement. Cela 
montre que notre méthodologie proposée nous a permis de réduire radicalement le temps de 
calcul nécessaire vu qu’on a eu besoin d’un budget de calcul moins important pour obtenir les 
résultats de l’analyse de sensibilité globale et d’incertitudes à la fois : 
1. Pour les besoins de chauffage 2000 simulations au lieu de 8208 (16×513) 
2. Pour l’indicateur d’inconfort 600 simulations au lieu 6669 (13×513) 
Quant aux résultats de l’analyse de sensibilité, déduits à partir des coefficients du 
polynôme de chaos, nous avons noté la grande influence de l’épaisseur de la laine de verre, 
donc l’épaisseur de l’isolant, sur les besoins annuels de chauffage tout comme sur l’indicateur 
d’inconfort. Cela nous mène à dire que les propriétés de l’isolant doivent être bien connus. 
Une solution que nous pouvons proposer est l’utilisation des matériaux isolants certifiés par 
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l’ACERMI7 alors nous serons sûrs de la qualité et de la fiabilité des données du fournisseur. 
Certainement les matériaux certifiés sont plus chers que les autres non certifiés. Nous avons 
également trouvé que l’efficacité de l’échangeur a l’indice de sensibilité global le plus élevé. 
Ces résultats nous permettent de conclure que pour une construction, tout comme pour une 
rénovation, une attention particulière doit être rapportée sur l’isolation et système de 
renouvellement d’air pour une meilleure efficacité énergétique du bâtiment. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                                 
7
 Association pour la Certification des Matériaux Isolants 
http://www.acermi.com/ 
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Conclusion 
La construction des bâtiments BBC et la réhabilitation des bâtiments anciens sont sujets à 
de nombreuses incertitudes et nous avons montré dans le premier chapitre qu’il est crucial de 
les quantifier dans la phase de conception où l’usage de la simulation est intensif. Même s’il 
ne s’agit pas des seules sources, il est primordial d’évaluer les incertitudes associées aux 
paramètres thermo-physiques définissant la performance de l’enveloppe du bâtiment car c’est 
sur ce plan que s’engagent les bureaux d’études. 
Dans le 2
e
 chapitre, nous avons présenté les méthodes d’analyse de sensibilité les plus 
utilisées dans le domaine du bâtiment. Ces méthodes permettent de sélectionner, à partir d’un 
grand nombre de paramètres d’entrées, ceux qui contribuent le plus à l’incertitude de la sortie 
ou au comportement thermique du bâtiment. Une analyse des méthodes existantes de 
propagation des incertitudes a été présentée. Et nous avons ouvert la possibilité d’apprécier 
les intérêts et limites d’une méthode ensembliste basée sur l’analyse par intervalles. 
Dans le 3
e
 chapitre, une étude à l’échelle du matériau a été présentée, consistant à 
quantifier les incertitudes liées aux paramètres thermo-physiques des matériaux, sachant que 
plusieurs études ont prouvé l’influence majeure des paramètres thermo-physiques des 
matériaux de construction sur le comportement thermique des bâtiments. Nous avons pu 
proposer une méthode déterministe qui pourra servir pour estimer les paramètres thermo-
physiques d’un échantillon avec garantie à partir d’un dispositif expérimental. Les résultats de 
la quantification d’incertitudes peuvent alimenter une étude de sensibilité et/ou propagation 
d’incertitudes. Suite à plusieurs cas tests, que ce soit à partir des données expérimentales 
synthétiques ou réelles, les résultats de l’estimation ont prouvé l’efficacité de cette méthode. 
La comparaison avec la méthode classique de minimisation par moindres carrés nous a aidé à 
montrer les défauts de cette dernière méthode liés à la sous-estimation parfois et proposer des 
solutions inacceptables d’autres fois. Un avantage particulier de la méthode à erreur bornée a 
été identifié. Cette méthode permet la prise en compte d’autres types d’incertitudes autre que 
le bruit de mesure, tel que les défauts du dispositif expérimental. Cette méthode offre de 
nombreuses perspectives dans le domaine de l’estimation et des méthodes inverses en général. 
Dans la 4
e
 partie de ce travail, nous nous sommes intéressés à traiter les incertitudes à 
l’échelle de la paroi. Nous avons mis en œuvre une méthode ensembliste à base d’analyse par 
intervalles pour la propagation des incertitudes des paramètres thermo-physiques des 
matériaux sur la réponse en température et en flux d’une paroi de bâtiment multicouche. La 
comparaison des résultats de propagation avec ceux issus d’une méthode de Monte Carlo 
prouve l’efficacité de la méthode pour une étude d’incertitudes fiable et non pessimiste. Une 
étude de robustesse et de stabilité de la méthode a été présentée, et les résultats montrent que 
la méthode est stable et reste non pessimiste pour une période d’intégration plus longue et 
pour des incertitudes importantes sur les paramètres d’entrée incertains contrairement à 
d’autres méthodes de ce type qui deviennent trop pessimiste voire inutile pour ces cas 
[Meslem 2010]. Une amélioration possible de cette méthode est de considérer un pas 
d’intégration variable en fonction de la dynamique de la sortie considérée de façon à pouvoir 
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détecter n’importe quel changement de sa sensibilité vis-à-vis des paramètres incertains. Cette 
amélioration pourra réduire le temps d’encadrement des sorties surtout lorsque le nombre de 
paramètres incertains considéré est important. Dans ce même chapitre, nous avons combiné la 
résolution exacte du système différentiel avec l’algorithme SIVIA d’inversion ensembliste 
pour déterminer la résistance thermique de la couche isolante d’une paroi multicouche. Les 
résultats d’estimation prouvent la performance de cette méthode pour une estimation fiable de 
caractéristiques assez influentes sur le comportement thermique d’un bâtiment. Quelques 
améliorations sont prévues pour pouvoir employer cette méthode pour des usages de 
diagnostic des enveloppes des bâtiments sur site notamment au niveau de la durée de mesures 
nécessaire. 
Dans le 5
e
 chapitre, nous avons proposé une méthodologie permettant d’effectuer une 
étude d’analyse de sensibilité globale et de déduire les caractéristiques probabilistes des 
sorties considérés à partir d’un nombre réduit de simulations. La 1ère étape est une analyse de 
sensibilité locale, qui en faisant varier chaque paramètre incertain seul de 1% de sa valeur 
nominales, permet de déterminer un indice de sensibilité pour chaque paramètre et par suite 
garder les paramètres ayant les indices les plus grands pour l’analyse de sensibilité globale. 
Cette étape permet de réduire intégralement le nombre de paramètres considérés au départ. La 
2
ème
 étape consiste à construire une base de donnés pour chaque sortie considérée, en faisant 
varier tous les paramètres sélectionnés à partir de la 1
ère
 étape à la fois. La dernières étape 
consiste à construire une surface de réponse de type polynôme de chaos. Ce polynôme nous 
permet, à partir de ses coefficients, de déduire les indices de Sobol donc les résultats de 
l’analyse de sensibilité globale et les caractéristiques probabilistes de la sortie considérée ce 
qui nous permet d’encadrer la sortie par un intervalle de confiance. Nous avons appliqué cette 
méthodologie sur 2 critères: Les besoins annuels de chauffage et un indicateur d’inconfort 
d’été de la maison INCAS DM. Cette méthodologie proposée nous a permis de réduire 
radicalement le temps de calcul nécessaire pour accéder aux résultats de l’analyse de 
sensibilité et d’incertitudes. Cette méthode pourra être appliquée à n’importe quel autre 
bâtiment et pour n’importe quelle sortie. Il faut surtout commencer pour une analyse de 
sensibilité locale pour réduire le nombre de paramètres parce que la construction d’un 
polynôme de chaos peut devenir très couteuse si le nombre de paramètres considérés est 
supérieur à 20. 
Ces derniers développements offrent de nombreuses perspectives. Le polynôme de chaos 
demeurant un modèle de dimension réduite capable de reproduire assez fidèlement la réponse 
d’un modèle complexe sur l’ensemble de la plage de variation des paramètres sélectionnés, 
celui-ci peut être utilisé pour remplacer le modèle détaillé avec un coût de calcul extrêmement 
faible. Ces modèles peuvent être pertinents pour un ensemble d’applications telles que par 
exemple la modélisation d’un parc de bâtiment aux paramètres semblables. Dans le cadre de 
la rénovation énergétique des bâtiments, un grand nombre de solutions techniques peuvent 
être envisagée et il devient essentiel d’intégrer le processus de sélection des solutions dans un 
outil d’aide à la décision permettant de rechercher des solutions optimales satisfaisant un 
grand nombre de critères. S’affranchir des calculs d’un modèle détaillé au moyen d’une 
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surface de réponse soigneusement construite permettrait d’intégrer l’évaluation des 
indicateurs énergétiques et de confort de manière interactive avec l’outil d’aide à la décision. 
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Annexes 
 
Annexe A : Calcul du flux solaire global reçu par une paroi d’inclinaison 
quelconque 
n : numéro du jour de l’année (de 1 à 365) 
hs : heure solaire 
δ: déclinaison 
 : latitute 
ω : angle horaire 
β : inclinaison de la paroi (0° pour l’horizontal, 90° pour la verticale) 
γ : orientation de la paroi (0° pour le sud, 90° pour l’ouest, 180° pour le nord, -90° pour 
l’est) 
l’expression de la déclinaison est la suivante : : 





 

365
284
360sin45,23
n
  
L’angle horaire se déduit de l’heure solaire par : 
)12(15  hs  
L’heure solaire hs est calculée à partir de l’heure légale hl, son expression est la suivante : 
Elongitudeétéenheurehhs l  )15(4)__1( , la longitude est négative à l’est du 
méridien et positive à l’ouest 
Avec E l’équation du temps qui indique le décalage en minutes en fonction du jour de 
l’année par rapport au méridien de Greenwhich : 
BBBE sin5,1cos53,72sin87,9   
Où  
365
81
360


n
B  
Le rayonnement solaire global inclG reçu par une surface d’inclinaison β et d’orientation γ 
est exprimé par : 
   
2
cos1
2
cos1
cos





 albGDifDirG hhhglob  
Où : 
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hDir , hDif et hG  représentent respectivement le flux direct, diffus et global reçu par une 
surface horizontale 
alb correspond à l’albédo ou le coefficient de réflexion du sol 
L’angle   est l’angle entre le rayonnement direct du soleil et la normale à la surface 
considérée, il est donné par : 


sinsinsincoscoscossinsincos
coscoscoscoscossincossincossinsincos


 
Pour le cas test décrit dans III., la surface considérée est verticale, d’orientation sud, donc 
90 et 0 , l’ex pression de l’angle   devient alors : 
 cossincoscossincos   
Les équations ci-dessus sont tirées de [Comfie]. 
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Annexe B : Composition des parois de la maison INACS DM et leurs 
propriétés thermo-physiques 
 
 
Type de paroi Matériau e [cm] λ [W/(m.K)] ρ [kg/m3] Cp [J/(kg.K)] 
Mur extérieur 
Enduit 
extérieur 
1 1 1450 500 
Parpaing 15 0,74 800 648 
Laine de verre 20 0,035 12 840 
Parpaing 15 0,74 800 648 
Plâtre 1,5 0,42 1200 837 
Plancher bas 
Polystyrène 
extrudé 
20 0,03 35 1400 
Dalle pleine 16 2,5 1400 1000 
Chape de 
béton 
8 1,75 2400 880 
Plancher 
intermédiaire 
Poutrelle 16 1,23 1300 648 
Dalle pleine 4 2,5 2400 1000 
Chape béton 8 1,75 2400 880 
Carrelage 1 0,41 1200 1000 
Combles 
Laine de verre 40 0,035 12 840 
Plâtre 1,5 0,42 1200 837 
 
Table 8 : Propriétés thermo-physiques des parois opaques formant l’enveloppe de la maison DM 
 
 
Emissivité extérieur 0,9 
Emissivité intérieur 0,9 
Coefficient d’absorption extérieur 0,5 
Coefficient d’absorption intérieur 0,3 
 
Table 9 : Propriétés de surface des parois opaques 
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Annexe C : Composition des menuiseries de la maison INCAS DM et leurs 
propriétés physiques 
 
 
 Vitrage extérieur Vitrage intérieur 
Epaisseur [m] 0,04 0,04 
Transmission solaire en incidence normale 0,842 0,588 
Réflexion solaire en incidence normale 
côté intérieur 
0,076 0,312 
Réflexion solaire en incidence normale 
côté extérieur 
0,076 0,246 
Transmission optique en incidence 
normale 
0,9 0,889 
Réflexion visible en incidence normale 
côté intérieur 
0,082 0,048 
Réflexion visible en incidence normale 
côté extérieur 
0,082 0,055 
Transmission infrarouge en incidence 
normale 
0 0 
Émissivité infrarouge hémisphérique 
côté intérieur 
0,837 0,037 
Émissivité infrarouge hémisphérique 
côté extérieur 
0,837 0,837 
Conductivité [W/(m.K)] 1 1 
 
Table 10 : Propriétés des fenêtres double vitrage 
 
 
 
 
 
 
 
 
131 
 
 
 Vitrage extérieur Vitrage du milieu Vitrage intérieur 
Epaisseur [m] 0,04 0,04 0,04 
Transmission solaire en 
incidence normale 
0,842 
0,0842 
0,588 
Réflexion solaire en incidence 
normale côté intérieur 
0,076 
0,076 
0,312 
Réflexion solaire en incidence 
normale côté extérieur 
0,076 
0,076 
0,246 
Transmission optique en 
incidence normale 
0,9 
0,9 
0,889 
Réflexion visible en incidence 
normale côté intérieur 
0,082 
0,082 
0,055 
Réflexion visible en incidence 
normale côté extérieur 
0,082 
0,082 
0,055 
Transmission infrarouge en 
incidence normale 
0 
0 
0 
Émissivité infrarouge 
hémisphérique 
côté intérieur 
0,837 
0,037 
0,037 
Émissivité infrarouge 
hémisphérique 
côté extérieur 
0,837 
0,837 
0,037 
Conductivité [W/(m.K)] 1 1 1 
 
Table 11: Propriétés des fenêtres triple vitrage 
 
 
Type de fenêtre e [m] Mélange 
Double vitrage 0,016 90% d’argon et 10% d’air 
Triple vitrage 0,012 90% d’argon et 10% d’air 
 
Table 11: Propriétés des gaz des fenêtres double et triple vitrage 
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Conductivité [W/(m.K)] 2,326 
Absorption solaire 0,9 
Absorption du visible 0,9 
Emissivité thermique hémisphérique 0,9 
 
Table 12: Propriétés cadres 
 
 
Epaisseur [m] 0,008 
Transmission solaire 0,02 
Réflexion solaire 0,66 
Transmission du visible 0,02 
Réflexion du visible 0,66 
Émissivité thermique hémisphérique 0,92 
Conductivité [W/(m.K)] 0,17 
Distance entre le volet et le vitrage [m] 0,03 
 
Table 13: Propriétés des volets roulants 
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Annexe D : Caractérisation du modèle EnergyPLus en regard des 
paramètres incertains 
 
 
 
 
 
Figure 26 : Comportement du modèle EnergyPLus sur la plage de variation des paramètres influents sur les 
besoins annuels en chauffage 
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Figure 27 : Comportement du modèle EnergyPlus sur la plage de variation des paramètres influents sur 
l’indicateur d’inconfort 
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Nous avons représentée dans la figure 26, la variation des besoins annuels en chauffage sur 
la plage de variation des 2 paramètres les plus influents sur cette sortie (voir figure V.20). 
Nous avons obtenu un comportement soit croissant soit décroissant pour les 2 paramètres 
considérés ainsi que pour toutes les autres variables.  
Pour l’indicateur d’inconfort, nous avons noté un comportement anormal du modèle sur la 
plage de variation de quelques paramètres influents identifiés suite à l’analyse de sensibilité 
globale effectuée sur cette sortie (voir figure V.21). Ce comportement justifie l’erreur que 
nous avons obtenue, pour cette sortie, entre le méta-modèle et le vrai modèle. Ce 
comportement peut provenir soit du modèle EnergyPlus, soit des incertitudes que nous avons 
attribuées aux différents paramètres, qui peuvent, dans certains cas, dépasser les limites fixés 
dans EnergyPlus. Ce point nécessite d’être pris en compte pour identifier la source du 
problème et réussir après à construire un méta-modèle pour cet indicateur, qui reproduit 
fidèlement le comportement du vrai modèle. 
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