With recovery from the global financial crisis in 2009 and 2010, inflation emerged as a concern for many central banks in emerging Asia. We use data observed at mixed frequencies to estimate the movement of Chinese headline inflation within the framework of a state-space model, and then take the estimated indicator to nowcast Chinese CPI inflation. The importance of forward-looking and high-frequency variables in tracking inflation dynamics is highlighted and the policy implications discussed.
food commodity prices initially played an important role, inflation became generalized by early 2011, with core inflation picking up across emerging Asia. China's headline consumer price inflation (CPI) climbed from −1.8 % in July 2009 to 6.5 % in July 2011. While inflation cycles in the region again took a downward turn in mid-2011, the relatively strong fluctuations are well representative of the volatility that often characterizes inflation rates in emerging economies.
China does not employ a formal inflation-targeting framework, but the government includes an annual objective for CPI growth among its targets for social and economic development. China's monetary policy also explicitly mandates maintaining "the stability of the value of the currency," suggesting the primary importance placed on price stability. 1 To accomplish this goal, accurate and timely forecasts of inflation are critical to policymakers in calibrating the monetary stance.
Given the importance of forward-looking price-and wage-setting by firms and workers, forward-looking variables are needed to anticipate future threats to price stability and design monetary policy appropriately. Here, indicators with a higher frequency than the monthly headline inflation figure may be potentially useful to the central bank and other economic agents in assessing price pressures and turning points in inflation cycles.
In this paper, we nowcast the inflation process in China using indicators at different frequencies. We apply the framework suggested by Aruoba et al. (2009) , which was developed for real-time measurement of business conditions. It incorporates a small-data dynamic factor model that uses series with daily, monthly, and quarterly frequencies to track movements in the monthly headline inflation figure (12-month change in the CPI). Thus, the approach allows information to enter the model in a sequential manner, as information updates become available. The modeling framework also allows for missing values at the end of the sample. 2 Why is such a real-time indicator useful? First, it filters information and translates a body of knowledge into easy to understand results. Second, the indicator facilitates comparisons over time. Both features make it an appealing tool.
Our estimated inflation indicator tracks the Chinese headline inflation well, leading CPI inflation by roughly four months. Daily commodity prices and financial variables are found to be particularly useful in constructing the Chinese inflation indicator. A forward-looking survey variable, in turn, has informative power at the quarterly frequency.
Our estimated indicator predicts turning points in inflation cycles, most notably, the onset of recovery from the recent financial crisis. A real-time out-of-sample forecasting exercise suggests that our estimated mixed-frequency model tends to outperform the widely used random-walk model in both 1-month and 3-month-ahead forecasts (although the performance of an ARIMA model is still superior). In any case, use of daily data grants the mixed-frequency model a timeliness advantage over conventional time series models. This paper is structured as follows. The following section provides details about the data. Section 3 describes the econometric methodology and compares the constructed latent inflation indicator against headline CPI. A nowcasting exercise for Chinese inflation is presented in Sect. 4. The final section concludes with policy implications.
Data description
Our modeling approach is essentially atheoretical; it does not impose a specific model of the inflation process. We are also agnostic on the relative importance of the various factors of underlying inflation. Instead, we let the data speak. Thus, the choice of variables plays a crucial role. The two main criteria in our choices are availability in terms of sample length and information value in terms of tracking the dynamics of China's headline inflation rate.
The types of variables used in our analysis can be divided into three categories: commodity prices, monetary conditions, and inflation expectations. Commodity prices are typically available at a high frequency and generally account for an important share of consumer price index in an emerging economy. Commodity price dynamics have been highly useful in recent years in explaining global inflation dynamics; as well as pricing information in the early part of the pricing chain. Monetary conditions are potentially important drivers of inflation in the medium to long-run, and their inclusion is reconcilable with a monetary view of inflation. Finally, inflation expectations impact actual inflation outcomes via forward-looking wage-and price-setting by economic agents. 3 Our methodology involves the search of an optimal combination of mixedfrequency indicators. While the number of indicator candidates for an emerging economy is typically small, one or more indicators are considered for each frequency.
In describing the employed series, we start with our highest frequency, 4 i.e. daily frequency for global commodity prices and monetary indicators. China only became a net importer of oil in 1993 but by 2010 it depended on imports to cover more than 50 % of its oil needs. China remains largely self-sufficient in most staple foods, but international developments still play an important role in food price dynamics. For example, China has become the world's largest importer of soybeans, which in turn has had profound effects elsewhere such as land use in Brazil and Argentina. We use the composite S&P GSCI commodity price index (formerly the Goldman Sachs 3 Recent publications in the forecasting domain stress that incorporating information from Google Trends may offer significant benefits for real-time forecasts (see Vosen and Schmidt 2011) . Data are provided on a weekly basis. We have refrained from adding Google Insights for Search search query data because Google's share of the search engine market in China was around 20 % in 2011. Baidu, Google's top Chinese competitor, had a 75 % market share. In any case, the Google data are only available from 2004 onwards. 4 The underlying nowcasting variable selection problem is to extract information from data sampled at high frequency while screening out short-term nuisances that are irrelevant to an inflation assessment and otherwise suppressed in lower frequency data.
Fig. 1
Daily commodity prices (left scale) and monthly CPI inflation (right scale), Note S&P GSCI composite index is denoted by PIcom; S&P GSCI agriculture index is denoted by PIagr Commodity Index), which tracks 24 commodities from various commodity sectors, including energy products, metals, and agricultural products. We also consider the S&P GSCI agriculture index for our daily measure of agricultural products prices. 5 These two series and China's headline CPI inflation rate appear in Fig. 1 .
Two variables capturing monetary conditions are available at daily frequency. The first is the 1-month interbank repo interest rate. Peng et al. (2006) mention that increased depth of the money market and growth in corporate bond issuance have helped develop market-based interest rates in China. 6 However, the regulatory environment in China implies a high degree of volatility in daily interbank rates as Chinese banks have to meet their required reserve targets on a daily basis. As a result, realized interest rate volatility is typically higher in China than in countries with policy implementation frameworks based around the overnight rate and longer reserve assessment periods. Therefore, we take the weekly average of the interbank repo rate and apply the interest rate variable at a weekly frequency in our empirical analysis.
The other daily monetary indicator applied in our study is the reserve requirement ratio. The People's Bank of China adjusted reserve requirements frequently as the world recovered from the international financial crisis to mop up excess liquidity and contain inflation pressures (see Ma et al. 2011) . In a period that includes the crisis (July 2006-April 2011), the People's Bank of China changed the reserve requirement ratio 33 times, usually in 50-basis-point increments. The reserve requirement ratio doubled between mid-2006 and the end of 2008. The use of the reserve requirement ratio as a non-market-based sterilization instrument can be attractive due to its relatively low cost for the central bank compared to issuance of sterilization paper in the form of central bank securities. Reserve requirements have been remunerated at 1.62 % p.a. Moving on to variables observed at monthly frequency, we include the monthly price of pork. As mentioned, the importance of food in the Chinese consumption basket and its CPI weighting are high. The weighting of food was lowered slightly from 32.4 to 30.2 % in early 2011, but food remains an important driver of CPI developments. It was a significant driver of inflation pressure in 2004, 2007/08, and 2010. Indeed, pork accounts for almost two-thirds of China's meat consumption-making it the largest single component of the CPI basket. Increases in pork prices have hit consumers hard and were a factor behind the increase in the inflation rate in 2011. Unlike staples such as rice or flour, pork prices are less controlled by the government, allowing for greater market determination of prices. 8 The close correlation between the monthly pork price and headline inflation is shown in Fig. 3 . 9 As a monetary indicator at a monthly frequency, we include broad money M2 (cash, currency in circulation, demand deposits, and savings deposits). Although M2 serves as an intermediate target for the People's Bank of China, there is no consensus in the empirical literature on whether monetary aggregates convey information that is not already captured in other macroeconomic variables such as interest rates or survey mea- sures of future inflation. In the case of the US economy, Estrella and Mishkin (1997) argue monetary aggregates have low information content, while Aksoy and Piskorski (2006) counter that money provides useful information about US inflation and output when corrected for foreign holdings of dollars. Figure 4 displays the 12-month lag for the growth rate of M2 used in our analysis and CPI inflation. A fall in the monetary growth rate preceded the deflationary period of the early 2000s. Similarly, strong growth in broad money heralded the pickups in inflation registered in 2004 and 2010.
As our final monthly indicator, we include a series capturing inflation expectations. The empirical literature has long noted a strong correlation between inflation sentiment indicators and future inflation. The importance of expectations is obvious as expected inflation affects forward-looking price-and wage-setting behavior, and thus actual inflation outcomes. Forward-looking inflation also plays an important role in setting policy (see e.g. the framework of inflation forecast targeting described by Svensson 1997) . Our series here is the closely watched Citigroup "Inflation Surprise Index" for China. This monthly index measures realized inflation against market expectations and has been available since 2001. The Citigroup Inflation Surprise Index is constructed so that inflation data that match market expectations receive a value of zero, inflation data exceeding expectations are assigned a positive value and inflation data falling short get a negative number. Thus, a positive number means economists need to ratchet up their inflation forecast to match incoming data. After all, markets are not built solely on fundamentals, but on how accurately those fundamentals are expected by agents. Figure 5 presents the relationship between Chinese CPI inflation and the Inflation Surprise Index for Chinese CPI inflation during the estimation period. We include the index in the estimation of the inflation indicator at the contemporaneous lag, as the resulting forecast errors using this lag choice appear lowest. 10 A few other points are worth highlighting. First, markets became more sensitive to inflation data after 2007 with both series generally moving together and spiking simultaneously in summer 2008. Another important take-away is that the Inflation Surprise Index in 2007-2008 was largely in positive territory, i.e. higher-than-expected inflation outcomes were registered. Interestingly, the relationship between the Inflation Surprise Index and actual inflation could be taken to suggest an estimated steady state inflation rate in China of roughly 5 % by analysts in recent years. This is somewhat higher than the government's targets for CPI inflation rates in the past years (3 % for 2007 and 2010; 4.8 % for 2008; 4 % in 2009 ).
The only quarterly variable employed is also of a forward-looking nature. We use the one-quarter ahead Consensus Forecast of China's year-on-year CPI inflation rate. These forecasts are made regularly before the start of a new quarter (in February, May, August and November). This forecast is obtained by a survey of international forecasters. The forecast is plotted together with the headline inflation rate in Fig. 6 . The comovement of both series is striking even if the lead times of the survey indicator vary.
We now turn to the methodology allowing for timely updates of inflation projections and some illustration of how this general framework can be applied in practice.
Fig. 6 Quarterly Consensus inflation forecast and monthly CPI inflation 3 Econometric framework and estimation results
Many financial variables are sampled at a daily, or even at intraday, frequency. In contrast, most macroeconomic variables are sampled on a weekly, monthly, or quarterly basis. To deal with these combinations of sampling frequencies, we adopt the modeling approach laid out by Aruoba et al. (2009) and Aruoba and Diebold (2010) , which allows us to estimate any parameter of interest in an internally consistent fashion. 11 Unlike dynamic factor models, this technique is based on a sparse-data environment and models series with mixed frequencies. It handles any pattern of data availability within a unified framework and facilitates updating of nowcasts as new data become available. To describe the approach more formally, let x t denote (unobserved) CPI inflation at day t which evolves with covariance-stationary AR(p) dynamics
(1)
The time index t denotes a day, and Eq. (1) holds for t = 1, . . .T . μ t is a white noise error term. To identify the factor model, Aruoba and Diebold (2010) introduce the cumulator variable suggested by Harvey (1989, pp. 313-318) to handle temporal aggregation of variables. The cumulator variables summarize all the information needed to construct aggregated variables at the observable lower (nondaily) frequency.
Specifically, we define the monthly cumulator variable as
where ξ t = 0 ift is the first day of a week/month/quarter 1 otherwise (3) is an indicator variable. The beauty here is that changing the aggregation period to weeks or quarters only requires adjusting the definition of ξ t in an obvious way. Without loss of generality, the i-th covariance-stationary measurement equation of the daily indicatorỹ t is theñ
where D i > 0 is a scalar associated with the observable lower frequency lag of x i,t (e.g., D i = 7 if y t is observed weekly), and e i t is a white-noise shock, which is unrelated to all weakly (but not necessarily strictly) exogenous regressors and μ t . In other words, the approach deals with the problem of mixing frequencies by treating quarterly, monthly, and weekly series as daily series with missing observations. For identification and to maintain parsimony, we assume that the shocks μ t and e i t are Gaussian and orthogonal. Under these hypotheses, the system can be cast in statespace form as
and
where Y t is an N × 1 vector of observed variables (subject to missing observations), X t is the vector of state variables, and w t is a vector of predetermined variables. ε t and η t are vectors of measurement and transition shocks containing the u t and e i t . In our benchmark model, we employ two daily series (ỹ D1 Once the model is written in state-space form, the straightforward final step consists of estimating the parameters of the hypothesized process. As discussed in Durbin and Koopman (2001) and exploited in Aruoba et al. (2009) and Aruoba and Diebold (2010) , this can be done using the Kalman filter and associated likelihood evaluation. The state-space framework lets us address the frequency conversion in a single coherent framework. From these estimates, an optimal inference about the unobserved CPI factor can be formed. This anchors our easy-to-replicate methodology in the existing literature.
Turning now to the estimation results, we note that our sample runs from July 1, 2001 to June 30, 2013 and that the correlation between the daily indicators and headline inflation increased after 2000. Stock and Watson (2002) note that a high correlation between the indicators is necessary in order to obtain reasonable estimates within the state-space framework. In the estimations, both latent inflation and the observed variables follow simple AR(1)-processes. We have used a general-to-specific modeling approach to find a parsimonious model specification. The resulting estimates are relatively robust and do not materially change when more complicated model structures are considered. Figure 7 shows the estimated inflation indicator from the preferred model. The main S&P GSCI and the reserve requirement ratio are used as daily variables, and the smoothed 1-month repo rate is employed as the weekly variable. As monthly variables, the model employs the M2 growth rate lagged 12 months, pork prices, and Citigroup's Inflation Surprise Index. The variable at the lowest frequency is the quarterly inflation forecast. The estimated inflation indicator is in line with, but somewhat smoother than, the headline inflation rate. It leads monthly headline inflation, implying that it may be of use in near-term inflation forecasting. The simple correlation coefficient with actual inflation is highest (at 0.933) taking a 116-day lag in the estimated inflation indicator. It captures rather well the turning points in the inflation cycle. Indeed, the correlation coefficients between the lagged inflation indicator and actual inflation are highest within the subsamples where the inflation cycles turn (2003-2004; 2006- As noted in the literature, the failure to predict turning points has been a notable feature of forecasts for years. The high reliability of the mixed-frequency indicator in predicting turning points with a lead time of about 3-4 months is thus all the more surprising. In other words, the procedure not only allows to nowcast Chinese CPI inflation, but the derived CPI factor also looks one-quarter ahead. Table 1 shows the estimation results from this model, where all the estimated coefficients apart from the growth rate of M2 are statistically significant at the 5 % level.
It is interesting to compare the results from our benchmark mixed frequency model with a high frequency factor model, to understand the forecasting potential of daily and weekly data in terms of monthly inflation. We therefore estimate a model including Fig. 8 Estimated inflation indicator and headline inflation, using daily and weekly data only, Note The estimated indicator is normalized to have the same mean and the same variance as the monthly CPI inflation over the same sample period only the daily and weekly variables that were considered above, with the resulting indicator shown in Fig. 8 .
Two benefits of including lower frequency variables in the estimated inflation indicator are noteworthy from a comparison of Figs. 7 and 8. First, the inflation dynamics during 2001-2003 are not well captured by the inflation indicator when only daily and weekly data are used. This is not surprising, given that the variables included in that model are commodity prices, the required reserve ratio and the repo rate. Money markets in China have further developed during the past decade and the economy's integration with global commodity markets has deepened. Second, there are some spikes in the estimated indicator that are inconsistent with the headline CPI inflation rate. The one in early 2011 reflects the increase in commodity prices that coincided with increases in the 1-month repo rate. Volatility in China's short-term interest rates was also observed at the very end of the sample period, in June 2013. Looked at from this perspective, the use of lower frequency variables has a stabilizing impact on the estimated inflation indicator. This arises despite the fact that all the daily and weekly variables are highly statistically significant in the estimation of the inflation indicator (see Table 2 ).
We offer a caveat in interpreting these results. As our results are to an important extent driven by our choice of series, it is not possible to show that a particular model is the "best" one available for capturing China's inflation dynamics. Nevertheless, given the fact that data availability concerns are likely to limit the number of possible different empirical models for an emerging economy, and the satisfactory nowcasting/forecasting results shown in the next section, we argue that our benchmark mixed frequency model meaningfully captures China's inflation dynamics. The next section highlights the advantages of the approach in terms of nowcasting and forecasting. 13 
Out-of-sample nowcasting and forecasting accuracy
The usefulness of the estimated inflation indicator in tracking headline inflation hinges crucially on its nowcasting and forecasting abilities. In terms of nowcasting, we note that China's CPI inflation data are typically published already within two weeks after the end of the reference month -a short publication lag by any international standard. However, there are no "flash" indicators available that would provide early estimates of the inflation rate before the end of the reference month such as Eurostat's "flash" estimate for the euro area, which employs early existing price data, including energy prices. Therefore, the mixed-frequency indicator can potentially provide useful information for both policymakers and market participants. A number of issues concerning the robustness of nowcasting and the forecasting accuracy of our indicator need to be addressed. The main message from the literature is that in-sample tests do not provide reliable guidance about out-of-sample forecasting ability, which implies meaningful tests of forecast accuracy of any leading indicator must necessarily be one-step-ahead out-of-sample tests. 14 All forecasts are recursive pseudo out-of-sample, i.e. forecasts are based only on values of the series up to the date when the forecast was made. Parameters are then successively updated using data from the beginning of the sample through the current forecasting date. In the case of mixed frequency models, we recursively estimate ragged-edged models, each containing only the high-frequency daily and weekly data for the last month of the sample period. This seems prudent as it reflects data availability in the real-time forecasting environment. In the case of competing univariate timeseries models, recursive estimates lead to sequences of 1-month-ahead out-of-sample forecasts. The second column gives estimates for the ARIMA(0,1,2) × (1,0,1) 12 model. The third column has estimates for the random walk model [ARIMA(0,1,0)]
To get an initial sense of the forecasting performance 1 month ahead, we calculate the root-mean-square error (RMSE) and mean absolute percentage error (MAPE) for various forecasting methods. 15 We have calculated the forecast errors for four different years separately as performance can vary across subsamples. In Table 3 , the random walk serves as a benchmark model, against which the merits of other forecasting procedures are evaluated. Although sometimes labeled a "naive" model, it is often difficult for other models to produce forecasts better than those of the random walk model.
A number of insights can be gleaned from Table 3 . Both in terms of RMSE and MAPE, the mixed-frequency model generally outperforms the random-walk model and the CPI Surprise Index, especially over the full forecasting period (2009) (2010) (2011) (2012) . There are some exceptions when subsamples are evaluated: the RMSE of the random-walk model is lower than that of the mixed frequency model in 2012, and the MAPE of the random-walk model is lower compared with the mixed frequency model in 2009 and 2010. The forecast errors are always highest for the CPI Surprise Index. 16 However, the seasonal ARIMA model still outperforms the mixed-frequency model. 17 The second column gives estimates for the ARIMA(0,1,2) × (1,0,1) 12 model. The third column has estimates for the random walk model [ARIMA(0,1,0)]
We also evaluate forecasts three months ahead (Table 4 ). These results largely confirm those reported in Table 3 . The ARIMA model still produces the most accurate forecasts, for all other years except for 2012. In the case of 3-month-ahead forecasts, the mixed frequency model actually outperforms all other models in 2012, when evaluated by the RMSE metric. However, its performance now falls short of the CPI Surprise index in 2009, in contrast to the case when 1-month-ahead forecasts were evaluated. Table 7 in the Appendix shows 3-month-ahead forecast errors from the estimated inflation indicator of Table 2 where only daily and weekly data are used. 18 These results emphasize the benefits of including lower frequency variables in the estimation of the inflation indicator. Indeed, the forecast errors using only daily and weekly data in the estimated indicator tend to be higher than those produced by all the comparator models during 2010-2012.
When one has several reasonable forecasting models, superior forecasting performance can be identified by testing alternative models head-to-head. Traditional efforts at assessing the forecast accuracy of estimated models have revolved around the calculation of summary forecast error statistics like RMSE and/or MAPE. Formal approaches were avoided mainly due to complexities in dealing with sampling uncertainties and correlations present in forecast errors.
The first assessment in our head-to-head testing for equal predictive accuracy employed below is the Mariano (1995, 2002) test. The Diebold-Mariano p values in parentheses. The weighting scheme of the autocovariances follows Newey and West (1987) test looks at the forecast-error loss difference of two forecast methods and makes it possible to discriminate among competing economic models. 19 The null hypothesis is that they have the same forecast accuracy. The test allows for forecast errors that are non-Gaussian, have a non-zero mean, and are serially correlated. The statistic has a standard normal limiting distribution. Under the "equal accuracy" null hypothesis, the forecast accuracy of the two models is not statistically different. A significance level below 0.10 or 0.05 indicates a rejection of the null hypothesis. 20 We also employ the encompassing test statistics for a pair of nested models developed by Clark and McCracken (2001) . 21 Again, the null hypothesis is that of "equal accuracy" for the forecast encompassing (ENC) test statistics, and the tests are all one-sided, with the only rejection regions of interest under the alternative hypothesis residing in the righthand tail. Tables 5 and 6 report the results of our out-of-sample forecast comparison tests.
The forecasting exercise yields rather crisp results. The results of the tests in Table 5 strongly reject the null hypothesis of equal forecast accuracy of the mixed-frequency model and the CPI Surprise index both for the full sample and the subsample of 2009-2010. The evidence is stronger for the 1-month-ahead forecasts than for the 3-month-ahead forecasts, as the test statistic is not statistically significant in the latter case when comparing the mixed frequency model with the CPI Surprise index during the subsample of 2009-2010.
However, the null of equal forecast accuracy between the mixed-frequency model and the ARIMA model is also strongly rejected, this time emphasizing the superior performance of the ARIMA model. This result holds for both the full sample and the subsample 2009-2010, and for both the 1-month and 3-month-ahead forecasts. The hypothesis of equal forecast accuracy between the random walk and the mixed- See Clark and McCracken (2001) for the definitions of the test statistics frequency model is not rejected in Table 3 when 1-month-ahead forecasts are considered, but it can be rejected in favor of the mixed frequency model when 3-month-ahead forecasts are evaluated. The results for the tests presented in Table 5 are confirmed when the small-sample modification by Harvey et al. (1997) is used (see Table 8 in the Appendix).
On the other hand, the results in Table 6 strongly reject equal forecast accuracy for the mixed-frequency and random walk models. In other words, the tests largely confirm the superior forecasting performance of the mixed-frequency model even compared with the widely used random walk benchmark, while at the same time acknowledging that the ARIMA model cannot be outperformed in our exercise.
While the forecasting accuracy of the mixed-frequency model falls short of the ARIMA model (but still outperforms the popular random walk specification), it still provides advantages in the timeliness dimension. Figure 9 illustrates this by showing how the real-time nowcasts are updated on various days of the respective months. The updates are computed at the 1st, 7th, 15th, 21st and the last day of each month. Importantly, when calculating the real-time estimates for the 1st and 7th day of each month, CPI data for the previous month were not employed as they were not published yet. In contrast, monthly CPI data for the previous month are utilized for the real-time nowcasts at the 15th, the 21st and the last day of the month. For three of the eight months shown, there are visible benefits from updating the nowcasts. The nowcasts gradually close in on the actual inflation outcome for March and June 2011, together with December 2012. For June 2012, the various nowcasts are very close to one another, but again the nowcast that is updated last is the most accurate. Contrasting evidence can be found as well (see eg March 2012). And updating the nowcasts with actual inflation outcomes from the previous month does not always improve them. For example, when updated with the previous month's reported inflation, the nowcasts for September 2011 are further away than the previous updates.
The timeliness advantage of the nowcasted series is quite clear for most months. In September and December 2011 and March 2012, the day-1 and day-7 updates for the month are already close to the actual (final) outcome for that month. The mixed-frequency model thus strikes a balance between the accuracy-timeliness tradeoff. Overall, the results indicate that the mixed-frequency indicator serves as a valuable aid for nowcasting and short-term forecasting of Chinese CPI inflation.
Conclusions and policy implications
The paper demonstrates the potential mixed-frequency modeling approaches offer to nowcasters of Chinese inflation. While the model constructed here to pin down inflation dynamics in real time is atheoretical, the variables that are important in driving inflation could well provide insights in formulating policies geared to maintaining price stability. 22 Some variables identified as important drivers of inflation are related to the formulation of the monetary policy stance.
Overall, commodity prices, including those of food, appear as important variables in our model for explaining the dynamics of consumer price inflation. This is in line with the observation by the People's Bank of China, suggesting that fluctuations in grain price has been the driving force behind changes in CPI inflation (People's Bank of China 2007, p. 78), and that climbing or persistently high food prices will "shove up the cost of living, feed inflationary expectations, and may cause cost-pushing inflation." Commodity prices could also be driven by strong aggregate demand, in which case they could signal economic overheating and call for a tighter monetary policy stance. The Bank for International Settlements (2011) points out that commodity prices may be driven by global monetary conditions and therefore be endogenous to central bank policy decisions.
We find that broad money (M2) as a monthly variable in the smoothed inflation indicator is not statistically significant. This is in line with inflation models of the New-Keynesian type, where the role of money is limited. The insignificance of the money stock could simply mean that the People's Bank of China has taken the information provided by monetary developments into account when formulating policy so that there is no excess or deficit of liquidity contributing to inflation. 23 Indeed, the People's Bank of China has stated that an appropriate rate of money growth should promote "economic growth positively and contribute to preventing both inflation and deflation" (see People's Bank of China 2005). 24 And while the money stock itself is not statistically significant, two other monetary variables-the 1-month repo rate and required reserve ratio-are highly significant both when the baseline inflation indicator and the one constructed using only daily and weekly data are estimated.
Economic developments in emerging market economies undoubtedly involve a high degree of uncertainty. This complicates both policymaking and the construction of suitable nowcasting and leading indicators of economic activity. Against this background, our findings here provide insights into the usefulness of small-scale mixed-frequency models in the nowcasting of China's headline inflation. Taken together, the results suggest such a mixed-frequency indicator model is a promising, relatively low-cost thermometer for gauging Chinese CPI inflation.
The notion that CPI inflation could be flagged in real time, possibly with some lead time, and that this could be used to calibrate monetary policy is very appealing. Recent dynamic factor model studies have shown that macroeconomic variables can be more accurately nowcasted and forecasted by combining disaggregate variables. In real time, a continuous inflow of information occurs as new data are released non-synchronously. The modeling framework employed above allows updating estimates and nowcasting of a given macroeconomic variable in a timely manner. A core advantage of this mixed-frequency modeling approach is that it is straightforward to implement. Hence, for those seeking to paint a picture of CPI inflation in real time, the methodology would appear to hold considerable promise.
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Appendix
See Appendix Tables 7 and 8. The third column gives estimates for the ARIMA(0,1,2) × (1,0,1) 12 model. The fourth column has estimates for the random walk model [ARIMA(0,1,0)] Harvey et al. (1997) , the p values are calculated on the basis of Student's t distribution with degrees of freedom equal to n−1, where n represents the number of months of the forecast horizon
