Abstract In this paper, two new efficient detection algorithms, Type 1 (T1) with better complexity-performance tradeoff and Type 2 (T2) with lower complexity, are derived from one generalized framework for multiple-input multipleoutput (MIMO) communication systems. The proposed generalized detection framework constructed by parallel interference cancellation (PIC), group, and iteration techniques provides three parameters and three sub-algorithms to generate two efficient detection algorithms and conventional BLAST-ordered decision feedback (BODF), grouped, iterative, and B-Chase detection algorithms. Since the group interference suppression (GIS) technique is applied to the proposed detection algorithms, the complexities of the preprocessing (PP) and tree search (TS) can be reduced. In (8,8) system with uncoded 16-QAM inputs, one example of the T1 algorithm can save complexity by 21.2% at the penalty of 0.6 dB loss compared with the B-Chase detector. The T2 algorithm not only reduces complexity by 21.9% but also outperforms the BODF algorithm by 3.1 dB.
Introduction
Multiple-input multiple-output (MIMO) technology can significantly improve data transmission rate in bandwidthlimited wireless communications without increasing the transmission power. Much research [1, 2] has shown that the channel capacity increases while the number of antennas is raised. Because of the above advantage, the MIMO technique has been considered in modern highspeed wireless communication standard including wireless LAN [3] and mobile wireless MAN. The Bell Laboratories layered space-time (BLAST) wireless communication system [1] uses multi-element antenna arrays at both the transmitter and receiver to achieve high spectral efficiency. This technology is referred to as the diagonal BLAST (D-BLAST). The D-BLAST theoretically approaches the Shannon capacity for multiple transmitters and receivers, but the D-BLAST is complex and impractical in hardware design. The vertical BLAST (V-BLAST) system [4, 5] is a simplified architecture of the D-BLAST, where the BLASTordered decision feedback (BODF) detection algorithm named in [6] (also called successive interference cancellation (SIC) detection algorithm named in [7] ) is applied. Although the BODF algorithm [8, 9] has low computational complexity, the bit-error rate (BER) performance is not satisfactory. In terms of BER performance in the MIMO detection system, the maximum likelihood (ML) detection scheme is an optimum solution to the receiver. However, it is manifest that the detection complexity significantly raises as the number of antennas and the constellation size increase. Thus, the ML scheme is not suitable for high-speed hardware implementation. The sphere decoding (SD) scheme [10, 11] searching for the closest lattice point inside the bounded radius of sphere achieves the same ML detection performance with efficient computational complexity. An efficient SD algorithm [12] improved the computational complexity by the projection scheme with sacrificing BER performance. However, the complexity of the SD algorithm is unstable owing to the variation of the iteration number which is sensitive to the signal-to-noise ratio (SNR). Especially, while the SD algorithm requires larger iteration number, the higher computational complexity at low SNR environment is incurred. Thus, the variable throughput of the SD algorithm affects the system performance.
Currently, there have been many studies [6, [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] on developing detection algorithms in both complexity and performance between the ML and BODF detection algorithms. The research work [13, 14] divides symbols into two groups. After group partition, the first-group symbols are detected by the ML detection and the secondgroup symbols are detected by a suboptimal algorithm after cancelling the interference from the first-group symbols. Although the previously published schemes [13, 14] using the ML and suboptimal detection algorithms can achieve better performance, the high computational complexity is incurred. The B-Chase detection algorithm [6] that lists more candidates for the parallel detection shows good performance and complexity trade-off for different demands. However, while increasing the number of antennas, the preprocessing (PP) complexity of the B-Chase algorithm largely increases because a full size channel matrix is processed without matrix decomposition. On the other hand, under the limited complexity, the B-Chase algorithm, in most cases, cannot choose better candidates from adjacent points for detection. Due to above reasons, we are motivated to propose two efficient detection algorithms with the group interference suppression (GIS) technique via one generalized detection framework constructed by the parallel interference cancellation (PIC), group, and iteration schemes. Compared with the B-Chase algorithm, the proposed Type 1 (T1) algorithm features the low computational complexity and satisfactory performance for large number of antennas. The proposed Type 2 (T2) algorithm shows lower complexity compared with the BODF and T1 algorithms.
This paper is organized as follows. Brief review of the MIMO detection algorithms is described in Section 2. In Section 3, one generalized detection framework has been presented. In the same section, how to generate existing detection algorithms through this framework will be discussed. In Section 4, we propose two new efficient detection algorithms via the generalized framework. The parallel characteristic comparison, complexity analysis and performance simulation results are presented in Section 5. Finally, the conclusions are remarked in the last section. Several acronyms used in this paper are listed in Appendix.
Brief Review of the MIMO Detection Algorithms
An (N,M) MIMO system with N transmit antennas and M receive antennas is considered in this paper. The discrete-time received signal r can be written as
where s denotes the N×1 vector of the simultaneous transmitted symbols that select from constellation C, and |C| denotes the constellation size. H is the M×N channel matrix, and n is the M×1 complex noise vector. In this paper, the elements in H are assumed to be independent identically distributed (IID) complex Gaussian random variable with zero mean, where the dimension is under M≥N. It is assumed that the receiver knows channel matrix H perfectly and is known that the ML detector is an optimum solution to the receiver. The ML scheme detects all sub-stream symbols jointly by choosing the symbol vector that maximizes likelihood function. The above treatment is equivalent to the minimum Euclidean distance (MED) function in (2).
where jjxjj denotes 2-norm of the vector x and s i denotes the i-th candidate choosing from all possible combinations of symbols. Note that the number of all combinations is |C| N . Nevertheless, the ML scheme with high computationcomplexity blocks the VLSI implementation. Many lowcomplexity detection algorithms [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] have been widely studied. Herein, we briefly review the complexity-oriented algorithms as follows.
Grouped Detection (GD)
The grouped detection algorithm [14] applies the ordering, GIS [15] , ML algorithm to the first group symbols, interference canceling (IC), and BODF algorithm to the second group symbols. The GIS not only plays the role of dividing symbols into two groups but also suppresses the performance influence of the low SNR signals. After ordering symbols, the ML detection algorithm is employed to detect higher SNR signals for the first group. Because of the property of the ML algorithm, we can detect symbols at the early stage and guarantee the performance without error propagation. The remaining symbols of the second group disturbed by high noise power are detected by a suboptimal algorithm such as the BODF detection algorithm [4, 5, 8, 9] . A multi-group detection algorithm [16] has been proposed to enhance the BER performance by increasing diversity for each group; however, the computational complexity increases due to multiple-GIS computations.
Iterative Detection (ID)
Since the traditional BODF algorithm propagates errors to next detected symbol through the operation of interference cancellation if the previous detected symbols are in errors, the overall system performance is confined. In order to decrease the error propagation, the iterative detection algorithm [17, 18] was proposed to enhance diversity for all symbols. The iterative detection algorithm detects symbols repeatedly in a specific sequence such that lowdiversity symbols can be redetected to obtain the high diversity gain.
Chase Detection
The Chase detection framework [6, 19] determines four parameters: which symbol detected first, list length, filter type, and sub-detector algorithm for the MIMO detection. Many detection algorithms including ML, BODF, parallel [20] , B-Chase and S-Chase can be derived from the Chase detection framework by adjusting above four parameters. The B-Chase detection based on the BODF algorithm provides a tradeoff between the complexity and performance by choosing the list length. When the list length equals the constellation size, the performance of the B-Chase detection is close to that of the ML detection.
GPIC Detection
The generalized parallel interference cancellation (GPIC) detection algorithm uses two parallel interference cancellation (PIC) techniques; one is the same as that of the B-Chase detection algorithm and another is referred to as a redetection scheme. For the first PIC technique, the GPIC extends the number of first detected symbols compared with the B-Chase detection. In this case, the number of list lengths is the same as the number of all possible combinations of the first detected symbols. For the second PIC technique, the GPIC detection applies the redetection scheme to detect residual symbols again, where the redetection scheme uses linear detection (LD) algorithm for lower computational complexity.
Generalized MIMO Detection Framework
In terms of the BER performance between GD and ID algorithms, we simulate the comparison results as shown in Fig. 1 . The GD(K) denotes the GD algorithm with K symbols of the first group, and the ID(I max ) denotes the ID algorithm with maximum iteration I max . Specifically, ID (1) means that the BODF algorithm [4, 5, 8, 9] is performed two times, where the second time is operated recursively. In Fig. 1 , the GD(2) algorithm outperforms the ID (1) algorithm at high SNR environment, where SNR is defined as the signal power over the noise power. At low SNR environment, the GD(2) algorithm has weaker performance than the ID(1) does. On the other hand, according to the previous work mentioned in Section 2, the PIC technique of the GPIC algorithm is used to look for better solution to enhance BER performance. In order to take advantages of three algorithms and attain the low complexity with satisfactory performance, the proposed generalized framework adopts PIC, group, and iteration techniques. In this framework, the symbols are partitioned into two groups: Group-I and Group-II. To easily understand the framework, three parameters and three sub-algorithms are defined first as follows.
◆ K: Number of symbols in Group-I whose range is 1≤K<N. ◆ ': List length whose value is 1≤'≤|C| K . ◆ I max : Maximum number of iterations whose number is I max ≥0. ◆ sa 1 , sa 2 , and sa 3 : Sub-detection algorithms used in the generalized framework.
The proposed generalized framework as shown in Fig. 2 consists of six steps. Each step is illustrated in the following.
Step 1: Order and partition all symbols into two groups.
Group-I has K symbols s n 1 ; s n 2 ; Á Á Á ; s n K f g , and the other (N-K) symbols s n Kþ1 ; s n Kþ2 ; Á Á Á ; s n N È É belong to Group-II.
Step 2: Determine a list of partial candidates s Step 3: Cancel the interference of K symbols for each s Step 4: Cancel the interference of (N-K) symbols for each s II i from r to derive r 00 i , and redetect the K symbols s I i ¼ s i;n 1 s i;n 2 Á Á Á s i;n K Â Ã T by sa 3 .
Step 5: Determine whether the iterative operation is activated. Once the iteration is triggered, the framework will update the parameter values and go back to Step 3. When there is no iteration, we combine s I i and s II i into the i-th candidate e s n i .
Step 6: Choose the best hard decision e s among the candidates e s n 1 ;e s n 2 ; Á Á Á ;e s n ' f g by the MED criterion in (2) , and then reorder e s into s.
We treat Steps 3∼5 as an iterative decision feedback (IDF) block that detects two group symbols, repeatedly. Since more candidates are generated in Step 2, IDFs can be operated in parallel. The trigger condition in Step 5 depends on different detection algorithms. For example, in the case of ID algorithm, if s 0 i;n 1 is not equal to s i;n 1 and iteration number does not reach to I max , the iteration will be triggered. In this framework, PIC and iteration can be disabled (i.e., '=1 and I max =0, respectively) to generate more different detection algorithms. As shown in Table 1 , while (K, ', I max )=(1≤K<N, 1, 0) and (sa 1 , sa 2 , sa 3 )= (BODF, BODF, Identity), the framework can generate the BODF algorithm in [4, 5, 8, 9] , where identity means that we bypass the operations at this stage and feed the symbols directly to the next step. When identity is used in Step 4, we assign s i;n 1 ; s i;n 2 ; Á Á Á ;
Since sa 1 and sa 2 apply the same BODF algorithm, the number of symbols, K, of the Group-I can vary from 1 to N-1. While (K, ', I max )=(1<K<N, 1, 0) and (sa 1 , sa 2 , sa 3 )=(ML(ZF-GIS), BODF, Identity), the framework can reduce to the GD algorithm in [14] . While (K, ', I max )=(N-1, 1, I max ≥1) and (sa 1 , sa 2 , sa 3 )=(BODF, BODF, BODF), the framework can generate the ID algorithm in [18] . While (K, ', I max )= (1≤K<N, 1≤'<|C| K , 0) and (sa 1 , sa 2 , sa 3 )=(LD, BODF, Identity), the framework can reduce to the list algorithm in [21] . While (K, ', I max )=(1, 1≤'<|C|, 0) and (sa 1 , sa 2 , sa 3 )= (LD, BODF, Identity), the framework can generate the BChase algorithm in [6] . While (K, ', I max )=(1≤K<N , |C| K , 0) and (sa 1 , sa 2 , sa 3 )=(ML, LD, Identity), the framework can reduce to the GPIC(K,0) algorithm in [7] . Hence, this framework can cover many conventional detection algorithms. Furthermore, two new efficient detection algorithms listed in the last two rows of Table 1 will be illustrated in next section.
Efficient Detection Algorithms
In this section, we explore the above framework by configuring three parameters including K, ', I max and three sub-algorithms including sa 1 , sa 2 , sa 3 and then propose two new efficient detection algorithms. From previous literature [6, 7, 20, 21] , the BER performance can be improved by increasing the number of candidates of Group-I. However, the computational complexities of the Parallel algorithm [20] and GPIC algorithm [7] become heavy because all possible combinations of Group-I have to be evaluated. On the other hand, under the limited computational complexity, Step 1 Step 2 Step 6 Step 5 Step 4
Step 3 the B-Chase algorithm [6] and list algorithm [21] probably cannot choose better candidates from adjacent points in most cases. In order to trade off the complexity and performance, we apply the GIS technique one time to the parallel detection such that candidates with smaller Euclidean distance (ED) can be obtained. According to this scheme, the proposed T1 and T2 algorithms can obtain better candidates of Group-I with higher probability for detection. The detailed manipulations of the T1 and T2 algorithms are described in the following.
Type 1 (T1) Detection Algorithm
In the proposed T1 detection algorithm [22] , the B-Chase sub-algorithm is used as sa 1 in Step 2, where the BER performance of the B-Chase algorithm is close to that of the ML algorithm. Waters et al. [6] have shown that the computational complexity of the B-Chase algorithm is much lower than that of the ML algorithm. The sa 2 and sa 3 detect the Group-II and Group-I symbols in (M,N-K) and (M,K) MIMO sub-systems, respectively. When the number of outputs is larger than that of inputs of the above sub-systems, the probability of getting well-conditioned channel matrixes is higher; thus, we can obtain BER results closer to ML with higher probability. The sorted QR decision feedback (SQRDF) algorithm [24] that decides the detected order in the QR decomposition has lower complexity than the BODF algorithm that decides the detected symbol after detecting a symbol each time. Considering low computational complexity, the SQRDF algorithm [24] is regarded as sa 2 and sa 3 in the proposed T1 detection algorithm. Next, a wide range of parameters K, ', and I max is used to trade off the complexity and performance. The detailed implementation of design steps of the T1 detection algorithm is summarized in Figs. 3, 4 , and 5. Each corresponding design step is described in the following.
Step 1: At the first step, we select K symbols with higher SNR to detect first by near-optimal algorithm such that error propagation can be alleviated. The columns of channel matrix sorted by 2-norm are expressed as
where h :;i is the i-th column of H. According to the value of each p i , we can sort the values to p n 1 ! p n 2 ! . . . ! p n N , where {n 1 , n 2 , …, n N } denotes the detection order index. After permuting all symbols s, channel matrix H, and identity matrix I N , we can recast the system function as follows
T , and P ¼ e n 1 e n 2 Á Á Á e n N ½ in which e i denotes a column vector with zero value for (N-1) elements and the value of one for one element at the i-th order. According to the values of K, e s can be separated into two group symbols
and e H can be divided into two sub-channels H′ and H″, where
Step 2: In order to obtain better candidates of Group-I with higher probability, the GIS technique is applied to the system function in (4) and then a lower dimensional sub-system is obtained. We can determine the candidates of Group-I from the sub-system by smaller ED. On the other hand, we modify the original ZF-GIS computation [15] to lower the complexity in Fig. 4 . Without loss of the generality, the ordered channel matrix e H can be written as 
In the modified ZF-GIS, we employ the matrix H b to obtain a left null matrix Z of H″, where H b is an (N-K)× (N-K) square matrix on the bottom of H″and Z is an (M -N+K)×M matrix. H b and Z can be respectively expressed as 
and
. . . 
We define
, and x i can be calculated via the following matrix computation:
where h 00 i;: denotes the i-th row of H″. In this way, we can retrieve the left null matrix Z and then apply the GramSchmidt orthogonalization [25] to Z to obtain a roworthogonal matrix L. The original ZF-GIS [14, 15] n o with ' least-ED candidates in this sub-system. Steps 3, 4, and 5: For convenience of illustration, the operations in Steps 3, 4 and 5 are jointly described together. We just describe the operation of the i-th iterative decision feedback (IDF). In Steps 3 and 4 of the proposed work, we apply the SQRDF algorithm as sa 2 and sa 3 to detect two sub-systems in (10) and (11):
The SQRDF algorithm can be divided into two parts: sorted QR decomposition (SQRD) and decision feedback (DF) whose pseudo code is listed in Fig. 5 . Both parts adopt the algorithm in [19] . After the SQRD operation on H″, we can derive H 00 P 00 ¼ Q 00 R 00 , where Q″, R″, P 00 denote the unitary matrix, upper triangular matrix with positive and real diagonal elements, and permutation matrix, respectively. Next, we can obtain the vector d″ which contains the reciprocal of the diagonal elements of R″. After multiplying Q 00 » on both sides of (10), the system function can be changed to
where
obtained by the DF operation as shown in Fig. 5 , where the elements of s II i can be expressed as
where quan(x) denotes the quantization function that quantizes the value x to the nearest constellation point. The symbols s II i can be obtained by reordering s II i . Similarly, in
Step 4, we can obtain following equations:
The maximum iteration number I max affects the computational complexity and performance. The initial iteration number I is set to zero. (11) , and the operations in (14) and (15) can be skipped.
Step 6: At the last step, we choose the final hard decision e s according to the MED criterion among the candidates e s n 1 ;e s n 2 ; Á Á Á ;e s n ' f g . The ED of the i-th candidate is obtained by " i ¼ jjr À e He s i jj 2 . According to the permutation matrix Π in Step 1, we rank the detected symbols e s to obtain the final symbols s. There are three schemes to lower the computational complexity for T1 algorithm. First, the GIS technique is employed one time to reduce the tree search (TS) complexity by choosing fewer candidates under satisfactory BER performance. On the other hand, we can reduce PP complexity since the lower dimensional sub-matrix is processed. Second, we reduce PP complexity by reusing tentative computations.
◆ Observing (12) and (14) Third, we reduce TS complexity by avoiding unnecessary computations.
◆ When the input symbols are the same as that of the previous iteration, the calculations in the following iterations can be skipped. That means we do not need to reach the maximum iteration number I max in each IDF. ◆ The pruning and threshold-tightening strategy given in [6] is used to generate a threshold E min which records the MED value of other previous candidates. When the ED is greater than E min during the computation, the process can be terminated.
Using the above three schemes, the computational complexity can be alleviated and the block diagram of the proposed T1 algorithm is shown in Fig. 6. 
Type 2 (T2) Detection Algorithm
Recently, a grouped detection algorithm with scalable property [23] has been proposed to lower the computational complexity by using 2x2 V-BLAST with ML (V-ML) scheme and herein, we called this scheme as scalable GD (S-GD) algorithm. Although the S-GD algorithm can result in lower complexity, while the number of antennas increases, the larger degradation of the BER performance is incurred because the system applies the GIS technique multiple times. On the other hand, although the T1 algorithm possesses a better trade-off in items of complexity and performance, the reduction of complexity is still confined. Thus, the T2 algorithm is proposed to achieve the lower computational complexity via the proposed framework. In the proposed T2 algorithm, the parameters of {K, ', I max } are set to {2, 1, 0} and 2x2 V-ML scheme [23] is adopted as the sa 1 in Step 2. Other two sub-algorithms and the processing steps of the T2 algorithm are the same as that of the T1 algorithm. In this manner, the complexity of PP and TS can be further alleviated. Owing to the above parameter and sub-algorithm setting, the T2 algorithm can achieve much lower complexity than that of the T1 algorithm at penalty of the loss of the BER performance. Compared with the S-GD and BODF algorithms, the T2 algorithm can result in better BER performance with lower complexity. In the following section, the complexity analysis of the T1 and T2 algorithms will be discussed in detail.
Discussion and Simulation Results
This section demonstrates the complexity and performance of the T1 and T2 detection algorithms and shows the comparison results with the existing detection schemes including the BODF, S-GD, B-Chase and GPIC(K,0) detection algorithms. We use the T1(K, ', I max ) to denote the T1 algorithm with K symbols distributed to Group-I, list length ' and maximum iteration I max . Moreover, the BChase(') denotes the ZF B-Chase algorithm with list length ', and the GPIC(K,E) denotes the GPIC algorithm with K symbols in Group-I and E error symbols in Group-II.
Parallel Characteristic Comparison
In Table 2 , the parallel characteristic comparison in qualitative way among the existing parallel MIMO detection algorithms is presented. Since the T2, BODF and S-GD algorithms do not belong to the parallel detection algorithm, we do not include the above three algorithms in Table 2 . The T1 algorithm has a wide range of the number of parallel symbols like GPIC algorithm in [7] and the list algorithm in [21] , where the number of parallel symbols denotes the number of symbols in Group-I. In Table 2 , the maximum signal power is obtained by computing 2-norms of all columns of channel matrix and the minimum SNR or selection algorithm 1 and 2 in [6] are obtained by calculating the QR decomposition or pseudo inverse of channel matrix. It is known that the former leads to less computational complexity. Since the T1 algorithm chooses the parallel symbols with maximum signal power in (3) and other parallel algorithms either use the symbols with minimum SNR or selection algorithm 1 and 2 in [6] , the PP complexity of the T1 algorithm can be significantly saved. The T1 algorithm parallelizes the computation by choosing candidates with smaller ED. Other parallel detection algorithms cannot apply this scheme because the ED cannot be retrieved without total symbols. Due to the new feature of choosing candidates with smaller ED, the T1 algorithm is capable of choosing better or fewer candidates than other parallel detection algorithms [6, 7, 20, 21] under the limited complexity. On the other hand, because of fewer candidates, the T1 algorithm reduces the computational complexity of detecting residual symbols and ED. For example, the searching tree diagrams of the B-Chase(4) and T1(2,2,0) in four transmitters with QPSK inputs are depicted in Fig. 7 , where the solid line represents the path that has been searched. Note that the detection order of B-Chase(4) and T1(2,2,0) can be different. From Fig. 7 , the T1(2,2,0) has fewer solid-line paths than B-Chase(4) because the T1(2,2,0) only chooses two candidates from the first two symbols.
Numerical Complexity Comparison
In Table 3 , the number of complex multiplications, complex divisions and square roots required by the T1 algorithm are listed. The T1 algorithm includes the following functions:
the order and partition symbols (OPS), GIS, B-Chase used in sub-system, precomputation1 (PC1), precomputation2 (PC2) and the combination of DF and MED (DF&MED) of the design steps. The complexity expression of PP and/or TS of each function is tabulated in Table 3 . PC1(1) and PC1 (2) correspond to the operations of lines 5-6 and 7 of Fig. 3 , respectively. Similarly, PC2(1) and PC2(2) represent the operations of lines 8-9 and 10 of Fig. 3 , respectively. Although division and square root computations are more complicated than multiplication, the number of divisions and square roots is much less than the number of multiplications in T1 and others algorithms. Moreover, since the multiplication dominates the computational complexity in the system, the complexity is measured by the sum of complex multiplications, divisions and square roots rather than additions in the worst case. Note that the Figure 7 Searching tree diagrams of the B-Chase(4) and proposed T1(2,2,0) in four transmitters with QPSK inputs. 
OPS
Step 1
Step
Step 4 multiplication of a number and a constellation point can be implemented by scaled integers [26] such that the multiplication can be realized by shift and addition. For simplicity, we assume that the number of transmitters is an even integer and K=N/2 in the T1 algorithm. The comparisons of PP and TS computational complexity of the T1, T2, BChase, and GPIC(1,0) algorithms are tabulated in Table 4 . When M=N, the complexity order of PP of the T1, T2, B-Chase and GPIC algorithms are
3 ) and O(4N 3 ), respectively. That means the T1 and T2 algorithms have lower PP complexity than other detection algorithms.
Herein, we do not formulate the complexity of the GD and ID algorithms since both algorithms require more computational complexity than the B-Chase detection, where the complexity of the GD algorithm is exponential growth by the number of Group-I symbols and the complexity of the ID algorithm almost doubles that of the BODF algorithm mentioned in [18] . The SD detector shows larger computational complexity as addressed in [6] , for example, at BER=10 −3 , the SD and B-Chase algorithms respectively own the complexity of 57 RM/b and 18 RM/b, where RM/b represents the required number of real multiplications per detected bit. Thus, we consider the B-Chase detection algorithm for complexity comparison instead of the GD, ID, and SD algorithms. Furthermore, concerning the influence of changes of the channel matrix every T symbol period, the complex multipliers per bit (CMPB) is defined as follows.
The total complexity of T1, T2, S-GD, B-Chase, and GPIC(1,0) algorithms are calculated by (16) in the following two subsections.
Simulation Results
The simulation environment is assumed Rayleigh fading channel and no correlation between sub-channels. The SNR is defined as the signal power over the noise power in the receiver, where the noise is white Gaussian random variable with zero mean. The performance measurement targets at the SNR with BER=10
−3 . Figure 8 shows the performance of the T1 algorithm with different K and ' in (8, 8) system with 16-QAM inputs. We can find that the performance with larger K is better than that with smaller K under the same '. In this case, the complexity of the T1 algorithm with K=6 approximately doubles with K=2 under the same ' with T=1, where T denotes the symbol period for the changes of the channel matrix, and the range of performance of the T1 algorithm with K=6 is narrow. In order to trade off the complexity and performance, choosing K in the range from 2 to N/2 is preferred. Figure 9 shows the performance of the T1 algorithm with different I max and ' in (8, 8) system with QPSK inputs. The performance of the T1 algorithm can be improved by increasing I max under the same '. For example, T1(4,4,1) outperforms T1(4,4,0) by 1 dB and T1(4,4,3) outperforms T1(4,4,1) by 0.3 dB. Therefore, if the complexity constraint is not critical, the I max could be further enlarged. On the other hand, if the low complexity is demanded, the I max could be zero for the satisfactory BER performance. We set K=N/2 and I max =1 in the T1 algorithm to compare with the existing detection algorithms. Considering TS complexity reduced by avoiding unnecessary computation scheme, we show the average complexity results by skipping unnecessary iteration and pruning and threshold-tightening strategies [6] in Tables 5   and 6 , respectively. On average, for SNR=20 dB, the iteration reduction by T1 (4, 4, 3) can be up to 48.6%. Figures 10, 11, 12 and 13 show the performance in (4,4) and (8, 8) (4, 4) system, and just increases complexity by 10.3% and 6.4% when T=8. The better performance can be obtained with longer list length. For example, T1(2,16,1) outperforms T1(2,1,1) by 5 dB with 16-QAM inputs. In summary, the computational complexity and BER performance of the T1 algorithm depends on these parameters given above. The smaller K, ', I max , and simplified sub-algorithm achieve lower complexity. Otherwise, the higher K, ', I max , and better sub-algorithm attain better performance. Observing the BER performance simulations, it can be summarized that '=2 in QPSK modulation and '=4 in 16-QAM modulation are reasonable setting with K=N/2 for the T1 algorithm. On the other hand, in (8, 8) system, compared with the S-GD algorithm, the T2 algorithm not only results in the complexity reduction of 26.6% and 23.1% when T=8 but also outperforms 2.9 dB and 3.2 dB with respect to QPSK and 16-QAM inputs. In (8, 8) system with 16-QAM inputs, Table 6 Average complexity result of the proposed T1 algorithm by pruning and threshold-tightening strategy [6] the T2 algorithm outperforms the BODF algorithm by 3.1 dB and reduces complexity by 21.9% when T=8.
Complexity and Performance Tradeoff
The complexity-performance trade off of the T1, T2, S-GD, B-Chase, and GPIC(1,0) algorithms is shown in Figs. 14 and 15, where the performance is measured by the SNR with BER=10 −3 and the complexity is measured with T=8.
In (8, 8) system, T1(4,1,1) with QPSK and 16-QAM inputs gains 10 dB and 9.9 dB, respectively, compared with the BODF algorithm (B-Chase(1)) and leads to the complexity reduction by 8.5% and −18.5%, respectively. T1(4,16,1), T1(4,4,1), and T1(4,2,1) reduce complexity by 10.5%, 21.2%, and 26.6% while falling 0.5 dB, 0.6 dB, and 1 dB short of the B-Chase(16) algorithm with 16-QAM inputs, respectively. In other configurations with M = N, the comparison of complexity and performance has behavior similar to that of the above analysis trend. Figure 16 shows the comparison results of the complexity ratio between some pairs of the T1, T2, S-GD, B-Chase, and GPIC(1,0) algorithms versus T. T1(4,4,1) falls 0.6 dB compared with B-Chase(16) while reducing complexity by at least 7% for T<8192. T1(4,1,1) outperforms B-Chase(12) by 0.1 dB and results in the complexity reduction by at least 11.5% for T<32. T1(4,16,1) not only outperforms GPIC(1,0) by 4.1 dB but also reduces complexity by at least 50% for T> 4. T1(4,16,1) falls 0.5 dB short of the B-Chase(16) while reducing complexity by 26.4% when T=1. However, the CMPB ratio is larger than one but less than 1.2 when T>32. Considering the comparison between the T2 and T1(4,1,1) algorithms, T2 reduces complexity by at least 43.6% for T< 8192. The T2 outperforms S-GD by 3.2 dB with the complexity reduction by at least 8.5% for T<8192. Therefore, from the complexity and performance analysis, the T1 algorithm attains better complexity-performance tradeoff at the slight penalty of BER performance degradation compared with the B-Chase and GPIC(1,0) detection algorithms. Also, compared with the S-GD, BODF and T1 algorithms, the T2 algorithm can attain lower computational complexity. From above simulation results, the T1 and T2 algorithms are efficient in terms of complexity-performance tradeoff.
Conclusions
In this paper, the proposed generalized framework is capable of generating six conventional and two new efficient MIMO detection algorithms. Due to the GIS technique, the T1 algorithm can choose better or fewer candidates with higher probability than other parallel detection algorithms under the limited complexity. On the other hand, the PP complexity of the T1 and T2 algorithms can be reduced since the lower dimensional sub-matrix is processed after applying the GIS technique. The T1 detection algorithm attains better complexity-performance tradeoff than the B-Chase detection algorithm with slightly sacrificing BER performance. For example, in (8, 8) system with 16-QAM inputs, at high performance end, T1(4,4,1) and T1(4,2,1) can reduce multiplication complexity by 21.2% and 26.6% at the penalty of 0.6 dB and 1 dB loss compared with the B-Chase(16) detection, respectively. Furthermore, the proposed T2 algorithm can attain lower complexity compared with the T1, S-GD, BODF, BChase algorithms. For example, in (8, 8) system with 16-QAM inputs, the T2 algorithm not only reduces complexity by 21.9% but also outperforms 3.1 dB compared with the BODF detection algorithm. 
Pro. T2 Figure 14 Complexity-performance tradeoff of the proposed T1, proposed T2, S-GD, B-Chase and GPIC(1,0) algorithms with QPSK inputs and T=8. . T1(4,1,1)/B-Chase(12)  Pro. T1(4,16,1)/GPIC(1,0)  Pro. T1(4,4,1)/GPIC(1,0) Pro. T2/ Pro. T1(4,1,1) Pro. T2/S-GD Figure 16 Complexity ratio of the proposed T1, proposed T2, S-GD, B-Chase, and GPIC(1,0) algorithms in (8, 8) MIMO system with 16-QAM inputs.
