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Abstract
Graphs that are critical (minimal excluded minors) for embeddability in surfaces are studied. In Part I, it
was shown that graphs that are critical for embeddings into surfaces of Euler genus k or for embeddings into
nonorientable surface of genus k are built from 3-connected components, called hoppers and cascades. In
Part II, all cascades for Euler genus 2 are classified. As a consequence, the complete list of obstructions of
connectivity 2 for embedding graphs into the Klein bottle is obtained.
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1. Introduction
We refer to Part I [5] for the introduction and the motivation for the results of this paper. In [5] it was
shown that the 3-connected components of graphs that are critical for embeddings in surfaces of bounded
Euler genus include the class of graphs that are termed as cascades. In Part II, we classify all cascades for
Euler genus 2, thus in particular obtaining all graphs of connectivity 2 that are critical for embeddings into
the Klein bottle. The proofs become seriously complicated, and this explains why there is so little known
about the minimal excluded minors for the Klein bottle.
In order for this paper to be self-contained, we repeat some of the basic definitions from Part I. If S is a
surface, its Euler genus is the integer ĝ(S) = 2 − χ(S), where χ(.) denotes the Euler characteristic. For a
graph G, we denote by ĝ(G) its Euler genus, which is the minimum Euler genus of a surface in which G can
be embedded. A graph G is critical for Euler genus k if ĝ(G) > k and for each edge e ∈ E(G), ĝ(G− e) ≤ k
and ĝ(G/e) ≤ k. Let Ek be the class of critical graphs for Euler genus k and E =
⋃
k≥0 Ek. It is easy to
show that graphs in E that are not 2-connected can be obtained as disjoint unions and 1-sums of graphs in
E (see [8]). In [5], we classified all graphs in E of connectivity 2, that is, those graphs that are 2-connected
but not 3-connected. We proved that each critical graph for Euler genus, whose connectivity is 2, can be
obtained as a 2-sum of graphs that are close to graphs in E or belong to two exceptional classes of graphs,
called cascades and hoppers.
An analogous result for the orientable surface of genus 1 (Euler genus 2) is given in [6]. However, the
methods used in that paper are quite different from those in this one. The main difference is the appearance
of cascades, which we classify in this paper. The proofs use methods from structural graph theory and
involve development of results about extensions of embeddings of subgraphs.
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2. Preliminaries
We shall use standard terminology and notation and we refer to [5] for details. Here we include just the
main notions and notation used throughout the paper.
An embedding of a connected graph G is a pair Π = (pi, λ) where pi = (piv | v ∈ V (G)) is a rotation
system, which assigns each vertex v a cyclic permutation piv of the edges incident with v (called the local
rotation at v), and λ is a signature mapping which assigns each edge e ∈ E(G) a sign λ(e) ∈ {−1, 1}. Given
an embedding Π of G, we say that G is Π-embedded .
Every embedding determines the set F (G,Π) of closed walks (called Π-facial walks or simply Π-faces)
traversing each edge twice that correspond to boundaries of faces of a topological embedding determined
by the embedding. See [4] for more details. The Euler genus ĝ(Π) of an embedding Π is given by Euler’s
formula:
ĝ(Π) = 2− |V (G)|+ |E(G)| − |F (G,Π)|.
The Euler genus ĝ(G) of a graph G is the minimum Euler genus over all embeddings Π of G.
In this paper, we deal mainly with the class of simple graphs. Let G be a simple graph and e ∈ E(G).
Then G − e denotes the graph obtained from G by deleting e and G/e denotes the graph obtained from
G by contracting e (and replacing any resulting multiple edges by single edges). Recall that we use the
set M(G) = E(G) × {−, /} of minor-operations available for G; if µ ∈ M(G) we denote by µG the graph
obtained from G by applying µ. For example, if µ = (e,−) then µG = G− e.
We will need the following well-known result.
Theorem 2.1 (Stahl and Beineke [8]). The Euler genus of a graph is the sum of the Euler genera of its
blocks.
Finally, let us note that the neighbors of a vertex of degree 3 cannot be adjacent in a graph that is
minimally non-embeddable on a surface.
Observation 2.2. Let uvw be a triangle in a graph G. If u has degree 3, then every embedding of G− vw
into a surface can be extended to an embedding of G into the same surface.
3. Graphs with terminals
We study the class Gxy of graphs with two special vertices x and y, called terminals. Most notions that
are used for graphs can be used in the same way for graphs with terminals. However, some notions differ,
and to distinguish between graphs with and without terminals, we use Ĝ to denote the underlying graph of
G without terminals (for G ∈ Gxy). Two graphs, G1 and G2, in Gxy are isomorphic, also denoted G1 ∼= G2,
if there is an isomorphism of the graphs Ĝ1 and Ĝ2 that maps terminals of G1 onto terminals of G2 (and
non-terminals onto non-terminals), possibly exchanging x and y. We define minor-operations on graphs in
Gxy in the way that Gxy is a minor-closed class. When performing edge contractions on G ∈ Gxy, we do not
allow contraction of the edge xy (if xy ∈ E(G)) and when contracting an edge incident with a terminal, the
resulting vertex becomes a terminal.
We use M(G) to denote the set of available minor-operations for G. Since (xy, /) 6∈ M(G) for G ∈ Gxy,
we shall use G/xy to denote the underlying simple graph obtained from G by identification of x and y. In
particular, we do not require the edge xy to be present in G.
A graph parameter is a function that assigns a value to every graph that is constant on each isomorphism
class. Similarly, we call a function Gxy → R a graph parameter if it is constant on each isomorphism class of
Gxy. A graph parameter P is minor-monotone if P(H) ≤ P(G) for each graph G ∈ Gxy and each minor H
of G. The Euler genus is an example of a minor-monotone graph parameter.
For G ∈ Gxy, the graph G+ is the graph obtained from G by adding the edge xy if it is not already
present. We can view the Euler genus of G+ as a graph parameter ĝ+ of G, ĝ+(G) = ĝ(G+). Note that ĝ+ is
minor-monotone and that ĝ+(G)− ĝ(G) ∈ {0, 1, 2}.
Let P be a graph parameter. A graph G is P-critical if P(µG) < P(G) for each µ ∈M(G).
2
Let G◦xy be the subclass of Gxy that consists of graphs that do not contain the edge xy. For graphs
G1, G2 ∈ Gxy such that V (G1) ∩ V (G2) = {x, y}, the graph G = (V (G1) ∪ V (G2), E(G1) ∪ E(G2)) is the
xy-sum of G1 and G2. The graphs G1 and G2 are called parts of G. Let G be the xy-sum of G1, G2 ∈ Gxy.
For a graph parameter P, we say that a minor-operation µ ∈M(G) decreases P by at least k if P(µG) ≤
P(G)−k. The subset ofM(G) that decreases P by at least k is denoted by ∆k(P, G). We write just ∆k(P)
when the graph is clear from the context. Note that a graph G is P-critical precisely whenM(G) = ∆1(P).
4. Cascades
For a graph parameter P, let C(P) denote the class of P-critical graphs in Gxy. Note that G ∈ C(P)
if and only if M(G) = ∆1(P). We call C(P) the critical class for P. Let C◦(P) be the class C(P) ∩ G◦xy.
We refine the class C(P) according to the value of P: Let Ck(P) denote the subclass of C(P) that contains
precisely the graphs G for which P(G) = k+1. Let C◦k(P) be the class Ck(P)∩G◦xy of those P-critical graphs
that do not contain the edge xy.
Let us start this section by describing the relation between the classes C◦(ĝ), C◦(ĝ+), and E (unlabeled
graphs that are critical for the Euler genus). The next result follows from the definitions of E and C◦(ĝ).
Lemma 4.1. For G ∈ G◦xy, Ĝ ∈ E if and only if G ∈ C◦(ĝ).
The next two lemmas from Part I describe the relation between the class C◦(ĝ+) and E .
Lemma 4.2. For G ∈ G◦xy, Ĝ+∈ E if and only if G ∈ C◦(ĝ+), ĝ+(G) > ĝ(G), and ĝ(G/xy) < ĝ+(G).
Recall the definition of the class E∗ of graphs that are subgraph-minimal graphs without embeddings of
Euler genus at most k. More precisely, let E∗k be the class of graphs of minimum degree at least 3 such that
ĝ(G) > k but ĝ(G− e) ≤ k for each edge e ∈ E(G). Further, we let E∗ = ⋃k≥0 E∗k .
Lemma 4.3. Let G ∈ C◦(ĝ+). If ĝ+(G) = ĝ(G), then Ĝ ∈ E. If ĝ+(G) > ĝ(G), then either Ĝ+ ∈ E, or
Ĝ+∈ E∗ and Ĝ/xy ∈ E.
A graph G ∈ G◦xy is called a cascade if G satisfies the following properties:
(C1) M(G) = ∆1(ĝ) ∪∆1(ĝ+) (i.e., each minor operation decreases ĝ or ĝ+).
(C2) G 6∈ C◦(ĝ) (i.e., some minor operation does not decrease ĝ).
(C3) G 6∈ C◦(ĝ+) (i.e., some minor operation does not decrease ĝ+).
Let S be the class of all cascades. We refine the class S according to the Euler genus. Let Sk be the
subclass of S containing those graphs G for which ĝ+(G) = k + 1. It is not hard to see that for G ∈ Sk we
have that ĝ(G) = k.
In this paper, we determine the class S1 which appears as a class of building blocks for obstructions of
connectivity 2 for the Klein bottle.
5. Bridges and cycles
In the rest of the paper, we develop framework which we use to determine the class S1 of cascades of
genus 1.
Let H be a subgraph of G. An H-bridge B is either an edge in E(G) \ E(H) with both ends in H or a
connected component C of G− V (H) together with all edges with at least one end in C. In the former case
we say that the bridge B is trivial . The vertices in V (B) ∩ V (H) are the attachments of B. We also say
that B attaches at v, for v ∈ V (B) ∩ V (H). The graph B◦ = B − V (H) is the interior of B. We will use
the following lemma (see [4, Prop. 6.1.2.]).
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Lemma 5.1. Let G1 ∈ G◦xy be a nontrivial {x, y}-bridge of a graph G. If G+1 is planar, then every embedding
of (G−G◦1)+ into a surface can be extended to an embedding of G into the same surface.
A branch vertex in H is a vertex of degree different from 2. A branch in H is a path P connecting two
branch vertices v1, v2 such that all vertices in V (P )\{v1, v2} have degree 2 in H. An open branch is obtained
from a branch by removing its endvertices.
A subdivision of G is a graph obtained from G by replacing each edge of G by a path of length at least
1. A graph H is homeomorphic to G, H ∼= G, if there is a graph K such that both G and H are isomorphic
to subdivisions of K. A Kuratowski subgraph in G is a subgraph of G homeomorphic to a Kuratowski graph,
K5 or K3,3. A K-graph in G is a subgraph L of G which is homeomorphic to either K4 or K2,3 such that
there is an L-bridge in G that attaches to all four branch vertices of L when L ∼= K4 or attaches to all three
open branches of L when L ∼= K2,3. Such an L-bridge is a principal L-bridge.
Let C be a cycle in a graph G. Two C-bridges B1 and B2 overlap if at least one of the following conditions
holds:
(i) B1 and B2 have three attachments in common;
(ii) C contains distinct vertices v1, v2, v3, v4 that appear in this order on C such that v1 and v3 are attach-
ments of B1 and v2 and v4 are attachments of B2.
In the case (ii), we say that B1 and B2 skew-overlap. The overlap graph O(G,C) of G with respect to C
is the graph whose vertex-set consists of the C-bridges in G, and two C-bridges are adjacent in O(G,C) if
they overlap.
Let C be a cycle in a graph G. For a C-bridge B in G, the B-side of C is the union of all C-bridges at
even distance from B in the overlap graph O(G,C). For a vertex v ∈ V (G) \ V (C), the v-side of C is the
B-side of the C-bridge B containing v. Two vertices u, v ∈ V (G) \V (C) are separated by C if the C-bridges
containing u and v have odd distance in O(G,C). We also say that C is (u, v)-separating .
Let G be a Π-embedded graph with the set F (Π) of Π-faces. The Π-face-distance d∗Π(v1, v2) of v1, v2 ∈
V (G) is the minimum number k such that there exists a sequence u0, f0, u1, . . . , uk, fk, uk+1 such that
u0 = v1, uk+1 = v2, and the face fi ∈ F (Π) is incident with ui and ui+1, for i = 0, . . . , k. The face-distance
d∗G(v1, v2) is the minimum Π-face-distance d
∗
Π(v1, v2) over all planar embeddings Π of G. Note that the
face-distance is 0 if and only if the graph G+ v1v2 is planar.
The following result relating number of separating cycles and the face-distance of two vertices shall be
used.
Lemma 5.2 (Cabello and Mohar [2], Lemma 5.3). Let G be a planar graph and x, y ∈ V (G). Then the
maximum number of disjoint (x, y)-separating cycles in G is d∗G(x, y).
Let C be a cycle in a Π-embedded graph G and S the surface where G is 2-cell embedded by Π. The cycle
C is Π-contractible if C forms a surface-separating curve on S such that one region of S−C is homeomorphic
to an open disk.
Let P1, P2, P3 be internally disjoint paths connecting vertices u and v in G. If the cycles P1 ∪ P2 and
P2 ∪ P3 are Π-contractible, then the cycle P1 ∪ P3 is also Π-contractible (see [4], Proposition 4.3.1). This
property is called 3-path-condition. Let T be a spanning tree of G. A fundamental cycle of T is the unique
cycle in T + e for an edge e ∈ E(G) \ E(T ).
Lemma 5.3. Let G be a Π-embedded graph, L a K-graph in G, and T a spanning tree of L. Then one of
the fundamental cycles of T in L is Π-noncontractible.
Proof. Suppose that all fundamental cycles of T are Π-contractible. Since fundamental cycles of T generate
the cycle space of L, the 3-path-condition gives that each cycle of L is Π-contractible. Thus L separates the
surface into three regions when L ∼= K3,3 and into four regions when L ∼= K4. Since L is a K-graph in G,
there is a principal L-bridge B in G. But the attachments of B does not lie on a single cycle of L and thus
B cannot be embedded into any of the regions — a contradiction.
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Since all cycles are contractible when genus is zero and any two Π-noncontractible cycles on the projective
plane intersect, we have the following result.
Lemma 5.4. Let G be a Π-embedded graph. If G contains two disjoint Π-noncontractible cycles, then
ĝ(Π) ≥ 2.
The next lemma is a simple corollary of Lemmas 5.3 and 5.4.
Lemma 5.5. If G satisfies one of the following conditions, then ĝ(G) ≥ 2.
(i) G contains two disjoint K-graphs.
(ii) G contains a Kuratowski subgraph K and a K-graph L that intersects K in at most one half-open
branch of K.
(iii) G contains a Kuratowski subgraph K and a K-graph L homeomorphic to K2,3 such that K and L
intersect in at most one branch P of K, and the ends of P do not lie on the same branch of L.
Proof. If (i) holds, then the result follows by Lemmas 5.3 and 5.4. Suppose that (ii) holds and that P is the
branch of K with ends u and v such that V (L) ∩ V (K) ⊆ V (P ) \ {v}. The K-graph L′ in G obtained from
K by deleting u is disjoint from L. The result follows by (i).
Assume now that (iii) holds and that P is the branch of K with ends u and v. Let T be a spanning
tree of L such that u and v are its leaves. By Lemma 5.3, there is a fundamental cycle C of T that is
Π-noncontractible. Since u and v do not lie on a single branch of L and they have degree 1 in T , we may
assume that C does not contain u. Thus, K − u contains a K-graph disjoint from C. The result now follows
by Lemmas 5.3 and 5.4.
6. Disjoint K-graphs in cascades
In this section, we show that for every cascade G ∈ S1, the graph G+ contains two disjoint K-graphs.
We need the following property of separating cycles.
Lemma 6.1. Let G be a planar graph, let x, y ∈ V (G) be vertices separated by a cycle C, and let H be
the x-side of C. Then there exists an (x, y)-separating cycle C ′ such that C ′ ⊆ H ∪ C and the C ′-bridges
containing x and y overlap.
Proof. Pick C ′ to be an (x, y)-separating cycle in G such that C ′ ⊆ H ∪C and that the distance in O(G,C ′)
of the C ′-bridge Bx containing x and the C ′-bridge By containing y is minimum. Let H ′ be the x-side of C ′
and note that H ′ ⊆ H.
Since C ′ is (x, y)-separating, Bx and By have odd distance d in O(G,C ′). If d = 1, then Bx and By
overlap. Hence we may assume that d > 1. Let B1, B2, and B3 be the C
′-bridges at distance 1, 2, and 3,
respectively, from Bx on a shortest path from Bx to By in O(G,C
′). Since B2 and Bx do not overlap, the
cycle C ′ can be decomposed into two segments Q1 and Q2 with ends v1 and v2 such that Q1 contains all
attachments of Bx and Q2 contains all attachments of B2. Furthermore, we can assume that v1 and v2 are
attachments of B2. Let P be a path in B2 connecting v1, v2 and let C
′′ be the cycle Q1 ∪ P . Let B be a
C ′-bridge. If B attaches to the interior of Q2, then B is a subgraph of a single C ′′-bridge B0 containing
Q2. Note that this is the case for B1 and B3 since they C
′-overlap with B2. If B does not attach to the
interior of Q2 it has the same attachments on C
′′ as on C ′. Since B1 only attaches to Q1, we obtain that B1
overlaps with B0. It is not hard to see that B1 and the C
′′-bridge containing y have distance at most d− 2
in O(G,C ′′). Since C ′′ ⊆ H ′ ∪ C ′, we conclude that C ′′ ⊆ H ∪ C. This contradicts the choice of C ′.
If G ∈ G◦xy, then a pre-K-graph in G is a subgraph of G homeomorphic to either K4 or K2,3 that is a
K-graph in G+. Separating cycles allow us to construct pre-K-graphs on each side of the cycle.
Lemma 6.2. Let C be an (x, y)-separating cycle in a planar graph G ∈ G◦xy and let Bx and By be overlapping
C-bridges containing x and y, respectively. Then G contains a pre-K-graph in C ∪Bx.
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Proof. Assume first that Bx and By skew-overlap and let u1, v1 be attachments of Bx and u2, v2 be attach-
ments of By such that u1, u2, v1, v2 appear on C in this order. Let P be a path connecting u1 and v1 in Bx.
We see that P ∪ C is a pre-K-graph in G.
Assume now that Bx and By do not skew-overlap. Hence Bx and By have three attachments u1, u2, u3 in
common. Let P1, P2, P3 be internally disjoint paths in Bx with one common end u and with the other ends
being u1, u2, u3, respectively. Let P be a (possibly trivial) path connecting x and P1 ∪ P2 ∪ P3 in Bx − C
and let v be the other end of P . If v = u, then C ∪ P1 ∪ P2 ∪ P3 is a pre-K-graph in G. If v ∈ V (P1) \ {u},
then let C ′ be the segment of C with ends u2 and u3 that contains u1. We have that C ′ ∪ P1 ∪ P2 ∪ P3
is a pre-K-graph in G homeomorphic to K2,3 with branch vertices u and u1. We construct a pre-K-graph
similarly if v ∈ (V (P2) ∪ V (P3)) \ {u}.
We have the following corollary.
Corollary 6.3. Let G be a planar graph in G◦xy. If d∗G(x, y) ≥ 2, then G contains two disjoint pre-K-graphs.
Proof. By Lemma 5.2, there are two disjoint (x, y)-separating cycles C1 and C2 in G. Let C1 and C2 be
such that the x-side of C1 and the y-side of C2 are disjoint. By Lemma 6.1, there is an (x, y)-separating
cycle C ′1 such that the C
′
1-bridges containing x and y overlap. Similarly, there is an (x, y)-separating cycle
C ′2 such that the C
′
2-bridges containing x and y overlap. Furthermore, we can pick C
′
1 and C
′
2 so that C
′
1 is
contained in the x-side of C1 and C
′
2 in the y-side of C2. Therefore, C
′
1 and C
′
2 are disjoint. Let Bx be the
C ′1-bridge containing x and let By be the C
′
2-bridge containing y. By Lemma 6.2, the graph G contains a
pre-K-graph in C ′1 ∪Bx and a pre-K-graph in C ′2 ∪By. Thus, G contains two disjoint pre-K-graphs.
The following lemma relates the face-distance of x and y in a planar graph G ∈ G◦xy to the genus of G+.
Lemma 6.4. Let G ∈ G◦xy be a planar graph and d∗ = d∗G(x, y). If d∗ ≤ 2, then ĝ+(G) = d∗. If d∗ ≥ 3, then
ĝ+(G) = 2.
Proof. Suppose first that there exists a planar embedding Π of G where d∗Π(x, y) ≤ 1. If d∗Π(x, y) = 0, then
G+ is planar and ĝ+(G) = 0. Suppose then that d∗Π(x, y) = 1. Then there exists a vertex v ∈ V (G) and
two Π-faces f1, f2 incident with v such that f1 is incident with x and f2 is incident with y. Let e1ve2 be
a Π-angle of f1 and e3ve4 a Π-angle of f2. We can write the local rotation around v as e2, S1, e3, e4, S2, e1.
Let us construct the following embedding Π′ of G+ in the projective plane. Let Π′(u) = Π(u) for each
u ∈ V (G) \ {x, y, v}. To obtain Π′(x), insert the edge xy into the local rotation Π(x) of x between the
edges e′1, e
′
2 where e
′
1, x, e
′
2 is a Π-angle of f1. The local rotation Π
′(y) of y is obtained analogously. Let
Π′(v) = e2, S2, e3, e1, SR2 , e4, where S
R
2 is the reverse of S2. Let Π
′(e) = −1, if e ∈ {xy, e1, e4} ∪ S2, and
Π′(e) = 1 otherwise. We leave it to the reader to check that Π′ is indeed an embedding of G+ into the
projective plane. Thus ĝ+(G) ≤ 1 as claimed.
Assume now that d∗G(x, y) ≥ 2. By Corollary 6.3, G+ contains two disjoint K-graphs. By Lemma 5.5(i),
ĝ(G+) = ĝ+(G) ≥ 2. However, adding an edge increases Euler genus by at most 2, so ĝ+(G) = 2.
A pre-K-graph L in a planar graph G ∈ G◦xy is a z-K-graph for a terminal z ∈ {x, y} if z ∈ V (L) and, if
L ∼= K4, then z is a branch vertex of L, and, if L ∼= K2,3, then z lies on an open branch of L. The boundary
of L is the cycle of L that consists of all branches of L that are not incident with z. All vertices and edges
of L that do not lie on the boundary of L are said to be in the interior of L. A graph G ∈ G◦xy contains
disjoint xy-K-graphs if it contains an x-K-graph and a y-K-graph that are disjoint. We conclude this section
by showing that each graph in S1 contains disjoint xy-K-graphs.
Lemma 6.5. Each graph in S1 contains disjoint xy-K-graphs.
Proof. Let G ∈ S1. By (C1) and (C3) from the definition of cascades, there is a minor-operation µ ∈M(G)
such that µG is planar but ĝ+(µG) = 2. By Lemma 6.4, d∗µG(x, y) ≥ 2. Minor operations cannot increase the
face-distance. Thus, d∗G(x, y) ≥ 2. By Corollary 6.3 and its proof, G contains disjoint (x, y)-separating cycles
C ′1, C
′
2 and disjoint pre-K-graphs Lx ⊆ C ′1 ∪Bx and Ly ⊆ C ′2 ∪By (where Bx is the C ′1-bridge containing x
and By is the C
′
2-bridge containing y such that Bx ∩By = ∅).
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Suppose that x 6∈ Lx. Then x has a neighbor v ∈ V (Bx)\V (C ′1). Consider contracting the edge xv. Since
Lx and Ly are disjoint pre-K-graphs in G/xv, we have that ĝ
+(G/xv) ≥ 2. By (C1), G/xv is planar. Since
Bx/xv has the same attachments on C
′
1 as Bx and G is nonplanar, we conclude that C
′
1 ∪ Bx is nonplanar
and thus contains a Kuratowski subgraph K. Let e be an edge of G joining a vertex on C ′1 with a vertex
that is not in C ′1 ∪ Bx. Observe that Ly is a pre-K-graph in G/e. In the graph G/e, K shares at most one
vertex with Ly. By Lemma 5.5(ii), ĝ
+(G/e) ≥ 2. Since G/e contains K, ĝ(G/e) ≥ 1, a contradiction with
(C1). We conclude that x ∈ Lx. By symmetry y ∈ Ly. Therefore, G contains disjoint xy-K-graphs.
7. The class S1
Throughout this section we will use the following notation and assumptions. Let us consider a graph
G ∈ S1. By Lemma 6.5, G contains an x-K-graph Lx and a y-K-graph Ly that are disjoint. We shall assume
that Lx is minimal in the sense that there is no x-K-graph properly contained in Lx. Similarly take Ly
minimal. Let By be the Lx-bridge in G that contains Ly. Define Bx similarly. A base in G is a subgraph H
of G such that H contains Lx and Ly and they are pre-K-graphs in H. In this section, we use the structure
obtained in the previous section to construct cascades in S1 and find their planar bases.
Each graph G ∈ S1 has ĝ+(G) = 2, and thus contains a graph H ∈ C◦1 (ĝ+) as a minor. The next lemma
shows that H has to be planar.
Lemma 7.1. Let G ∈ G◦xy be a cascade in S1.
(a) If H ∈ G◦xy is a proper minor of G and ĝ+(H) = 2, then H is a planar graph.
(b) If H ∈ G◦xy is a minor of G such that H ∈ C◦1 (ĝ+), then H is planar.
Proof. In case (b), H is a proper minor of G as wellby the properties (C1) and (C3) of cascades. Thus, in
both cases, (a) and (b), there exists a minor operation µ ∈ M(G) such that H is a minor of µG. Since
ĝ+(H) = 2 and ĝ+ is minor-monotone, ĝ+(µG) ≥ ĝ+(H) = 2. By (C1), ĝ(H) < g(H) = 1, which means that
H is planar.
x
y
x
y
x
y
x
y
x
y
x
y
x
y
x
y
x
y
x
y
x
y
x
y
x
y
Figure 1: The planar graphs in C◦1 (ĝ+).
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Lemma 7.1 combined with (C2) implies that each graph G ∈ S1 contains a planar graph H ∈ C◦1 (ĝ+) as a
minor. By Lemma 4.2, Ĥ+ is either in E1 (an obstruction for the projective plane) or ĝ(H/xy) = ĝ+(H) = 2.
In the latter case, Lemma 4.3 shows that Ĥ+ ∈ E∗1 and Ĥ/xy ∈ E1. The complete list of planar graphs in
C◦1 (ĝ+) is depicted in Fig. 1. The list has been obtained as follows: We start with E1 which consists of 35
obstructions for the projective plane [1, 3]. Every planar graph obtained from one of these by removing an
edge and using its ends as terminals x and y gives one of the graphs. Next, each of 68 (= 103− 35) graphs
Q ∈ E∗1 \ E1 (cf. [3]) is tested to check if the removal of an edge xy yields a planar graph H ∈ G◦xy such
that H/xy = Q/xy ∈ E1. A simple use of computer then reveals that the resulting planar cases are precisely
those depicted in Fig. 1.
Theorem 7.2. The class C◦1 (ĝ+) contains precisely 13 planar graphs that are depicted in Fig. 1. Every
cascade in S1 contains one of these as a minor.
Corollary 7.3. Every planar graph in C◦1 (ĝ+) contains disjoint xy-K-graphs.
The corollary can be proved by inspection of graphs in Fig. 1. However, it is not hard to see that
Lemma 6.5 can be adapted to prove the corollary directly, without relying on the computer-assisted proof
of Theorem 7.2.
A selection of nonplanar graphs in C◦1 (ĝ+) is depicted in Fig. 4. The consequence of Lemma 7.1(b) is that
a graph G ∈ S1 cannot contain a graph in Fig. 4 as a minor. This will be used extensively in the proofs of
Lemmas 7.10 and 7.11.
Next we prove, using minimality assumption on Lx, that in the case when Lx ∼= K4, By is attached to
Lx only at the branch-vertices of Lx.
Lemma 7.4. If Lx ∼= K4, then the attachments of By in Lx are branch-vertices of Lx.
Proof. Let w0 = x,w1, w2, and w3 be the branch-vertices of Lx and let Pi,j be the open branch of Lx
connecting wi and wj . Assume for a contradiction that there is an attachment w of By on an open branch
of Lx. Suppose first that w lies on P1,2. Then there is an x-K-graph L ∼= K2,3 and disjoint from Ly: The
subgraph L consists of the branch vertices w1, w2 and branches P1,3 ∪ P3,2, P1,2, and P1,0 ∪ P0,2. Since By
attaches to vertices x,w3, and w, and L is a proper subgraph of Lx, L is indeed an x-K-graph disjoint from
Ly, a contradiction to the minimality of Lx.
By symmetry, we may assume that w lies on P1,0. Let e be the edge of Lx incident with x and P1,0.
Consider the graph G′ = G/e. Since Lx/e is an x-K-graph of G disjoint from Ly, G′+ contains two disjoint
K-graphs and thus ĝ(G′+) = 2 by Lemma 5.5(i). If e = wx, then Lx/e is a K-graph in G′ and ĝ(G′) ≥ 1.
Otherwise, Lx/e contains a K-graph L ∼= K2,3 as follows. The branch-vertices of L are w1 and x. The
branches of L are paths P1,2 ∪P2,0, P1,3 ∪P3,0, and P1,0. Since By attaches on to vertices w2, w3, and w, the
subgraph L is a K-graph in G′ and ĝ(G′) ≥ 1. We conclude that ĝ(G′) = ĝ(G) and ĝ(G′+) = ĝ(G+) which
violates (C1).
Since ĝ(G) = 1, at most one of Lx and Ly can be a K-graph in G (Lemma 5.4). Let us recall that the
interior of Lx consists of x and all open branches of Lx that are incident with x.
Lemma 7.5. If By is attached to the interior of Lx, then its only attachment in the interior of Lx is the
vertex x. In such a case, Bx is not attached to the interior of Ly.
Proof. If both By and Bx attach to the interior of Lx and Ly, respectively, then we obtain (using Lemma 7.4
if Lx or Ly is homeomorphic to K4) that both Lx and Ly are K-graphs in G. By Lemma 5.5(i), ĝ(G) ≥ 2,
a contradiction with G ∈ S1.
Suppose that By has an attachment in the interior of Lx that is different from x. Thus there exists an
edge e ∈ E(Lx) with both ends in the interior of Lx. Consider the graph G/e. Since Lx/e is a K-graph in
G/e, ĝ(G/e) ≥ 1. Since Lx/e and Ly are xy-K-graphs in G/e, ĝ+(G/e) ≥ 2. This contradicts (C1).
When dealing with cascades in S1, we will consider a base H in G containing the xy-K-graphs Lx and
Ly in G as introduced at the beginning of this section. We will explore how Lx and Ly are linked to each
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other by paths in H. To describe the linkages, we introduce some additional terminology that will be used
to capture the situation inside the graph H.
Let H be a graph that contains a subgraph L, called core, homeomorphic to K4 or K2,3 with distinguished
cycle C in L that contains two or three branch vertices of L. When L = Lx or L = Ly, then we select C
to be the cycle that does not contain the terminal x or y, respectively. We say that C is a boundary cycle
of the core L. The edges and vertices of L that do not lie in C are said to be in the interior of L. For
U ⊆ V (H), we say that L is U -linked in H if there are |U | disjoint paths in H connecting C and U that are
internally disjoint from L. We say that H is a U -linkage of L if L is U -linked in H and the following holds.
If L ∼= K2,3, then for every open branch t on the boundary of L there is a path in H from t to U that is
internally disjoint from L; if L ∼= K4, then for every branch vertex t on the boundary of L there is a path
in H from t to U that is internally disjoint from L. Existence of these paths will enable us to show that L
is close to be a K-graph in H. Namely, if we add a new vertex adjacent to all vertices in U and to a vertex
in the interior of L, then L contains a K-graph in the extended graph. If u ∈ U has degree at least 2 in a
U -linkage H, then u is called a foot of H. If u ∈ U has degree 1, then the foot of H containing u is the path
from u to a first vertex of degree at least 3. The foot containing u is also called the u-foot of H. A u-foot is
removable if H is a (U \ {u})-linkage. The notion of a linkage will be used to describe a pre-K-graph in G
together with essential paths that attach onto it.
A set U ⊆ V (G) separates Lx and Ly in G if every (Lx, Ly)-path in G contains a vertex in U . We say
that U blocks Lx from Ly in G if U ∪ {x} separates Lx and Ly and Lx is U -linked in G. The introduced
terms are illustrated in Fig. 2.
(a)
v0
v1
v2
x
v3
v4
v5
v6
y
v7
v8
v9
v10
(b)
v1
v2
v3
v4
v5
v6
y
v8
v9
v10
Figure 2: (a) A graph with Lx induced by x, v0, v1, v2 and Ly induced by y, v3, v4, v5, v6, v9. The set U = {v1, v2, v9} blocks
Ly from Lx but not Lx from Ly . (b) A U -linkage with core Ly and feet v4v10v2, v9, v6v8v1. Each of the feet v4v10v2 and
v9 is removable but v6v8v1 is not. This shows that Ly and U admit the linkage (3g) (shown in Fig. 3(g)) that is obtained by
contracting the edges v3v9, v1v8, v2v10.
Let k be the maximum number of pairwise disjoint paths in G connecting the boundaries of Lx and Ly
that are internally disjoint from Lx and Ly. Then we say that the xy-K-graphs Lx and Ly are k-separated
in G.
Lemma 7.6. If Lx and Ly are k-separated, then there exists a set U ⊆ V (G) of cardinality k such that one
of the following cases occurs:
(i) U blocks Lx from Ly and Ly from Lx.
(ii) U blocks Lx from Ly and U ∪ {x} blocks Ly from Lx.
(iii) U ∪ {y} blocks Lx from Ly and U blocks Ly from Lx.
Proof. In the conclusions of the lemma, there is symmetry between x and y. Thus, we may assume by
Lemma 7.5 that By is not attached to the interior of Lx. Let P1, . . . , Pr be pairwise disjoint paths connecting
Lx and Ly such that r is maximum and let U0 be a minimum vertex-set that meets all paths connecting Lx
and Ly. By Menger’s Theorem, we have that |U0| = r. Note that r ≥ k. Assume first that r = k. In this
case U0 separates Lx and Ly. Since there are k pairwise disjoint paths connecting the boundaries of Lx and
Ly and all of them meet U0, both Lx and Ly are U0-linked in G. We conclude that (i) holds.
Assume now that r > k. By Lemma 7.5, Bx has at most one attachment in the interior of Ly. Thus there
is only one path, say Pr, that has an end in the interior of Ly. As noted at the beginning of the proof, none
of the paths is attached to the interior of Lx. Since there are at most k disjoint paths joining the boundaries
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(a)
z
u1
(b)
z
u1
(c)
z
u1 u2
(d)
z
u1 u2
(e)
z
u1 u2
(f)
z
u1 u2 u3
(g)
z
u1 u2 u3
(h)
z
u1 u2 u3
(i)
z
u1 u2 u3 u4
Figure 3: Linkages to small sets. In each linkage, any subset of feet can be contracted.
of Lx and Ly, we conclude that r = k + 1. Let U1 be a minimum vertex-cut (of size k) that meets all paths
connecting the boundaries of Lx and Ly. Thus U1 meets all the paths P1, . . . , Pk. We see that U1 ∪ {y}
separates Lx and Ly. Also, the paths P1, . . . , Pr demonstrate that Lx is (U1 ∪ {y})-linked and that Ly is
U1-linked. We conclude that U1 ∪ {y} blocks Lx from Ly and U1 blocks Ly from Lx. Hence (iii) holds. The
case (ii) occurs in the symmetric case when By attaches to the interior of Lx.
In the next lemma we classify all possible types of U -linkages of small order. To do this, we need a way
to say when an abstract U ′-linkage H models a U -linkage in G. Consider the cascade G and let z ∈ {x, y}
and U ⊆ V (G). We say that Lz and U admit a U ′-linkage H if there exists a set F ⊆ E(G) such that
Lz/(F ∩E(Lz)) is a z-K-graph in G/F and H is isomorphic to a subgraph of G/F such that U ′ is mapped
bijectively to U and the core of H is mapped to Lz/(F ∩ E(Lz)).
Lemma 7.7. Let H be a base of G and let U ⊆ V (H). If U blocks Lx from Ly in H, then Lx and U admit
a linkage. Furthermore, if 1 ≤ |U | ≤ 4, then Lx and U admit a linkage from Fig. 3 (with some of the feet
possibly of length zero).
Proof. Since H is a base, it contains Lx and Ly, and these are K-graphs in H
+. Since U blocks Lx from
Ly in H, there are three paths P1, P2, P3 joining the branch vertices on the boundary of Lx with U (when
Lx ∼= K4) or two paths P1, P2 from the interiors of both open branches on the boundary of Lx to U (when
Lx ∼= K2,3). These paths are internally disjoint from Lx by Lemma 7.5. Moreover, Lx is U -linked in H,
so there are |U | disjoint paths Q1, . . . , Q|U | joining the boundary of Lx with U . By definition, the union
R = Lx ∪i Pi ∪i Qi form a U -linkage of Lx in H.
Let us now prove that Lx and U admit a linkage from Fig. 3 when |U | ≤ 4. Assume first that Lx ∼= K4.
By Lemma 7.4, |U | ≤ 3 and there are three paths P1, P2, P3 connecting the branch-vertices of Lx different
from x to U . Choose the paths so that each pair is disjoint if possible. Assume that U = {u1}. By contracting
the edges of P1, P2, and P3 that are not incident with Lx, we obtain that Lx admits the linkage (3a).
Assume now that U = {u1, u2} is of size two. Since the paths Q1, Q2 also start at the branch vertices of
Lx (by Lemma 7.4), we may assume that P1 and P2 are disjoint and connect Lx to u1 and u2, respectively.
We may also assume that P3 intersects only one of the other paths, say P1. By contracting the edges of
P1, P2, P3 that are not incident with Lx, we obtain that Lx admits the linkage (3c).
Assume now that U = {u1, u2, u3} is of size three. Since there are three disjoint paths Q1, Q2, Q3
connecting Lx and U , we may assume that P1, P2, and P3 are pairwise disjoint. Thus Lx admits the linkage
(3f).
Assume now that Lx ∼= K2,3. There are two paths P1, P2 connecting the open branches on the boundary
of Lx to U . Choose the paths so that they are disjoint if possible. Assume that U = {u1}. We see that Lx
admits the linkage (3b). Assume now that U = {u1, u2} is of size two. After possibly changing some of the
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paths, we may assume that Q1 = P1. If P2 is disjoint from P1, then Lx admits the linkage (3d). Otherwise
we may assume that Q2 is disjoint from P2 and from the open branches of Lx. Hence Lx admits the linkage
(3e).
Assume now that U = {u1, u2, u3} is of size three. We may assume that Q1 = P1. If P2 is disjoint from
P1, then P2 can be changed, if necessary, so that it intersects only one of Q2, Q3. Then it is easy to see that
Lx admits the linkage (3g). Otherwise, we may assume that P2 intersects P1 and that its segment from Lx
to P1 does not intersect Q1, Q2. Now it is easy to see that Lx admits the linkage (3h).
Assume now that U = {u1, u2, u3, u4} is of size four. We may assume that Q1 = P1. If P2 first intersects
one of Q2, Q3, Q4, then Lx admits the linkage (3i). If P2 first intersects P1, then one of Q2, Q3, Q4 connects
to an open branch of Lx which is a contradiction with the choice of P1, P2, since Q2, Q3, and Q4 are disjoint
from P1.
The following lemma will be used to reduce the number of cases when G admits linkages for Lx and Ly
whose feet meet each other.
Lemma 7.8. Suppose that H is a base of G such that Lx admits a U1-linkage Hx and Ly admits a U2-linkage
Hy in H such that U1 \U2 ⊆ {y}, U2 \U1 ⊆ {x}, Hx and Hy are edge-disjoint, and there exists u ∈ U1 ∩U2
such that the u-feet of Hx and Hy are removable. Then there is a proper subbase of H. Moreover, neither
Lx nor Ly is a K-graph in G.
Proof. Since Lx is U1-linked, there are pairwise-disjoint paths Pv, v ∈ U1, connecting Lx and U1. Similarly,
there are pairwise-disjoint paths Qv, v ∈ U2 connecting Ly and U2. We may assume by symmetry that
u 6∈ V (Lx). Thus Pu is a non-trivial path (but Qu may possibly consist of a single vertex, u).
Let v1v2 be the edge in Pu such that v1 ∈ V (Lx) and H ′ = H − v1v2. We claim that H ′ is a base in
G. Since u is a removable foot of Hx and Hy and v1v2 6∈ E(Hy), Hx is (U1 \ {u})-linkage of Lx in H ′ and
Hy is a (U2 \ {u})-linkage of Ly in H ′. Since, for each v ∈ U1 \ {x, u}, it holds that v ∈ U2, there is a path
in Hy connecting v and y. Thus Lx is a pre-K-graph in H
′. Similarly, Ly is also a pre-K-graph in H ′. We
conclude that H ′ is a base of G. This proves the first part of the lemma.
To prove the remaining claim, suppose for a contradiction that Lx is a K-graph in G. Let G
′ = G− v1v2.
Since H ′ is a base of G′, we have that ĝ+(G′) ≥ 2. Since v1 ∈ V (Lx), the Lx-bridge in G′ containing y
attaches to the same vertices of Lx as the Lx-bridge in G containing y, except possibly to v1. Therefore, Lx
is a K-graph in G′ as u is a removable foot of Hx. Thus ĝ(G′) ≥ 1 which contradicts (C1). The case when
Ly is a K-graph in G is done similarly.
Suppose that Lx and Ly are k-separated. By Lemma 7.6, there exists a set U of size k such that a
statement (i), (ii), or (iii) of that lemma holds. If (i) holds, then Lx and Ly are blocked from each other by
U . Otherwise, we may assume that (ii) holds and Lx is blocked from Ly by U and Ly is blocked from Lx by
U ∪ {x}. By Lemma 7.7, Lx admits a U -linkage Hx and Ly admits a Uy-linkage Hy. Assume that Hx and
Hy are minimal (with respect to taking subgraphs).
If |U | ≤ 4, then Lemma 7.7 asserts that Hx is one of the linkages in Fig. 3. In that case, let u1, . . . , uk
be the vertices of U to which Hx is linked as depicted in Fig. 3. Similarly, when |Uy| ≤ 4, Hy is one of the
linkages in Fig. 3. Let u′1, . . . , u
′
r be the vertices of Uy in the order in which they are depicted in the picture
of Hy in Fig. 3. In the following series of lemmas we shall describe all cascades that are at most 2-separated.
Lemma 7.9. Lx and Ly are not 0-separated.
Proof. Suppose that Lx and Ly are 0-separated. Since Lx is an x-K-graph in G, there is a path P connecting
the boundary of Lx to Ly in G. Since P does not end on the boundary of Ly, P ends at a vertex in the
interior of Ly. Thus Bx is attached to the interior of Ly. By symmetry, By is attached to the interior of Lx.
This contradicts Lemma 7.5.
Lemma 7.10. If Lx and Ly are 1-separated, then G has one of the graphs in Fig. 5 as a minor.
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Figure 4: Selected nonplanar graphs in C◦1 (ĝ+).
Proof. We adopt the notation and the assumptions made before Lemma 7.9. Then we have that Hx admits
the linkage (3a) or (3b). Assume first that Uy = U = {u1}. Then Hy also admits one of (3a) or (3b).
Let Gz be the U -bridge in G containing Lz, z ∈ {x, y}. Since U separates Lx and Ly in G, the U -bridges
Gx and Gy are distinct. Since G is nonplanar, one of Gx or Gy, say Gy by symmetry, is nonplanar by
Theorem 2.1. Suppose that Gy is not isomorphic to a Kuratowski graph. Then there exists a minor-operation
µ ∈ M(Gy) such that µGy is nonplanar. The graph µG+ contains a K-graph and a Kuratowski subgraph
whose intersection is either empty or equal to u1. Thus, ĝ
+(µG) ≥ 2 by Lemma 5.5(ii), a contradiction with
(C1). Thus Gy is isomorphic to either K5 or K3,3. It is not hard to see that yu1 ∈ E(G) in both cases. We
conclude that G has one of the graphs in Fig. 5 as a minor.
Assume now that Uy = U ∪{x}. In this case Hy is one of (3c), (3d), or (3e). Since Ly is linked to {u1, x},
there are two choices for the vertices u′1 and u
′
2. In each case, we will be able to find a minor in G isomorphic
to one of nonplanar graphs in C◦2 (ĝ+) depicted in Figure 4. As noted earlier, this contradicts Lemma 7.1.
We treat different cases and note that the worst case is always when every foot of the corresponding linkage
in Figure 3 is trivial (i.e. a single vertex), except when this is excluded because that would make Lx and Ly
intersect.
Case 1: Hy is (3c).
If u′1 = u1 and u
′
2 = x, then Hy contains (3d) as a sublinkage (with u
′
1 being a trivial foot), which is
treated in Case 2 below. Suppose then that u′1 = x and u
′
2 = u1. If Hx is (3a), then G has (4a) as a minor.
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Figure 5: Cascades in S1 whose xy-K-graphs are 1-separated.
If Hx is (3b), then G has (4b) as a minor.
Case 2: Hy is (3d).
Since (3d) has a symmetry exchanging its feet, we may assume that u′1 = u1 and u
′
2 = x. If Hx is (3a),
then G has (4c) as a minor. If Hx is (3b), then G has (4d) as a minor.
Case 3: Hy is (3e).
If u′1 = u1 and u
′
2 = x, then Hy contains (3d) as a sublinkage (having u
′
1 as a trivial foot), where we
contract an edge incident with y and remove the other one. Suppose thus that u′1 = x and u
′
2 = u1. If Hx
is (3a), then G has (4e) as a minor. If Hx is (3b), then G has (4f) as a minor.
We deal with 2-separated K-graphs similarly.
Lemma 7.11. If Lx and Ly are 2-separated, then G has one of the graphs in Fig. 6 as a minor.
Proof. We have that Hx is one of (3c), (3d), or (3e). Assume first that Uy = U = {u1, u2}. Let Gz be
the U -bridge containing Lz, z ∈ {x, y}. Since U separates Lx and Ly in G, the U -bridges Gx and Gy are
distinct. We will consider Gx and Gy as graphs in Gu1u2 , with terminals u1 and u2. Since G is nonplanar,
Lemma 5.1 gives that either G+x or G
+
y is nonplanar. We may assume by symmetry that G
+
y is nonplanar.
Thus Gy contains a graph in C◦0 (ĝ+) as a minor. Suppose that there exists a minor-operation µ ∈ M(Gy)
such that µG+y is nonplanar. Then µG
+ contains a K-graph in Gx and a Kuratowski graph that satisfy
the conditions of Lemma 5.5(ii) or (iii). (To see this, note that a Kuratowski graph in µG+y gives rise to a
Kuratowski graph in G+ by replacing the edge u1u2 with a path in Gx. The path can be chosen in such a
way that it intersects with Ly in a subpath. If this one would not satisfy (ii), then the linkage in Gx is (3d)
with both feet trivial, and hence we get that (iii) is satisfied.) By Lemma 5.5, ĝ+(µG) ≥ 2, a contradiction.
We conclude that Gy is isomorphic to one of the three graphs in C◦0 (ĝ+) (with terminals u1 and u2). As
shown in Part I (see [5, Figure 1]), Gy is isomorphic to K5 minus the edge xy, or K3,3 minus the edge xy, or
to K3,3 with x, y in the same part. Since Ly is 2-linked to u1, u2, we have that y 6∈ {u1, u2}. If Hx is (3c) or
(3e), then Hx contains (3d) as a sublinkage. Suppose now that Hx is (3d). If Gy is isomorphic to K5 minus
an edge, then G has (4n) as a minor. If Gy is isomorphic to K3,3 minus an edge, then G has (4u) as a minor.
If Gy is isomorphic to K3,3, then G has (4k) or (4l) as a minor. In each case, we obtain a contradiction by
Lemma 7.1.
Assume now that Uy = U ∪ {x}. Hence Hy is one of (3f), (3g), or (3h).
Case 1: Hy is (3f).
This case is symmetric. If Hx is (3c), then G has (4i) as a minor. If Hx is (3d), then G has (4m) as a
minor. If Hx is (3e), then G has (4v) as a minor (hint: delete two edges in Hy).
Case 2: Hy is (3g).
Suppose that Hx is (3c). If u
′
2 = u1, then G has (4p) as a minor (hint: contract an edge joining Hx and
Hy). If u
′
2 = u2, then G has (4t) as a minor (hint: delete two edges in Hx). If u
′
2 = x, then G has (6a) as a
minor.
Suppose now that Hx is (3d). If u
′
2 = u1, then G has (4t) as a minor. If u
′
2 = x, then G has (6b) as a
minor.
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Figure 6: Cascades in S1 whose xy-K-graphs are 2-separated.
Suppose now that Hx is (3e). Since u2-foot is removable in Hx and u
′
2-foot is removable in Hy, Lemma 7.8
asserts that u2 6= u′2 (as Lx is a K-graph in G). If u′2 = u1, then G has (4v) as a minor (hint: contract one
and delete another edge in Hy, both incident with the vertex linked to u2). If u
′
2 = x, then again, G has
(4v) as a minor (hint: delete one and contract the other edge incident with y in Hy).
Case 3: Hy is (3h).
Suppose that Hx is (3d). If u
′
1 = u1, then G has (4w) as a minor (hint: delete one and contract the other
edge incident with y). If u′1 = x, then G has (4r) as a minor.
Suppose that Hx is (3c). If u
′
1 = u1, then Hx has (3d) as a sublinkage. So this is covered above. If
u′1 = u2, then G has (4o) as a minor. If u
′
1 = x, then G has (4r) as a minor.
Suppose that Hx is (3e). Since u2-foot is removable in Hx and u
′
2-foot and u
′
3-foot are removable in Hy,
Lemma 7.8 asserts that u′1 = u2. Then G has (4j) as a minor.
For xy-K-graphs that are k-separated for k ≥ 4, we shall use the fact that they admit linkages that have
many removable feet.
Lemma 7.12. Suppose that H is a U -linkage, where |U | ≥ 4. Then H has at least |U | − 2 removable feet.
Proof. Let H be a U -linkage with core L, |U | = k ≥ 4. By Lemma 7.4, L ∼= K2,3. Let P1, . . . , Pk be pairwise
disjoint paths connecting L and U = {u1, . . . , uk} and suppose that Pi ends at ui, i = 1, . . . , k. Since H is a
U -linkage, there are paths Q1 and Q2 connecting the open branches on the boundary of L to U . For j = 1, 2,
let vj be the first vertex on Qj that belongs to P1 ∪P2 ∪ · · · ∪Pk when traversing Qj from L towards U . Let
ij be the index such that vj ∈ V (Pij ). It is easy to see that, for i 6= i1, i2, the ui-foot of H is removable.
Thus H has at least k − 2 removable feet.
Let B be the set of the five xy-labeled graphs depicted in Fig. 7. A graph H is a planar minor of G if H
is a minor of a planar subgraph of G.
(a)
x
y
(b)
x
y
(c)
x
y
(d)
x
y
(e)
x
y
Figure 7: Set B of bases of cascades in S1 whose xy-K-graphs are k-separated for k ≥ 3.
Lemma 7.13. If H is a base in G such that the xy-K-graphs in H are k-separated for k ≥ 3, then G
contains one of the graphs in B as a planar minor.
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Proof. We may assume that H does not contain a proper subbase that is l-separated for some l ≥ 3.
Suppose first that k = 3. We have that Hx is one of (3f), (3g), or (3h). Assume first that Uy = U . In
this case, Hy is also one of (3f), (3g), or (3h).
Case 1: Hy is (3h).
If Hx is (3f), then G has (4h) as a minor. Suppose that Hx is (3g). There are two cases by symmetry: If
u′1 = u1, then G has (4t) as a minor. (Hint: contract one and delete the other edge incident with y in Hy.)
If u′1 = u2, then G has (4q) as a minor.
Suppose now that Hx is (3h). There are two cases by symmetry: If u
′
1 = u1, then G has (4w) as a minor.
(Hint: Let the two neighbors of x and y be a, b and c, d, respectively, where ac and bd is part of the linkage.
Then we contract the edges xb and yc and delete the edges xa and yd. The vertex u′1 = u1 corresponds to
the vertex of degree 4 in (4w).) If u′1 = u2, then G has (4r) as a minor. By symmetry, we may assume now
that neither Hx nor Hy is (3h).
Case 2: Hy is (3f).
If Hx is (3f), then G has (7a) as a planar minor. If Hx is (3g), then G has (7b) as a planar minor. By
symmetry, we may assume now that neither Hx nor Hy is (3f).
Case 3: Hy is (3g).
The only remaining case is when Hx is (3g). If u
′
2 = u2, then G has (7c) as a planar minor. If u
′
2 = u1,
then G has (7d) as a planar minor.
Assume now that Uy = U ∪ {x}. Hence Hy is (3i). If u′2 = x or u′4 = x, then Hy contains linkage (3g)
and this case was dealt with above. We may thus assume that u′1 = x. If Hx is (3f), then G has (4g) as a
minor.
Suppose now that Hx is (3g). By Lemma 7.8, u
′
2 6= u2 and u′4 6= u2. Thus u′3 = u2 and G has (4s) as a
minor. On the other hand, if Hx is (3h), then Lemma 7.8 gives that u
′
2, u
′
4 6∈ {u2, u3, x} which is impossible.
Suppose now that k = 4. Assume first that Lx and Ly are 4-separated and suppose that Uy = U . Thus
both Hx and Hy are (3i). By Lemma 7.8, {u′2, u′4} ∩ {u2, u4} = ∅. Thus we may assume by symmetry that
u′1 = u2, u
′
2 = u3, u
′
3 = u4, and u
′
4 = u1. We conclude that G has (7e) as a planar minor.
We may assume now that Uy = U ∪ {x}. By Lemma 7.12, Hy has three removable feet. Since Hx has
two removable feet, there exists u ∈ U such that the u-feet of Hx and Hy are removable. By Lemma 7.8,
this contradicts our initial assumption that H does not contain a proper subbase that is 3-separated.
Assume now that k > 4. By Lemma 7.12, there are at most two elements u in U such that either the
u-foot of Hx or the u-foot of Hy is not removable. Since |U | > 4, there exists u′ ∈ U such that the u′-feet
of Hx and Hy are removable. By Lemma 7.8, there is a proper subbase of H that is (k − 1)-separated, a
contradiction with our initial assumption about H.
8. Nonplanar extensions of planar bases
Let B∗ be the class of planar graphs that contain a graph in B as a minor and that are deletion-minimal.
These graphs are obtained from B by splitting vertices of degree 4 in all possible ways such that planarity and
minimality are preserved. It is not hard to check that B∗ contains only five graphs that are not contained
in B (see Fig. 8). In this section, we describe the minimal nonplanar graphs that contain a subgraph
homeomorphic to a graph in B∗. Having this description, we use computer to determine the class S1. The
graphs in S1 that have a subgraph homeomorphic to a graph in B∗ are depicted in Fig. 10.
Let H0 be a subdivision of K3,3, let v be a branch vertex of H0, and let u1, u2, u3 be the neighbors of
v. The graph H = H0 − v is called a tripod . The three (possibly trivial) paths in H with ends u1, u2, u3,
respectively, are the feet of H. We say that H is attached to a subgraph K of G if H is contained in a
K-bridge B, u1, u2, u3 are attachments of B, and B has no other attachments. We use the following classical
theorem (see [4, Theorem 6.3.1]).
Theorem 8.1. Let G be a connected graph and C a cycle in G. Let G′ be a graph obtained from G by
adding a new vertex joined to all vertices of C. Then G can be embedded in the plane with C as an outer
cycle unless G contains an obstruction of the following type:
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x
y
Figure 8: The class B∗ \ B.
(a) disjoint paths whose ends are on C and their order on C is interlaced (disjoint crossing paths),
(b) a tripod attached to C, or
(c) a Kuratowski subgraph contained in a 3-connected block of G′ distinct from the 3-connected block of G′
containing C.
We formalize homeomorphisms of graphs as follows. Let G,H be graphs. A mapping η with domain
V (H) ∪E(H) is called a homeomorphic embedding of H into G if for every two vertices v, v′ and every two
edges e, e′ of H
(i) η(v) is a vertex of G, and if v, v′ are distinct then η(v), η(v′) are distinct,
(ii) if e has ends v, v′, then η(e) is a path in G with ends η(v), η(v′), and otherwise disjoint from η(V (H)),
and
(iii) if e, e′ are distinct, then η(e) and η(e′) are edge-disjoint, and if they have a vertex in common, then
this vertex is an end of both.
We shall denote the fact that η is a homeomorphic embedding of H into G by writing η : H ↪→ G. If
K is a subgraph of H, then we denote by η(K) the subgraph of G consisting of all vertices η(v), where
v ∈ V (H), and all vertices and edges that belong to η(e) for some e ∈ E(K). Note that η(V (K)) ⊆ V (η(K))
mean different sets. It is easy to see that G has a subgraph homeomorphic to H if and only if there is a
homeomorphic embedding H ↪→ G. An η-bridge is an η(H)-bridge in G; an η-branch is an image of an edge
of H. A bridge is local if all its vertices of attachment are on a single branch η(e), e ∈ E(H).
The following result is well-known (see [4], Lemma 6.2.1).
Lemma 8.2. Let H be a graph with at least three vertices and η a homeomorphic embedding of H into a
3-connected graph G. Then there exists a homeomorphic embedding η′ such that:
(i) η(v) = η′(v) for each v ∈ V (H).
(ii) η′(e) is a path that is contained in the union of η(e) and all local η(e)-bridges.
(iii) There are no local η′-bridges.
In order to apply Lemma 8.2 to a base in B∗, we need to assure that new homeomorphic embedding still
maps terminals to terminals. We will need the following lemmas.
Lemma 8.3. Suppose that G ∈ S1 has a base homeomorphic to a graph in B∗ and that K is a Kuratowski
subgraph of G. If none of the branch vertices of K lie in Lx, then two of its open branches intersect Lx. The
same holds for the intersection of K with Ly.
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Proof. Assume for a contradiction that K is disjoint from Lx except possibly for an open branch P of K.
By inspection of graphs in B∗, we see that there is an edge e incident with Lx such that Lx is an x-K-graph
in G/e and there is a Kuratowski subgraph K ′ in G/e that shares at most one half-open branch with Lx. By
Lemma 5.5, ĝ+(G/e) ≥ 2. Since G/e is nonplanar, this contradicts the condition (C1) from the definition of
cascades.
Lemma 8.4. Let U be a vertex-cut in G ∈ S1. If |U | ≤ 2, then each nontrivial U -bridge in G contains
either x or y.
Proof. Let B be a nontrivial U -bridge that contains neither x nor y. If |U | = 1, let G1 = G − B◦. If
U = {u, v} has size 2, let G1 = G−B◦+uv. Since Kuratowski graphs are 3-connected, G1 contains the same
disjoint xy-K-graphs as G. Thus ĝ+(G1) = 2 by Lemma 5.5(i). Since G1 is a proper minor of G, ĝ(G1) = 0 by
(C1). If |U | = 1, Theorem 2.1 implies that B is nonplanar since G is nonplanar. If |U | = 2, then Lemma 5.1
implies that B + uv is nonplanar since G is nonplanar. We may assume by symmetry that |V (Ly)∩U | ≤ 1.
Let us now consider an edge e ∈ E(Lx) (with e 6= uv if |U | = 2) and the graph G0 = G/e. The graph G0
is nonplanar since it contains B or B + uv as a minor. Also G+0 contains a Kuratowski subgraph in B and
a K-graph Ly that intersect in at most one vertex or in at most one half-open branch. Lemma 5.5(ii) gives
that ĝ+(G0) = 2. This is a contradiction with (C1).
Lemma 8.5. Let H be a base of a graph G ∈ S1, and η : H ↪→ G a homeomorphic embedding of H in G. If
Lx ∼= K2,3 and P is the branch of Lx that contains the interior of Lx, then there are no local η-bridges with
attachments only on P .
Proof. Let C be the boundary of Lx which consists of the η-branches P1, P2. Assume first that there is an
η-bridge B0 that attaches only at the ends w1, w2 of P . By Lemma 8.4, B0 is trivial and consists of the edge
w1w2. Let G
′ = G − w1w2. Since ĝ+(G′) ≥ 2, we have that G′ is planar by (C1). Since G is nonplanar,
there are paths P3 and P4 connecting P −w1 −w2 to P1 −w1 −w2 and P2 −w1 −w2, respectively. Let P5
be a path in By connecting P1 −w1 −w2 and P2 −w1 −w2. The planarity of G′ implies that P3 and P4 are
internally disjoint from Ly, and therefore Lx ∪P3 ∪P4 ∪P5 ∪w1w2 contains a Kuratowski subgraph K. The
intersection of K with Ly is contained in P5. This contradicts Lemma 8.3.
We may assume now that all η-bridges that are attach to P , have a vertex of attachment in the interior
of P . Let B′ be a local η-bridge with an attachment t ∈ V (P ) \ {w1, w2}. Let G′ be the graph obtained
from G by deleting an edge e of B′ incident with t. Since ĝ+(G′) ≥ 2, we have that G′ is planar by (C1). Let
B be the C-bridge containing ∪B′. Since G is nonplanar, B cannot be drawn inside a disk with C on the
boundary. By Theorem 8.1, there are three possibilities. The option (iii) contradicts Lemma 8.3. Suppose
that (i) holds and let P3, P4 be a pair of crossing paths. Since B is connected, there is a path P5 connecting
interiors of P3 and P4. Thus C ∪ P3 ∪ P4 ∪ P5 is a K3,3-minor which contradicts Lemma 8.3. Suppose now
that (ii) holds and there is a tripod T in C ∪ B. If T has a foot of nonzero length, then C ∪ T contains a
K3,3-minor. Otherwise, there is a path P5 connecting the two triads that T consists of. Hence C ∪ T ∪ P5
contains a K5-minor. In both cases, Lemma 8.3 yields a contradiction.
Let H be a planar 3-connected graph and η a homeomorphic embedding of H into G. A well-known
result of Tutte [9] says that η(H) has a unique embedding in the plane where each face is a cycle. Let us
call each such a cycle an η-face. An η-path is a path in G with ends in η(H) but otherwise disjoint from
η(H). An η-jump is an η-path such that no η-face includes both of its ends.
An η-cross consists of two disjoint η-paths P1, P2 with ends u1, v1 and u2, v2 (respectively) on a common
η-face such that the ends appear in the interlaced order u1, u2, v1, v2 on the boundary of the face. An η-cross
P1, P2 is free if neither P1 nor P2 has its ends on η(e) for a single e ∈ E(H) and, whenever the ends of P1
and P2 are in V (η(e1)) ∪ V (η(e2)) for e1, e2 ∈ E(H), then e1 and e2 have no end in common.
An η-triad is an η(H)-bridge B with three attachments that consists of three internally disjoint paths
P1, P2, P3 connecting the attachments to a vertex v ∈ V (G) \ V (η(H)). Furthermore, every pair of attach-
ments of B lie on a common η-face but no η-face contains all the attachments.
An η-tripod in G is a tripod whose feet are in η(H), but none of its other vertices or edges is in η(H). Let
C be an η-face and v1, v2, v3 ∈ V (C) branch-vertices of η(H). Let Q be the union of one or two η-branches,
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each with both ends in {v1, v2, v3}. A weak η-tripod is a tripod B in G with attachments v1, v2, v3 such that
B ∩ η(H) = Q ∪ {v1, v2, v3} (see Figure 9, where v1, v2, v3 correspond to the square vertices).
We will use the following well-known result.
Lemma 8.6. Let G be a subdivision of a 3-connected plane graph. Then each pair of intersecting faces of
G share either a single branch-vertex or a single branch.
We say that a graph G ∈ G◦xy is essentially 3-connected if G+ is 3-connected. The following lemma and
its proof are adapted from [7].
Lemma 8.7. Suppose that G ∈ S1 has a base homeomorphic to a graph H ∈ B∗. Then there exists a
homeomorphic embedding η : H ↪→ G, mapping the terminals of H to the terminals of G, such that one of
the following holds:
(W1) There exists an η-jump.
(W2) There exists a free η-cross.
(W3) There exists an η-tripod or a weak η-tripod.
(W4) There exists an η-triad.
Proof. Since H has three internally disjoint paths joining the two terminals and η maps the terminals of
H to x and y, Lemma 8.4 gives that G is essentially 3-connected. By Lemmas 8.2 and 8.5, there exists a
homeomorphic embedding η from H into G such that there are no local η-bridges and terminals are mapped
onto terminals by η. Suppose that none of (W1)–(W4) holds for η. Let B be an η-bridge and S the set of
attachments of B. By excluding (W1), any two elements of S lie on the same η-face. Not having (W4), each
triple in S must lie on the same η-face. We claim that all vertices in S are contained in one of the faces.
To see this, we will use induction. Let k ≥ 3 and let us assume that for each subset S′ of S of size k, there
exists an η-face F such that S′ lie on F . We shall prove that the same holds for each subset of S of size
k + 1. Suppose for a contradiction that S0 = {v1, . . . , vk+1} is a subset of S of size k + 1 such that there is
no η-face that contains S0. For i = 1, . . . , k + 1, let Fi be the η-face that contains S0 \ {vi}. Thus Fi are
pairwise distinct. In particular, each vertex vi belongs to k ≥ 3 distinct faces in {F1, . . . , Fk+1} \ {Fi} and
thus vi is a branch vertex of η(H). Since v1 and v2 belong to both F3 and F4, Lemma 8.6 gives that there is
an η-branch P12 that contains v1 and v2. Similarly, there is an η-branch Pij for each pair i, j = 1, . . . , k+ 1.
The branch vertices vi and the paths Pij form a subdivision of Kk+1. This implies that k = 3. However,
for graphs in B∗, no subgraph isomorphic to K4 has each triple of its vertices on the same face. With this
contradiction we conclude that there exists an η-face that contains S.
(a) (b)
F F
P ′3
u1 u2 v1 Q1
Q1 Q2
Figure 9: Weak tripods from the proof of Lemma 8.7.
Since there are no local η-bridges, for each η-bridge B, there exists a unique η-face FB such that FB
contains all attachments of B. For an η-face F , let GF be the union of all η-bridges whose attachments
are contained in F . Since G is nonplanar, there exists an η-face F such that GF does not embed inside
F . By excluding (W3) and by Theorem 8.1, there is an η-cross P1, P2 in F . Let ui, vi be the ends of Pi,
i = 1, 2. Pick P1 and P2 so that number of pairs in {u1, v1, u2, v2} that lie on a single η-branch is minimized.
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Assume first that u1 and v1 lie on a single η-branch Q1. Since the bridge containing P1 is not local, there
is a path P3 connecting P1 and an η-branch Q2 distinct from Q1. If also u2 and v2 lie on Q1, then this
yields a contradiction as P1 ∪ P2 ∪ P3 contains an η-cross where the ends do not lie on a single η-branch.
Thus we may assume that the pair u2, v2 does not share a common η-branch. If P3 is disjoint from P2,
then P1 ∪ P2 ∪ P3 contains an η-cross where the pairs u1, v1 and u2, v2 do not share a common η-branch.
This again contradicts the choice of P1 and P2. If P3 intersects P2 (even if only at its endpoint), let P
′
3
be the subpath of P3 from P1 to the first vertex on P2, and let P be the path in Q1 from u1 to v1. Then
P ∪ P1 ∪ P2 ∪ P3 forms a weak η-tripod (see Figure 9(a)). This gives (W3). Finally, we may assume by
symmetry that none of the pairs u1, v1 and u2, v2 share a common η-branch. Then we have (W2), unless
there are two η-branches Q1, Q2 that share a branch vertex and so that u1, u2 lie on Q1 and v1, v2 lie on
Q2. This gives (W3) as P1 ∪ P2 ∪Q1 ∪Q2 contains a weak η-tripod (see Figure 9(b)). We conclude that η
satisfies one of (W1)–(W4).
Even a stronger version of Lemma 8.7 can be proved.
Lemma 8.8. Let G ∈ S1 that has a base homeomorphic to a graph H ∈ B∗. Then there exists a homeomor-
phic embedding η : H ↪→ G such that one of the following holds:
(T1) There exists an η-jump.
(T2) There exists an η-cross that attaches onto branch-vertices of η(H).
(T3) There exists a (weak) η-tripod with trivial feet that attaches onto branch-vertices of η(H).
(T4) There exist branch-vertices u1, u2, u3 of η(H) such that no two of them lie on a common η-branch
and there exists an η-triad that attaches onto u1, u2, and u3.
Moreover, G is the union of η(H) and the corresponding obstruction in (T1)–(T4).
Proof. Lemma 8.7 yields a homeomorphic embedding η : H ↪→ G such that one of (W1)–(W4) holds. Let
µ ∈ M(G). If µG admits a homeomorphic embedding η′ : H ↪→ µG that satisfies one of (W1)–(W4), then
ĝ+(µG) ≥ ĝ+(H) = 2 and µG is nonplanar. This contradicts the property (C1) of cascades. Let us describe
sufficient conditions that yield this contradiction. Clearly, if µ is deletion of an edge e 6∈ η(H) that also
does not appear in the obstruction given by (W1)–(W4), then η,G − e contradicts (C1). This yields the
last statement in the lemma. If µ is a contraction of an edge e ∈ η(H) and one of its ends is not a terminal
or a branch-vertex of η(H) and, furthermore, the ends of e are not attachments of the obstruction given
by (W1)–(W4), then there is a homeomorphic embedding η′ : H ↪→ µG that satisfies one of (W1)–(W4), a
contradiction.
Suppose that none of (T1)–(T4) holds. Thus one of (W2)–(W4) holds. Assume first that (W2) or (W3)
holds and let B be the union of η-bridges as given by (W2) or (W3). Let C be an η-face of η(H) that
contains all attachments of B. Let us prove that C contains no terminals. Suppose to the contrary that C
contains x. Thus C ∪B contains a K-graph of G. Let e ∈ E(η(H)) \E(Lx) be an edge that is incident with
Lx and not incident with C. By inspection of B∗, the graph G/e contains two disjoint K-graphs and C ∪B
contains a K-graph of G/e. This contradicts (C1) by Lemma 5.5(i). Hence we may assume that C contains
no terminals.
Assume that (W2) holds. Since (T2) does not hold, there is a free η-cross P1, P2 such that P1 has
attachment u1 on an open branch Q of η(H). Let u1, v1 and u2, v2 be the attachments of P1 and P2,
respectively. Let e1 and e2 be the edges of Q incident with u1. Consider the graphs G1 = G/e1 and
G2 = G/e2. Since Q is an η-branch of length at least 2, η induces homeomorphic embeddings η1 : H ↪→ G1
and η2 : H ↪→ G2. Suppose P1, P2 is a free η1-cross. Then G1 is nonplanar and, since G1 has a base η1(H),
we have that ĝ+(G1) ≥ 2. This contradicts (C1). Thus P1, P2 is not a free η1-cross. Similarly P1, P2 is not a
free η2-cross. Let e1 = u1w1 and e2 = u1w2. Since P1, P2 is a free η-cross, we may assume that w1 6∈ {u2, v2}.
Since P1, P2 is not a free η1-cross, P1 has both ends on a single η1-branch Q1. If w2 ∈ {u2, v2}, then the
ends of P1, P2 lie on Q∪Q1 in G, a contradiction. Thus we may assume that w2 6∈ {u2, v2} and we obtain by
symmetry that P1 has both ends on a single η2-branch Q2. We conclude that Q,Q1, Q2 is a subdivision of a
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triangle, v1 is the common vertex of Q1 and Q2, w1 is the common vertex of Q and Q1, w2 is the common
vertex of Q and Q2, and u2, v2 lie on Q1, Q2, respectively. Let e3 be the edge of Q1 that is incident with u2
and lies between w1 and u2. Consider the graph G3 = G/e3. Clearly, G3 satisfies either (W2) or (W3) and
thus contradicts (C1).
Assume that (W3) holds. Since (T3) does not hold, either B has a nontrivial foot or B has an attachment
on an open η-branch. Suppose first that B has a nontrivial foot P . Since P contains no terminals, contracting
P preserves (W3). This is a contradiction with the observation made above. Suppose now that u is an
attachment of B on an open η-branch Q1. Let uv ∈ E(Q1) be an edge incident with u. Since u is not a
terminal and v is not an attachment of B by Observation 2.2, G/uv contradicts (C1).
Assume that (W4) holds. By Observation 2.2, the attachments u1, u2, u3 of B are independent. Since
(T4) does not hold, we may assume that u1 lies on an open η-branch Q. If u1 = x and L is the x-K-graph
in η(H), then L ∪ B contains a Kuratowski subgraph that is disjoint from the y-K-graph, a contradiction
with Lemma 8.3. Thus we may assume that u1 is not a terminal. Let u1w1, u1w2 be the edges of Q incident
with u1 and let G1 = G/u1w1 and G2/u1w2. Since both G1 and G2 admit a homeomorphic embedding of
H, they are both planar. Thus there is an η-face that contains the vertices w1, u2, u3 and an η-face that
contains the vertices w2, u2, u3. It is not hard to see that u2, u3 is a 2-vertex-cut in G that blocks Lx and
Ly, a contradiction.
The list of minimal graphs satisfying the conditions of Lemma 8.8 was generated by computer3 and
checked for which of them are in S1. The outcome of this computation is the following theorem. A proof by
hand would be possible but would involve detailed case analysis that can be as error-prone as a computer
program.
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Figure 10: Cascades in S1 whose xy-K-graphs are k-separated for k ≥ 3.
Theorem 8.9. The class S1 consists of 21 graphs which are depicted in Figs. 5, 6, and 10.
Proof. Let us give detailed overview of the proof and indicate which parts of the proof rely on computer
verification. Let C be the set of 21 graphs depicted in Figures 5, 6, and 10. To show that C ⊆ S1, we have to
prove that each graph G ∈ C satisfies (C1)–(C3) and ĝ+(G) = 2. We are not aware of a faster method than
3The programs used and the graphs generated are archived at arXiv.org along with the original manuscript of this paper.
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computing ĝ(µG) and ĝ+(µG) for all minor-operations µ ∈ M(G) and then checking that (C1)–(C3) were
satisfied. This was verified by computer for every graph in C.
In order to show that S1 ⊆ C, let us consider a graph G ∈ S1. By Lemma 6.5, G contains disjoint
xy-K-graphs that are k-separated for some k ≥ 0. If k ≤ 2, then Lemmas 7.9, 7.10, and 7.11 give that
G ∈ C. If k ≥ 3, then Lemma 7.13 asserts that G has a base that is homeomorphic to a graph H ∈ B∗.
By Lemma 8.8, there is a homeomorphic embedding of H into G such that one of (T1)–(T4) holds. By
computer, we have constructed all those graphs (which yields several hundred) and verified that all of these
graphs that satisfy (C1)–(C3) belong to C.
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