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Introduzione
La Geometria Algebrica è uno dei temi che ha attraversato tutta la storia della Ma-
tematica e, come suggerisce il nome, è una materia che unisce strettamente l’Algebra
Commutativa alla Geometria. È il naturale sviluppo della Geometria Analitica quando,
dallo spazio a due dimensioni, ci si estende a spazi n-dimensionali; si occupa prevalente-
mente dello studio delle varietà affini definite come luogo di zeri di polinomi.
Questa tesi vuole essere una breve introduzione ad essa; nel corso dei Capitoli successivi
vedremo infatti i primi risvolti geometrici di alcune strutture algebriche già note, e ne
tratteremo di nuove, approfondendo le loro proprietà e caratteristiche.
L’elaborato è suddiviso in tre Capitoli; nel primo abbiamo introdotto alcune nozioni di
base dell’Algebra Commutativa, focalizzando in primo luogo la nostra attenzione sugli
ideali radicali: essi infatti saranno il prototipo degli insiemi algebrici da noi studiati. Un
altro prerequisito su cui abbiamo posto la nostra attenzione è la proprietà di un anello di
essere noetheriano: una delle sue possibili caratterizzazioni è il fatto di avere ogni ideale
finitamente generato. Questo, ai fini dello studio delle varietà, rappresenta un’enorme
semplificazione per il fatto che rende possibile definire gli insiemi algebrici come luogo di
zeri di un numero finito di polinomi.
Nel secondo Capitolo abbiamo parlato invece della Topologia di Zariski. Abbiamo,
per prima cosa, definito la corrispondenza V come l’applicazione che, ad un ideale di
k[x1, . . . , xn], associa un sottoinsieme di Ank , formato dai punti che annullano ogni poli-
nomio dell’ideale stesso; questi rappresentano i chiusi della nostra topologia. In seguito,
abbiamo definito la corrispondenza I: ad ogni sottoinsieme di Ank , I associa tutti i poli-
nomi di k[x1, . . . , xn] che si annullano in ogni punto del sottoinsieme stesso.
Dal punto di vista topologico, la Topologia di Zariski non è di Hausdorff, anzi, in maniera
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ancora più forte, essa ammette una base di aperti che si intersecano a due a due tra loro.
Gli aperti di questa base vengono definiti come i complementari delle ipersuperfici, ossia
i complementari degli insiemi del tipo V (I), con I ideale principale di k[x1, . . . , xn]. Il
motivo per cui questi insiemi si intersecano sempre è dovuto al fatto che gli aperti nella
Topologia di Zariski sono ben più grandi di quelli della Topologia Euclidea.
Il Capitolo termina con la dimostrazione di un risultato molto importante: il Nullstellen-
satz. Nelle particolari circostanze in cui i sottoinsiemi di Ank siano algebrici e gli ideali di
k[x1, . . . , xn] siano radicali, le due applicazioni V ed I sono una l’inversa dell’altra. Ciò
significa che ad ogni sottoinsieme algebrico viene associato uno ed un solo ideale radicale,
e viceversa. Questo è il primo importante parallelo che siamo arrivati ad ottenere tra le
strutture astratte dell’Algebra (cioè gli ideali radicali) e quelle della Geometria (ossia i
sottoinsiemi algebrici).
Nel terzo Capitolo abbiamo, infine, parlato di insiemi irriducibili nello spazio Ank , arri-
vando poi a definire la struttura di varietà affine come sottoinsieme algebrico irriducibile.
Il risultato finale del Capitolo, e della tesi stessa, è la dimostrazione di un importante
teorema che ci permette di dire che ogni sottoinsieme algebrico di Ank può essere espresso
come unione finita di varietà.
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Capitolo 1
Prerequisiti
In questa tesi lavoreremo sempre con anelli commutativi unitari, e k indicherà un
campo algebricamente chiuso.
1.1 Ideali radicali
Iniziamo questo Capitolo ricordando alcune nozioni fondamentali che sono già state
apprese durante il Corso di Algebra 2; al termine della Sezione vedremo invece una nuova
categoria di ideali ed alcune proprietà relative ad essi, che useremo nei Capitoli seguenti.
Definizione 1.1.1. Sia R un anello e I ⊆ R un ideale. Diciamo che I è primo se I 6=
(
1
)
e vale: xy ∈ I ⇒ x ∈ I o y ∈ I.
Definizione 1.1.2. Sia R un anello e I ⊆ R un ideale. Diciamo che I è massimale se
I 6=
(
1
)
e se non esiste un ideale J tale che I ⊆ J ⊆ R per cui tali inclusioni sono strette.
Definiamo ora qualche operazione fra ideali che verrà utilizzata più avanti:
Proposizione-Definizione 1.1.3. Siano I1, I2 due ideali di R. Definiamo
I1 + I2 := {x + y | x ∈ I1, y ∈ I2}
Allora I1 + I2 è ancora un ideale, che chiamiamo ideale somma.
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Dimostrazione. Mostriamo che I1+I2 è sottogruppo di R: 0 ∈ I1+I2 poiché 0 = 0+0, con
0 ∈ I1 e 0 ∈ I2; sia f = x+y ∈ I1+I2 con x ∈ I1 e y ∈ I2, allora −f = −(x+y) = −x−y,
dato che −x ∈ I1 e −y ∈ I2, appartiene ad I1 + I2; inoltre siano f1, f2 ∈ I1 + I2, allora
f1 + f2 ∈ I1 + I2, infatti f1 = x1 + y1 e f2 = x2 + y2 con x1, x2 ∈ I1 e y1, y2 ∈ I2, allora
f1 + f2 = (x1 + y1) + (x2 + y2) = (x1 + x2) + (y1 + y2), dove x1 + x2 ∈ I1 e y1 + y2 ∈ I2.
Dopo aver dimostrato che è un sottogruppo, proviamo che per ogni f ∈ I1 + I2 e per
ogni p ∈ R, il prodotto fp ∈ I1 + I2; infatti poiché f = x + y con x ∈ I1, y ∈ I2, allora
fp = (x + y)p = xp + yp con xp ∈ I1 e yp ∈ I2, quindi fp sta in I1 + I2.
Dunque I1 + I2 è un ideale.
Proposizione-Definizione 1.1.4. Siano I1, I2 due ideali di R. Definiamo
I1I2 :=
{
n∑
i=1
xiyi | xi ∈ I1, yi ∈ I2, n ∈ N
}
Allora I1I2 è ancora un ideale, che chiamiamo ideale prodotto.
Dimostrazione. Anche in questo caso mostriamo che I1I2 è sottogruppo di R: 0 ∈ I1I2
poiché 0 = 0 · 0 con 0 ∈ I1 e 0 ∈ I2; inoltre sia h =
∑n
i=1 xiyi ∈ I1I2 con xi ∈ I1 e yi ∈ I2,
allora −h = −(
∑n
i=1 xiyi) =
∑n
i=1−(xiyi) =
∑n
i=1(−xi)yi con yi ∈ I2 e −xi ∈ I1,
cioè −h ∈ I1I2; infine dati h1, h2 ∈ I1I2 allora h1 + h2 ∈ I1I2, infatti h1 =
∑n
i=1 xiyi
e h2 =
∑s
j=1 tjzj con xi, tj ∈ I1 e yi, zj ∈ I2, allora h1 + h2 =
∑n
i=1 xiyi +
∑s
j=1 tjzj,
cioè h1 + h2 si scrive come somma di elementi composti dal prodotto di un elemento
appartenente ad I1 con uno appartenente ad I2, come nella definizione.
Mostriamo ora che ∀h ∈ I1I2, ∀p ∈ R si ha h · p ∈ I1I2; infatti sia h =
∑n
i=1 xiyi con
xi ∈ I1, yi ∈ I2, allora yi · p ∈ I2 per ogni i, quindi h · p = (
∑n
i=1 xiyi) · p =
∑n
i=1 xi(yi · p)
sta in I1I2, con xi ∈ I1, (yi · p) ∈ I2.
Osservazione 1.1.5. Si può osservare che, dati I e J due ideali di R, il prodotto di
essi è contenuto nella loro intersezione, cioè IJ ⊆ I ∩ J . Infatti questo è vero perché se
f ∈ IJ significa che f = x1y1 + . . . + xnyn, dove xi ∈ I e yi ∈ J per ogni i = 1, . . . , n
e con n ∈ N. Questo implica che ogni xiyi appartiene ad I e quindi anche la somma
di tutti gli xiyi appartiene a I; facendo lo stesso ragionamento per J , si ottiene che f
appartiene sia ad I che a J , e cioè f ∈ I ∩ J .
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Dopo questo breve riepilogo, possiamo iniziare a parlare di ideali radicali e di alcune
loro caratteristiche.
Definizione 1.1.6. Sia I ⊆ R un ideale di R. Definiamo radicale di I l’insieme
√
I = {f ∈ R | ∃ n > 0 per cui fn ∈ I}.
Proposizione 1.1.7. Sia I un ideale di R; allora
√
I è un ideale.
Dimostrazione. 0 ∈
√
I poiché per un qualsiasi n > 0 si ha che 0n = 0 ∈ I.
Sia f ∈
√
I, allora esiste n > 0 tale che fn ∈ I. Quindi −(fn) ∈ I. Dobbiamo mostrare
che esiste t > 0 tale che (−f)t ∈ I. Se n è pari allora (−f)n = fn che appartiene ad I;
se n è dispari, (−f)n = −fn, che è anch’esso un elemento di I. Allora −f ∈
√
I.
Siano ora f, g ∈
√
I, allora esistono n,m > 0 tali che fn ∈ I e gm ∈ I. Dobbiamo trovare
t tale che (f + g)t ∈ I. Preso t = n + m, si ha che (f + g)t =
∑t
q=0 cqf
qgt−q, con cq un
intero. Nel caso in cui q ≥ n si ottiene che f q ∈ I, e di conseguenza anche f qgt−q ∈ I.
Mentre se q < n, allora t − q > m, e quindi gt−q ∈ I, con la conseguenza che anche
f qgt−q ∈ I. In conclusione, avremo una somma di elementi che appartengono ad I, ma
allora anche tale somma appartiene ad I; dunque (f + g)t ∈ I e quindi f + g ∈
√
I.
Infine, sia f ∈
√
I. Allora esiste n > 0 tale che fn ∈ I e, poiché I è un ideale, allora per
un qualunque a ∈ R si ha che an · fn = (a · f)n ∈ I, e quindi a · f ∈
√
I.
Osservazione 1.1.8. In generale,
√
I ⊇ I. Infatti, per p ∈ I possiamo sempre prendere
n = 1, e quindi ottenere pn = p1 = p ∈
√
I. Si ha inoltre che, se I ⊆ J , allora
√
I ⊆
√
J .
Infatti se f ∈
√
I esiste un n > 0 tale che fn ∈ I ⊆ J , e quindi f ∈
√
J .
Definizione 1.1.9. Sia I ⊆ R un ideale. Diremo che I è radicale se vale
√
I = I.
Un importante risultato è il seguente:
Proposizione 1.1.10. Sia I ⊆ R un ideale primo; allora I è un ideale radicale.
Dimostrazione. Sia I primo; per l’Osservazione 1.1.8 vale I ⊆
√
I. Viceversa, sia x ∈
√
I.
Allora esiste n̄ > 0 tale che xn̄ ∈ I, ma, poiché I è primo, se contiene un prodotto deve
contenere almeno uno dei fattori, da cui segue che x ∈ I. Dunque
√
I ⊆ I.
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Esempio 1.1.11. Supponiamo che il nostro anello sia C[x], l’anello dei polinomi a una
variabile su C; un esempio di ideale radicale è
(
x
)
, infatti esso è primo poiché è generato
da un elemento irriducibile e grazie alla Proposizione 1.1.10 è radicale. Al contrario
(
x2
)
non lo è in quanto x ∈
√
I ma non appartiene a (x2).
Elenchiamo ora alcune importanti proprietà:
Proposizione 1.1.12. Siano I e J due ideali di R; allora valgono:
1.
√√
I =
√
I;
2.
√
IJ =
√
(I ∩ J) =
√
I ∩
√
J ;
3.
√
I =
(
1
)
⇐⇒ I =
(
1
)
;
4.
√
I + J =
√
(
√
I +
√
J);
5. Se I è un ideale primo allora
√
In = I, ∀n > 0.
Dimostrazione. Proviamo le 5 proprietà sopra elencate:
1. Dimostriamo l’uguaglianza con la doppia inclusione;
√√
I ⊇
√
I è conseguenza
dell’Osservazione 1.1.8. Viceversa, sia f ∈
√√
I. Allora esiste m > 0 tale che
fm ∈
√
I; ciò implica che esiste n > 0 tale che (fm)n ∈ I, cioè esiste t = mn > 0
tale che f t ∈ I. Quindi f ∈
√
I, e allora
√√
I ⊆
√
I.
2. Dalla definizione di radicale è facile ottenere la seconda uguaglianza:√
(I ∩ J) = {f ∈ R | ∃ n > 0 per cui fn ∈ I ∩ J} e
√
I ∩
√
J = {f ∈ R | ∃ n,m > 0 per cui fn ∈ I e fm ∈ J}.
Sia f ∈
√
(I ∩ J), allora esiste n > 0 per cui fn ∈ I e fn ∈ J , da cui, ponendo
m = n si ottiene che f ∈
√
I ∩
√
J . Viceversa, sia f ∈
√
I ∩
√
J , quindi esistono
n,m > 0 tali che fn ∈ I e fm ∈ J ; allora fn · fm appartiene ad I (poiché I è un
ideale), e per il medesimo motivo appartiene anche a J ; quindi fn · fm ∈ I ∩J , ma
allora abbiamo trovato t = n + m > 0 tale che f t ∈ I ∩ J .
Proviamo ora la prima uguaglianza, sfruttando anche in questo caso la doppia
inclusione: sia f ∈
√
IJ ; poiché vale che IJ ⊆ I ∩ J , allora dall’Osservazione
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1.1.8 segue che
√
IJ ⊆
√
(I ∩ J). Viceversa, sia f ∈
√
(I ∩ J). Dalla seconda
uguaglianza si ottiene che f ∈
√
I ∩
√
J , cioè esistono n,m > 0 tali che fn ∈ I
e fm ∈ J , allora fn · fm = fn+m appartiene a IJ e quindi f ∈
√
IJ . Dunque√
(I ∩ J) ⊆
√
(IJ).
3. Sia
√
I =
(
1
)
= R, allora per ogni f ∈ R esiste m > 0 tale che fm ∈ I. È
sufficiente mostrare che 1 ∈ I; per farlo notiamo che 1 ∈
√
I, quindi esiste m > 0
tale che 1m ∈ I, ma 1m = 1 per ogni m. Quindi 1 ∈ I e allora I =
(
1
)
.
Viceversa, sia I =
(
1
)
; poiché per la 1.1.8
√
I ⊇ I =
(
1
)
, allora
√
I =
(
1
)
.
4. Sempre per la 1.1.8 si ha che I ⊆
√
I e J ⊆
√
J ; ciò implica che I + J ⊆
√
I +
√
J
e quindi
√
I + J ⊆
√√
I +
√
J .
Viceversa, sia f ∈
√√
I +
√
J ; allora esiste n > 0 tale che fn ∈
√
I +
√
J , cioè
fn = x + y con x e y rispettivamente in
√
I e
√
J . Dunque esistono m, t > 0 tali
che xm ∈ I e yt ∈ J . Sia ora q = m + t; allora fnq = (x + y)q =
∑q
k=0 ckx
kyq−k.
con ck costante. Se k ≥ m allora ak apparterrebbe sicuramente ad I e quindi anche
l’elemento cka
kbq−k ∈ I. Se invece k < m si ha che q − k > t, quindi bq−k ∈ J
e di conseguenza anche cka
kbq−k ∈ J . Quindi la sommatoria sarà composta da
alcuni elementi appartenenti ad I e da altri appartenenti a J , e in definitiva tale
somma apparterrà ad I + J , cioè fnq ∈ I + J e quindi f ∈
√
I + J . Dunque√√
I +
√
J ⊆
√
I + J .
5. Ricordiamo che, per la 1.1.10, se I è primo allora I è radicale, cioè I =
√
I. Inoltre
in generale vale che In ⊆ I e per l’Osservazione 1.1.8 si ha che
√
In ⊆
√
I, ma per
quello che abbiamo appena ricordato
√
In ⊆
√
I = I ⇒
√
In ⊆ I.
Viceversa sia f ∈ I, allora fn ∈ In e quindi f ∈
√
I.
1.2 Anelli noetheriani
Introduciamo ora il concetto di anello noetheriano; in questa Sezione definiremo di
cosa si tratta e ne vedremo alcuni esempi.
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Proposizione-Definizione 1.2.1. Un anello R si dice noetheriano se soddisfa una delle
seguenti caratteristiche equivalenti:
1. Ogni ideale I ⊂ R è finitamente generato; cioè esistono f1, . . . , fk ∈ R, tali che
I =
(
f1, . . . , fk
)
.
2. Ogni catena ascendente di ideali di R, I1 ⊆ I2 ⊆ . . ., è stazionaria; cioè esiste N
tale che IN = IM per ogni M ≥ N .
3. Ogni insieme non vuoto di ideali di R ha un elemento massimale.
Dimostrazione. Proviamo quindi l’equivalenza delle 3 caratteristiche:
•
(
1.⇒ 2.
)
Sia I1 ⊆ I2 ⊆ . . . e sia I =
(⋃
j Ij
)
, il più piccolo ideale contenente
ogni ideale della catena appena definita. I è per ipotesi finitamente generato;
sia quindi I =
(
f1, . . . , fk
)
. Ogni fi è del tipo ai1gi1 + . . . + aihigihi , dove i gj
appartengono a un certo It. Poiché per ogni fi la somma è finita, esisterà un certo
mi tale che fi ∈ Imi . Sia ora M = max {mi}, allora per ogni i si ha che fi ∈ IM .
Proviamo ora che I = IM ; IM ⊆ I perché I contiene tutti gli ideali della catena,
quindi in particolare contiene anche IM . Inoltre fi ∈ IM per ogni i, allora poiché
I =
(
f1, . . . , fk
)
si ha che I ⊆ IM . Quindi IM = I, dunque tale catena da un certo
punto in poi diventa stazionaria, in particolare IM = IN per ogni N > M .
•
(
2.⇒ 3.
)
Sia F una famiglia non vuota di ideali di R; chiamiamo un suo elemento
I0. Se I0 è l’elemento massimale, allora la dimostrazione è terminata. Altrimenti è
possibile scegliere I1 ∈ F , con I0 ⊂ I1. Allo stesso modo, se I1 è massimale, ottengo
la tesi; altrimenti si sceglie I2 tale che I0 ⊂ I1 ⊂ I2. Iterando il ragionamento, si
genera una catena di ideali di R che, se si suppone per assurdo che non esista un
elemento massimale, avrà tutte le inclusioni strette. Ma questo va contro l’ipotesi
che assicura che questa catena diventerà stazionaria ad un certo punto.
•
(
3. ⇒ 1.
)
Sia I un ideale di R e sia S = {J ⊆ I | J finitamente generato}.
Questo insieme è sicuramente non vuoto in quanto (0) ∈ S. Dunque avrà un
elemento massimale. Chiamiamo J̃ = (f1, . . . , fk) questo ideale. Se J̃ fosse diverso
da I, esisterebbe f ∈ I r J̃ . Quindi potremmo costruire l’ideale
(
J̃ ∪ {f}
)
che è
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finitamente generato in quanto un insieme di generatori possono essere f1, . . . , fk, f ;
verrebbe quindi contraddetta l’ipotesi di J̃ massimale, e allora I = J̃ . Dunque I è
finitamente generato.
Ora che abbiamo provato l’equivalenza delle tre proprietà, vediamo alcuni esempi di
questi anelli:
Osservazione 1.2.2. Ogni campo K è noetheriano; infatti gli unici ideali di K sono
(
0
)
e
(
1
)
, che sono entrambi finitamente generati.
Se R è un anello noetheriano e I è un ideale di R, allora il quoziente R/I è noetheriano.
Ciò è vero perché gli ideali del quoziente sono del tipo [J ], dove J ⊆ R ideale, e quindi
finitamente generato, diciamo J =
(
g1, . . . , gt
)
; allora [J ] =
(
[g1], . . . , [gt]
)
, cioè ogni
ideale del quoziente è finitamente generato.
Il seguente Teorema, detto Teorema della Base di Hilbert, è il risultato più importante
della Sezione:
Teorema 1.2.3. Sia R un anello noetheriano; allora R[x] è noetheriano.
Dimostrazione. Sia I ⊆ R[x] ideale. Per ogni m > 0 chiamiamo Jm l’insieme che contiene
0 e i coefficienti direttori dei polinomi di grado m appartenenti ad I. Tale insieme è
un ideale di R: infatti lo 0 vi appartiene; se f ∈ I ha come coefficiente direttore am
allora anche −am ∈ Jm poiché −f ∈ I; inoltre, presi am, bm ∈ Jm esistono f, g due
polinomi in I di grado m con am, bm i rispettivi coefficienti direttori, allora f + g ∈ I e
f + g = (am + bm)x
m + . . . + (a0 + b0) e quindi am + bm ∈ Jm; infine, preso am ∈ Jm
coefficiente direttore di f ∈ I e b ∈ R, allora bf = bamxm + . . . + ba0 ∈ I e quindi
bam ∈ Jm. Inoltre Jm ⊆ Jm+1: infatti sia am ∈ Jm, allora esiste f ∈ I tale che
f = amx
m + . . . + a0. Ma xf = amx
m+1 + . . . + a0x è un polinomio di I di grado m + 1
con il medesimo coefficiente direttore. Questo ci dice quindi che am ∈ Jm+1.
Poiché R è noetheriano, tutti i Jm sono ideali finitamente generati e la catena J0 ⊆
. . . ⊆ Jm ⊆ . . . è stazionaria. Sia N > 0 tale che Jm = JN per ogni m ≥ N e per ogni
i = 0, . . . , N siano f i1, . . . , f
i
ki
i polinomi appartenenti ad I di grado i i cui coefficienti
direttori generano Ji. Sia ora H ⊂ I l’ideale generato dagli f ij . Proviamo che H = I.
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Sappiamo che H ⊂ I; basta quindi provare l’inclusione contraria H ⊃ I.
Prendiamo f ∈ I. Esso può essere scritto come come f = h + g, con h ∈ H e g di
grado minimo (rispetto a tutte le possibili scritture di quel tipo). Poiché h ∈ H ⊂ I e
f ∈ I, allora anche g ∈ I. Supponiamo per assurdo che g 6= 0 e sia r = min{deg g,N},
allora il coefficiente direttore di g appartiene a Jr, cioè esistono a1, . . . , akr ∈ R tali che
a1f
r
1 + . . . + akrf
r
kr
ha come coefficiente direttore lo stesso di g. Sia s = deg g − r, allora
il polinomio g − t, con t = (a1f r1 + . . . + akf rk )xs ∈ H, ha grado minore del grado di g,
poiché g e t hanno lo stesso grado e stesso coefficiente direttore. Riscrivendo si avrebbe:
f = h+ (g− t+ t) = (h+ t)− (g− t), dove h+ t ∈ H e g− t di grado inferiore a quello di
g, ma questo contraddice l’ipotesi che g sia stato preso di grado minimo, dunque g = 0,
quindi f = h e cioè f ∈ H.
Corollario 1.2.4. Sia R un anello noetheriano, allora R[x1, . . . , xn] è noetheriano.
Dimostrazione. Proviamo la tesi per induzione su n: il Teorema della Base di Hilbert
ci assicura che la tesi vale per n = 1. Supponiamo che sia vera per n − 1; verifichiamo
la sua validità per n. Infatti R[x1, . . . , xn] = R[x1, . . . , xn−1][xn], ma R[x1, . . . , xn−1] è
noetheriano per il passo induttivo, allora applicando il Teorema della Base di Hilbert
all’anello R[x1, . . . , xn−1] si ottiene la tesi.
Nei Capitoli successivi considereremo lo spazio k[x1, . . . , xn], con k campo algebri-
camente chiuso. Questa struttura, come conseguenza diretta del Teorema della Base di
Hilbert e dell’osservazione 1.2.2, ha la caratteristica di essere un anello noetheriano; ogni
ideale appartenente ad esso dunque è finitamente generato. Gli insiemi che andremo
a studiare sono formati dai punti che annullano tutti i polinomi di un ideale fissato.
Avremo cos̀ı il notevole vantaggio di poter prendere in considerazione solamente i gene-
ratori degli ideali studiati, poiché , se questi punti annullano i generatori, ne segue che
annullano un qualsiasi polinomio dell’ideale.
Capitolo 2
Topologia di Zariski
In seguito parleremo molto spesso di punti che annullano un polinomio; detto p(x1, . . . , xn)
un polinomio e P = (a1, . . . , an) un punto, se l’elemento p(a1, . . . , an) ∈ k è zero, diremo
che P è radice di p, o che p si annulla in P .
2.1 La Corrispondenza V
Sia k un campo algebricamente chiuso e A = k[x1, . . . , xn]. Sia Ank lo spazio affine
n-dimensionale sul campo k.
Definiamo la corrispondenza V come l’applicazione
{ideali J ⊆ A} −→ {sottoinsiemi X ⊆ Ank}
J 7−→ V (J)
dove V (J) = {P ∈ Ank | f(P ) = 0 ∀f ∈ J}.
Definizione 2.1.1. Un sottoinsieme X di Ank si dice algebrico se X = V (I) per qualche
I.
Osservazione 2.1.2. Sia I un ideale di k[x1, . . . , xn], allora per il corollario 1.2.4 è fi-
nitamente generato, cioè I = (f1, . . . , fr). Tutti gli elementi di I sono del tipo t1f1 +
. . . + trfr, con ti ∈ A ∀i = 1, . . . , r; cioè ogni elemento di I è combinazione dei ge-
neratori f1, . . . , fr. Allora se un punto è radice di tutti i generatori di conseguenza è
radice di tutti i polinomi di I, e quindi V (I) = {P ∈ Ank | f(P ) = 0 ∀f ∈ I} =
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{P ∈ Ank | fi(P ) = 0 per i = 1, . . . , r}; dunque un insieme algebrico non è altro che
il luogo di zeri di un numero finito di polinomi.
Notazione 2.1.3. Sia f un polinomio in k[x1, . . . , xn]. Per semplificare le notazioni
d’ora in poi V ((f)) lo indicheremo con V (f).
Proposizione-Definizione 2.1.4. La corrispondenza V soddisfa le seguenti proprietà:
1. V (0) = Ank , V (A) = ∅;
2. I ⊆ J ⇒ V (I) ⊇ V (J);
3. V (I1) ∪ V (I2) è algebrico; in particolare V (I1) ∪ V (I2) = V (I1I2).
Conseguentemente, anche l’unione finita V (I1)∪ . . .∪V (In) è un insieme algebrico.
4. L’intersezione numerabile è algebrica, ovvero:
⋂∞
t=1 V (It) = V (J), dove in partico-
lare J =
(⋃∞
t=1 It
)
= {a1i1 + . . . + arir; | aj ∈ A, ij ∈
⋃∞
t=1 It}.
Dai punti 1. 3. 4. si deduce che i sottoinsiemi algebrici di Ank formano gli insiemi chiusi
di una topologia su Ank , detta topologia di Zariski.
Dimostrazione. 1. Nell’ideale
(
0
)
ci sta un solo elemento, ovvero 0. Inoltre l’equiva-
lenza 0(P ) = 0 viene soddisfatta da tutti i punti P ∈ Ank .
Al contrario, non esistono P ∈ Ank tali che f(P ) = 0 ∀f ∈ A; infatti per i polinomi
costanti diversi da 0, ad esempio, tale uguaglianza non è verificata.
2. V (I) = {P ∈ Ank | f(P ) = 0 ∀f ∈ I}
V (J) = {P ∈ Ank | f(P ) = 0 ∀f ∈ J};
sia f ∈ I, allora f ∈ J per ipotesi. Preso un qualunque P ∈ V (J), mostriamo che
P ∈ V (I).
Se P ∈ V (J) significa che f(P ) = 0 ∀f ∈ J ; in particolare si ha che f(P ) =
0 ∀f ∈ I ⊆ J . Quindi f ∈ V (I) e allora V (I) ⊃ V (J).
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3. Sappiamo già che I1I2 è un ideale per la Proposizione 1.1.4. Dobbiamo ora provare
l’uguaglianza V (I1) ∪ V (I2) = V (I1I2).
V (I1I2) = {P ∈ Ank | f(P ) = 0 ∀f ∈ I1I2}
V (I1) = {P ∈ Ank | f(P ) = 0 ∀f ∈ I1}
V (I2) = {P ∈ Ank | f(P ) = 0 ∀f ∈ I2}.
Per ottenere l’uguaglianza, dimostriamo la doppia inclusione.
Sia P ∈ V (I1)∪V (I2); senza perdere di generalità, supponiamo che P ∈ V (I1), allo-
ra bisogna dimostrare che P ∈ V (I1I2). Se P ∈ V (I1) si ha che f(P ) = 0 ∀f ∈ I1.
Presa h ∈ I1I2 tale che h =
∑
figi con fi ∈ I1 e gi ∈ I2, allora h(P ) =∑
fi(P )gi(P ) = 0, perché fi(P ) = 0 per ogni i. Dunque V (I1) ∪ V (I2) ⊆ V (I1I2).
Viceversa, sia P ∈ V (I1I2). Mostriamo che P ∈ V (I1) o P ∈ V (I2). Infatti, se
P ∈ V (I1I2) allora h(P ) = 0 ∀h ∈ I1I2, quindi in particolare con h = fg, dove
f ∈ I1 e g ∈ I2; cioè f(P ) = 0 o g(P ) = 0. Se supponiamo che P non appartenga
a V (I2), deve esistere un g ∈ I2 tale che g(P ) 6= 0, allora per ogni f ∈ I1 posso
costruire l’elemento h = fg ∈ I1I2, in tal modo h(P ) deve essere 0, ciò implica che,
per ogni f , f(P ) = 0, e quindi P ∈ V (I1). Dunque V (I1) ∪ V (I2) ⊇ V (I1I2).
Infine, proviamo per induzione su n che anche l’unione finita di insiemi algebrici è
un insieme algebrico.
Per n = 2 è stato appena provato. Supponiamo che sia vero per n − 1. Allora
V (I1) ∪ . . . ∪ V (In) = V (I1) ∪
(
V (I2) ∪ . . . ∪ V (In)
)
, ma per il passo induttivo
V (I2) ∪ . . . ∪ V (In) sono n − 1 insiemi algebrici, e dunque sono un insieme alge-
brico. Quest’ultimo, unito a V (I1), è un insieme algebrico dunque l’unione finita è
algebrica.
4. Mostriamo l’uguaglianza sfruttando la doppia inclusione.
Sia P ∈
⋂∞
t=1 V (It), allora P ∈ V (It) ∀t, cioè f(P ) = 0 ∀f ∈ It e per ogni t.
Quindi f(P ) = 0 ∀f ∈
⋃∞
t=1 It. Sia f̃ ∈
(⋃∞
t=1 It
)
, cioè f̃ = a1f1 + . . . + arfr con
ak ∈ A e fk ∈
⋃∞
t=1 It. Allora f̃(P ) = 0. Dunque abbiamo che P ∈ V
((⋃∞
t=1 It
))
,
e quindi
⋂∞
t=1 V (It) ⊆ V
((⋃∞
t=1 It
))
. Viceversa, sia P ∈ V
((⋃∞
t=1 It
))
. Allora
f(P ) = 0 per ogni f ∈
(⋃∞
t=1 It
)
, ovvero per ogni f = a1f1 + . . .+arfr con aj ∈ A e
fj ∈
⋃∞
t=1 It . Poiché
⋃∞
t=1 It ⊆
(⋃∞
t=1 It
)
, allora fj(P ) = 0 ∀fj ∈
⋃∞
t=1 It per ogni
t, cioè fj(P ) = 0 se fj ∈ It. Quindi P ∈ V (It) per ogni t, allora P ∈
⋂∞
t=1 V (It).
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Dunque
⋂∞
t=1 V (It) ⊇ V
((⋃∞
t=1 It
))
.
Esempio 2.1.5. Vediamo chi sono i chiusi in C; preso I un ideale in C[x] studiamo
V (I). C[x] è un PID, cioè ogni ideale è principale, quindi I =
(
f
)
, con f ∈ C[x].
Allora, se deg f = d > 0, V (f) è un insieme finito di punti, infatti V (f) sono i punti che
annullano f , che saranno al massimo d. Nel caso in cui f abbia grado minore di 1 gli
insiemi algebrici che otteniamo sono o il vuoto o tutto lo spazio.
Inoltre, dato un insieme finito di punti in C, siano essi {z1, . . . , zn}, è sempre possibile
trovare un polinomio in C[x] tale che esso si annulli su tutti e soli questi punti, per
esempio p = (x− z1) · . . . · (x− zn).
Questo ci dice che, su C, i chiusi della Topologia di Zariski sono ∅, C e gli insiemi finiti,
quindi questa topologia e la topologia cofinita in questo caso coincidono.
Su C2, invece, l’equivalenza è falsa; infatti è possibile trovare un chiuso con infiniti punti.
Ad esempio V (x) corrisponde all’asse x = 0, ovvero tutti i punti del tipo (0, y) sono radice
del polinomio. Invece V (x2 + y2 + 1) corrisponde alla circonferenza unitaria di centro
(0,0), anch’essa formata da infiniti punti.
Abbiamo visto come associare ad un ideale uno spazio geometrico, nella prossima
sezione faremo il viceversa.
2.2 La Corrispondenza I
Definiamo ora la corrispondenza I come l’applicazione seguente:
{sottoinsiemi X ⊆ Ank} −→ {ideali J ⊆ A}
X 7−→ I(X)
dove I(X) = {f ∈ A | f(P ) = 0 ∀P ∈ X}.
Osservazione 2.2.1. I(X) è in effetti un ideale in quanto: 0 ∈ I(X) poiché 0(P ) = 0
per ogni P ∈ X; se f ∈ I(X) anche −f ∈ I(X), perché (−f)(P ) = −(f(P )) = 0 per ogni
P ∈ X; inoltre per f, g ∈ I(X) anche f+g ∈ I(X), dato che (f+g)(P ) = f(P )+g(P ) = 0
per ogni P ∈ X; infine per f ∈ I(X) e t ∈ A si ha che (t·f)(P ) = t(P )·f(P ) = t(P )·0 = 0
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per ogni P ∈ X, ossia t · f ∈ I(X). Si può osservare che gli ideali indicati sopra sono
in particolare degli ideali radicali, cioè I(X) =
√
I(X), per ogni X ⊆ Ank . Infatti
per l’Osservazione 1.1.8 si ha I(X) ⊆
√
I(X). Inoltre se fn ∈ I(X) per qualche n,
significherebbe che per ogni P ∈ X fn(P ) = f(P ) · . . . · f(P )︸ ︷︷ ︸
n volte
= 0, da cui, essendo in
un campo, si ottiene che f(P ) = 0. Dunque è valida anche l’inclusione I(X) ⊇
√
I(X).
Proposizione 2.2.2. Siano X, Y ⊆ Ank due insiemi algebrici. Allora I(X ∪ Y ) =
I(X) ∩ I(Y )
Dimostrazione. La dimostrazione si ricava facilmente dalla definizione di I, infatti:
I(X ∪ Y ) = {f ∈ A | f(P ) = 0, ∀P ∈ X ∪ Y };
I(X) = {f ∈ A | f(P ) = 0, ∀P ∈ X};
I(Y ) = {f ∈ A | f(P ) = 0, ∀P ∈ Y };
quindi I(X) ∩ I(Y ) = {f ∈ A | f(P ) = 0, ∀P ∈ X e ∀P ∈ Y },
cioè I(X) ∩ I(Y ) = {f ∈ A | f(P ) = 0, ∀P ∈ X ∪ Y }.
Esempio 2.2.3. Sia X = {(x, y) ∈ A2C | x = 0} ⊂ A2C. Un polinomio p(x, y) che si
annulla su tutti i punti del tipo (0, z) deve essere diviso da x, infatti p(0, y) è un polinomio
in y che ha infinite radici, quindi deve necessariamente essere il polinomio nullo. Dunque
p(x, y) = xg(x, y). Ciò significa che I(X) =
(
x
)
che è appunto un ideale radicale.
Un’altra proprietà utile dell’applicazione I è descritta nella seguente:
Proposizione 2.2.4. Siano X, Y ⊆ Ank due insiemi algebrici con X ⊆ Y , allora I(Y ) ⊆
I(X).
Dimostrazione. Sia f ∈ I(Y ). Allora f(P ) = 0 per ogni P ∈ Y ; in particolare f(P ) = 0
per ogni P ∈ X poiché , per ipotesi, X ⊆ Y . Quindi f ∈ I(X), e cioè I(Y ) ⊆ I(X).
Notiamo ora le relazioni che sussistono tra le due mappe appena definite: V e I.
Proposizione 2.2.5. Sia X ⊆ Ank un sottoinsieme e I ⊆ k[x1, . . . , xn] un ideale. Allora:
1. X ⊆ V (I(X))
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2. I ⊆ I(V (I))
Dimostrazione. Per provare la 1. prendiamo un punto P in X. Esso appartiene a
V (I(X)) se tutti i polinomi in I(X) si annullano su P . Ma questi sono tutti e soli i
polinomi che si annullano su X, quindi in particolare su P .
Per provare la 2. analogamente prendiamo un polinomio in I. Per appartenere a I(V (I))
deve annullarsi su tutti i punti di V (I), che sono proprio i punti che si annullano su un
qualunque polinomio in I.
Dal punto di vista topologico, la Topologia di Zariski non è di Hausdorff. Addirittura
possiamo trovare una base di aperti per lo spazio i cui insiemi a due a due si intersecano.
Sapendo che gli aperti sono i complementari dei chiusi, prendiamo f un polinomio in
k[x1, . . . , xn] e definiamo Df := {P | f(P ) 6= 0}, cioè Df = (V (f))c. Quindi Df è un
aperto.
Proposizione 2.2.6. Gli insiemi del tipo Df rappresentano una base di aperti per la
topologia di Zariski su Ank .
Dimostrazione. Sia I un ideale in k[x1, . . . , xn], allora A = V (I)
c è un aperto. Mostriamo
che A =
⋃t
j=1 Dfj . L’ideale I è finitamente generato, ossia I =
(
g1, . . . , gt
)
; un punto P
appartiene ad A se esiste almeno un gi tale che gi(P ) 6= 0, ma allora P ∈ Dgi . Quindi
A ⊆
⋃t
j=1 Dfj .
Viceversa, se prendiamo P ∈ Dgj significa che gj(P ) 6= 0; ma quindi P non può stare in
V (I), e cioè P ∈ A. Abbiamo cos̀ı provato anche l’inclusione opposta: A ⊇
⋃t
j=1 Dfj .
Non ci resta quindi che dimostrare che l’intersezione di questi aperti non è vuota, se
gli aperti non sono vuoti.
Proposizione 2.2.7. Siano f, g due polinomi di grado positivo, allora Df ∩Dg 6= ∅.
Dimostrazione. Supponiamo che Df ∩Dg = ∅; poiché Df ∩Dg = Dfg, si ha che Dfg = ∅,
e cioè V (fg) = Ank . Ora I(Ank) =
(
0
)
, infatti se p ∈ I(Ank) non fosse il polinomio nullo,
poiché p appartiene a k[x1, . . . , xn], anello a fattorizzazione unica, allora p ammette solo
un numero finito di irriducibili nella sua fattorizzazione; però, poiché p si annulla su ogni
2.3 Il Teorema degli Zeri di Hilbert 19
retta del tipo x = c, con c ∈ C, allora dovrebbe appartenere all’ideale
(
x − c
)
. Questo
implica che p dovrebbe avere infiniti fattori irriducibili, che è assurdo. Quindi p = 0.
A questo punto I(V (fg)) =
(
0
)
, cioè fg ∈
(
0
)
per la proposizione 2.2.5. Ma fg = 0
implica o f = 0 o g = 0, ossia o Df = ∅ o Dg = ∅. In altre parole, se la loro intersezione
è vuota significa che uno dei due è l’insieme vuoto; dunque, se sono entrambi diversi
dal vuoto, la loro intersezione non è vuota, e quindi la Topologia di Zariski non è di
Hausdorff.
2.3 Il Teorema degli Zeri di Hilbert
Riportiamo qui sotto un esempio utile per arrivare poi ad enunciare il risultato più
importante del Capitolo:
Esempio 2.3.1. Prendiamo la retta x = 0 nello spazio C2 e priviamola di un punto, sia
esso ad esempio P = (0, 5). Chiamiamo X l’insieme dei punti che appartengono a questa
retta bucata. Se vi applichiamo ora la funzione I, otteniamo: I(X) =
(
x
)
. Infatti sia
p un polinomio che si annulla su tutti i punti del tipo (0, z) con z 6= 5. Ma p(0, y) è un
polinomio in una sola variabile con infinite radici, dunque deve essere il polinomio nullo,
questo ci dice quindi che p(x, y) = xg(x, y). A questo punto, applichiamo anche V e
vediamo che V (I(X)) = V (x), ma V (x) è tutta la retta x = 0, cioè vi appartiene anche
il punto P inizialmente escluso; in sostanza (V ◦ I)(X) 6= X.
D’altro canto, consideriamo ora l’ideale non radicale J =
(
x2
)
in C[x, y] e applichia-
mo prima la funzione V e poi la funzione I: V (x2) sono tutti i punti appartenenti alla
retta x = 0. Ma I(V (x2)) 6=
(
x2
)
, infatti anche il polinomio x si annulla su quei punti,
e infatti come abbiamo visto prima I(V (
(
x2
)
)) =
(
x
)
. Quindi (I ◦V )(J) 6= J per J non
radicale.
In conclusione, la composizione delle due applicazioni V e I non è l’identità; in generale,
quindi, tali funzioni non sono una l’inversa dell’altra. Vedremo però che, sotto opportune
ipotesi, queste applicazioni saranno biunivoche e cioè sarà possibile considerarle come
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due applicazioni una inversa dell’altra.
A questo punto, enunciamo e dimostriamo il Teorema degli Zeri di Hilbert, chiamato
anche Nullstellensatz. Nel farlo ometteremo un risultato algebrico che usa argomenti che
trascendono dai temi trattati in questa tesi.
Teorema 2.3.2. Sia k un campo algebricamente chiuso, e sia A = k[x1, . . . , xn] l’anello
dei polinomi in n variabili a coefficienti in k. Allora valgono:
(a) Ogni ideale massimale dell’anello A è della forma m =
(
x1 − a1, . . . , xn − an
)
, per
un qualche punto P = (a1, . . . , an) ∈ Ank .
(b) Sia J ⊆ A un ideale, tale che J 6=
(
1
)
; allora V (J) 6= ∅.
(c) Per ogni J ⊆ A, si ha: I(V (J)) =
√
J .
Dimostrazione. Per la prova di (a) si rimanda a [1] (3.15 pagina 61).
Sapendo che vale (a), proviamo (b).
Sia J ⊆ A un ideale, J 6= A, allora esiste m ideale massimale tale che J ⊆ m. Questo se-
gue dal punto 3. della Proposizione-Definizione 1.2.1, infatti sia B = {I ⊆ A | J ⊆ I, I 6= A},
tale insieme non è vuoto perché almeno J vi appartiene, allora ammette un elemento
massimale che chiamiamo m. Per il punto (a) è della forma m =
(
x1 − a1, . . . , xn − an
)
.
Quindi J ⊆ m significa che, detto P = (a1, . . . , an), f(P ) = 0 per ogni f ∈ J . Allora
P ∈ V (J), e cioè V (J) 6= ∅.
Infine proviamo che il punto (b) implica che anche (c) sia vera.
Sia J ⊆ A, dimostriamo che I(V (J)) =
√
J sfruttando la doppia inclusione:
⊇ Sia f ∈
√
J , allora esiste n > 0 tale che fn ∈ J . Ricordiamo che V (J) =
{P ∈ Ank | h(P ) = 0 ∀h ∈ J} e che I(V (J)) = {g ∈ A | g(P ) = 0 ∀P ∈ V (J)}; in
particolare ∀P ∈ V (J), fn(P ) = 0. Ma allora fn ∈ I(V (J)); ma fn(P ) = 0 non è
altro che f(P ) · . . . · f(P )︸ ︷︷ ︸
n volte
= 0 si ottiene che f(P ) = 0 per ogni P ∈ V (J) e quindi
f ∈ I(V (J)).
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⊆ Sia ora f ∈ I(V (J)), devo mostrare che fn ∈ J per qualche n > 0.
J è un ideale contenuto in k[x1, . . . , xn], che a sua volta è contenuto in k[x1, . . . , xn, y];
e cioè J ⊆ A ⊆ k[x1, . . . , xn, y]. f ∈ I(V (J)) quindi f(P ) = 0 per ogni P ∈ V (J).
Considero ora J1 =
(
J, fy − 1
)
, quindi ogni punto Q ∈ V (J1), con Q del tipo
Q = (a1, . . . , an, b), deve essere tale che (a1, . . . , an) ∈ V (J) e f(a1, . . . , an) · b = 1,
dunque in particolare deve succedere che f(a1, . . . , an) 6= 0; ma questo non è pos-
sibile perché f(P ) = 0 per ogni P ∈ V (J), e quindi anche per P = (a1, . . . , an).
Dunque V (J1) = ∅. Allora per il punto (b) si ha J1 =
(
1
)
, cioè 1 ∈ J1; perciò 1 si
scrive come combinazione dei generatori di J1 (che sono in numero finito poiché A
è Noetheriano):
1 =
∑
gifi + g0(fy − 1),
dove gi ∈ k[x1, . . . , xn, y] e fi ∈ J . Sia ora N il grado massimo in cui compare y
nei gi, moltiplichiamo entrambi i membri dell’uguaglianza per f
N :
fN =
∑
gifif
N + g0(fy − 1)fN ;
osserviamo che è possibile scrivere gif
N come un polinomio del tipo Gi(x1, . . . , xn, fy),
dunque riscriviamo l’uguaglianza come segue:
fN =
∑
Gifi + G0(fy − 1). (∗)
A questo punto, consideriamo questa serie di applicazioni:
k[x1, . . . , xn] ↪→ k[x1, . . . , xn, y] −→ k[x1, . . . , xn, y]/
(
fy − 1
)
=: B.
La composizione di esse è iniettiva: prendiamo p, q ∈ k[x1, . . . , xn], mostriamo che
se [p] = [q] in B allora p = q in A. [p] = [q] ⇔ p ∼ q ⇔ p − q ∈
(
fy − 1
)
, ovvero
p − q = t · (fy − 1) con t ∈ k[x1, . . . , xn, y], ma poiché p e q sono due polinomi in
cui non compare la variabile y, affinché la loro differenza sia o il polinomio nullo
o un polinomio che invece presenta la y, necessariamente t deve essere uguale a 0,
quindi p = q. Passando all’anello quoziente B, (*) diventa:
[fN ] = [
∑
Gi(x1, . . . , xn, fy)fi],
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ma in B si ha che [fy] = [1], quindi la precedente uguaglianza diventa:
[fN ] =
∑
[Gi(x1, . . . , xn, 1)fi] =
∑
[G̃i(x1, . . . , xn)fi],
ma ora i polinomi che compaiono appartengono ad A, dunque possiamo eliminare
le classi ottenendo che fN ∈ J e quindi f ∈
√
J .
Dal Teorema segue un importante Corollario che ci dice sotto quali ipotesi le appli-
cazioni V ed I si possono considerare una l’inversa dell’altra:
Corollario 2.3.3. Sia k un campo algebricamente chiuso e sia A = k[x1, . . . , xn]. Esiste
una corrispondenza biunivoca fra i sottoinsiemi algebrici dello spazio affine Ank e gli ideali
radicali contenuti in A, cos̀ı definita:
{X ⊂ Ank , X algebrico} ←→ {J ⊆ A, J ideale radicale}
X −→ I(X)
V (J) ←− J
Dimostrazione. Mostriamo quindi che V ed I sono una l’inversa dell’altra: sia I un ideale
radicale di A, dal punto (c) del Nullstellensatz segue che
I(V (I)) =
√
I = I
poiché I è radicale. Viceversa sia X un insieme algebrico. Questo significa che esiste un
ideale I tale che X = V (I), possiamo inoltre considerare I radicale in quanto abbiamo
appena provato che la funzione I è suriettiva. Abbiamo quindi che
V (I(X)) = V (I(V (I))) = V (I) = X.
Facciamo un esempio per comprendere meglio l’importanza dell’ipotesi che k sia un
campo algebricamente chiuso:
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Esempio 2.3.4. Poniamoci ad esempio in R2; gli ideali
(
x2 + y2 + 1
)
e
(
x2 + y2 + 2
)
sono primi, e quindi per la Proposizione 1.1.10 sono due ideali radicali. Ma tramite
l’applicazione V vengono entrambi mandati nell’insieme vuoto.
Dunque, se il campo k non è algebricamente chiuso, l’iniettività di V non si conserva.
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Capitolo 3
Varietà
In questo Capitolo definiremo cosa sono le Varietà dello spazio affine Ank e arriveremo
a dimostrare un risultato fondamentale sulla decomposizione in irriducibili degli insiemi
algebrici, ma prima dovremo introdurre gli insiemi irriducibili.
D’ora in poi considereremo solo ideali radicali, poiché sono sufficienti per trattare tutti
i possibili insiemi algebrici.
3.1 Insiemi irriducibili
Definizione 3.1.1. Sia Y ⊆ Ank un insieme algebrico non vuoto. Diciamo che Y è
irriducibile se Y = X1 ∪X2, con X1 e X2 algebrici, implica che X1 = Y oppure X2 = Y .
In altre parole, un insieme algebrico si dice irriducibile se non si può scrivere come unione
di insiemi algebrici diversi da quelli banali.
Proposizione 3.1.2. Sia Y algebrico, Y ⊆ Ank . Y è irriducibile ⇐⇒ I(Y ) è primo.
Dimostrazione. =⇒: Dati f, g tali che fg ∈ I(Y ), mostriamo che f ∈ I(Y ) o
g ∈ I(Y ). Se fg ∈ I(Y ) significa che (fg)(P ) = 0 ∀P ∈ Y , ma questo è vero per
tutti gli elementi che appartengono all’ideale
(
fg
)
. Dunque ∀P ∈ Y , P ∈ V (fg) ={
P ∈ Ank | h(P ) = 0 ∀h ∈
(
fg
)}
; cioè Y ⊆ V (fg) = V (f) ∪ V (g) per il punto 3.
della Proposizione 2.1.4.
Siano ora A = V (f) ∩ Y e B = V (g) ∩ Y . Essi sono due chiusi perhé intersezione
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di chiusi. Inoltre si ha che A ∪ B = Y , infatti A ∪ B = (V (f) ∩ Y ) ∪ (V (g) ∩ Y ) =
(V (f) ∪ V (g)) ∩ Y = Y . Se A 6= Y e B 6= Y viene contraddetta l’ipotesi che Y sia
irriducibile; supponiamo quindi che A = Y , allora V (f) ⊇ Y che implica fn ∈ I(Y ) per
un certo n > 0, e conseguentemente f ∈ I(Y ). Quindi I(Y ) è primo.
⇐=: Viceversa, sia J primo; poniamo Y = V (J). Supponiamo che Y = X1∪X2, con
X1, X2 algebrici; allora I(Y ) = I(X1 ∪X2) = I(X1) ∩ I(X2), dove l’ultima uguaglianza
segue direttamente dalla Proposizione 2.2.2. Quindi J = I(X1) ∩ I(X2). J è primo;
se J 6= I(X1) e J 6= I(X2), esisterebbero f ∈ I(X1) \ J e g ∈ I(X2) \ J tali che
fg ∈ I(X1) ∩ I(X2) = J ma f, g /∈ J , contraddicendo l’ipotesi di primalità di J . Quindi
J = I(X1) oppure J = I(X2); vale a dire Y = X1 o Y = X2. Di conseguenza, Y è
irriducibile.
Esempio 3.1.3. Sia Y l’insieme di punti di A2C che annullano il polinomio (x−y)(x+y);
allora I(Y ) =
(
(x − y)(x + y)
)
, cioè tutti i polinomi che si annullano sui punti di Y
sono quelli dell’ideale generato da (x − y)(x + y). Consideriamo ora f e g polinomi di
C[x, y], f = (x + y)(x2 + y2 − 1) e g = (x − y)(x + 2), e le rispettive immagini tramite
l’applicazione V , V (f) e V (g). Allora V (f) ∩ Y e V (g) ∩ Y sono diversi da Y , ma
(V (f) ∩ Y ) ∪ (V (g) ∩ Y ) = Y , quindi Y si scrive come unione di due insiemi non banali
e allora non è irriducibile.
Figura 3.1: Traccia reale di V (f) e V (g)
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In figura 3.1 vengono rappresentati due chiusi che, intersecati all’insieme di partenza,
danno una scomposizione in chiusi non banale di esso.
Possiamo, a questo punto, dare la nozione di varietà sullo spazio affine Ank .
Definizione 3.1.4. Una varietà V di Ank è un sottoinsieme algebrico irriducibile di Ank .
Osservazione 3.1.5. Si può osservare che, per la Proposizione 3.1.2, detta V una varietà
di Ank , I(V) è un ideale primo.
Un esempio interessante è il seguente:
Esempio 3.1.6. Poniamoci in Cn; si può dimostrare che ogni punto di tale spazio corri-
sponde ad un ideale massimale in C[x1, . . . , xn] e viceversa, ovvero ogni ideale massimale
in C[x1, . . . , xn] corrisponde ad un punto di Cn.
Infatti, preso (a1, . . . , an) ∈ Cn proviamo che I(a1, . . . , an) è massimale. Sicuramente
l’ideale
(
x1−a1, . . . , xn−an
)
è contenuto in I(a1, . . . , an); inoltre
(
x1−a1, . . . , xn−an
)
è
massimale perché il quoziente C[x1, . . . , xn]/
(
x1−a1, . . . , xn−an
)
, dove [xi] = [ai], è iso-
morfo a C che è un campo. Quindi I(a1, . . . , an) o è proprio l’ideale
(
x1−a1, . . . , xn−an
)
,
oppure è tutto l’anello C[x1, . . . , xn]; ma non può essere uguale a C[x1, . . . , xn] perchè le
costanti non si annullano nel punto (a1, . . . , an). Allora I(a1, . . . , an) =
(
x1−a1, . . . , xn−
an
)
che è massimale.
Il viceversa non è altro che il punto (a) del Nullstellensatz.
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Diamo qui di seguito la definizione di noetherianità di uno spazio topologico.
Definizione 3.2.1. Sia X uno spazio topologico; X si dice noetheriano se ogni catena
di chiusi discendente Y1 ⊇ Y2 ⊇ . . . è stazionaria, cioè esiste R tale che, per ogni T ≥ R,
YT = YR.
Proposizione 3.2.2. Lo spazio Ank è uno spazio topologico noetheriano.
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Dimostrazione. Sia Y1 ⊇ Y2 ⊇ . . . una catena di chiusi discendente; proviamo che essa è
stazionaria.
Una catena di chiusi in Ank è del tipo: V (I1) ⊇ V (I2) ⊇ . . ., con I1, I2, . . . ideali di
k[x1, . . . , xn]. Allora, per la Proposizione 2.2.4, si ha che I1 ⊆ I2 ⊆ . . .. Poiché I1, I2, . . .
sono ideali di k[x1, . . . , xn], anello noetheriano (Corollario 1.2.4), allora tale catena ascen-
dente di ideali, da un certo punto in poi, sarà stazionaria, cioè esisterà un R tale che
per ogni T ≥ R, IT = IR. Ma allora, riapplicando la V , si ottiene che anche la catena
V (I1) ⊇ V (I2) ⊇ . . . è stazionaria da R in poi, ovvero per ogni T ≥ R, V (IT ) = V (IR).
Una utile osservazione è la seguente:
Osservazione 3.2.3. Sia X uno spazio topologico noetheriano; si può osservare che, da-
to un qualunque sottoinsieme non vuoto di chiusi, esso ammette un elemento minimale.
Infatti, prendiamo Y0 in tale sottoinsieme; se Y0 è minimale si può concludere la dimo-
strazione. Altrimenti, sia Y1 tale che Y0 ⊇ Y1 con l’inclusione stretta. Allo stesso modo,
se Y1 è minimale si ottiene la tesi, altrimenti esiste Y2 tale che Y0 ⊇ Y1 ⊇ Y2 sempre con
le inclusioni strette. Procedendo nel ragionamento, se si nega l’esistenza di un elemento
minimale si costruisce una catena di chiusi discendente e non stazionaria; ma poiché X
è uno spazio topologico noetheriano, questa catena non è ammissibile.
Dimostriamo, infine, il teorema più importante di questo Capitolo.
Teorema 3.2.4. Sia X un insieme algebrico nello spazio Ank . Allora esistono X1, . . . , Xn
varietà tali che
X = X1 ∪ . . . ∪Xn (∗)
Inoltre, se Xi 6⊆ Xj per ogni i 6= j, tale fattorizzazione è unica a meno dell’ordine.
Dimostrazione. In primo luogo, dimostriamo l’esistenza di questa fattorizzazione; sia
quindi l’insieme B = {chiusi in Ank per cui non vale (∗)}, cioè un insieme di chiusi che
non ammettono una decomposizione in irriducibili. Per l’Osservazione 3.2.3, se B 6= ∅
allora ammette un elemento minimale; sia esso X. X non è irriducibile, perché se lo fosse
ammetterebbe una scrittura del tipo (*); allora è riducibile, cioè esistono X1, X2 chiusi
diversi da tutto X, tali che X = X1 ∪ X2. Quindi X1 ⊂ X, X2 ⊂ X, allora X1 /∈ B e
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X2 /∈ B poiché abbiamo supposto che fosse X l’elemento minimale dell’insieme B. Ma
poiché X1 e X2 non appartengono a B, ammettono una fattorizzazione in irriducibili
come (*). Siano quindi X1 = Y1 ∪ . . . ∪ Yt e X2 = Z1 ∪ . . . ∪ Zk due fattorizzazioni in
irriducibili. Essendo X unione di due insiemi algebrici che ammettono una scomposizione
in irriducibili, anche esso sarà fattorizzabile in unione di varietà, come in (*); ovvero
X = X1 ∪X2 = Y1 ∪ . . . ∪ Yt ∪ Z1 ∪ . . . ∪ Zk è una decomposizione in irriducibili di X.
Ora proviamo l’unicità della fattorizzazione; supponiamo che X si scomponga in due
modi diversi X = X1 ∪ . . . ∪ Xt = Y1 ∪ . . . ∪ Ys, con Xi 6⊆ Xj, per i 6= j, e Yk 6⊆ Yl,
per k 6= l. Consideriamo X1; esso è contenuto nell’unione degli Yi, cioè X1 ⊆
⋃s
i=1 Yi,
allora X1 =
⋃s
i=1(X1 ∩ Yi). Ogni (X1 ∩ Yi) è intersezione di chiusi, quindi è un chiuso;
cioè X1 è unione di chiusi, ma X1 è irriducibile per ipotesi, quindi deve esistere ī tale
che X1 ∩ Yī = X1. Senza perdere di generalità, supponiamo che tale ī sia uguale ad 1;
quindi X1 ∩ Y1 = X1, allora X1 ⊆ Y1.
Facciamo la stessa cosa prendendo Y1: Y1 è contenuto nell’unione di tutti gli Xj, cioè
Y1 =
⋃s
j=1(Y1∩Xj). Anche in questo caso, ogni (Y1∩Xj) è un chiuso; ma Y1 è irriducibile,
quindi esiste j̄ tale che Y1 ∩ Xj̄ = Y1, cioè Y1 ⊆ Xj̄. Unendo quest’ultima inclusione a
quella trovata in precedenza, otteniamo: X1 ⊆ Y1 ⊆ Xj̄; poiché per ipotesi Xi 6⊆ Xj per
ogni i 6= j, allora anche j̄ deve essere uguale ad 1, cioè X1 = Y1. Si può estendere il
ragionamento per ogni Xi e Yj, allora necessariamente deve succedere che t = s e che, a
meno di un riordino, Xr = Yr per ogni r.
Esempio 3.2.5. Prendiamo f = x4 + x3 − xy2 in C[x, y]. f è fattorizzabile in x · (x3 +
x2 − y2), allora V (f) = V (x) ∪ V (x3 + x2 − y2). Come si può infatti vedere in figura, f
è unione di due varietà nello spazio C2
Facciamo un esempio anche nello spazio C3: consideriamo g = x2z+y2z− z in C[x, y, z],
che rappresenta un cilindro unito ad un piano; esso si scompone in g = z · (x2 + y2 − 1).
Quindi V (g) = V (z) ∪ V (x2 + y2 − 1).
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Figura 3.2: Traccia reale di V (f)
Nella figura 3.2 sono mostrate con colori diversi le componenti irriducibili di
x4 + x3 − xy2 = 0.
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il tuo lavoro per me è sempre stata di grande esempio; la passione e la professionalità
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