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We theoretically study artificial light harvesting by a dimerized Möbius ring. When the donors in
the ring are dimerized, the energies of the donor ring are splitted into two sub-bands. Because of the
nontrivial Möbius boundary condition, both the photon and acceptor are coupled to all collective-
excitation modes in the donor ring. Therefore, the quantum dynamics in the light harvesting are
subtly influenced by the dimerization in the Möbius ring. It is discovered that energy transfer
is more efficient in a dimerized ring than that in an equally-spaced ring. This discovery is also
confirmed by the calculation with the perturbation theory, which is equivalent to the Wigner-
Weisskopf approximation. Our findings may be beneficial to the optimal design of artificial light
harvesting.
I. INTRODUCTION
Photosynthesis is the main resource of energy supply
for living beings on earth. Therein, efficient light harvest-
ing process, which delivers the captured photon energy to
the reaction center, plays a crucial role in natural photo-
synthesis [1–4]. Because a series of experimental and the-
oretical explorations [5–9] have demonstrated that quan-
tum coherent phenomena might exist and even optimize
the natural photosynthesis, much effort has been made to
reveal the effect of quantum coherence on efficient light
harvesting [10–17].
The researches on optimal geometries for efficient en-
ergy transfer are rare [12, 18–21]. Wu et al. demonstrated
the trapping-free mechanism for efficient light harvesting
in a star-like artificial system [18]. Hoyer et al. showed
ratchet effect for quantum coherent energy transfer in a
one-dimensional system [19]. In 2013, one of the authors
Q.A. and his collaborators elucidated that clustered ge-
ometries utilize exciton delocalization and energy match-
ing condition to optimize energy transfer in a generic
tetramer model [12] as well as in Fenna-Matthews-Olson
complex [22, 23]. However, photosynthesis with ring-
shape geometry is more frequently observed in natural
photosynthetic complexes, e.g. LH1 and LH2 [10, 24].
This observation inspired Yang et al. to prove that sym-
metry breaking in B850 ring of LH2 complex boosts ef-
ficient inter-complex energy transfer [20]. Dong et al.
further proposed that a perfect donor ring for artificial
light harvesting makes full use of collective excitation and
dark state to enhance the energy transfer efficiency [21].
Mathematically speaking, the rings as in LH1 and LH2
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are topologically trivial, since both the photon and ac-
ceptor are only coupled to the zero-momentum collective-
excitation mode regardless of the dimerization as shown
in Appendix II. On the other hand, Möbius strips [25–
28] manifest novel physical properties and can be used to
fabricate novel devices and materials [29], e.g. topologi-
cal insulators and negative-index metamaterials [30–32].
In these Möbius strips, the electrons in the ring experi-
ence different local effective fields at different positions
due to the topologically non-trivial boundary condition.
This observation enlightens us on the investigation of
the Möbius strips in artificial light harvesting. When
the donors in the ring are dimerized, there are two en-
ergy sub-bands for collective excitation modes. Due to
the Möbius boundary condition, both the photon and ac-
ceptor interact with all collective excitations in the ring.
This is in remarkable contrast to the case in Ref. [21],
where they are only coupled to single collective excita-
tion mode.
This paper is organized as follows: the donor ring with
Möbius boundary condition in introduced for light har-
vesting in the next section. Then, in Sec. III, the energy
transfer efficiency is numerically simulated for various of
parameter regimes. Finally, the main results are sum-
marized in the Conclusion part. In Appendix I, a brief
description of diagonalizing a dimerized ring with Möbius
boundary condition is given. In Appendix II, we prove
that both the photon and acceptor only interact with
one of the collective excitation modes in the ring with
periodical boundary condition, no matter whether the
dimerization exists in the ring or not. In Appendix III,
we present a detailed perturbation theory for describing
energy transfer in a ring with Möbius boundary condi-
tion.
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FIG. 1: (color online) Schematic of light harvesting by dimer-
ized ring with Möbius boundary condition. N donors form a
dimerized ring with equal site energy. The green curve on the
ring labels the Möbius boundary condition. Due to dimer-
ization, there are two different kinds of alternative couplings
between nearest neighbors, i.e. g(1 ± δ). An acceptor is lo-
cated in the center of ring with site energy εA. All donors are
uniformly coupled to the acceptor with strength ξ. The flu-
orescence rate of the donor is κ, while the charge separation
rate on the acceptor is Γ.
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FIG. 2: (color online) Energy spectrum εk of Ak modes vs
dimerization δ with N = 800, and g/ξ = 1, and ξ = 10ps−1.
For any given δ, εk varies in the range [2g|δ|, 2g].
II. DIMERIZED RING WITH MÖBIUS
BOUNDARY CONDITION
In this paper, we consider the light harvesting in a
Peierls distorted chain with Möbius boundary condition
[33, 34]. The quantum dynamics of the whole system is
governed by the Hamiltonian
H = ωb†b+ εAA
†A+HPM +
N∑
j=1
(ξd†jA+ Jd
†
jb) + h.c.,
(1)
where b†(b) is the creation (annihilation) operator of pho-
ton with frequency ω, A†(A) is the creation (annihilation)
operator of excitation at the acceptor with site energy εA,
d†j(dj) is the creation (annihilation) operator of an exci-
tation at jth donor, and the Peierls distorted ring with
Möbius boundary condition is described by
HPM =
N−1∑
j=1
g[1−(−1)jδ]d†j+1dj−g[1−(−1)Nδ]d†1dN+h.c.
(2)
with g being coupling constant between nearest neighbors
and δ being dimerization constant. Notice that the minus
sign before the second term on the r.h.s. indicates the
Möbius boundary condition [34], and the site energies of
donors are homogeneous and chosen as the zero point of
energy. Here we assume that the photon and acceptor
are coupled to all donors with equal coupling strength J
and ξ, respectively.
By the diagonalization method of HPM in Appendix I,
the total Hamiltonian is rewritten as
H = ωb†b+ εAA
†A+
∑
k
εk(A
†
kAk −B†kBk) +H1.(3)
There are two energy bands in the donor ring denoted by
the annihilation (creation) operators
Ak =
N/2∑
j=1
e−ikj√
N
(ei(2j−1)
pi
N d2j−1 + e
i(θk+2j
pi
N
)d2j), (4)
Bk =
N/2∑
j=1
e−ikj√
N
(ei(2j−1)
pi
N d2j−1 − ei(θk+2j piN )d2j), (5)
(A†k and B
†
k) with the eigen energies being ±εk, where
εk = 2g
√
cos2(
k
2
− π
N
) + δ2 sin2(
k
2
− π
N
), (6)
and the momentum
k =
4π
N
(0, 1, 2, · · · N
2
− 1)− π + 2π
N
. (7)
The interaction Hamiltonian among the photon and ac-
ceptor and donor ring is
H1 =
∑
k
(ξAkA
†
k + ξBkB
†
k)A+ (JAkA
†
k + JBkB
†
k)b+ h.c.
=
∑
k
(hAkA
†
k + hBkB
†
k)(ξA+ Jb) + h.c. (8)
3with the k-dependent factors
hAk =
1√
N
N/2∑
j=1
e−ikje−i(2j−1)
pi
N (1 + eiθkei
pi
N ), (9)
hBk =
1√
N
N/2∑
j=1
e−ikje−i(2j−1)
pi
N (1− eiθkei piN ), (10)
eiθk =
g
εk
[(1 + δ)e−i
pi
N + (1− δ)e−i(k− piN )]. (11)
Before investigating the quantum dynamics of light
harvesting, we shall analyze the energy spectrum of
Möbius ring for different dimerization δ. As shown in
Fig. 2, the characteristics of the energy spectrum vary
remarkably in response to the change of δ. When the
donors in the ring are equally distributed, i.e. δ = 0, the
energy spectrum εk = 2g cos(k/2) changes over a range
2g. For other parameters, i.e. 0 < |δ| < 1, the energy
spectrum εk, which lies in the range [2g|δ|, 2g], shrinks
as |δ| approaches unity. There is an energy gap between
the two sub-bands 4g|δ|.
Previously, Möbius strip [25, 27, 28] was proposed to
fabricate novel devices and materials [29], e.g. topologi-
cal insulators and negative-index metamaterials [30, 32].
Although it seems that the ring with Möbius bound-
ary condition in this paper is somewhat different from
Möbius strip in Refs. [28, 30, 32], we remark that the
ring with Möbius boundary condition can be considered
as Möbius strip in the Hilbert space. Further compari-
son shows that the ring with Möbius boundary condition
is not evenly twisted as the previous Möbius strip. As
a result of Möbius boundary condition, the photon and
acceptor are coupled to all the collective modes in the
ring, and thus leads to different quantum dynamics as
compared to that for a ring with periodical boundary
condition.
III. NUMERICAL RESULTS
In this section, we consider the quantum dynamics of
light harvesting by a Peierls distorted chain with Möbius
boundary condition. For an initial state |ψ(0)〉 = |1b〉 ≡
|1b, 0A, 0Ak, 0Bk〉, the state of the total system at any
time t
|ψ(t)〉 = αb|1b〉+ αA|1A〉+
∑
k
βAk|1Ak〉+
∑
k
βBk|1Bk〉,
(12)
with |1A〉 ≡ |0b, 1A, 0Ak, 0Bk〉, |1Ak〉 ≡ |0b, 0A, 1Ak, 0Bk〉,
|1Bk〉 ≡ |0b, 0A, 0Ak, 1Bk〉, is governed by the Schrödinger
equation
i∂t|ψ(t)〉 = H |ψ(t)〉, (13)
if the system does not interact with the environment.
However, an open quantum system inevitably suffers
from decoherence due to the couplings to the environ-
ment. Generally speaking, the quantum dynamics in the
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FIG. 3: (color online) Population dynamics of acceptor
Pa(t) = |αA|
2 with Möbius ring for red solid line δ = 0,
blue dash-dotted line δ = 0.3, and black dashed line δ = 0.6.
Other parameters are N = 8, ω/ξ = εA/ξ = −6, J/ξ = 1,
g/ξ = 1, Γ/ξ = 0.3 and κ/Γ = 1 with ξ = 10ps−1.
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FIG. 4: (color online) Transfer efficiency η vs detuning ∆ =
ω − εA for (a) a large fluorescence rate κ/ξ = 1; (b) a small
fluorescence rate κ/ξ = 0.1. In each subfigure, we plot the ef-
ficiency for a dimerized Möbius ring with δ = 0.6 (red dashed
line) and for an equally-spaced Möbius ring with δ = 0 (blue
solid line). Other parameters are N = 8, εA/ξ = −6, J/ξ = 1,
g/ξ = 1, and Γ/ξ = 0.3 with ξ = 10ps−1.
presence of decoherence is described by the master equa-
tion instead of Schrödinger equation. Despite this, it has
been shown that the quantum dynamics for light harvest-
ing can be well simulated by the quantum jump approach
with a non-Hermitian Hamiltonian where the imaginary
parts in the diagonal terms represent the decoherence
processes [24, 35]. In this case, the Hamiltonian H in
Eq. (3) is obtained by replacing the energies of the ac-
ceptor and collective-excitation modes in the following
way, i.e.
A : εA → ε′A = εA − iΓ, (14a)
Ak : εk → ε−k = εk − iκ, (14b)
Bk : −εk → −ε+k = −(εk + iκ), (14c)
where κ and Γ are respectively the fluorescence rate at
the donors and the charge separation rate at the acceptor.
It was shown [21] that in a composite system including
4a photon, and an acceptor, and a perfect ring with peri-
odical boundary condition, the quantum dynamics of the
total system can be effectively modeled as the interaction
of photon and acceptor with the donor’s single collective-
excitation mode. Furthermore, as proven in Appendix II,
both the photon and acceptor are still coupled to the
same collective mode of donor ring even when the ring
is dimerized. However, the situation is different when
we explore the coherent energy transfer in a dimerized
Möbius ring. In Fig. 3, we plot population of acceptor
Pa(t) = |αA(t)|2 vs time for three cases with different δ.
Clearly, the quantum dynamics in Möbius ring is subtly
influenced by the dimerization. In all cases, the popula-
tions quickly rise to a maximum and then it is followed by
damped oscillations. After t ≃ 10, all three curves con-
verge to a similar same exponential decay as the charge
separation rates are the same for all three cases.
To quantitatively characterize the energy transfer,
there is the transfer efficiency η defined as [36–38]
η = 2Γ
∫ ∞
0
|αA(t)|2 dt. (15)
In Fig. 4(a), we investigate the dependence of transfer ef-
ficiency on the detuning ∆ = ω−εA for a fast fluorescence
decay κ/ξ = 1. For an evenly-distributed donor ring, i.e.
δ = 0, the transfer efficiency reaches maximum near the
resonance, i.e. ∆ = 0, which is slightly different from that
discovered in Ref. [21]. As the photon frequency deviates
from the resonance, the transfer efficiency quickly drops.
When we further investigate the case for a dimerized ring
with δ = 0.6, the transfer efficiency has been increased
over the whole range of photon frequency, especially in
the blue-detuned regime. The same characteristics has
also been observed in the case with a slow fluorescence
decay κ/ξ = 0.1 as shown in Fig. 4(b).
To validate the above numerical simulation, we also
calculate the quantum dynamics and light-harvesting ef-
ficiency by the perturbation theory. The details are pre-
sented in Appendix III. In Ref. [39], it has been proven
that the Wigner-Weisskopf approximation is equivalent
to the perturbation theory in the study of an excited
state coupled to a continuum. Here we generalize the
perturbation theory to the investigation of coherent en-
ergy transfer between few bodies via a continuum. In
Fig. 5, the energy transfer efficiency of a dimerized ring
is generally larger than that of an equally-spaced ring.
This result is qualitatively consistent with Fig. 4(a).
In order to explore the underlying physical mechanism,
we turn to coupling constants |hAk| and |hBk| as shown
in Fig. 6. Although the coupling constants |hAk| for
δ = 0 almost coincide with the ones for δ = 0.6, the cou-
pling constants |hBk| are significantly suppressed when
the dimerization occurs. Furthermore, because |hAk| are
generally larger than |hBk| by an order, the transfer effi-
ciency is slightly tuned by the dimerization.
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FIG. 5: (color online) Transfer efficiency η vs detuning ∆ =
ω − εA by the perturbation theory. The parameters are the
same as in Fig. 4(b).
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FIG. 6: (color online) Coupling constants (a) |hAk| and (b)
|hBk| vs momentum k for dimerization δ = 0 (blue solid line)
and δ = 0.6 (red dashed line). Other parameters are N = 200
and g/ξ = 1.
IV. CONCLUSION
In this paper, we investigate the quantum dynamics of
light harvesting in a Peierls distorted ring with Möbius
boundary condition. Due to the nontrivial Möbius topol-
ogy, there are two energy bands for the excitation in the
ring when the donors in the ring are dimerized. Because
both the photon and acceptor interact with all collective-
excitation modes in the Möbius ring, the quantum dy-
namics and thus the efficiency for light harvesting is ef-
fectively influenced by the presence of dimerization. By
numerical simulations, we show that when the donors
in the Möbius ring are dimerized, the energy transfer is
generally optimal for a wide range of photon frequen-
cies. Our discoveries together with previous findings
[12, 18, 20, 21, 40] may be beneficial for the future design
of optimal artificial light harvesting.
In addition, we also remark that in fact change of pro-
tein environment inevitably leads to static and dynamic
disorders in the transition energies of chlorophylls in nat-
ural photosynthesis [22, 41, 42]. In Ref. [21], assuming
that all site energies of donors are homogeneous, the ab-
5sorbed photon energy utilizes dark-state mechanism to
effectively avoid fluorescence loss via the donors. How-
ever, this mechanism might not work well when the static
and dynamic disorders take place.
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I. DIAGONALIZATION OF MÖBIUS
HAMILTONIAN
The dimerized ring with Möbius boundary condition is
described by
HPM =
N−1∑
j=1
g[1−(−1)jδ]d†j+1dj−g[1−(−1)Nδ]d†1dN+h.c.,
(1)
where |δ| ≤ 1 is a dimensionless dimerization constant.
By applying a unitary transformation
U =
∑
j
eij
pi
N d†jdj , (2)
the Hamiltonian reads
UHPMU
†
=
N−1∑
j=1
g[1− (−1)jδ]ei piN d†j+1dj
− g[1− (−1)Nδ]e−i(N−1) piN d†1dN + h.c.
=
N∑
j=1
g0[1− (−1)jδ]d†j+1dj + h.c.
=
N/2∑
j=1
[g0(1 − δ)d†2j+1d2j + g0(1 + δ)d†2jd2j−1] + h.c.,
(3)
where
g0 = ge
i pi
N . (4)
After the unitary transformation, the Möbius boundary
condition has been canceled.
By defining fermion operators [43]
αk =
1√
N
N/2∑
j=1
e−ikj(d2j−1 + e
iθkd2j), (5a)
βk =
1√
N
N/2∑
j=1
e−ikj(d2j−1 − eiθkd2j), (5b)
with inverse transformation
d2j−1 =
1√
N
N/2∑
j=1
eikj(αk + βk), (6a)
d2j =
1√
N
N/2∑
j=1
eikj−iθk (αk − βk), (6b)
where the momentum is
k =
4π
N
(0, 1, 2, · · · N
2
− 1)− π + 2π
N
, (7)
eiθk =
g
εk
[(1 + δ)e−i
pi
N + (1− δ)e−i(k− piN )], (8)
εk = 2g
√
cos2(
k
2
− π
N
) + δ2 sin2(
k
2
− π
N
) (9)
is the eigen energy, N is an even number,
UHPMU
† =
∑
k
εk(α
†
kαk − β†kβk). (10)
Here the momentum is chosen in such way that cos(k2 −
pi
N ) ≥ 0 for δ = 0 and thus the eigen energies εk =
2g cos(k2 − piN ). Therefore, the original Hamiltonian can
be diagonalized as
HPM =
∑
k
εk(A
†
kAk −B†kBk), (11)
where the annihilation operators of collective excitation
modes of the two bands are
Ak = αkU (12a)
=
N/2∑
j=1
e−ikj√
N
(ei(2j−1)
pi
N d2j−1 + e
i(θk+2j
pi
N
)d2j),
Bk = βkU (12b)
=
N/2∑
j=1
e−ikj√
N
(ei(2j−1)
pi
N d2j−1 − ei(θk+2j piN )d2j).
According to Eq. (11), there are two sub-bands in the
dimerized chain, i.e. εk and −εk. For the upper band,
there is a minimum 2|gδ| at k = π + 2piN , while for the
lower band, there is a maximum−2|gδ| also at k = π+ 2piN .
Therefore, there is an energy gap between the two sub-
bands 4|gδ| as long as the ring is dimerized.
6II. LIGHT HARVESTING BY RING WITH
PERIODICAL BOUNDARY CONDITION
The Hamiltonian for a dimerized ring with periodical
boundary condition reads
H = ωb†b+ εAA
†A+
∑
j
g[1− (−1)jδ]d†jdj+1
+
∑
j
(Jd†jb+ ξd
†
jA) + h.c. (1)
We define two sets of collective-excitation operators
αk =
1√
N
N/2∑
j=1
e−ikj(d2j−1 − eiθkd2j), (2a)
βk =
1√
N
N/2∑
j=1
e−ikj(d2j−1 + e
iθkd2j), (2b)
and the reverse transformation is
d2j−1 =
1√
N
N/2∑
j=1
e−ikj(αk + βk), (3a)
d2j =
1√
N
N/2∑
j=1
e−ikj−iθk (βk − αk), (3b)
where k = 4π(n− 1)/N , n = 1, 2, ..., N/2, and
eiθk = [(1 + δ) + (1− δ)e−ik]g/εk, (4)
εk = 2g
√
cos2(k/2) + δ2 sin2(k/2). (5)
Thus, the Hamiltonian is transformed as
H = ωb†b+ εAA
†A+
∑
k
εk(β
†
kβk − α†kαk)
+
√
Nβ†0(Jb + ξA) + h.c. (6)
Since only the zero-momentum mode
β0 =
1√
N
N∑
j=1
dj (7)
with eigen energy ε0 = 2g is coupled to the photon and
acceptor, the effective Hamiltonian is further simplified
as
Heff = ωb
†b+ 2gβ†0β0 + εAA
†A
+
√
Nβ†0(Jb+ ξA) + h.c. (8)
In conclusion, for a ring with periodical boundary con-
dition, both the photon and acceptor are coupled to the
same collective-excitation mode irrespective of the dimer-
ization in the ring. In other words, we have proven
that the quantum dynamics of light harvesting by a ring
with periodical boundary condition is not affected by the
dimerization.
III. EQUIVALENCE OF PRESENT THEORY AND WIGNER-WEISSKOPF APPROXIMATION
The quantum dynamics in light harvesting is governed by the Schrödinger equation, which is equivalent to a
set of coupled differential equations. Formally, it can be solved by Laplace transformation. However, due to the
presence of branch cut, the exact solution may not be easily obtained. Generally speaking, it can be solved by the
Wigner-Weisskopf approximation [44–46]. In Ref. [39], it has been proven that the Wigner-Weisskopf approximation
is equivalent to the perturbation theory in the study of excited state of a few-body system coupled to a continuum.
Therefore, we make use of the perturbation theory to investigate the quantum dynamics of light-harvesting in a
dimerized Möbius chain.
For an initial state |ψ(0)〉 = |1b〉 ≡ |1b, 0A, 0Ak, 0Bk〉, the state of system at any time t
|ψ(t)〉 = αb(t)|1b〉+ αA(t)|1A〉+
∑
k
βAk(t)|1Ak〉+
∑
k
βBk(t)|1Bk〉, (1)
with |1A〉 ≡ |0b, 1A, 0Ak, 0Bk〉, |1Ak〉 ≡ |0b, 0A, 1Ak, 0Bk〉, |1Bk〉 ≡ |0b, 0A, 0Ak, 1Bk〉, is governed by the Schrödinger
equation
i∂t|ψ(t)〉 = H |ψ(t)〉. (2)
7We obtain a set of equations for the coefficients, i.e.
iα˙b = ωαb + ǫ
∑
k
J∗AkβAk + ǫ
∑
k
J∗BkβBk, (3a)
iα˙A = ε
′
AαA + ǫ
∑
k
ξ∗AkβAk + ǫ
∑
k
ξ∗BkβBk, (3b)
iβ˙Ak = ε
−
k βAk + ǫξAkαA + ǫJAkαb, (3c)
iβ˙Bk = −ε+k βBk + ǫξBkαA + ǫJBkαb, (3d)
where the parameter ǫ is introduced to keep track of the orders of perturbation.
By introducing renormalized frequencies, i.e.
Ωb = ω + ǫΩ
(1)
b + ǫ
2Ω
(2)
b + ǫ
3Ω
(3)
b + . . . , (4a)
ΩA = ε
′
A + ǫΩ
(1)
A + ǫ
2Ω
(2)
A + ǫ
3Ω
(3)
A + . . . , (4b)
ΩAk = ε
−
k + ǫΩ
(1)
Ak + ǫ
2Ω
(2)
Ak + ǫ
3Ω
(3)
Ak + . . . , (4c)
ΩBk = −ε+k + ǫΩ(1)Bk + ǫ2Ω(2)Bk + ǫ3Ω(3)Bk + . . . , (4d)
we can define dimensionless times
τb = Ωbt, τA = ΩAt, τAk = ΩAkt, τBk = ΩBkt, (5)
and re-express the above differential equations as
iΩb
∂αb
∂τb
= ωαb + ǫ
∑
k
J∗AkβAk + ǫ
∑
k
J∗BkβBk, (6a)
iΩA
∂αA
∂τA
= ε′AαA + ǫ
∑
k
ξ∗AkβAk + ǫ
∑
k
ξ∗BkβBk, (6b)
iΩAk
∂βAk
∂τAk
= ε−k βAk + ǫξAkαA + ǫJAkαb, (6c)
iΩBk
∂βBk
∂τBk
= −ε+k βBk + ǫξBkαA + ǫJBkαb. (6d)
By inserting Eq. (4) into Eq. (6), and expanding the coefficients as
αb = α
(0)
b + ǫα
(1)
b + ǫ
2α
(2)
b + ǫ
3α
(3)
b + . . . , (7a)
αA = α
(0)
A + ǫα
(1)
A + ǫ
2α
(2)
A + ǫ
3α
(3)
A + . . . , (7b)
βAk = β
(0)
Ak + ǫβ
(1)
Ak + ǫ
2β
(2)
Ak + ǫ
3β
(3)
Ak + . . . , (7c)
βBk = β
(0)
Bk + ǫβ
(1)
Bk + ǫ
2β
(2)
Bk + ǫ
3β
(3)
Bk + . . . , (7d)
8we could obtain a set of equations for different orders of coefficients,
i
(
ω + ǫΩ
(1)
b + ǫ
2Ω
(2)
b + ǫ
3Ω
(3)
b . . .
) ∂ (α(0)b + ǫα(1)b + ǫ2α(2)b + ǫ3α(3)b . . .)
∂τb
=ω
(
α
(0)
b + ǫα
(1)
b + ǫ
2α
(2)
b + ǫ
3α
(3)
b . . .
)
+ ǫ
∑
k
J∗AkβAk + ǫ
∑
k
J∗BkβBk, (8a)
i
(
ε′A + ǫΩ
(1)
A + ǫ
2Ω
(2)
A + ǫ
3Ω
(3)
A . . .
) ∂ (α(0)A + ǫα(1)A + ǫ2α(2)A + ǫ3α(3)A . . .)
∂τA
=ε′A
(
α
(0)
A + ǫα
(1)
A + ǫ
2α
(2)
A + ǫ
3α
(3)
A . . .
)
+ ǫ
∑
k
ξ∗AkβAk + ǫ
∑
k
ξ∗BkβBk, (8b)
i
(
ε−k + ǫΩ
(1)
Ak + ǫ
2Ω
(2)
Ak + ǫ
3Ω
(3)
Ak . . .
) ∂ (β(0)Ak + ǫβ(1)Ak + ǫ2β(2)Ak + ǫ3β(3)Ak . . .)
∂τAk
=ε−k
(
β
(0)
Ak + ǫβ
(1)
Ak + ǫ
2β
(2)
Ak + ǫ
3β
(3)
Ak . . .
)
+ ǫξAkαA + ǫJAkαb, (8c)
i
(
−ε+k + ǫΩ(1)Bk + ǫ2Ω(2)Bk + ǫ3Ω(3)Bk . . .
) ∂ (β(0)Bk + ǫβ(1)Bk + ǫ2β(2)Bk + ǫ3β(3)Bk . . .)
∂τBk
=− ε+k
(
β
(0)
Bk + ǫβ
(1)
Bk + ǫ
2β
(2)
Bk + ǫ
3β
(3)
Bk . . .
)
+ ǫξBkαA + ǫJBkαb. (8d)
For the zeroth-order coefficients, we have
ω(i
∂α
(0)
b
∂τb
− α(0)b ) = 0, (9a)
ε′A(i
∂α
(0)
A
∂τA
− α(0)A ) = 0, (9b)
ε−k (i
∂β
(0)
Ak
∂τAk
− β(0)Ak) = 0, (9c)
ε+k (i
∂β
(0)
Bk
∂τBk
− β(0)Bk) = 0. (9d)
The solutions to the above equations are
α
(0)
b = Abe
−iτb , (10a)
α
(0)
A = AAe
−iτA , (10b)
β
(0)
Ak = BAke
−iτAk , (10c)
β
(0)
Bk = BBke
−iτBk , (10d)
where the constants Au (u =b,A) and Bvk (v =A,B) will be determined by the initial condition later.
For the first-order coefficients, we have
ω(i
∂α
(1)
b
∂τb
− α(1)b ) = −iΩ(1)b
∂α
(0)
b
∂τb
+
∑
k
J∗Akβ
(0)
Ak +
∑
k
J∗Bkβ
(0)
Bk, (11a)
ε′A(i
∂α
(1)
A
∂τA
− α(1)A ) = −iΩ(1)A
∂α
(0)
A
∂τA
+
∑
k
ξ∗Akβ
(0)
Ak +
∑
k
ξ∗Bkβ
(0)
Bk, (11b)
ε−k (i
∂β
(1)
Ak
∂τAk
− β(1)Ak) = −iΩ(1)Ak
∂β
(0)
Ak
∂τAk
+ ξAkα
(0)
A + JAkα
(0)
b , (11c)
−ε+k (i
∂β
(1)
Bk
∂τBk
− β(1)Bk) = −iΩ(1)Bk
∂β
(0)
Bk
∂τBk
+ ξBkα
(0)
A + JBkα
(0)
b . (11d)
9The first terms on the r.h.s will lead to divergence in the long-time limit, because they are resonant driving. As a
result, the first-order renormalizations to energies vanish, i.e.
Ω
(1)
b = Ω
(1)
A = Ω
(1)
Ak = Ω
(1)
Bk = 0. (12)
By further inserting Eq. (10) into Eq. (11):
ω(i
∂α
(1)
b
∂τb
− α(1)b ) =
∑
k
J∗AkBAke
−iτAk +
∑
k
J∗BkBBke
−iτBk , (13a)
ε′A(i
∂α
(1)
A
∂τA
− α(1)A ) =
∑
k
ξ∗AkBAke
−iτAk +
∑
k
ξ∗BkBBke
−iτBk , (13b)
ε−k (i
∂β
(1)
Ak
∂τAk
− β(1)Ak) = ξAkAAe−iτA + JAkAbe−iτb , (13c)
−ε+k (i
∂β
(1)
Bk
∂τBk
− β(1)Bk) = ξBkAAe−iτA + JBkAbe−iτb , (13d)
we obtain the first-order terms as
α
(1)
b =
∑
k
BAk
ΩbJ
∗
Ak
ω(ΩAk − Ωb)e
−iτAk +
∑
k
BBk
ΩbJ
∗
Bk
ω(ΩBk − Ωb)e
−iτBk , (14a)
α
(1)
A =
∑
k
BAk
ΩAξ
∗
Ak
ε′A(ΩAk − ΩA)
e−iτAk +
∑
k
BBk
ΩAξ
∗
Bk
ε′A(ΩBk − ΩA)
e−iτBk , (14b)
β
(1)
Ak = AA
ΩAkξAk
ε−k (ΩA − ΩAk)
e−iτA +Ab
ΩAkJAk
ε−k (Ωb − ΩAk)
e−iτb , (14c)
β
(1)
Bk = AA
ΩBkξBk
−ε+k (ΩA − ΩBk)
e−iτA +Ab
ΩBkJBk
−ε+k (Ωb − ΩBk)
e−iτb . (14d)
In the same way, we can obtain the equations for the second-order coefficients as
ω(i
∂α
(2)
b
∂τb
− α(2)b ) = −iΩ(2)b
∂α
(0)
b
∂τb
+
∑
k
J∗Ak(AA
ΩAkξAk
ε−k (ΩA − ΩAk)
e−iτA +Ab
ΩAkJAk
ε−k (Ωb − ΩAk)
e−iτb ]
+
∑
k
J∗Bk[AA
ΩBkξBk
−ε+k (ΩA − ΩBk)
e−iτA + Ab
ΩBkJBk
−ε+k (Ωb − ΩBk)
e−iτb ], (15a)
ε′A(i
∂α
(2)
A
∂τA
− α(2)A ) = −iΩ(2)A
∂α
(0)
A
∂τA
+
∑
k
ξ∗Ak[AA
ΩAkξAk
ε−k (ΩA − ΩAk)
e−iτA + Ab
ΩAkJAk
ε−k (Ωb − ΩAk)
e−iτb ]
+
∑
k
ξ∗Bk[AA
ΩBkξBk
−ε+k (ΩA − ΩBk)
e−iτA +Ab
ΩBkJBk
−ε+k (Ωb − ΩBk)
e−iτb ], (15b)
ε−k (i
∂β
(2)
Ak
∂τAk
− β(2)Ak) = −iΩ(2)Ak
∂β
(0)
Ak
∂τAk
+ ξAk[
∑
k′
BAk′
ΩAξ
∗
Ak′
ε′A(ΩAk′ − ΩA)
e−iτAk′ +
∑
k′
BBk′
ΩAξ
∗
Bk′
ε′A(ΩBk′ − ΩA)
e−iτBk′ ]
+JAk[
∑
k′
BAk′
ΩbJ
∗
Ak′
ω(ΩAk′ − Ωb)e
−iτAk′ +
∑
k′
BBk′
ΩbJ
∗
Bk′
ω(ΩBk′ − Ωb)e
−iτBk′ ], (15c)
−ε+k (i
∂β
(2)
Bk
∂τBk
− β(2)Bk) = −iΩ(2)Bk
∂β
(0)
Bk
∂τBk
+ ξBk[
∑
k′
BAk′
ΩAξ
∗
Ak′
ε′A(ΩAk′ − ΩA)
e−iτAk′ +
∑
k′
BBk′
ΩAξ
∗
Bk′
ε′A(ΩBk′ − ΩA)
e−iτBk′ ]
+JBk[
∑
k′
BAk′
ΩbJ
∗
Ak′
ω(ΩAk′ − Ωb)e
−iτAk′ +
∑
k′
BBk′
ΩbJ
∗
Bk′
ω(ΩBk′ − Ωb)e
−iτBk′ ]. (15d)
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Because the resonant-driving terms will result in divergence, the second-order energies are thus
Ω
(2)
b =
∑
k
[
ΩAk|JAk|2
ε−k (Ωb − ΩAk)
+
ΩBk|JBk|2
−ε+k (Ωb − ΩBk)
], (16a)
Ω
(2)
A =
∑
k
[
ΩAk|ξAk|2
ε−k (ΩA − ΩAk)
+
ΩBk|ξBk|2
−ε+k (ΩA − ΩBk)
], (16b)
Ω
(2)
Ak =
ΩA|ξAk|2
ε′A(ΩAk − ΩA)
+
Ωb|JAk|2
ω(ΩAk − Ωb) , (16c)
Ω
(2)
Bk =
ΩA|ξBk|2
ε′A(ΩBk − ΩA)
+
Ωb|JBk|2
ω(ΩBk − Ωb) . (16d)
And the corresponding second-order coefficients are
α
(2)
b =
∑
k
AA[
J∗AkξAkΩAk
ε−k (ΩA − ΩAk)
+
J∗BkξBkΩBk
−ε+k (ΩA − ΩBk)
]
Ωbe
−iτA
ω(ΩA − Ωb) , (17a)
α
(2)
A =
∑
k
Ab[
JAkξ
∗
AkΩAk
ε−k (Ωb − ΩAk)
+
JBkξ
∗
BkΩBk
−ε+k (Ωb − ΩBk)
]
ΩAe
−iτb
ε′A(Ωb − ΩA)
, (17b)
β
(2)
Ak =
′∑
k′
BAk′ [
ΩAξAkξ
∗
Ak′
ε′A(ΩAk′ − ΩA)
+
ΩbJAkJ
∗
Ak′
ω(ΩAk′ − Ωb) ]
ΩAke
−iτAk′
ε−k (ΩAk′ − ΩAk)
+
∑
k′
BBk′ [
ΩAξAkξ
∗
Bk′
ε′A(ΩBk′ − ΩA)
+
ΩbJAkJ
∗
Bk′
ω(ΩBk′ − Ωb) ]
ΩAke
−iτBk′
ε−k (ΩBk′ − ΩAk)
, (17c)
β
(2)
Bk =
′∑
k′
BBk′ [
ΩAξBkξ
∗
Bk′
ε′A(ΩBk′ − ΩA)
+
ΩbJBkJ
∗
Bk′
ω(ΩBk′ − Ωb) ]
ΩBke
−iτBk′
−ε+k (ΩBk′ − ΩBk)
+
∑
k′
BAk′ [
ΩAξBkξ
∗
Ak′
ε′A(ΩAk′ − ΩA)
+
ΩbJBkJ
∗
Ak′
ω(ΩAk′ − Ωb) ]
ΩBke
−iτAk′
−ε+k (ΩAk′ − ΩBk)
, (17d)
where the prime over summation
∑′
k′ indicates that the term related to k
′ = k is removed from the summation.
For the third-order coefficients, we have
iω
∂α
(3)
b
∂τb
− ωα(3)b = −iΩ(2)b
∂α
(1)
b
∂τb
− iΩ(3)b
∂α
(0)
b
∂τb
+
∑
k
J∗Akβ
(2)
Ak +
∑
k
J∗Bkβ
(2)
Bk, (18a)
iε′A
∂α
(3)
A
∂τA
− ε′Aα(3)A = −iΩ(2)A
∂α
(1)
A
∂τA
− iΩ(3)A
∂α
(0)
A
∂τA
+
∑
k
ξ∗Akβ
(2)
Ak +
∑
k
ξ∗Bkβ
(2)
Bk, (18b)
iε−k
∂β
(3)
Ak
∂τAk
− ε−k β(3)Ak = −iΩ(2)Ak
∂β
(1)
Ak
∂τAk
− iΩ(3)Ak
∂β
(0)
Ak
∂τAk
+ ξAk
∑
k
Ab[
JAkξ
∗
AkΩAk
ε−k (Ωb − ΩAk)
+
JBkξ
∗
BkΩBk
−ε+k (Ωb − ΩBk)
]
ΩAe
−iτb
ε′A(Ωb − ΩA)
+JAk
∑
k
AA[
J∗AkξAkΩAk
ε−k (ΩA − ΩAk)
+
J∗BkξBkΩBk
−ε+k (ΩA − ΩBk)
]
Ωbe
−iτA
ω(ΩA − Ωb) , (18c)
−iε+k
∂β
(3)
Bk
∂τBk
+ ε+k β
(3)
Bk = −iΩ(2)Bk
∂β
(1)
Bk
∂τBk
− iΩ(3)Bk
∂β
(0)
Bk
∂τBk
+ ξBk
∑
k
Ab[
JAkξ
∗
AkΩAk
ε−k (Ωb − ΩAk)
+
JBkξ
∗
BkΩBk
−ε+k (Ωb − ΩBk)
]
ΩAe
−iτb
ε′A(Ωb − ΩA)
+JBk
∑
k
AA[
J∗AkξAkΩAk
ε−k (ΩA − ΩAk)
+
J∗BkξBkΩBk
−ε+k (ΩA − ΩBk)
]
Ωbe
−iτA
ω(ΩA − Ωb) . (18d)
The coefficients of resonant terms are zero and thus lead to
Ω
(3)
b = Ω
(3)
A = Ω
(3)
Ak = Ω
(3)
Bk = 0. (19)
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In conclusion, to the order of ǫ3, the renormalized energies are
Ωb = ω + ǫ
2
∑
k
(
|JAk|2
ω − ε−k
+
|JBk|2
ω + ε+k
), (20a)
ΩA = ε
′
A + ǫ
2
∑
k
(
|ξAk|2
ε′A − ε−k
+
|ξBk|2
ε′A + ε
+
k
), (20b)
ΩAk = ε
−
k + ǫ
2(
|ξAk|2
ε−k − ε′A
+
|JAk|2
ε−k − ω
), (20c)
ΩBk = −ε+k + ǫ2(
|ξBk|2
−ε+k − ε′A
+
|JBk|2
−ε+k − ω
). (20d)
To the order of ǫ2, the coefficients are
αb(t) = Abe
−iτb + ǫ
∑
k
[BAk
ΩbJ
∗
Ak
ω(ΩAk − Ωb)e
−iτAk +BBk
ΩbJ
∗
Bk
ω(ΩBk − Ωb)e
−iτBk ]
+ǫ2
∑
k
AA[
J∗AkξAkΩAk
ε−k (ΩA − ΩAk)
+
J∗BkξBkΩBk
−ε+k (ΩA − ΩBk)
]
Ωbe
−iτA
ω(ΩA − Ωb) , (21a)
αA(t) = AAe
−iτA + ǫ
∑
k
[BAk
ΩAξ
∗
Ak
ε′A(ΩAk − ΩA)
e−iτAk +BBk
ΩAξ
∗
Bk
ε′A(ΩBk − ΩA)
e−iτBk ]
+ǫ2
∑
k
Ab[
JAkξ
∗
AkΩAk
ε−k (Ωb − ΩAk)
+
JBkξ
∗
BkΩBk
−ε+k (Ωb − ΩBk)
]
ΩAe
−iτb
ε′A(Ωb − ΩA)
, (21b)
βAk(t) = BAke
−iτAk + ǫ[AA
ΩAkξAk
ε−k (ΩA − ΩAk)
e−iτA +Ab
ΩAkJAk
ε−k (Ωb − ΩAk)
e−iτb ]
+ǫ2{
′∑
k′
BAk′ [
ΩAξAkξ
∗
Ak′
ε′A(ΩAk′ − ΩA)
+
ΩbJAkJ
∗
Ak′
ω(ΩAk′ − Ωb) ]
ΩAke
−iτAk′
ε−k (ΩAk′ − ΩAk)
+
∑
k′
BBk′ [
ΩAξAkξ
∗
Bk′
ε′A(ΩBk′ − ΩA)
+
ΩbJAkJ
∗
Bk′
ω(ΩBk′ − Ωb) ]
ΩAke
−iτBk′
ε−k (ΩBk′ − ΩAk)
}, (21c)
βBk(t) = BBke
−iτBk + ǫ[AA
ΩBkξBk
−ε+k (ΩA − ΩBk)
e−iτA +Ab
ΩBkJBk
−ε+k (Ωb − ΩBk)
e−iτb ]
+ǫ2{
′∑
k′
BBk′ [
ΩAξBkξ
∗
Bk′
ε′A(ΩBk′ − ΩA)
+
ΩbJBkJ
∗
Bk′
ω(ΩBk′ − Ωb) ]
ΩBke
−iτBk′
−ε+k (ΩBk′ − ΩBk)
+
∑
k′
BAk′ [
ΩAξBkξ
∗
Ak′
ε′A(ΩAk′ − ΩA)
+
ΩbJBkJ
∗
Ak′
ω(ΩAk′ − Ωb) ]
ΩBke
−iτAk′
−ε+k (ΩAk′ − ΩBk)
}. (21d)
By using the initial condition
αb(0) = 1, αA(0) = βAk(0) = βBk(0) = 0, (22)
we can obtain the constants as
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Ab = 1− ǫ2
∑
k
[
|JAk|2
(Ωb − ΩAk)2 +
|JBk|2
(Ωb − ΩBk)2 ]
= 1−
∑
k
[
|JAk|2
(ω − ε−k )2
+
|JBk|2
(ω + ε+k )
2
], (23a)
AA = −ǫ2
∑
k
[
JAk
(Ωb − ΩAk)
ξ∗Ak
(ΩA − ΩAk) +
JBk
(Ωb − ΩBk)
ξ∗Bk
(ΩA − ΩBk) ]
−ǫ2
∑
k
(
JAkξ
∗
Ak
Ωb − ΩAk +
JBkξ
∗
Bk
Ωb − ΩBk )
1
Ωb − ΩA
= −
∑
k
[
JAk
(ω − ε−k )
ξ∗Ak
(ε′A − ε−k )
+
JBk
(ω + ε+k )
ξ∗Bk
(ε′A + ε
+
k )
]
−
∑
k
(
JAkξ
∗
Ak
ω − ε−k
+
JBkξ
∗
Bk
ω + ε+k
)
1
ω − ε′A
, (23b)
BAk = −ǫ JAk
Ωb − ΩAk
= − JAk
ω − ε−k
, (23c)
BBk = −ǫ JBk
Ωb − ΩBk
= − JBk
ω + ε+k
. (23d)
To the order of ǫ2 , the probability amplitudes are
αb(t) = Abe
−iτb +
∑
k
[BAk
ΩbJ
∗
Ak
ω(ΩAk − Ωb)e
−iτAk +BBk
ΩbJ
∗
Bk
ω(ΩBk − Ωb)e
−iτBk ]
= Abe
−iτb +
∑
k
(
BAkJ
∗
Ak
ε−k − ω
e−iτAk +
BBkJ
∗
Bk
−ε+k − ω
e−iτBk), (24)
αA(t) = AAe
−iτA +
∑
k
[BAk
ΩAξ
∗
Ak
ε′A(ΩAk − ΩA)
e−iτAk +BBk
ΩAξ
∗
Bk
ε′A(ΩBk − ΩA)
e−iτBk ]
+
∑
k
Ab[
JAkξ
∗
AkΩAk
ε−k (Ωb − ΩAk)
+
JBkξ
∗
BkΩBk
−ε+k (Ωb − ΩBk)
]
ΩAe
−iτb
ε′A(Ωb − ΩA)
= AAe
−iτA +
∑
k
(
BAkξ
∗
Ak
ε−k − ε′A
e−iτAk +
BBkξ
∗
Bk
−ε+k − ε′A
e−iτBk)
+Ab
e−iτb
ω − ε′A
∑
k
(
JAkξ
∗
Ak
ω − ε−k
+
JBkξ
∗
Bk
ω + ε+k
), (25)
βAk(t) = BAke
−iτAk +Ab
ΩAkJAk
ε−k (Ωb − ΩAk)
e−iτb
= BAke
−iτAk +Ab
JAk
ω − ε−k
e−iτb , (26)
βBk(t) = BBke
−iτBk +Ab
ΩBkJBk
−ε+k (Ωb − ΩBk)
e−iτb
= BBke
−iτBk +Ab
JBk
ω + ε+k
e−iτb , (27)
where we have taken ǫ = 1.
To the lowest order of ǫ,
αb(t) = Abe
−iτb
= exp
[
−iωt− it
∑
k
(
|JAk|2
ω − ε−k
+
|JBk|2
ω + ε+k
)
]
.
Regardless of fluorescence in the donor ring, and assum-
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ing there is a small imaginary part in ω, we recover the
result under Wigner-Weisskopf approximation, i.e.
αb(t) = Abe
−iτb
= exp
[
−iωt− it
∑
k
(
|JAk|2
ω − εk + i0+ +
|JBk|2
ω + εk + i0+
)
]
= exp [−i(ω +∆′)t− γt] , (28)
where
∆′ =
∑
k
℘(
|JAk|2
ω − εk +
|JBk|2
ω + εk
), (29a)
γ = π
∑
k
[JAk|2δ(ω − εk) + |JBk|2δ(ω + εk)]. (29b)
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