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a b s t r a c t
We considered N × N Wishart ensembles in the class WC(ΣN ,M) (complex Wishart
matrices with M degrees of freedom and covariance matrix ΣN ) such that N0 eigenvalues
of ΣN are 1 and N1 = N − N0 of them are a. We studied the limit as M , N , N0 and N1
all go to infinity such that NM → c , N1N → β and 0 < c, β < 1. In this case, the
limiting eigenvalue density can either be supported on 1 or 2 disjoint intervals in R+, and
a phase transition occurs when the support changes from 1 interval to 2 intervals. By using
the Riemann–Hilbert analysis, we have shown that when the phase transition occurs, the
eigenvalue distribution is described by the Pearcey kernel near the critical point where the
support splits.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Let X be anM × N (assumingM ≥ N) matrix with i.i.d. complex Gaussian entries whose real and imaginary parts have
variance 12 and zero mean. Let ΣN be an N × N positive definite Hermitian matrix with eigenvalues a1 > · · · > aN (not
necessarily distinct). In this paper, we will consider the case where ΣN has only 2 distinct eigenvalues, 1 and a such that
N1 of its eigenvalues are a and N − N1 of them are 1. We will assume that NM → c and N1N → β as N,M → ∞ and that
0 < c, β < 1. To be precise, we will assume the following
cM − N = τ1 = O(1), Nβ − N1 = τ2 = O(1), M,N,N1 →∞. (1.1)
LetΣ
1
2
N be any Hermitian square root ofΣN . Then the columns of the matrix XΣ
1
2
N are random vectors with variances
1
2
√
aj.
Let the matrix BN be the following
BN = 1MΣ
1
2
N X
ĎXΣ
1
2
N . (1.2)
Then BN is the sample covariance matrix of the columns of XΣ
1
2
N , while ΣN is the covariance matrix. In particular, BN is a
complex Wishart matrix in the classWC (ΣN ,M).
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The sample covariancematrix is a fundamental tool in the study ofmultivariate statistics and its distributionwas already
known to Wishart around 1928 (see e.g. [1])
P (BN) = 1C e
−Mtr(Σ−1N BN ) (det BN)M−N , M ≥ N, (1.3)
for some normalization constant C .
Let y1, . . . , yN > 0 be the eigenvalues of the sample covariance matrix BN . Suppose N1 eigenvalues of ΣN are a and
N − N1 are 1. Without loss of generality, we may assume 0 < a < 1. Then the joint probability density function (j.p.d.f) for
the eigenvalues of BN is given by
P (y) = 1
ZM,N
∏
i<j
(yi − yj)
N∏
j=1
yM−Nj det
[
y
dNj −1
k e
−Ma−1j yk
]
1≤j,k,≤N
, (1.4)
where ZM,N is a normalization constant and dNj , aj are given by
dNj = j, aj = 1, 1 ≤ j ≤ N − N1,
dNj = j− N + N1, aj = a, N − N1 < j ≤ N.
In this paper we will study the asymptotic limit of theWishart distribution with NM → c and N1N → β asM , N →∞ in such
a way that 0 < β, c < 1. In this case, the empirical distribution function (e.d.f) FN of the eigenvalues will converge weakly
to a nonrandom p.d.f. F , which will be supported on either 1 or 2 intervals in R+. By applying the results of [2] to our case,
we can extract properties of the measure F from the solutions of an algebraic equation (see Section 3 for details)
zaξ 3 + (A2z + B2)ξ 2 + (z + B1)ξ + 1 = 0,
A2 = (1+ a), B2 = a(1− c), (1.5)
B1 = 1− c(1− β)+ a(1− cβ).
The results in [2] imply that the real zeros of the function dz(ξ)dξ determine the boundary points of the support of F . Since the
zeros of dz(ξ)dξ coincide with the zeros of the following quartic polynomial,
a2(1− c)ξ 4 + 2a2(1− cβ)+ a(1− c(1− β))ξ 3
+ (1− c(1− β)+ a2(1− cβ)+ 4a)ξ 2 + 2(1+ a)ξ + 1 = 0, (1.6)
the real roots of (1.6) are important in the determination of Supp(F). In particular, if∆ < 0, then the support of F consists
of a single interval, and if∆ > 0, then the support of F consists of 2 disjoint intervals (see Propositions 2 and 5).
Let γk be the zeros of the polynomial (1.6) and let λk be
λk = − 1
γk
+ c 1− β
1+ γk + c
aβ
1+ aγk , k = 1, . . . , 4. (1.7)
We will order the λk such that, if all λk are real (∆ > 0), then λ1 < · · · < λ4 and if only two λk are real (∆ < 0), then
λ1 < λ2 are real and λ3 = λ4 are complex.
Then the distribution function F has a continuous density F(z) = ρ(z)dz that is supported on [λ1, λ2] ∪ [λ3, λ4] when
∆ > 0 and on [λ1, λ2]when∆ < 0. Near the end points, the density ρ(z) vanishes like a square root.
ρ(z) = ρk
pi
|z − λk| 12 + O ((z − λk)) , z → λk. (1.8)
An open problem in the study of Wishart ensembles is the universality and the distribution of the largest eigenvalue.
Although the Wishart distribution has been known for a long time, results on the universality and the largest eigenvalue
distribution were only obtained recently [3–13]. An important result by Baik, Ben-Arous and Péché [4] shows that the
m-point correlation functions of the eigenvalues can be expressed in terms of a kernel KM,N(x, y)
R(M,N)m (y1, . . . , ym) = det
(
KM,N(yj, yk)
)
1≤j,k≤m (1.9)
whereR(M,N)m (y1, . . . , ym) is them-point correlation function
R(M,N)m (y1, . . . , ym) =
N!
(N −m)!
∫
R+
· · ·
∫
R+
P (y)dym+1 . . . dyN . (1.10)
Moreover, the kernel KM,N(x, y) can be written as
KM,N(x, y) =
∫ ∞
0
IM,N(x+ u)JM,N(u+ y)du,
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with HM,N and JM,N given by
IM,N(x) = M2pi
∫
Γ
dze−xM(z−q)zM
N∏
k=1
1
a−1k − z
,
JM,N(x) = M2pi
∫
Ξ
dweyM(w−q)w−M
N∏
k=1
(a−1k − w),
where q ∈ R is such that 0 < q < a−11 and the contour Ξ (Γ ) is a simple closed contour oriented counterclockwise and
encircling the point 0 (the points a−11 , . . . , a
−1
N ).
Then by writing the factor e−xM(z−q)zM
∏N
k=1
1
a−1k −z
as
e−xM(z−q)zM
N∏
k=1
1
a−1k − z
= det(ΣN)eM
(
−x(z−q)+log z− NM
∫
R log(1−zs)dHN (s)
)
,
and by a similar expression for eyM(w−q)w−M
∏N
k=1(a
−1
k − w), where HN(s) is the empirical distribution function for the
eigenvalues ofΣN , one can compute the largeM,N limit of the integrals IM,N and JM,N using the saddle point method. This
was done in [4] to study the phase transitions in the spiked models [10], in which ΣN is a finite rank perturbation of the
identity matrix. The method was used later by El Karoui [8] to show that for a large class of complex Wishart ensembles,
the asymptotic distribution of the largest eigenvalue is given by the Tracy–Widom distribution. Although in [8], the saddle
point analysis was done for points x and y near the largest edge point of the asymptotic spectrum of BN , the same type of
analysis can be used to compute the asymptotic kernel in the bulk and other edge points, as well as to study the critical
case. This was done by Brézin and Hikami for the simpler ‘Gaussian random matrix with external source’ model (see e.g.
[14,15]). However, different steepest descent contours will have to be considered in each of these situations. Although the
case considered here is included in [8], the less direct Riemann–Hilbert approach used in this paper is useful in applications
such as the computation of ensemble averages (see, e.g. [16]).
In [17,6], the authors have expressed this kernel in terms of multiple orthogonal polynomials (see Section 2 for details).
In this paper, we computed the asymptotics of the correlation kernel in (1.9) through the asymptotics of multiple Laguerre
polynomials. This gives the following theorem.
Theorem 1. Let ρ(z) be the density function of F . Then for any x0 in the interior of the support of F and m ∈ N, we have
lim
N,M→∞
(
1
Mρ(x0)
)m
R(M,N)m
(
x0 + u1Mρ(x0) , . . . , x0 +
um
Mρ(x0)
)
= det
(
sinpi(ui − uj)
pi(ui − uj)
)m
i,j=1
(1.11)
uniformly for any (u1, . . . , um) in compact subsets of Rm.
On the other hand, let x0 = λk, where k = 1, 2 when∆ < 0 and k = 1, . . . , 4 when∆ > 0. Then for any m ∈ N, we have
lim
N,M→∞
(
1
(Mρk)
2
3
)m
R(M,N)m
(
λk + (−1)k u1
(Mρk)
2
3
, . . . , λk + (−1)k um
(Mρk)
2
3
)
= det
(
Ai(ui)Ai′(uj)− Ai′(ui)Ai(uj)
ui − uj
)m
i,j=1
, (1.12)
uniformly for any (u1, . . . , um) in compact subsets of Rm, where Ai(z) is the Airy function and ρk, k = 1, 2 are the constants in
(1.8).
Recall that the Airy function is the unique solution to the differential equation v′′ = zv that has the following asymptotic
behavior as z →∞ in the sector−pi +  ≤ arg(z) ≤ pi − , for any  > 0.
Ai(z) = 1
2
√
piz
1
4
e−
2
3 z
3
2
(
1+ O(z− 32 )
)
, −pi +  ≤ arg(z) ≤ pi − , z →∞ (1.13)
where the branch cut of z
3
2 in the above is chosen to be the negative real axis.
Note that the Airy kernel in (1.12), implies that the largest eigenvalue distribution is given by the Tracy–Widom
distribution [18]. This is in agreement with the results in [8].
The main contribution of this paper is the study of the phase transition between the 1 cut case and the 2 cut case. When
∆ = 0 the eigenvalue density ρ(z) becomes zero at a critical point λ∗ in the interior of its support. In this case, a phase
transition occurs and the local eigenvalue statistics near the critical point can be described by the Pearcey kernel. The
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behavior of the eigenvalues when the parameters a, βN = N1N and cN = NM are such that ∆(a, βN , cN) = O
(
M−
1
2
)
can
be studied by the techniques developed in [19]. In this case, there exist a0, β0 and c0 such that the following
a = a0 + ηa
M
1
2
, βN = β0 + ηβ
M
1
2
, cN = c0 + ηc
M
1
2
,
∆(a0, β0, c0) = 0,
(1.14)
are satisfied. There are many a0, β0 and c0 such that (1.14) is satisfied. For the implementation of the techniques in [19], we
also need the parameters a0, β0 and c0 to satisfy the following
A2γ
2
∗ +A1γ∗ +A0 = 0, (1.15)
where γ∗ is the double root of (1.6) with parameters a0, β0 and c0, andAj are given by
A2 = ηc
M
1
2 (c0 − 1)
,
A1 = 1a0(c0 − 1)
(
χ1 + χ2(a0 − 1)+ ηc
M
1
2
(a0 + 1)
)
,
A0 = 1a0(c0 − 1)
(
χ1 + χ2
(
1− 1
a0
)
+ ηc
M
1
2
)
,
χ1 =
(
1− a0
a
)
c0β0, χ2 =
(
1− cN(1− βN)
c0(1− β0)
)
c0(1− β0).
(1.16)
In practice, to obtain the eigenvalue statistics, it is sufficient to solve a0, β0 and c0 up to the order O
(
M−1
)
. Since there are
only 2 equations with 3 parameters, there may still be many solutions a0, β0 and c0 that satisfy both (1.14) and (1.15). This
reflects the fact that when∆(a, βN , cN) = O
(
M−
1
2
)
, the ensemble could be considered as perturbations to many different
Wishart ensembles whose eigenvalue densities vanish inside its support.
Let ρ∗, υ1 and υ0 be the following constants
ρ∗ =
(
3γ 2∗ (1+ γ∗)2 (1+ a0γ∗)2
a20(1− c0) (γ∗ − γ1) (γ∗ − γ2)
) 1
3
,
υ1 = 1a0(c0 − 1)
(
ηac0β0
a0
+ (c0ηβ − (1− β0)ηc) (a0 − 1)+ ηc(a0 + 1)) , (1.17)
υ2 = 1a0(c0 − 1)
(
ηac0β0
a0
+ (c0ηβ − (1− β0)ηc) (1− 1a0
)
+ ηc
)
where γ1 and γ2 are the non-degenerate roots of Eq. (1.6) with parameters a0, β0 and c0.
Then we see thatA1 andA0 can be approximated by
Aj = υj
M
1
2
+ O(M−1), j = 0, 1. (1.18)
We are now in a position to state our next result.
Theorem 2. Suppose the discriminant ∆ of (1.6) is of order O
(
M−
1
2
)
for the parameters a, βN = N1N and c = NM . Let a0, β0
and c0 be a solution of (1.14) and (1.15) and let λ∗ be the critical point in the spectrum that corresponds to the double root γ∗ of
(1.6) with parameters a0, β0 and c0. Let t0 be the following parameter
t0 = 3γ
2∗ (γ∗ + 1) (2ηcγ∗ + (1− c0)υ1)
ρ
3
2∗ (1− c0) (γ∗ − γ1) (γ∗ − γ2)
where υ1 is defined in (1.17).
Then for any m ∈ N, we have
lim
N,M→∞
(
1
(Mρ∗)
3
4
)m
R(M,N)m
(
λ∗ + u1
(Mρ∗)
3
4
, . . . , λ∗ + um
(Mρ∗)
3
4
)
= det
(
P1(ui)P ′′2 (uj)− P ′1(ui)P ′2(uj)+ P ′′1 (ui)P2(uj)− t0P1(ui)P2(uj)
ui − uj
)m
i,j=1
, (1.19)
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uniformly for any (u1, . . . , um) in compact subsets of Rm, where ρ∗ is defined in (1.17) and P1(x), P2(x) are the Pearcey integrals
defined by
P1(x) = 12pi
∫
R
e−
1
4 s
4− t02 s2+isxds, P2(x) = 12pi
∫
Ξ
e
1
4 s
4+ t02 s2+isxds
where Ξ is the contour consisting of the rays arg(z) = ±pi4 and± 3pi4 , and they are oriented such that the lines arg(z) = pi4 and
arg(z) = − 3pi4 are pointing into the origin, while the other two lines are pointing out from the origin.
Finally, when c = 1 + O (M−1), the origin becomes an edge of the spectrum and the asymptotics of the multiple
Laguerre polynomials are described by the Bessel functions near the origin. By using the asymptotics of themultiple Laguerre
polynomials obtained in [20], one obtains the following theorem.
Theorem 3. Let M−N = α = O(1) as M, N →∞. Suppose N is even and that half of the eigenvalues of ΣN are equal to 1 and
the other half are equal to a. Then for all m ∈ N, we have
lim
M,N→∞
(
1
2N2(1+ a−1)
)m
R(M,N)m
(
u1
2N2(1+ a−1) , . . . ,
um
2N2(1+ a−1)
)
= det
(
Jα
(√
ui
)√
ujJ′α
(√
uj
)− Jα (√uj)√uiJ′α (√ui)
2(ui − uj)
)m
i,j=1
(1.20)
uniformly for any (u1, . . . , um) in compact subsets of Rm, where Jα(z) is the Bessel function of order α.
Jα(z) =
∞∑
k=0
(−1)k
k!
1
Γ (α + k+ 1)
( z
2
)2k+α
. (1.21)
In this case, there is also an analogue; the smallest eigenvalue distribution is given by the following theorem.
Theorem 4. Let yN be the smallest eigenvalue of BN ; then we have
lim
M,N→∞ P
(
yN
(
2N2(1+ a−1)) 12 < s) = TW0(s), (1.22)
where TW0(s) is the distribution
TW0(s) = 1− exp
(
−1
4
∫ s
0
log
( s
t
)
qα(t)dt
)
,
and qα(s) is the solution of the Painlevé V equation
s(q2α − 1)
(
sq′α
)′ = qα (sq′α)2 + 14 (s− α)2qα + 14 sq3α (q2α − 2) ,
with the following asymptotic behavior as s→∞.
qα(s) ∼ 12αΓ (1+ α) s
α
2 , s→ 0.
This result can be found in [21].
The results obtained in this paper are obtained through the Riemann–Hilbert analysis. In obtaining these results, we have
to overcome certain technical difficulties, which we will explain now.
As in [22,23,20], a Riemann surface of the form (1.5) is essential to the implementation of the Riemann–Hilbert analysis.
In the case ∆ < 0, one also needs to know the zero set of a real function h(x). This function h(x) is given as follows. If we
express the solutions ξ in (1.5) as analytic functions of z, then the three solutions to (1.5) behave as follows when z →∞.
ξ1(z) = −1z + O(z
−2), z →∞,
ξ2(z) = −1+ c(1− β)z + O(z
−2), z →∞, (1.23)
ξ3(z) = −1a +
cβ
z
+ O(z−2), z →∞.
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Fig. 1. Possible sheet structures of the Riemann surface when∆ > 0. For the implementation of the Riemann–Hilbert analysis, we need to show that the
Riemann surface has the sheet structure shown on the right hand side.
Then the function h(x) is defined by
h(x) = Re
(∫ x
λ3
ξ2(z)− ξ3(z)dz
)
. (1.24)
In order to implement the Riemann–Hilbert analysis, we must determine the sheet structure of the Riemann surface (1.5)
and the topology of the zero set H of h(x). Since our model depends on three parameters c , a and β , while the models
in [22,23,20] depend only on one parameter a, the determination of both the sheet structure of the Riemann surface and the
topology ofH is considerably more difficult in our case and a large part of this paper is devoted to resolving these difficulties
so that the Riemann–Hilbert analysis like those in [22,23,20] can be applied.
To determine the sheet structure of (1.5), note that although the number of real and complex branch points on the
Riemann surface is known, it is unclear which Riemann sheet these branch points belong to, and different situations will
result in different sheet structures of the Riemann surface as indicated in Fig. 1. In order to determine the sheet structure of
the Riemann surface,we need to analyze the analyticity of the solutions ξj in the vicinity of the pointsλk in (1.7). This requires
the type of analysis used in [24], which is very difficult to carry out in our case. In this paper, we overcome these difficulties
by showing that the Stieltjes transform of the limiting eigenvalue distribution satisfies (1.5). Then by using properties of the
Stieltjes transform obtained in [2,25–28], we were able to determine the sheet structure of the Riemann surface (1.5).
In the case when ∆ < 0, we also have to determine the topology of the zero set of h(x). This is also more complicated
than the models in [23,20] and a thorough analysis of this set making use of properties of harmonic functions is carried out
in Section 3.4.1.
In the critical case, the Riemann surface in (1.5) will have to be modified before the Riemann–Hilbert analysis can be
implemented. This was done in [19] for the simpler ‘Gaussian random matrix with external source’ model. However, in
the case of complex Wishart ensembles, the Riemann surface has to be modified in a different way. This is discussed in
Section 3.5. The present case also requires a more delicate error analysis than the case in [19]. This is explained in Section 4.
2. Multiple Laguerre polynomials and the correlation kernel
The main tool in our analysis involves the use of multiple orthogonal polynomials and their Riemann–Hilbert problems.
In this section we shall recall the results in [17,6] and express the correlation kernel KM,N(x, y) in (1.9) in terms of multiple
Laguerre polynomials. In Section 4, we will apply the Riemann–Hilbert analysis to obtain the asymptotics of these multiple
Laguerre polynomials and use them to prove Theorems 1 and 2.
We shall not define the multiple Laguerre polynomials in the most general setting, but only define the ones that
are relevant to our setup. Readers who are interested in the theory of multiple orthogonal polynomials can consult the
papers [29,30,17,31]. Let Ln1,n2(x) be the monic polynomial such that∫ ∞
0
Ln1,n2(x)x
i+M−Ne−Mxdx = 0, i = 0, . . . , n1 − 1,∫ ∞
0
Ln1,n2(x)x
i+M−Ne−Ma
−1xdx = 0, i = 0, . . . , n2 − 1
(2.1)
and let Qn1,n2(x) be a function of the form
Qn1,n2(x) = A1n1,n2(x)e−Mx + Aan1,n2(x)e−Ma
−1x, (2.2)
where A1n1,n2(x) and A
a
n1,n2(x) are polynomials of degrees n1−1 and n2−1, respectively, and Qn1,n2(x) satisfies the following∫ ∞
0
xiQn1,n2(x)x
M−Ndx =
{
0, i = 0, . . . , n1 + n2 − 2;
1, i = n1 + n2 − 1. (2.3)
The polynomial Ln1,n2(x) is called the multiple Laguerre polynomial of type II and the polynomials A
1
n1,n2(x) and A
a
n1,n2(x)
are called multiple Laguerre polynomials of type I (with respect to the weights xM−Ne−Mx and xM−Ne−Ma−1x) [29,30]. These
polynomials exist and are unique. Moreover, they admit integral expressions [17].
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Let us define the constants h(1)n1,n2 and h
(2)
n1,n2 to be
h(1)n1,n2 =
∫ ∞
0
Ln1,n2(x)x
n1+M−Ne−Mxdx,
h(2)n1,n2 =
∫ ∞
0
Ln1,n2(x)x
n2+M−Ne−Ma
−1xdx.
(2.4)
Then the following result in [17,6] allows us to express the correlation kernel in (1.9) in terms of a finite sum of multiple
Laguerre polynomials.
Proposition 1. The correlation kernel in KM,N(x, y) (1.9) can be expressed in terms of multiple Laguerre polynomials as follows
(xy)
N−M
2 (x− y)KM,N(x, y) = LN0,N1(x)QN0,N1(x)−
h(1)N0,N1
h(1)N0−1,N1
LN0−1,N1(x)QN0+1,N1(x)
− h
(2)
N0,N1
h(2)N0,N1−1
LN0,N1−1(x)QN0,N1+1(x) (2.5)
where N0 = N − N1.
This result allows us to compute the limiting kernel once we obtain the asymptotics for the multiple Laguerre
polynomials.
3. Stieltjes transform of the eigenvalue distribution
In order to study the asymptotics of the correlation kernel,wewouldneed to know the asymptotic eigenvalue distribution
of the Wishart ensemble (1.3). Let FN(x) be the empirical distribution function (e.d.f) of the eigenvalues of BN (1.2). The
asymptotic properties of FN(x) can be found by studying its Stieltjes transform.
The Stieltjes transform of a probability distribution function (p.d.f) G(x) is defined by
mG(z) =
∫ ∞
−∞
1
λ− z dG(x), z ∈ C
+ = {z ∈ C : Im(z) > 0} . (3.1)
Given the Stieltjes transform, the p.d.f can be found by the inversion formula
G([a, b]) = 1
pi
lim
→0+
∫ b
a
Im (mG(s+ i)) ds. (3.2)
The properties of the Stieltjes transform of FN(x) have been studied by Bai, Silverstein and Choi in the papers [2,25–28]. We
will now summarize the results that we need from these papers.
First let us denote the e.d.f of the eigenvalues of ΣN by HN and assume that as N → ∞, the distribution HN weakly
converges to a distribution function H . Let us then consider the matrix BN
BN =
1
N
XΣNXĎ. (3.3)
The matrix BN has the same eigenvalues as BN together with an additional M − N zero eigenvalues. Let the e.d.f of the
eigenvalues of BN be FN .
Then as N →∞, the e.d.f FN(x) converges weakly to a nonrandom p.d.f F , and the Stieltjes transformmF of F(x) satisfies
the following equation [2,28,26,27]
z(mF ) = − 1mF + c
∫
R
t
1+ tmF dH(t). (3.4)
The points where dz(ξ)dξ = 0 are of significant interest to us as they are potential end points of the support of F , due to the
following result by Choi and Silverstein.
Lemma 1 ([2] See also [5]). Let G be a distribution whose Stieltjes transform satisfies
z(mG) = − 1mG + cG
∫
R
t
1+ tmG dHG(t) (3.5)
for some constant cG and distribution HG(t). Then if z 6∈ Supp(G), m = mG(z) will satisfy the following.
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1. m ∈ R \ {0};
2. − 1m 6∈ Supp(HG);
3. Let z be defined by (3.4), and then z ′(m) > 0, where the prime denotes the derivative with respect to mG in (3.5).
Conversely, if m satisfies 1–3, then z = z(m) 6∈ Supp(G).
This lemma allows us to identify the complement of Supp(F) by studying the real pointsm such that z ′(m) > 0.
3.1. The Riemann surface and the Stieltjes transform
Wewill now restrict ourselves to the casewhen thematrixΣN has 2 distinct eigenvalues only.Without loss of generality,
we will assume that one of these values is 1 and the other one is 0 < a < 1. Let 0 < β < 1; we will assume that as N →∞,
N1 of the eigenvalues take the value a and N0 = N − N1 of the eigenvalues are 1 and that N1N → β .
For the implementation of the Riemann–Hilbert analysis, it is more convenient to consider a measure FˆN instead of the
measure F .
Let cN = NM and HN(t) be the e.d.f
dHN(t) = (1− βN)δ1 + βNδa
where βN = N1N .
Then FˆN is the measure whose Stieltjes transformmN(z) = mFˆN (z) is the unique solution of
z(mN) = − 1mN + cN
∫
R
t
1+ tmN dHN(t) (3.6)
in C+ that behaves like− 1z as z →∞. Note that, as pointed out in [5], the measure FˆN is not the eigenvalue distribution for
finite N , instead, it is only defined through Eq. (3.6). From (3.6), we see thatmN(z) is a solution of the algebraic equation
zaξ 3 + (A2z + BN2 )ξ 2 + (z + BN1 )ξ + 1 = 0,
A2 = (1+ a), BN2 = a(1− cN), (3.7)
BN1 = 1− c(1− βN)+ a(1− cNβN).
This defines a Riemann surfaceLN as a 3-folded cover of the complex plane.
In particular, these solutions have the behavior given by (1.23) as z →∞. On the other hand, as z → 0, the 3 branches
of ξ(z) behave as follows
ξNα (z) = −
1− cN
z
+ O(1), z → 0,
ξNβ (z) = R1 + O(z), z → 0, (3.8)
ξNγ (z) = R2 + O(z), z → 0,
where the order of the indices α, β and γ does not necessarily coincide with the ones in (1.23) (i.e. we do not necessarily
have α = 1, β = 2 and γ = 3). The constants R1 and R2 are the two roots of the quadratic equation
a(1− cN)x2 + (1− cN(1− βN)+ a(1− cNβN))x+ 1 = 0. (3.9)
The functions ξNj (z) will not be analytic at the branch points of LN and they will be discontinuous across the branch cuts
joining these branch points. Moreover, from (3.8), one of the functions ξNj (z) will have a simple pole at z = 0. Apart from
these singularities, however, the functions ξNj (z) are analytic.
3.2. Sheet structure of the Riemann surface
In this section we will study the sheet structure of the Riemann surfaceLN . As we shall see, the branch ξN1 (z) turns out
to be the Stieltjes transformmN(z) and its branch cut will be the support of FˆN .
By Lemma 1, the real points at which dzdξ = 0 characterize the end points of Supp(FˆN). To determine the support, let us
differentiate (3.7) to obtain an expression of dzdξ in terms of ξ .
dz
dξ
= 1
ξ 2(1+ ξ)2(1+ aξ)2
(
a2(1− cN)ξ 4 + 2a2(1− cNβN)+ a(1− cN(1− βN))ξ 3
+ (1− cN(1− βN)+ a2(1− cNβN)+ 4a)ξ 2 + 2(1+ a)ξ + 1
)
. (3.10)
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In particular, the values of ξ at dzdξ = 0 correspond to the roots of the quartic equation
a2(1− cN)ξ 4 + 2a2(1− cNβN)+ a(1− cN(1− βN))ξ 3
+ (1− cN(1− βN)+ a2(1− cNβN)+ 4a)ξ 2 + 2(1+ a)ξ + 1 = 0. (3.11)
Let∆N be the discriminant of this quartic polynomial.We shall consider the casewhere limN→∞∆N > 0 and limN→∞∆N <
0 separately and denote the case limN→∞∆N > 0 by the ‘2 cut case’ and the case limN→∞∆N < 0 by the ‘1 cut case’.
3.3. Sheet structure in the 2 cut case
When∆N > 0, Eq. (3.11) will have 4 distinct real roots γ N1 < · · · < γ N4 . Since 0 < cN , βN < 1, the coefficients of (3.11)
are all positive and hence all γ Nk are negative.
Let λNk be the corresponding points in the z-plane
λNk = −
1
γ Nk
+ cN 1− βN1+ γ Nk
+ cN aβN1+ aγ Nk
, k = 1, . . . , 4. (3.12)
Note that, from the behavior of z(ξ) in (3.7), we see that near the points−1 and− 1a , the function z(ξ) behaves as
z(ξ) = cN(1− βN)
1+ ξ + O(1), ξ →−1,
z(ξ) = cNaβN
1+ aξ + O(1), ξ →−
1
a
(3.13)
and hence z ′(ξ) is negative near these points. From this and (3.10), we see that z ′(ξ) > 0 on the intervals (−∞, γ N1 ),
(γ N2 , γ
N
3 ), (γ
N
4 , 0) and (0,∞) and none of the points−1 and− 1a belongs to these intervals. On (γ N1 , γ N2 ) and (γ N3 , γ N4 ), z ′(ξ)
is negative. In particular, both z(ξ) and z ′(ξ) are continuous on these intervals while z(ξ) is strictly increasing. This implies
the following.
Lemma 2. The intervals (−∞, γ N1 ), (γ N2 , γ N3 ), (γ N4 , 0) and (0,∞) are mapped by z(ξ) to (0, λN1 ), (λN2 , λN3 ), (λN4 ,∞) and
(−∞, 0) respectively. Furthermore, we have λN2 < λN3 .
Therefore the complement of Supp(F) is given by (recall that F has a point mass at 0)
Supp(FˆN)c = (−∞, 0) ∪ (0, λN1 ) ∪ (λN2 , λN3 ) ∪ (λN4 ,∞). (3.14)
Thus if λN1 < λ
N
2 and λ
N
3 < λ
N
4 , the support of FˆN will consist of the 2 intervals [λN1 , λN2 ] and [λN3 , λN4 ]. We would like to show
that whenever∆N > 0, we have λN1 < λ
N
2 < λ
N
3 < λ
N
4 .
The λNk are the z-coordinates of the zeros of z
′(ξ) onLN . We can treat (3.7) as a polynomial in ξ ; then λNk will be the zeros
of its discriminant DN3 (z) = (1− a)2
∏4
j=1(z − λNj ).
Let zNj be the jth smallest of the λ
N
k and let J be the union of the intervals [zN1 , zN2 ] and [zN3 , zN4 ]. Since the leading coefficient
of DN3 (z) is (1− a)2 > 0, we see that the sign of DN3 (z) and hence the 3 roots of the cubic polynomial (3.7) behave as follows
for z ∈ R.
1. z ∈ R \ J, DN3 (z) > 0⇒ ξ has 3 distinct real roots
2. z ∈ J, DN3 (z) < 0⇒ ξ has 1 real and 2 complex roots.
(3.15)
In particular, the γ Nj are the values of the double roots of the cubic polynomial (3.7) when z = λNj . We then have the
following lemma.
Lemma 3. The points− 1a ∈ [γ N1 , γ N2 ] and−1 ∈ [γ N3 , γ N4 ].
Proof. Let us assume that none of the points −1 and − 1a belongs to [γ N1 , γ N2 ]. Then the function z(ξ) is continuous on
[γ N1 , γ N2 ]. Moreover, from the behavior of z at these points (3.13), we see that none of them belongs to [γ N2 , γ N3 ] either and
hence z(ξ) is continuous on [γ N1 , γ N3 ]. We have also seen in Lemma 2 that λN2 < λN3 . As the support of FˆN is not empty, we
have λN1 < λ
N
4 . Now by the remark after (3.13), we see that z
′(ξ) is negative between γ N1 and γ
N
2 and hence we must have
λN1 > λ
N
2 if z(ξ) is continuous on [γ N1 , γ N2 ]. Therefore we can either have λN3 > λN1 > λN2 or λN1 > λN3 > λN2 . We will show
that z(ξ) cannot be continuous on [γ N1 , γ N3 ] in any of these cases.
Let us now assume λN3 > λ
N
1 > λ
N
2 . Then by (3.15) and the fact that λ
N
1 < λ
N
4 , we see that for z0 ∈ [λN2 , λN1 ], there is only
one realm such that z0 = z(m). However, by the continuity of z(ξ) on the interval [γ N1 , γ N3 ], we see that there is at least one
point on each of [γ N1 , γ N2 ] and [γ N2 , γ N3 ] that correspond to z0 ∈ [λN2 , λN1 ]. This leads to a contradiction.
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A similar consideration also leads to a contradiction to the case λN1 > λ
N
3 > λ
N
2 . This implies that z(ξ) cannot be
continuous on [γ N1 , γ N3 ].
By using the same argument,we can show that z(ξ) cannot be continuous on [γ N2 , γ N4 ] either. This implies the lemma. 
We can now show that the points λNk are ordered as λ
N
1 < λ
N
2 < λ
N
3 < λ
N
4 .
Lemma 4. The λNk satisfies λ
N
1 < λ
N
2 < λ
N
3 < λ
N
4 .
Proof. Aswe have seen in the proof of Lemma 3, there are only 3 possibleways of ordering the points λ1, λN2 and λ
N
3 . Namely,
λN3 > λ
N
1 > λ
N
2 , λ
N
1 > λ
N
3 > λ
N
2 or λ
N
1 < λ
N
2 < λ
N
3 . We will show that the first two cases are not possible.
Let us assume λN3 > λ
N
1 > λ
N
2 . By Lemma 3, there is a singularity of z(ξ) in [γ N1 , γ N2 ]. Let us call this singularity s0. Let
z0 ∈ (λN2 , λN1 ). By using the same continuity argument in the proof of Lemma 3, we see that there is at least a point on
each of (γ N2 , γ
N
3 ) and (s0, γ
N
2 ) that correspond to z0, which contradicts the fact that there can only be one real pointmwith
z(m) = z0. A similar argument shows that λN1 > λN3 > λN2 is not possible either and hence we must have λN3 > λN2 > λN1 .
By carrying out the same argument for the points λN2 , λ
N
3 and λ
N
4 , we see that the only possible ordering of these points
is λN2 < λ
N
3 < λ
N
4 . Hence we must have λ
N
1 < λ
N
2 < λ
N
3 < λ
N
4 . 
By Lemma 4 and the fact that when ∆N ≤ 0, there can be at most 3 distinct real roots for Eq. (3.10), we obtain the
following condition for the support to consist of 2 intervals.
Proposition 2. Let ∆N be the discriminant of the quartic polynomial (3.11); then the support of FˆN consists of 2 disjoint intervals
if and only if ∆N > 0.
3.3.1. Branch cuts of the Riemann surface
In this sectionwewill show that the solution ξN1 (z) ((1.23) of (3.7)) coincideswith the Stieltjes transformmN(z) inC
+∪R.
Furthermore, when the support of FˆN consists of 2 disjoint intervals, the function ξN1 (z) and hencemN(z)will not be analytic
at any of the points λNk , k = 1, . . . , 4.
The solutions ξNj (z) of (3.7) will not be analytic at the branch point (λ
N
k , γ
N
k ) if ξ
N
j (λ
N
k ) = γ Nk . Since all the λNk are on the
real axis and the only possible pole of these functions is at z = 0, there exist analytic continuations of the ξNj (z) in C+ that
are continuous up to R \ {0}.
Note that if λN1 (λ
N
3 ) is a branch point of ξ
N
j (z), then for z ∈ [λN1 , λN2 ] ([λN3 , λN4 ]), the function ξNj (z) is complex and will
again be branched at λN2 (λ
N
4 ). Therefore we have the following lemma.
Lemma 5. Let ξNj (z) be the solutions of (3.7) in
(
C+ ∪ R) \ {0} that has the asymptotic behavior (1.23). Then for j = 1, 2, 3,
ξNj (λ
N
1 ) = γ N1 if and only if ξNj (λN2 ) = γ N2 . Similarly, ξNj (λN3 ) = γ N3 if and only if ξNj (λN4 ) = γ N4 .
From the asymptotic behavior of the ξNj (z) (1.23) and the fact that the Stieltjes transformmN(z) solves (3.7) and vanishes
as z →∞, we see that
mN(z) = ξN1 (z), z ∈
(
C+ ∪ R) \ {0}. (3.16)
Since FˆN has a point mass of size 1− cN at zero, we see thatmN(z), and hence ξN1 (z), has the following singularity at z = 0.
ξ1(z) = −1− cNz + O(1), z → 0. (3.17)
We will now show that for all λNk , we have ξ
N
1 (λ
N
k ) = γ Nk .
Proposition 3. Let ξN1 (z) be the solution of (3.7) in
(
C+ ∪ R) \ {0} with the asymptotic behavior indicated as in (1.23). Then
we have ξN1 (λ
N
k ) = γ Nk for k = 1, . . . , 4. In particular, ξN1 (z) is not analytic at any of the points λNk .
Proof. Suppose for some λNk we have ξ
N
1 (λ
N
k ) 6= γ Nk and that the support of FˆN is on the left hand side of λNk . Then we have
z ′
(
ξN1 (λ
N
k )
) 6= 0. By Lemma 1, we must have z ′ (mN(λNk + δ)) > 0 for small enough δ > 0 as λNk + δ does not belong to the
support of FˆN andmN is real on λNk + δ. Then by continuity, we have z ′
(
mN(λNk )
)
> 0. (As we assume, z ′
(
mN(λNk )
) 6= 0.)
Since ξN1 (z) does not coincide with the double root of (3.7) at λ
N
k , it must be real in [λNk − , λNk + ] for some small
 > 0. Therefore in this interval, mN(z) is real and z ′ (mN) > 0. This implies that for some point z0 ∈ Supp(FˆN), we have
z ′(mFˆN ) > 0 and mFˆN ∈ R \ {0,−1,− 1a }. This contradicts Lemma 1 and hence ξN1 (λNk ) = γ Nk . By using exactly the same
argument, we can prove the proposition for λNk when the support lies on the right hand side of λ
N
k . 
This proposition implies that ξN1 (z) is not analytic at the points λ
N
k for k = 1, . . . , 4. We then have the following.
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Fig. 2. The branch cut structure of the Riemann surfaceLN .
Proposition 4. The function ξN3 (z) has branch points at λ
N
1 and λ
N
2 while ξ
N
2 (z) has branch points at λ
N
3 and λ
N
4 .
Proof. By using the asymptotic behavior of the branches ξNj (z) near infinity and zero, we see that ξ
N
1 > ξ
N
2 > ξ
N
3 for z > λ
N
4 ,
while ξN3 > ξ
N
2 > ξ
N
1 for 0 < z < λ
N
1 . Therefore ξ
N
1 and ξ
N
2 are branched at λ
N
4 while ξ
N
1 and ξ
N
3 are branched at λ
N
1 . By
Lemma 5, we see that ξN1 and ξ
N
2 are also branched at λ
N
3 , while ξ
N
1 and ξ
N
3 are also branched at λ
N
2 . 
We will now define the branch cuts of the function ξN1 (z) to be [λN1 , λN2 ] ∪ [λN3 , λN4 ] and the branch cut for ξN2 (z), ξN3 (z)
to be [λN3 , λN4 ], [λN1 , λN2 ] respectively. We then have the following relations between the ξNj on the branch cuts
ξN1,±(z) =
{
ξN2,∓(z), z ∈ [λN3 , λN4 ];
ξN3,∓(z), z ∈ [λN1 , λN2 ]
(3.18)
where ξNj,±(z) indicates the boundary values of ξ
N
j on the± sides of the branch cuts.
The branch cut structure of the Riemann surface LN is indicated in Fig. 2. We will now define the functions θNj (z) to be
the integrals of ξNj (z).
θN1 (z) =
∫ z
λN4
ξN1 (x)dx, θ
N
2 (z) =
∫ z
λN4
ξN2 (x)dx, θ
N
3 (z) =
∫ z
λN2
ξN3 (x)dx, (3.19)
where the integration paths of the above integrals are chosen such that they do not intersect the real axis, except perhaps
at the end points. Let us also define some constant shifts of the theta
θ˜N1 (z) = θN1 (z), θ˜N2 (z) = θN2 (z), θ˜N3 (z) = θN3 (z)+ θN1,−(λN2 ). (3.20)
These functions will be used in the Riemann–Hilbert analysis.
3.4. Sheet structure in the 1 cut case
We will now consider the case when ∆N < 0. In this case, Eq. (3.11) has 2 distinct real roots γ N1 < γ
N
2 and 2 complex
roots γ N3 and γ
N
4 = γ N3 . One can check that the coefficients of (3.11) are all positive and hence γ N1 < γ N2 < 0.
Then we have the following lemma.
Lemma 6. The points λNk , k = 1, . . . , 4 are all distinct. In particular, λN3 = λN4 are not real.
Proof. The points (λNk , γ
N
k ), k = 1, . . . , 4 are simple branch points of the Riemann surfaceLN . By considering the behavior
of the functions ξ(z) near these branch points, we see that if γ Ni 6= γ Nj and λNi = λNj , there will be 4 distinct solutions ξ(z)
to Eq. (3.7) in a neighborhood of the point λNi = λNj , which is not possible. Therefore λNi and λNj are distinct. 
By using a similar argument that arrives at Lemma 2, we obtain the following lemma.
Lemma 7. The intervals (−∞, γ N1 ), (γ N2 , 0) and (0,∞) are mapped by z(ξ) to (0, λN1 ), (λN2 ,∞) and (−∞, 0) respectively. In
particular, the complement of Supp(FˆN) is given by Supp(FˆN)c = (−∞, 0) ∪ (0, λN1 ) ∪ (λN2 ,∞). Since the support of FˆN is
non-empty, we have λN1 < λ
N
2 and hence the support of FˆN consists of a single interval.
Therefore we have the following proposition.
Proposition 5. Let ∆N be the discriminant of the quartic polynomial (3.11); then if ∆N < 0, the support of FˆN consists of a
single interval.
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As in the 2 cut case, the function ξN1 (z) is in fact the Stieltjes transformmN(z). SincemN(z) is the Stieltjes transform of a
measure supported on the real axis, it is analytic away from the real axis and hence by (3.16), ξN1 (z) is analytic at the points
λN3 and λ
N
4 with a branch cut on [λN1 , λN2 ]. Since λN3 and λN4 are not branch points of the function ξN1 (z), they must be branch
points of the functions ξN2 (z) and ξ
N
3 (z). This determines the branch structure of the Riemann surface LN . The branch cut
of ξN2 (z) and ξ
N
3 (z)will eventually be chosen to be a contour that goes from λ
N
4 to λ
N
3 intersecting the real axis at a point in
(λN1 , λ
N
2 ), but in the next section it will be chosen in a few different ways according to the situation.
3.4.1. Geometry of the problem in the 1 cut case
As explained in the Introduction, in the 1 cut case, the determination of the zero set of h(x) in (1.24) is necessary for
the implementation of the Riemann–Hilbert analysis. In this section we will carry out a thorough analysis of this set and
determine its topology.
For the time being, we will choose the branch cut of ξN1 (z) to be the interval [λN1 , λN2 ], and the branch cut between λN3
and λN4 to be a simple contour C that is symmetric with respect to the real axis and oriented upwards. Across C, the two
branches ξN2 (z) and ξ
N
3 (z) change into each other. The branch cut C will be chosen such that it intersects the real axis at
exactly one point x∗ that is not equal to λN1 or λ
N
2 .
We will now define the functions θNj (z) to be the integrals of ξ
N
j (z).
θN1 (z) =
∫ z
λNl
ξN1 (x)dx, θ
N
2 (z) =
∫ z
λN3
ξN2 (x)dx, θ
N
3 (z) =
∫ z
λN3
ξN3 (x)dx,
if x∗ < λN2 , l = 2; if x∗ > λN2 , l = 1. (3.21)
The integration paths of the above integrals are chosen as follows. If x∗ < λN2 , then the integration path will not intersect
the set C ∪ (−∞, λN2 ) and if x∗ > λN2 , then the integration path will not intersect the set C ∪ (λN1 ,∞).
Then from (1.23), (3.8) and (3.17), we see that the integrals (3.21) have the following behavior at z = ∞ and z = 0.
θN1 (z) = − log z + lN1 + O
(
z−1
)
, z →∞,
θN2 (z) = −z + cN(1− βN) log z + lN2 + O
(
z−1
)
, z →∞,
θN1 (z) = −(1− cN) log z + O (1) , θN2 (z) = O (1) , θN3 (z) = O (1) , z → 0,
θN3 (z) = −
z
a
+ cNβN log z + lN3 + O
(
z−1
)
, z →∞,
(3.22)
for some constants lN1 , l
N
2 and l
N
3 .
The set H defined by
H = {z ∈ C| Re (θN2 (z)− θN3 (z)) = 0} (3.23)
is important for the Riemann–Hilbert analysis. Let us now study its properties. Note that if ξ(z) is a solution to (3.7), then
so is ξ(z). In particular, by considering the behavior of ξj(z) at infinity, we see that ξj(z) = ξ j(z). This symmetry, together
with the fact that ξ2(z) and ξ3(z) interchange across the branch cut C, implies the following.
Lemma 8. Let the branch cut C between λN3 and λ
N
4 be a simple contour that is symmetric with respect to the real axis. Then the
set H in (3.23) is symmetric with respect to the real axis. Moreover, it is independent of the choice of the branch cut C.
We will now show that the real parts of ξN2 (z) and ξ
N
3 (z)will coincide exactly once on the real axis.
Lemma 9. Let x∗ be the intersection between C and R; then the real function Re
(
ξN2 (z)− ξN3 (z)
)
is continuous on (−∞, x∗)
and (x∗,∞) and it vanishes exactly once at a point ι ∈ R \ {x∗}.
Proof. As Re
(
ξN2 (z)− ξN3 (z)
)
only changes sign across the point x∗, its zeros on R are independent of the location of x∗. Let
us choose C such that x∗ < λN1 .
By using a similar argument in the proof of Proposition 4, we see that ξN3 (z) > ξ
N
2 (z) on (x
∗, λN1 ), while ξ
N
3 (z) < ξ
N
2 (z) for
z > λN2 . Hence Re
(
ξN2 (z)
)
and Re
(
ξN3 (z)
)
must coincide at least once in [λN1 , λN2 ]. We will show that they can only coincide
once within [λN1 , λN2 ].
Inside [λN1 , λN2 ], the functions ξN1 (z) and ξN2 (z) become complex and are conjugate to each other. Since ξN2,±(z) = ξN1,∓(z)
on [λN1 , λN2 ], while ξN3 (z) has no jump discontinuity across [λN1 , λN2 ], we see that Re
(
ξN2 (z)− ξN3 (z)
)
is continuous on and
across [λN1 , λN2 ]. Therefore for z ∈ R, this real function can only have jump discontinuity at the point x∗.
Taking the z-derivative of the coefficient of ξ 2 in (3.7), we obtain
3
dξN3 (z)
dz
= 1
a
BN2
z2
− 2 d
dz
Re
(
ξN2 (z)− ξN3 (z)
)
.
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From (3.7), it is easy to see that BN2 > 0 as cN < 1. Hence if the derivative of Re
(
ξN2 (z)− ξN3 (z)
)
is non-positive at a point
z0 ∈ [λN1 , λN2 ], we will have dξ
N
3 (z0)
dz > 0. Since ξ
N
3 (z) is real, this would imply that the derivative
dz(ξ)
dξ is positive at the real
point m = ξN3 (z0). By Lemma 1, the point z0 = z(m) cannot belong to Supp
(
FˆN
)
= [λN1 , λN2 ]. This leads to a contradiction
and hence we must have ddz Re
(
ξN2 (z)− ξN3 (z)
)
> 0 on [λN1 , λN2 ].
In particular, if the function Re
(
ξN2 (z)− ξN3 (z)
)
has more than one zero inside [λN1 , λN2 ], then at one of the zeros, its
derivative must be smaller than or equal to zero. This is a contradiction and hence the function Re
(
ξN2 (z)− ξN3 (z)
)
can
vanish at most once inside [λN1 , λN2 ]. Therefore it must vanish exactly once inside [λN1 , λN2 ]. This concludes the proof of the
lemma. 
We can now determine the number of intersection points between H and R.
Lemma 10. The set H intersects R at most twice.
Proof. By Lemma 9, the function Re
(
ξN2 − ξN3
)
has exactly one zero onR. This implies that Re(θN2 −θN3 ) has only one turning
point on R and hence H can intersect R at most twice. 
We can now determine the shape of the set H.
Proposition 6. The set H consists of 4 simple curves, H±∞, HL and HR. The curve H+∞ (H−∞) is an open smooth curve that goes
from λN3 (λ
N
4 ) to infinity. It approaches infinity in a direction parallel to the imaginary axis and does not intersect the real axis.
The curves HL and HR are simple curves joining λN3 and λ
N
4 . The curve HL is in the left hand side of HR and each of these curves
intersects the real axis once. These two curves are smooth except at their intersections with the real axis. Let xL and xR be the
intersection points of HL and HR with R; then (xL, xR) ∩ [λN1 , λN2 ] 6= ∅.
Proof. Let the setsH+ andH− be the intersections ofHwith the upper and lower half planes respectively. Then these 2 sets
are reflections of each other with respect to the real axis. Within the set H+, there are 3 curves H+0 , H
+
1 and H
+
2 coming out
of the point λN3 . Let us show that these curves are smooth except at λ
N
3 . Suppose there is a point z0 on H
+
j that is not smooth.
Since H is independent of the choice of the branch cut C, by changing the branch cut if necessary, we can assume that both
θN2 (z) and θ
N
3 (z) are analytic at z0. This means that the function θ
N
2 − θN3 is not conformal at z0 and hence its derivative is
zero at z0. This would imply ξN2 (z0) = ξN3 (z0) for z0 6= λNk , which is not possible. Therefore the curves H+j , j = 0, 1, 2 are
smooth except at the point λN3 .
Note that if there is a closed loop in H that does not contain any of the points λNk and does not intersect the branch
cut [λN1 , λN2 ], the function Re
(
θN2 − θN3
)
will be a constant inside this loop by the maximum modulus principle. This is not
possible and thereforeH does not contain any closed loop of this type. In particular, the curvesH+j cannot be connectedwith
one another except at the point λN3 .
By inspecting the behavior of θN2 − θN3 at z = ∞, we see that one of the curvesHj must be an open curve that approaches
infinity at a direction parallel to the imaginary axis. We will call this curveH+∞ and its reflection with respect to the real axis
H−∞. Since the other 2 curves cannot intersect each other, and they cannot go to infinity either, theymust end at the real axis
and be connected to the curves in H−. We will call the curve on the left hand side H+L and the one on the right hand side H
+
R .
These two curves must end at different points on the real axis as they cannot intersect. Let us denote the curves HL and HR
by
HL = H+L ∪ H−L ∪ {xL}, HR = H+R ∪ H−R ∪ {xR} (3.24)
where H−L and H
−
R are the reflections of H
+
L and H
+
R with respect to the real axis, and xL and xR are their accumulation points
on the real axis.
Let us now show that
H+ = H+∞ ∪ H+L ∪ H+R . (3.25)
Suppose there is a point z1 ∈ H+ that does not belong to any of the curves in the right hand side of (3.25). Then z1 must
belong to a curve H+4 ∈ H+. By changing the definition of C again if necessary, we see that H+4 must be smooth. This curve
cannot end on the real axis because by Lemma 10, the set H can at most intersect the real axis at 2 points and H has already
intersected the real axis at the 2 points xL and xR in (3.24). The curve H+4 cannot approach infinity or intersect any other
curves in H+ either and therefore it must be a closed loop in the upper half plane. This is not possible by the maximum
modulus principle and hence we have
H = H+∞ ∪ H−∞ ∪ HL ∪ HR.
Finally, if (xL, xR) ∩ [λN1 , λN2 ] = ∅, then HL and HR will form a closed loop, which is forbidden by the maximum modulus
principle. This concludes the proof of the proposition. 
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Fig. 3. The set H for a = 0.9, βN = 0.7 and cN = 0.4. The branch points are given by λN1 ≈ 0.12518, λN2 ≈ 2.48841, λN3 ≈ 2.40520 + 3.2516i and
λN4 ≈ 2.40520− 3.2516i. The point ι in Lemma 9 is given by ι ≈ 0.602. The function Re
(
θN2 (z)− θN3 (z)
)
is negative in the open regionΩL on the left of HL
and positive in the regionΩR on the right hand side of HR .
Fig. 4. The branch cut structure of the Riemann surfaceLN .
The shape of the setH is indicated in Fig. 3. The Octave generated figure shows the set for a = 0.9,βN = 0.7 and cN = 0.4.
Fromnowon,wewill choose the branch cutC to be a simple curve joiningλN3 andλ
N
4 that is symmetricwith respect to the
real axis. We also require C to lie between the curves HL and HR in Proposition 6 and to intersectR at a point λN1 < x
∗ < λN2 .
The integration contours for the functions θNj (z) in (3.21) are chosen such that they do not intersect the set (−∞, λN2 ) ∪ C,
and the point λNl in (3.21) is chosen to be λ
N
2 . Then by using a similar argument in the proof of Proposition 4, we obtain the
following proposition.
Proposition 7. The point λN1 is a branch point of ξ
N
3 (z) while λ
N
2 is a branch point of ξ
N
2 (z).
We can now determine the jump discontinuities of ξNj on the branch cuts
ξN1,±(z) = ξN2,∓(z), z ∈ B2, ξN1,±(z) = ξN3,∓(z), z ∈ B3,
ξN2,±(z) = ξN3,∓(z), z ∈ C
(3.26)
whereBj are defined by
B2 = (x∗, λN2 ], B3 = [λN1 , x∗). (3.27)
The branch cut structure of the Riemann surfaceLN is indicated in Fig. 4.
Finally, let us define θ˜Nj (z) to be constant shifts of the θ
N
j (z).
θ˜N1 (z) = θN1 (z), θ˜N2 (z) = θN2 (z)− θN2,+(λN2 ),
θ˜N3 (z) = θN3 (z)− θN3,+(λN1 )+ θN1,−(λN1 ).
(3.28)
These functions will be used in Section 4 to transform the Riemann–Hilbert problem for the multiple Laguerre polynomials.
3.5. Modification of the Riemann surface in the double scaling limit
In the case when ∆(a, βN , cN) = O
(
M−
1
2
)
, a modification of the functions ξ is needed for the implementation of the
Riemann–Hilbert analysis. In this section we will generalize the method in [19] to modify the functions ξ in (1.23). As in the
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Fig. 5. The branch cut structure of the Riemann surfaceLwhen∆ = 0.
Introduction, let a0,β0 and c0 be the solutions of (1.14) and (1.15), γ1 and γ2 be the distinct solutions of (1.6) with parameters
a0, β0 and c0, and γ∗ be the double root. Let λ1, λ2 and λ∗ be the images of γ1, γ2 and γ∗ under the map z(ξ). Let ξ0 be the
solutions of (1.5) with parameters a0, β0 and c0 and behavior (1.23). Then ξ0 behaves as follows near the point z = λ∗.
ξ0 = γ∗ + ρ∗(z − λ∗) 13
(
1+ O
(
(z − λ) 13
))
, z → λ∗, (3.29)
where ρ∗ is defined in (1.17). Hence near λ∗, there is only one real solution of (1.5). In particular, λ∗ must lie between λ1
and λ2, and the Riemann surfaceL has the sheet structure as indicated in Fig. 5.
Let us define φ(ξ0) to be the following function on the Riemann surfaceL.
φ(ξ0) = ξ
2
0 (ξ0 + 1)
(
A2ξ
2
0 +A1ξ0 +A0
)
(ξ0 − γ1)(ξ0 − γ2)(ξ0 − γ∗)2 , (3.30)
whereAj are defined by (1.16). Note thatφ is of orderO(M−
1
2 ) by (1.18). Then by using the observation that the total residue
of differential form ξ0dz onL is zero, together with the fact that γ1, γ2 and γ∗ are the zeros of the polynomial (1.6), we see
that the function φ(ξ0) behaves as follows at the points of z = ∞ on different sheets ofL.
φ(z) = O(z−2), z →∞ on sheet 1,
φ(z) = cN(1− βN)− c0(1− β0)
z
+ O(z−2), z →∞ on sheet 2, (3.31)
φ(z) = −1
a
+ 1
a0
+ cNβN − c0β0
z
+ O(z−2), z →∞ on sheet 3,
together with the following singularity at z = 0 on the first sheet.
φ(z) = cN − c0
z
+ O(1). (3.32)
Due to (1.15), the function φ behaves as
φ(z) = γ
2∗ (γ∗ + 1) (2A2γ∗ +A1)
ρ∗ (γ∗ − γ1) (γ∗ − γ2) (z − λ∗)
− 13 + O(1), z → λ∗. (3.33)
Let ξ0,j be the different branches of ξ0 and let ξNj = ξ0,j(z)+ φ(ξ0,j(z)). Define θ˜Nj (z) by
θ˜N1 (z) =
∫ z
λ2
ξN1 (x)dx, θ˜
N
2 (z) =
∫ z
λ2
ξN2 (x)dx, θ˜
N
3 (z) =
∫ z
λ∗
ξN3 (x)dx+
∫ λ∗
λ2
ξN1,−(x)dx (3.34)
where the path of integration is chosen such that it does not intersect the interval (−∞, λ2).
Then there exist functions fj(z) that are conformal within a small enough disc D∗ around λ∗ such that
θ˜Nj (z) =

4∑
k=2
ω2kjfk(z)|z − λ∗| k3 + θ˜Nj,+(λ∗), Im(z) > 0;
4∑
k=2
ωkjfk(z)|z − λ∗| k3 + θ˜Nj,−(λ∗), Im(z) < 0.
, j = 1, 2,
θ˜N3 (z) =

4∑
k=2
fk(z)|z − λ∗| k3 + θ˜N1,−(λ∗), Im(z) > 0;
4∑
k=2
fk(z)|z − λ∗| k3 + θ˜N1,−(λ∗), Im(z) < 0
(3.35)
where ω = ei 2pi3 . Note that f2 is of order O ((z − λ∗))+ O
(
M−
1
2
)
.
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By a residue calculation, we see that
θ˜N1,+(λ∗)− θ˜N1,−(λ∗) = −2cN(1− βN)pi i. (3.36)
Also, since ξN2 = ξN1 on [λ∗, λ2], we have θ˜N2 (λ∗) = θ˜N1 (λ∗). Hence all the constant terms in (3.35) have the same real part.
The functions θ˜Nj (z) will then be used as in [19] to transform the Riemann–Hilbert problem of the multiple Laguerre
polynomials.
4. Riemann–Hilbert analysis
We can now implement the Riemann–Hilbert method to obtain the strong asymptotics for the multiple Laguerre
polynomials introduced in Section 2 and use it to prove Theorem 1. The analysis is very similar to those in [22,23,19] (see
also [20]).
Let C(f ) be the Cauchy transform of the function f (z) ∈ L2(R+) in R+
C(f )(z) = 1
2pi i
∫
R+
f (s)
s− z ds, (4.1)
and letw1(z) andw2(z) be the weights of the multiple Laguerre polynomials.
w1(z) = zM−Ne−Mz, w2(z) = zM−Ne−Ma−1z . (4.2)
Denote by κ1 and κ2 the constants
κ1 = −2pi i
(
h(1)N0−1,N1
)−1
, κ2 = −2pi i
(
h(2)N0,N1−1
)−1
.
Then due to the orthogonality condition (2.1), the following matrix
Y (z) =
( LN0,N1(z) C(LN0,N1w1)(z) C(LN0,N1w2)(z)
κ1LN0−1,N1(z) κ1C(LN0−1,N1w1)(z) κ1C(LN0−1,N1w2)(z)
κ2LN0,N1−1(z) κ2C(LN0,N1−1w1)(z) κ2C(LN0,N1−1w2)(z)
)
(4.3)
is the unique solution of the following Riemann–Hilbert problem.
1. Y (z) is analytic in C \ R+,
2. Y+(z) = Y−(z)
(1 w1(z) w2(z)
0 1 0
0 0 1
)
, z ∈ R+
3. Y (z) = (I + O(z−1))
zN 0 00 z−N0 0
0 0 z−N1
 , z →∞,
4. Y (z) = O(1), z → 0.
(4.4)
By a similar computation as the one in [32,17],we can express the kernel (2.5) in terms of the solution of the Riemann–Hilbert
problem Y (z).
KM,N(x, y) =
(xy)
M−N
2
(
e−My
[
Y−1+ (y)Y+(x)
]
21 + e−Ma
−1y [Y−1+ (y)Y+(x)]31)
2pi i(x− y) ,
= (xy)
M−N
2
2pi i(x− y)
(
0 e−My e−Ma
−1y
)
Y−1+ (y)Y+(x)
(1
0
0
)
(4.5)
where A21 and A31 are the 21th and 31th entries of A.
4.1. Transformation of the Riemann–Hilbert problem
We will now start deforming the Riemann–Hilbert problem (4.4). First let us define the functions gNj (z) to be
gN1 (z) = θ˜N1 (z)+ (1− cN) log z, gN2 (z) = θ˜N2 (z)+ z, gN3 (z) = θ˜N3 (z)+
z
a
, (4.6)
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where θ˜Nj (z) is defined in (3.20), (3.28) and (3.34) and the branch cut of log z in g
N
1 (z) is chosen to be the negative real
axis.
We then define T (z) to be
T (z) = diag
(
e−Ml
N
1 , e−Ml˜
N
2 , e−Ml˜
N
3
)
Y (z)diag
(
eMg
N
1 (z), eMg
N
2 (z), eMg
N
3 (z)
)
, (4.7)
where l˜N2 and l˜
N
3 are given by
l˜N2 = lN2 , l˜N3 = lN3 + θN1,−(λNmax)
for the 2 cut case and the critical case, where λNmax is the largest λ
N
j , and by
l˜N2 = lN2 − θN2,+(λN2 ), l˜N3 = lN3 (z)− θN3,+(λN1 )+ θN1,−(λN1 )
for the 1 cut case.
The matrix T (z) then satisfies the following Riemann–Hilbert problem.
1. T (z) is analytic in C \ R,
2. T+(z) = T−(z)JT (z), z ∈ R,
3. T (z) = I + O(z−1), z →∞,
4. T (z) = O(1), z → 0,
(4.8)
where JT (z) is the following matrix
JT (z) =
e
M
(
θ˜N1,+(z)−θ˜N1,−(z)
)
eM
(
θ˜N2,+(z)−θ˜N1,−(z)
)
eM
(
θ˜N3,+(z)−θ˜N1,−(z)
)
0 eM
(
θ˜N2,+(z)−θ˜N2,−(z)
)
0
0 0 eM
(
θ˜N3,+(z)−θ˜N3,−(z)
)
 . (4.9)
The matrix T (z) can now be transformed and approximated by using the methods developed in [22,23,19] (see also [20])
to obtain an asymptotic expression for the kernel (4.5). The asymptotic expression can then be used to obtain the results in
Theorems 1 and 2. Since the analysis for the non-critical case is fairly standard andwell documented, we shall not repeat the
details here, but readers who are interested in it can consult the references [22,23,20]. However, in the critical case where
∆ = O
(
M−
1
2
)
, the error analysis in the Riemann–Hilbert approach needs to be dealt with in a more delicate manner. We
shall discuss this case here.
4.2. Lens opening in the critical case
The second transformation to the Riemann–Hilbert problem is the same as the ones in the non-critical 2 cut case. First
note that, since the sheet structure of our Riemann surface in Fig. 5 is the same as the one in [19] and the correction term
from φ(z) is of order O
(
(z−λ∗)
2
3
M
1
2
)
, we have the following.
Lemma 11. Let D1 and D2 be small disc centers at λ1 and λ2 with a small radius independent of M, and D∗ a small disc center
at λ∗ with radius M−
1
2 and let B2 = [λ∗, λ2] andB3 = [λ1, λ∗]. Then the real parts of θ˜Nj (z) are continuous across R and for
large enough M, we have the following
Re(θ˜N1 (z)) > Re(θ˜
N
j (z)), x ∈ R+ \
(
Bj ∪ D
)
(4.10)
and there exist neighborhoods Uj of the intervalBj in C such that
Re(θ˜Nj (z)) > Re(θ˜1(z)) > Re(θ˜
N
k (z)), z ∈ Uj \ D, j = 2, 3, (4.11)
where k = 2, 3, k 6= j and D = D1 ∪ D2 ∪ D∗.
We also have the following lemma concerning the jump discontinuities of the θ˜Nj .
Lemma 12. The integral θ˜N1 (z) is analytic on C \ (−∞, λ2] and continuous up to R \ {0}. The integrals θ˜N2 (z) and θ˜N3 (z) are
analytic onC\ (−∞, λ2] andC\ (−∞, λ∗] respectively and are continuous up toR. Across the real axis, they have the following
jump discontinuities.
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Fig. 6. The lens contours.
θ˜N1,±(z) = θ˜Nj,∓(z), z ∈ Bj,
θ˜N1,+(z) = θ˜N1,−(z)− 2cNpi i, z ∈ (0, λ1],
θ˜N1,+(z) = θ˜N1,−(z)− 2pi i, z ∈ (−∞, 0), (4.12)
θ˜N2,+(z) = θ˜N2,−(z)+ 2cN(1− βN)pi i, z ∈ (−∞, λ∗],
θ˜N3,+(z) = θ˜N3,−(z)+ 2cNβNpi i, z ∈ (−∞, λ1].
These two lemmas follow from the relative sizes of Re(ξ0,j) and the jump discontinuities (3.18) of ξNj (z) (with λ
N
2 = λN3 =
λ∗) on R and are straightforward to verify. We shall not give the proof here but refer the readers to [22,20].
We can now define the lens contours as in Fig. 6 and define the matrix S(z) to be
S(z) =

T (z), z outside the lens regions;
T (z)K−1j,+(z), z in the upper lens region ofBj;
T (z)Kj,−(z), z in the lower lens region ofBj;
(4.13)
where Kj,±(z) are
K2,±(z) =
 1 0 0eM(θ˜N1 (z)−θ˜N2 (z)) 1 ±eM(θ˜N3 (z)−θ˜N2 (z))
0 0 1
 ,
K3,±(z) =
 1 0 00 1 0
eM
(
θ˜N1 (z)−θ˜N3 (z)
)
±eM
(
θ˜N2 (z)−θ˜N3 (z)
)
1
 .
(4.14)
Then by using Lemma 12, we see that the matrix S(z) is a solution to the following Riemann–Hilbert problem.
1. S(z) is analytic in C \
(
R+ ∪ Ξ j±
)
,
2. S+(z) = S−(z)JS(z), z ∈
(
R+ ∪ Ξ j±
)
,
3. S(z) = I + O(z−1), z →∞,
4. S(z) = O(1), z → 0.
(4.15)
OnB2 andB3, the matrix JS is given by
JS(z) =
( 0 1 0
−1 0 0
0 0 1
)
, z ∈ B2, JS(z) =
( 0 0 1
0 1 0
−1 0 0
)
, z ∈ B3 (4.16)
and onΞ j±, it is given by JS(z) = Kj,±(z) for z ∈ Ξ j±. On R+ \
(⋃2
j=1[λNkj−1, λNkj ]
)
, we have JS(z) = JT (z).
Then by Lemma11,we see that, away fromBj and from some small neighborhoodsDj andD∗ ofλj andλ∗, the off-diagonal
entries of JS(z) are exponentially small as M → ∞. This suggests the following approximation to the Riemann–Hilbert
problem (4.15).
1. S∞(z) is analytic in C \
(
3⋃
j=2
Bj
)
,
2. S∞+ (z) = S∞− (z)JS(z), z ∈
3⋃
j=2
Bj, (4.17)
3. S∞(z) = I + O(z−1), z →∞.
The solution of this Riemann–Hilbert problem is known as the ‘outer parametrix’. It can be constructed by using an algebraic
function on the Riemann surfaceL as in [19]. This is given as follows. LetΓj be the images ofBj onL under themap ξ0,1,+(z).
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That is,
Γj =
{
(z, ξ) ∈ L| ξ = ξ0,1,+(z), z ∈ Bj
}
, j = 2, 3. (4.18)
Let us now define the functions S∞k (ξ), k = 1, 2, 3 to be the following functions onL.
S∞1 (ξ) = aγ∗
√√√√ 2∏
j=1
γj
(ξ + 1)(ξ + a−1)√
2∏
j=1
(ξ − γj)(ξ − γ∗)2
,
S∞2 (ξ) =
a
√
2∏
j=1
(1+ γ∗)2(1+ γj)
a− 1
ξ(ξ + a−1)√
2∏
j=1
(ξ − γj)(ξ − γ∗)2
, (4.19)
S∞3 (ξ) =
√
2∏
j=1
(1+ γ∗)2(1+ aγj)
1− a
ξ(ξ + 1)√
2∏
j=1
(ξ − γj)(ξ − γ∗)2
.
The branch cuts of the square root in (4.19) are chosen to be the contours Γj (4.18). Then the matrix S∞(z) with entries
S∞ij (z) = S∞i (ξ0,j(z)), i, j = 1, 2, 3 will satisfy the Riemann–Hilbert problem (4.17).
4.3. Local parametrices
Near the edge points λ1, λ2 and λ∗, the approximation of S(z) by S∞(z) failed and we must solve the Riemann–Hilbert
problem exactly near these points and match the solutions to the outer parametrix S∞(z) up to an error term that vanishes
as M → ∞. To be precise, let Dk and D∗ be small disc centers at the points λk and λ∗. We would like to construct local
parametrices Sp(z) in these discs D such that
1. Sp(z) is analytic in D \ (R ∪ Ξ k− ∪ Ξ k+) ,
2. Sp+(z) = Sp−(z)JS(z), z ∈ D ∩
(
R ∪ Ξ k− ∪ Ξ k+
)
, (4.20)
3. Sp(z) = S∞(z) (I + o(1)) , z ∈ ∂D.
The local parametrices Sk(z) at the edge point λk can be constructed by using the Airy function as in [22,20]. Since the
construction is identical to the one in [22,20], we shall not give the details here but will concentrate on the new feature that
arises in the construction of the local parametrix near λ∗.
4.3.1. The neighborhood D∗ and a conformal map
Let us now define the neighborhood D∗ to be the disc of radiusM−
1
2 center at λ∗.
Let us now define conformal maps ζ and t inside D∗ to be
ζ =
(
4
3
f4(z)
) 3
4
(z − λ∗) , t(z) =
√
3f2(z)
f
1
2
4 (z)
, (4.21)
where f4 and f2 are the conformal maps defined in (3.35). Note that, as remarked after (3.35), f2 is of order O ((z − λ∗)) +
O
(
M−
1
2
)
. Therefore when |z − λ∗| = O(M− 34 ), t(z) is of order
t(z) = M− 12
(
t0 + O
(
M−
1
4
))
where t0 is defined in Theorem 2. Moreover, M
1
2 t(z) is bounded in D∗. The map ζ will map the neighborhood D∗ into the
complex ζ plane with ∂D∗ approaching infinity asM →∞.
Remark 1. In [19], the z − λ∗ term in the function f2(z) vanishes and f2(z) is of order O(M− 12 ) + O
(
(z − λ∗)2
)
. This is a
special property of the problem considered in [19]. As a result,M
1
2 t(z) is bounded inside a bigger disc of radiusM−
1
4 . In our
case, this may not be true and we have to use the smaller disc of radius M−
1
2 , which leads to a larger error term and the
error analysis has to be dealt with in a different way.
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Fig. 7. Contours Γj in the definition of the Pearcey integrals.
4.3.2. Pearcey integrals
First note that under the conformal map ζ , the contours B2 and B3 are mapped into R+ and R− respectively. Let us
now deform the lens contours inside D∗ such that under the map ζ , Ξ 2± are mapped into the rays arg(ζ ) = ±pi4 and
Ξ 3± are mapped into the rays arg(ζ ) = ± 3pi4 . Let G be the diagonal matrix G = diag
(
θ˜N1 , θ˜
N
2 , θ˜
N
3
)
. Then the matrix
Sˆ(z) = S(z)e−MG(z) will have the following jump discontinuities inside D∗.
Sˆ+(z) = Sˆ−(z)JSˆ(z), JSˆ = JS, z ∈ Bj, j = 2, 3
JSˆ =
(1 0 0
1 1 ±1
0 0 1
)
, z ∈ Ξ 2±, JSˆ =
(1 0 0
0 1 0
1 ±1 1
)
, z ∈ Ξ 3±.
(4.22)
The matrix with the above jump discontinuities can be constructed using the Pearcey integrals as in [19].
pj(ζ ) =
∫
Γj
e−
s4
4 − t2 s2+isζds, j = 0, . . . , 5, (4.23)
where the contours Γj are
Γ0 = (−∞,∞), Γ1 = (i∞, 0] ∪ [0,∞),
Γ2 = (i∞, 0] ∪ [0,−∞), Γ3 = (−i∞, 0] ∪ [0,−∞),
Γ4 = (−i∞, 0] ∪ [0,∞), Γ5 = iR,
(4.24)
or homotopic deformations such as the ones shown Fig. 7. We also equip each Γj with an orientation as shown in Fig. 7. Let
us denote the rays Lj by L0 = L6 = R+, L1 = ei pi4 L0, L2 = ei 3pi4 L0, L3 = R−, L4 = e−i 3pi4 L0 and L5 = e−i pi4 L0. Let the regionΩj
be the region between Lj−1 and Lj for j = 1, . . . , 6. Now let the matrixΦ(ζ , t) beΦ(ζ , t) = Φj(ζ ) for ζ ∈ Ωj, whereΦj(ζ )
is given by
Φ1(ζ ) =
(−p2 p1 p5
−p′2 p′1 p′5−p′′2 p′′1 p′′5
)
, Φ2(ζ ) =
(p0 p1 p4
p′0 p
′
1 p
′
4
p′′0 p
′′
1 p
′′
4
)
, Φ3(ζ ) =
(−p3 −p5 p4
−p′3 −p′5 p′4−p′′3 −p′′5 p′′4
)
,
Φ4(ζ ) =
(p4 −p5 p3
p′4 −p′5 p′3
p′′4 −p′′5 p′′3
)
, Φ5(ζ ) =
(p0 p2 p3
p′0 p
′
2 p
′
3
p′′0 p
′′
2 p
′′
3
)
, Φ6(ζ ) =
(p1 p2 p5
p′1 p
′
2 p
′
5
p′′1 p
′′
2 p
′′
5
)
.
Then, as in [19], the matrix Φ(ζ , t) will satisfy the jump discontinuities (4.22). Moreover, it has the following behavior as
ζ →∞.
Φ(ζ , t) =
√
2pi
3
ie
t2
8 Z(ζ )
∓ω ω2 1∓1 1 1
∓ω2 ω 1
(I + O(ζ− 23 ))Θ±(ζ , t), ±Im(ζ ) > 0, (4.25)
where Z is the diagonal matrix Z = diag
(
ζ−
1
3 , 1, ζ
1
3
)
andΘ± is the diagonal matrix
Θ+ = diag (ϑ1(ζ , t), ϑ2(ζ , t), ϑ3(ζ , t)) , Θ− = diag (ϑ2(ζ , t), ϑ1(ζ , t), ϑ3(ζ , t)) ,
where ϑj are defined by ϑj(x, y) = 34ω2jx
4
3 + ωj y2x
2
3 . The proof of the jump discontinuities and asymptotic behavior of
Φ(ζ , t) can be found in Section 8 of [19] and we shall not repeat them here.
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4.3.3. Construction of the local parametrix
We will now construct the local parametrix using the matrixΦ(ζ , t).
First note that, from (3.35) and (4.21), we have
ϑj(M
3
4 ζ ,M
1
2 t(z)) = M θ˜Nj (z)−Mf3(z)(z − λ∗)+Mϕj,+, Im(z) > 0,
ϑj(M
3
4 ζ ,M
1
2 t(z)) = M θ˜Nνj (z)−Mf3(z)(z − λ∗)+Mϕνj,−, Im(z) < 0,
(4.26)
where ν1 = 2, ν2 = 1 and ν3 = 3, and ϕj,± are the constants in (3.35) given by ϕj,± = θ˜Nj,±(λ∗) for j = 1, 2 and ϕ3,± =
θ˜N1,−(λ∗). As remarked after (3.35), all these constants have the same real part. Let us denote this real part byMϕ; then from
(3.36) and the fact that θ˜N2 (λ∗) = θ˜N1 (λ∗), we have
diag
(
eMϕ1,± , eMϕ2,± , eMϕ3,±
) = eMϕΨ , Ψ = diag (eMϕI1,+ , eMϕI2,+ , eMϕI3,+) , (4.27)
where ϕIj,+ is the imaginary part of ϕj,+.
Let us now define the matrix E(z) to be
E(z) = −
√
3
2pi
ie−i
t2(z)
8 S∞(z)Ψ−1
∓ω ω2 1∓1 1 1
∓ω2 ω 1
−1 Z−1(ζ ), ±Im(z) > 0. (4.28)
Then as in [19], we can verify that E(z) has no jump discontinuities in D∗ and has at most a (z − λ∗)− 23 singularity at λ∗.
Hence this singularity is removable and E(z) is analytic inside D∗. In particular, we see that near λ∗, S∞(z) can be written as
S∞(z) = S0 (I + O(z − λ∗)) diag
(
(z − λ∗)− 13 , 1, (z − λ∗) 13
)
K±, ±Im(z) > 0 (4.29)
for some constant invertible matrices S0 and K± such that K± are bounded inM and that K+ = K−JK where JK is bounded in
M also.
SinceΦ(ζ , t) satisfies the jump discontinuities in (4.22), the matrix S∗(z)
S∗(z) = E(z)Φ
(
M
3
4 ζ ,M
1
2 t(z)
)
e−MGe−M(ϕ−f3(z−λ∗)), (4.30)
where G = diag
(
θ˜N1 , θ˜
N
2 , θ˜
N
3
)
satisfies the jump discontinuities of S(z) inside D∗. Moreover, from the asymptotic behavior
(4.25) ofΦ(ζ , t), (4.26) and the fact that the entries of Ψ are of unit modulus, we see that near the boundary of D∗, we have
S∗(z) = S∞(z)
(
I + O(M− 16 )
)
. (4.31)
This gives us the local parametrix near λ∗. Note that the error in (4.31) is of orderM−
1
6 , which is bigger than theM−
1
3 error
term that appears in [19]. The main problem now is that, as seen from (4.29), the matrix S∞(z) and its inverse are of order
M
1
6 at the boundary of D∗ and hence we do not have the following condition
S∗(z) =
(
I + O(M− 16 )
)
S∞(z)
that is needed to carry out the usual error analysis. A more delicate method is needed to handle this.
4.4. Final transformation of the Riemann–Hilbert problem
Wewill show that the parametrices constructed in previous sections are indeed a good approximation to thematrix S(z).
As mentioned before, this part of the analysis is different from the ones in [19] due to the larger error term that appeared
in (4.31).
Let S(1)(z) and S(2)(z) be the local parametrices at the edge points λ1 and λ2. These local parametrices S(1)(z) and S(2)(z)
behave as follows at the boundary of D1 and D2
S(j)(z) = S∞(z) (I + O (M−1)) , z ∈ ∂Dj, j = 1, 2, (4.32)
while the behavior of the local parametrix S∗(z) at ∂D∗ is given by (4.31).
As mentioned before, a more delicate method is needed to analyze the error. We will now adopt a method used by Its
and Chen in [33] to achieve this. Let us define the matrix R(z) by the following
R(z) =

Λ−1S(z)
(
S(k)(z)
)−1
Λ, z inside Dk, k = 1, 2;
Λ−1S(z)
(
S∗(z)
)−1
Λ, z inside D∗;
Λ−1S(z)
(
S∞(z)
)−1
Λ, z outside D1, D2 and D∗
(4.33)
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Fig. 8. The jump contour ΓR of the matrix R(z), where the circles are the boundaries of the discs D1 , D2 and D∗ .
whereΛ is the following constant matrix
Λ = S0diag
(
M
1
6 , 1,M−
1
6
)
, (4.34)
where S0 is the matrix in (4.29). Then the matrix R(z) will have jump discontinuities on the contour ΓR shown in Fig. 8. It
will behave like the identity matrix as z → ∞ and by (4.31) and (4.32), we see that the jump matrix JR(z) of R(z) has the
following order of magnitude.
JR(z) =

I + O(M−1), z ∈ ∂Dk, k = 1, 2;
I + O(M− 16 ), z ∈ ∂D∗;
I + O
(
e−M
1
3 η
)
, for some fixed η > 0 on the rest of ΓR.
(4.35)
Then by the results in the Appendix of [19], we have
R(z) = I + O
(
1
M
1
6 (|z| + 1)
)
, (4.36)
uniformly in C. This gives us the following asymptotic formula for the matrix S(z).
S(z) =

Λ
(
I + O
(
M−
1
6
))
Λ−1Sk(z), z ∈ Dk, k = 1, 2;
Λ
(
I + O
(
M−
1
6
))
Λ−1S∗(z), z ∈ D∗;
Λ
(
I + O
(
M−
1
6
))
Λ−1S∞(z), z outside D1, D2 and D∗.
(4.37)
This completes the Riemann–Hilbert analysis and the proof of the universality theorem (Theorem2) now follows an identical
argument to the ones in [19]. We shall not repeat those details here.
5. Conclusions
In this paper we used the Riemann–Hilbert method to obtain universality results for complex Wishart ensembles in the
classWC(ΣN ,M)with a general covariancematrixΣN that has 2 distinct eigenvalues.Without loss of generality, we assume
that one of these eigenvalues is one and the other is a < 1. We also allow the number of each of these eigenvalues to grow
with the size of thematrix. In this case, the limiting spectrum of theWishart matrix can be supported on 1 or 2 intervals. We
have computed the asymptotics of the correlation kernel in both these cases and also the phase transition between them.
We showed that, as long as the covariance matrix has 2 distinct eigenvalues, the local eigenvalue statistics are given by the
sine-kernel (1.11) in the bulk, the Airy kernel (1.12) in the edge, and the Pearcey kernel (1.19) at the critical point of the
spectrum. This is similar to the simpler ‘Gaussian randommatrix with external source’ considered by Bleher and Kuijlaars.
The use of Stieltjes transform to provide a Riemann surface needed for the implementation of the Riemann–Hilbert
analysis can be generalized to cases where the covariance matrix has more than 2 distinct eigenvalues. In that case, the
Riemann surface will be a p-folded covering of the complex plane, where p is the number of distinct eigenvalues. Let
P(ξ , z) = 0 be the equation of this Riemann surface; then P is a degree p polynomial in ξ and linear in z. Let ξ1, . . . , ξp
be the branches of ξ . When the Riemann surface has complex branch points, the Riemann–Hilbert analysis requires the
study of the zero set H of the functions Re
(∫ (
ξi − ξj
)
dz
)
, where ξi and ξj are branched together at a complex branch point.
The corresponding analysis of these zero sets for the Gaussian random matrix with an external source was recently done
by Orantin in [34]. The analysis uses the fact that ξi and ξj are only branched together at 2 simple branch points and that
the function
∫ (
ξi − ξj
)
dz behaves as κξ + O(1) at infinity, for some constant κ . Since these properties are also true for the
complex Wishart ensembles, one should be able to apply the method used in [34] to complex Wishart ensembles whose
covariance matrix has an arbitrary number of distinct eigenvalues.
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