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On irreducible representations of the exotic
conformal Galilei algebra
Naruhiko Aizawa∗ and Phillip S Isaac†
Abstract
We investigate the representations of the exotic conformal Galilei algebra.
This is done by explicitly constructing all singular vectors within the Verma
modules, and then deducing irreducibility of the associated highest weight quo-
tient modules. A resulting classification of infinite dimensional irreducible mod-
ules is presented.
1 Introduction
Since the proposal of a nonrelativistic analogue of the AdS/CFT correspondence [1, 2],
conformal invariance in nonrelativistic physics has attracted renewed interest. Orig-
inally the correspondence was discussed for systems admitting the full Schro¨dinger
symmetry group. It was recognised soon after that the correspondence was able to
extend to a wider class of systems (see for example [3, 4, 5, 6, 7, 8]). In this article we
focus on the symmetry, discussed in [8], generated by the conformal Galilei algebra
with a so-called exotic central extension. This is an example of a non-semisimple Lie
algebra whose representation theory has not been explored in great detail.
The exotic central extension is crucial for the holographic construction presented in
[8], although the obtained bulk spacetime is a “wrong-signature” version of AdS7. The
same algebra also plays an important role in some models from classical mechanics
with higher order time derivatives [9, 10, 11]. Furthermore, it is known that there
are many physical systems admitting extended (not necessarily conformal) Galilei
symmetry with the exotic central extension (see for example [12, 13] and references
therein). We thus believe that the conformal Galilei algebra (CGA) with the exotic
central extension is of physical importance and that the study of representations of
the algebra will be useful for further investigation.
The CGA [14] is an extension of the Galilei algebra which generates the basic
symmetry of nonrelativistic systems. The class of CGA we focus on is labelled by
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a positive half-integer ℓ [15]. The smallest example ℓ = 1/2 has the generators of
conformal and scale transformations in addition to those of the Galilei algebra. The
CGA of this case corresponds to the Schro¨dinger algebra without central extension.
The ℓ = 1 algebra comprises constant accelerations and we will study a particular
case of this type. The CGA admits two types of central extension [8, 9, 10, 11]. One
exists for half-integral values of ℓ and any dimension of space time. The other exists
only in (2+1) dimensions with integral values of ℓ, which is the motivation for naming
the central extension exotic.
In this article we study the highest weight representations, especially the Verma
modules, over the exotic CGA in full detail. The classification of the irreducible
modules is provided by the method similar to that for semisimple Lie algebras. After
presenting the structure of the CGA in section 2, we give the Verma modules in
section 3 and then proceed to construct all singular vectors and present a complete
list of infinite dimensional irreducible representations in section 4. We remark that
our presentation is similar to that of [16] for the case of the Schro¨dinger algebra. We
also remark that the vector field realisation of the CGA is given in [7, 8] and the
representation of an infinite dimensional extension of CGA is studied in [17].
2 Structure of the exotic conformal Galilei algebra
For l ∈ 1
2
Z, the “spin-l” class [15] of conformal extensions of the Galilei algebra is
realised by the following infinitesimal action on (d+ 1) dimensional space-time:
H =
∂
∂t
, D = −t
∂
∂t
− lxi
∂
∂xi
, C = t2
∂
∂t
+ 2ltxi
∂
∂xi
,
Jij = −xi
∂
∂xj
+ xj
∂
∂xi
, P ni = (−t)
n ∂
∂xi
,
where n = 0, . . . , 2l and i = 1, . . . , d.
The algebra under consideration in this article is a conformal Galilei algebra with a
central extension. This particular central extension only exists in (2+1) dimensional
spacetime with integer spin ℓ. Consequently this algebra is sometimes referred to
as the exotic conformal Galilei algebra in the literature [8, 10, 11]. We follow the
notations and conventions of [8] studying the case ℓ = 1 and d = 2.
A convenient notation introduced in [8] is to redefine the generators as Pi =
P 0i , Ki = P
1
i , Fi = P
2
i , for i = 1, 2, and to define a central element Θ in addition to
those generators D, C, H and J12 given above, so that we have the following non-zero
commutation relations:
[D,H ] = H, [C,D] = C, [C,H ] = 2D,
[H,Ki] = −Pi, [D,Pi] = Pi, [C, Pi] = 2Ki,
[H,Fi] = −2Ki, [D,Fi] = −Fi, [C,Ki] = Fi,
[J12, X1] = X2, [J12, X2] = −X1, [Ki, Kj] = Θǫij , [Pi, Fj] = −2Θǫij ,
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where Xi = Pi, Ki or Fi and ǫ12 = −ǫ21 = 1 is an antisymmetric tensor.
In order to study the representation theory of this algebra, we seek a triangular
decomposition and introduce certain linear combinations of those generators given by
X± = X1 ± iX2, J = iJ12, Θ = iΘ.
The non-zero commutators in terms of these new generators are then
[J,X±] = ±X±,
[H,K±] = −P±, [D,P±] = P±, [C, P±] = 2K±,
[H,F±] = −2K±, [D,F±] = −F±, [C,K±] = F±,
[K+, K−] = −2Θ, [P±, F∓] = ±4Θ.
The triangular decomposition of the algebra then follows:
g
+ = { H, P±, K+ } ≃ { H, P+, K+ } ⊕ { P− },
g
0 = { D, J, Θ },
g
− = { C, F±, K− } ≃ { C, F−, K− } ⊕ { F+ }.
Note that g± is non Abelian. Each non Abelian part is isomorphic to the Heisenberg
algebra.
3 Highest weight representations and Verma mod-
ules
To investigate highest weight representations of this algebra, we let |d, r〉 be a highest
weight vector such that
D |d, r〉 = d |d, r〉 , J |d, r〉 = r |d, r〉 , Θ |d, r〉 = θ |d, r〉 ,
H |d, r〉 = P± |d, r〉 = K+ |d, r〉 = 0.
For fixed values of d and r, the Verma module associated to this highest weight vector
is then determined by V d,r = U(g−) |d, r〉 , where U(g−) is the universal enveloping al-
gebra of g−. Hence we are able to give a basis of V d,r as |h, k, ℓ,m〉 = ChKk−F
ℓ
−F
m
+ |d, r〉 .
It is also straightforward to give the action of the generators on the basis. Here
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we only give the action of generators from g0 and g+:
D |h, k, ℓ,m〉 = (d− h− ℓ−m) |h, k, ℓ,m〉 ,
J |h, k, ℓ,m〉 = (r − k − ℓ+m) |h, k, ℓ,m〉 ,
H |h, k, ℓ,m〉 = −2ℓ |h, k + 1, ℓ− 1, m〉+ 4kmθ |h, k − 1, ℓ,m− 1〉
+h(2ℓ+ 2m+ h− 2d− 1) |h− 1, k, ℓ,m〉 ,
K+ |h, k, ℓ,m〉 = −2kθ |h, k − 1, ℓ,m〉 − h |h− 1, k, ℓ,m+ 1〉 ,
P+ |h, k, ℓ,m〉 = 4ℓθ |h, k, ℓ− 1, m〉+ 4hkθ |h− 1, k − 1, ℓ,m〉
+h(h− 1) |h− 2, k, ℓ,m+ 1〉 ,
P− |h, k, ℓ,m〉 = −4mθ |h, k, ℓ,m− 1〉 − 2h |h− 1, k + 1, ℓ,m〉
+h(h− 1) |h− 2, k, ℓ+ 1, m〉 .
We note that D and J are diagonal on this basis. We set
p = h+ ℓ+m ≥ 0, q = k + ℓ−m ∈ Z
Then we can express the action of D and J on the basis as
D |h, k, ℓ,m〉 = (d− p) |h, k, ℓ,m〉 , J |h, k, ℓ,m〉 = (r − q) |h, k, ℓ,m〉 .
It is then clear that the Verma module has a weight decomposition for fixed values
of p and q :
V d,r =
⊕
V d,rd−p,r−q (1)
4 Singular vectors and irreducible modules
A singular vector is a homogeneous element with respect to the decomposition (1).
Its general form is
|v〉 =
∑
ℓ,m
aℓ,m |p− ℓ−m, q − ℓ+m, ℓ,m〉 .
In other words, a singular vector is a linear combination of a subset of the basis of
the Verma module corresponding to fixed values of p and q. We have, by definition,
h = p− ℓ−m ≥ 0 and k = q − ℓ+m ≥ 0 from which it follows that
0 ≤ ℓ+m ≤ p, (2)
and
ℓ ≤ m+ q (0 ≤ q), ℓ+ |q| ≤ m. (3)
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The most general form of the singular vector for given values of p and q can then be
expressed as
|v〉 =
⌊ p+q
2
⌋∑
ℓ=0
p−ℓ∑
m=ℓ−q
aℓ,m |p− ℓ−m, q − ℓ +m, ℓ,m〉 , (4)
where we understand that aℓ,m = 0 for the pair (ℓ,m) not satisfying (2) or (3). The
condition for |v〉 being a singular vector is given by H |v〉 = P± |v〉 = K+ |v〉 = 0.
In order to fully understand if we can determine the coefficients for the singular
vector at a specific level, we need to consider three different cases, namely q > 0,
q = 0 and q < 0.
Case q > 0:
In this case one can rewrite (4) as follows:
|v〉 =
p∑
m=0
min{p−m,q+m}∑
ℓ=0
aℓ,m |p− ℓ−m, q − ℓ+m, ℓ,m〉 . (5)
It is not difficult to see that the action of K+ on (5) is calculated as follows:
K+ |v〉 = −
min{p,q−1}∑
ℓ=0
2θ(q − ℓ) aℓ,0 |p− ℓ, q − 1− ℓ, ℓ, 0〉
−
p∑
m=1
min{p−m,q−1+m}∑
ℓ=0
{ 2θ(q − ℓ+m) aℓ,m + (p− ℓ−m+ 1) aℓ,m−1 }
× |p− ℓ−m, q − ℓ+m− 1, ℓ,m〉 .
The condition K+ |v〉 = 0 yields one recurrence relation
2θ(q − ℓ+m) aℓ,m + (p− ℓ−m+ 1) aℓ,m−1 = 0, (6)
for 1 ≤ m ≤ p, 0 ≤ ℓ ≤ min{p−m, q − 1 +m} with initial condition
aℓ,0 = 0, 0 ≤ ℓ ≤ min{p, q − 1}. (7)
The recurrence relation (6) is solved to give
aℓ,m =
(
−
1
2θ
)m
(p− ℓ)!(q − ℓ)!
(p− ℓ−m)!(q − ℓ+m)!
aℓ,0. (8)
From (7) and (8) one can see the following facts:
(i) if p < q then aℓ,m = 0 for all possible pairs of (ℓ,m). Thus |v〉 = 0.
(ii) if 0 < q ≤ p then aℓ,m = 0 for 0 ≤ ℓ ≤ q − 1.
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We study the case (ii) further. From (4) and (8) we have
|v〉 =
⌊ p+q
2
⌋∑
ℓ=q
p−ℓ∑
m=ℓ−q
(
−
1
2θ
)m
(p− ℓ)!(q − ℓ)!
(p− ℓ−m)!(q − ℓ+m)!
aℓ,0 |p− ℓ−m, q − ℓ+m, ℓ,m〉 .
We define
∣∣vℓ〉 =
p−ℓ∑
m=ℓ−q
(
−
1
2θ
)m
1
(p− ℓ−m)!(q − ℓ+m)!
|p− ℓ−m, q − ℓ+m, ℓ,m〉 .
Then we have |v〉 =
⌊ p+q
2
⌋∑
ℓ=q
αℓ
∣∣vℓ〉 , and { ∣∣vℓ〉 | q ≤ ℓ ≤ ⌊p+q
2
⌋ } is a set of linearly
independent vectors in the kernel of K+, i.e., K+
∣∣vℓ〉 = 0. We now calculate the
action of P+ on
∣∣vℓ〉 .
P+
∣∣vℓ〉 =
p−ℓ∑
m=ℓ−q
(
−
1
2θ
)m
1
(p− ℓ−m)!(q − ℓ+m)!
×{ 4ℓθ |p− ℓ−m, q − ℓ+m, ℓ− 1, m〉
+4(p− ℓ−m)(q − ℓ+m)θ |p− ℓ−m− 1, q − ℓ+m− 1, ℓ,m〉
+(p− ℓ−m)(p− ℓ−m− 1) |p− ℓ−m− 2, q − ℓ+m, ℓ,m+ 1〉 }.
Looking at the highest values of m the vector |0, p+ q − 2ℓ, ℓ− 1, p− ℓ〉 on the RHS
has nonvanishing coefficients for all possible values of ℓ. It follow that the condition
P+ |v〉 = 0 implies αℓ = 0. We thus have |v〉 = 0.
We therefore have shown that there are no singular vectors for q > 0.
Case q = 0:
In this case we have the recurrence relation (6) from the previous case but no initial
conditions. We solve (6) to have
aℓ,m =
(
−
1
2θ
)m−ℓ
(p− 2ℓ)!
(p− ℓ−m)!(m− ℓ)!
aℓ,ℓ. (9)
The condition P−v |v〉 = 0 yields the relation
−4(m+ 1)θaℓ,m+1 − 2(p− ℓ−m)aℓ,m + (p− ℓ−m+ 1)(p− ℓ−m)aℓ−1,m = 0.
Substitution of (9) into this yields the recurrence relation
4ℓθaℓ,ℓ − (p− 2ℓ+ 2)(p− 2ℓ+ 1)aℓ−1,ℓ−1 = 0.
This is solved to give the expression
aℓ,ℓ =
(
1
4θ
)ℓ
p!
ℓ!(p− 2ℓ)!
a0,0. (10)
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Substitution of (10) into (9) determines the coefficients as follows
aℓ,ℓ =
(
−
1
2
)m+ℓ
1
θm
p!
ℓ!(m− ℓ)!(p− ℓ−m)!
a0,0. (11)
The condition P+ |v〉 = 0 yields another recurrence relation
4(ℓ+ 1)θaℓ+1,m + 4(p− ℓ−m)(m− ℓ)θaℓ,m + (p− ℓ−m+ 1)(p− ℓ−m)aℓ,m−1 = 0.
It is easy to verify that (11) satisfies this relation. Next we look at the condition
H |v〉 = 0. It gives the recurrence relation containing d
−2(ℓ+1)aℓ+1,m+(p−ℓ−m)(p+ℓ+m−2d−1)aℓ,m+4(m−ℓ+1)(m+1)θaℓ,m+1 = 0.
Substitution of (11) into the left hand side gives the expression
(
−
1
2
)m+ℓ
1
θm
p!a0,0
ℓ!(m− ℓ)!(p− ℓ−m− 1)!
(p− 2d− 3).
Setting this equal to zero we obtain the condition for d :
p = 2d+ 3 ∈ Z+ (12)
In summary there exist one singular vector in V d,r if d satisfies the condition (12) and
it is given by (up to overall factor)
|vs〉 =
p∑
m=0
min{m,p−m}∑
ℓ=0
(
−
1
2
)m+ℓ
1
θm
p!
ℓ!(m− ℓ)!(p− ℓ−m)!
Cp−ℓ−mKm−ℓ− F
ℓ
−F
m
+ |d, r〉 .
It is then possible to show by induction that the singular vector has the closed form
|vs〉 = (2θC −K−F+)
p |d, r〉 .
Case q < 0:
In this case the most general form (4) of the singular vector yields
|v〉 =
⌊
p−|q|
2
⌋∑
ℓ=0
p−ℓ∑
m=ℓ+|q|
aℓ,m |p− ℓ−m,m− ℓ− |q|, ℓ,m〉 .
The condition K+ |v〉 = 0 gives us the recurrence relation
2(m− ℓ− |q|+ 1)θaℓ,m+1 + (p− ℓ−m+)aℓ,m = 0, (13)
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for 0 ≤ ℓ ≤ ⌊p−|q|
2
⌋, ℓ + |q| ≤ m ≤ p − ℓ − 1. On the other hand, the condition
P− |v〉 = 0 yields one initial condition and recurrence relation, since
P− |v〉 = −

 p−1∑
m=|q|−1
4(m+ 1)θa0,m+1 +
p−1∑
m=|q|
2(p−m)a0,m


× |p−m− 1, m− |q|+ 1, 0, m〉
−
⌊ p−|q|
2
⌋∑
ℓ=1
{ 4(ℓ+ |q|)θaℓ,ℓ+|q| − (p− |q| − 2ℓ+ 2)(p− |q| − 2ℓ+ 1)aℓ−1,ℓ−1+|q| }
× |p− |q| − 2ℓ, 0, ℓ, ℓ− 1 + |q|〉
−
⌊
p−|q|
2
⌋∑
ℓ=1
p−ℓ−1∑
m=ℓ+|q|
{ 4(m+ 1)θaℓ,m+1 + 2(p− ℓ−m)aℓ,m − (p− ℓ−m+ 1)(p− ℓ−m)aℓ−1,m }
× |p− ℓ−m− 1, m− ℓ− |q|+ 1, ℓ,m〉 . (14)
Now we only inspect the important relations. Looking at m = |q| − 1 we have the
initial condition a0,|q| = 0. The first line in (14) gives the recurrence relation
2(m+ 1)θa0,m+1 + (p−m)a0,m = 0, (15)
for |q| ≤ m ≤ p − 1. Recursive use of (15) with a0,|q| = 0 shows that a0,m = 0 for
0 ≤ m ≤ p. From the last line of (14) we obtain the recurrence relation
4(m+ 1)θaℓ,m+1 + 2(p− ℓ−m)aℓ,m − (p− ℓ−m+ 1)(p− ℓ−m)aℓ−1,m = 0. (16)
Substitution of (13) into (16) gives the relation
2(ℓ+ |q|)aℓ,m+1 + (p− ℓ−m)(m− ℓ− |q|+ 2)aℓ−1,m+1 = 0. (17)
One can show by the relation (17) that aℓ,m = 0 for all possible pairs of (ℓ,m). We
thus conclude there are no singular vectors for q < 0.
The results of the preceding discussion can be nicely summarised in the following
theorem.
Theorem 1. V d,r has precisely one singular vector iff 2d+3 ∈ Z+ and it is given by
|vs〉 = (2θC −K−F+)
2d+3 |d, r〉 . (18)
As a remark, we note that we are able to define a bilinear form ( , ) on V d,r,
following Shapovalov [18], such that
〈d, r|d, r〉 ≡ ( |d, r〉 , |d, r〉 ) = 1,
(A |d, r〉 , B |d, r〉) = (|d, r〉 , ω(A)B |d, r〉), (19)
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where ω is the involutive algebra anti-automorphism defined by
ω(D) = D, ω(J) = J, ω(Θ) = Θ, ω(C) = H, ω(K+) = K−, ω(P±) = F∓.
It is straightforward to see that the singular vectors are orthogonal to all vectors in
V d,r with respect to the bilinear form (19).
The Verma modules without the singular vectors have no invariant submodules
of highest weight type. In the remainder of the paper, we therefore study V d,r with
2d+ 3 ∈ Z+.
Let Id = U(g−) |vs〉 where |vs〉 is the singular vector (18). Then I
d is an invariant
submodule and we consider the quotient module V˜ d,r = V d,r/Id. The highest weight
vector in V˜ d,r, denoted by |d, r), is defined by
D|d, r) = d|d, r), J |d, r) = r|d, r), Θ|d, r) = θ|d, r),
H|d, r) = P±|d, r) = K+|d, r) = (2θC −K−F+)
2d+3|d, r) = 0. (20)
The basis of V˜ d,r has the form of |h, k, ℓ,m) = ChKk−F
ℓ
−F
m
+ |d, r). However because of
(20) the vector C2d+3|d, r) is not independent. Next we look for the singular vectors
in V˜ d,r by the same procedure as the earlier discussion in this section. The singular
vector has the form of
|v) =
∑
ℓ,m
αℓ,m |p− ℓ−m,m− ℓ, ℓ,m).
We note that α0,0 is missing from the summation. As seen from the previous discus-
sion, nonvanishing α0,0 is crucial for the existence of the singular vector. We thus
conclude that there is no singular vector in V˜ d,r, and hence arrive at the main result
of this article.
Theorem 2. All irreducible highest weight modules over the exotic conformal Galilei
algebra are listed as follows:
(i) The Verma module V d,r for 2d+ 3 /∈ Z+
(ii) The quotient module V˜ d,r ⊆ V d,r for 2d+ 3 ∈ Z+
where d, r ∈ R. All irreducible modules given are infinite dimensional.
5 Concluding remarks
In this article we have determined all irreducible highest weight modules of the confor-
mal Galilei algebra with exotic central extension. This algebra has attracted attention
recently due to its application to “exotic” physical systems [8, 9, 10, 11, 12, 13]. It
was suggested in [8] that the results of their paper relating to the exotic conformal
Galilei algebra may be beneficial in the further study of such systems, and our view
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is that understanding the representation theory of the symmetry algebra of these
systems will enable future developments. The current article is an important step in
developing this stratagem.
An immediate venture would be to investigate hierarchies of partial differential
equations (PDEs) associated with the singular vectors obtained in Theorem 1 of the
current paper. Such PDEs arise via the vector field realisation of the generators
in terms of differential operators, and their action on an appropriate function space
related to the Verma modules (see [19, 20] for the semisimple case). Indeed, an
analogue of this was done explicitly in [16] for the Schro¨dinger algebra in (1+1)
dimensions, where a hierarchy of generalised heat/Schro¨dinger equations was found.
Finally, it would be desirable to provide a generalised formalism for describing the
representations of families of non-semisimple Lie algebras which contain structures
such as the Schro¨dinger algebras, the conformal Galilei algebras and their central
extensions. Establishing such a comprehensive framework that recovers our results
and those of [16] (amongst others) would be a worthwhile program that could result
in a broad class of (nonrelativistic) physical systems.
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