Optimal state estimation from given observations of a dynamical system by data assimilation is generally an ill-posed inverse problem. In order to solve the problem, a standard Tikhonov, or L 2 , regularization is used, based on certain statistical assumptions on the errors in the data. The regularization term constrains the estimate of the state to remain close to a prior estimate.
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Introduction
The estimation of the states of a fluid dynamical system from given observations by data assimilation is generally an ill-posed inverse problem. Even with excellent numerical models of the system, prediction of the future states of the system is not possible without an accurate estimate of the current state of the system with which to initialize a forecast. For the very large systems arising in geosciences and environmental sciences, where there are few and sporadic observations, the problem is particularly hard to tackle. In operational weather and ocean forecasting centres and in the reservoir engineering industry, the problem is commonly formulated as a variational data assimilation problem, resulting in an optimization problem constrained by the dynamical equations describing the system. The lack of available data, coupled with errors in the observations and in the prior state estimate, as well as in the model, leads to a highly ill-posed inverse problem. To make the problem amenable to solution, a standard form of regularization is used, based on certain statistical assumptions about the errors in the data. Under these assumptions the variational problem provides the maximum posterior Bayesian estimate of the current state of the system [7] . The problem is written as an L 2 -norm nonlinear least squares problem with an L 2 -norm regularization term. The regularization term constrains the estimate of the initial state to remain close to the prior estimate. The solution is essentially derived by averaging the error between the model prediction and the observations over a time window. As a result, the estimated initial state often contains unsatisfactory oscillations, determined to compensate for errors over the time window.
In this paper we examine alternative methods for regularizing the problem. These methods have proved valuable in image processing applicationsespecially in image de-blurring and reconstruction algorithms. In these applications the images tend to be static with extensive observations available, but are badly affected by errors. These methods are based on using L 1 -norm regularization terms that effectively remove outliers in the data and provide strong edge preservation in the images [1] . To implement these methods in the data assimilation problem, we reformulate the state estimation problem as a least mixed-norm problem, where we regularize the least squares optimization problem using an alternative L 1 -norm constraint on the prior estimate.
We compare these different regularization techniques for a test case where there are sharp fronts propagating in a fluid. Numerical methods that preserve different properties of the systems, such as Lax-Friedrich and LaxWendroff schemes, are applied. The results show that in the presence of model error the L 1 -norm regularization methods capture the discontinuities in the initial conditions more accurately than using the classical L 2 -norm regularization technique.
In the next section we describe the variational assimilation problem. In Section 3 we formulate it as a Tikhonov regularized problem and introduce the alternative L 1 regularized problem. In Section 4 we present experimental results comparing the two regularization techniques. The conclusions are summarized in Section 5.
Variational Data Assimilation
In optimal state estimation by variational data assimilation (VAR), a weighted nonlinear least-squares measure of the error between the model forecast and the available observations is minimized over a time window together with a penalty term that ensures that the optimal state estimate remains close to a prior estimate (or previous forecast). The problem is formulated as follows. 
subject to the nonlinear forecast model equations given by [7] .
In practice, for computational efficiency, an incremental version of VAR is implemented in many operational centres. This method solves a sequence of linear approximations to the nonlinear least-squares problem and is equivalent to an approximate Gauss-Newton method for determining the analysis [6] . At each step of the procedure the current estimate x 0 of the analysis is up-dated by an increment δx 0 that minimizes the linear least-squares objective functioñ
subject to the linearized model equations The linearized assimilation problem is generally ill-posed or highly illconditioned. Without the penalty term on the background, the problem is likely to be underdetermined, due to the relatively small number of available observations and the correspondingly low rank ofĤ . The penalty term, where the covariance matrix B is positive definite, then acts as a regularization term and guarantees the existence of a solution to the problem. The problem, however, may still be very ill-conditioned (see [4] ) and therefore difficult to solve accurately. In order to improve the conditioning of the linearized assimilation system, a transformation of the incremental states is introduced that decorrelates the errors in the prior states. For a spatially-distributed single-state system, the transformed problem is then easily written as a classical Tikhonov regularization problem and the alternative L 1 regularization problem can be derived directly. Both formulations are described in the next section.
Tikhonov and L 1 Regularization
A well-known technique for improving the conditioning of a linear leastsquares problem is to apply a linear transformation to 'precondition' the system [2] . To illustrate the technique we here consider a system with a single spatially-distributed state and let B = σ 
Tikhonov regularized problem
In terms of the transformed variable the linearized objective function (3) may be writtenĴ
where
. We see that this is the form of a classical Tikhonov regularization problem, where µ If the matrix G is very ill-conditioned, that is, it has singular values that decay rapidly with many that are zero or near zero, then without the regularization term the assimilation problem (5) is ill-posed. Letting G = USV T be the singular value decomposition of G [2] , we find that the minimizer of (5) is given by 
L 1 regularized problem
An alternative form of regularization is obtained by using an L 1 -norm penalty term in place of the Tikhonov, or L 2 -norm, penalty term. The linear objective function in this case takes the form
The solution gives the maximum posterior Bayesian estimate for the trans- 
Numerical Experiments
In order to test the two different regularization techniques in a data assimilation scheme, we consider the inviscid Burgers' equation
The solution is given by
where s = 1.25 is the shock speed. We approximate this system by the Lax-Friedrich finite-difference scheme
or by the Lax-Wendroff scheme in conservative form
where A j± 1 2 is the Jacobian matrix A(u) = f ′ (u) evaluated at The aim of the assimilation is to reconstruct the initial conditions that minimize the errors between the observations from the exact system and the forecast from the imperfect model over the assimilation time window. The best solution over the assimilation window that can be attained is the model solution initialized with the true initial conditions, since the assimilation cannot correct the numerical model here.
Lax-Friedrich method
The results obtained by the L 2 
Lax-Wendroff method
In Figure 4 
Conclusions
Variational data assimilation is popularly used in the geosciences to provide an optimal estimate of the state of a dynamical system by combining observations of the system with a model forecast over a time window. The problem is highly ill-posed due to lack of data coupled with errors in the observations and in the model. To make the problem amenable to solution, a standard L 2 -norm regularization technique is used that constrains the state estimate to remain close to a specified prior estimate. Here we have proposed an alternative regularization strategy based on an L 1 -norm penalty approach, which is expected to remove outliers in the data and provide strong edge recovery. We have examined both the traditional L 2 and the proposed L 1 regularization techniques for a test case with sharp fronts propagating in a fluid, using two numerical models with different properties. The results
show that in the presence of model error, the L 1 regularization method capture the discontinuities in the initial states much more accurately than the standard Tikhonov L 2 technique. Other test examples that support these conclusions can be found in [3] . The challenge now is to develop this approach for application to large multi-variable systems.
