The main goal of the paper is to introduce methods which compute Bézier curves faster than Casteljau's method does. These methods are based on the spectral factorization of a n × n Bernstein matrix, B e n (s) = P n G n (s)P −1 n , where P n is the n × n lower triangular Pascal matrix. So we first calculate the exact optimum positive value t in order to transform P n in a scaled Toeplitz matrix, which is a problem that was partially solved by X. Wang and J. Zhou (2006) . Then fast Pascal matrixvector multiplications and strategies of polynomial evaluation are put together to compute Bézier curves. Nevertheless, when n increases, more precise Pascal matrixvector multiplications allied to affine transformations of the vectors of coordinates of the control points of the curve are then necessary to stabilize all the computation.
Introduction
Bézier has his name on the curve B of degree n−1 defined from n given points Z 0 = (x 0 , y 0 ), Z 1 = (x 1 , y 1 ), ..., Z n−1 = (x n−1 , y n−1 ) in R 2 as follows: Let s be a real number. The n × n lower triangular matrix B e n (s) such that (B e n ) ij (s) = b j−1,i−1 (s), for each n ≥ i ≥ j ≥ 1, is called a Bernstein matrix [1] .
Paul de Casteljau developed a very stable algorithm to evaluate Bézier curves. In this so called Casteljau's algorithm the number of arithmetic operations grows quadratically with n: it requires n(n − 1)/2 additions and n(n − 1) multiplications to calculate a point (which is not an endpoint) on a Bézier curve of degree n−1 [3] . A natural question is if there could be a less expensive algorithm to compute a Bézier curve, which is answered e.g. in [5] for n < 10. Here, we extend this answer to n ≤ 64 by a different approach, which arises from the expression of a n×n Bernstein matrix in terms of the lower triangular Pascal matrix P n (see [1] ) as follows:
x(s) = e T n P n G(−s)P n G(−1)x, y(s) = e T n P n G(−s)P n G(−1)y.
Here, x = (x 0 x 1 · · · x n−1 )
T , y = (y 0 y 1 · · · y n−1 ) T ; e n denotes the nth canonical vector of R n ; G(s) is the diagonal matrix such that e T k G(s)e k = s k−1 for all k ∈ {1, ..., n}; and P n is defined by
, for i j; 0 , otherwise.
From now on, the methods introduced here which are originated from the above expression will be called Pascal matrix methods. One central problem in these methods is how we can accurately compute a matrix-vector multiplication with the n × n lower triangular Pascal matrix. In §2, we present an algorithm that utilizes only n(n-1)/2 additions that computes a matrix-vector multiplication with P n in a very precise way, which is based on the property of the lower triangular Pascal matrix be a product of bidiagonal matrices. But this time complexity can be reduced to O(n log n) by using the fact that the lower triangular Pascal matrix is similar to lower triangular Toeplitz matrices via diagonal matrices [6] . This transformation depends on a positive real parameter t, which is arbitrary. In [6] , it is suggested that (n − 1)/e could be taken as a good approximate value for the optimum parameter. Here, the optimum value when it exists is calculated. It is left as an open problem if the set of n for which it does not exist the optimum value is finite. At the end of the section, there are results of tests to compare the accuracy of matrixvector multiplications carried out by the fast multiplication algorithm, with both approximate and exact optimum values, and by the algorithm based on the bidiagonal factorization.
The other central problem in Pascal matrix methods is, once calculated z = P n G(−1)x (or z = P n G(−1)y), how to efficiently evaluate e T n P n G(−s)z. In §3, some results obtained with the use of the O(n log n) Pascal matrix-vector multiplication algorithm coupled with a Horner-type scheme in the computation of Bézier curves of degree n − 1 are then presented. When n increases, the fast matrix-vector multiplication becomes unstable, as well as the evaluation of B(s) for s close to 1. Then, the matrix-vector multiplication must be done in a more precise way, and a stabilizing procedure to B(s)-evaluation should be attempted, e.g. by dividing the evaluation process in two: first, compute B(s) for s ∈ [0, 1/2); then, compute B r (s) for s ∈ [0, 1/2], where B r (s) is the reverse Bézier curve, that is, B r (s) is the Bézier curve defined from the points P n−1 , ..., P 1 and P 0 , in this order. For n > 32, even the 2-steps B(s)-evaluation becomes unstable, yielding incorrect values for s close to 1/2. It is when we introduce an affine transform of the vectors of coordinates in order to improve the evaluation.
Pascal matrix-vector multiplication
In this section some algorithms of Pascal-type matrix-vector multiplication are discussed from their time complexity. These algorithms are founded on algebraic properties of these matrices which are also presented in the following.
O(n 2 ) arithmetic operations methods
Algorithms of matrix-vector multiplications with P n , P n G n (t) and B e n (t), respectively, are here presented in the form of MATLAB functions, all of them demanding O(n 2 ) arithmetic operations.
We begin observing that
that is
we conclude that
Therefore, it has just proved by induction the following statement:
Proposition 1 Let P n be the n × n lower triangular Pascal matrix. Then
The first algorithm is described as a MATLAB function in the following:
%PASCAL_PRODUCT Multiply a vector x by the lower triangular %Pascal matrix n= length(x); x = x(:); for k = 2:n for s = n:-1:k x(s) = x(s) + x(s-1); end end Notice that from the above factorization we also conclude that
A similar factorization has P n G n (t):
Proposition 2 Let P n be the n×n lower triangular Pascal matrix and
The second algorithm, which utilizes Proposition 2, is displayed just below:
%PASCAL_G_PRODUCT Multiply a vector x by PG(t) where % P is the lower triangular Pascal matrix and % G(t) = diag(1,t,t^2,...,t^{n-1}) n= length(x); x = x(:); for k = 2:n for s = n:-1:k x(s) = x(s-1) + t*x(s); end end By using the notation of [4] , a Bernstein matrix can be described as
where (P n [t]) ij = (P n ) ij t i−j , 1 ≤ j ≤ i ≤ n. Therefore, it is not difficult to conclude that a Bernstein matrix has the following bidiagonal factorization:
that is
Proposition 3 Let B e n (t) be a n × n Bernstein matrix. Then
Proposition 3 yields the following algorithm, that is essentially the Casteljau's.
%BERNSTEIN_PRODUCT Multiply a vector x by a Bernstein matrix n= length(x); x = x(:); t1 = 1-t; for k = 2:n for s = n:-1:k x(s) = t1*x(s-1) + t*x(s); end end
Similarly we can conclude that
where Z W is the matrix
Balancing a lower triangular Pascal matrix
n , where P n is the n×n lower triangular Pascal matrix and
, we conclude that the coordinates of the Bézier curve B(s), s ∈ [0, 1], defined from Z 0 , ..., Z n−1 (in this order) is given by
The computation of a matrix-vector multiplication with the Pascal matrix P n can be carried out in O(n log n) operations [6] . Hence, for each s ∈ [0, 1], the computation of x(s) and y(s) also requires O(n log n) operations. However, arithmetic operations with Pascal matrices are very unstable because of the various magnitudes their entries have. In this section, a preconditioning technique is proposed to deal with this instability. This technique, which is introduced in [6] , is based on the factorization
where D n (t) = diag(0!, 1! t , . . . , (n − 1)! t n−1 ), and
Note that for 0 < t ≤ 1 the entries of the Toeplitz matrix T n (t) vary from 1 to
, that is to say T n (t) is ill-conditioned. In [6] it was found that a good value for t is t 1 = n − 1 e . Here we propose a more accurate value for t, for almost all values of n:
In order not to cause great instability in matrix-vector multiplication with Pascal matrices, we will balance these matrices by using the decomposition given in (2) . Since the entries of the matrix T n (t) are of the form
where m = 0, 1, . . . , n − 1, we would like to find out a value t for which max f / min f is the least possible. If this optimum t exists, it will bring those entries to be the closest in magnitude to one another. The following lemma resumes basic facts about the monotony of f .
(ii) f is a nonincreasing function for integers m such that t ⌈t⌉ m.
PROOF. Therefore, if the optimum value of t exists it would belong to the interval
That is, for the optimum value
is achieved. The following lemma is about the monotony of f 1 and f 2 . The proof is an exercise of Calculus and will be omitted here.
Lemma 5 Let n be an integer greater than 1. Let f 1 and f 2 be two functions defined at the subset (0, n − 1) of real numbers such that f 1 (t) = t ⌊t⌋ (⌊t⌋)! and
Moreover, f 1 is continuous and f 2 is continuous but at integer values.
Remark 6 Therefore, if existst ∈ (0, n − 1) such that f 1 (t) = f 2 (t), this is the optimum value. Now, we can calculate the optimum value when it exists.
Lemma 7 If existst ∈ (k, k + 1) such that f 1 (t) = f 2 (t), theñ
PROOF. Lett be such that f 1 (t) = f 2 (t). Sincet ∈ (k, k + 1), it follows that
PROOF. From the former lemma, if k <t < k + 1 thent n−2 = (n − 1)! k + 1 .
Hence,
But this yields (n − 1)! < (k + 1) n−1 and (n − 1)! > (k + 1)k n−2 > k n−1 .
Therefore,
Remark 9 Note that, for n = 3, f 1 (1) = 1, f 2 (1) = 2, f 2 (1 + ) = 1. So, there is not the optimum value because f 2 (1) > f 1 (1) ≥ f 2 (1 + ) and a number greater than 1 but very close to it can be taken as a good value to balance the 3 × 3 Pascal matrix. There are several positive integers n, n > 3, such that for some
. And this happens if and only if
Proposition 10 If there is some integer number n, n > 3, such that k n−1 < (n − 1)! and
Since, for n ≥ 1, n n ≥ (n!) 2 , we have
On the other hand, k must be greater than (n − 1)/e, because
by the Stirling formula. Remark 11 As far as we know, the conjecture about the set of integers n such that k n−1 < (n − 1)! ≤ k n−1 + k n−2 for some integer k, 1 ≤ k ≤ n − 2, be finite has not been proved yet. Each integer n less than 10000 belonging to this set is displayed together with its corresponding integer k, 1 ≤ k ≤ n − 2, in Table 1 .
For each value of n in the table, we will take t = k as the optimum value. For the other values of n, 4 ≤ n ≤ 10000, the optimum value is given by
In Table 2 we can compare the accuracy of the computation of P z for some values of n, where z is the vector defined by z k = (−1) k for k = 1, ..., n: Table 1 k n−1 ≤ (n − 1)! and
is one of the pairs in Table 1 ; w 4 = pascal product(z). For the computation of w 1 , w 2 and w 3 a fast Toeplitz matrix-vector multiplication was used, which demanded only O(n log n) operations. Remark that in exact arithmetic P n z = e 1 , the first canonical vector. In this section we are going to compute a Bézier curve. First, notice that if the control points are translated by a vector v = (p, q), the Bézier curve is also translated by v. Another feature of a Bézier curve is that an uniform scaling of the control points yields an uniform scaling of the curve. Hence, without loss of generality we assume that the coordinates of the control points are all positive and less than or equal to 1 and, therefore, the ∞-norms of P n x and P n y are less than or equal to 2 n .
B(s)-evaluation
Pascal matrix methods compute a Bézier curve B(s) of degree n−1 via the decomposition B e n (s) = P n G n (−s)P n G n (−1): first z = P n G n (−1)x = P n x − and w = P n G n (−1)y = P n y − are computed; then the polynomials e T n P n G n (−s)z and e T n P n G n (−s)w are evaluated. When n is small, e.g. n = 32, z and w have 2-norms around 10 9 for ||x|| ∞ = 1 or ||y|| ∞ = 1, and both polynomials could be efficiently evaluated for each s ∈ [0, 1]. The function g pascal product does the evaluation, with n(n − 1)/2 additions and n(n − 1)/2 multiplications for each s. A less expensive alternative is to use a Horner-like scheme that evaluates the polynomial concomitantly with the binomial coefficients.
The test control points were defined by the MATLAB function rand(n, 2), which returns an n × 2 matrix containing pseudo-random values drawn from a uniform distribution on the unit interval. We have used the Pascal matrixvector multiplication done from the similar Toeplitz matrix T (t), with t found by our procedure (according to our calculations in the last section), plus the B(s) evaluation given by the Horner-like scheme cited above. The results were compared with the ones obtained by Casteljau's method. In table 3 Table 3 Pascal matrix method × Casteljau's 10 elapsed times obtained from consecutive executions of the procedure as the average time of computation, all of them computed by the MATLAB's built-in tic/toc functions.
For n = 32, the B(s)-evaluation becomes unstable when s approaches to 1. To locally and globally improve the evaluation, we have made a simple procedure which has yielded more precise results, that is to divide the process of evaluation in two independent steps:
(a) evaluate e T n P n G n (−s)z and e T n P n G n (−s)w for 0 ≤ s ≤ 1/2; (b) evaluate e T n P n G n (−s)z r and e T n P n G n (−s)w r for 1/2 > s ≥ 0, which is equivalent to evaluate e T n P n G n (−s)z and e T n P n G n (−s)w for 1/2 < s ≤ 1.
The results indicate that the procedure has worked well as far as n = 41 and some of those can be seen in table4. Table 4 Pascal matrix method with reverse evaluation × Casteljau's Two remarkable facts arise in table 4: first, the time of computation for n = 39 is smaller than that for n = 41; second, the sudden loss of precision from n = 41 to n = 42. One of the explanations for the first fact is because there is no calculation to find the optimum value to balance P 39 : 15 is taken to be the optimum value. The second fact surely has to do with the limitations of the flowing point arithmetic of our machine, a 32-bits AMD Athlon XP 1700+ (1467 MHz).
On conditioning the vectors of coordinates
One way to overcome this lack of stability is to transform the vectors x and y of coordinates into a vector very near to e T = (1 1 ... 1) T . Since
is a stationary scheme that converge to the solution e of Ix = e for any v 0 , the idea is to compute the Bézier curve T m (B) from control points W 0 = T m (Z 0 ), ..., W n−1 = T m (Z n−1 ), where T m (v) = (v + m.e)/(m + 1), and then to obtain B by inverse transforming the points of T (B). Note that
Thus, since an analogous result is obtained with y,
Our strategy to have better B(s)-evaluation is the following:
(a) evaluate e T n P n G n (−s)z and e T n P n G n (−s)w for 0 ≤ s ≤ 1/3; (b) evaluate e T n P n G n (−s)P n G n (−1)T m (x) and e T n P n G n (−s)P n G n (−1)T m (y) for 1/3 < s < 2/3, and inverse transform; (c) evaluate e T n P n G n (−s)z r and e T n P n G n (−s)w r for 1/3 ≥ s ≥ 0.
For the experiments, the coordinates of the n control points were defined from the command A = rand(n, 2), followed by the normalization A = A/norm(A). Table 5 Pascal matrix method with piecewise evaluation × Casteljau's
We have presented results obtained from some methods to compute a Bézier curve of degree n − 1, for various values of n. They were created from a description of the curve that involves matrix-vector multiplications with the n × n lower triangular Pascal matrix P n , which are here called Pascal matrix methods. With this in mind we have introduced two algorithms: one, which only demands n(n − 1)/2 additions, is very precise and it is based on the fact that P n is a product of bidiagonal matrices with 0 and 1; the other, which demands O(n log n) algebraic operations, depends on a positive real value in order to minimize the magnitudes of the entries of P n when considered as a scaled Toeplitz matrix. We have seen that there is a function that relates n to that optimum value except for the integers belonging to a certain set, which we have not yet known if it is finite or not. Once the matrix-vector multiplication done, a polynomial evaluation should have been carried out for various values s ∈ [0, 1], which has become unstable as s approaches 1/2. From the set of experiments presented here we have seen that the combination of Pascal matrix-vector multiplication plus polynomial evaluation has converged to the results obtained from Casteljau's by adopting some strategies, which vary according to the magnitude of n. And even so, they are more effective concerning time of computation than Casteljau's, at least for n ≤ 60.
