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manuscript, which I will be co-author on, is currently being prepared by Dr. Swarup
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China at Pacific Northwest National Laboratory looking into the chemistry of the
microscopy samples collected at Monte Cimone.
While working at the Center for Aerosol Forensic Experiments (CAFE) at Los Alamos
National Lab, I assembled an inverted soot generator that is currently being used for
experiments. I also wrote the standard operating procedures and helped with safety
documentation for the soot generator. I performed a few experiments looking at the
hygroscopic properties of soot produced by the inverted burner using the H-CAPSPMSSA. While hygroscopicity did not change, we found a significant increase in the SSA
of soot exposed to UV light. The truncation code and empirical corrections described in
Chapter 2 are also being used by the CAFÉ team to truncation related uncertainties for all
work being performed using the H-CAPS-PMSSA. A manuscript (of which I will be coauthor) is currently being prepared looking at water uptake on brown carbon surrogates.
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Abstract
Aerosol and water are inexorably linked, and both are ubiquitous within our atmosphere
and required components for cloud formation. Relative humidity (RH), a temperature
dependent quantity, can have a significant influence on the size, shape, and ultimately, the
optical properties of the aerosol. RH can vary substantially on small spatial and short
temporal scales in turbulent conditions due to rapid fluctuations in temperature and water
vapor mixing ratio. Accurate assessment of optical enhancements due to an increase in RH
is key for determining the particles’ impact on the climate and visibility.
A humidity-controlled cavity attenuated phase-shift albedometer (H-CAPS-PMSSA) was
designed and characterized to measure the humidity response of aerosol extinction and
scattering. Size-dependent truncation, a significant source of systematic bias within the HCAPS-PMSSA, was characterized and a correction scheme developed. The H-CAPS-PMSSA
was then used to determine the optical and hygroscopic properties of ammonium sulfate,
nigrosin, and two mixtures of ammonium sulfate and nigrosin. It was determined that
enhancements in single scattering albedo of these aerosol because of humidification could
be approximated using a quadratic function with a single fitting parameter related to the
hygroscopicity of the two species in the mixture.
To determine RH in a turbulent environment, non-invasive temperature measurements are
necessary. Temperature can be inferred from vibro-rotational Raman (VRR) scattering.
Several methods of extracting temperature from the VRR spectra of N2 and O2 were
investigated. It has been shown that the non-rigidity of N2 and O2 must be considered for
accurate temperature measurement and that methods involving more VRR lines, and
therefore greater photon statistics, had the greatest precision and self-consistency. It was
also found that separation between the lines was an important consideration for temperature
measurement precision.
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1 Introduction
Particulate matter that is suspended in the atmosphere have important implications for
human health, the hydrological cycle, visibility, and Earth’s radiative balance. These
particles suspensions, typically referred to as aerosol, can be liquid or solid and can be
produced naturally or by anthropogenic activities. The properties of these aerosol can be
affected by the temperature as well as the water is available in the atmosphere. This
dissertation uses novel measurements to understand how the optical properties of aerosol
can be affected by temperature and water vapor.

1.1 Motivation
Aerosol interact with light by first either redirecting the light or scattering it and then by
absorbing the light’s electromagnetic energy and mostly converting it to thermal energy.
The contributions of scattering and absorption are additive to the total extinction of
radiation. Extinction, scattering, and absorption are typically expressed either as a linear
attenuation coefficient, 𝐵𝐵, with units of inverse distance (Mm-1) or as a cross-section, 𝜎𝜎,

with units of area (μm2). By scattering or absorbing light, aerosol can prevent the amount
of light from that reaching Earth’s surface. By scattering or absorbing light, aerosol
reduce the amount of light that reaches earth’s surface. As a result, aerosol directly
impact Earth’s radiative budget, leading to a net instantaneous cooling effect at the
surface (Yu et al. 2006). However, strongly absorbing aerosol can lead to localized
heating, affecting the temperature and relative humidity (RH) of the surrounding
environment. Often, the brightness of an aerosol is quantified as the ratio of the total
scattered light to total extinction. This is referred to as the aerosol single scattering albedo
(SSA), a key parameter for estimating the net cooling or warming aerosol can have on the
atmosphere (Chylek and Wong 1995).
In addition to the aerosol direct effect mentioned in the previous paragraph, aerosol can
indirectly influence earth’s radiative budget by acting as condensation nuclei for cloud
droplets. The ways in which aerosol can affect the optical properties of clouds is referred
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to as the aerosol indirect effect (Lohmann and Feichter 2005). Aerosol act as cloud
condensation nuclei and therefore play a significant role in cloud formation and
precipitation. Clouds cover 70% of the earth, and aerosol has a considerable effect in
determining their net warming or cooling through the aerosol indirect effect (Stubenrauch
et al. 2010) (Boucher et al. 2013). Aerosol can also initiate ice formation in clouds, which
increase the chances of a cloud precipitating. Wu and Lau estimated that 69% of
precipitation originates as ice in clouds (Lau and Wu 2003).
There exists a third effect in which aerosol can influence earth’s radiative budget referred
to as the aerosol semi-direct effect. The semi-direct effect is the process by which aerosol
affect cloud formation by altering the localized air temperature through light absorption
(Ackerman et al. 2000). The degree to which these three effects occur is often dictated by
atmospheric state variables such as temperature and the concentration of water vapor
present. Therefore, aerosol themselves can have an impact on atmospheric state variables
as well. The relation between aerosol properties and atmospheric state variables are not
well understood due to the difficulty of effectively measuring them. Reducing
uncertainties associated with aerosol radiative forcing has proven to be one of the biggest
challenges in climate science. The current upper and lower bounds for effective radiative
forcing stand at -0.35 and -2.0 Wm-2 respectively, a modest reduction in comparison to
the 2013 IPCC uncertainty range of -0.1 and -1.9 Wm-2 (Bellouin et al. 2020). The
challenge results from the difficulty of “simultaneously constraining aerosols, clouds, and
radiation state variables as well as the relationships between them so as to constrain
uncertainty in the change of state on multiple timescales” (Regayre et al. 2018). Regayre
et al. estimate that uncertainty is largely dominated by aerosol-related parameters;
however, atmospheric state variables still account for about 30% of this uncertainty
(Regayre et al. 2018).
Aerosols are often composed in part by water, and increases in water content can lead to
enhancements in the optical properties of the aerosol, which is of particular interest for
the aerosol direct effect (Baynard et al. 2006; D. Liu et al. 2013). Increased water content
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will result in larger aerosol size, which results in a larger scattering cross-section (I. N.
Tang 1996). Water can also act in a similar fashion to a lens, focusing light down onto
light-absorbing species encapsulated by the water. Mikhailov et al. showed that at RH
near 100%, three-fold increases in aerosol absorption could be achieved for soot
(Mikhailov et al. 2006). The addition of water to aerosol will also cause the aerosol to
become heavier, resulting in shorter lifetimes in the atmosphere (Roelofs 2013).
This dissertation is being written in what is hopefully the tail end of the SARS-COVID19 pandemic. The relationship between aerosol lifetimes and water vapor has gained
renewed discussion through the lens of viral transmissivity (Asadi et al. 2020). Studies
linking the transmissivity of COVID-19 have to date been largely inconclusive (Luo et al.
2020), though similar viruses have shown greater survivability at RH less than 50% (J.
W. Tang et al. 2006).
1.1.1 Aerosol, Relative Humidity, and Temperature
The amount of water hygroscopic aerosol is dependent on the relative humidity (RH) of
the atmosphere. Relative humidity is defined as ratio of the partial pressure of water
vapor (𝑝𝑝𝑣𝑣 ) to the saturation vapor pressure of water (𝑝𝑝𝑠𝑠 ). The saturation vapor pressure of

water is dependent on the temperature according to the Magnus formulation of the

Clausius-Clapyron equation (Alduchov and Eskridge 1997; H.R. Pruppacher 1997):
𝑝𝑝𝑠𝑠 (𝑇𝑇) = 6.1094𝑒𝑒

17.625𝑇𝑇�
234.04−𝑇𝑇

Equation 1.1

where T is atmospheric temperature in Kelvin. In this formulation, the vapor pressure is
expressed in units of hPa. The hygroscopicity of an aerosol is dependent on its
composition. In the presence of solute containing aerosol, the equilibrium vapor pressure
over a plane surface of a solution is reduced due to the Raoult effect. This allows for the
exchange of water molecules between solute containing aerosol and the atmosphere even
when the humidity less than 100%. Aerosol containing freshly emitted soot or mineral
dust tend to be hydrophobic and therefore will not exchange water easily (Weingartner et
3

al. 1997; Carrico et al. 2003). On the other hand, aerosol such as inorganic salts or watersoluble organics tend to readily adsorb water even when the relative humidity is below
saturation (𝑅𝑅𝑅𝑅 ÷ 100 = 𝑝𝑝𝑣𝑣 /𝑝𝑝𝑠𝑠 < 1.0) (Chan et al. 2005; Xu and Penner 2012). Many

inorganic salts will not uptake water until a particular RH is reached, a phenomenon

known as deliquescence. The water in a hydrated inorganic salt will suddenly evaporate if
the RH gets too low, which is known as efflorescence. Because the RH that an aerosol
effloresces at is lower than when it deliquesces, most salts exhibit a water uptake
hysteresis loop. It is therefore important to know the history of aerosol with respect to RH
exposure to predict how its water content will change with RH.
The scattering and absorption cross-section of an aerosol at a given wavelength is
dependent upon the refractive index, the size, and the shape of the aerosol. When water is
added to an aerosol, each of these properties can change. This can lead to substantial
changes in an aerosol’s optical properties. For atmospherically relevant inorganic salts
such as sodium chloride and ammonium sulfate, the addition of water can lead to large
enhancements in light scattering (I. N. Tang 1996). In the case of soot, aging and mixing
with more hydrophilic aerosol can cause it to become more hydrophilic. Because soot is
not soluble, water will form a coating around the soot. The water coating should enhance
the scattering and absorption through particle size growth and lensing effect. While
scattering enhancements have been confirmed, field studies and experiments have shown
mixed results for absorption. Laboratory measurements have shown absorption
enhancements as high 3 for black carbon and other light-absorbing organics (Mikhailov
et al. 2006; Brem et al. 2012). However, Lack et al. observed absorption enhancements
from biomass burning that was between 1.2 and 1.6 (Lack et al. 2012) while Liu found
absorption enhancements of 1.5 in winter time measurements of black carbon(S. Liu et al.
2015). In contrast to this, Cappa et al. found absorption enhancements of urban black
carbon aerosol of only 1.06 (Cappa et al. 2012) while Healy et al found no enhancement
for black carbon at 781nm for biomass burning aerosol (Healy et al. 2015). This last
study did however find large absorption enhancements for (>2) for brown carbon at
450nm. These studies suggest that absorption enhancements are more variable than those
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predicted in climate models for absorbing aerosol with organic coatings (Cappa et al.
2019). Experiments focused on absorption enhancements due to water coatings are
limited due to the difficulty of measuring absorption in the presence of liquid water.
Therefore, an instrument capable of detecting small changes in absorption in the presence
of water is necessary to fully determine climatic impact of interactions between water and
absorbing aerosol.
Explanations for reduced absorption enhancements are typically morphological.
Enhancements can be high if water forms a shell around the absorbing particle to cause
lensing-based enhancement (Jacobson 2001). Modeling performed by Jacobson’s study
showed significant enhancements in absorption coefficient, especially in high humidity
environments for internally mixed aerosols (i.e. a mixture of species in a single particle)
as compared to externally mixed aerosols (i.e. different species in different particles).
However, one source of uncertainty in this study is that it assumes a middle ground value
for the density of the soot particles that may not accurately predict the optical properties
of heavily aged, more compact soot particles (Jacobson 2012). Cappa et al. surmised that
absorption enhancements could be suppressed by black carbon being closer to the edge of
the aerosol, thus mitigating the lensing effect (Cappa et al. 2012). Another explanation
for reduced absorption enhancements is that coatings can also lead to the compaction of
soot, which are shaped like lacy chains when freshly emitted. Such compaction processes
are expected to lead to a modest and wavelength-dependent change in absorption for soot
but a larger change in scattering (China et al. 2015). As a result, there are two competing
processes occurring within these aerosols.
In the atmosphere, temperature and water vapor concentration are constantly fluctuating,
an effect that can be enhanced by turbulence. Kulmala et al. shows that the average
saturation ratio and the variability of the saturation variable are dependent on the average
temperature, the water vapor pressure, and the covariance of these two quantities, 𝑝𝑝′𝑣𝑣 𝑇𝑇 ′

(Kulmala et al. 1997):
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𝑝𝑝′𝑣𝑣 𝑇𝑇 ′ = 𝐶𝐶𝑝𝑝′𝑣𝑣,𝑇𝑇 𝜎𝜎𝑝𝑝𝑣𝑣 𝜎𝜎𝑇𝑇

Equation 1.2

where p’v and T’ are fluctuation terms of water vapor pressure and temperature
respectively, CPv,T is a coupling coefficient for the two quantities, and σPv and σT are the
standard deviations of water vapor pressure and temperature. Because the size and, by
extension, optical properties of many atmospheric aerosol are dependent on relative
humidity, turbulence fluctuations in relative humidity are directly relevant to the aerosol
direct effect.
1.1.2 Measurements of Aerosol Optical Properties
Direct measurements of an aerosol’s properties are typically done using in situ
instrumentation. Such instruments allow for accurate measurements of intensive
parameters in a well characterized environment. The most common approach to
determining the hygroscopic properties of aerosol has been the use of Humidified
Tandem Differential Mobility Analyzers (H-TDMA) (Swietlicki et al. 2008). These
instruments measure the change in electric mobility diameter of aerosol. Since the
technique measures changes in size, optical properties must be inferred using Mie
calculations or empirical data. Nephelometry, a technique for measuring integrated light
scattering, has successfully been coupled with humidification systems to determine the
scattering response of aerosol to high humidity (Gomez et al. 2018).
Despite the global impact that changes in SSA due to water uptake by light-absorbing
aerosol might have, the measurement of these effects is still challenging. Absorption is
typically measured using one of three different methods: attenuation of light by aerosol
deposited on filters, photoacoustic spectroscopy, or difference between extinction and
scattering. Filter based methods are prone to several biases because the morphology of
individual particles is disturbed at deposition and the method performs erratically at
medium-high RH (Arnott et al. 2003). Some studies using humidified nephelometers to
estimate light scattering have measured absorption using filter-based methods at low RH
6

but then assume no change in absorption occurs at high RH to estimate SSA (Nessler et
al. 2005; Fierz-Schmidhauser et al. 2010). However, absorption is an RH dependent
parameter, and the absorption measurement is performed on a volume of aerosol that
differs from the scattering measurement volume.
Photoacoustic instruments with integrated nephelometers can provide accurate
measurements of SSA. An advantage of this method is that the scattering and absorption
measurements are performed on the same volume; however, the performance of
photoacoustic measurements degrades when RH>65% (Arnott et al. 2003 ; Langridge et
al. 2013). In extinction minus scattering (EMS) methods, scattering and extinction are
measured separately. Typically, scattering is measured using an integrating nephelometer,
and extinction is measured using a cavity-enhanced technique such as a cavity ring down
spectrometer (CRDS). Recently, instrumentation capable of measuring extinction and
scattering on the same sample volume have been developed, reducing the uncertainty
involved with measurements on separate volumes and allowing for accurate measurement
of SSA (Onasch et al. 2015). Instruments capable of performing the EMS method to
determine the RH dependency of aerosol SSA have also been recently developed (Zhou
et al. 2020; Carrico et al. 2021). Such instrumentation will be critical for determining
optical parameterizations for aerosol containing light-absorbing materials and should help
to better reduce uncertainties involving light-absorbing aerosol.
1.1.3 Remote Measurement
Instruments that perform in situ aerosol measurements are a powerful tool for
understanding their properties. However, in the atmosphere, fluctuations occur over faster
time scales and smaller spatial scales that cannot be probed by many instruments. Most
instruments require averaging times of a minute or longer to achieve sensitivity capable
of measuring atmospheric aerosol with a high degree of precision. In addition, the
sampling volumes of these instruments are often larger than the volumes in which small
scale fluctuations occur. Furthermore, these instruments are generally only able to sample
the aerosol in a single location, such as a sampling port. This means that the sample is
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extracted from its environment, potentially changing the atmospheric state of the sample
and losing important information as a result. Therefore, the effects of localized
fluctuations operating on small time scales on an ensemble of aerosol is lost. One such
instance is the effects of humidity fluctuations on aerosol properties. Processes such as
deliquescence can lead to significant growth in aerosol over a very small range of RH
values. Fluctuations in RH that push small, localized regions beyond an aerosol’s
deliquescence point could lead to significant growth in aerosol, even if the average RH
(or supersaturation) is too low for ensemble deliquescence to occur.
It would therefore be advantageous to generate a map of the humidity field and the light
scattering within a test volume, such as inside the Michigan Tech Cloud Chamber
(Chang et al. 2016). The Michigan Tech Cloud Chamber, also known as the Π-Chamber,
can produce clouds through turbulent mixing via Rayleigh-Benard convection. The ΠChamber can also be operated in a subsaturated mode, allowing for measurements of
cloud-free atmospheric state on aerosol in a turbulent environment. Measurements from
within the Π-Chamber are made by sampling the chamber using external instrumentation
or by immersing sensors within the cloud volume. One example of the latter is a
thermistor array for the measurement of the spatial temperature profiles within the cloud
chamber. These thermistors could disrupt the flow within the chamber, making it difficult
to clearly detect turbulence-induced processes. Extraction of the samples from inside of
chamber using external instruments can alter the humidity and temperature of the sample,
due to a temperature difference between the instruments and the sample. This
temperature difference could influence the measurement of important variables, such as
aerosol size. Remote, non-invasive measurements avoid such issues and allow for
measurement of important parameters without internal or external influence.
To perform remote measurements that explore the role turbulence plays on the optical
properties of aerosol, three simultaneous measurements are necessary: temperature, water
vapor, and elastic scattering intensity. The first two measurements are for determining the
RH field within the chamber as Equation 1.1, while the third measurement is for
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determining the optical response of aerosol and cloud droplets to these changes. Of these
measurements, remote temperature measurement is the most challenging. There are
several methods available for the remote measurement of temperature; however, pure
rotational Raman (PRR) has largely become the method of choice in atmospheric LiDAR
applications (Wulfmeyer et al. 2015). The intensity of lines within the PRR spectrum
depend on the temperature according to the Maxwell-Boltzmann distribution. This
method is performed by isolating two sections of the PRR spectrum using optical
bandpass filters and taking a ratio of the two transmitted signals (Behrendt et al. 2002).
An issue with PRR measurement is that it is spectrally close to the elastic scattering,
which results in light leakage through the bandpass filters. This is especially true in a
volume such as the Π-Chamber, which will be filled with particles that are elastically
scattering. Light leakage is dependent on spectral proximity of the elastically scattered
line to the filter transmission wavelength window, as well as the angle of incidence of
light with respect to the band-pass filter. In LiDAR, angularly dependent leakage is
mitigated somewhat by having extremely limited fields of view (typically 0.75 mrad or
less) which forces light to have near normal incidence with the filters (Radlach et al.
2008). However, a remote measurement system within the cloud chamber will not have
this advantage, as we anticipate fields of view greater than 30 mrad may be necessary to
image a section of the Π-Chamber large enough to see spatial variations in temperature.
As a result, we choose to focus on the vibro-rotational Raman (VRR) spectrum of N2 and
O2, which is spectrally distant from elastic scattering. The VRR spectrum’s temperature
dependence is like that of the PRR spectrum; however, the intensity is two orders of
magnitude lower. As a result, research examining the efficacy of deriving temperature
from the VRR spectra of N2 and O2 is somewhat limited. This dissertation will show
experiments and analyses used to infer temperature from the VRR spectrum and how we
used our results to quantify the best methods to apply for the study of aerosol response to
temperature fluctuations in a turbulent medium.
To non-invasively estimate relative humidity within the cloud chamber, the water vapor
mixing ratio needs to be measured in tandem with temperature. This measurement should
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be performed by taking a ratio of the fundamental vibrational Raman transitions for water
vapor and nitrogen, which is well mixed and has a constant number concentration in the
atmosphere (Cooney 1970). Like the VRR spectra, the fundamental vibrational lines are
spectrally distant from elastic scattering and therefore less prone to leakage. The water
vapor measurement was demonstrated in lab by Chibirev et al., who found that the
system described in Chapter 4 of this paper could achieve mixing ratio sensitivity of
3.3×10-7 kg/kg (Chibirev et al. 2018). For standard atmospheric conditions, this is good
enough for RH measurements to be made with precisions as good as 0.002%. The
measurement of RH is therefore limited to the sensitivity of the temperature
measurement. The sensitivity of the water vapor measurement is related to sum of the
inverse roots of the number of photons collected from the nitrogen and water vapor
vibrational lines. Assuming the photons detected are linear with laser power, the current
setup should provide an order of magnitude better sensitivity in water vapor detection.

1.2 Research Objectives
The objective of this dissertation is to understand how temperature and water vapor affect
the optical properties of aerosol. Novel measurement methods were implemented to
investigate how temperature and water vapor play a role in altering the optical properties
of aerosol. This dissertation will center around the following research topics:
a) Describing and characterizing the humidified cavity attenuated phase shift
albedometer (H-CAPS-PMSSA) system developed at the Los Alamos National
Laboratory.
b) Quantifying and parameterizing size-dependent light scattering truncation biases in
the H-CAPS-PMSSA. A software package for predicting truncation is described, and
empirical relationships between Mie theory, aerosol diameter, and truncation are
derived.
c) Discussing an optical study on ammonium sulfate and nigrosin, as well as mixtures of
the two. From this we determined the following:
10

i.

Refractive indices of nigrosin and the ammonium sulfate nigrosin mixtures.

ii.

Hygroscopic properties of each aerosol species.

iii.

Enhancements in single scattering albedo and absorption

iv.

Parameterization of the single scattering albedo as a function of nigrosin
volume fraction.

v.

Parameterization of absorption enhancements as a function of scattering
enhancement.

d) Non-invasive temperature measurement using the vibro-rotational spectrum of O2 and
N2. Three expressions for temperature are derived and compared:
i.

Two-line ratios: ratio of any two lines in the VRR spectrum of O2 and N2

ii.

Linear regression of VRR line intensities from the same branch

iii.

Ratios of two sections of the VRR spectrum, each containing multiple lines
and increased line intensity.

1.3 Dissertation Overview
This section provides a brief description of the structure of the dissertation and how the
chapters are organized. The chapters are of the dissertation are as follows:
Chapter 1 is the introduction.
Chapter 2 provides an overview of H-CAPS-PMSSA. This instrument can measure
extinction and scattering as a function of relative humidity. Experiments were performed
at Los Alamos National Laboratory as part of the DOE Office of Science Graduate
Student Research Program to characterize the instrument, with particular focus on sizedependent light scattering truncation biases. Experimentally measured biases are
compared to Lorenz-Mie calculations, and empirical corrections are derived. These
corrections are then compared to truncation values measured from humidified ammonium
sulfate. It is then determined that the empirical correction based on aerosol diameter
works best for humidified aerosol. This correction scheme is used in Chapter 3.
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Chapter 3 covers experiments that were performed on ammonium sulfate and nigrosin,
as well as two mixtures of these substances, using the H-CAPS-PMSSA at Los Alamos
National Laboratory in the Fall of 2018 and 2019. Experiments were performed to
determine the refractive indices of nigrosin as well as of two mixtures of ammonium
sulfate and nigrosin at different molar fractions. We report the hygroscopic properties of
these mixtures and compare them to volume mixing rules. Then, enhancements in single
scattering albedo and absorption were parameterized based on the volume fraction of
nigrosin and scattering enhancement, respectively. These or similar parameterizations
could be used in climate models to better estimate light absorption of mixtures.
Chapter 4 covers experiments and analyses looking at noninvasively inferring
temperature from the VRR spectra of N2 and O2 using a multi-pass cell and high-power
CW laser. Several expressions are derived and applied to the measured VRR spectrum.
These methods are then compared to each other using statistical methods. We determine
which methods are the most self-consistent and achieve the highest precision, and which
regions of the spectra are the most suitable for accurately and precisely measuring
temperature.
Chapter 5 summarizes the work and results from the previous chapters. The implications
of the results are discussed, and future directions and potential studies are proposed.
These future research activities should allow for a better understanding of the role water
vapor and temperature play in affecting the optical properties of aerosol also in the
presence of small spatial and temporal temperature and water vapor mixing ratio
fluctuations due to atmospheric turbulence.
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2 Humidified Cavity Attenuated Phase-Shift
Albedometer
Water condensing on atmospheric particles can enhance their ability to scatter and absorb
sunlight. Therefore, an accurate assessment of these enhancements is key to understand
the particles’ effects on climate. A novel method for measuring the light extinction and
scattering of atmospheric particles exposed to high relative humidity has been developed.
A cavity attenuated phase-shift albedometer (CAPS-PMSSA) was integrated with a
humidifier that allows us to control the humidity of the sample volume. In this chapter we
describe the instrument and report various characterizations of the instrument. Of
particular interest to absorption measurement using this instrument is the size-dependent
truncation, or the amount of light lost due to leakage through the instrument’s apertures.
Custom Python software for predicting this truncation is introduced and compared to
empirical corrections. It is found that the truncation is enhanced by the reflectivity of the
cavity’s central tubing, and the empirical methods are the best method to use for now.

2.1 Introduction
Aerosol and water vapor are abundant within earth’s atmosphere and interact with each
other playing a significant role in regulating earth’s radiative balance. Aerosol directly
influence the amount of light reaching Earth’s surface through light scattering and
absorption, commonly referred to as the aerosol direct effect (Charlson et al. 1992).
Parameters related to aerosol, especially light-absorbing aerosol, represent some of the
largest sources of uncertainty in climate models (Regayre et al. 2018; Bellouin et al.
2020). One area in which this could be improved is how absorption from light-absorbing
aerosol responds to increasing humidity (Cappa et al. 2012; Wang et al. 2018). Due to the
difficulty of the measurement, there is a lack of data quantifying how the absorption
changes with humidity for light-absorbing aerosol. It is because of these challenges that
new instrumentation is necessary for the reduction of uncertainties associated with
aerosol representations in models.
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2.1.1 Hygroscopic Properties of Aerosol
Aerosol that readily adsorb water in an environment at a given relative humidity (RH) are
referred to as hygroscopic. When exposed to a change in RH, an aerosol will exchange
water molecules with the atmosphere. As a result, the size of the aerosol changes until the
vapor pressure of the water adjacent to the aerosol is in equilibrium with the surrounding
environment at the new RH. The change in aerosol size due to a change in RH from 0 to
𝑅𝑅𝑅𝑅 is quantified by the growth factor defined as:
𝑔𝑔[𝑅𝑅𝑅𝑅] = 𝑑𝑑[𝑅𝑅𝑅𝑅]⁄𝑑𝑑0

Equation 2.1

where 𝑑𝑑0 is the dry diameter, or diameter when RH=0%, of the aerosol. However,

RH=0% is difficult to achieve. For aerosol size changes when the relative humidity
increases from 𝑅𝑅𝐻𝐻𝑙𝑙𝑙𝑙 to 𝑅𝑅𝐻𝐻ℎ𝑖𝑖 , Equation 2.1 can be expressed as:
𝑔𝑔[𝑅𝑅𝑅𝑅ℎ𝑖𝑖 , 𝑅𝑅𝐻𝐻𝑙𝑙𝑙𝑙 ] =

𝑔𝑔[𝑅𝑅𝐻𝐻ℎ𝑖𝑖 ] 𝑑𝑑[𝑅𝑅𝐻𝐻ℎ𝑖𝑖 ]
=
𝑔𝑔[𝑅𝑅𝐻𝐻𝑙𝑙𝑙𝑙 ] 𝑑𝑑[𝑅𝑅𝐻𝐻𝑙𝑙𝑙𝑙 ]

Equation 2.2

This equation allows for comparison of aerosol size changes between any two relative
humidity values.
Köhler theory is typically employed to describe the growth of hygroscopic aerosol
exposed to a humid atmosphere. The diameter of a hygroscopic aerosol in equilibrium
with the atmosphere is dependent on the concentration of the solute within the aerosol,
the Raoult effect, as well as the curvature of the aerosol, the Kelvin effect (H.R.
Pruppacher 1997). Petters and Kreidenweis distilled this formulation down to a single
parameter equation known as the κ-Köhler equation (Petters and Kreidenweis 2007). This
formulation uses a single parameter, hygroscopicity parameter κ, to relate the water
activity (𝑎𝑎𝑤𝑤 ) of an aerosol to the volume of water uptake (𝑉𝑉𝑤𝑤 ) for a given solute volume
(𝑉𝑉𝑠𝑠 ):

1
𝑉𝑉𝑠𝑠
= 1 + 𝜅𝜅
𝑎𝑎𝑤𝑤
𝑉𝑉𝑤𝑤

Equation 2.3
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For large droplets, 100nm or greater, the water activity and RH are nearly equal (Lewis
2008; Brock et al. 2016). This allows for a simplified form of the κ-Köhler
parameterization for determining the diameter ratio:
1⁄3
𝑅𝑅𝑅𝑅
�
𝑔𝑔[𝑅𝑅𝑅𝑅] = �1 + 𝜅𝜅
100 − 𝑅𝑅𝑅𝑅

Equation 2.4

This formulation is with respect to the dry volume equivalent diameter of the aerosol, so
often this equation is applied in conjunction with Equation 2.2 for estimating the value of
an aerosol’s κ value.
Humidified tandem differential mobility analyzers (H-TDMA) have been the primary
method of determining an the hygroscopicity of different aerosol particles (Swietlicki et
al. 2008). The technique exposes the same aerosol sample at two different relative
humidity values and then measure is the size distribution of the aerosol at each RH value
to determine 𝑔𝑔. The hygroscopicity of an aerosol is largely dependent on its composition.

For example, soot is generally hydrophobic when freshly emitted (Weingartner et al.

1997), meanwhile inorganics salts such as ammonium sulfate are very hygroscopic (Tang
and Munkelwitz 1994; Petters and Kreidenweis 2007). In fact, aerosol hygroscopicity
tends to be inversely correlated with carbonaceous fraction (Carrico et al. 2005; Orozco
et al. 2016).
2.1.2 Optical Properties of Aerosol
The single scattering albedo (SSA) of an aerosol at a specific wavelength, λ, can be
described by taking the ratio of the aerosol’s scattering (𝜎𝜎𝑠𝑠𝑠𝑠𝑠𝑠 ) and extinction (𝜎𝜎𝑒𝑒𝑒𝑒𝑒𝑒 ) crosssections at λ to give you single scattering albedo (SSA):
𝑆𝑆𝑆𝑆𝑆𝑆[𝜆𝜆] =

𝜎𝜎𝑠𝑠𝑠𝑠𝑠𝑠 [𝜆𝜆]
�𝜎𝜎 [𝜆𝜆]
𝑒𝑒𝑥𝑥𝑡𝑡

Equation 2.5

The single scattering albedo is an important quantity for determining the climatic impact
of aerosol (Chylek and Wong 1995). Since scattering and absorption are additive, only
two of the three optical properties are necessary to calculate SSA. Often the optical
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properties of an aerosol are wavelength dependent. For absorption, the wavelength
dependence is often quantified using measurements at two wavelengths through the
absorption Ångström exponent (AAE) (Ångström 1964):
𝐴𝐴𝐴𝐴𝐴𝐴[𝜆𝜆1 , 𝜆𝜆2 ] = − 𝑙𝑙𝑙𝑙 �

𝜎𝜎𝑎𝑎𝑎𝑎𝑎𝑎 [𝜆𝜆1 ]
𝜆𝜆1
��𝑙𝑙𝑙𝑙 � �
𝜎𝜎 𝑎𝑎𝑎𝑎𝑎𝑎 [𝜆𝜆2 ]
𝜆𝜆2

Equation 2.6

Angström exponents can be extended to scattering and extinction and are often referred
to as the scattering Ångström exponent (SAE) and extinction Ångström exponent (EAE),
respectively.
2.1.3 Measuring Absorption of Humidified Aerosol
Direct methods of measuring absorption are generally not suited for high relative
humidity experiments. Filter deposition-based methods, such as the particle soot
absorption photometer (PSAP), are prone to biases and perform erratically at mediumhigh RH (Arnott et al. 2003). Photoacoustic instruments, which measure absorption by
converting absorbed electromagnetic energy into an acoustic wave, perform poorly when
the RH ≥65% (Arnott et al. 2003). This is due to the loss of acoustic energy in absorbing
aerosol due to the evaporation of water (latent heat) within the sample (Langridge et al.
2013). Measuring the extinction and scattering of humidified aerosol has proven less
daunting. Nephelometers are generally employed for experiments looking at the
scattering of lab and ambient aerosol (Fierz-Schmidhauser et al. 2010; Gomez et al.
2018). Cavity-based systems, such as cavity ring down spectrometers (CRDS), have been
implemented to determine the extinction of humidified aerosol (Flores et al. 2012; Brock
et al. 2016). The cavity attenuated phase-shift (CAPS) technique has allowed extinction
measurements with large optical path lengths and compact instrumental size (Kebabian et
al. 2007). One such system was recently outfitted with an integrating nephelometer for
simultaneous measurement of particle extinction and scattering on the same volume
(Onasch et al. 2015). This instrument is known as the CAPS-PMSSA, and its modification
for humidity experiments and subsequent characterization are the primary focus of this
chapter.
20

Absorption can be inferred from an aerosol sample in the CAPS-PMSSA using the
extinction minus scattering method (EMS). The EMS method is generally only sensitive
if the extinction measurement is performed over a long optical path length, such as those
obtained using an optical cavity (H. Moosmüller et al. 2009). The big disadvantage of
determining absorption using EMS that the absorption of high SSA aerosol have high
uncertainty. The high relative uncertainty for absorption is due to the uncertainty in
scattering and extinction being added in quadrature, whereas the absorption is calculated
by taking a difference. It is therefore best to perform extinction and scattering
measurements simultaneously and on the same sample volume to avoid systematic errors
in either measurement (H. Moosmüller et al. 2009). This is especially true for
measurements of aerosol where humidity can alter their optical properties. Additionally,
any biases in the extinction and scattering measurement carry over into the calculated
absorption. It is therefore imperative to minimize, or correct, any form of bias present in
either measurement. The next section covers one such bias and how we correct for it in
the H-CAPS-PMSSA.
2.1.4 Truncation Errors in Scattering Measurement
Scattering is not angularly isotropic; rather, the intensity of light scattered at specific
angles are highly dependent on the size, shape, and refractive index of the particle
(Bohren and Huffman 1998). To measure the integrated scattering coefficient of an
aerosol sample, an instrument would need to measure the full scattering phase function
(Varma et al. 2003). However, this is infeasible as apertures are needed for light and
aerosol to enter the instrument and the instrument must be finite in length. As a result,
constraints are placed on scattering instrumentation on the near forward and backward
scattering angles (Anderson et al. 1996). Truncation refers to the unmeasured scattered
light due to these instrumental constraints. Aerosol become more forward scattering as
they increase in size, thus larger aerosol will have high truncation error and the truncation
error of hygroscopic aerosol will increase with RH. Additionally, truncation errors can be
a factor of two larger for light-absorbing aerosol than for non-absorbing aerosol (Hans
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Moosmüller and Arnott 2003). Recently, an albedometer was developed incorporating
cavity-enhanced extinction measurements and similar scattering measurement geometry
to the CAPS-PMSSA (Zhou et al. 2020). This study used truncation reduction tubes to
limit angular truncation losses, but size-dependent truncation corrections were not
reported.

2.2 Instrumental Overview
2.2.1 Cavity Attenuated Phase Shift Albedometer
The following section is a brief description of the CAPS-PMSSA. A more complete
description can be found in Onasch et al., (Onasch et al. 2015). The CAPS-PMSSA
measures both the scattering and extinction attenuation coefficients simultaneously, and
the measurement for both parameters is performed on the same sample volume. Figure
2.1 shows the internal geometry of the CAPS-PMSSA. The optical cell within the CAPSPMSSA is bookended by two high reflectivity mirrors (HRM). The reflectivity of these
mirrors is greater than 0.9998, which allows for an equivalent optical path length of 2km.
Light emitted from a square wave modulated (17kHz) light emitting diode (LED) at is
collimated, passed through a bandpass filter (BP) centered on 450nm, and then enters the
optical cavity through the input HRM. Light that transmits through the output HRM is
imaged onto a large vacuum photodiode (PD). Light that makes it this far is phase-shifted
from the input light, and this phase shift is dependent on the extinction within the cell
(Kebabian et al. 2007). The optical cavity is encased by an integrating sphere used for
scattering measurement; this geometry allows for a maximum amount of light to be
collected by the photomultiplier tube (PMT) and reduces angular bias (Varma et al.
2003). Scattering measurements are only performed while the LED is off to reduce
measurement of stray radiation, and apertures are used to separate the HRM from the
aerosol sample. Aerosol are passed through the space between the two apertures, and the
space between each aperture and HRM are purged with filtered air to reduce the chances
of aerosol depositing on the HRM. Due to the purge space, a geometrical correction to
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the extinction measurement is required. Onasch et al. (Onasch et al. 2015) determined
this correction for the CAPS-PMSSA to be 1.37, and this correction is applied to the
extinction measurement via the instrument’s firmware.

Figure 2.1: Diagram of the CAPS-PMSSA. Some of the major components include an
LED light source, a collimating lens (L1), a bandpass filter (BP), two apertures, two
highly reflective mirrors (HR), a collection lens (L2). Extinction measurements are
performed using a photodiode, while scattering measurements are performed using a
photomultiplier tube (PMT). This diagram is based on Figure 1 from Onasch et al.
(Onasch et al. 2015).
2.2.2

Humidification System

The following section is a brief overview the of humidification system and enclosure
housing the CAPS-PMSSA. Greater detail is covered in Carrico et al.(Carrico et al. 2021).
A diagram of the enclosure is shown in Figure 2.2. Upon entry aerosol are passed through
a desiccant dryer containing DrieRite calcium sulfate. After passing through the dryer,
the aerosol could pass through one of two lines depending on whether the system is
operating in dry mode or humid mode. The system’s mode can be selected using custom
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Figure 2.2: Diagram of the enclosure containing the humidification system and H-CAPSPMSSA. The enclosure contains the following a) RH&T sensor, b) desiccant dryer, c)
humidifier, d) capacitive RH sensor, e) actuated ball valve, f) condensation trap, g) PID
controller, h) water reservoir, i) thermoelectric cooler, j) HEPA filter, k) circulating fan.
Incoming aerosol sample flow is depicted by a solid black line. After the split in the
sample line, humid and dry aerosol flow are depicted by red and blue lines, respectively.
The flow for purging the mirrors is depicted by the purple dashed line. The water line
and the PID control for the humidifier are depicted by blue and grey dotted lines.
data acquisition and process control software written in LabView. The software
communicates with an actuated 3-way ball valve, which allows us to control whether
aerosol pass through the dry line or the humid line. In the humid line, aerosol is passed
through a humidifier before being sent to the CAPS-PMSSA. The humidifier is cylindrical
in construction, and it consists of water permeable tubing surrounded concentrically by a
stainless-steel shell. The space between the tubing and the shell is occupied by water, and
we refer to this space as the water jacket. The aerosol sample passes through the water
permeable tubing, so the only thing separating the aerosol from the water jacket is the
water permeable tubing. Heat tape is wrapped around the shell, and insulation is wrapped
around the heat tape. Humidification within the humid line is accomplished by heating
the water jacket, the temperature of which is controlled by a proportional-integralderivative (PID) controller. This feedback loop is interfaced with a capacitive RH sensor
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immediately downstream of the humidifier. The instrument is outfitted with four relative
humidity and temperature sensors (RH&T). One RH&T sensor is immediately
downstream of the inlet, one downstream of the humidifier, one immediately upstream of
the CAPS-PMSSA, and one immediately downstream of the CAPS-PMSSA. Despite efforts
to keep the H-CAPS-PMSSA isothermal using insulation and circulating fans, there is an
increasing temperature gradient between the humidifier and the CAPS-PMSSA. As a
result, deliquescent aerosol will deliquesce upstream of the CAPS-PMSSA, and then as the
RH decrease,s the aerosol will move down the upper part of their hysteresis curve. This
means the observed deliquescence RH for aerosol are much lower than expected.
2.2.3 CAPS-PMSSA Truncation
The CAPS-PMSSA has openings in the near forward and backward scattering regions of
the integrating sphere. Any scattered light that leaks through these openings goes
unmeasured and represents a critical measurement bias, which we refer to as truncation.
We model truncation errors using two algorithms employing Lorenz-Mie theory
(henceforth referred to as Mie). The first is the C-based MieAmigo, a software developed
by Aerodyne for estimating the truncation within the CAPS-PMSSA. The second is a
custom software written in Python developed to have more flexibility and greater batch
processing ability compared to MieAmigo. Both are based on the Bohren and Huffman
algorithm for determining the optical properties of spheres (Bohren and Huffman 1998).
The Python code relies on the PyMieScatt Python package, developed by Benjamin
Sumlin at Washington University (Sumlin et al. 2018).
The MieAmigo and the Python-based codes treat the geometry of the cell similarly. This
geometry is described in Figure 2.3. The z-axis is defined along the axial coordinate of
the glass tube in the direction of the light propagation, and the origin is defined at the
center of the integrating sphere. We also assume azimuthal symmetry and that scattering
is only contributed by aerosol along the z-axis. There are three regions in which aerosol
can occupy within the CAPS-PMSSA: (1) before the integrating sphere, (2) inside of the
integrating sphere, and (3) after the integrating sphere. Only the case of an aerosol
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occupying the second is depicted in Figure 2.3. The forward (𝜃𝜃𝐹𝐹 ) and backward (𝜃𝜃𝐵𝐵 )
scattering angles represent the angles in which light does not escape the integrating

sphere. They are defined based on an aerosol’s position with respect to each opening. For
example, 𝜃𝜃𝐹𝐹 is defined as the angle from the z-axis in the forward direction to a diagonal
drawn from the particle to the edge of the opening in the forward direction, respectively.
The definition for 𝜃𝜃𝐵𝐵 is similar, but the diagonal is now drawn from the particle to the
edge of the opening in the backward direction.

Figure 2.3: Geometry considered for truncation calculations in the CAPS-PMSSA. The
z-axis is taken as the center line in each cell, and important positions along the z-axis are
denoted at the bottom. The blue arrow indicates the direction of light propagation. Also
depicted are the length of the cell (𝐿𝐿), the diameter of the tube (𝑑𝑑𝑡𝑡 ), the length in which
calculations are extended outside of the cavity (ℓ), the forward scattering angle (𝜃𝜃𝐹𝐹 ) the
backward scattering (𝜃𝜃𝐵𝐵 ), and the limits of integration (𝑧𝑧1 and 𝑧𝑧2 ).

Truncated and ideal scattering efficiencies are calculated at several positions along the zaxis. The truncation factor is then defined as a ratio of the truncated scattering efficiency
to the ideal scattering efficiency integrated from 𝑧𝑧1 to 𝑧𝑧2 along the z-axis:
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𝒯𝒯(𝑥𝑥) = 𝒯𝒯(𝑥𝑥0 , 𝑚𝑚0 )−1

𝑧𝑧

𝑧𝑧

2
∫𝑧𝑧1 𝑄𝑄𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 (𝑥𝑥, 𝑧𝑧, 𝑚𝑚)𝑑𝑑𝑑𝑑

2
∫𝑧𝑧1 𝑄𝑄𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 (𝑥𝑥, 𝑧𝑧, 𝑛𝑛 + 𝑖𝑖𝑖𝑖) 𝑑𝑑𝑑𝑑

Equation 2.7

where 𝑚𝑚 is the complex refractive index of the aerosols, 𝑥𝑥 is the is the size parameter of
the aerosol (𝑥𝑥 = 2𝜋𝜋𝜋𝜋⁄𝑑𝑑𝑝𝑝 ), and 𝒯𝒯(x0 , 𝑚𝑚0 )−1 is the truncation factor calculated for the
aerosol used to calibrate the instrument; 𝑥𝑥0 is the size parameter of the calibration

aerosol; and 𝑚𝑚0 is the refractive index of the calibration aerosol. It is assumed that 𝑥𝑥0 is
small enough such that 𝒯𝒯(x0 , 𝑚𝑚0 )−1 is one 1. The calibration is described in greater

detail in Section 2.3.2, but our process involves calibrating with ammonium sulfate size
selected at 150nm. The Python based program assumes 150nm monodisperse ammonium
sulfate aerosol for the default value for 𝒯𝒯(x0 , 𝑚𝑚0 )−1; however, this can be changed in the
dictionary containing instrumental settings. To quantify light that might scatter into the
integrating sphere from aerosol between the HRM and the integrating sphere, the

integration range begins and ends a distance (ℓ) outside of the integrating sphere. For an
integrating sphere of length 𝐿𝐿, the integration range starts at 𝑧𝑧1 = −0.5𝐿𝐿 − ℓ and ends at

𝑧𝑧2 = 0.5 + ℓ. The scattering efficiency is then defined as the scattering phase function
integrated from 𝜃𝜃𝐹𝐹 to 𝜃𝜃𝐵𝐵 :

𝑄𝑄(𝑥𝑥, 𝑧𝑧, 𝑚𝑚) = �

𝜃𝜃𝐵𝐵

𝜃𝜃𝐹𝐹

2𝑃𝑃[𝑥𝑥, 𝜃𝜃, 𝑚𝑚]
𝑠𝑠𝑠𝑠𝑠𝑠[𝜃𝜃]𝑑𝑑𝑑𝑑
𝑥𝑥 2

Equation 2.8

where 𝑃𝑃 is the scattering phase function, or angular distribution of scattered intensity. We
assume that the scattering phase function is symmetric about the z-axis. For 𝑄𝑄𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 , the
integration range is thus defined as 𝜃𝜃𝐹𝐹 = 0 to 𝜃𝜃𝐵𝐵 = 180. The angles of integration for
𝑄𝑄𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 are dependent on the position of the aerosol with respect to the interface of the

glass tube and the integrating sphere, as shown in Figure 2.3. For 𝜃𝜃𝐹𝐹 we have:
For 𝜃𝜃𝐵𝐵 we have:

𝜃𝜃𝐹𝐹 = �

𝜗𝜗𝐹𝐹 ; 𝑧𝑧 < 0.5𝐿𝐿
𝜋𝜋 – 𝜗𝜗𝐹𝐹 ; 𝑧𝑧 ≥ 0.5𝐿𝐿
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Equation 2.9

𝜃𝜃𝐵𝐵 = �

𝜗𝜗𝐵𝐵 ; 𝑧𝑧 < −0.5𝐿𝐿
𝜋𝜋 – 𝜗𝜗𝐵𝐵 ; 𝑧𝑧 ≥ −0.5𝐿𝐿

Equation 2.10

We define 𝜗𝜗F and 𝜗𝜗B as the arctangents of the aerosol’s displacement from each interface
and the half diameter of the glass tube:
𝜗𝜗𝐹𝐹 = 𝑡𝑡𝑡𝑡𝑛𝑛−1 �

0.5𝑑𝑑𝑡𝑡
�
|0.5𝑑𝑑𝑡𝑡 − 𝑧𝑧|

Equation 2.11

0.5𝑑𝑑𝑡𝑡
𝜗𝜗𝐵𝐵 = 𝑡𝑡𝑡𝑡𝑛𝑛−1 �
�
|−0.5𝑑𝑑𝑡𝑡 − 𝑧𝑧|

Our Python module uses trapezoidal integration to determine each of the integrals
(SciPy). The default instrument parameters provided in Table 2.1 are used in both codes.
Table 2.1: The default parameters used in MieAmigo and our Python based truncation
code.
𝝀𝝀

450 nm

𝑳𝑳

10 cm

𝒅𝒅𝒕𝒕

1 cm

𝓵𝓵

0.6 cm

𝒅𝒅𝒅𝒅

0.112 cm

𝒅𝒅𝒅𝒅

0.2∘

𝒅𝒅𝟎𝟎

𝒎𝒎𝟎𝟎

150 nm 1.53+0i

The Python module for estimating truncation contains four primary functions:
trunc_mono, and trunc_size_dist, trunc_lognorm, settings. Truncation factors for
monodisperse and polydisperse aerosol can be calculated using trunc_mono and
trunc_size_dist respectively. trunc_lognorm is a specialized wrapper around
trunc_size_dist that calculates the truncation factors for a distribution of known
geometric mean and standard deviation. The settings function is called in each of the
other functions and stores the default parameters listed in Table 2.1. When called, it
returns a Python dictionary containing all the default instrument parameters. These
default parameters can be changed in the setting function, though any change should be
accompanied by recalculating 𝒯𝒯(x0 , 𝑚𝑚0 ). This recalculation can be performed in the
function by setting the variable calBool=True, allowing for greater flexibility in

determining the truncation factor. The added flexibility allows for modifications between
different CAPS-PMSSA instruments or different calibration sources, but the user can

adjust different parameters such as ℓ to better match experimental results. Additionally,
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this level of flexibility allows a user to completely change the instrumental parameters to
match different instruments of similar geometry. One drawback of the Python based code
in comparison to MieAmigo is the performance. Python is inherently slower than C;
therefore, calculations take longer. While the Python code’s scripting capability usually
mitigates this, it is something to keep in mind when dealing with size distributions with
many bins.

Figure 2.4: Normalized scattering efficiency of various diameter aerosol within the
CAPS-PMSSA modelled using the Python based truncation code. The scattering
efficiencies were normalized such that the ideal scattering efficiency inside of the
integrating sphere was 1.0 for each diameter. Each diameter was simulated using a m=
1.53+0j, and ℓ = 1.0 cm was used in the calculations.

Figure 2.4 shows monodisperse Python based Mie estimates of the scattering efficiency,

normalized to the ideal case, along the z-axis of the CAPS-PMSSA. The cases of 𝑧𝑧 > 5 cm
and 𝑧𝑧 < −5 cm in this plot represent the light that is forward scattered and backward

scattered into the CAPS-PMSSA, respectively. For 100nm particles, the case with the most

isotropic scattering phase function, the amount of light backscattered into the instrument
is nearly equal to the front scattered light. As the diameter increases, the percent of
measured scattered light that came from outside the integrating sphere increases from
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4.3% to 8.2%. In each case but the 100nm case, the truncation factor was largely
dominated by forward scattered light from the 𝑧𝑧 < −5 region. Light scattered into the
sphere partially compensates the light exiting the integrating sphere. Despite these

competing effects, the measured scattering still becomes more truncated as the size of the
aerosol increases. The ratio of light gained to light lost inside of the cell decreased from
0.64 to 0.51 as aerosol diameter increased from 100 to 500 nm. However, Figure 2.4
suggests that larger ℓ may be necessary to fully quantify the light gained from scattering
outside of the integrating sphere, especially as the diameter of the aerosol increases.

2.3 Characterizing the H-CAPS-PMSSA
2.3.1

Geometry Factor

As mentioned in Section 2.2.1, the space between the HRM and apertures within the
CAPS-PMSSA is purged with dry air (see Figure 2.1). As a result, a small section of the
cavity is void of aerosol. This void along the optical path, along with the purging air
diluting the aerosol sample a small amount, results in the extinction measurement being
biased (Kebabian et al. 2007; Onasch et al. 2015). Onasch et al. measured the extinction
of PSL spheres of varying diameters, compared experimental results to the expected
extinction from Mie theory, and determined the geometry factor to be 1.37 (Onasch et al.
2015). Modini et al. (Modini et al. 2020) applied a similar approach to several CAPSPMSSA instruments of varying wavelengths during several field deployments during a
yearlong study. They found that instrument-to-instrument variability in the geometry
factor, even from instruments of the same wavelength, varied by as much as 3% for some
instruments over the test period (Modini et al. 2020).
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Figure 2.5: Linear fit of measured and modelled extinction cross-sections for polystyrene
Latex spheres of varying size. A slope near 1 indicates that the geometric factor has not
deviated from the factory setting.
To confirm our instrument’s geometric factor, we measured the extinctions of four
different sizes of polystyrene Latex spheres (PSL) (269nm, 300nm, 350nm, and 495nm).
The PSL (ThermoScientific TS#3xxxA) were generated using a portable aerosol
generator (TSI 3079A), and then mobility and mass size selected using an electrostatic
classifier (TSI 3080) and a centrifugal particle mass analyzer (CPMA) connected in
series. A condensation particle counter (CPC, TSI 3010) was run in parallel with the
CAPS-PMSSA to measure the particle concentration. Extinction cross-sections were
determined by dividing the extinction attenuation coefficient measured by the CAPSPMSSA and the concentration. In Figure 2.4, we compare the measured extinction crosssection to the expected extinction calculated from PyMieScatt by using a linear fit. The
slope is nearly 1.0, which confirms that the correction has not drifted or deviated from the
firmware programmed value. This is an important parameter to confirm, as it suggests
that further corrections to our extinction data is not necessary.
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2.3.2 Calibration
To accurately determine the scattering of an aerosol, a cross-calibration step is
necessary. This is performed by scaling the scattering coefficient to the extinction
coefficient using a non-absorbing aerosol (ω~1) with a relatively small diameter to avoid
biases from truncation. For non-absorbing aerosol, the extinction and scattering should be
equal. We regularly perform this calibration by generating and size-selecting ammonium
sulfate using the same procedure outlined in Section 2.3.1. We chose to size select the
ammonium sulfate ((NH4 )2 SO4, Sigma Aldrich Inc. CAS 7783-20-2) at 150nm because

it is small enough that truncation biases are low but large enough to get a relatively large
dynamic range of signal (≥100 Mm-1).

Figure 2.6: An example of a calibration fit using 150 nm ammonium sulfate aerosol.
This was the second calibration used to confirm that the first calibration was effective.
Between 1 and 200nm the truncation normalization, 𝒯𝒯(x0 , 𝑚𝑚0 )−1, increases by only
0.014 for ammonium sulfate. However, between 200 and 300nm, the truncation

normalization increases by 0.024. An example of this calibration is shown in Figure 2.6.
The calibration is performed iteratively, and for each iteration, the calibration coefficient
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is changed by multiplying the value of the slope until an iteration is performed where the
slope is within 1% of unity. During a field campaign, Modini et al. (Modini et al. 2020)
studied the stability of this calibration over the course of a field campaign. They found
that the calibration parameter for the 450nm instrument drifted by as much 34% during
the campaign, indicating the need to continually check the calibration of the instrument.
They were unable to determine diagnostically if this was the result of instrumental
malfunction.
2.3.3

Truncation Errors

Quantifying the size-dependent truncation for aerosol with extremely low absorption,
such as ammonium sulfate, can be performed by measuring the SSA for various sizes of
the aerosol. Because of the negligible absorption, the SSA for these aerosol should
remain 1.0 regardless of diameter. Any deviation from 1.0 is the result of truncation and
will scale directly with truncation. A comparison of the size-dependent truncation values
for doubly size-selected ammonium sulfate is shown in Figure 2.7. As can be seen, the
bias introduced by size-dependent truncation is as high as 13% for 500nm ammonium
sulfate aerosol. Additionally, Mie scattering calculations underestimate the measured
truncation, even when the extra-length parameter, ℓ, is set to 0. The reason for the

discrepancy between the Mie based code and the measured truncation factors is likely the
models’ failure to account for the reflectivity of glass tube. The MieAmigo estimate is in
good agreement with the Python estimate when ℓ = 0.6, which is expected, as

MieAmigo uses the same value for ℓ. Using radiative transfer modelling, Liu et al. (Liu
et al. 2018) found that truncation was largely dependent on the size and morphology of
the aerosol in addition to the reflectivity of the glass tube in the CAPS. Modini et al.
improved on the Mie-based approach by incorporating Fresnel equations into the
truncation calculation to estimate the likelihood of a scattered photon being reflected into
or out of the integrating sphere (Modini et al. 2020). Upgrading the Python program with
Fresnel equation reflection estimates is currently under way.
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Figure 2.7: Comparison of measured SSA of ammonium sulfate aerosol to Mie based
calculations for different diameter aerosol. Significant deviations between estimated and
measured truncation values are highlighted. Python estimates were performed by varying
the extra-length parameter, ℓ, from 0.0 to 1.0. These were estimated assuming a
monodisperse distribution and a complex refractive index of 1.53+0j.
It is apparent from Figure 2.7 that an empirical approach is still necessary for accurately
determining the truncation. Several experiments were performed to quantify the
truncation related errors within the CAPS-PMSSA. These experiments were then
compared to truncation values estimated using both Python and MieAmigo. They were
performed using ammonium sulfate, PSL, and nigrosin. Both ammonium sulfate and PSL
have low absorption at 450nm. Nigrosin (Alfa-Aesar, Inc. CAS: 8005-03-6) is a lightabsorbing aerosol that is often used as a surrogate for soot in aerosol optical properties
studies. Nigrosin and PSL are spherical in shape, making them ideal for comparison with
Mie theory (Lack et al. 2006). It has also been shown that ammonium sulfate can be
closely approximated as a sphere optical studies as well (Perry et al. 1978; Dick et al.
1998). Estimating the truncation for nigrosin required simultaneous measurements of
extinction and scattering using the CAPS-PMSSA and absorption using a three-wavelength
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photoacoustic soot spectrometer (PASS-3). For these measurements, we were careful to
keep the sample RH low (<20%) to avoid biases in the absorption measurement. Using
the additive relation between extinction, scattering, and absorption, we determined the
truncation of nigrosin in the CAPS-PMSSA:
𝐵𝐵𝑒𝑒𝑒𝑒𝑒𝑒,𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 − 𝐵𝐵𝑎𝑎𝑎𝑎𝑎𝑎,𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃3
= 𝒯𝒯
𝐵𝐵𝑠𝑠𝑠𝑠𝑠𝑠,𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶

Equation 2.12

The absorption Ångström exponent (AAE) calculated from the PASS-3’s 405nm and
780nm channels was used to estimate the photoacoustic absorption signal at 450nm using
Equation 2.6. The measured truncations for ammonium sulfate, PSL, and nigrosin are
plotted in Figure 2.8.

Figure 2.8: Empirical relations were determined for truncation corrections using dry
ammonium sulfate (ammonium sulfate), polystyrene latex (PSL), and nigrosin. This was
performed by: a) fitting the Mie truncations (Python) to the measured truncation values
for all aerosol species and b) fitting the aerosol diameter to the measured truncation
values for all aerosol species. Fitting results and quality of fit parameters are listed at the
top of each plot.
These measured truncations were plotted against Mie calculated truncations from our
custom software as well as volume equivalent diameters. Mie calculations were
performed using the refractive indices in Table 2.2. The empirical relations were
developed to estimate actual truncation using linear regression for both Mie estimated
35

truncation values, as well as particle diameter. Both models displayed a high degree of
2
agreement, as 𝑅𝑅 2 ≥ 0.9 and 𝜒𝜒𝑟𝑟𝑟𝑟𝑟𝑟
≤ 1.6, with the Mie-based fit performing marginally

better. However, the uncertainty of the diameter-based fit is about 1% for the range of
100-500nm, whereas the Mie-based fit is estimated to be about 10% in the same size

range. This suggests that the diameter of the aerosol is the most important factor over the
range of refractive indices explored.
Table 2.2: Refractive indices of test aerosol used to characterize the H-CAPS-PMSSA.
Aerosol

m=n+ki

Source

Ammonium Sulfate

1.53+0.00i

(Toon et al. 1976)

PSL

1.59+0.00i

ThermoScientific

Nigrosin

1.63+0.16i

Chapter 3

The dataset explored in Figure 2.8 was compiled entirely from aerosol in conditions with
low RH (<20%). Because of this, it is pertinent to understand how these truncation
correction schemes perform when applied to humidified data. In Figure 2.9, we find that
the diameter model performs best for humidified ammonium sulfate aerosol. These
aerosol were size selected for three different diameters (100, 200, and 300nm) prior to
humidification, and κ-Köhler theory was used to estimate the diameter of the humidified
aerosol. The hygroscopic parameter, κ, was determined from extinction data (see Chapter
3). We wanted to focus on only deliquesced ammonium sulfate, so we focused on data
collected when RH>70%. Volume mixing rules were used to estimate the refractive index
of the ammonium sulfate and water mixtures for Mie truncation estimates. The 𝑅𝑅 2 and 𝜒𝜒 2
statistics were used to determine how well the empirical models agree with the measured
data. We found that the diameter-based empirical fit had very good agreement with the

humidified ammonium sulfate data. The Mie truncation empirical fit did not perform as
well but could still be used effectively. Both models seem to over predict the truncation
somewhat for the 100nm size-selected aerosol. This is especially true for the Mie-based
estimation, because truncation calculations flatten at 1.0 between 100-200nm, while the
measured truncation correction continues to decrease. The Mie truncation model seems to
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also under predict the truncation for the 200nm size-selected aerosol, though it is within
the model uncertainty. Another difference between the two methods is the estimated
uncertainties. The uncertainty for the diameter-based method is comparable to that
predicted by Onasch et al. in the small particle limit but less than those reported in
Modini et al. (Onasch et al. 2015; Modini et al. 2020).

Figure 2.9: Overlay of the empirical relation developed in Figure 2.8 with humidified
ammonium sulfate data. Here we show comparison of model and data for a) Mie
estimated truncations b) diameters calculated using κ-Köhler theory. Aerosol were sizeselected at 100, 200, and 300nm prior to humidification. Fit quality statistics are used to
compare the empirical relations with the humidified data.

2.4 Summary and Conclusion
Determining the optical properties of humidified aerosol is challenging. This is especially
true for determining changes in absorption because of humidification of atmospheric
aerosol. To meet these challenges, we developed and characterized a humidified cavity
attenuated phase shift albedometer (H-CAPS-PMSSA). The instrument measures
extinction and scattering at controlled relative humidity, and absorption can be
determined from the extinction minus scattering (EMS) method. A limiting factor in the
accuracy of EMS methods is the propagation of uncertainty from these two
measurements. Biases such as size-dependent truncation of the scattering signal can lead
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to significant biases in absorption measurement. Therefore, we have measured and
reported size-dependent truncation of three important aerosol for characterizing optical
instrumentation: polystyrene latex spheres, ammonium sulfate, and nigrosin. We have
developed two empirical relations to correct for size-dependent truncation of the
scattering signal. The first method was to relate Mie Theory calculations of the truncation
to measured truncation values for all three aerosols using linear regression. The second
method related the diameter of the aerosol to the measured truncation values. In each
case, there was good agreement between the model and the data, but the method based on
Mie theory performed mildly better than the aerosol diameter approach. For humidified
ammonium sulfate aerosol, we found that the aerosol diameter approach performed much
better. This suggests that aerosol diameter is more important that refractive index when
determining size-dependent truncation. This study was limited to aerosol that are
spherical or aerosol considered nearly spherical in the case of ammonium sulfate.
Therefore, greater work would need to be done to relate truncation to morphology,
especially for light-absorbing aerosol with complex morphology such as soot.
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3 Laboratory Study of Humidified Ammonium Sulfate
and Nigrosin Aerosol Mixtures
Water vapor is one of the most important environmental influences with respect to
atmospheric radiation transport as it can have significant effects on the optical properties
of the aerosol. Water uptake can cause optical lensing effects – typically resulting in
enhanced absorption and scattering – and it can modify the aerosol morphology. For
example, absorption enhancements of up to three times have been predicted due to
lensing effects, with even larger scattering enhancements, while morphological
restructuring can enhance scattering by more than two times. A novel method for probing
the single scattering albedo of aerosol exposed to high relative humidity environments
has been developed. This system comprises a CAPS-PMssa monitor operating at 450 nm,
a controlled humidification system, and an accurate humidity measurement. The change
in a light-absorbing aerosol’s brightness, which is quantified by the single scattering
albedo (SSA), due to humidification is not very well understood. To study these effects,
we studied two ammonium sulfate and nigrosin mixtures, as well as pure aerosol. It was
found that SSA enhancements could be parameterized based on the volume fraction of
nigrosin within the aerosol using a simple quadratic function. The hygroscopic and
refractive of these aerosol were also investigated, and these were compared to established
volume mixing rules.

3.1 Introduction
Aerosol interact with light in the atmosphere by scattering and absorbing light. An
important factor in determining an aerosol’s optical properties, and therefore how it
interacts with radiation in the environment, is its composition. In the atmosphere, aerosol
are composed of complex mixtures of chemical species that can make predicting the
optical properties of these aerosol difficult. Complicating things further, an aerosol’s
hygroscopicity is dependent on the composition of the aerosol. At the same time, an
aerosol’s composition, and by extension its optical properties, is dependent on the
aerosol’s hygroscopicity and the relative humidity of the atmosphere. Organic aerosol
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make up anywhere between 20-90% of aerosol mass in the atmosphere, a large fraction
of which are water-soluble (Decesari et al. 2005; Kanakidou et al. 2005). Even still,
organic aerosol can modify the hygroscopicity of inorganic species. Saxena et al. found
that organics can enhance water uptake in rural settings (accounting for 25-40% of water
uptake), while they can diminish water uptake in urban settings. Many studies have
focused on determining the growth factors of humidified mixtures of organics and
inorganics salts. Typically, the inclusion of organics with inorganics will allow for
greater water uptake at lower RH values by shifting the deliquescence RH lower;
however, is will also suppress the water uptake for higher RH (Cruz and Pandis 2000;
Chan and Chan 2003). It is worth noting that little work has been done to look at how the
optical properties of aerosol mixtures are affected at high humidity. Of particular interest
is the optical properties of light-absorbing organics, such as black and brown carbon,
when mixed with hygroscopic non-absorbing aerosol. Wetted black carbon aerosol could
contribute a forcing change as high as 0.07 Wm-2 (Bond et al. 2013). These are the
biggest contributors to aerosol light absorption in the atmosphere but are often relatively
hydrophobic when freshly emitted (Weingartner et al. 1997). Aging and mixing with
more hygroscopic aerosol, such as non-absorbing organic species like ammonium sulfate,
could result in large changes in optical properties due to humidification. In this chapter,
we will investigate such a case using a novel humidified albedometer using a wellcharacterized absorbing aerosol species (nigrosin) mixed with an atmospherically
relevant and well-characterized non-absorbing species (ammonium sulfate). We will
observe changes in single scattering albedo (SSA) and absorption as a function of relative
humidity and develop parameterizations that can be applied to atmospherically relevant
mixtures of aerosol.
3.1.1 Optical Enhancement Due to Humidification
Water can make up a significant portion of an aerosol’s mass depending on the aerosol’s
hygroscopic properties and the relative humidity of the aerosol’s environment. Due to the
deliquescence-efflorescence hysteresis of many inorganic salts, the history of the aerosol
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is also an important factor in determining an aerosol’s water content. Changes in optical
properties resulting from changes in RH can be expressed as a ratio:
𝑓𝑓𝑜𝑜𝑜𝑜𝑜𝑜 [𝑅𝑅𝐻𝐻ℎ𝑖𝑖 , 𝑅𝑅𝑅𝑅𝑙𝑙𝑙𝑙 , 𝜆𝜆] =

𝜎𝜎𝑜𝑜𝑜𝑜𝑜𝑜 [𝑅𝑅𝑅𝑅ℎ𝑖𝑖 , 𝜆𝜆]
𝜎𝜎𝑜𝑜𝑜𝑜𝑜𝑜 [𝑅𝑅𝑅𝑅𝑙𝑙𝑙𝑙 , 𝜆𝜆]

Equation 3.1

where the subscript opt is used as a placeholder for one of the following optical properties:
extinction (ext), scattering (sca), or absorption (abs) cross sections. Another common

intensive parameter used to describe aerosol is the single scattering albedo (SSA), which
is a ratio of the scattering and extinction cross sections. The change in SSA as a function
of relative humidity can also be expressed as an enhancement ratio. Size increases lead to
enhancements in scattering, which can lead to reduced visibility, especially in urban
settings (Gupta et al. 2006; Zhang et al. 2010). Water also affects the morphology of the
aerosol, coating the particles and changing their shape or composition with various
(positive or negative) effects on their optical and radiative forcing properties (China et al.
2015; Wu et al. 2018). Many absorption methods, such as filter-based or photoacoustic,
are fraught with biases at high RH (Arnott et al. 2003; Langridge et al. 2013).
Quantifying how changes in RH can affect the optical properties of light-absorbing
aerosol has remained an open challenge, and a lack of observational data for lightabsorbing aerosol has contributed to the large uncertainty that aerosol is given in climate
models (Cappa et al. 2012). For example, studies that assume a flat absorption response
may overestimate SSA by as much as 0.05 (Redemann et al. 2001).
3.1.2 Morphology of internally mixed spheres
One way to model the optical properties of aerosol is Mie theory, which assumes a
spherically symmetric aerosol. For some aerosol, this is not an accurate assumption. For
example, freshly emitted soot has a fractal morphology, while mineral dust can exhibit
irregular shapes when emitted. However, several aerosol species have morphologies that
allow their optical properties to be closely approximated using Mie theory. The internal
structure of humidified aerosol is an important consideration for accurate Mie
calculations. Many models assume a homogenously mixed aerosol and calculate the
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refractive index as volume weighted average of the refractive indices of individual
components:
𝑑𝑑𝑖𝑖 3
𝑛𝑛𝑇𝑇 = � � � ∙ 𝑛𝑛𝑛𝑛
𝑑𝑑 𝑇𝑇

Equation 3.2

𝑖𝑖

where 𝑑𝑑 𝑇𝑇 and 𝑑𝑑𝑖𝑖 are the volume equivalent diameters of the mixed particle and its

individual components, respectively. The volume-weighted refractive index, 𝑛𝑛𝑇𝑇 , can

therefore be determined as a function of the refractive indices of each individual
component, 𝑛𝑛𝑖𝑖 . However, an individual aerosol may not be so well-mixed. For

humidified aerosol that include solid and insoluble components such as soot, the
components may be more distinct from each other. A common model for this is the coreshell model, where an insoluble core is surrounded by a liquid shell. Typically, the core is
made to be strongly absorbing, like with soot, and the shell is made to be non-absorbing,
like with sulfate.

Figure 3.1: Diagram of the grey-shell model. The diameters depicted are as follows: 𝑑𝑑𝑝𝑝
is the full diameter of the humidified aerosol, 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 is the diameter of the aerosol prior to
humidification, 𝑑𝑑𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 is the undissolved remnant of the aerosol after humidification.
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The grey-shell model refers to a model with a strongly absorbing core and slightly
absorbing shell. This model has been used to describe soot coated in brown carbon, a less
refractory organic compound that absorbs well in the UV, a system which has been found
to have a net warming effect on the atmosphere (Saleh et al. 2014). A variation of the
grey-shell model, depicted in Figure 3.1, can be conceived for water-soluble lightabsorbing aerosol. For an aerosol of increasing diameter due to water uptake, the core
will diminish in size according to its solubility:
3
3
3
𝑑𝑑𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐
= 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑
− 𝐶𝐶(𝑑𝑑𝑃𝑃3 − 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑
)

Equation 3.3

where 𝑑𝑑𝑝𝑝 is the volume equivalent diameter of the aerosol, 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 is the original diameter

of the aerosol prior to humidification, and 𝑑𝑑𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 is the diameter of the aerosol’s core after

humidification and dissolution. C is the solubility of the aerosol expressed as the volume

dissolved per volume of water. In the context of an aerosol exposed to increasing relative
humidity, as the core diminishes and aerosol diameter increases, the refractive index of
the shell remains constant until the core is completely dissolved. This assumes the
refractive index of the shell is determined by mixing the volume of dissolved core and
volume of water in the shell. This volume ratio remains constant until the core is
completely dissolved due to the dissolved fraction being dependent on the volume of
water by C. As a result, changes in refractive index for multi-component cores only start
occurring when one of the components become completely dissolved.

3.2 Experimental Methods
3.2.1 Experimental Setup
Aerosol were generated using a portable aerosol generator (TSI 3079A) and passed
through two column-shaped desiccant diffusion driers containing silica gel beads
(Droplet Measurement Technologies, Inc. ASSY 1110). The aerosol was then size
selected using two methods in series to minimize the number of doubly charged particles
within the sample. First, the aerosol was size selected based on the electric mobility using
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a long column dynamic mobility analyzer (DMA, TSI Inc. 3080L) and an x-ray charge
neutralizer (TSI 3087). A sheath flow of 10 lpm in the DMA was used for each
experiment. Then the aerosol were size selected based on mass-to-charge ratio using the
Centrifugal Particle Mass Analyzer (CPMA, Cambustion). The aerosol sample was then
split between the H-CAPS-PMSSA and either a CPC (TSI 3022A) or an additional SMPS
(TSI 3938). This second SMPS consisted of a DMA (TSI 3081), neutralizer (TSI 3088),
and a CPC (TSI 3750). The 3022A CPC was used during humidified aerosol experiments
to quantify the particle concentration in the sample line and allowed for the calculation of
the optical cross-sections of the aerosol. Size distributions measured by the SMPS were
used in tandem with the H-CAPS-PMSSA to determine the refractive indices of dry
aerosol.

Figure 3.2: Setup used for experiments involving the determination the refractive index
of aerosol mixtures at 450nm, as well as the humidification of aerosol mixtures.
Generated aerosol are passed through two desiccant driers prior to being doubly size
selected using an electrostatic classifier and centrifugal particle mass analyzer. The
aerosol is then split between the humidified cavity attenuated phase-shift albedometer,
condensation particle counter, and/or the scanning mobility particle sizer for
measurement of optical properties, particle concentration, and particle size distribution,
respectively.
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3.2.2 Overview of Test Aerosol
We conducted experiments looking at the optical properties of aerosol composed of
varying amounts of ammonium sulfate and nigrosin. Inorganic ammonium sulfate
((𝑁𝑁𝐻𝐻4 )2 𝑆𝑆𝑂𝑂4) salt particles are atmospherically relevant and have high SSA. They are

also highly hygroscopic, making it an important cloud condensation nucleus (CCN). Due
the high SSA and hygroscopicity ammonium sulfate is used in the characterization and
calibration of instrumentation that measure aerosol scattering and hygroscopicity.
Nigrosin is an organic dye most often used for staining in biological microscopy. As an
aerosol, nigrosin is strongly absorbing and can have an SSA values of 0.6 or less for
smaller diameter particles. Due to these properties, nigrosin is often used as a soot
surrogate when characterizing absorption measurement instrumentation. Nigrosin differs
from soot in that it is slightly hygroscopic, whereas freshly emitted soot is hydrophobic.
It is also spherical, which makes Mie-based optical models much more appropriate for
calculating the optical properties than for soot to constrain in Mie-based optical models.
Relevant properties of nigrosin and ammonium sulfate are listed in Table 3.1.
Table 3.1: Properties of aerosol components used in these experiments along with their
Chemical Abstracts Service (CAS) registry number. Data sources are as listed:
1
chem.nlm.nih.gov, 2(Moteki et al. 2010), 3sigmaaldrich.com, 4(Bluvshtein et al. 2017).
Aerosol

CAS #

Ammonium sulfate

7783-20-2

Nigrosin

8005-03-6

𝝆𝝆 (g/cc)

𝑪𝑪

1.771

0.4321

1.602

0.0063,4

𝑴𝑴 (g/mol)
132.11
616.51

In the atmosphere, sulfates can modify the hygroscopicity of organic material when they
are internally mixed. Such changes can affect the optical properties and atmospheric
lifetime of organic aerosol. In the laboratory, mixtures of ammonium sulfate and nigrosin
can be used to simulate mixtures of light-absorbing compounds with hygroscopic
compounds in the lab. Several studies have implemented this approach, however they are
often limited to testing mixing rules in relation to hygroscopicity (Flores et al. 2012;
Langridge et al. 2013) and refractive index (Flores et al. 2012; Cotterell et al. 2020).
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While Langridge et al. did perform absorption measurements, these were for the purpose
of diagnosing RH dependent biases in the photoacoustic instrument (Langridge et al.
2013).
In addition to making measurements of pure ammonium sulfate and nigrosin, we also
prepared two mixtures of these substances. The first mixture contained a 1:1 molar ratio
of ammonium sulfate (AS:N=1.0) to nigrosin, while the second contained a 4.7:1 molar
ratio (AS:N=4.7). The aerosol samples were prepared by weighing each aerosol
component using a mass scale with resolution of 0.1 mg, and then mixing them with
100ml of milli-pore purified water. Aerosol samples containing nigrosin were then
agitated in a sonication bath for a half-hour prior to humidification experiments to ensure
complete dissolution.
3.2.3 Determination of Aerosol Refractive Indices
We determined the refractive index for each mixture of ammonium sulfate and nigrosin,
as well as for pure nigrosin. Equipment issues prevented us from doing the same for pure
ammonium sulfate; however, the refractive index of ammonium sulfate has been well
characterized in several studies (Toon et al. 1976). Aerosol were mobility selected at
100nm, 200nm, and 300nm using a DMA, then mass selected using a CPMA, and finally,
the optical properties were measured using the H-CAPS-PMSSA running in its dry
operational mode (RH<15% in the cavity). An additional SMPS, connected parallel to the
H-CAPS-PMssa, was used to measure the size distribution of the aerosol sample. Each
experiment was conducted separately based on selected size and aerosol species,
accounting for 9 experiments in total. An experiment consisted of 5 or more size scans
using the SMPS at a resolution of 64 channels per decade. Each experiment took between
10 and 15 minutes to complete. The H-CAPS-PMSSA measured the extinction and
scattering of the sample during the entire duration of each experiment. The refractive
index is an important parameter for characterizing the aerosol and will be used in the
determination of the aerosol’s hygroscopic properties, as well as for optical modelling
purposes.
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3.2.4 Measurement of Humidified Mixtures
Humidification experiments were performed by sampling mobility and mass selected
aerosol using the H-CAPS-PMSSA and CPC in parallel. Aerosol flow was driven by these
instruments, each of which had a pump. Initially, the aerosol was passed through the dry
line in the H-CAPS-PMSSA for five minutes. The relative humidity of these samples was
usually less than 20%. Then a baseline check was performed by switching from the
aerosol sample line to a line connected to room air via a HEPA filter. These baselines
allowed us to account for any drift in the extinction and scattering signal. After the
baseline check, aerosol was reintroduced into the sample line. Once the aerosol
concentration stabilized after a minute or so, the H-CAPS-PMSSA was set to operate in
humid mode. This was performed by switching an actuated ball valve that diverted
aerosol from the humidifier within the H-CAPS-PMSSA. When the humidity measured
immediately downstream of the H-CAPS-PMSSA stabilized to around 50%, another
baseline check was performed. Once aerosol was reintroduced, the relative humidity was
ramped up. Baseline check were performed again when the relative humidity stabilized
around 70% and 85%. Occasionally, another baseline was performed between these steps
depending on the amount of time it was taking to ramp between 70% and 85%. After the
85% baseline check, the CAPS-PMSSA collected data at high RH for another 5 minutes
before ramping the relative humidity back downward. The ramp down occurred more
quickly than the ramp up, so baseline checks were only performed before and after the
ramp down. After the ramp down was complete, the H-CAPS-PMSSA was switched back
into dry operation and the aerosol sample was turned off.

3.3 Analysis and Results
3.3.1 Refractive Indices
For each experiment the concentration, 𝑁𝑁, at diameter 𝐷𝐷𝑝𝑝 ,was averaged for each of the
scans made by the SMPS. The size distributions from aerosol of shared species but
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different mass/mobility size selections were combined additively to create an aggregated
size distribution:
𝑁𝑁𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 �𝐷𝐷𝑝𝑝 � = 𝑁𝑁100𝑛𝑛𝑛𝑛 �𝐷𝐷𝑝𝑝 � + 𝑁𝑁200𝑛𝑛𝑛𝑛 �𝐷𝐷𝑝𝑝 � + 𝑁𝑁300𝑛𝑛𝑛𝑛 �𝐷𝐷𝑝𝑝 �

Equation 3.4

The H-CAPS-PMSSA data was averaged over the 10- to 15-minute timespan that the
SMPS was collecting data. The scattering was corrected for size-dependent truncation
bias using our custom Mie truncation estimation software written in Python. We found in
Chapter 2 that this software could be used to accurately determine the truncation bias
using an empirical relationship. Uncertainties in the scattering and extinction
measurement were determined using the uncertainties reported for the CAPS-PMSSA by
Onasch et al. (Onasch et al. 2015). The absorption was determined by taking the
difference between extinction and scattering, and the uncertainties were propagated
accordingly. The averaged optical properties for all three sizes of an aerosol species were
then combined additively in a similar fashion to the size distribution data.
The refractive indices of the aerosol were determined analytically using a grid search
algorithm similar to that employed by Cottrell et al. (Cotterell et al. 2020). We focused
the real part of the grid in the range 1.4≤n≤1.7 and imaginary part of the grid in the range
0.0≤k≤0.3. The step size used to generate the grid was 0.001 for both n and k. A grid of
complex refractive indices was then generated based on these input parameters.
Subsequently, Mie calculations were performed to generate grids for the optical
properties of the aerosol sample using the measured size distribution and the refractive
index grid. The Mie calculations were performed using PyMieScatt , a Mie calculation
routine written in Python and based on the Bohren-Huffman algorithm (Bohren and
Huffman 1998; Sumlin et al. 2018). The Mie estimated extinction and SSA were then
compared to the measured values and their uncertainties using the 𝜒𝜒 2 statistical

parameter. The refractive index is then determined by selecting the complex refractive
index that yielded the smallest combined 𝜒𝜒 2 :

2
2
2 [𝑖𝑖
[𝑖𝑖𝑛𝑛 , 𝑖𝑖𝑘𝑘 ] = 𝜒𝜒𝑒𝑒𝑒𝑒𝑒𝑒
𝜒𝜒𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐.
𝑛𝑛 , 𝑖𝑖𝑘𝑘 ] + 𝜒𝜒𝑆𝑆𝑆𝑆𝑆𝑆 [𝑖𝑖𝑛𝑛 , 𝑖𝑖𝑘𝑘 ]

Equation 3.5

where 𝑖𝑖𝑛𝑛 and 𝑖𝑖𝑘𝑘 are the positions within the grid. The 𝜒𝜒 2 values are then defined as:
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2 [𝑖𝑖
𝜒𝜒𝑒𝑒𝑒𝑒𝑒𝑒
𝑛𝑛 , 𝑖𝑖𝑘𝑘 ]

�𝐵𝐵𝑒𝑒𝑒𝑒𝑒𝑒,𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 [𝑖𝑖𝑛𝑛 , 𝑖𝑖𝑘𝑘 ] − 𝐵𝐵𝑒𝑒𝑒𝑒𝑒𝑒,𝑚𝑚𝑚𝑚𝑚𝑚 [𝑖𝑖𝑛𝑛 , 𝑖𝑖𝑘𝑘 ]�
=
2
𝜎𝜎𝑒𝑒𝑒𝑒𝑒𝑒,𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚

2

Equation 3.6

(𝜔𝜔𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 [𝑖𝑖𝑛𝑛 , 𝑖𝑖𝑘𝑘 ] − 𝜔𝜔𝑚𝑚𝑖𝑖𝑖𝑖 [𝑖𝑖𝑛𝑛 , 𝑖𝑖𝑘𝑘 ])2
2 [𝑖𝑖
]
𝜒𝜒𝑆𝑆𝑆𝑆𝑆𝑆 𝑛𝑛 , 𝑖𝑖𝑘𝑘 =
2
[𝑖𝑖𝑛𝑛 , 𝑖𝑖𝑘𝑘 ]
𝜎𝜎𝜔𝜔,𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚

The uncertainty is determined by finding the range of refractive index values that fall
2
within 1-σ on the 𝜒𝜒 2 distribution, or 𝜒𝜒 2 ≥ 𝜒𝜒𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐.,

𝑚𝑚𝑚𝑚𝑚𝑚

+ 2.28 for a dataset with two

degrees of freedom. In Table 3.2, we report the real and imaginary components of the
refractive index and compare these values to volume averaged values of the expected
ammonium sulfate refractive indices and the measured refractive index of pure nigrosin.
Table 3.2: Comparison of the real (𝑛𝑛) and imaginary (𝑘𝑘) refractive indices at 450nm for
measured values and those calculated from volume mixing rules from the literature value
for ammonium sulfate (Toon et al. 1976) and the measured value for nigrosin. Uncertainties
for each value are reported in parentheses.
Aerosol

--

1.53 (0.01)

AS:N = 4.7

𝒏𝒏𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎

1.56(0.03)

AS:N = 1.0
Nigrosin

Ammonium sulfate

𝒏𝒏𝒗𝒗𝒗𝒗𝒗𝒗

𝒌𝒌𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎

𝒌𝒌𝒗𝒗𝒗𝒗𝒗𝒗

--

10-7(10-7)

1.58 (0.02)

0.07 (0.02)

0.08 (0.02)

1.61(0.04)

1.62 (0.03)

0.12 (0.02)

0.13 (0.03)

1.63(0.04)

1.63 (0.04)

0.16 (0.03)

0.16 (0.03)

For the ammonium sulfate nigrosin mixtures, the volume averaged values were in good
agreement with the values measured directly. However, for both mixtures, the volumeaveraged values were slightly higher than the measured values. The measured values for
pure nigrosin are in good agreement with other studies that have been conducted on
similar wavelength ranges. Liu et al. (Liu et al. 2013) characterized their ellipsometry
instrument for use with organic compounds using nigrosin and found a refractive index of
1.63+0.13j at 450nm. Cotterell et al. (Cotterell et al. 2020), as well as Radney and
Zangmeister (Radney and Zangmeister 2015), measured the complex refractive index at
405nm and found refractive indices of 1.61+0.16j and 1.63+0.18j, respectively. These
values were in better agreement with our results but had a lower real refractive index and
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higher imaginary part than the values measured by Liu et al. (Liu et al. 2013) at 405nm
(1.67+0.11j). Nigrosin is a manufactured product, and it is entirely possible that measured
refractive indices are dependent on the lot number.
3.3.2 Determination of Hygroscopic Properties
Despite efforts to keep the sample line between the humidifier and the CAPS-PMSSA
isothermal, higher relative humidity values are observed upstream of the CAPS-PMSSA
(Carrico et al. 2021). As a result, deliquescence is typically observed below value
reported in literature. For example, the deliquescence point of ammonium sulfate is
observed at 𝑅𝑅𝑅𝑅 = 65% as opposed to the expected value of 𝑅𝑅𝑅𝑅 = 81% (Tang and

Munkelwitz 1994; Onasch et al. 1999). The deliquescence of the AS:N=4.7 mixture was
observed at 𝑅𝑅𝑅𝑅 = 69%, while the AS:N=1.0 mixture and nigrosin exhibit deliquescence.
The focus of our analysis will then be on RH values greater than 70% where the aerosol
are all expected to be hydrated. The optical properties measured using the H-CAPS-

PMSSA were bin averaged based on their relative humidity values, and the bin sizes were
chosen to be centered on integer values of RH and have an RH width of 1%.
Additionally, differences in losses due to aerosol deposition have not fully been
characterized between the dry line and the humid line of the H-CAPS-PMSSA. As a result,
optical enhancements are calculated by referencing optical measurements at 𝑅𝑅𝐻𝐻𝑟𝑟𝑟𝑟𝑟𝑟 =

53%. This value was chosen because it was the lowest stable RH across all experiments.
The hygroscopic parameter was determined as a function of RH for each experiment

from the extinction enhancement data. We refer to the hygroscopic parameter determined
using this method as the extinction hygroscopic parameter, or κ𝑒𝑒𝑒𝑒𝑒𝑒 . Least-squares

minimization and Mie calculations were used to determine the κ𝑒𝑒𝑒𝑒𝑒𝑒 value that best

predicted the measured extinction enhancements. This was performed by first estimating
the growth factor using a test κ value, then estimating the extinction from that growth
factor using PyMieScatt. This was performed until the κ𝑒𝑒𝑒𝑒𝑒𝑒 that minimized the 𝜒𝜒 2
statistic was determined:
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�𝑓𝑓𝑒𝑒𝑒𝑒𝑒𝑒,𝑀𝑀𝑀𝑀𝑀𝑀 − 𝑓𝑓𝑒𝑒𝑒𝑒𝑒𝑒,𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀. �
𝜒𝜒 =
2
𝜎𝜎𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓
2

2

Equation 3.7

2
is the uncertainty in the measured extinction enhancement. For each RH
where 𝜎𝜎fext

delineated extinction measurement, Monte Carlo simulations of extinction were

performed to estimate the uncertainty of the κ𝑒𝑒𝑒𝑒𝑒𝑒 . Each simulation consisted of randomly
generating an extinction enhancement, aerosol refractive index, and relative humidity
from their measured values and their uncertainties. The measured enhancement,

refractive index, and humidity were assumed to have Gaussian uncertainty, and the
randomly generated values were generated using the measured value and uncertainty as a
seed in a Gaussian weighted random number generator. These simulations were
performed alongside the least-squares regression to estimate κ𝑒𝑒𝑒𝑒𝑒𝑒 for the randomly

generated 𝑓𝑓𝑒𝑒𝑒𝑒𝑒𝑒 values. Onasch et al. found that extinction measurements using the CAPSPMSSA have an uncertainty of 5% (Onasch et al. 2015). The uncertainty in 𝑓𝑓𝑒𝑒𝑒𝑒𝑒𝑒 is about
7% as determined from basic error propagation. Each 𝜅𝜅 value was determined by

averaging the results of 100 simulations and using the standard error of all simulations as
a measure of uncertainty.

As can be seen from Figure 3.3, κ𝑒𝑒𝑒𝑒𝑒𝑒 varied as a function of RH. To accurately estimate
κ𝑒𝑒𝑒𝑒𝑒𝑒 [𝑅𝑅𝑅𝑅], we had to first estimate κ𝑒𝑒𝑒𝑒𝑒𝑒 at 𝑅𝑅𝐻𝐻𝑟𝑟𝑟𝑟𝑟𝑟 = 53%. For ammonium sulfate, since

𝑅𝑅𝐻𝐻𝑟𝑟𝑟𝑟𝑟𝑟 was less than the observed deliquescence RH, it is safe to assume κ𝑒𝑒𝑒𝑒𝑒𝑒 [53%] = 0
for ammonium sulfate. However, the same assumption might not hold for other aerosol

types. Estimation of κ𝑒𝑒𝑒𝑒𝑒𝑒 [53%] was performed by first guessing the value of κ𝑒𝑒𝑒𝑒𝑒𝑒 [53%]
and running the κ𝑒𝑒𝑒𝑒𝑒𝑒 determination code to determine κ𝑒𝑒𝑒𝑒𝑒𝑒 for every measured 𝑓𝑓𝑒𝑒𝑒𝑒𝑒𝑒

between 54%≤RH≤65%. Linear regression was then used to estimate κ𝑒𝑒𝑒𝑒𝑒𝑒 [53%] by

fitting κ𝑒𝑒𝑒𝑒𝑒𝑒 and extrapolating the resulting fit to 53%. This was performed iteratively until

κ𝑒𝑒𝑒𝑒𝑒𝑒 [53%] remained unchanged. The results from Figure 3.3 for κ𝑒𝑒𝑒𝑒𝑒𝑒 [70%] and κ𝑒𝑒𝑒𝑒𝑒𝑒

[85%], as well as the reference value κ𝑒𝑒𝑒𝑒𝑒𝑒 [53%], are summarized in Table 3.3. The κ𝑒𝑒𝑒𝑒𝑒𝑒

values for pure aerosol agree with those reported in the literature. Hygroscopic parameter,
κ𝑒𝑒𝑒𝑒𝑒𝑒 , were estimated from growth factors from Flores et al. to be 0.10±0.02 and
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0.10±0.05 at RH = 80% and 90%, respectively (Flores et al. 2012). Hygroscopic
parameter estimated from growth factors in Brem et al. was on the lower end of our
reported uncertainty ranges at κ=0.05 (Brem et al. 2012). This growth factor was based
on the assumption that scattering is linearly dependent on volume for small particles and
may underestimate the 𝜅𝜅 values as a result. For ammonium sulfate, Petters and

Kreidenweis suggests a range of 0.33 to 0.72 derived from hygroscopic parameters
(Petters and Kreidenweis 2007). Using an H-TDMA to measure growth factors and infer
κ values, Hansen et al. found κ in the range of 0.45 to 0.58 for ammonium sulfate at
RH=85%. The κ𝑒𝑒𝑒𝑒𝑒𝑒 [𝑅𝑅𝑅𝑅] for pure ammonium sulfate and both mixtures were found to

decrease with increasing RH. This trend is consistent with previous measurements and is
also predicted by the Aerosol Inorganic Model (Clegg et al. 1998; Royalty et al. 2017).

Figure 3.3: Hygroscopic parameter, κ, determined for RH greater than 70% for each
experiment. Diamonds (♦), dots (●), and triangles (►) are used to represent data size
selected at 100nm, 200nm, and 300nm, respectively. In addition, the darkness of the
marker colors increases with increasing Nigrosin fraction. Linear regression was used to
determine the red lines, while volume averages of the κ-fits for both mixtures are
represented by dashed blue lines.
55

The hygroscopic parameter, κ, was originally intended as a singular descriptor of aerosol
hygroscopicity. The decreasing trend of κ𝑒𝑒𝑒𝑒𝑒𝑒 as a RH increases suggests that either the κKöhler theory fails as a single parameter descriptor of aerosol or the derivation of κ from
extinction data is prone to RH dependent biases. The former possibility is suggested by
Lewis, as his analysis of Köhler theory suggests κ decreases as a solute becomes more
diluted in a droplet at RH below 95% (Lewis 2008).
Table 3.3:Hygroscopic parameters determined for RH=70% and RH=85% as well as the
hygroscopic parameter used for reference at RH=53%. Uncertainties for each value are
given in parentheses.
Aerosol
Ammonium
sulfate

AS:N = 4.7

AS:N = 1.0

Nigrosin

𝒅𝒅𝒑𝒑

100

𝜿𝜿[𝟓𝟓𝟓𝟓%]

𝜿𝜿[𝟕𝟕𝟕𝟕%]

0.69 (0.10)

0.61 (0.10)

200

0

0.73 (0.11)

0.64 (0.10)

300

0.66 (0.09)

0.62 (0.11)

100

0.40 (0.14)

0.32 (0.08)

0.38 (0.09)

0.32 (0.07)

300

0.37 (0.10)

0.31 (0.07)

100

0.24 (0.14)

0.19 (0.07)

0.20 (0.11)

0.19 (0.06)

300

0.21 (0.07)

0.17 (0.05)

100

0.11 (0.13)

0.10 (0.06)

0.09 (0.07)

0.09 (0.04)

0.08 (0.08)

0.07 (0.03)

200

200

200

0.05 (0.03)

0.14 (0.06)

0.08 (0.01)

300

𝜿𝜿[𝟖𝟖𝟖𝟖%]

Petters and Kreidenweis suggest that κ can be predicted for multicomponent aerosol
using volume weighted averages of each component’s κ-value (Petters and Kreidenweis
2007). The hygroscopic parameter for the AS:N=1.0 mixture is in good agreement with
those calculated from Flores et al, which was found to be 0.27±0.02 and 0.23±0.01 at
RH=80% and 90%, respectively. Volume weighted averages were applied to the
trendlines for ammonium sulfate and nigrosin. The volume weighted averages predicted
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the hygroscopic properties of the mixtures well. However, the slopes of the volume
weighted averages were quite different from the trendlines estimated for the mixtures.
Interestingly, the estimated κ-values for the mixtures at RH=53% do not follow these
volume mixing rules, as the AS:N=1.0 mixture had the highest estimated κ at RH=53%.
For both mixtures, optical enhancements were greater than the optical enhancements of
both pure aerosol at relative humidity values below 70%.
3.3.3 Single Scattering Albedo of Humidified Aerosol

Figure 3.4: Single scattering albedo measured for relative humidity values greater than
70%. Marker shape and color scheme follow the same convention as Figure 3.3.
The H-CAPS-PMSSA is uniquely capable of measuring the SSA of humidified aerosol to
within 1%. It is also capable of inferring absorption using the extinction minus scattering
(EMS) method. One limitation of the H-CAPS-PMSSA, and a primary source of
uncertainty in the SSA measurement, is size-dependent truncation of the scattering phasefunction. In Chapter 2, we showed two methods for correcting size-dependent truncation
biases and found that for humidified aerosol, the best method was to use an empirical
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relation based on estimated aerosol diameter. The empirical relation was determined from
three aerosol species: nigrosin, poly-styrene latex spheres, and ammonium sulfate. The
real and imaginary refractive index ranges that these aerosol cover are 1.53-1.63 and
0.00-0.17, respectively. Since the correction scheme compared favorably to hydrated
ammonium sulfate aerosol, we apply the same correction scheme here as well. SSA
calculated using corrected scattering measurements for each experiment is shown in
Figure 3.4. Unsurprisingly, the SSA of each aerosol type increased as RH increased. The
greatest overall change in aerosol SSA was observed for the mixtures, while the lowest
change observed was for ammonium sulfate.

Figure 3.5: The albedo enhancement at RH=85% is dependent on the volume fraction
of nigrosin in the aerosol. The enhancements for volume fractions ranging from 0 to
1.0 were estimated using Mie calculations and volume mixing rules for refractive
indices and κ. A quadratic fitting function was used to find an empirical relation for the
SSA enhancement. The fitting parameters are found to be dependent on the difference
in RH values used to calculate 𝑓𝑓𝑆𝑆𝑆𝑆𝑆𝑆 as well as the dry diameter of the aerosol.

The SSA of ammonium sulfate is not expected to change for two reasons: 1) Water will
not increase the absorption of ammonium sulfate by a measurable amount, and 2) The
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SSA of ammonium sulfate cannot increase because it is already near 1.0. The
enhancements, 𝑓𝑓𝑆𝑆𝑆𝑆𝑆𝑆 = 𝑆𝑆𝑆𝑆𝑆𝑆[𝑅𝑅𝑅𝑅]/𝑆𝑆𝑆𝑆𝑆𝑆[53%], is seen to be both aerosol- and size-

dependent. Smaller size aerosol tends to have the greatest enhancements, owing in large
part to having a lower SSA at RH=53%. The AS:N=4.7 mixture has the highest

enhancement (1.49) when compared to other aerosol of similar size, followed by the
AS:N=1.0 mixture and the pure nigrosin aerosol. This is depicted in Figure 3.5, where we
compare measured values of 𝑓𝑓𝑆𝑆𝑆𝑆𝑆𝑆 [85%, 53%] to Mie theory applied to aerosol with

varying degrees of nigrosin volume fraction, 𝜙𝜙𝑁𝑁 = 𝑉𝑉𝑁𝑁 ⁄(𝑉𝑉𝐴𝐴𝐴𝐴 + 𝑉𝑉𝑁𝑁 ). When 𝜙𝜙𝑁𝑁 = 0,

𝑓𝑓𝑆𝑆𝑆𝑆𝑆𝑆 = 1 due to the SSA of ammonium sulfate already being near 1.0. When 𝜙𝜙𝑁𝑁 = 1,
there will be a modest enhancement in SSA due to nigrosin’s low SSA and

hygroscopicity. Increasing the amount of ammonium sulfate in the aerosol result in two
effects: increased 𝑆𝑆𝑆𝑆𝑆𝑆�𝑅𝑅𝐻𝐻𝑟𝑟𝑟𝑟𝑟𝑟 � and increased water uptake which will result in increased

𝑆𝑆𝑆𝑆𝑆𝑆[𝑅𝑅𝑅𝑅].

If 𝑆𝑆𝑆𝑆𝑆𝑆�𝑅𝑅𝐻𝐻𝑟𝑟𝑟𝑟𝑟𝑟 � becomes close to 1.0, it starts to limit the amount of SSA enhancement

because 𝑆𝑆𝑆𝑆𝑆𝑆[𝑅𝑅𝑅𝑅] cannot be greater than 1.0. This results in a curved shape with minima
at 𝜙𝜙𝑁𝑁 = 0,1 and a maximum somewhere in the range 0 < 𝜙𝜙𝑁𝑁 < 1.0. As a result, we

developed a quadratic empirical model to describe the SSA enhancement as a function of
nigrosin volume fraction:

𝑓𝑓𝑆𝑆𝑆𝑆𝑆𝑆 �𝑅𝑅𝑅𝑅, 𝑅𝑅𝐻𝐻𝑟𝑟𝑟𝑟𝑟𝑟 , 450𝑛𝑛𝑛𝑛� = −0.93𝑎𝑎𝜙𝜙𝑁𝑁2 + 𝑎𝑎𝜙𝜙𝑁𝑁 + 1

Equation 3.8

where 𝑎𝑎 is the fitting parameter related to the relative humidity and dry aerosol diameter
by:

𝑎𝑎 = (5.5 ± 0.1) ×

𝑅𝑅𝑅𝑅−𝑅𝑅𝐻𝐻𝑟𝑟𝑟𝑟𝑟𝑟
𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

Equation 3.9

These values were calculated by fitting Equation 3.8 to measured data for measurements
with RH>70% and then using linear regression to determine their dependence on the
difference in RH and dry diameter. The linear regression yielded high coefficients of
determination, with R2a = 0.98 , indicating a strong correlation between the fit parameters
and the ratio of the difference in RH and the dry diameter. Similar methods have been
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developed that parameterize scattering enhancements based on the organic carbon to
ammonium sulfate ratio (Malm et al. 2005; Orozco et al. 2016). In contrast, this empirical
model could be used to estimate the change in SSA of atmospherically relevant lightabsorbing species, such as water-soluble organics, resulting from water uptake. There is
good agreement between Mie Theory and measurements for the 200 and 300nm size
selected aerosol but poor agreement with the 100nm size-selected aerosol. This
discrepancy could be the result of the size distribution of the 100nm sample not being
truly monodisperse, as is assumed by the Mie model. The change in optical efficiency is
much greater between 100nm and 200nm than it is for aerosol between 200nm and
300nm. This means that the presence of larger aerosol can have an outsized effect on the
SSA enhancement for aerosol size selected for 100nm as compared to those size selected
at 200nm or 300nm. In addition, comparisons of this approach to Mie simulated aerosol
suggest that the approach may be limited to fine-mode aerosol of diameters less than
500nm. Beyond this range, the dependence of a on dry diameter and humidity will
diverge from that given in Equation 3.9.
3.3.4 Absorption Enhancements of Humidified Aerosol
Absorption was calculated using the Extinction minus Scattering (EMS) method after
scattering had been corrected for size-dependent truncation biases. In Figure 3.6 we
parameterized 𝑓𝑓𝑎𝑎𝑎𝑎𝑎𝑎 (RH, 53%) as a function of 𝑓𝑓𝑠𝑠𝑠𝑠𝑠𝑠 (𝑅𝑅𝑅𝑅, 53%) using linear fits. The fit

parameters and their uncertainties are reported in Table 3.4. Due to the difficulty of
measuring 𝑓𝑓𝑎𝑎𝑎𝑎𝑎𝑎 and the lack of instrumentation available that can perform the

measurement, this parameterization could be used to compliment scattering enhancement
measurements made using nephelometer. For each panel in Figure 3.6, the data was
averaged into 12 equal sized bins based on 𝑓𝑓𝑠𝑠𝑠𝑠𝑠𝑠 to show the trends more clearly. We

report the absorption enhancements for the AS:N=4.7 and AS:N=1.0 in Panels a) and b),
respectively. The mixtures’ 𝑓𝑓𝑎𝑎𝑎𝑎𝑎𝑎 increase with increasing 𝑓𝑓𝑠𝑠𝑠𝑠𝑠𝑠 initially, and then they
either flatten out or begin to decrease with increasing 𝑓𝑓𝑠𝑠𝑠𝑠𝑠𝑠 .
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Figure 3.6: Measured absorption enhancements plotted against scattering enhancements
for a) AS:N=4.7 mixture, b) AS:N=1.0 mixture, and c) pure nigrosin. Each plot is
delineated by the size selected dry diameter using blue (100nm), orange(200nm), and
green (300nm) markers. Linear regression is performed on each plot to parameterize
absorption enhancement as a function of scattering enhancement. The results of this
parameterization of reported in Table 3.4.
The mixtures are therefore represented with two linear functions, with the exception of
the 300nm AS:N=4.7 dataset. The piecewise relationship was not found to carry over for
the pure nigrosin, shown in Panel c). The absorption enhancement of pure nigrosin is
dependent on the dry diameter of the aerosol, which is shown to a greater degree in
Figure 9 of the instrumental paper by Carrico et al. (Carrico et al. 2021). We do not report
the values for ammonium sulfate here, as the H-CAPS-PMSSA is not sensitive enough to
detect changes in absorption for hydrated ammonium sulfate aerosol.
The low solubility of nigrosin (see Table 3.1) suggests that the morphology of humidified
nigrosin would be that of a core-shell configuration with a core of pure nigrosin and a
slightly absorbing shell. However, comparisons with Mie theory shown in Figure 3.7
suggest the nigrosin may be more evenly dispersed. It is unclear if this means the
solubility of nigrosin is higher than manufacturer specifications at such small sizes or if
the nis being more evenly dispersed throughout the aerosol without dissolution (i.e.
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fragmentation). Furthermore, decreasing 𝑓𝑓𝑎𝑎𝑎𝑎𝑎𝑎 with increasing 𝑓𝑓𝑠𝑠𝑠𝑠𝑠𝑠 observed for the

AS:N=4.7 mixture is not predicted by volume mixing, core-shell, or grey-shell models.
This could be indicative of some morphological changes occurring within the aerosol
when enough water becomes present within the aerosol.
Table 3.4: Parameterization of the fits from Figure 3.6 using the linear model 𝑓𝑓𝑠𝑠𝑠𝑠𝑠𝑠 = 𝑚𝑚 ∙
𝑓𝑓𝑎𝑎𝑎𝑎𝑎𝑎 + 𝑐𝑐 for scattering enhancements above and below the enhancement cutoff (𝑓𝑓𝑐𝑐𝑐𝑐𝑐𝑐 ) by
aerosol species and diameter (𝑑𝑑𝑝𝑝 ) also listed.

ASN47

ASN10

Nigrosin

𝒇𝒇 < 𝒇𝒇𝒄𝒄𝒄𝒄𝒄𝒄

𝒇𝒇 > 𝒇𝒇𝒄𝒄𝒄𝒄𝒄𝒄

𝒅𝒅𝒑𝒑 (nm)
100

𝒇𝒇𝒄𝒄𝒄𝒄𝒄𝒄

2.25

0.10 (0.01) 0.88 (0.02) -0.04 (0.02) 1.23 (0.05)

200

2.25

0.12 (0.02) 0.83 (0.03) -0.09 (0.02) 1.29 (0.07)

300

0

100

1.4

0.13 (0.04) 0.95 (0.05) 0.06 (0.12) 1.03 (0.20)

200

1.4

0.25 (0.08) 0.71 (0.10) 0.08 (0.03) 0.96 (0.06)

300

1.4

0.29 (0.04) 0.72 (0.05) -0.19 (0.07) 1.39 (0.11)
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Compaction of the aerosol from a fractal to a more spherical aerosol is an unlikely
explanation, as nigrosin is unlikely to form aggregates (Presser 2012). One potential
explanation is that the ammonium sulfate and nigrosin mixture forms a core-shell
structure with nigrosin on the outside and aqueous ammonium sulfate on the inside.
Absorption enhancements greater than 1.0 are not expected from Mie calculations from
this morphology, so the only explanation for the decrease in enhancements seen in panel
b) would be a restructuring of the aerosol from a core-shell morphology with nigrosin
making up the core to a core-shell morphology with aqueous ammonium sulfate making
up the core. There is evidence of core-shell morphologies comprised of organic shells and
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aqueous inorganic cores that readily take up water (Robinson et al. 2013). However,
nigrosin is a solid, and such morphology has only been observed for liquid organic shells
where the diffusion of water through the shell is rapid. Of course, any discussion of
morphology is purely speculative, and more work is necessary to understand how these
mixtures behave at high relative humidity.

Figure 3.7: Comparison of measured absorption enhancements to Mie calculations as a
function of relative humidity. These plots show data for: a) Nigrosin, b) AS:N=1.0, and
c) AS:N=4.7 size selected at 200nm. The Mie calculations include core-shell
calculations with varying levels of solubility as well as a calculation that assumes the
aerosol is homogenously mixed (Volume Mixing).
Another possibility for decreasing absorption enhancements is that truncation is being
overcorrected, especially for the larger sizes. The correction scheme, described in more
detail in Chapter 2, operates under the assumption that the truncation dependence on
refractive index is negligible for these aerosol, and the inclusion of water to absorbing
aerosol might be one condition where that assumption falls apart. Apart from the
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humidified ammonium sulfate, whose SSA should not deviate from 1.0 in a humid
environment, it is especially difficult to quantify the truncation of these aerosol. As
shown in Chapter 2, estimating this truncation using Mie theory will consistently
underestimate truncation. In addition, the quantifying of the truncation of absorbing
aerosol within the CAPS-PMSSA requires simultaneous measurement of the aerosol’s
absorption. We performed this in Chapter 2 using a three-wavelength photoacoustic
instrument; however, large uncertainties are associated with this as the absorption is
being performed on a separate volume of aerosol at different wavelengths. In addition, to
quantify the absorption of humidified light-absorbing aerosol would require simultaneous
measurement of absorption at the same humidity, a measurement that is not possible
using photoacoustic or filter-based absorption measurement techniques (Arnott et al.
2003; Langridge et al. 2013).

3.4 Summary and Conclusion
The optical and hygroscopic properties of aerosol containing varying amounts of
ammonium sulfate and nigrosin have been investigated with the humidified cavity
attenuated phase-shift albedometer (H-CAPS-PMSSA). The optical and hygroscopic
properties each aerosol species was found to be dependent on the volume fraction of
nigrosin and ammonium sulfate. Mixing rules were found to closely predict both the
refractive indices and the hygroscopic parameter, κ𝑒𝑒𝑒𝑒𝑒𝑒 , inferred from extinction and

scattering data for each of the mixtures. However, the mixing rules failed to predict the
hygroscopic parameters of the aerosol below the deliquescence of ammonium sulfate.
These findings suggests that the mixing rules for κ should only be implemented for
hydrated aerosol. Additionally, the slope of the hygroscopic parameter inferred from
extinction data was steeper than that predicted from volume mixing. It is possible that
volume mixing may not be very predictive of κ at higher relative humidity values for
mixtures of ammonium sulfate and nigrosin.
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The H-CAPS-PMSSA sets itself apart from other instruments in that it can quantify
changes in albedo as a function of relative humidity to within 1% accuracy. Using the
instrument, inferences can therefore be made about an aerosol’s absorption. We carried
out experiments on aerosol containing different fractions of ammonium sulfate and
nigrosin because they have been well characterized in previous lab studies and could
provide a framework for conducting future studies on humidified mixtures of organics
and ammonium sulfate. We successfully parameterized the enhancement in an aerosol’s
albedo because of humidification using a quadratic relation with the volumetric mixing
ratio of nigrosin as the independent variable. Mie estimates of this parameterization
showed stronger agreement with the 200nm and 300nm datasets than for the 100nm
datasets and suggest the ideal diameter range for this parameterization is 200-500 nm. A
parabolic function could still be applied beyond this range, according to Mie calculations;
however, the diameter need be parameterized differently outside the 200-500 nm range.
Similar volumetric parameterization schemes, or those involving ratios of organic carbon
to elemental carbon, can be determined for atmospherically relevant aerosol for use in
climate models. Absorption enhancement was also parameterized in terms of scattering
enhancements, and it was found that absorption enhancement was related to scattering
enhancement via linear, or piecewise linear, functions. The H-CAPS-PMSSA technology
is relatively new, and it could be some time before enough in situ field measurements are
performed to inform climate models. In the meantime, future work should focus on the
study of atmospherically relevant mixtures in controlled laboratory experiments. This
work could be meaningful not just for climate models, but for field campaigns during
which is not feasible to deploy a humidified albedometer, like the H-CAPS-PMSSA. The
results of experiments on known mixtures of prominent atmospheric species can be
applied to measurements in the atmosphere that include the determination of atmospheric
species present as well as the optical properties of aerosol.
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4 Toward Non-Invasive Measurement of Atmospheric
Temperature Using Vibro-Rotational Raman Spectra
of Diatomic Gases
We demonstrated precise determination of atmospheric temperature using vibrorotational Raman (VRR) spectra of molecular nitrogen and oxygen in the range of 292293K. We used a continuous wave fiber laser operating at 10 W near 532nm as an
excitation source in conjunction with a multi-pass cell. First, we will show that the
approximation that nitrogen and oxygen molecules behave like rigid rotors leads to
erroneous derivations of temperature values from VRR spectra. Then, we will account for
molecular non-rigidity and compare four different methods for the determination of air
temperature. Each method requires no temperature calibration. The first method involves
fitting the intensity of individual lines within the same branch to their respective
transition energies. We also infer temperature by taking ratios of two isolated VRR lines;
first from two lines of the same branch, and then from one line from the S-branch and one
from the O-branch. Finally, we take ratios of groups of lines. Comparing these methods,
we found that a precision up to 0.1K is possible. In the case of O2, a comparison between
the different methods show that the inferred temperature was self-consistent to within 1K.
The temperature inferred from N2 differed by as much as 3K, depending on which VRR
branch was used. Here, we discuss the advantages and disadvantages of each method.
Our methods can be extended to the development of instrumentation capable of noninvasive monitoring of gas temperature with broad potential applications (for example, in
laboratory, ground-based, or airborne remote sensing).

4.1 Introduction
Small changes in temperature can have non-linear effects on several processes. One such
case is the nucleation of non-sea-salt sulfate particles from sulfuric acid in the
atmosphere, where a decrease in temperature of a couple of degrees Celsius can result in
an order of magnitude increase in new particle formation (Easter and Peters 1994). As a
result, fluctuations in temperature can result in enhanced nucleation rates of particles. For
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example, Platis et. al. (Platis et al. 2016) observed a new particle formation event in an
inversion layer with large fluctuations in temperature. However, measurements of the
inversion layer are often limited by coarse time resolution, and the direct relationship
between temperature fluctuations and new particle formation is unknown. Also,
fluctuations in water vapor saturation ratio are dependent on temperature fluctuations
(Kulmala et al. 1997). The conditions most favorable for new particle formation
involving water are those where saturation ratio and temperature are anti-correlated
(Nilsson and Kulmala 1998; Platis et al. 2016). Temperature fluctuations can also affect
the supersaturation in clouds, which in turn determines the activation and eventual
growth of cloud droplets. In fact, thermodynamic fluctuations due to turbulent mixing in
clouds may broaden the size distribution of droplets, which has implications for
precipitation and the cloud optical properties (Chandrakar et al. 2016; Chandrakar et al.
2018). To understand the effect that temperature fluctuations can have on the evolution of
aerosol and cloud droplets, continuous monitoring of temperature would be ideal. This
can be difficult above the ground level using direct means of temperature measurements,
which are often performed by aircraft and radiosondes. Temperature fluctuations can be
difficult for aircraft to measure, especially in clouds where condensation can limit the
time response and accuracy of temperature measurements (Bange et al. 2013). While
research aircraft are capable of high temporal and spatial resolution measurements in the
horizontal direction (along the flight path), the range-resolved resolution of these
measurements is poor (Muppa et al. 2016). Remote sensing techniques cannot only
provide vertical profiles but can also monitor the evolution of those vertical profiles over
time.
Raman and Rayleigh scattering techniques are used in a variety of applications where
temperature must be determined remotely (Laurendeau 1988). Some of these techniques
have been developed to measure the temperature during combustion processes, while
others have been developed to measure atmospheric temperature. For example, Rayleigh
scattering is often used to measure changes in molecular number density in flames, which
are in turn related to temperature using the ideal gas law under the assumption that the
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medium being measured has constant pressure and known molecular composition
(Haumann and Leipertz 1984; Hoffman et al. 1996). Additionally, changes in laser
intensity, and elastic scattering from large particles, must be accounted for when using
Rayleigh techniques; in fact, cloud droplets and dust can degrade the precision of the
technique (Laurendeau 1988). In an alternative approach, the intensity of pure rotational
Raman (PRR) transitions can be used to determine the temperature of flames and the
atmosphere without needing to make assumptions about the pressure or the composition
of the gas (Michael C Drake and Rosenblatt 1978). PRR light detection and ranging
(LiDAR) is the most widely accepted remote air temperature measurement technique
used by the atmospheric LiDAR community (Cooney 1972; Behrendt and Reichardt
2000; Radlach et al. 2008). A significant advantage of Raman-based techniques is the
ability to take a ratio of two portions of the scattered spectrum, eliminating the need to
monitor the laser intensity. However, the proximity of the rotational Raman lines to
elastic scattering signal presents a significant challenge especially in turbid environments,
such as clouds. Modern narrow band-pass filters have allowed the technique to be
employed with minimal systematic errors in aerosol layers and optically thin clouds
(Wulfmeyer et al. 2015). Several methods have been developed to extract temperature
information from the vibrational spectra of N2 and O2, which are spectrally separated
from elastic scattering (Lapp et al. 1973). The spectral separation allows for the use of
optical filters that attenuate elastically scattered light better to reduce the systematic
errors imposed by large particle scattering. The Stokes vibrational line has also been used
for satellite-based temperature determination in the stratosphere using a similar principle
to the Rayleigh methods described above, but Rayleigh measurements are necessary to
estimate density (Keckhut et al. 1990). Temperature can also be determined by taking a
ratio of the Stokes and anti-Stokes pure vibrational scattering; however, this technique is
not tenable at atmospherically relevant temperatures due to weak anti-Stokes signal
(Laurendeau 1988). Several hybrid methods have also been developed to estimate
atmospheric temperature. Su et al. compared the Stokes Q-Branch Raman transition to a
PRR line with a high rotational quantum number to determine atmospheric temperature
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up to a height of 22 km. The technique determined the temperature within a cloud to
within 1.5 K of a radiosonde measurement (Su et al. 2020)
Temperature can be determined from the S- and O-branches of the vibro-rotational
Raman (VRR) spectrum of O2 and N2 in a similar fashion to the PRR spectrum. For both
cases, Maxwell-Boltzmann statistics dictate that molecules populating lower energy
rotational states will begin to populate higher energy rotational states as temperature
increases (Long 1977). The VRR spectrum is spectrally located further from the
excitation wavelength than the PRR spectrum. This is especially advantageous in
environments including particulate matter, such as aerosol or droplets, as the filters
needed to isolate the VRR spectrum will be less prone to allowing the elastic scattering
signal to leak to the photodetector. Along with being spectrally distant from the elastic
scattering band, the vibro-rotational spectra of O2 and N2 are also spectrally separated
from each other, unlike in PRR spectra. The PRR spectrum includes lines from every
Raman active gaseous constituent in the atmosphere. In fact, for an excitation source at
532 nm the vibro-rotational Raman (VRR) spectra of O2 and N2 can be found well
separated from each other between 575 and 585 nm and 600 and 615 nm, respectively
(Behrendt et al. 2002). Because the Raman lines from one atmospheric constituent will
not overlap with the Raman lines from another atmospheric constituent, direct
calculations of temperature from the VRR spectra are more simple than from the PRR
spectra. However, the VRR lines are about two orders of magnitude weaker than the PRR
lines, representing a significant disadvantage. Therefore, we are not suggesting methods
that employ VRR to derive temperature should replace the PRR method in every case;
however, the VRR method can be significantly advantageous in situations where elastic
scattering could drastically deteriorate the accuracy and sensitivity of the PRR method.
An important consideration for applications reliant on the intensity of VRR lines is the
fact that the Raman cross-section is dependent on the rotational quantum number, J, due
to vibrational-rotational coupling. The coupling is a direct consequence of diatomic
molecules behaving such as non-rigid rotors. Ustav and Varghese determined the
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temperature of gases in flames by simultaneously fitting the intensity profiles of the S-,
O-, and Q- branches (Utsav and Varghese 2013), though they note that temperature
determination is mostly influenced by the shape of the Q-Branch. A LiDAR system was
also developed that determines temperature by taking a ratio of individual VRR N2 lines,
as well as fitting the intensity of individual N2 lines (Liu and Yi 2014). While they
showed that their system was within 2.2 K of a radiosonde up to 7 km, Liu and Yi treat
the nitrogen molecule as a rigid rotor that we show lead to significant bias. This bias may
have been offset by the low spectral resolution of their system, which could result in
overlap errors from adjacent lines.
In this work, we demonstrate how temperature can be derived from the fully resolved Oand S- branches in the Raman fundamental band of N2 and O2. Our methods use the
integrated intensity of individual lines within the VRR spectra to determine the
temperature. The intensity of each line depends on the Raman cross-section of the
molecule, the Maxwell-Boltzmann distribution, the VRR line strength, the nuclear spin
statistics, and other factors as can be seen from Equation 4.1 below. Each of these
components can be expressed mathematically from first principles, which allows for
temperature to be inferred from VRR spectra without the need for ad hoc temperature
calibration. We start our discussion by considering two theoretical approaches to the
problem. First, molecules are treated as rigid rotors, an approach typically used in PRR
applications. While non-rigidity can affect the intensities of PRR lines, it is usually
believed to be small enough to be ignored. However, the vibrational-rotational coupling
is stronger in the VRR spectra and must be accounted for (Buckingham and Szabo 1978;
Asawaroengchai and Rosenblatt 1980). We show that this approach leads to significant
biases in temperatures derived from the S- and the O-branch. Then, we examine the case
of molecular non-rigidity where the Raman cross-section is dependent on the rotational
quantum number. The correction is shown to improve the accuracy of temperatures
determined from the VRR spectra, as well as the agreement between temperatures
derived from the S-branch and those derived from the O-branch. From there, we set out
to derive and implement four separate methods that infer temperature from the S- and O74

branches of N2 and O2. An inter-comparison between the different methods allows us to
determine the relative accuracy and precision of each method.

4.2 Materials and methods
4.2.1 Experimental Setup and Procedures
All spectra used to ascertain atmospheric temperature were measured using the
experimental setup in Figure 4.1 (Kiefer et al. 1972; Borysow and Fink 2005). We used a
half waveplate (WP) to rotate the laser's polarization to be perpendicular to the detector.
This ensured that only the depolarized component of the Raman scattered reached the

Figure 4.1: Experimental setup for measuring the spectrum of N2 and O2 consists of: WP:
half waveplate PM: planar mirror, L1: focusing lens (f = 150 mm), SM: spherical
concave mirrors (f = 50 mm), L2: plano-convex lens (75 mm), L3: plano-convex lens
(250 mm), DP: dove prism, LP: long-pass filter, SG: spectrograph.
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spectrograph (Long 1977; Borysow et al. 2019). This had the effect of reducing the
intensity of the Q-branches of each gas species and all their isotopologues without
affecting the intensity of the S- and O- Branches. This was optimized by rotating the WP
to reduce the observed contribution of the Q-branch. A planar mirror (PM) redirected the
laser beam through a focusing lens (L1), which focused the beam in the center of a multipass cavity. The multi-pass cell consisted of two 50.2 mm spherical concave mirrors
(SM) with 100 mm radius of curvature. Both SM were separated by 200 mm, or four
focal lengths. Using this setup, we could achieve 40 passes through the scattering region
at the center of the cell. Collection lenses (L2, L3) imaged the scattering region on to the
spectrograph's entrance slit, while a Dove prism (DP) rotated light from the scattering
region to cover the entrance slit. A long-pass filter (LP), inserted in the collimated portion
of the beam, blocked elastic scattering from entering the spectrograph while allowing
Raman scattering to pass. LP had a cut-off wavelength of 535 nm, an optical density
greater than 7 at 532 nm, and a transmission of about 98% for the VRR spectral region. A
lot of effort was put into reducing the amount of light reflected off surfaces to ensure
light leakage was minimal. The small amount of background light that still leaked
through the system was removed by collecting background spectra and accounted for no
more than 5% of the signal for high J peaks and was negligible for lower J peaks. The
spectrograph (SG), a 0.5 m system with a 1200 groove/mm diffraction grating, was
coupled to a CCD camera that was thermo-electrically cooled to -50o C. This resulted in a
spectral resolution of 0.1 nm (or 3 cm-1). Examples of the VRR spectra of atmospheric
molecular nitrogen and oxygen at ambient temperature are shown in Figure 4.1. We
estimate that light transmission from the imaging plane to the CCD camera is on the
order of 0.1%. To gather enough photons for each experiment, spectra were measured
with 15 exposures of 60 s each. Using multiple exposures allowed for high photon counts
without exceeding the pixel depth of the CCD sensor. Across all experiments, the room
air temperature varied from 292.2 K to 293.3 K, as measured by a thermocouple situated
about a meter away from the measurement area. This small temperature change was
achieved by adjusting the room temperature using a small air conditioning unit.
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Data analysis was performed using custom Python scripts. First, baseline subtraction was
performed in post-process using linear regression, and we then corrected for the ν3 line
intensity dependence of the VRR spectra (see Equation 4.1 below). Optical corrections
were subsequently applied to account for the wavelength dependent properties of the

spectrograph's optical components as provided by the manufacturer. This included the
quantum efficiency of the CCD sensor, the reflectivity of three mirrors, and the efficiency
of the diffraction grating. Cosmic rays removal was performed by comparing each
exposure to the average of all exposures, and any pixel with signal outside of a three
sigma limit within each exposure was replaced with the median value over all exposures.
Integration of each peak was performed using the trapezoid method, with the center point
of each integration range being determined by reconstructing the spectrum using cubic
interpolation. While the lines within a single branch were integrated using the same
integration width, the integration width varied between different branches of the VRR
spectra. These integration ranges were determined by minimizing uncertainties related to
line overlap. Broadening effects due to changes in temperature should not change these
integration ranges. The perceived broadening of the Raman lines is entirely due to
instrumental resolution and broadening changes as a function of √𝑇𝑇. Broadening will
remain significantly less than our instrumental resolution for any atmospherically
relevant temperature.

4.2.2 High-Resolution Raman Spectra of Molecular Oxygen and Nitrogen
From Figure 4.2, we can see that care must be taken when selecting lines to determine
temperature. VRR lines in the immediate vicinity of the Q-Branch need to be avoided due
to the overlap biases. The lines to be avoided include 𝐽𝐽 = 0,1 and 𝐽𝐽 = 2,3 of the S-branch

and O-branch of N2, respectively. The same can be said for 𝐽𝐽 = 1 and 𝐽𝐽 = 3 in O2 S-

branch and O-branch, respectively. We also avoid using lines that overlap with the pure
vibrational Raman lines of isotopologues 14N15N and 16O18O. The isotopologues

vibrational lines overlap with 𝐽𝐽 = 5,6 and 𝐽𝐽 = 7,9 in the O-branch of N2 and O2,

respectively. Near room temperature, the maximum Raman intensity is measured at 𝐽𝐽 = 6
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and 𝐽𝐽 = 9 for N2 and O2, respectively, after which the intensity decreases quickly.

Furthermore, N2 lines with even J are more favorable due to their higher intensity with

respect to odd numbered lines due to nuclear spin degeneracy. Therefore, for N2, we will
focus on even lines within the ranges of 2132-2306 cm-1 (O-branch, 4 ≤ 𝐽𝐽 ≤ 24) and
2355-2523 cm-1 (S-branch, 2 ≤ 𝐽𝐽 ≤ 24). The analysis for O2 will focus on the lines

within the ranges of 1413-1533 cm-1 (O-branch, 5 ≤ 𝐽𝐽 ≤ 23) and 1575-1689 cm-1 (Sbranch, 3 ≤ 𝐽𝐽 ≤ 23).

Figure 4.2: Spectra taken in the vicinity of the fundamental band of molecular (a)
nitrogen and (b) oxygen with 60s integration time.
4.2.3 Accuracy and precision of temperature estimates
Atmospheric temperature was determined from 24 separate spectra, 11 from O2 and 13
from N2. For each experiment, the thermocouple was used to determine the temperature
of the room. However, as mentioned earlier, the thermocouple was positioned about a
meter from the scattering volume. This was because we wanted to avoid light scattered
off the thermocouple from entering the spectrograph. To ensure room temperature was
measured, we ensured the thermocouple was not in contact with the optical bench. Even
if the thermocouple were closer to the scattering plane, it would have been difficult to
determine, with high accuracy, the temperature in the scattering region. In fact, 400 W of
continuous-wave laser power was focused onto the scattering region of the multi-pass
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cell. Therefore, the thermocouple readings are not ideal for determining the accuracy of
the temperature values determined from the VRR spectra. We still use the thermocouple
for comparison throughout the paper; however, inter-comparisons of Raman derived
temperatures are our primary tool in determining the precision and self-consistency of our
approaches. By comparing rigid rotor and non-rigid rotor derived temperatures to the
thermocouple, we show how agreement between the Raman and thermocouple
temperatures can be improved using non-rigidity corrections. However, by comparing
temperature derived from the S-branch to temperature derived from the O-branches, we
show that non-rigid rotor corrections are also necessary for Raman-based inferred
temperatures to be self-consistent or agree with each other.
Of the four methods, we first use the fitting of integrated intensities of the individual
VRR lines within the O- and S-branch from each spectra to determine temperature. The
temperatures derived from fitting line intensities within the S- and O- branch are
compared to each other to determine self-consistency and precision of the fitting method.
To test self-consistency, we take the mean of the temperature difference for two different
methods over all spectra analyzed. Precision is determined by taking the standard
deviation of the temperature difference for two different methods over all spectra
analyzed. Throughout Section 4.3, each method derived to infer temperature from VRR
spectra is compared to the temperature determined by the fitting method. We choose to
use the fitting method as the reference because it incorporates all viable lines within a
branch and has been previously used to determine temperature in both PRR and VRR
temperature applications (M. C. Drake and Rosenblatt 1976; Michael C Drake and
Rosenblatt 1978; Liu and Yi 2014). These comparisons are branch specific, meaning that
a measurement method that uses VRR transitions from the S-branch of nitrogen is
compared to the temperature and uncertainty determined from the fitting of the S-branch
of nitrogen, et cetera. In Section 4.4, we explore the self-consistency and precision of all
methods performed and look at how each method correlates as the temperature in the
room changes.
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4.3 Results
4.3.1 Temperature dependence of a rigid diatomic molecule
The Raman signal from a single vibro-rotational transition 𝑣𝑣 = 1 ← 𝑣𝑣 = 0, 𝐽𝐽 + 2 ← 𝐽𝐽,

measured in units of number of photons, taken at temperature T, is equal to (Long 1977):
𝐼𝐼(𝑣𝑣, 𝐽𝐽, 𝑇𝑇) = 𝐴𝐴 × 𝜎𝜎 × 𝜈𝜈

3 (𝑣𝑣,

𝐸𝐸𝐽𝐽
𝑁𝑁
−
𝑘𝑘
𝐽𝐽)𝑆𝑆(𝐽𝐽) 𝑔𝑔𝐽𝐽 𝑒𝑒 𝐵𝐵 𝑇𝑇
𝑄𝑄𝑟𝑟

Equation 4.1

where 𝐴𝐴 includes all fundamental constants and factors accounting for the scattering

geometry common to all vibro-rotational Raman lines, σ is the cross section common to
all rotational transitions within the rigid rotor approximation, 𝑁𝑁 is the total number of

molecules, 𝑔𝑔𝐽𝐽 is the nuclear spin factor associated with a rotational quantum number 𝐽𝐽, 𝐸𝐸𝐽𝐽
is the energy of the rotational state 𝐽𝐽, and ν(𝑣𝑣, 𝐽𝐽) is the frequency of the Raman line

corresponding to the vibrational quantum numbers 𝑣𝑣 and the rotational quantum number
𝐽𝐽. 𝑆𝑆(𝐽𝐽) is the rotational and vibro-rotational line strength which differs for the S-branch

and the O-branch:

S-Branch: 𝑆𝑆(𝐽𝐽) =

(𝐽𝐽+1)(𝐽𝐽+2)

O-Branch: 𝑆𝑆(𝐽𝐽) =

(2𝐽𝐽+3)

𝐽𝐽(𝐽𝐽−1)
(2𝐽𝐽−1)

Equation 4.2

Finally, the partition function, 𝑄𝑄𝑟𝑟 , represents the sum over all rotational states:
𝑄𝑄𝑟𝑟 = � 𝑔𝑔𝐽𝐽 (2𝐽𝐽 + 1)𝑒𝑒
𝐽𝐽

−

𝐸𝐸𝐽𝐽
𝑘𝑘𝐵𝐵 𝑇𝑇

Equation 4.3

In the case of O2, the nuclear statistical factor, 𝑔𝑔𝐽𝐽 , is equal to 0 for even 𝐽𝐽 and equal to 1
for odd 𝐽𝐽, while for N2, 𝑔𝑔𝐽𝐽 is equal to 6 for even 𝐽𝐽 and 3 for odd 𝐽𝐽. The alternating

intensity of N2 and the absence of even rotational states of O2 seen in Figure 4.1 is a
direct result of 𝑔𝑔𝐽𝐽 . 𝐼𝐼(𝑣𝑣, 𝐽𝐽, 𝑇𝑇) is measured in units of number of photoelectrons and carries
a counting error of �𝐼𝐼(𝑣𝑣, 𝐽𝐽, 𝑇𝑇). The 𝐼𝐼(𝑣𝑣, 𝐽𝐽, 𝑇𝑇) term corrected for the wavelength

dependent optical efficiency of the spectrograph and the ν3 dependence in Equation 4.1 is

denoted with a prime 𝐼𝐼 ′ (𝑣𝑣, 𝐽𝐽, 𝑇𝑇) = 𝐼𝐼(𝑣𝑣, 𝐽𝐽, 𝑇𝑇)/ν3 (𝑣𝑣, 𝐽𝐽).
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4.3.2 Least-squares regression of VRR line intensity
We follow the method of temperature estimation from fundamental Raman bands of N2
and O2 first derived by James and Klemperer (James and Klemperer 1959) and later used
by Asawaroengchai and Rosenblatt (Asawaroengchai and Rosenblatt 1980). The rigidrotor form of the equation can be derived from Equation 4.1:
𝑘𝑘𝐵𝐵 𝑙𝑙𝑙𝑙 �

𝐼𝐼 ′ (𝐽𝐽)
𝑄𝑄𝑟𝑟
1
�−
� = 𝑘𝑘𝐵𝐵 𝑙𝑙𝑙𝑙 �
× 𝐸𝐸𝐽𝐽
𝑆𝑆(𝐽𝐽) × 𝑔𝑔𝐽𝐽
𝐴𝐴𝐴𝐴𝐴𝐴
𝑇𝑇𝐹𝐹𝐹𝐹𝐹𝐹

Equation 4.4

The left-hand side of Equation 4.4 is the dependent variable, while the energy, 𝐸𝐸𝐽𝐽 , is the

independent variable. The logarithm on the right side of the equation includes only

constants, and therefore forms the intercept. Temperature can be extracted from Equation
4.4 using linear least-squares regression. We show an example of these fits in Figure 4.3,
where we infer temperature by fitting integrated VRR transitions of N2. For these fits, we
did not include lines directly adjacent to the pure vibrational line and those overlapping
with the primary isotopologue's vibrational line. For N2, only the lines with even

Figure 4.3: Temperature can be determined by fitting the intensity of individual lines.
(a) The temperature is inferred from the S-Branch of N2 from the inverse of the slope.
The error bars are much smaller than the data markers. (b) The residual plot shows that
the uncertainty is comparable to the residuals.
81

rotational quantum numbers were used in the fits to reduce the effects of bias from
overlapping lines.
Least-squares regression was performed on integrated line intensities from each of the O2
and N2 VRR spectra. Each fit was optimized by minimizing the χ2 statistic. For each of
the experiments, 𝑅𝑅 2 > 0.99 and χ2 < 1.5, suggesting good agreement between model

and data. In Table 4.1, we show the statistics of comparing the results from each branch
to the thermocouple (TC), as well as temperatures derived from each branch to each

other. On average, the temperature determined using the S-branch and O-branch of both
gases differ significantly. These differences vary only a small amount, as shown by the
standard deviation of the differences between S- and O- branch temperatures in Table
4.1. Additionally, none of the fitting-derived temperatures agree with the room
temperature measured by the thermocouple. The low temperature values inferred from
the S-branch of both gases suggest that the intensity of lines decay faster with respect to J
than predicted by the rigid-rotor approximation in the S-Branch. Meanwhile, the high
temperature values inferred from the O-branch of both gases suggests the intensity of
lines are decaying slower with respect to 𝐽𝐽 than predicted by the rigid-rotor
approximation in the O-Branch.

Table 4.1: Comparisons of temperatures derived from fitting VRR line intensities and
measured using thermocouple (TC) when molecules are assumed to be rigid-rotors. The
columns from left to right are the mean difference of the S-branch and thermocouple
temperatures, the O-branch and thermocouple temperatures, the mean difference of the Sand O-branch temperatures, and the standard deviation of the difference of S- and O-branch
temperatures.

N2

����������
𝝈𝝈𝐓𝐓𝐒𝐒 −𝐓𝐓𝐎𝐎
𝐓𝐓𝐒𝐒 − 𝐓𝐓𝐂𝐂 ����������
𝐓𝐓𝐎𝐎 − 𝐓𝐓𝐂𝐂 ����������
𝐓𝐓𝐒𝐒 − 𝐓𝐓𝐎𝐎 ���������
-9.1 K

8.8 K

-17.9 K

0.3 K

O2

-11.9 K

12.9 K

-24.2 K

0.2 K

Gas
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4.3.3 Temperature dependence of the non-rigid diatomic molecule
Table 4.2: Molecular constants used in non-rigidity corrections for O2 and N2. These are
the rotational constant (𝐵𝐵𝑒𝑒 ), zero-point vibrational energy (ω𝑒𝑒 ), the polarizability
anisotropy ratio (𝑏𝑏0 ), and the uncertainty in the anisotropy ratio (Δ𝑏𝑏0).
N2

O2

Units

Ref.

Be

1.99824

1.4376766

cm−1

(Herzberg and Huber 1979)

ωe

2358.57

1580.19

cm−1

(Herzberg and Huber 1979)

b0

0.48

0.49

n/a

(Borysow et al. 2019)

δb0

0.01

0.01

n/a

(Borysow et al. 2019)

The results in the previous section suggest that the Raman cross-section is dependent on
the rotational quantum number. In this sub-section, we will demonstrate how treating O2
and N2 molecules as non-rigid rotors can improve the agreement between the two
branches of the VRR spectra for both gases. The rigid-rotor approximation assumes that
there is no vibrational-rotational coupling during a vibro-rotational transition. It has been
shown, however, that this is not the case for the vibro-rotational spectrum of N2 and O2
(James and Klemperer 1959; Asawaroengchai and Rosenblatt 1980; Hamaguchi et al.
1981; Borysow et al. 2019). These works showed that the ratios of S- and O-branch line
intensities with the same initial rotational state diverged from the rigid rotor
approximation. This divergence is dependent on the quantity 𝑏𝑏0 , defined as

(Asawaroengchai and Rosenblatt 1980):
𝑏𝑏0 =

𝛽𝛽𝑒𝑒
�𝑟𝑟 𝛽𝛽 ′
𝑒𝑒 𝑒𝑒

Equation 4.5

where β𝑒𝑒 and β′𝑒𝑒 are the polarizability anisotropy and its first derivative at the equilibrium

inter-nuclear distance 𝑟𝑟𝑒𝑒 . Recently, we reported new, more accurate measurements of 𝑏𝑏0

obtained from Raman spectra of fundamental bands of molecular O2 and N2 (Borysow et
al. 2019). We report these values in Table 4.2. The dependence of line intensities on
vibro-rotational interactions can be effectively accounted for using the first-order
approximation of the Herman-Wallis factor, 𝑓𝑓01 (Herman and Wallis 1955)
(Asawaroengchai and Rosenblatt 1980):
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𝑓𝑓01 (𝐽𝐽) = 1 − 4𝑏𝑏0 𝜖𝜖𝜖𝜖

Equation 4.6

where 𝑚𝑚 = 2𝐽𝐽 + 3 for the S-branch and 𝑚𝑚 = −2𝐽𝐽 + 1 for the O-branch. The quantity ϵ is
twice the ratio of the rotational constant of the molecule (𝐵𝐵𝑒𝑒 ) and its zero-point

vibrational energy (ω𝑒𝑒 ) (Hamaguchi et al. 1981). The values for 𝐵𝐵𝑒𝑒 and ω𝑒𝑒 can be found
in Table 4.2. The subscript 01 designates the fundamental band.

4.3.4 Applying non-rigidity to least-squares regression
The Herman-Wallis correction factor acts as a J-dependent modification of the intensity
of a vibro-rotational transition. We can modify Equation 4.4 to reflect this:
𝐼𝐼 ′ (𝐽𝐽)
1
𝑘𝑘𝐵𝐵 𝑙𝑙𝑙𝑙 �
� = 𝐶𝐶𝑜𝑜 − × 𝐸𝐸𝐽𝐽
𝑆𝑆(𝐽𝐽) × 𝑔𝑔𝐽𝐽 × 𝑓𝑓01 (𝐽𝐽)
𝑇𝑇

Equation 4.7

where we designated the intercept from Equation 4.4 as 𝐶𝐶𝑜𝑜 , and the non-rigidity

correction has been incorporated into the left-hand side of the equation with the other Jdependent parameters. As can be seen from Table 4.3, the inclusion of the non-rigid rotor
correction greatly improved the agreement between the temperatures inferred from the Sand O-branches of both gases. The quality of the fits are still high, with each fit having an
𝑅𝑅 2 > 0.99 and a χ2 < 0.75. However, the mean difference in temperatures from the N2

branches is 3.0 K, with temperature inferred from the O-branch being the highest. While
it is still unclear what the source of this discrepancy might be, it may be related to the

difficulty in resolving the N2 VRR spectra (which we discuss with more detail in Section
4.4.1). However, the precision of the measurement can be within 0.3 K. The O2
measurements are in much better agreement; however, the uncertainty of the O-branch
measurement is much larger than its S-branch counterpart. This could be the result of the
O-branch having less viable VRR lines than the S-branch, resulting in fewer degrees of
freedom while fitting. Considering the agreement between the two branches is 0.3 K, we
can say that the fits of O2's VRR line intensities are consistent to within 0.3 K and a
precision of 0.3 K. The agreement of the temperatures inferred from VRR spectra and
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those measured using the thermocouple also significantly improved as a result of
incorporating the non-rigidity correction.
Table 4.3: Statistical comparisons of temperatures and uncertainties determined from
fitting VRR line intensities. The columns, from left to right, are the gas, the mean difference
of the S- and O-branch temperatures (𝑇𝑇𝑠𝑠 − 𝑇𝑇𝑜𝑜 ), the standard deviation of the difference
between the S- and O-branch (σ𝑇𝑇𝑠𝑠 −𝑇𝑇𝑜𝑜 ), the mean uncertainty of the S-branch temperature
(Δ𝑇𝑇𝑠𝑠 ), and the mean uncertainty of the O-branch temperature (Δ𝑇𝑇𝑜𝑜 ).
Gas ����������
𝐓𝐓𝐒𝐒 − 𝐓𝐓𝐎𝐎 𝝈𝝈𝐓𝐓𝐒𝐒 −𝐓𝐓𝐎𝐎
N2

-3.0 K

0.3 K

0.3 K 0.4 K

O2

-0.3 K

0.3 K

0.5 K 1.4 K

�����
𝚫𝚫𝑻𝑻𝒔𝒔

������
𝚫𝚫𝑻𝑻𝑶𝑶

4.3.5 Deriving temperature from two isolated lines of the same branch
By taking a ratio of the integrated intensities of two distinct VRR transitions, the
temperature term in Equation 4.1 can be isolated. For optically corrected intensities of
VRR lines with rotational quantum numbers J1 and J2, the ratio, 𝑅𝑅𝐽𝐽′1 ,𝐽𝐽2 is:
′
𝑅𝑅𝐽𝐽1,𝐽𝐽2

𝐸𝐸𝐽𝐽
𝐸𝐸𝐽𝐽2
𝐼𝐼 ′ (𝑣𝑣, 𝐽𝐽1 , 𝑇𝑇) 𝑓𝑓01 (𝐽𝐽1 )
− 1
𝑘𝑘
𝑇𝑇
𝑘𝑘
𝐵𝐵
= ′
=
× 𝑞𝑞(𝐽𝐽1 , 𝐽𝐽2 )𝑒𝑒
𝑒𝑒 𝐵𝐵 𝑇𝑇
𝐼𝐼 (𝑣𝑣, 𝐽𝐽2 , 𝑇𝑇) 𝑓𝑓01 (𝐽𝐽2 )

where 𝑞𝑞(𝐽𝐽1 , 𝐽𝐽2 ) is a ratio of the vibro-rotational line strengths:
(𝐽𝐽 +1)(𝐽𝐽 +2)(2𝐽𝐽 +3)

S-Branch: 𝑞𝑞(𝐽𝐽1 , 𝐽𝐽2 ) = (𝐽𝐽1 +1)(𝐽𝐽1+2)(2𝐽𝐽2+3) ,
2

O-Branch: 𝑞𝑞(𝐽𝐽1 , 𝐽𝐽2 ) =

rearranging Equation 4.8 yields:
𝑇𝑇(𝑅𝑅 ′′ ) =

2

1

𝐽𝐽1 (𝐽𝐽1 −1)(2𝐽𝐽2 −1)
𝐽𝐽2 (𝐽𝐽2 −1)(2𝐽𝐽1 −1)

𝐸𝐸𝐽𝐽2 − 𝐸𝐸𝐽𝐽1
𝑅𝑅𝐽𝐽′′1 ,𝐽𝐽2
𝑘𝑘𝐵𝐵 ∗ 𝑙𝑙𝑙𝑙 �
�
𝑞𝑞(𝐽𝐽1 , 𝐽𝐽2 )

Equation 4.8

Equation 4.9

Equation 4.10

The ratio 𝑅𝑅𝐽𝐽′′1 ,𝐽𝐽2 includes the previously discussed corrections in addition to the nonrigidity corrections:
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𝑅𝑅𝐽𝐽′′1 ,𝐽𝐽2 = 𝑅𝑅𝐽𝐽′1 ,𝐽𝐽2 ×

𝑓𝑓01 (𝐽𝐽2 )
𝑓𝑓01 (𝐽𝐽1 )

Equation 4.11

This formulation can be applied to any two-line combination in the VRR spectrum.
4.3.6 Propagation of uncertainty in temperature
We identified several sources of uncertainty that are accounted for in our analysis.
Numerical integration is employed to quantify the intensity of each line. Due to the
limited resolution of the spectrograph, the VRR lines overlap on the edges. This means
that each integral is biased by signal from the Raman lines adjacent to it. We refer to this
uncertainty as adjacent line bias. We estimated these uncertainties by fitting each
spectrum with a series of Gaussian functions, one for each VRR line. Adjacent line bias
was estimated by integrating the contribution from all adjacent Gaussian functions within
the range of integration for a particular line. Another source of uncertainty is the
numerical integration, performed using the trapezoidal rule. Integration ranges were
chosen for each branch and gas, such that the sum of these three uncertainties were
minimized. For N2, the integration ranges were chosen to be 8.6cm-1 and 7.6cm-1 wide for
the O- and S-branch lines, respectively. The integration ranges for O2 were chosen to be
12.2cm-1 and 10.4cm-1 for the O- and S-branch lines, respectively. We also include the
random uncertainty associated with the photon counting statistics (square root of the
number of photons):
Δ𝐼𝐼 ′ (𝐽𝐽) = �𝐼𝐼 ′ (𝐽𝐽) + Δ2𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼 + Δ𝐴𝐴𝐴𝐴𝐴𝐴.𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 2

Equation 4.12

The only variables carrying an appreciable amount of uncertainty in Equation 4.10 are the
experimental ratio of Raman line intensities, 𝑅𝑅𝐽𝐽′1 ,𝐽𝐽2 , and the non-rigidity correction,

𝑓𝑓01 (𝐽𝐽). The energies of corresponding transitions have been measured before and are

known with accuracy better than 6 digits (Bendtsen 1974; Fletcher and Rayside 1974).
We can therefore propagate the uncertainties using the following relation:
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ΔT =

dT(R′′ ) ′′
ΔR
dR′′

Equation 4.13

Computing the derivative in Equation 4.13, we have:
ΔT =

�EJ2 − EJ1 �

2×

R′′J1 ,J2
k B ∗ ln �
�
q(J1 , J2 )

ΔR′′
R′′

Equation 4.14

The uncertainty is directly proportional to the relative uncertainty of the corrected line
ratios. The relative uncertainty of the corrected line ratios, 𝑅𝑅𝐽𝐽′′1 ,𝐽𝐽2 , simplifies to the

summation in quadrature of the relative uncertainty of the line intensities, as well as the
relative uncertainty in non-rigidity corrections. Selecting lines with high intensity is
favorable, as these lines will tend to have the lowest uncertainty relative to the intensity.

However, intensity is not the only consideration when selecting lines. Using Equation
4.10, the uncertainty can be simplified to:
Δ𝑇𝑇
𝑘𝑘𝐵𝐵 𝑇𝑇
Δ𝑅𝑅 ′′
=
×
𝑇𝑇
�𝐸𝐸𝐽𝐽2 − 𝐸𝐸𝐽𝐽1 � 𝑅𝑅 ′′

Equation 4.15

where the uncertainty in 𝑅𝑅 ′′ is determined from the uncertainty of the two lines using

Equation 4.12. We can now see that the uncertainty is dependent on temperature and the
difference in transition energy of each state. The uncertainty of temperature increases

quadratically with temperature, leading to reduced accuracy as temperature increases.
This can be counteracted by selecting lines that are far apart, effectively increasing the
difference in energy between the two states. When temperature increases, lines with low
rotational quantum number decrease in intensity, while lines with high rotational
quantum number increase in intensity. When two lines are spectrally close, meaning the
difference in their transition energies is low, the relative change in intensity of one line in
comparison to the other is small. The resulting ratio of intensities is less sensitive to
changes in temperature for two lines with small differences in transitional energy than
two lines with large differences.
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4.3.7 Two-Line Ratio Method
The temperature was inferred from every possible line combination within the chosen
spectral window. The three possible combinations include using two lines from the SBranch, using two lines from the O-Branch, or using one line from each branch. In Figure
4.4 and Figure 4.5, we compare the temperature values calculated using Equation 4.10 for
every line combination to the values inferred from the least-squares fit for each
experiment. Figure 4.4 focuses on temperatures derived from two-line, different branch
ratios (TLDR), while Figure 4.5 focuses on temperature derived from two-line, same
branch ratios (TLSR). In each figure, we plot the mean difference between every
temperature value calculated from the two line ratio and those temperature values
inferred by fitting VRR line intensities.

Figure 4.4: Mean temperature difference between the temperature derived from the twoline, different branch, method and the average of the least-squares method results for:
(a) Nitrogen and (b) Oxygen. Black dots represent line combinations where the mean
temperature difference and standard deviation of the temperature difference were both
less than 1 K.

88

Several lines in Figure 4.4 and Figure 4.5 are consistent and have a precision with respect
to the fitting method of less than 1K. We define the consistency with respect to the fitting
method as the mean of the temperature differences for each line combination over all
experiments, whereas the precision with respect to the fitting method is defined as the
standard deviation of the temperature differences over all experiments. Table 4.4
compares the total number of lines that meet this 1 K requirement to the total number of
lines for each gas and branch.

Figure 4.5: Mean temperature difference between the temperature derived from the two
line, same branch, method and the least-squares method for the: (a) Nitrogen O-branch,
(b) Nitrogen S-branch, (c) Oxygen O-branch, (d) Oxygen S-branch. Black dots represent
line combinations where the mean difference and standard deviation of the difference
are both less than 1 K, same as Figure 4.4.
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Table 4.4: Summary of the two-line ratio method applied to two S-Branch lines (S), two
O-Branch lines (O), and one line from each branch (TLDR). Here we show the total number
of line combinations (𝑁𝑁𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 ), the number of line combinations that meet the <1 K criteria
(𝑁𝑁<1𝐾𝐾 ), and the percentage of lines that meet these criteria. This table summarizes Figure
4.4 and Figure 4.5 above.
N2 (O)

𝑁𝑁𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡
𝑁𝑁<1𝐾𝐾

𝑁𝑁<1K
× 100%
𝑁𝑁𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡

N2 (S) N2 (TLDR) O2 (O) O2 (S) O2 (TLDR)

253

300

552

55

66

121

39

87

80

10

28

22

15.4%

29%

14.5%

18.2% 42.4%

18.2%

Overall, the S-branches for both gases have a greater number of line combinations that
meet the 1 K criteria than their O-branches or TLDR counterparts. The nitrogen S-branch
includes the highest number of line combinations that meet the 1 K criteria, while the
oxygen S-branch includes the highest percentage of lines meeting the 1 K criteria. The Obranch for each gas has a lower percentage of lines meeting our criteria because of
greater overlap with the pure vibrational line, as well as the overlap with the Q-Branch
corresponding to the second most abundant isotopologue. The TLDR method is
comparable to the TLSR methods applied to the O-Branch in terms of the percentage of
lines meeting our 1 K criteria for both gases.
In Table 4.5, we show the lines with the lowest absolute mean difference compared to
temperature values determined by fitting VRR line intensities. Each of these line
combinations is within 0.3 K of the fit inferred temperatures. The precision of each line
with respect to the fit inferred temperature values is less than 0.7 K in each case. The line
combinations with the best precision with respect to the fit derived temperature values are
listed in Table 4.6 for each branch. The standard deviation is 0.3 K or less for each of the
branches, and the mean differences for each of the lines are 1.0 K or less for everything
but the N2 TLDR result. It is also worth pointing out that the lines with the greatest
precision are separated by at least 10 rotational quantum numbers.
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Table 4.5: Line combinations with the lowest mean difference between the two-line ratios
and the temperature values inferred from fitting. The columns are the gas and branch (in
parentheses) temperature were inferred from. Two-line, different branch, columns are
designated by TLDR. The rows, in order, are the line combination ([𝐽𝐽1 , 𝐽𝐽2 ]), the mean
temperature difference (𝑇𝑇𝐽𝐽1 ,𝐽𝐽2 − 𝑇𝑇𝑓𝑓𝑓𝑓𝑓𝑓 ), the standard deviation of the temperature difference
��������������
𝜎𝜎�𝑇𝑇
𝐽𝐽1 ,𝐽𝐽2 − 𝑇𝑇𝑓𝑓𝑓𝑓𝑓𝑓 � and the mean uncertainty of the two-line same branch method (Δ𝑇𝑇𝐽𝐽1 ,𝐽𝐽2 ). For
the TLDR columns the S-branch line is designated by 𝐽𝐽1 and the O-branch line is designated
by 𝐽𝐽2 .
N2 (O)

N2 (S)

N2 (TLDR) O2 (O)

O2 (S)

O2 (TLDR)

[12,18] [12,18]

[6,12]

[5,21]

[15,21]

[9,15]

𝑇𝑇𝐽𝐽1 ,𝐽𝐽2 − 𝑇𝑇𝑓𝑓𝑓𝑓𝑓𝑓

-0.2 K

0.2 K

-0.1 K

-0.3 K

-0.1 K

0.0 K

0.6 K

0.4 K

0.7 K

0.2 K

0.5 K

0.3 K

Δ𝑇𝑇

0.5 K

0.7 K

0.9 K

0.3 K

1.0 K

0.8 K

[𝐽𝐽1 , 𝐽𝐽2 ]

��������������
𝜎𝜎�𝑇𝑇
𝐽𝐽1 ,𝐽𝐽2 − 𝑇𝑇𝑓𝑓𝑓𝑓𝑓𝑓 �

Table 4.6: Line combinations with the lowest standard deviation for the difference between
the two-line ratio temperature values and the ``fit inferred'' temperature values for each gas
and branch. The rows and column labels follow the same convention as Table 4.5.
N2 (O) N2 (S) N2 (TLDR) O2 (O) O2 (S) O2 (TLDR)
[4,14]

[4,14]

[20,4]

[5,19]

[3,19]

[7,17]

𝑇𝑇𝐽𝐽1 ,𝐽𝐽2 − 𝑇𝑇𝑓𝑓𝑓𝑓𝑓𝑓

-0.3 K

-0.1 K

-1.8 K

-0.7 K

1.0 K

0.0 K

0.3 K

0.1 K

0.2 K

0.2 K

0.1 K

0.1 K

Δ𝑇𝑇

0.4 K

0.7 K

0.6 K

0.3 K

0.4 K

0.5 K

[𝐽𝐽1 , 𝐽𝐽2 ]

��������������
𝜎𝜎�𝑇𝑇
𝐽𝐽1 ,𝐽𝐽2 − 𝑇𝑇𝑓𝑓𝑓𝑓𝑓𝑓 �
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Figure 4.6: The mean difference between temperature values determined using the (a)
two-line, same branch, and (b) two-line, different branch, methods and temperatures
inferred from fitting for all spectra analyzed. Error bars represent the standard deviation
of the temperature difference across all spectra. The dashed lines are used as a guide to
illustrate the inverse relationship between the variability in temperature difference and
energy difference. It should be noted that using Equation 4.15 this line is equivalent to a
relative uncertainty in the line ratio of 0.003

As previously discussed, uncertainty is inversely proportional to the difference in
rotational transition energies, or the wavenumber separation of the two VRR lines used.
This is illustrated in Figure 4.6, where a clear decrease in mean temperature difference
and variability is observed as the separation between the two lines increases. This shows
that a line combination is more likely to have high consistency with respect to the fitting
method as the two lines become more separated but does not preclude a line combination
with lower separation. As can be seen, there are several line combinations in the range
𝐸𝐸𝑛𝑛 < 400 cm-1 that are consistent with the fit to within 1K with respect to the fitting

method. Figure 4.7 shows a more detailed summary of the uncertainty calculations. Line
combinations with the greatest separation appear in the upper left-hand corner of each
plot. While there are some exceptions, such as line combinations involving lines that
overlap with the pure vibrational lines, the estimated uncertainty is lower for line
combinations closer to the upper left-hand corner of each plot. For N2, many of the line
92

combinations involving odd rotational quantum numbers have higher uncertainty. This is
likely due to these line combinations having higher relative uncertainty from lower
photon statistics and greater sensitivity to overlap from neighboring lines.

Figure 4.7: Average of uncertainty estimated using Equation 4.15 for: (a) Nitrogen Obranch, (b) Nitrogen S-branch, (c) Oxygen O-branch, (d) Oxygen S-branch. A black dot
in a box represents line combinations where the mean difference and standard deviation
of the difference are both less than 1K, same as Figure 4.4.

4.3.8 Multi-Line Ratio Method
So far, we either relied on taking the ratio of two isolated lines or fitting the intensity of a
collection of isolated lines. However, this can be impractical, as isolating single lines
requires a polychromator and a photo-detector array with high enough resolution to fully
resolve each line. In applications that infer temperature from PRR spectra, it is more
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typical to use photomultipliers to measure the light transmitted through narrow-band
interference filters. These filters isolate two sections of the PRR spectra, each section
including multiple lines. In addition to its simplicity, a major advantage of this type of
setup is that each photodetector is measuring a higher signal, resulting in greater
precision in comparison to the methods employing ratios of two isolated PRR lines.
Finally, the typical transmission of filters is significantly higher than that of a
polychromator system. Inspired by this approach and building from the theoretical work
above, we derived a means of inferring temperature by taking a ratio of two regions
within the VRR spectra.
We follow a similar approach to how we derived temperature from two isolated lines in
the same branch. The energy of a line with rotational quantum number 𝐽𝐽 + 𝑖𝑖, where 𝑖𝑖 is
an integer, is related to the energy of a line with rotational quantum number, 𝐽𝐽, through
the following relation:

𝐸𝐸𝐽𝐽+𝑖𝑖 = 𝐸𝐸𝐽𝐽 + 𝑖𝑖(1 + 2𝑗𝑗 + 𝑖𝑖)�𝐵𝐵0 − 𝐷𝐷0 × (2𝐽𝐽(1 + 𝐽𝐽) + 𝑖𝑖 + 2𝑖𝑖𝑖𝑖 + 𝑖𝑖 2 )�
= 𝐸𝐸𝐽𝐽 + Δ𝐸𝐸𝐽𝐽,𝐽𝐽+𝑖𝑖

Equation 4.16

where 𝐵𝐵0 and 𝐷𝐷0 are rotational and centrifugal distortion constants, respectively. The

values for these constants were determined for O2 by Fletcher and Rayside (Fletcher and

Rayside 1974), while Bendtsen (Bendtsen 1974) determined them for N2. Using Equation
4.1 corrected for the ν3 contribution, we can represent the intensity of 𝑛𝑛 + 1 adjacent
lines using a summation:
𝐼𝐼

′ (𝐽𝐽,

𝑛𝑛

′
𝑛𝑛, 𝑇𝑇) = � 𝐼𝐼𝐽𝐽+𝑛𝑛
=
𝑖𝑖=0

𝑁𝑁

𝐴𝐴σ 𝑄𝑄 𝑒𝑒
𝑅𝑅

−

𝐸𝐸𝐽𝐽

𝑘𝑘𝐵𝐵 𝑇𝑇

Equation 4.17
× ∑𝑛𝑛𝑖𝑖=0 𝑆𝑆(𝐽𝐽 + 𝑖𝑖)𝑔𝑔(𝐽𝐽 + 𝑖𝑖)𝑓𝑓01 (𝐽𝐽 + 𝑖𝑖)𝑒𝑒

−

Δ𝐸𝐸𝐽𝐽,𝐽𝐽+𝑖𝑖
𝑘𝑘𝐵𝐵 𝑇𝑇

If we take the ratio of two sections of the VRR spectra, the first beginning at 𝐽𝐽1 and

including 𝑛𝑛 + 1 lines and the second beginning at 𝐽𝐽2 and including 𝑙𝑙 + 1 lines, we get:
𝑅𝑅𝐽𝐽′1 ,𝐽𝐽2 ,𝑛𝑛,𝑙𝑙

=

∑𝑛𝑛𝑖𝑖=0 𝐼𝐼𝐽𝐽1 +𝑛𝑛

∑𝑝𝑝𝑘𝑘=0 𝐼𝐼𝐽𝐽2 +𝑝𝑝

=

𝐸𝐸𝐽𝐽2 −𝐸𝐸𝐽𝐽1
𝑒𝑒 𝑘𝑘𝐵𝐵 𝑇𝑇

× 𝐹𝐹(𝐽𝐽1 , 𝐽𝐽2 , 𝑛𝑛, 𝑝𝑝, 𝑇𝑇),
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Equation 4.18

where:
F(J1 , 𝐽𝐽2 , n, l, T) =

∑𝑛𝑛𝑖𝑖=0 𝑆𝑆(𝐽𝐽1

∑𝑝𝑝𝑙𝑙=0 𝑆𝑆(𝐽𝐽2

+ 𝑖𝑖)𝑔𝑔(𝐽𝐽1 + 𝑖𝑖)𝑓𝑓01 (𝐽𝐽1 + 𝑖𝑖)𝑒𝑒

+ 𝑙𝑙)𝑔𝑔(𝐽𝐽2 + 𝑙𝑙)𝑓𝑓01 (𝐽𝐽2 + 𝑙𝑙)𝑒𝑒

−

Δ𝐸𝐸𝐽𝐽,𝐽𝐽+𝑖𝑖
𝑘𝑘𝐵𝐵 𝑇𝑇

−

Δ𝐸𝐸𝐽𝐽,𝐽𝐽+𝑙𝑙
𝑘𝑘𝐵𝐵 𝑇𝑇

We can then obtain an expression for temperature that is like Equation 4.10:
Tmult =

EJ2 − EJ1
R′J1 ,J2,n,l
k B ln
F(J1 , J2 , n, l, T)

Equation 4.19

Determining temperature with this formulation requires an iterative approach, similar to
the multi-line analysis of Salzman, Masica, and Coney due to the dependence of
𝐹𝐹(𝐽𝐽1 , 𝐽𝐽2 , 𝑛𝑛, 𝑙𝑙, 𝑇𝑇) on temperature (Salzman et al. 1971). The analysis to determine

temperature 𝑇𝑇1 can be performed by calculating 𝐹𝐹(𝐽𝐽1 , 𝐽𝐽2 , 𝑛𝑛, 𝑙𝑙, 𝑇𝑇0 ) using a starting

temperature value, 𝑇𝑇0 , that is above 0 K. This can be repeated to calculate 𝑇𝑇2 from
2

𝐹𝐹(𝐽𝐽1 , 𝐽𝐽2 , 𝑛𝑛, 𝑙𝑙, 𝑇𝑇1 ) and then repeated continually until �𝑇𝑇η − 𝑇𝑇η−1 � was less than the

desired tolerance (we use 0.001 K), where η is the total number of iterations. The
calculation converges to the final temperature value for any reasonable starting

temperature; however, the number of iterations needed to calculate the final temperature
is dependent on the difference between the final temperature and the starting temperature.
We report results using 𝑇𝑇0 = 273 K but found that we get the same results when 𝑇𝑇0 is 1

K, 290 K, and 350 K. Using Equation 4.5, we were able to identify two sections of each
VRR branch by selecting regions where line combinations are most consistent and

precise with respect to the fit inferred temperatures (black dots). This was somewhat
difficult for the O-branch of O2, as the lines most in agreement with the fitting method
were overlapped by the 16O18O Q-line. We were forced to use two small sections of the
signal that were not spaced far apart. While the calculation can be performed on sections
of different sizes, we opted to report calculations with two evenly sized sections of the
spectra. We performed the analysis on each branch, and we report the lines used and
wavenumber ranges in Table 4.7.
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Table 4.7: Parameters used to determine the temperature from each branch in the VRR
spectra for O2 and N2 using the multi-line ratio method. The top row shows the gas and
branch (in parentheses). The rows represent the rotational quantum number (𝐽𝐽) and
wavenumber ranges (ν) used to estimate temperature using the multi-line ratio formulation.
[𝐽𝐽1 , 𝐽𝐽1 + 𝑛𝑛]

[𝐽𝐽2 , 𝐽𝐽2 + 𝑝𝑝]

[𝜈𝜈1 , 𝜈𝜈1 + 𝜈𝜈𝑛𝑛 ]

�𝜈𝜈2 , 𝜈𝜈2 + 𝜈𝜈𝑝𝑝 �

N2 (O)

N2 (S)

O2 (O)

O2 (S)

Units

8-12

4-8

11-13

3-7

n/a

20-24

16-20

15-17

19-23

n/a

2232-2273

2369-2407

1473-1498

1573-1606

cm-1

2130-2173

2458-2495

1448-1474

1658-1688

cm-1

Table 4.8: Comparison of the multi-line ratio approach to inferring temperature with the
fitting method. The columns represent the gases and branch (in parentheses) used for
inferring temperature. The rows in order on the number of iterations (η), the mean
difference of the multi-line ratio and fitting methods (𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 − 𝑇𝑇𝑓𝑓𝑓𝑓𝑓𝑓 ), the standard deviation
of the multi-line ratio and fitting methods (𝜎𝜎�𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 − 𝑇𝑇𝑓𝑓𝑓𝑓𝑓𝑓 �), and the mean uncertainty of
the multi-line ratio method (Δ𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 ).
N2 (O) N2 (S) O2 (O) O2 (S)
4

5

5

5

����������������
𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 − 𝑇𝑇𝑓𝑓𝑓𝑓𝑓𝑓

0.0 K

-0.3 K

-0.2 K

-0.1 K

0.3 K

0.1 K

0.4 K

0.1 K

Δ𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚

0.1 K

0.1 K

0.3 K

0.1 K

𝜂𝜂

𝜎𝜎�𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 − 𝑇𝑇𝑓𝑓𝑓𝑓𝑓𝑓 �

Table 4.8 shows that the multi-line ratio temperature values were consistent with respect
to the fitting method to within 1 K, even for the O-branch of O2. However, limitations on
the O-branch of O2 lead to lower precision than the other branches. A maximum of 5
iterations were needed to satisfy the minimization condition of the calculation. We have
not seen any relation between the number of lines included in the calculation and the
number of iterations required for convergence. The convergence appears stable, even
when the number of iterations is increased well beyond the precision requirement. We
also successfully applied the method to include different line counts in each part of the
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ratio. Comparing Table 4.8 to Table 4.5 and Table 4.6, we can see that the precision with
respect to the fit inferred temperature values is comparable to that of the best line
combinations using the TLSR method. We assume adjacent line bias uncertainty to be
negligible compared to photon statistics, so the intensity ratio's relative uncertainty,
(Δ𝑅𝑅 ′ /𝑅𝑅 ′ )2, reduces to the sum of inverse intensities. The uncertainty in temperature is

calculated iteratively, starting with a null uncertainty. The only non-negligible sources of
uncertainty in 𝐹𝐹(𝐽𝐽1 , 𝐽𝐽2 , 𝑛𝑛, 𝑙𝑙, 𝑇𝑇) are related to the non-rigid rotor corrections and each

iteration's temperature. The mean uncertainty calculated across all experiments were
comparable for all four branches.

4.4 Discussion
4.4.1 Comparing Methods of Inferring Temperature
We derived and implemented four methods to infer temperature from the VRR spectra of
N2 and O2 and discussed their performance when compared to the least-squares
regression method. We now broaden the scope of our analysis by comparing each of the
methods described above with each other, as seen in Figure 4.8. We found that the
temperatures determined by fitting the S- and O-branch of N2 disagreed by at least 2.5 K.
The reason for that is likely related to the fact that the VRR spectra of 𝑁𝑁2 is less resolved
than those of O2, thus making the determination of the single line intensity less reliable.

In particular, the resolution limitations might have affected the determination of 𝑏𝑏0 from

the VRR analysis, which was calculated from the same setup. We found that if a value of
𝑏𝑏0 = 0.55 for N2 is used, the difference in temperature values determined from fitting O-

and S- branches separately drops to only a few tenths of a Kelvin. There is generally

strong agreement between different measurement methods when comparing the results of
the same VRR branch (<0.4 K), which indicates that a greater degree of consistency is
attainable from the N2 VRR spectra with improved instrument resolution.
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Figure 4.8: Comparisons of all the methods used to infer temperature from the VRR
spectra are listed as: (a) The mean difference of all methods applied to the N2 VRR
spectra. (b) The mean difference of all methods applied to the O2 VRR spectra. (c) The
standard deviation of the difference of all methods applied to N2. (d) The standard
deviation of the difference of all methods applied to O2. The temperature measurements
compared are those from a collocated thermocouple (𝑇𝑇𝑇𝑇𝑇𝑇 ), fitting (𝑇𝑇𝑓𝑓𝑓𝑓𝑓𝑓 (branch)), twoline, same branch, ratio (𝑇𝑇𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏ℎ [𝐽𝐽1 , 𝐽𝐽2 ]), two-line, different branch, ratio (𝑇𝑇𝑆𝑆,𝑂𝑂 [𝐽𝐽𝑠𝑠 , 𝐽𝐽𝑜𝑜 ]),
and multi-line ratios (𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 (branch)).
The comparative precision across all methods was ≤0.9 K for all cases involving the N2
VRR spectra. Comparing the multi-line ratio and the fitting for the S-branch of N2

suggests precision values as low as 0.1 K with respect to each other (consistent to within
0.2 K). Comparatively speaking, the different VRR methods are in much better
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agreement for O2 than for N2. Several are within 0.1 K of each other and most fall within
0.5 K. The precision of these methods in comparison to each other is generally within 0.5
K, apart from the two-line ratios. It is apparent from Figure 4.8 that the two-line ratio
method is generally worse in terms of precision in comparison to its counterparts for both
gases, as we already noted earlier. Table 4.4 shows that the two-line ratio method is best
applied to the S-Branch, as a lower proportion of lines were found to meet the <1 K
criteria for the O-Branch and cross-branch estimates. Again, the most precise comparison
(0.1K) is found by comparing the S-branch fit with the S-branch multi-line ratio
approach. Fitting method, two-line ratios, and multi-line ratios are precise to within 1 K
when applied to the VRR spectra of O2. Additionally, each of these methods showed a
high level of self-consistency to within 1 K. Overall, the methods we derived performed
better when applied to O2 VRR spectra than when applied to N2 VRR spectra. While N2
has greater abundance in the atmosphere, and therefore greater overall Raman signal,
than O2, the intensity of the lines within the O2 spectrum are comparable to N2 VRR
transitions with even rotational quantum number. This is due largely to the nuclear spin
statistic, gJ, which results in molecules having both even and odd rotational quantum
number for N2 and only odd rotational quantum number for O2. Another effect of gJ is
that the lines in the O2 VRR spectrum have greater separation, are easier to resolve, and
are less prone to adjacent line bias. Uncertainty due to adjacent line bias can be reduced
by using methods that employ multiple lines, such as fitting the intensities or the multiline ratio. However, high degrees of self-consistency and precision (<0.5 K) were still
achievable using two-line ratios. Additionally, the precision of temperature values
inferred from VRR spectra were small enough that temperature changes could be
resolved over a relatively small temperature range.
4.4.2 Temperature Variation and Correlation
Across all experiments, the ambient temperature varied from 292.2 K to 293.3 K as
measured by the thermocouple. Figure 4.9 compares the different methods we employed
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Figure 4.9: Temperature inferred from the VRR spectra plotted against the ranked
temperature measured by the thermocouple, described by the following: (a) The line
combinations most consistent with fitting method using the two-line, same branch, ratio.
(b) Most precise line combinations with respect to the fitting method using two-line,
same branch, ratio approach. (c) The temperature derived from fitting the VRR line
intensities. (d) Temperatures determined by taking a ratio of multiple lines. The dark
gray regions in each plot represent the 1 σ uncertainty of the thermocouple (1.1K) and
the light gray regions represent the 2 σ uncertainty. The lines represent a line with a slope
of 1.0, and linear regression was used to determine the offset with respect to the
thermocouple
plotted with the ranked thermocouple readings. Most of the temperatures determined
from Raman methods fall within the 95% confidence range of the thermocouple. As
temperature increased in the room, increasing trends were also observed for the Raman
calculations with varying degrees of correlation, as shown in Figure 4.10. Each
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Figure 4.10: Pearson's correlation matrix composed of every method used to predict
temperature from the VRR spectra of: (a) N2 and (b) O2. Labelling follows the same
convention as Figure 4.8.
comparison shows a positive correlation and similar slopes over the temperature range
explored. However, the correlations are higher for methods applied to O2 VRR spectra
than N2 VRR spectra, especially the methods that involve two-line calculations. This is
likely due to isolating single lines in the N2 spectra being more difficult than for O2.
Overlap from adjacent lines reduces the overall precision of temperatures determined
from isolated lines in the N2 spectra. Additionally, temperature values inferred from the
O2 VRR spectra correlate better with the thermocouple than those inferred from the N2
VRR spectra.
4.4.3 Additional Sources of Uncertainty
Temperatures determined from the S- and O-branch of O2, along with the O-branch of
N2, are 1-3 K higher than those measured by the thermocouple. Furthermore, the
temperature values determined from these three branches are in good agreement with
each other. Despite large power densities in the scattering region, localized heating is
unlikely. We estimate that over a 15-minute exposure, the temperature in the scattering
region would only increase by 0.003 K at most. This estimate takes into account heating
due to linear absorption, which is 0.2 Mm-1 in the atmosphere at 532 nm, and heat
101

dissipation (Whinnery 1974) (Arnott et al. 1999). Effects involving the motion of air in
the room, the buoyancy of heated air, or absorption effects of aerosol were not
considered. The first two effects would mitigate localized heating, and the third effect,
which would would increase localized heating, is likely small. Again, most of the
temperature values determined by analyzing the VRR spectra of O2 and N2 are within 2σ
of the thermocouple's accuracy.
The instrumental transfer function, or the wavelength dependent intensity sensitivity of
the detector in the spectrograph, represents a source of uncertainty in these experiments.
The transfer function can be estimated experimentally by exposing the spectrograph to a
black-body source or spontaneous emission from luminescent glasses (Hurst et al. 2007).
These systems are often expensive, difficult to implement properly, and correction
calibrations need to be performed often. These techniques can help diagnose the effects
of distortions due to hot spots and etaloning (which is more of an issue in the nearinfrared) (Choquette et al. 2007). Unable to perform these calibrations, we estimated the
instrumental transfer function using the specifications of the spectrograph provided by
the manufacturer. It is possible that the VRR transitions themselves could be used to
improve this calibration in the future. Raj et al. recently showed how an intensity
calibration could be performed using the intensity of PRR and VRR transitions (Raj et al.
2020). Additionally, further improvements could be achieved with a better alternative
temperature measurement and by exploring a wider temperature range.
4.4.4 Generalizing the Results
We employed several methods of estimating atmospheric temperature from the VRR
spectra of N2 and O2. These methods can be applied toward the development of
instrumentation that can remotely infer temperature in turbid environments. In such
applications, the investigated temperature values might be different, and the ranges might
be wider than the temperature values we explored in this work. However, because our
methods are reliant on the temperature dependence of the rotational states of a canonical
gas through the Boltzmann distribution, these methods can be generalized to a greater
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range of temperatures. For two-line ratios, a specific line pairing may only be appropriate
for specific temperature values, especially if the intensity of one line becomes too small
for a sensitive measurement to be made. The optimal line pairings for atmospherically
relevant temperatures should be like those discussed in this work, as the intensities will
not deviate enough to make them less sensitive. These optimal line pairings can be
estimated using an approximated form of Equation 4.1:
𝐼𝐼 ∝ 𝐽𝐽𝑒𝑒

−𝐵𝐵0 𝐽𝐽2
𝑘𝑘𝐵𝐵 𝑇𝑇

𝑘𝑘 𝑇𝑇

𝐵𝐵

2

= � 𝐵𝐵𝐵𝐵 �𝑥𝑥𝑒𝑒 −𝑥𝑥 �, where 𝑥𝑥 = �𝑘𝑘 0𝑇𝑇 𝐽𝐽
0

𝐵𝐵

Equation 4.20

where 𝐵𝐵0 is the rotational constant from Equation 4.16. The most intense line in the VRR
spectra is for 𝑥𝑥 = 1/√2, or 𝐽𝐽𝑚𝑚𝑚𝑚𝑚𝑚 = �𝑘𝑘𝐵𝐵 𝑇𝑇/𝐵𝐵0 . Therefore, if 𝐽𝐽1 and 𝐽𝐽2 are the optimal J

values obtained by comparing two single lines at 𝑇𝑇0 , then, the optimal 𝐽𝐽 values at a

different temperature 𝑇𝑇 should be 𝐽𝐽1 �𝑇𝑇/𝑇𝑇0 and 𝐽𝐽2 �𝑇𝑇/𝑇𝑇0. In the same vein, the optimal

line pairs of one gas can be estimated from the results of another, because 𝐽𝐽 should scale
as �1/𝐵𝐵0. From Table 4.5, we can surmise that [12, 18] is the optimal line pairing for
N_2 when compared to the fitting method; plugging this line pairing into the

[𝐽𝐽1 , 𝐽𝐽2 ]�𝐵𝐵0,𝑁𝑁2 /𝐵𝐵0,𝑂𝑂2 relation, we estimated that for 𝑂𝑂2, the optimal values [𝐽𝐽1 , 𝐽𝐽2 ] =
[14.1,21].

Table 4.9: Estimates of the optimal line pairing for the two-line ratio method using the
results from Table 4.5. These calculations were referenced to a temperature 𝑇𝑇0 , as discussed
in the text, of 293 K.
T [K]

O2 (S)

N2 (S)

210

[13, 17] [10, 16]

273

[15, 21] [12, 18]

293

[15, 21] [12, 18]

1000

[27, 29] [22, 34]

2000

[39, 55] [32, 48]
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Since the 𝑂𝑂2 VRR spectra only includes odd-J valued lines, it can be surmised that the

estimated optimal line pairing for 𝑂𝑂2 is [15, 21]. This indeed is the line pair that we found
to be most in agreement with the fit for the S-Branch of 𝑂𝑂2, as per Table 4.5 supporting

our argument. Therefore, we used this method to calculate estimated optimal line pairs

for determining the temperature for different temperature regimes and report the values in
Table 4.9.
Similar conclusions can be extended to the multi-line ratio and line fitting methods as
well. The multi-line ratio incorporates a greater number of photons compared to the twoline ratio methods and therefore should be more sensitive across a greater range of
temperatures. However, the ideal line groupings may change in a similar fashion to the
two-line ratio method discussed above. The temperature range of the line fitting method
is largely limited to the spectral range of the spectrograph used. Line selection is less
important for this method as well since the method is performed by minimizing the χ2 -

statistic. This method is dependent on the relative uncertainty of each line and so would
favor the lines with the highest intensity in the spectral range of the instrument.

The value of 𝑏𝑏0 in the non-rigidity correction should be applicable to temperature
regimes not explored in this work. There is no theoretical basis for temperature

dependence of 𝑏𝑏0 , though experimental work should be performed to confirm this

theoretical prediction (Herman and Wallis 1955; James and Klemperer 1959; Hamaguchi
et al. 1981). Typically, experiments to determine 𝑏𝑏0 are performed at room temperature,
and these measurements are in-turn used to determine temperature at different

temperature regimes (Asawaroengchai and Rosenblatt 1980; Hamaguchi et al. 1981;

Langhoff et al. 1983; Borysow et al. 2019). It has been shown that this room temperature
determined 𝑏𝑏0 values do improve the accuracy of temperature measurements at flame
temperatures (Michael C Drake and Rosenblatt 1978; Utsav and Varghese 2013).
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4.5 Conclusions
Our experimental setup and measurement procedure allowed for high resolution
measurement of VRR spectra of N2 and O2. Using the fundamental properties of these
molecules, we were able to determine atmospheric temperature within the scattering
region of our multi-pass cell. For both gases, treating the molecules as non-rigid rotors
not only improved the self-consistency of temperature derived from Raman
measurements but also improved the agreement between Raman derived temperatures
and the thermocouple. However, the VRR spectra of O2, specifically the S-Branch, would
be best for determining atmospheric temperature with high precision without the need for
ad hoc temperature calibration. The S-Branch provided the best results in this work,
largely due to higher line intensities and a greater number of viable lines due to less
influence from overlapping vibrational lines. We found that greater resolution is likely
needed when determining temperature from individual N2 lines. A more accurate estimate
of 𝑏𝑏0 might further improve the temperature inferred from N2 VRR spectra. Regardless,
the N2 S-branch would likely provide the most precise temperature measurement for

applications where a calibration can be performed. This is because this branch would
have the strongest signal out of the four branches explored.

We derived four methods of ascertaining atmospheric temperature from the VRR spectra
of N2 and O2. These methods could be a starting point in the development of an
instrument for contactless measurements of atmospheric temperature using VRR spectra
of N2 or O2, though further work is necessary to scale these methods to a field deployable
instrument. Our analysis to find the optimal line combinations was performed for a
limited range of temperature values. The best line combinations will need to be revisited
for different temperature regimes, and we provided a theoretical approach to estimate the
optimal line pairs. However, our work shows that regardless of temperature, well
separated line combinations are ideal. Of the methods implemented in this work, the
multi-line ratio is the best in terms of attainable precision and practical applicability. A
future implementation would still require well-characterized filters that isolate specific
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line combinations. A calibrated version of the multi-line method can also be envisioned,
where two sections of the spectra are isolated and a calibration constant allows for
temperature to be determined, just like in PRR methods. We anticipate that the VRR
method would be applicable to the same range of temperatures that purely rotational
Raman can be, since the formulation is similar. Methods employing interference filters
would have orders of magnitude greater transmission than our spectrograph setup, which
would allow for higher time resolution. It would be interesting to apply such a setup to
investigate the effects of temperature fluctuations on atmospheric processes. Line-fitting
and two-line ratios can also be effective techniques, though they may only be viable
options when using a polychromator or other light dispersion techniques. These methods
do not have the strict filter requirements of the multi-line method.
It is worth reiterating that VRR-based temperature measurement will not replace PRRbased temperature measurements. However, we believe there are situations where the
elastic scattering signal will be too strong for PRR-based measurement to be reliable.
Determining temperature from VRR spectra may be useful in the development of shortrange LiDAR systems that investigate turbid environments, such as near clouds.
Additionally, VRR spectra could be used for temperature measurements in combustion
diagnostics, especially in cases where incomplete combustion leads to the production of
particles that could increase the elastic scattering coefficient in the measurement media
and degrade the precision of other techniques.
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5 Conclusions
5.1 Summary of Motivations
Aerosol’s impact on radiative transfer represents a large source of uncertainty in climate
models, and reducing these uncertainties has proven to be one of the toughest challenges
in atmospheric science (Regayre et al. 2018; Bellouin et al. 2020). Atmospheric
parameters, such as temperature and water vapor concentration, can have a large
influence on the properties of aerosol and therefore on their impact on climate. The size
and optical properties of hygroscopic aerosol, such as sea salt or mixed particles
containing ammonium sulfate, are dependent on the local relative humidity. Quantifying
the change in absorption of aerosol as a function of humidity has proven to be difficult.
The reasons for this are two-fold: the traditional methods of obtaining absorption have
poor performance at high relative humidity, and the available measurements of
absorption enhancement span a large range of values depending on aerosol origin and
age.
Fluctuations in relative humidity can affect how much light is scattered and absorbed by
aerosol and, therefore, aerosol effects on the radiative balance of the planet. Absorption
enhancements in humidified aerosol can also lead to local changes in temperature, a
feedback which could suppress the formation of clouds. Due to lack a of data on humidity
effects on light-absorbing aerosol, it is unclear how significant humidity related
absorption enhancements are on these semi-direct aerosol effects. Fluctuations in
temperature and humidity due to turbulence can also lead nonlinear responses in terms of
aerosol optical properties, new particle formation, and activation of aerosol into cloud
droplets. To investigate the links between aerosol properties, relative humidity, and
turbulence, new methods of remotely measuring temperature and water vapor are
necessary.
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5.2 Summary and Implications
This dissertation describes research activities aimed at better understanding the complex
effects water vapor and temperature can have on aerosol. Novel measurement methods
were developed to directly measure the optical effects of water uptake on aerosol.
Additionally, the first steps were taken toward the end goal of understanding the role of
turbulence in on relative humidity and, therefore, on aerosol through the development of
a method to noninvasively measure temperature.
A novel humidified cavity attenuated phase shift albedometer (H-CAPS-PMSSA) is
described and characterized in Chapter 2. We found sensitivities and measurement
capabilities like those in Onasch et al. (Onasch et al. 2015), despite evidence that certain
key parameters within the instrument might drift (Modini et al. 2020). Such
characterizations enabled us to confidently perform measurements at high RH using the
H-CAPS-PMSSA. A custom software package to correct for size-dependent truncation
biases was also described, and then compared to biases measured from aerosol. We found
that the software underpredicted these biases because it does not account for the
reflections on the glass tube within the instrument (Liu et al. 2018; Modini et al. 2020).
Two empirical corrections were formulated: one based on aerosol diameter and one based
on Mie calculations. While the Mie-based correction predicted the dry data better, the
diameter-based empirical formula performed better when compared to humidified data.
The diameter parameterization is applied to the humidified data in Chapter 3, as well as
in Carrico et al (Carrico et al. 2021). The diameter-based empirical formula also had
lower uncertainty, which was comparable to the uncertainty predicted by Onasch et al.
(Onasch et al. 2015).
The H-CAPS-PMSSA was used to measure the optical and hygroscopic properties of
ammonium sulfate, nigrosin, and ammonium sulfate-nigrosin mixtures with molar ratios
of 1:1 and 4.7:1. The refractive indices of nigrosin and the two mixtures were determined
from scattering and extinction data, while the H-CAPS-PMSSA was operated in dry mode.
The refractive index of nigrosin agreed with values reported in literature. The refractive
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indices of the mixtures were also compared to volume averages of the ammonium sulfate
(from literature) and nigrosin refractive indices, and these were in good agreement as
well. Next, least-squares and Monte Carlo analyses was performed on humidified
extinction data for each aerosol species to determine their respective hygroscopic
parameters, κ, as a function of relative humidity. For aerosol containing ammonium
sulfate, κ decreased as relative humidity decreased. This is predicted for ammonium
sulfate, as κ for the whole particle is dependent on the concentration of ammonium
sulfate (Lewis 2019). However, this decrease was much steeper than expected for the
mixtures based on hygroscopic volume mixing rules (Petters and Kreidenweis 2007). We
also analyzed the change in single scattering albedo as humidity was increased. The
greatest change in single scattering albedo was observed for the 4.7:1 ammonium sulfate
to nigrosin mixture, whereas the lowest change in single scattering albedo was observed
for pure ammonium sulfate. A parameterization scheme was developed to describe the
single scattering albedo enhancement as a function of relative humidity and the volume
fraction of nigrosin using an empirical quadratic relation. We also parameterize the
absorption enhancement in terms of scattering enhancements. The parameterizations
discussed in Chapter 3 could be used to estimate forcing of atmospheric aerosols.
Parameterizing single scattering albedo enhancements based on the volume fraction of
absorbing aerosol could be a powerful tool for modelling aerosol containing lightabsorbing material in high RH environments. The parameterization uses only one fitting
parameter, a, which is strongly dependent on the hygroscopicity of the two material.
For the purposes of quantifying the effects of relative humidity fluctuations and how they
affect the optical properties of aerosol, novel means of remote temperature and water
vapor measurements were developed. My contributions mostly focused on the
temperature measurement; however, lab experiments looking into water vapor
measurements were performed by Chibirev et al. (Chibirev et al. 2018). The results of
this work are discussed in Chapter 4. We examined three different methods for inferring
temperature from the vibro-rotational Raman (VRR) spectra of O2 and N2. The first
method used linear regression to fit the intensities of lines within the VRR spectra using
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the Maxwell-Boltzmann relation. This method was used to show the importance of
correcting for non-rigidity when analyzing VRR spectra. Then, we developed a method to
estimate temperature by taking a ratio of line intensities from any line in the VRR spectra
of N2 or O2. Some key observations from this analysis were that the method performs
best when the lines are selected from the same branch and is more precise when the lines
are well spectrally separated from each other. Building off the two-ratio formulation and
inspired by modern lidar techniques (Radlach et al. 2008) and the work of Salzman,
Masica, and Coney (Salzman et al. 1971), we developed an expression for determining
the temperature by taking ratios of multiple lines. This method has the advantage of
increasing the number of photons used for the temperature calculation, thereby reducing
photon counting statistics, as well as reducing the uncertainty resulting from overlapping
lines. This method was found to be precise and self-consistent with the regression
method. This method also has the advantage of being more straightforwardly scalable to
the development of an imaging technique, development which will continue in the future.

5.3 Future Direction
5.3.1 Truncation Correction Software
The next software upgrade to be incorporated will consider the reflectivity of the cell into
the custom software, similar to Modini et al.’s FORTRAN software (Modini et al. 2020).
Additionally, the software was written with the goal of being used to predict truncation in
instruments other than the H-CAPS-PMSSA. Further empirical corrections to the Mie
based truncation code may be necessary for experiments involving irregularly shaped
aerosol, such as soot. Future work will also be done to test the software’s ability to
predict truncation in other instruments that measure scattering, such as those containing
integrated nephelometers.
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5.3.2 Humidification Experiments using H-CAPS-PMSSA
Experiments to characterize the absorption characteristics of soot at medium to high
relative humidity values are the next logical step for the H-CAPS-PMSSA. Such an
experiment would be performed by using a stable source for soot, such as the Argonaut
inverted burner located at Los Alamos Laboratory, by controlling the fuel to air ratio.
Soot will then be dried in a diffusion drier and then charge- and mass-selected using a
SMPS and CPMA, like experiments in Chapters 2 and 3. To make soot more
hygroscopic, we could expose the soot to a chamber of nitric or sulfuric acid. If the acid
vapor pressure is near saturation, it will deposit onto the soot, making it more
hydrophilic. We would then measure the Extinction and Scattering using the H-CAPSPMSSA at elevated relative humidity values. This could be compared to similar
experiments where the acids are not used and water growth is expected to be minimal.
Additionally, photochemical aging processes in the atmosphere could be simulated using
the Potential Aerosol Mass (PAM) Oxidation Flow Reactor. The PAM reactor is a highly
oxidizing chamber that simulates several days’ worth of aging in the matter of minutes.
Ancillary measurements are critical to the success of this experiment. For example,
microscopy samples will be collected to quantify morphology of particles entering the
CAPS. Modifications could be made to the CAPS to look at how humidity modifies
aerosol morphology. The three-wavelength photoacoustic instrument will be critical for
comparisons of SSA with the H-CAPS-PMSSA. It may also be important for quantifying
truncation related errors in the measurement, like how it was used for nigrosin in Chapter
2. This is due to the complex morphology of soot particles and how it affects the fraction
of back scattered light to forward scattered light. Liu et al. found that the truncation
correction was also strongly dependent on the asymmetry parameter (fraction of light
backscattered to front scattered) of the aerosol put into the instrument (Liu et al. 2018).
However, the photoacoustic cannot be humidified, so an empirical correction may be
necessary based on aerosol morphology determined from microscopy measurements from
which the asymmetry parameter could be estimated. Soot could then be parameterized in
a similar fashion to the nigrosin ammonium sulfate mixtures from Chapter 3.
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Expanding this parameterization beyond the 200-500nm range for the quadratic
parameterization discussed in Chapter 3 is another major challenge. This will likely
involve adding another fit parameter that accounts for aerosol diameter. SSA
enhancements could also be combined with mass spectroscopy measurements to develop
a parameterization scheme based on the organic carbon mass (OCM) ratio of the aerosol.
Hygroscopicity tends to be lower for aerosol containing large amounts of carbonaceous
material (Carrico et al. 2005, Malm, 2005 #727; Orozco et al. 2016). The carbon content
of an aerosol can also be used to accurately predict SSA of freshly emitted biomass
burning plumes (Pokhrel et al. 2016). Such parameterization schemes could be used to
predict the SSA of brown carbon at elevated humidity, which currently is still not well
characterized (Washenfelder et al. 2013). Brown carbon can become less absorptive and
more hygroscopic due to oxidation and aging processes, so parameterizations based on
chemical content are important (Forrister et al. 2015; Gorkowski et al. 2019).
5.3.3 Improving Rigid Rotor Corrections for N2
When comparing the temperature inferred from the S-branch to those from the O-branch,
the agreement is more consistent for N2 than for O2. This is likely the cause of the greater
degree of overlap for the N2 spectrum affecting the determination of temperature and the
rigid rotor correction. By varying 𝑏𝑏0 (the ratio of the polarizability anisotropy and its first
derivative at the equilibrium inter-nuclear distance), we found the agreement between Sand O-branch inferred temperatures was optimized when 𝑏𝑏0 = 0.55 (𝛥𝛥𝑇𝑇𝑆𝑆 − 𝛥𝛥𝑇𝑇𝑂𝑂 =

−0.3𝐾𝐾). The value of for 𝑏𝑏0 used for the estimation of the temperature from the N2

spectra was determined taking ratios of lines 𝐽𝐽𝐽𝐽 + 2 in the S-branch to 𝐽𝐽𝐽𝐽 − 2 in the

O-branch (expressed as 𝑍𝑍 2 ) and fitting them to the rotational quantum number, 𝐽𝐽

(Borysow et al. 2019). To account for overlap related errors, the same fitting scheme was
applied with the addition of an intercept term to account for vertical shifts from data
biases. A comparison of each fitting scheme, with and without the intercept term, is given
in Figure 5.1. The 𝑏𝑏0 value determined from the fit is nearly in agreement with the value
derived from optimizing the temperature results and would result in temperatures
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determined from the S- and O-branches being in greater agreement than if 𝑏𝑏0 = 0.48.

The difference in 𝑏𝑏0 values predicted from temperature optimization and fitting with an
intercept could be because the optimization scheme does not correct for biases due to
overlap from adjacent line profiles. It is not entirely clear if this fitting scheme is

accounting for bias in the data or if there is an additional term from the third-order
perturbation derivation not being considered that should be for 𝑁𝑁2 . Future work should be
done to confirm these results using a higher resolution spectrograph and refining the
theoretical treatment of the Raman spectra, should it need be.

Figure 5.1: A comparison of least-squares regressions to determine rigid rotor correction
term, 𝑏𝑏0 . The vertical axis represents the ratio of line intensities measured in the S- and
O-branches. The expressions used for regression are identical save for an additional
intercept term (blue) to account for biases resulting from overlapping lines. The intercept
adjustment found in the blue fit was 0.024±0.006.
Determining temperature from the VRR spectra of N2 and O2 is part of a greater effort to
quantify the effect turbulence has on aerosol and cloud droplets in the Michigan Tech
Cloud Chamber (Π-Chamber). The instrument, which we refer to as the Ramanographer,
will map the water vapor field and temperature to quantify the spatial and temporal
variation of relative humidity within the Π-Chamber. To accomplish the mapping aspect,
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thermoelectrically cooled CCD cameras (Andor iKon-M) will be used to image a
10x10cm2 area. Temperature measurements will be performed by isolating two sections
of the VRR spectrum using narrow band-pass filters and imaging the transmitted light
using two separate cameras. This method would be like the multi-line approach, which
we found could be sensitive to within 3K using an integration time of 1s. This estimate is
based on photon collection rates from the results of Chapter 4. However, the estimate
does not consider the improved transmission of the Ramanographer compared to the
spectrograph (at least an order of magnitude). As such, we estimate that the sensitivity
using this approach in the Ramanographer could be lower than 1K. Water vapor
concentration will be determined by isolating and imaging the vibrational bands of water
vapor and N2, and their ratio will be used to determine the water vapor concentration in
the Π-Chamber. Cameras with band-pass filters centered on the elastic scattering will be
used to image the elastic scattering off aerosol and cloud droplets, and these cameras
could be positioned to measure light scattered in the forward, back, or perpendicular
direction to estimate hygroscopic growth.
5.3.4 Raman Measurements in the Π-Chamber
While the end goal of the project is to measure the effects of turbulence on aerosol, an
important first step of the instrument could be to show the dependence of relative
humidity fluctuations on the covariance of vapor pressure and temperature derived by
Kulmala (Kulmala et al. 1997). Such an experiment could be performed in a clean
environment (minimal aerosol or cloud droplets) within the Π-Chamber, and such an
experiment would allow for fine tuning of the instrument to reduce the effect of
reflections from surfaces within the Π-Chamber. Then, aerosol and cloud droplet
measurements could be performed. One such experiment could involve injecting
ammonium sulfate into the cloud chamber and operating it in turbulent mixing mode
while keeping the average relative humidity below 81%. Deliquescence observed by
enhanced scattering from the elastic scattering cameras could then be related to regions
that have elevated RH due to mixing processes. An interesting observation might be to
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look at how the scattering enhancements evolve over time and whether the aerosol adsorb
enough water to reduce the humidity to the point that aerosol stop deliquescing. Another
potential experiment of interest to this work would be to look at how cloud processing
affects the optical and hygroscopic properties of aged soot. This could be explored by
deploying the H-CAPS-PMSSA in the Π-Chamber facility to measure the optical
properties of soot before and after cloud processing. Varying degrees of turbulence could
be attained by adjusting the temperature differential within the Π-Chamber, which could
then be quantified using temperature fluctuation data from the Ramanographer.
Compaction and chemical processing of soot particles within the cloud chamber could
alter both the optical and hygroscopic properties of the soot, which would be quantified
using the H-CAPS-PMSSA (Bhandari et al. 2019). This could lead to exciting
developments in understanding cloud processing of soot and how cloud processing
transforms the properties of the soot.
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A

Python Truncation Estimation (caps_trunc.py)

import numpy as np
import PyMieScatt as ps
from scipy.integrate import trapz
def settings(waveLength=450, diamSphere=10, diamTube=1.0, extraLength=0.6, angRes=0.2,
calBool = False, calDiam = 150, cal_NDp = 1, calRI=1.53):
"""
This function allows for fully custumizable instrument settings that get input
into the truncation correction functions. calBool should be set to True is any
setting is changed.
Parameters
----------

diamSphere : float, optional
diameter of integrating tube in CAPS in cm. The default is 10.
diamTube : float, optional
diameter of tube in CAPS in cm. The default is 1.0.
extraLength : float, optional
length outside both sides of integrating sphere calculation is performed
(cm). The default 0.6.
angRes : float, optional
angular resolution of Mie calculations.. The default is 0.2.
calBool: boolean, optional
Boolean to determine whether new calibration value is necessary. Use if
calDiam, cal_nDp, or calRI are different thant their default values.
Default values assume that theinstrument was calibrated using a
monodisperse sample of 150nm Ammonium Sulfate. The is False.
calDiam: : float or array, optional
Diameter of calibration aerosol. float data type will calculate
calibration factor assumingmonodisperese aerosol, while array will
calculate calibration factor assuming polydispersesize distribution. For
polydisperse, cal_nDp is used as weighting factor. Ensure that arrays
input for calDiam and cal_ndp are the same size. The default is 150nm.
cal_nDp : float or array, optional
Weights for size distribution of calibration aerosol. float data type will
calculatecalibration factor assuming monodisperese aerosol, while array
will calculate calibrationfactor assuming polydisperse size distribution.
For polydisperse, cal_nDp is used as factor. Ensure that arrays input for
calDiam and cal_ndp are the same size. The value is 1.
Returns
------default_dict : dict
Dictionary containing the default instrument values for calculating
truncation. From the input parameters, the dictionary also includes z-axis
integration limits and density:
z1: lower limit of z-axis integral: -0.5*diamSphere-extraLength
z2: upper limit of z-axis integral: 0.5*diamSphere+extraLength
npos: Integration density:
int((100/11.2)*(diam_sphere+2*extra_length))
“””
if extraLength < 0.0:
extraLength = 0.0
print('extraLength must be set to value exceeding 0.0.'+\
' extraLength set to 0.0 for this calculation.')
else:
pass
if calBool == True:
default_dict = {'wavlen': waveLength,\
'diam_sphere': diamSphere,\
'diam_tube': 1.0,\
'extra_length': 0.6,\
'z1': -0.5 * diamSphere - extraLength,\
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'z2': 0.5 * diamSphere + extraLength,\
'npos': int((100/11.2) * (diamSphere + 2 * extraLength)),\
if np.size(calDiam) == 1:
truncCal = trunc_mono(calRI, calDiam, False, default_dict)
else:
truncCal = trunc_size_dist(calRI, calDiam, cal_NDp, False, default_dict)
default_dict['trunc_cal'] = truncCal
else:
default_dict = {'wavlen': waveLength,\
'diam_sphere': diamSphere,\
'diam_tube': 1.0,\
'extra_length': 0.6,\
'z1': -0.5 * diamSphere - extraLength,\
'z2': 0.5 * diamSphere + extraLength,\
'npos': int((100/11.2) * (diamSphere + 2 * extraLength)),\
'ang_res': angRes,
'trunc_cal': 1.02245612148504}
return default_dict
def trunc_mono(n, diam_aerosol, fullOutput=False, inst_settings = settings()):
"""
Compute the SSA correction due to truncation for the CAPS-PM-SSA for monodisperse
aerosol. The truncation follows as the inverse of the SSA correction given.Uses
Bohren-Huffman Mie algorithm, via PyMieScatt, to compute the correction given
aerosol index of refraction, aerosol diameter, and wavelength. A truncated and
ideal Mie scattering efficiency several points within the geometry of the CAPS,
and then integrated. The correction is derived a ratio of the integrals (ideal
case in the numerator). The results are normalized to the truncation calculated
for 150nm monodisperse aerosol. Informaiton about the z axis points used in the
calculation, Mie scattering efficiencies, and angles used to compute truncated Mie
scattering efficiencies can be output by setting fullOutput=True.
Parameters
---------n: complex float
Complex refrative index of the aerosol.
diam_aerosol: float
Diameter of monodisperse aerosol.
wavlen: float, optional
fullOutput: boolean, optional
Outputs Scattering efficiencies, z-axis values, and angles of integration
with correction.
Returns
------trunc_corr: float
Truncation for CAPS SSA measurement assuming monodisperse aerosol
if fullOutput=True also outputs
z_axis: array of floats
z-axis positions of particles within cavity. Units are in cm.
qsca_trunc: float
Truncated scattering efficiency. Integrated from theta1 to theta2
across all z-axis values.
qsca_ideal: float
Non-truncated scattering efficiency. Integrated from 0-180 degrees
z-axis values inside integrating sphere. Considered zero outside of
limits of the integrating sphere.
theta1: array of floats
Forward scattering angle in radians of integration, truncated by
opening on far side of cavity.
theta2: array of floats
Backward scattering angle in radians truncated by opening on near
side of cavity.
"""
wavlen, diam_sphere, diam_tube, extra_length, z1, z2, npos, ang_res, trunc_cal =\
inst_settings.values()
size_param = (np.pi * diam_aerosol)/wavlen #size parameter
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theta, _, _, su = ps.ScatteringFunction(n, wavlen, diam_aerosol, minAngle=0,
maxAngle=180, angularResolution=ang_res)
#Do not set angular resolution higher than 0.1
z_axis = np.linspace(z1, z2, npos)
theta1 = np.zeros(len(z_axis))
theta2 = np.zeros(len(z_axis))
qsca_trunc = np.zeros(len(z_axis))
qsca_ideal = np.zeros(len(z_axis))
i = 0
for z in np.nditer(z_axis):
if z != 0.5 * diam_sphere:
alpha = np.arctan((0.5*diam_tube)/abs(0.5*diam_sphere - z))
#forward scattering angle
else:
pass
if z != -0.5 * diam_sphere:
beta = np.arctan((0.5*diam_tube)/abs(-0.5*diam_sphere - z))
#back scattering angle
#alpha and beta need to be adjusted based on section of cell we are
in
if z < -0.5 * diam_sphere:#outside of sphere
theta1[i] = alpha
theta2[i] = beta
qsca_ideal[i] = 0 #ideally light would not get into cavity from
outside
elif z == -0.5 * diam_sphere:
theta1[i] = alpha
theta2[i] = np.pi/2
qsca_ideal[i] = q_mie
elif -0.5 * diam_sphere <= z <= 0.5 * diam_sphere:#inside cavity
theta1[i] = alpha
theta2[i] = np.pi - beta
qsca_ideal[i] = q_mie #ideally full scattering efficiency measured
elif z == 0.5 * diam_sphere:
theta1[i] = np.pi/2
theta2[i] = np.pi - beta
qsca_ideal[i] = q_mie #ideally full scattering efficiency measured
elif z > 0.5 * diam_sphere:
theta1[i] = np.pi - alpha
theta2[i] = np.pi - beta
qsca_ideal[i] = 0 #ideally light would not get into cavity from
outside
su_trunc = su[np.where(np.logical_and(theta >= theta1[i], theta <=
theta2[i]))]
theta_trunc=theta[np.where(np.logical_and(theta>=theta1[i],\
theta<=theta2[i]))]
#calculate scattering efficiency
qsca_trunc[i]=trapz((2*su_trunc*np.sin(theta_trunc))/size_param**2,\
theta_trunc)
i+=1
trunc = trapz(qsca_trunc, z_axis)
ideal = trapz(qsca_ideal, z_axis)
#calculate trunc_corr. For regular calculations calculate top line. If determining
#truncation determining correction factor for calibrated data uncomment second
line, #comment #first line and determine the truncation correction
trunc_corr = (ideal / trunc)/trunc_cal
if fullOutput == True:
return trunc_corr, z_axis, qsca_trunc, qsca_ideal, theta1, theta2
else:
return trunc_corr
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def trunc_lognorm(n,gmean,gstd,fullOutput=False,returnDist=False,\
inst_settings =settings()):
"""
Compute the SSA correction due to truncation for the CAPS-PM-SSA for polydisperse
aerosol with lognormal shape. The truncation follows as the inverse of the SSA
correction given.
Uses Bohren-Huffman Mie algorithm, via PyMieScatt, to compute the correction given
aerosol index of refraction, aerosol distribution statistics, and wavelength. This
function is built as a wrapper around trunc_size_dist, so a size distribution is
generated for given geometric mean (gmean) and geometric standard deviation
(gstd). A truncated and ideal Mie scattering coefficient is calculated at several
points within the geometry of the CAPS, and integrated. The correction is derived
from a ratio of the integrals (ideal case in the numerator). The results are
normalized to the truncation calculated for 150nm monodisperse aerosol.
Informaiton about the z axis points in the calculation, Mie scattering
coefficeints, and angles used to compute truncated Mie scattering coefficients can
be output by setting fullOutput=True.
Parameters
---------n : complex float
Refractive index of aerosol
gmean : float
Geometric mean of aerosol distribution
gstd : float
Geometric standard deviation of aerosol distribution. Must be greater than
1.0.
wavlen : float, optional
Wavelength of light source. The default is 450.
fullOutput : boolean, optional
If True, outputs angular, positional, and scattering coefficient data. The
default is False.
Returns
------trunc_corr: float
Truncation for CAPS SSA measurement assuming monodisperse aerosol
if fullOutput=True also outputs
z_axis: array of floats
z-axis positions of particles within cavity. Units are in cm.
bsca_trunc: float
Truncated scattering coefficient. Integrated from theta1 to theta2
across all z-axis values.
bsca_ideal: float
Non-truncated scattering coefficient. Integrated from 0-180 degrees
z-axis values inside sphere. Considered zero outside of limits of
the integrating sphere.
theta1: array of floats
Forward scattering angle in radians of integration, truncated by
opening on far side of cavity.
theta2: array of floats
Backward scattering angle in radians truncated by opening on near
side of cavity.
dp: array of floats
Diameter of aerosol in size distribution
ndp: array of floats
Number of aerosol in size distribution diameter bin.
"""
if gstd <=1.0:
raise ValueError('gstd must be greater than 1.0. Use trunc_mono for
monodisperse aerosol')
lower = gmean/gstd**3 #3 sigma below geometric mean
upper = gmean*gstd**3 #3 sigma above geometric mean
#define log normal distribution
ithPart = lambda dp, dpgi, sigmagi: (1/(np.sqrt(2*np.pi)*np.log(sigmagi)*dp))*\
np.exp(-(np.log(dp)-np.log(dpgi))**2/(2*np.log(sigmagi)**2))
#create diameter array
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dp = np.logspace(np.log10(lower),np.log10(upper),int((upper - lower)/20)+5)
#create weights for lognormal distribution
ndp = ithPart(dp,gmean,gstd)
trunc_result = trunc_size_dist(n, dp, ndp, fullOutput, inst_settings)
if fullOutput==False:
if returnDist == True:
return trunc_result, dp, ndp
else:
return trunc_result
else:
if returnDist == True:
return trunc_result + (dp, ndp)
else:
return trunc_result
def trunc_size_dist(n, dp, ndp, fullOutput=False, inst_settings = settings()):
"""
Compute the SSA correction due to truncation for the CAPS-PM-SSA for polydisperse
aerosol with size distribution. The truncation follows as the inverse of the SSA
correction given.
Uses Bohren-Huffman Mie algorithm, via PyMieScatt, to compute the correction given
aerosol index of refraction, aerosol distribution statistics, and wavelength. It
is best to use a continuos, compactly-supported distribution. A truncated and
ideal Mie scattering coefficient is calculated at several points within the
geometry of the CAPS, and integrated. The correction is derived from a ratio of
the integrals (ideal case in the numerator). The results are normalized to the
truncation calculated for 150nm monodisperse aerosol. Informaitonabout the z axis
points in the calculation, Mie scattering coefficeints, and angles used to compute
truncated Mie scattering coefficients can be output by setting fullOutput=True.
Parameters
---------n : complex float
Refractive index of aerosol
dp : array of floats
Diameter data for size distributions
ndp : array of floats
Number concentration (not normalzied) for size distribution data. Must be
same size as dp
wavlen : float, optional
Wavelength for CAPS instrument. The default is 450.
fullOutput : boolean, optional
If True, outputs angular, positional, and scattering coefficient data. The
default is False.
Raises
-----ValueError
dp and ndp arrays should be 1-D and have the same size.
Returns
------trunc_corr: float
Truncation for CAPS SSA measurement assuming monodisperse aerosol
if fullOutput=True also outputs
z_axis: array of floats
z-axis positions of particles within cavity. Units are in cm.
bsca_trunc: float
Truncated scattering coefficient. Integrated from theta1 to theta2
across all z-axis values.
bsca_ideal: float
Non-truncated scattering coefficient. Integrated from 0-180 degrees
z-axis values inside sphere. Considered zero outside of limits of
the integrating sphere.
theta1: array of floats
Forward scattering angle in radians of integration, truncated by
opening on far side of cavity.
theta2: array of floats
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Backward scattering angle in radians truncated by opening on near
side of cavity.

"""
if len(dp) != len(ndp):
raise ValueError('dp and ndp must have the same length')
wavlen, diam_sphere, diam_tube, extra_length, z1, z2, npos, ang_res, trunc_cal =\
inst_settings.values()
k = (2*np.pi)/wavlen
su = np.empty([len(dp), int(180/ang_res)+1])
csca_dp = np.empty(len(dp))
for i1 in range(0,len(dp)):
t, _, _, unpol = ps.ScatteringFunction(n, wavlen, dp[i1], minAngle=0,\
maxAngle=180,\
angularResolution=ang_res)
#Do not set angular resolution higher than 0.1
csca_dp[i1] = 2*(np.pi/k**2) * trapz(unpol*np.sin(t),t)
su[i1] = unpol
bsca_mie = trapz(csca_dp * ndp, dp)
theta = t
z_axis = np.linspace(z1, z2, npos)#do not go below 1000
theta1 = np.empty(len(z_axis))
theta2 = np.empty(len(z_axis))
bsca_trunc = np.empty(len(z_axis))
bsca_ideal = np.empty(len(z_axis))
i = 0
for z in np.nditer(z_axis):
if z != 0.5 * diam_sphere:
alpha = np.arctan((0.5*diam_tube)/abs(0.5*diam_sphere - z))
#forward scattering angle
if z != -0.5 * diam_sphere:
beta = np.arctan((0.5*diam_tube)/abs(-0.5*diam_sphere - z))
#back scattering angle
#alpha and beta need to be adjusted based on section of cell we are in
if z < -0.5 * diam_sphere:#outside of sphere
theta1[i] = alpha
theta2[i] = beta
bsca_ideal[i] = 0 #ideally light would not get into cavity from
outside
elif z == -0.5 * diam_sphere:
theta1[i] = alpha
theta2[i] = np.pi/2
bsca_ideal[i] = bsca_mie
elif -0.5 * diam_sphere <= z <= 0.5 * diam_sphere:#inside cavity
theta1[i] = alpha
theta2[i] = np.pi - beta
bsca_ideal[i] = bsca_mie #ideally full scattering efficiency
measured
elif z == 0.5 * diam_sphere:
theta1[i] = np.pi/2
theta2[i] = np.pi - beta
bsca_ideal[i] = bsca_mie
elif z > 0.5 * diam_sphere:
theta1[i] = np.pi - alpha
theta2[i] = np.pi - beta
bsca_ideal[i] = 0 #ideally light would not get into cavity from
outside
theta_trunc = theta[np.where(np.logical_and(theta >= theta1[i],\
theta <= theta2[i]))]
Csca_trunc = np.empty(len(dp))
for i2 in range(0, len(dp)):
su_trunc = su[i2][np.where(np.logical_and(theta >= theta1[i],\
theta <= theta2[i]))]
Csca_trunc[i2] = 2*(np.pi/k**2)*trapz(su_trunc *
np.sin(theta_trunc),\
theta_trunc)
bsca_trunc[i] = trapz(Csca_trunc * ndp, dp)
#calculate scattering efficiency
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i+=1
trunc = trapz(bsca_trunc, z_axis)
ideal = trapz(bsca_ideal, z_axis)
#calculate trunc_corr. For regular calculations calculate top line. If determining
#truncationfor determining correction factor for calibrated data uncomment second
#line, comment first lineand determine the truncation correction
trunc_corr = (ideal / trunc)/trunc_cal #truncation
#trunc_corr = round(ideal / trunc, 4) #for determining truncation calibration
if fullOutput == True:
return trunc_corr, z_axis, bsca_trunc, bsca_ideal, theta1, theta2
else:
return trunc_corr
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