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Resumen
En este trabajo se desarrollan procedimientos que permiten plantear soluciones a problemas
inversos mal condicionados de tipo dina´mico, que usando regularizacio´n de Tikhonov-Philips
y estrategias de ana´lisis de estabilidad conducen a soluciones razonables y satisfactorias.
Para ello se estudiaron las propiedades regularizantes del me´todo de Tikhonov cla´sico y sus
limitaciones en el caso dina´mico. Adema´s de analizar el impacto de la estrategia Tikhonov-
Philips en el estudio de problemas inversos de tipo dina´mico se hizo especial e´nfasis en sus
propiedades regularizantes y en la seleccio´n de los dos para´metros espacial y temporal de
regularizacio´n.
Palabras claves: Problemas inversos, regularizacio´n, Tikhonov-Philips, mal condicionamien-
to, estimacio´n de para´metros.
Abstract
In this work some procedures to solve Ill Posed Inverse Problems by using Tikhonov-Philips
regularization and strategies of stability that lead to reasonable and satisfactory solutions
are proposed. In this way the properties of classical Thikhonov method were studied and its
limitations in the dynamic case. After that, the impact of the Tikhonov-Philips method in
the study of dynamic inverse problems was analized with special emphasis on its properties
and in the method for selecting the spatio-temporal regularization parameters.
Keywords: Inverse problems, regularization, Tikhonov-Philips, parameter stimation,
ill possed problems.
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1 Introduccio´n
En este trabajo se desarrollan procedimientos que permiten plantear soluciones a problemas
inversos mal condicionados de tipo dina´mico, que usando regularizacio´n de Tikhonov-Philips
y estrategias de ana´lisis de estabilidad conducen a soluciones razonables y satisfactorias.
Para ello se estudiaron las propiedades regularizantes del me´todo de Tikhonov cla´sico y sus
limitaciones en el caso dina´mico. Adema´s de analizar el impacto de la estrateg´ıa Tikhonov-
Philips en el estudio de problemas inversos de tipo dina´mico se hizo especial e´nfasis en sus
propiedades regularizantes y en la seleccio´n de los para´metros espacial y temporal de regu-
larizacio´n.
En el cap´ıtulo dos se comentan brevemente algunas generalidades relacionadas con problemas
directos e inversos, y con el me´todo cla´sico de regularizacio´n de Tikhonov-Philps espacial.
Adema´s se describen algunos aspectos t´ıpicos relacionados con la escogencia de para´metros
de regularizacio´n.
En el cap´ıtulo tres se describe en detalle las diferentes metodolog´ıas de regularizacio´n abor-
dadas en este trabajo.
Particularmente, la metodolog´ıa de regularizacio´n aqu´ı propuesta, se denomina Me´todo Di-
recto y Automa´tico para Regularizacio´n de Problemas Dina´micos Inversos, y para efectos de
comparacio´n con otros me´todos se denomina: ESQUEMA C. Los resultados obtenidos con
este ESQUEMA, son comparados con los resultados obtenidos a partir de dos variantes de
la metodolog´ıa propuesta en [22], conocida como STR-C. La primera variante denominada
ESQUEMA A, consiste en usar STR-C obteniendo la solucio´n de la ecuacio´n matricial de
Sylvester por medio de sustitucio´n regresiva de Bartels-Stewart, y la segunda variante de-
nominada ESQUEMA B, consiste en aplicar STR-C obteniendo la solucio´n de la ecuacio´n
matricial de Sylvester por medio del me´todo iterativo GMRES (Generalized Minimal Residu-
al Method). Es importante notar que en todos y cada uno de los tres esquemas la metodolog´ıa
GCV aqu´ı desarrollada, ine´dita y descrita en el cap´ıtulo tres estuvo presente.
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Esquemas de trabajo
T ipo de
Esquema
Tipo de
problema
Me´todo de
regularizacio´n
T ipo de
solucio´n
A→ Axi = yi
STR− C
λ, µ, vı´a GCV−−−−−−−−−−→
AXλ,µ +Xλ,µB = H
Solucio´n : Bartels− Stewart
B → Axi = yi
STR− C
λ, µ, vı´a GCV−−−−−−−−−−→
AXλ,µ +Xλ,µB = H
Solucio´n : GMRES
C → Axi = yi
Me´todo directo
y automa´tico
xλ,µ
En el cap´ıtulo cuatro se implementan los diferentes ESQUEMAS de regularizacio´n sobre tres
ejemplos de prueba. Pese a que la teor´ıa de regularizacio´n de problemas dina´micos inversos
tiene aplicaciones en diversas a´reas del conocimiento, en este trabajo solo se consideraron
ejemplos ubicados en el contexto de sen˜ales electroencefalogra´ficas (EEG), cuyos datos se
generaron de manera sinte´tica. La generacio´n de datos sinte´ticos permitio´ realizar compara-
ciones entre los datos originales y los datos recuperados, ya que de esta manera es posible
obtener ca´lculos para el error de medicio´n relativo a los datos originales respecto de los datos
recuperados, y para el error relativo a los datos recuperables respecto de los recuperados. El
siguiente esquema ilustra algunas medidas de errores consideradas en este trabajo.
3Medidas de errores
Datos sinte´ticos
xi
−→ Respuestas
yi = Axi
−→ Solucio´n recuperada por esquemas A, B o´ C
xλ,µ
↙↘
↓↪→ −→
∣∣∣xi−xλ,µxi ∣∣∣
Error relativo a xi
;
∣∣∣xrecpb.−xλ,µxrecpb. ∣∣∣
Error relativo a xrecpb.
↗
Solucio´n recuperable
proyxiR
(
AT
) −→ xrecpb.
Las metodolog´ıas de regularizacio´n fueron implementados sobre los siguientes tres ejemplos
de prueba.
1. Aspectos Nume´ricos de Reconstruccio´n Espacio-Temporal de Densidad de Corriente de
Datos EEG/MEG. Este ejemplo fue descrito y discutido en [24]. Los resultados de este
art´ıculo fueron reconstruidos en este trabajo, disen˜ando adema´s los correspondientes
algoritmos. Este art´ıculo y sus resultados se tomaron como referente que permite validar
los resultados obtenidos por medio de la metodolog´ıa aqu´ı propuesta.
2. Modelo EEG Real´ıstico Basado en la Actividad de Fuentes Vecinas. En este ejemplo se
consideraron modelos desarrollados en [8]. Donde el problema directo correspondiente a
la generacio´n de sen˜ales electroencefalogra´ficas a partir de la actividad neuronal dentro
del cerebro se representa por el modelo:
y(k) =Mxk + ε(k) (1-1)
donde M ∈ Rd×N es la matriz de campo, x(k) ∈ RN×1 es el vector de densidad de
corriente en el instante de tiempo k, y y(k) ∈ Rd×1 es el vector que representa la
sen˜al eeg medida por electrodos en la superficie de la cabeza; ademas ε(k) es un vector
que representa las caracteristicas no modeladas del sistema, como por ejemplo el error
en la medicio´n. Este modelo fue calculado a partir del metodo de elementos finitos
de frontera, discretizando el espacio del cerebro en N = 20484 fuentes distribuidas,
y tomando d = 32 electrodos para medicio´n en la superficie craneal de acuerdo al
estandar internacional 10-20.
3. Finalmente el ejemplo tres. Modelo Multivariado Autorregresivo a partir de Registros
P300. Segu´n este modelo, la dina´mica de la actividad de fuentes dentro del cerebro
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puede ser construido a partir de mediciones electroencefalogra´ficas (eeg) de tipo P300,
en la superficie del craneo humano.
Si se considera una sen˜al eeg representada como:
y(k) = [y1(k), y2(k), ..., yn(k)]
T , y ∈ Rn, (1-2)
donde n es el nu´mero de electrodos ubicados en la superficie craneal, es posible repre-
sentar esta sen˜al por medio de un modelo multivariado dinm´ico definido como:
y(k) =
p∑
i=1
Aiy(k − i) + η(k) (1-3)
=A1y(k − 1) + ...+ Apy(k − p) + η(k), (1-4)
donde Ai ∈ Rn×n, i = 1, ..., p representan las matrices de para´metros multivariables
autorregresivos (MVAR), y el vector η(k) representa las dinamicas no modeladas del
sistema.
Todos estos ejemplos de prueba sera´n discutidos en detalle en el cap´ıtulo cuatro.
2 Preliminares
2.1. Problemas directos e inversos
La teor´ıa de problemas inversos ha sido de amplio intere´s para investigadores de diversas
a´reas, i.e., geof´ısica, en este contexto se trata fundamentalmente de entender el interior de
la tierra a partir de datos o informacio´n obtenidos desde la superficie de la misma [3]. Algo
parecido ocurre en el estudio de la dina´mica de algunos o´rganos vitales del cuerpo humano,
tales como el corazo´n y el cerebro, es decir, el conocimiento de la dina´mica subyacente a
estos se logra de manera indirecta a partir de mediciones electromagne´ticas tomadas en la
superficie de la cabeza y en el tronco respectivamente.
Dados dos problemas A y B, uno se denomina inverso del otro si la formulacio´n de uno
involucra toda o parte de la solucio´n del otro.
Problemas directo e inverso
← Problema inverso ←
↓ ↑ ↑
Entradas o fuentes−−−−−−−−−−−−−−→
←−
sistema
−→
Salidas o respuestas−−−−−−−−−−−−−−−→
↓ ↓ ↑
→ Problema directo →
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Con frecuencia y por razones histo´ricas, uno de los dos problemas ha sido estudiado amplia-
mente durante algu´n tiempo, mientras que el otro no ha sido estudiado a profundidad y por
tanto no ha sido bien entendido. En tal caso, al problema conocido se le denomina directo y
al desconocido inverso [15].
2.2. Problemas bien condicionados, y mal condicionados
El concepto ba´sico de problema bien condicionado se introdujo por vez primera en un art´ıcu-
lo publicado en el an˜o 1902. La autor´ıa de este art´ıculo corresponde al matema´tico france´s
Jacques Hadamard. Ba´sicamente trataba problemas de valores en la frontera para ecuaciones
diferenciales parciales, y sus correspondientes interpretaciones f´ısicas. En esta primera formu-
lacio´n, se considera que un problema esta´ bien condicionado, si existe su solucio´n y adema´s
de ser u´nica depende continuamente de los datos. Los problemas que no son bien condiciona-
dos, se denominan mal condicionados o incorrectamente condicionados. De esta manera, si se
tiene un problema directo cuyos datos se conocen con una determinada precisio´n ε, entonces
sera´ dif´ıcil y en algunos casos quiza´s imposible obtener una funcio´n f con la misma precisio´n,
dado que alguna informacio´n se ha perdido durante la evolucio´n natural del sistema. [10].
Sin embargo, en distintas situaciones f´ısicas surgen problemas donde el objeto bajo estudio
cambia durante el proceso de medicio´n de la respuesta observada, es decir, el objeto estudi-
ado, dada su naturaleza, constantemente exhibe actividad durante el proceso de medicio´n.
Con el fin de obtener resultados razonables y un tanto satisfactorios, se considera como
informacio´n auxiliar la denominada informacio´n temporal apriori. Tales situaciones son
frecuentes en los campos de de la reconstrucciones de imagenes, procesamiento de sen˜ales,
reconstruccio´n de densidad de corriente, y en electrocardiograf´ıa, donde se desea concluir
a partir de mediciones indirectas la ubicacio´n de cierta actividad (cerebral o cardiaca) que
pudiera ser de importancia. Problemas de este tipo se conocen con el nombre de problemas
dina´micos inversos. Las anteriores difucultades son inherentes a problemas inversos, y en
particular a los de tipo de dina´mico, y tales dificultades se caracterizan con el nombre de
mal condicionamiento [13], [10], [3].
En este tipo de problemas se parte de un procedimiento de medicio´n que necesita de cierto
per´ıodo de tiempo. Mientras transcurre este per´ıodo de tiempo, medidas individuales son
tomadas en un tiempo ti. De esta manera, un problema dina´mico se describe por medio de
un operador Ai, donde i es un indice temporal. Es decir, el operador lineal Ai transforma o
aplica las propiedades de un objeto investigado en las mediciones yi en un tiempo discreto
ti. En este contexto se pueden considerar tres situaciones.
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La primera, denominada problema esta´tico inverso, donde las propiedades x del objeto
examinado no cambian durante el proceso de medicio´n. En este caso se debe resolver
el sistema de ecuaciones
Aix = yi para todo i. (2-1)
En la segunda, llamada problema dina´mico inverso, se tiene que el objeto examinado
cambia durante el proceso de medicio´n, de esta manera se resuelve el sistema
Aixi = yi para todo i. (2-2)
En la tercera situacio´n los operadores Ai no dependen de i, es decir, Ai = A0 para todo
i. Dada la naturaleza de la matriz A, este caso podr´ıa denominarse problema cuasi
dina´mico. De esta manera se tiene el siguiente sistema de ecuaciones:
Axi = yi para todo i. (2-3)
Ejemplos de problemas dina´micos inversos son: las reconstrucciones de densidad de corriente
basadas en mediciones electroencefalogra´ficas o magnetoencefalogra´ficas (EEG/MMG), to-
mograf´ıas de impedancias ele´ctricas dina´micas, y tomograf´ıa computarizada de rayosX (CT)
[23], [24].
Debido a la inestabilidad de este tipo de problemas, se considera informacio´n apriori que
permite alcanzar soluciones estables y razonables. Este tipo de regularizacio´n se aplica a
partir de suavizamiento temporal como informacio´n apriori, es decir, se resuelve el siguiente
problema de minimizacio´n:
Φ(x) =
T∑
i=1
‖Aixi − yi‖2 + λ2
T∑
i=1
‖xi‖2 + µ2
∑
i
‖xi+1 − xi||2
(ti+1 − ti)2 → mı´n . (2-4)
En relacio´n al me´todo de regularizacio´n de Tikhonov cla´sico, es el ma´s comunmente us-
ado para regularizar problemas mal puestos o mal condicionados de tipo esta´tico. Esta
metodolog´ıa la propuso Andrey Tikhonov en la decada de los sesenta y se conoce en el
contexto estad´ıstico con el nombre de Regresio´n Ridge. La regularizacio´n de Tikhonov caso
esta´tico se realiza a partir del siguiente problema de minimizacio´n:
Φ(x) =
T∑
i=1
‖Aixi − yi‖2 + λ2
T∑
i=1
‖xi‖2 → mı´n . (2-5)
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En general los me´todos cla´sicos de regularizacio´n para problemas inversos mal condiciona-
dos poseen la restriccio´n de no admitir soluciones discontinuas o no regulares. En algunos
problemas, particularmente en aplicaciones o procesamiento de ima´genes, esta restriccio´n es
muy fuerte e indeseable y la aplicacio´n de los me´todos cla´sicos resultan en aplicaciones de
baja calidad, especialmente cerca de puntos o regiones no regulares. Este tipo de restriccio´n
puede atenuarse disen˜ando me´todos de regularizacio´n que permitan que las soluciones sean
no regulares, y para ello es t´ıpico la utilizacio´n de penalizantes basados en el proceso de
regularizacio´n de Tikhonov-Philips. Por tanto cierto tipo de informacio´n apriori de la que se
dispone acerca de la solucio´n exacta del problema puede utilizarse para elegir un me´todo de
regularizacio´n apropiado que resulte en una mejor solucio´n aproximada.
2.3. Regularizacio´n de Tikhonov Cla´sica-Espacial
En esta seccio´n se describen brevemente algunas generalidades del me´todo de regularizacio´n
de Tikhonov-Philips cla´sico espacial. Para ello se toman como referencia los lineamientos
descritos en [3].
Conside´rese el problema lineal
Ax = y. (2-6)
Ante un mal condicionamiento de la matriz A, la solucio´n de mı´nimos cuadrados tendra´ in-
finitas soluciones, muchas de las cuales se ajustar´ıan adecuadamente a los datos. En ese
sentido la expresio´n ‖Ax− y‖2 se hace suficientemente pequen˜a.
En el contexto de regularizacio´n de Tikhonov-Cla´sica, es t´ıpico considerar soluciones aco-
tadas, de la forma ‖Ax− y‖2 ≤ δ y seleccionar aquella que minimiza la norma de x, es decir,
argmin{‖Ax− y‖ ≤ δ} (2-7)
¿Por que´ escoger la solucio´n de norma mı´nima de entre todas aquellas soluciones que se
ajustan adecuadamente a los datos? Una posible respuesta puede ser la siguiente;
cualquier aproximacio´n diferente de cero que aparezca en la solucio´n regularizada, aumenta
la norma de x. Tales aproximaciones aparecen en la solucio´n porque ellas son necesarias para
ajustar los datos. Rec´ıprocamente, la minimizacio´n de ‖x‖2 deber´ıa garantizar que aproxi-
maciones innecesarias no aparezcan en la solucio´n regularizada.
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Otra alternativa consiste en considerar el problema de mı´nimos cuadrados penalizados, es
decir,
min
{‖Ax− y‖22 + λ2 ‖x‖22} . (2-8)
Este problema surge, cuando se aplica el me´todo de multiplicadores de Lagrange a (2-7),
donde λ es un para´metro de regularizacio´n. Puede ser demostrado que para escogencias
apropiadas de δ, y λ, los problemas (2-8) y (2-7) conducen a la misma solucio´n [3], [13].
El me´todo de regularizacio´n de Tikhonov-Clasico-Espacial se centra en resolver el problema
de mı´nimos cuadrados penalizados de la ecuacio´n (2-8).
2.4. Implementacio´n SVD para Regularizacio´n de
Tikhonov
El problema de mı´nimos cuadrados penalizados (2-8), es equivalente al problema ordinario
de mı´nimos cuadrados. La equivalencia tiene lugar al aumentar el problema de mı´nimos
cuadrados Ax = b de la siguiente manera:
argmin
∥∥∥∥∥∥
 A
λI
x−
 b
0
∥∥∥∥∥∥
2
2
. (2-9)
Mientras λ sea diferente de cero, las u´ltimas n filas de la matriz aumentada en (2-9) sera´n
diferentes de cero. Por tanto (2-9) es un problema de mı´nimos cuadrados de rango completo,
y puede ser resuelto por el metodo de ecuaciones normales, i.e.,
[
AT λI
] A
λI
x = [ AT λI ]
 b
0
 . (2-10)
Al simplificar la ecuacio´n 2-10 se tiene:
(ATA+ λ2I)x = AT b, (2-11)
que corresponde al conjunto de ecuaciones con restricciones lineales, para una solucio´n reg-
ularizada de Tikhonov de orden cero de Ax = b. Haciendo la descomposicio´n en valores
singulares de matriz A = USV T , la ecuacio´n 2-11 puede ser escrita de la siguiente forma.
(V STUTUSV T + λ2I)x = V STUT b (2-12)
de donde
(V STSV T + λ2I)x = V STUT b (2-13)
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Ya que 2-13 es no singular, tiene una solucio´n u´nica. Se mostrara´ que esta solucio´n es:
xλ =
k∑
i=1
s2i
s2i + λ
2
(U., i)T b
si
V., i (2-14)
donde k = min(m,n), de tal manera que todos los valores singulares son incluidos.
En efecto, para mostrar que (2-14) es la soluc´ıon de (2-13), se substituye 2-14 en el lado
izquierdo de (2-13) para obtener:
(V STSV T + λ2I)
k∑
i=1
s2i
s2i + λ
2
(U., i)T b
si
V., i =
k∑
i=1
s2i
s2i + λ
2
(U., i)T b
si
(V STSV T + λ2I)V., i
(2-15)
(V STSV T + λ2I)V., i puede ser simplificado teniendo en cuenta que V TV., i es un vector de
la base esta´ndar, ei. Al hacer el producto S
TS por un vector de la base estandar, se obtiene
un vector con el valor s2i en la posicio´n i y cero en las demas posiciones. Cuando se multiplica
V veces este vector, se obtiene s2iV., i. Por lo tanto
(V STSV T + λ2I)
k∑
i=1
s2i
s2i + λ
2
(U., i)T b
si
V., i =
k∑
i=1
s2i
s2i + λ
2
(U., i)T b
si
(s2i + λi)V., i (2-16)
=
k∑
i=1
s2i (U
T
.,ib)V., i = V S
TUT b = AT b (2-17)
Los te´rminos
fi =
s2i
s2i + λ
2
(2-18)
son llamados factores de filtro (filter factors). Se observa que para si  λ, fi ≈ 1 , y para
si  λ, fi ≈ 0. Para valores singulares entre estos dos extremos, mientras si disminuye, los
fi disminuyen monoto´nicamente.
2.5. Seleccio´n de Para´metros y Validacio´n Cruzada
Generalizada
2.5.1. Seleccio´n de para´metros
En el contexto de problemas inversos es t´ıpico el uso de algoritmos para la consecucio´n
de una solucio´n regularizada, adema´s es sabido de las ventajas y desventajas relativas de
un algoritmo respecto de otros en relacio´n a las respectivas implementaciones. Sin embargo,
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ningu´n me´todo de regularizacio´n es completo sin un me´todo para la escogencia de para´metro
o para´metros de regularizacio´n [13]. Para tal fin existen diversas te´cnicas tales como: El
Principio de Mı´nima Discrepancia, Validacio´n Cruzada Generalizada, El Criterio de la Curva-
L entre otros. En el desarrollo de este trabajo se adopto´ como me´todo para la escogencia
de para´metros, la metodolog´ıa de Validacio´n Cruzada Generalizada, conocida como GCV
(Generalized Cross Validation).
A continuacio´n se comenta brevemente el me´todo de validacio´n cruzada generalizada, sigu-
iendo los lineamientos descritos por Per Christian Hansen en su libro “Rank-Deficient and
Discrete Ill Posed Problems”.
2.5.2. Validacio´n cruzada generalizada
La validacio´n cruzada generalizada (GCV) es un me´todo muy comu´n y bastante apropiado
para la escogencia del para´metro o para´metros de regularizacio´n.
Por medio de validacio´n cruzada generalizada se pretende minimizar el error cuadra´tico
medio predictivo∥∥Axλ − bexact∥∥2 . (2-19)
Puesto que bexact es desconocido, en compensacio´n a este hecho la metodolog´ıa GCV considera
la funcio´n GCV definida por la fo´rmula
G(λ) =
‖Axλ − b‖22
[traza (Im − AA#)]2
.
Esta metodolog´ıa esta´ basada en consideraciones estad´ısticas, es decir, si cualquier elemen-
to bi del lado derecho de b es suprimido, entonces la correspondiente solucio´n regularizada
deber´ıa predecir satisfactoriamente esta observacio´n, y la escogencia del para´metro de regu-
larizacio´n deber´ıa ser independiente de una transformacio´n ortogonal de b. Esto conduce a
la escogencia del para´metro de regularizacio´n, que minimiza la funcio´n GCV [13], [11].
3 Problemas dina´micos inversos
3.1. Introduccio´n
En diversas situaciones, algunas mediciones o respuestas de intere´s son tomadas indirecta-
mente, y mientras esto ocurre el objeto bajo estudio exhibe actividad durante el proceso de
medicio´n. Por tanto para conocer acerca de la dina´mica subyacente del objeto estudiado, es
apropiado aplicar estrategias de regularizacio´n [24]. Problemas de este tipo se denominan
Problemas Dina´micos Inversos y son muy frecuentes en diferentes a´reas, e.g., astronomı´a,
geof´ısica y procesamiento de sen˜ales [23], [13], [24]. Casos particulares de estos problemas
esta´n relacionados con sen˜ales originadas de electroencefalogramas (EEG)y electrocardio-
gramas (ECG) [22],[23], [21].
En Problemas Dina´micos Inversos es deseable conocer los correspondientes valores de un
conjunto de variables xi ∈ RN las cuales no son accesibles directamente, si no a trave´s de
unas respuestas obtenidas por medio de un operador lineal Ai, que cuando actu´a sobre unas
fuentes xi, genera una accio´n yi [22]. A partir de estas respuestas, y con el uso de estrategias
de regularizacio´n es posible recuperar o estimar informacio´n inherente a las fuentes. De esta
manera, suponiendo que para cada instante de tiempo ti (i = 1, 2, · · · , T ) el operador Ai
puede cambiar, se tiene un sistema de ecuaciones de la forma
yi = Aixi; Ai ∈ RM×N (3-1)
Sin embargo, existen algunas aplicaciones donde el operador Ai es constante en el tiempo
(Ai = A; i = 1, 2, · · · , T ). Modelos de este tipo son frecuentes en mediciones EEG/ECG.
En estos casos el problema consiste en obtener soluciones o´ptimas para el sistema:
yi = Axi para todo i. (3-2)
Algunos procedimientos de regularizacio´n entre otros para resolver (3-1) y (3-2) se conocen
en la literatura como me´todos STR y STR-C.
A continuacio´n, y segu´n [22] se da una breve descripcio´n de e´stos dos procedimientos. Poste-
riormente se presenta y describe en este trabajo una propuesta novedosa denominada Me´todo
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de Regularizacio´n Directo y Automa´tico de Problemas Dina´micos Inversos.
En este cap´ıtulo se recurrira´ algunas veces al producto Kronecker, y al uso de algunas de sus
propiedades, que brevemente se describen a continuacio´n.
Conside´rense las matrices A = (amn) de orden M × N y B = (bpq) de orden P × Q. Se
denomina producto Kronecker de A y B a la matriz C = (amnbpq) de orden MP × NQ
definida por:
C =

a11B · · · a1NB
...
. . .
...
aM1B · · · aMNB
 . (3-3)
Tal operacio´n se denota por A ⊗ B [20]. Note que mientras el producto usual AB existe,
solamente si el nu´mero de columnas de la matriz A es igual al nu´mero de filas de la matriz
B, el producto Kronecker esta´ bien definido para cualquier par de matrices A y B.
Algunas propiedades del producto Kronecker son.
1. Propiedad asociativa,
A⊗B ⊗ C = (A⊗B)⊗ C = A⊗ (B ⊗ C) (3-4)
2. Propiedad distributiva de la suma de matrices respecto del producto Kronecker,
(A+B)⊗ (C +D) = A⊗ C + A⊗D +B ⊗ C +B ⊗D (3-5)
siempre que A+B y C +D existan
3. Propiedad del doble producto,
(A⊗B) (C ⊗D) = AC ⊗BD (3-6)
siempre que AB y BD existan.
4. Transpuesta de un producto Kronecker
(A⊗B)T = AT ⊗BT (3-7)
5. Si A y B son matrices cuadradas cuyos o´rdenes no necesariamente coinciden, entonces
tr (A⊗B) = (trA) tr (B) . (3-8)
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6. Si A y B son matrices no singulares, entonces
(A⊗B)−1 = A−1 ⊗B−1 (3-9)
7. Sean A de orden M ×M con valores propios λ1, λ2, · · · , λM y B de orden P × P con
valores propios µ1, µ2, · · · , µP . Entonces los MP valores propios de A ⊗ B son de la
forma λiµj para i ∈ {1, 2, · · · ,M} y j ∈ {1, 2, · · · , P}.
3.2. Procedimiento STR
El problema (3-1) es un problema discreto mal condicionado, debido a que en variadas situa-
ciones internas se pueden obtener respuestas similares y generalmente el nu´mero de fuentes
N es mayor que la cantidad M de canales de lecturas yi.
Debido al mal condicionamiento del problema, la solucio´n de Mı´nimos Cuadrados no es con-
siderada para resolver (3-1), en lugar de ello se usa Regularization de Tykhonov, escogiendo
como xi (i = 1, 2, · · · , T ) los minimizadores de:
T∑
i=1
‖Aixi − yi‖2 + λ2
T∑
i=1
‖xi‖2. (3-10)
Sin embargo, (3-10) no funciona apropiadamente, por que la variable xi no esta´ controlada
a trave´s del tiempo [3]. Para atacar esta deficiencia Schmitt-Louis (2002) proponen resolver
el siguiente problema de minimizacio´n:
xλ,µ = argmin
{
T∑
i=1
‖Aixi − yi‖2 + λ2
T∑
i=1
‖xi‖2 + µ2
T−1∑
i=1
‖xi+1 − xi||2
(ti+1 − ti)2
}
. (3-11)
donde el primer te´rmino del funcional en (3-11) es el residual de la relacio´n yi = Aixi para
todo i, el segundo te´rmino es del tipo regularizacio´n de Tikhonov-Philips-Cla´sica, que se
denomina espacial, y el tercero controla la variacio´n temporal de los xi [22].
Formulaciones equivalentes a (3-11) se obtienen a continuacio´n, haciendo para 1 ≤ i ≤ T :
Ai ∈ RM×N , A =

A1 · · · 0
0
. . . 0
0 · · · AT
 ∈ RMT×NT , xi ∈ RN , x̂ =

x1
...
xT
 ∈ RNT ,
yi ∈ RM , ŷ =

y1
...
yT
 ∈ RMT , D =

1 −1 0 · · · 0
0 1 −1 · · · 0
...
. . . . . .
...
0 1 −1
 ∈ R(T−1)×T
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y B = D ⊗ IN ∈ RN(T−1)×NT , donde
T∑
i=1
‖Aixi − yi‖2 = ‖Ax̂− ŷ‖2, λ2
T∑
i=1
‖xi‖2 = λ2 ‖x̂‖2 y
µ2
T−1∑
i=1
‖xi+1−xi‖2
(ti+1−ti)2 = µ
2
1 ‖Bx̂‖2, con µ21 = µ
2
(ti+1−ti)2 y ti+1 − ti = ∆t constante. Una reescritura
de (3-11) esta´ dada por la siguiente expresio´n.
xλ,µ = argmin
{‖Ax̂− ŷ‖2 + λ2 ‖x̂‖2 + µ21 ‖Bx̂‖2}
= argmin {fλ,µ(x̂)} ,
(3-12)
con
fλ,µ(x̂) = ‖Ax̂− ŷ‖2 + λ2 ‖x̂‖2 + µ21 ‖Bx̂‖2 . (3-13)
Sin embargo (3-13) puede expresarse en la siguiente forma.
fλ,µ(x̂) = ‖Ax̂− ŷ‖2 + λ2 ‖x̂‖2 + µ21 ‖Bx̂‖2
= 〈Ax̂− ŷ,Ax̂− ŷ〉+ λ2 〈x̂, x̂〉+ µ21 〈Bx̂,Bx̂〉
= 〈Ax̂,Ax̂〉 − 2 〈Ax̂, ŷ〉+ 〈ŷ, ŷ〉+ λ2 〈x̂, x̂〉+ µ21 〈Bx̂,Bx̂〉
=
〈
x̂,ATAx̂
〉− 2 〈x̂,AT ŷ〉+ 〈ŷ, ŷ〉+ λ2 〈x̂, x̂〉+ µ21 〈x̂,BTBx̂〉
=
〈
x̂,ATAx̂+ λ2x̂+ µ21BTBx̂− 2AT ŷ
〉
+ 〈ŷ, ŷ〉 ,
(3-14)
de donde
∂
∂x̂
(fλ,µ(x̂)) = 2
(
ATA+ λ2I + µ21BTB
)
x̂− 2AT ŷ. (3-15)
Igualando (3-15) a cero, se obtiene el u´nico punto cr´ıtico cuya forma esta´ dada por:(
ATA+ λ2I + µ21BTB
)
x̂ = AT ŷ (3-16)
Por tanto
x̂ =
(
ATA+ λ2I + µ21BTB
)−1AT ŷ. (3-17)
Al derivar (3-15) se obtiene.
∂2
∂x̂2
(fλ,µ(x̂)) = 2
(
ATA+ λ2I + µ21BTB
)
.
Puesto que la matriz ATA+ λ2I + µ21BTB es definida positiva, se concluye que (3-23) es un
mı´nimo.
Tiene lugar el siguiente resultado.
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Teorema. El problema (3-11) es equivalente a (3-12) y el problema (3-12) es equivalente a
resolver (3-16), es decir,
xλ,µ = argmin
{
T∑
i=1
‖Aixi − yi‖22 + λ2
T∑
i=1
‖xi‖22 + µ2
T−1∑
i=1
‖xi+1−xi||2
(ti+1−ti)2
}
si y solo si
xλ,µ = argmin
{‖Ax̂− ŷ‖22 + λ2 ‖x̂‖22 + µ21 ‖Bx̂‖22}
si y solo si(
ATA+ λ2I + µ21BTB
)
x̂λ,µ = AT ŷ.
3.3. Procedimiento STR-C
El presente procedimiento es un caso particular del Teorema anterior, cuando los operadores
Ai no dependen de i, es decir, cuando Ai = A para todo i.
En este caso la expresio´n (3-11) toma la forma:
xλ,µ = argmin
{
T∑
i=1
‖Axi − yi‖2 + λ2
T∑
i=1
‖xi‖2 + µ2
T−1∑
i=1
‖xi+1 − xi||2
(ti+1 − ti)2
}
(3-18)
Una reescritura de (3-18) se obtiene tomando para 1 ≤ i ≤ T : Ai = A ∈ RM×N ,
A =IT ⊗ A ∈ RMT×NT , xi ∈ RN , x̂ =

x1
...
xT
 ∈ RNT , yi ∈ RM , ŷ =

y1
...
yT
 ∈ RMT ,
D =

1 −1 0 · · · 0
0 1 −1 · · · 0
...
. . . . . .
...
0 1 −1
 ∈ R(T−1)×T y, B = D ⊗ I ∈ RN(T−1)×NT .
de donde
T∑
i=1
‖Axi − yi‖2 = ‖Ax̂− ŷ‖2, λ2
T∑
i=1
‖xi‖2 = λ2 ‖x̂‖2 y µ2
T−1∑
i=1
‖xi+1−xi‖2
(ti+1−ti)2 = µ
2
1 ‖Bx̂‖2,
con µ21 =
µ2
(ti+1−ti)2 y ti+1−ti = ∆t constante. De esta manera (3-18) se expresa en la siguiente
forma;
xλ,µ = minarg
{‖Ax̂ŷ‖2 + λ2 ‖x̂‖2 + µ21 ‖Bx̂‖2}
= minarg {f(xλ,µ)} .
(3-19)
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Con
f(xλ,µ) = ‖Ax̂− ŷ‖2 + λ2 ‖x̂‖2 + µ21 ‖Bx̂‖2
=
〈
x̂,
(
ATA+ λ2I + µ21BTB
)
x̂
〉− 〈x̂, 2AT ŷ〉+ 〈ŷ, ŷ〉 . (3-20)
Al derivar (3-20) se obtiene.
∂
∂x̂
(fλ,µ(x̂)) = 2
(
ATA+ λ2I + µ21BTB
)
x̂− 2AT ŷ. (3-21)
Igualando (3-21) a cero se concluye que:(
ATA+ λ2INT + µ21BTB
)
x̂ = AT ŷ. (3-22)
Por tanto
x̂ =
(
ATA+ λ2I + µ21BTB
)−1AT ŷ. (3-23)
Al derivar (3-21) se obtiene.
∂2
∂x̂2
(fλ,µ(x̂)) = 2
(
ATA+ λ2I + µ21BTB
)
.
Puesto que la matriz ATA+ λ2I + µ21BTB es definida positiva, se concluye que (3-23) es un
mı´nimo.
Tiene lugar el siguiente resultado.
Corolario. (3-18) es equivalente a (3-22) y (3-22) es equivalente a resolver 3-19. Esto es:
xλ,µ = argmin
{
T∑
i=1
‖Axi − yi‖22 + λ2
T∑
i=1
‖xi‖22 + µ2
T−1∑
i=1
‖xi+1−xi||2
(ti+1−ti)2
}
si y solo si
xλ,µ = argmin
{‖Ax̂− ŷ‖22 + λ2 ‖x̂‖22 + µ21 ‖Bx̂‖22}
si y solo si(
ATA+ λ2I + µ21BTB
)
x̂λ,µ = AT ŷ.
3.3.1. Algoritmo STR-C
El siguiente algoritmo, u´til para resolver problemas dina´micos inversos cuando Ai = A para
todo i, fue propuesto y descrito en [22].
1. Introducir: datos y, para´metro de regularizacio´n espacial λ, para´metro de regularizacio´n
temporal µ.
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2. Calcular Q y R dadas por:
Q = (DDT +
λ2
µ2
IT−1)−1 (3-24)
y
R = IT −DTQD (3-25)
3. Resuelva la ecuacio´n generalizada de Sylvester (A0A
∗
0)UR + λ
2U = Matn(y) =: Y.
4. Calcular X = A∗0UR,
5. y obtenga xj com la j th columna de X
En esta propuesta para regularizar problemas dina´micos inversos los autores no suminis-
traron la forma de estimar los valores o´ptimos de los para´metros espacio-temporales de
regularizacio´n λ y µ, adema´s sugirieron resolver la ecuacio´n matricial de Sylvester en el paso
tres (3) usando me´todos discutidos en [6].
3.4. Ecuacio´n de Sylvester y Problema reducido
Se recurre en esta seccio´n al denominado operador vec, y a ciertas propiedades que vinculan
a este operador con el producto Kronecker. Tales propiedades pueden consultarse en [20],
entre otros textos.
Sea A una matriz de orden M ×N y sea aj su j-e´sima columna, entonces vec(A) es el vector
de orden MN × 1 que resulta de ubicar las columnas de A una debajo de la otra, es decir,
vec(A) =

a1
...
aN
 . (3-26)
La accio´n del operador vec se da sobre matrices de cualquier orden, y el hecho de ser vec(A) =
vec (B) no implica que A = B, salvo que las matrices A y B sean del mismo orden.
1. Relacio´n entre el producto Kronecker y el operador vec.(
CT ⊗ A) vecB = vec (ABC) .
2. Caso especial de la propiedad anterior.
(IQ ⊗ A) vec (B) =
(
BT ⊗ A) vec (IN) = (BT ⊗ IM) vec (A) = vec (AB) . (3-27)
3. Sean A, B, C y D matrices tales que el producto ABCD esta´ definido y conforma una
matriz cuadrada, entonces,
tr (ABCD) =
(
vecDT
)T (
CT ⊗ A) vecB = (vecD)T (A⊗ CT ) vecBT . (3-28)
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3.4.1. Ecuacio´n de Sylvester
Una ecuacio´n matricial que surge frecuentemente en contextos relacionados con procesamien-
to de sen˜ales, teor´ıa de control, recuperacio´n de imagenes, y filtrado, es la denominada
ecuacio´n de Sylvester,
CXDT + AXBT = E (3-29)
donde A y C ∈ Rm×m, B y D ∈ Rn×n, E ∈ Rm×n y X ∈ Rm×n. La ecuacio´n (3-29) es un
caso especial de la ecuacio´n lineal general
N∑
i=1
AiXBi = E (3-30)
estudiada por primera vez por James Joseph Sylvester (Londres, 1814-Oxford, 1897).
Otro caso especial de (3-30) y que surge frecuentemente en el contexto de procesamiento de
sen˜ales es una ecuacio´n de la forma
CX +XH = E (3-31)
denominada ”ecuacio´n de Sylvester de tiempo continuo”.
Para resolver ecuaciones del tipo (3-30) o algunos de sus casos especiales, existen mu´ltiples
algoritmos (tanto directos como iterativos). Me´todos conocidos para resolver este tipo de
ecuaciones pueden ser consultados en [6] y [9].
Se muestra a continuacio´n que resolver la ecuacio´n (3-22) es equivalente a resolver una
ecuacio´n matricial de Sylvester de tipo continuo. En efecto,(
ATA+ λ2INT + µ21BTB
)
x̂ = AT ŷ[
(IT ⊗ A)T (IT ⊗ A) + λ2INT + µ21 (D ⊗ IN)T (D ⊗ IN)
]
x̂ = (IT ⊗ A)T ŷ[(
IT ⊗ AT
)
(IT ⊗ A) + λ2INT + µ21
(
DT ⊗ IN
)
(D ⊗ IN)
]
vec (X) =
(
IT ⊗ AT
)
vec (Y )[(
IT ⊗
(
ATA
))
+ λ2INT
]
vec (X) +
[
µ21
((
DTD
)⊗ IN)] vec (X) = (IT ⊗ AT ) vec (Y )(
IT ⊗
(
ATA
))
vec(X) + λ2vec(X) + µ21
((
DTD
)⊗ IN) vec (X) = vec (ATY )
vec(
(
ATA
)
X) + λ2vec(X) + vec
(
X
(
µ21D
TD
))
= vec
(
ATY
)
vec
[(
ATA
)
X + λ2X +X
(
µ21D
TD
)]
= vec
(
ATY
)[(
ATA
)
+ λ2IN
]
X +X
[
µ21
(
DTD
)]
= ATY
CX +XE = H; H = ATY .
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donde C =
(
ATA
)
+ λ2I y E = µ21D
TD.
Se tiene el siguiente corolario.
Corolario. Resolver (3-22) es equivalente a resolver una ecuacio´n matricial de Sylvester de
tipo continuo, es decir,(
ATA+ λ2INT + µ21BTB
)
x̂ = AT ŷ. (3-32)
si y solo si
CX +XE = H. (3-33)
donde
C = ATA+ λ2IN , E = µ
2
1D
TD y H = AT ŷ.
3.4.2. Problema reducido equivalente
Generalmente, la matriz de campo A ∈ RM×N tiene menos filas que columnas (M < N), por
ello, el taman˜o de cualquier sistema basado en AAT ∈ RMT×MT es menor que el taman˜o de
cualquier sistema basado en ATA ∈ RNT×NT .
Conside´rense el siguiente par de ecuaciones:[
AAT + λ2IMT + µ2CTC
]
ẑ = ŷ (3-34)
y
C = D ⊗ IM (3-35)
A continuacio´n se muestra que el problema (3-22) puede resolverse por medio de una ecuacio´n
equivalente de menor taman˜o. En efecto,
AT
[
AAT + λ2IMT + µ2CTC
]
ẑ = AT ŷ[
AT (AAT ) + λ2AT + µ2ATCTC
]
ẑ = AT ŷ[
(ATA)AT + λ2AT + µ2
(
IT ⊗ AT
) (
DT ⊗ IM
)
(D ⊗ IM)
]
ẑ = AT ŷ[
(ATA)AT + λ2AT + µ2
(
IT ⊗ AT
) (
DTD ⊗ IM
)]
ẑ = AT ŷ[
(ATA)AT + λ2AT + µ2
(
DTD ⊗ AT )] ẑ = AT ŷ[
(ATA)AT + λ2AT + µ2
(
DTD ⊗ IN
) (
IT ⊗ AT
)]
ẑ = AT ŷ[
(ATA)AT + λ2AT + µ2 (D ⊗ IN)T (D ⊗ IN)
(
IT ⊗ AT
)]
ẑ = AT ŷ[
(ATA)AT + λ2AT + µ2
(
BTB
)
AT
]
ẑ = AT ŷ; B =D ⊗ IN[
ATA+ λ2INT + µ2BTB
]
AT ẑ = AT ŷ[
ATA+ λ2INT + µ2BTB
]
x̂ = AT ŷ; x̂ = AT ẑ.
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Adema´s, el sistema reducido obtenido, es equivalente a una ecuacio´n matricial de Sylvester
de tipo continuo. Esto es,(
AAT + λ2IMT + µ21CTC
)
ẑ = ŷ[
(IT ⊗ A) (IT ⊗ A)T + λ2IMT + µ21 (D ⊗ IM)T (D ⊗ IM)
]
ẑ = ŷ[
(IT ⊗ A)
(
IT ⊗ AT
)
+ λ2IMT + µ
2
1
(
DT ⊗ IM
)
(D ⊗ IM)
]
vec (Z) = vec (Y )[(
IT ⊗ AAT
)
+ λ2IMT
]
vec (Z) +
[
µ21
(
DTD ⊗ IM
)]
vec (Z) = vec (Y )[(
IT ⊗ AAT
)
vec(X)
]
+ λ2vec(Z) +
[
µ21
(
DTD ⊗ IM
)
vec (Z)
]
= vec (Y )
vec(AATZ) + λ2vec(Z) + vec
(
X
(
µ21D
TD
))
= vec (Y )
vec
[(
AAT
)
Z + λ2Z + Z
(
µ21D
TD
)]
= vec (Y )[(
ATA
)
+ λ2IM
]
Z + Z
[
µ21
(
DTD
)]
= Y
FZ + ZM = Y .
Se ha obtenido entonces el siguiente lema.
Lema.[
ATA+ λ2INT + µ2BTB
]
x̂ = AT ŷ (3-36)
si y solo si[
AAT + λ2IMT + µ2CTC
]
ẑ = ŷ; x̂ = AT ẑ. (3-37)
si y solo si
FZ + ZM = Y . (3-38)
con F =
(
ATA
)
+ λ2IM y M = µ
2
1
(
DTD
)
.
3.5. Regularizacio´n directa y automa´tica de problemas
dina´micos inversos
En esta seccio´n se describe en detalle la metodolog´ıa propuesta en este trabajo para regu-
larizar problemas dina´micos inversos lineales.
Se tiene un conjunto de variables (fuentes) xi ∈ RN que no son medibles de manera directa.
Por ello se debe adquirir determinada informacio´n de las mismas, a partir de unas respuestas
obtenidas por medio de un operador lineal A (matriz de campo), que al actuar sobre las
fuentes xi generan una accio´n yi que definen el sistema lineal Axi = yi con i = 1, 2, ..., T .
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Realizadas las T mediciones, se recibe el siguiente sistema matricial, donde las matrices
A ∈ RM×N y Y ∈ RM×T son conocidas, y adema´s mal condicionadas.
AX = Y (3-39)
El nu´mero de filas de la matriz A es menor que el nu´mero de columnas (M < N) por tanto
el problema es mal condicionado, el objetivo consiste en obtener una estimacion o´ptima de
las T columnas x1, x2, ..., xn que conforman la matriz X ∈ RN×T . La matriz A es constante
durante la toma de las T mediciones, y los vectores y1, y2, ..., yT constituyen las T columnas
de la matriz Y .
De la seccio´n anterior se concluye que resolver el problema matricial AX = Y implica consi
derar y resolver el siguiente problema de minimizacio´n, o sus corrrespondientes equivalencias,
es decir,
xλ,µ = argmin
{
T∑
i=1
‖Axi − yi‖2 + λ2
T∑
i=1
‖xi‖2 + µ2
T∑
i=1
‖xi+1−xi||2
(ti+1−ti)2
}
si y so´lo si
xλ,µ = argmin
{‖Ax̂− ŷ‖2 + λ2 ‖x̂‖2 + µ21 ‖Bx̂‖2}
si y so´lo si(
ATA+ λ2INT + µ21BTB
)
x̂λ,µ = AT ŷ
si y so´lo si[
AAT + λ2IMT + µ2CTC
]
ẑ = ŷ; x̂λ,µ = AT ẑλ,µ
si y so´lo si
FZ + ZM = Y , con F =
(
ATA
)
+ λ2IM y M = µ
2
1
(
DTD
)
.
En lo que sigue se obtendra´ una nueva expresio´n para el problema reducido (3-40), a partir
de las descomposiciones en valores singulares de las matrices A, D y con matrices identidades
de ordenes apropiadas:[
AAT + λ2IMT + µ2CTC
]
ẑ = ŷ. (3-40)
Una vez obtenida la nueva expresio´n, se procedera´ a obtener la correspondiente solucio´n de
(3-40), obviamente en funcio´n de ẑ. A partir de esta solucio´n, y teniendo en cuenta que
x̂λ,µ = AT ẑλ,µ, (3-41)
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se obtienen las correspondientes recuperaciones de x̂λ,µ, cuya desvectorizacio´n suministra
la solucio´n nume´rica del sistema matricial (3-39). Dicha solucio´n se denominara´ solucio´n
recuperada.
3.5.1. Me´todo alternativo directo
Sean A ∈ RM×N y D ∈ RT−1×T respectivamente, la correspondiente matriz de campo y la
matriz semi-bidiagonal que relaciona los periodos de tiempo, que si desea, se pueden tomar
equidistantes, y conside´rense sus respectivas descomposiciones en valores singulares, esto es:
A = U1Σ1V
T
1 ∈ RM×N (3-42)
y
D = U2Σ2V
T
2 ∈ R(T−1)×T . (3-43)
con U1 ∈ RM×M , Σ1 ∈ RM×N , V1 ∈ RN×N , U2 ∈ RT−1×T−1, Σ2 ∈ RT−1×T y V2 ∈ RT×T .
Se obtienen a continuacio´n expresiones para las matrices A y C, en funcio´n de las descom-
posiciones SVD de las matrices A y D anteriores.
Note que
A =IT ⊗ A ∈ RMT×NT y C = D ⊗ IM ∈ RM(T−1)×MT
entonces
A = IT ⊗ A
=
(
V2ITV
T
2
)⊗ (U1Σ1V T1 )
= (V2 ⊗ U1) (IT ⊗ Σ1)
(
V T2 ⊗ V T1
)
= (V2 ⊗ U1) (IT ⊗ Σ1) (V2 ⊗ V1)T
= WDAVT .
con W = V2 ⊗ U1, V = V2 ⊗ V1 y DA = IT ⊗ Σ1.
y
AAT =
[
(V2 ⊗ U1) (IT ⊗ Σ1) (V2 ⊗ V1)T
] [
(V2 ⊗ U1) (IT ⊗ Σ1) (V2 ⊗ V1)T
]T
=
[
(V2 ⊗ U1) (IT ⊗ Σ1) (V2 ⊗ V1)T
] [
(V2 ⊗ V1) (IT ⊗ Σ1)T (V2 ⊗ U1)T
]
= (V2 ⊗ U1) (IT ⊗ Σ1) (IT ⊗ Σ1)T (V2 ⊗ U1)T
=WDADTAWT .
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Adema´s
C = D ⊗ IM
=
(
U2Σ2V
T
2
)⊗ (U1IMUT1 )
= (U2 ⊗ U1) (Σ2 ⊗ IM)
(
V T2 ⊗ UT1
)
= (U2 ⊗ U1) (Σ2 ⊗ IM) (V2 ⊗ U1)T
= UDCWT .
con U = U2 ⊗ U1 y DC = Σ2 ⊗ IM .
y
CTC =
[
(U2 ⊗ U1) (Σ2 ⊗ IM) (V2 ⊗ U1)T
]T [
(U2 ⊗ U1) (Σ2 ⊗ IM) (V2 ⊗ U1)T
]
=
[
(V2 ⊗ U1) (Σ2 ⊗ IM)T (U2 ⊗ U1)T
] [
(U2 ⊗ U1) (Σ2 ⊗ IM) (V2 ⊗ U1)T
]
= (V2 ⊗ U1) (Σ2 ⊗ IM)T (Σ2 ⊗ IM) (V2 ⊗ U1)T
=WDTCDCWT .
Por la anterior, y teniendo en cuenta que:
zi ∈ RM , ẑ =

z1
...
zT
 ∈ RMT , yi ∈ RM y ẑ =

y1
...
yT
 ∈ RMT .
la ecuacio´n (3-40) toma la siguiente forma:[
AAT + λ2IMT + µ2CTC
]
ẑ = ŷ[
WDTADAWT + λ2WWT + µ2WDTCDCWT
]
ẑ = ŷ
W
[
DAD
T
A + λ
2IMT + µ
2DTCDC
]
WT ẑ = ŷ[
DAD
T
A + λ
2IMT + µ
2DTCDC
]
WT ẑ = WT ŷ[
DAD
T
A + λ
2IMT + µ
2DTCDC
]−1WT ŷ = WT ẑ
W
[
DAD
T
A + λ
2IMT + µ
2DTCDC
]−1WT ŷ = ẑ.
de donde
zλ,µ =WD−1λ,µW
T ŷ. (3-44)
con Dλ,µ = DADTA + λ2IMT + µ2DTCDC.
Sin embargo (3-44) puede escribirse en forma matricial, es decir,
3.5 Regularizacio´n directa y automa´tica de problemas dina´micos inversos 25
vec (Zλ,µ) = ẑλ,µ
= WD−1λ,µWT ŷ
= (V2 ⊗ U1)D−1λ,µ (V2 ⊗ U1)T vec (Y )
= (V2 ⊗ U1)D−1λ,µ
(
V T2 ⊗ UT1
)
vec (Y )
= (V2 ⊗ U1)D−1λ,µvec
(
UT1 Y V2
)
= (V2 ⊗ U1) r̂λ,µ
= (V2 ⊗ U1) vec(Rλ,µ)
= vec(U1Rλ,µV
T
2 ).
con r̂ = D−1λ,µvec
(
UT1 Y V2
)
y Rλ,µ = desvec (r̂).
de donde
Zλ,µ = U1Rλ,µV
T
2 . (3-45)
Teniendo en cuenta la ecuacio´n 3-44, se deduce una expresio´n para la ecuacio´n 3-41. Esto es,
x̂λ,µ = AT ẑλ,µ
=
[
WDAVT
]T WD−1λ,µWT ŷ
= VDTAWTWD−1λ,µW
T ŷ
= VDTAD−1λ,µW
T ŷ.
Por tanto, se obtiene la siguiente forma matricial para 3-41:
vec (Xλ,µ) = x̂λ,µ
= AT ẑλ,µ
=
(
IT ⊗ AT
)
vec (Zλ,µ)
= vec
(
ATZλ,µ
)
= vec
(
V1Σ
T
1U
T
1 U1Rλ,µV
T
2
)
= vec
(
V1Σ
T
1Rλ,µV
T
2
)
.
de donde
Xλ,µ = V1Σ
T
1Rλ,µV
T
2 . (3-46)
Se tiene el siguiente resultado, que constituye uno de los principales aportes de este trabajo:
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Lema. La solucio´n de[
AAT + λ2IMT + µ2CTC
]
ẑ = ŷ
esta dada por
zλ,µ =WD−1λ,µWT ŷ.
Adema´s
x̂λ,µ = VDTAD
−1
λ,µWT ŷ.
con
W = V2 ⊗ U1, V = V2 ⊗ V1, DA = IT ⊗ Σ1, DC = Σ2 ⊗ IM y
Dλ,µ = DADTA + λ2IMT + µ2DTCDC.
3.6. Me´todo para la escogencia de para´metros
En problemas dina´micos inversos los procedimientos cla´sicos de regularizacio´n no producen
soluciones apropiadas. Sin embargo, con el uso de regularizacio´n de Tikhonov-Philips-Dina´mi-
ca y estrategias de ana´lisis de estabilidad y sensibilidad es posible obtener soluciones razon-
ables y al mismo tiempo satisfactorias. De todas formas, ningun me´todo de regularizacio´n
es completo sin una metodolog´ıa para la escogencia de los correspondientes para´metros de
regularizacio´n [13]. Por tanto a partir de dichos ana´lisis se hace necesario generar estrategias
para la escogencia apropiada de tales para´metros.
En la literatura se conocen diferentes metodolog´ıas para la escogencia del para´metro o
para´metros de regularizacio´n, i.e., el Principio de Mı´nima Discrepancia, Me´todos Basados
en Estimacio´n de Errores, el Criterio de la Curva-L, y Validacio´n Cruzada Generalizada
(GCV) entre otros me´todos. En este trabajo, y por ser muy conveniente, la estimacio´n de los
valores ideales de los para´metros espacio-temporales de regularizacio´n se calculan por medio
de Validacio´n Cruzada Generalizada (GCV). Adema´s es sabido que esta metodolog´ıa ofrece
una forma de estimar apropiadamente el para´metro o para´metros de regularizacio´n en una
amplia gama de problemas.
Se describe a continuacio´n la metodolog´ıa propuesta en este trabajo para las escogencias de
λ y µ.
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De la seccio´n anterior se sabe que las descomposiciones en valores singulares de las matrices
A y D conducen a expresiones de la siguiente forma:
A = U1Σ1V
T
1 ∈ RM×N (3-47)
y
D = U2Σ2V
T
2 ∈ R(T−1)×T . (3-48)
con U1 ∈ RM×M , Σ1 ∈ RM×N , V1 ∈ RN×N , U2 ∈ RT−1×T−1, Σ2 ∈ RT−1×T y V2 ∈ RT×T .
A partir de estas descomposiciones se obtuvieron en la seccio´n anterior expresiones para la
matriz A y el vector x̂λ,µ en funcio´n de las descomposiciones SVD de las matrices A y D
anteriores. Es decir,
A = IT ⊗ A
=
(
V2ITV
T
2
)⊗ (U1Σ1V T1 )
= (V2 ⊗ U1) (IT ⊗ Σ1)
(
V T2 ⊗ V T1
)
= (V2 ⊗ U1) (IT ⊗ Σ1) (V2 ⊗ V1)T
= WDAVT .
Con W = V2 ⊗ U1, V = V2 ⊗ V1, DA = IT ⊗ Σ1.
y
x̂λ,µ = AT ẑλ,µ
=
[
WDAVT
]T WD−1λ,µWT ŷ
= VDTAWTWD−1λ,µW
T ŷ
= VDTAD−1λ,µW
T ŷ.
Donde Dλ,µ = DADTA + λ2IMT + µ2DTCDC y DC = Σ2 ⊗ IM .
En lo que sigue se define la matriz inversa regularizada de Tikhonov-Philips en funcio´n de
las descomposiciones SVD anteriores, haciendo
A#λ,µ = VDTAD
−1
λ,µWT . (3-49)
A partir de esta definicio´n se tiene que
x̂λ,µ = A#λ,µŷ. (3-50)
De esta manera se define la funcio´n que estima los valores optimos de los para´metros espacio
temporales de regularizacio´n, esto es,
GCV (λ, µ) =
‖Axλ,µ − ŷ‖2[
traza
(
IMT − AA#λ,µ
)]2 . (3-51)
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La norma utilizada es la norma de Frobenius.
El numerador en (3-51) se reduce al reemplazar las correspondientes expresiones de A y xλ,µ.
En efecto,
‖Axλ,µ − ŷ‖2 =
∥∥AVDTAD−1λ,µWT ŷ − ŷ∥∥2
=
∥∥WDAVTVDTAD−1λ,µWT ŷ − ŷ∥∥2
=
∥∥WDADTAD−1λ,µWT ŷ − ŷ∥∥2
=
∥∥[WDADTAD−1λ,µWT − IMT ] ŷ∥∥2
=
∥∥W [DADTAD−1λ,µ − IMT ]WT ŷ∥∥2
=
∥∥WHλ,µWT ŷ∥∥2
=
∥∥∥Wk̂λ,µ∥∥∥2
=
∥∥∥k̂λ,µ∥∥∥2
= ‖vec (Kλ,µ)‖2 .
donde Hλ,µ = DAD
T
AD
−1
λ,µ − I, k̂λ,µ = HWT ŷ y Kλ,µ = desvec
(
k̂λ,µ
)
.
El denominador en (3-51) tambie´n se reduce de la siguiente manera:
traza
(
IMT − AA#λ,µ
)
= traza (IMT )− traza
(
AA#λ,µ
)
=MT − traza
(
AA#λ,µ
)
=MT − traza [WDAVTVDTAD−1λ,µWT ]
=MT − traza [WDADTAD−1λ,µWT ]
=MT − traza [DADTAD−1λ,µ]
=MT −
∑
i,j
σ2i
σ2i + λ
2 + µ2β2j
.
Note que la matriz W es una matriz ortogonal.
Se tiene el siguiente corolario, y que constituye la metodolog´ıa propuesta para la escogencia
de los para´metros de regularizacio´n.
Corolario. La funcio´n GCV por medio de la cual se estiman los valores o´ptimos de los
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para´metros de regularizacio´n se define por:
GCV (λ, µ) =
‖Axλ,µ−ŷ‖2
[traza(IMT−AA#λ,µ)]
2
=
‖vec(Kλ,µ)‖2
[MT−traza(AA#λ,µ)]
2
=
‖vec(Kλ,µ)‖2[
MT−∑
i,j
σ2
i
σ2
i
+λ2+µ2β2
j
]2 .
(3-52)
Es importante comentar, que la metodolog´ıa de regularizacio´n propuesta en este trabajo,
y su correspondiente te´cnica para la escogencia de para´metros espacio-temporales de regu-
larizacio´n esta´n fundamentadas en la descomposicio´n de valores singulares de una matriz.
Adema´s con este trabajo se propone un me´todo nume´rico de solucio´n al problema lineal
AX = Y , cuando las matrices A y X tienen un mal condicionamineto severo.
4 Experimentacio´n nume´rica
4.1. Introduccio´n
Conforme se comento en los primeros cap´ıtulos, la teor´ıa de regularizacio´n de problemas
dina´micos inversos tiene aplicaciones en diversas a´reas del conocimiento. Sin embargo en
este trabajo s´lo se consideraron ejemplos ubicados en el contexto de sen˜ales electroencefalo-
gra´ficas (EEG), cuyos datos se generaron de manera sinte´tica.
Esquemas de trabajo
T ipo de
Esquema
Tipo de
problema
Me´todo de
regularizacio´n
T ipo de
solucio´n
A→ Axi = yi
STR− C
λ, µ, vı´a GCV−−−−−−−−−−→
AXλ,µ +Xλ,µB = H
Solucio´n : Bartels− Stewart
B → Axi = yi
STR− C
λ, µ, vı´a GCV−−−−−−−−−−→
AXλ,µ +Xλ,µB = H
Solucio´n : GMRES
C → Axi = yi
Me´todo directo
y automa´tico
xλ,µ
La metodolog´ıa propuesta en este trabajo, Me´todo Directo y Automa´tico para Regularizacio´n
de Problemas Dina´micos Inversos (esquema C), descrita en el cap´ıtulo anterior, fue implemen-
tada exactamente sobre tres ejemplos de prueba discutidos ma´s adelante. En cada problema,
se comprobo´ la eficiencia relativa del me´todo propuesto, comparando su desempen˜o con el
desempen˜o de dos variantes del me´todo STR-C propuesto en [22], es decir, incorporando a
STR-C dos procedimientos de solucio´n de la ecuacio´n de Sylvester, el de sustitucio´n regresiva
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de Bartels-Stewart (esquema A) y el iterativo GMRES (esquema B), en cada caso estuvo
presente la metodolog´ıa GCV aqu´ı desarrollada.
Medidas de errores
Datos sinte´ticos
xi
−→ Respuestas
yi = Axi
−→ Solucio´n recuperada por esquemas A, B o´ C
xλ,µ
↙↘
↓↪→ −→
∣∣∣xi−xλ,µxi ∣∣∣
Error relativo a xi
;
∣∣∣xrecpb.−xλ,µxrecpb. ∣∣∣
Error relativo a xrecpb.
↗
Solucio´n recuperable
proyxiR
(
AT
) −→ xrecpb.
Puesto que se generaron datos sinte´ticos, fue posible comparar los datos originales con las
soluciones recuperadas por medio de cada esquema, y as´ı obtener una medida de los errores
relativos a las fuentes originales respecto de las fuentes recuperadas. Sin embargo los errores
obtenidos eran superiores al 88 por ciento. Esto ocurre debido a que la solucio´n inversa
obtenida, solamente recupera la componente de los x originales correspondiente al espacio
fila de la matriz de campo, y no es capaz de recuperar la componente correspondiente al
aspacio nulo de esta matriz, que corresponde al complemento ortogonal del espacio generado
por el rango de AT . Con el fin de superar esta dificultad se procede a calcular la proyeccio´n
de los x originales sobre el espacio fila de la matriz de campo (x recuperables). Con esta
informacio´n a mano, se obtiene una medida del error relativo a los x recuperables respecto de
los x recuperados, lo que garantiza una buena medida de acople entre la solucio´n recuperable
y la solucion recuperada. Adema´s se obtienen valores de las estimaciones de los para´metros
de regularizacio´n y los tiempos de maquina correspondientes a GCV y SVD, lo que se ilustra
en las tablas correspondientes.
Para agregar ruido a los datos y, se uso´ la funcio´n rand de matlab, que genera datos pseu-
doaleatorios en el intervalo (0,1) correspondientes a una distribucio´n de probabilidad uni-
forme estandar. La expresio´n para tales perturbaciones esta dada por:
yεi = yi + ηi. (4-1)
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donde yεi representa la perturbacio´n que sufre la respuesta yi pertubada con cierto nivel de
ruido, yi representa las salidas o respuestas medibles, y ηi representa la perturbacio´n o ruido
agregado a estas salidas.
4.2. Descripcio´n del algoritmo de Bartels-Stewart en el
esquema A
Teniendo una ecuacio´n matricial generalizada de Sylvester de la forma:
AXBT + CXDT = E
Se puede utilizar la descomposicio´n QZ para reescribir la anterior ecuacio´n de la siguiente
manera:
(Q1AZ1)(Z
T
1 XZ2)(Z
T
2 B
TQT2 ) + (Q1CZ1)(Z
T
1 XZ2)(Z
T
2 D
TQT2 ) = Q1EQ
T
2
donde las matrices Q y Z1 y Z2 son las descomposiciones QZ aplicadas a (A,C) y a (D,B)
respectivamente. Reescribiendo esta ultima ecuacio´n como:
PY RT + SY T T = F
se da que las matrices coeficientes P , R, S y T tienen estructura triangular y quasitriangular.
Debido a esto, este sistema puede ser solucionado por una te´cnica de sustitucio´n regresiva.
Empezando por la columna n y terminando en la columna 1, se pueden calcular las columnas
de Y , una o dos a la vez dependiendo de si el elemento subdiagonal tk,k−1 es o no cero. Si
este es cero, se obtiene la columna k resolviendo el siguiente sistema cuasitriangular m×m:
(rkkP + tkkS)yk = f
n−k
k
Si el elemento subdiagonal tk,k−1 es diferente de cero, se utiliza el hecho de que una matriz
cuasi-triangular no puede tener dos elementos diferentes de cero consecutivos en su diagonal
inferior. Esto implica que tk − 1, k − 2 es cero, y se puede obtener las columnas k − 1 y k
resolviendo el siguiente sistema por bloques de taman˜o 2m× 2m: rk−1,k−1P + tk−1,k−1S rk−1,kP + tk−1,kS
tk,k−1S rkkP + tkkS
 yk−1
yk
 =
 f (n−k)k−1
f
(n−k)
k

Aqu´ı se hace uso de la siguiente recursio´n:
f
(0)
k = fk
f jk = f
(j−1)
k − rkj(Pyj)− tkj(Syj)
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Teniendo esto, se puede hacer uso de una te´cnica de eliminacio´n gaussiana con pivoteo parcial
para resolver los sistemas matriciales resultantes e ir hallando las columnas de la Matriz Y ,
y al completarse el calculo de e´sta, la matriz X se obtiene por:
X = Z1Y Z
T
2
Detalles de este algoritmo pueden ser encontrados en [6].
Al realizar experimentos nume´ricos, se puede observar que este me´todo es adecuado, siempre
que no haya una mayor contaminacio´n de los datos de salida Y del sistema original, puesto
que al aumentar el nivel de ruido en las matrices de salida, e intentar resolver la ecuacio´n
matricial de sylvester por este me´todo, se obtuvieron resultados muy inestables, lo que hace
pensar que la robustez de este me´todo no es tan buena en comparacio´n con la aplicacio´n de
la solucio´n directa reducida.
4.3. Descripcio´n del Algoritmo GMRES en el esquema B
Se describe en esta seccio´n de manera breve el algoritmo GMRES (Generalized Minimum
Residual) que fue usado para resuelver la ecuacio´n de Sylvester en el esquema B.
GMRES es un me´todo iterativo por subespacios de Krylov para sistemas no sime´tricos y no
necesariamente definidos positivos. Esta metodolog´ıa fue propuesta en 1986 por Yousef Saad
y Martin Schulz.
Dado el sistema lineal Ax = y con A y y conocidas, se desea obtener una solucio´n aproximada
para x. El algoritmo GMRES opera de la siguiente manera:
1. Inicio: Escoger x0 y luego calcular r0 = y − Ax0 y v0 = r0‖r0‖
2. Iteracio´n: Para j = 1, 2, ...m hacer:
hij = 〈Avj, vi〉, i = 1, 2, ..., j,
vˆj+1 = Avj −
∑j
i−1 hi,jvi,
hj+1,j = ‖vˆj+1‖, y
vj+1 =
vˆj+1
hj+1,j
.
3. Formar la solucio´n aproximada:
xm = x0 + Vmym donde ym es el y que minimiza
∥∥βe1 − H¯my∥∥, y ∈ Rm.
4. Reiniciar:
Calcular rm = y − Axm. Si se satisface la igualdad, parar; en caso contrario calcular
x0 := xm, v1 :=
rm
‖rm‖ y volver al paso 2.
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Aqu´ı, vj son las columnas de la matriz Vk de taman˜o N × k, las cuales forman una base
ortonormal en l2; β = ‖r0‖; H¯m es una matriz de Arnoldi; y e1 corresponde al vector de
la primera columna de la matriz identidad de taman˜o (k + 1) × (k + 1). Estos elementos
cumplen la siguiente relacio´n:
AVk = Vk+1H¯k
Para una explicacio´n mas detallada del algoritmo, ver [9].
El entorno Matlab utiliza la funcio´n GMRES para la resolucio´n de sistemas no sime´tricos
de ecuaciones, con la opcio´n de insertar la referencia a otra funcio´n que retorne el resultado
de Ax en caso de no tener disponible la matriz A de forma explicita.
En este caso, al resolver la ecuacio´n matricial de silvester:
AXB + CXD = E
se tiene un sistema asime´trico, pero no se da de forma expl´ıcita el valor de la matriz de
coeficiente para X, por lo tanto se hace uso de esta opcio´n.
Por otra parte, existen ciertos para´metros adicionales para la computacio´n de una solucio´n
al sistema por medio de la funcio´n GMRES de Matlab, que son el nu´mero de iteraciones
tomadas, y la tolerancia que se establece para encontrar una solucio´n. Estos para´metros
pueden llegar a influir en la consecucio´n de una solucio´n adecuada para el problema, pero
pueden conllevar algunos costos. Por ejemplo, la exactitud de la solucio´n encontrada para
cierto sistema, puede aumentar al aumentar el nu´mero de iteraciones tomadas, pero al mismo
tiempo la velocidad de convergencia del algoritmo podr´ıa disminuir.
4.4. Ejemplo 1: Aspectos nume´ricos de reconstruccio´n
espacio-temporal de densidad de corriente (datos
EEG/MEG)
Se reprodujo el experimento nume´rico realizado en [24]. Para discretizar el problema, se
representa la corriente en el conjunto Ω (espacio de influencia) como la suma de un nu´mero
fijo de dipolos, ubicados en puntos pi en Ω, 1 ≤ i ≤ N , y se escogen puntos de medicio´n. Se
supone que las mediciones son tomadas en n puntos ξi en Γ0 ∩ Γ1 . La matriz de campo L ∈
Rn×3N contiene en la i-esima columna los datos del vector mi de taman˜o n correspondiente
a un dipolo con momento (1, 0, 0)T ubicado en el punto de influencia pi. Las columnas i+N
e i + 2N contienen datos pertenecientes a los dipolos con momentos (0, 1, 0)T y (0, 0, 1)T
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respectivamente. Al definir ek como el i-esimo vector unitario y ei,k como el dipolo con el
momento ek ubicado en el pi, se obtiene
Li,i+kN = AM/Eei,k(ξv). (4-2)
Si se discretiza J por
J =
N∑
i=1
2∑
k=0
ji+kNeik, (4-3)
Se obtiene
AM/EJ(ξv) =
N∑
i=1
2∑
k=0
ji+kNAM/Eeik(ξv) =
N∑
i=1
2∑
k=0
ji+kNLv,i+kN = (Lj)v. (4-4)
4.4.1. Generacio´n de los X originales
Para Calcular la solucio´n original del problema inverso, es decir los X originales, se tomaron
mallas de 10x10, 19x19, 28x28 y 46x46 puntos. Las posiciones de las fuentes no var´ıan a
medida que se aumenta la resolucio´n del campo de escogencia de las fuentes, como se describe
en [24], las posiciones de las fuentes siempre permanecen en las posiciones (3, 5, 0) y (8, 5, 0)
(que representan las coordenadas (x,y,z)). Tambie´n los 9 sensores permanecen centrados en
el punto (5.5, 5.5, 2) con separacio´n de 2 unidades. Estas posiciones se almacenan en vectores
columna 3 dimensionales, es decir, en cada fila se tienen las coordenadas 3 dimensionales
de cada fuente y sensor. Eso en cuanto a las posiciones. Ahora, se sabe que las dos fuentes
determinadas en estas posiciones, tendra´n una actividad a trave´s del tiempo, no quiere
decir que var´ıe su posicio´n, sino que va a variar su momento dipolar, que es un vector que
representa la intensidad de corriente en cada una de las dos fuentes (no tiene que ver nada
con el vector de posicio´n). Este vector tambie´n tiene coordenadas (x, y, z) en el espacio y
define la orientacio´n dipolar de cada fuente (ver Fig. 2 en [24]), para estas fuentes este vector
se define como (0, 0, 1)T en [24]. Esto quiere decir que el vector se orienta so´lamente hacia
la componente normal, es decir la componente z. Esto si el problema fuera esta´tico. Si el
problema es dina´mico, es decir, hay una variacio´n en el tiempo, entonces la orientacio´n en
la componente z var´ıa de acuerdo a la ecuacio´n de la fuerza dipolar gaussiana:
q(t) = q0exp(−(t− tp)
2
w2
) (4-5)
En [24] se toma tp = 5 para la primera fuente, y tp = 9 para la segunda, w = 2,5 y q0 = 1.
Por lo tanto si se tienen n fuentes, la matriz de X originales sera´ de taman˜o 3n × T con
T = 16 que es el numero de muestras tomadas en el tiempo, y 3n se refiere al nu´mero de
fuentes en cada componente (x, y, z), teniendo para las primeras n filas, el valor de la com-
ponente x del vector de orientacio´n dipolar, para las filas de n hasta 2n la componente en
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y del vector de orientacio´n dipolar, y para las filas 2n hasta 3n el valor de la componente z
para este vector. Los anteriores valores se asocian a cada posicio´n en el vector 3-dimensional
de posiciones. Como las u´nicas fuentes que se activan son las de las posiciones (3, 5, 0) y
(8, 5, 0), y so´lo se activan en la coordenada z, los dema´s valores en la matriz sera´n cero. Por
ejemplo, para la primera columna de la matriz de X originales, las filas de 1 a n y de n a
2n tendra´n un valor cero ya que estas componentes del vector de orientacio´n no se activan.
En las filas de 2n hasta 3n, se busca en el vector 3-dimensional el ı´ndice de la posicio´n de
las fuentes que se activan y se asigna el valor de activacio´n de la componente z de acuerdo
a 4-5, que en la primera fila, toma el valor de t = 1. En la segunda fila se sigue el mismo
procedimiento, pero ahora se toma a t = 2, y as´ı sucesivamente hasta llegar a t = 16. Por lo
tanto cada columna t de la matriz de X originales tendra´ informacio´n del valor del vector de
orientacio´n dipolar para cada fuente, y su ı´ndice en la fila sera´ el mismo ı´ndice que tiene en
el vector de posiciones, en cada uno de los grupos de las componentes: componente x filas 1
a n, componente y filas n a 2n y componente z filas 2n hasta 3n; es decir, cada uno de estos
grupos contiene informacio´n de todas las n fuentes en su respectiva componente. Una vez
calculado esto, se obtienen los datos de salida Y por la multiplicacio´n AXorig = Y . Puesto
que A tiene dimensiones M × 3n, y Xorig tiene dimensiones 3n × T , Y tendra´ dimensiones
M × T donde M es el numero de sensores. Esencialmente se recuperan 2 fuentes ubicadas
en un espacio de influencia 2-Dimensional discretizado en una malla de 10x10 puntos de
longitud adimensional. Se asumio´ una evolucio´n temporal Gaussiana para cada fuente, como
se describe en [24], ademas se realizaron mas pruebas refinando la malla de 10x10 tomando
19, 28 y 46 puntos dentro de ella, de tal manera que la posicio´n de los sensores y fuentes se
mantuviera conce´ntrica al aplicar este incremento de resolucio´n.
En este problema los tres esquemas de trabajo considerados fueron puesto a prueba con
distintos niveles de ruido agregados a las salidas Y los cuales fueron de 5%, 10% y 30%, y
se midieron unas 50 veces de las cuales se tomaron los valores promedio como se puede ver
en los cuadros comparativos ma´s adelante.
Se realizaron 2 pruebas con los datos resultantes. En la primera prueba se considero´ el
modelo directo respectivo para cada malla, tomando las salidas Y correspondientes a la
malla respectiva. En la segunda prueba se consideraron las salidas Y computadas para la
malla de 28x28, como salidas para las mallas restantes. Adema´s se realizo la medida del
acople de las fuentes recuperadas con respecto a las fuentes originales, tomando el error
relativo entre los valores ma´ximos normalizados en las fuentes recuperadas y los valores en
las fuentes originales; y se realizo´ un ca´lculo de error de localizacio´n tomando la norma de
la distancia entre la posicio´n de la fuente original y la fuente recuperada.
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4.4.2. Medidas de acople
Se encontro´ la proyeccio´n de los datos x originales, sobre el espacio generado por r columnas
de la matriz AT donde r = rango(A), mediante la siguiente expresio´n:
xrecpb(k) =
r∑
i=1
< xorig(k), Vi > Vi (4-6)
A las soluciones encontradas en este caso se les denomina x recuperables. La razo´n por la que
se hallan los x recuperables es que al intentar recuperar los datos originales conociendo las
salidas y y la matriz de campo A, se recuperan so´lamente las soluciones x correspondientes al
rango de AT , pero los datos originales tambie´n tienen una componente correspondiente a la
nulidad de la matriz A que es el complemento ortogonal del espacio generado por el rango de
AT . Esta componente no es posible de recuperar, por tanto se calculan los x recuperables y se
comparan con los recuperados por medio del esquema considerado, lo que permite obtener los
errores relativos de los datos recuperables respecto de los datos recuperados, y que realmente
corresponden a una medida de acople.
4.4.3. Configuraciones de los distintos espacios de influencia
En la Figura 4-1 se muestra como queda la configuracio´n de sensores y fuentes para un
taman˜o de 10x10 del espacio de influencia. En verde se pintan las dos fuentes que fueron
activadas tal como se describe en [24].
(a) Vista Lateral (b) Vista Superior
Figura 4-1: Sensores y espacio de influencia 10 x 10
La Figura 4-2 muestra como queda el espacio de influencia y la configuracio´n de sensores, al
cambiar el taman˜o a 19 por lado. En la Figura 4-3 se presenta la configuracio´n del espacio de
influencia de taman˜o 28 por lado. Finalmente se muestran en la Figura 4-4 la configuracio´n
para el espacio de influencia de 46 por lado.
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(a) Vista Lateral (b) Vista Superior
Figura 4-2: Sensores y espacio de influencia 19 x 19
(a) Vista Lateral (b) Vista Superior
Figura 4-3: Sensores y espacio de influencia 28 x 28
(a) Vista Lateral (b) Vista Superior
Figura 4-4: Sensores y espacio de influencia 46 x 46
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4.4.4. Resultados Prueba 1, Esquema A
ε=0
N Error rltv. X orig. Error rltv. X Recpbls. Acople Error Loclz. λ µ TiempoGCV [s] TiempoSV D[s]
10 0,938443244 2,75394E-09 0,976633278 0 1,08026E-09 6,99536E-06 0,071998488 0,003583744
19 0,984805156 6,51878E-09 0,981172079 0,707106781 1,64111E-09 2,01542E-05 0,067015543 0,045256824
28 0,993245446 2,96311E-09 0,978943977 0,471404521 2,44563E-09 2,56262E-05 0,07691418 0,194614978
46 0,997564395 1,2882E-12 0,979558787 0,565685425 4,6279E-09 7,56296E-07 0,126042148 1,373210654
Tabla 4-1: Tabla de errores, para´metros y tiempos con ruido de 0%
ε=0.05
N Error rltv. X orig. Error rltv. X Recpbls. Acople Error Loclz. λ¯ µ¯ T iempoGCV [s] TiempoSV D[s]
10 46,40195027 131,7332215 0,925649637 0,14 2,11538E-09 0,00433393 0,066166009 0,003045839
19 52,98312157 299,7143793 0,914176803 0,848975907 2,934E-09 0,008655263 0,080395883 0,047160911
28 35,56553222 298,5222746 0,900015634 0,754810057 2,16522E-09 0,012997803 0,077497796 0,180210927
46 40,90394041 572,7813578 0,897651571 0,691088883 2,96213E-09 0,021676169 0,106820992 1,219828715
Tabla 4-2: Tabla de errores, para´metros y tiempos con ruido de 5%
ε=0.1
N Error rltv. X orig. Error rltv. X Recpbls. Acople Error Loclz. λ¯ µ¯ T iempoGCV [s] TiempoSV D[s]
10 979,0073115 2832,39825 0,668984205 1,051963093 7,78365E-08 0,049630293 0,041085172 0,002763321
19 555,881765 3197,744401 0,59278408 1,920790339 1,59611E-08 0,099004951 0,075061123 0,047475289
28 812,989257 7002,862471 0,526221268 2,249272802 1,15079E-08 0,148362818 0,074998438 0,178088194
46 277,3056114 3968,588861 0,547748369 2,188381029 6,92755E-09 0,247059489 0,10413691 1,219107959
Tabla 4-3: Tabla de errores, para´metros y tiempos con ruido de 10%
ε=0.3
N Error rltv. X orig. Error rltv. X Recpbls. Acople Error Loclz. λ¯ µ¯ T iempoGCV [s] TiempoSV D[s]
10 839,6584932 2429,272051 0,582840962 1,50778638 9,32936E-05 0,137752499 0,042997433 0,002735986
19 1228,925782 7073,492975 0,551031289 1,611829318 0,000190109 0,274279218 0,080135088 0,047311946
28 533,6522998 4595,372029 0,490565067 1,836279708 0,000287795 0,410679621 0,072926021 0,184832624
46 287,7053736 4119,926349 20,430436389 2,40577793 0,000483932 0,683412774 0,108800757 1,223721964
Tabla 4-4: Tabla de errores, para´metros y tiempos con ruido de 30%
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4.4.5. Resultados Prueba1, Esquema B
ε=0
N Error rltv. X orig. Error rltv. X Recpbls. Acople Error Loclz. λ µ TiempoGCV [s] TiempoSV D[s]
10 0,93844324 3,1644E-06 0,97663356 0 1,0803E-09 6,9954E-06 0,11147811 0,00296795
19 0,98480516 3,21E-06 0,98117238 0,70710678 1,6411E-09 2,0154E-05 0,1298578 0,04649649
28 0,9975644 2,6716E-06 0,97955892 0,56568542 4,6279E-09 7,563E-07 0,19574847 1,42540823
46 0,997564395 2,16835E-13 0,979558787 0,565685425 4,6279E-09 7,56296E-07 0,288528797 1,264128762
Tabla 4-5: Tabla de errores, para´metros y tiempos con ruido de 0%
ε=0.05
N Error rltv. X orig. Error rltv. X Recpbls. Acople Error Loclz. λ¯ µ¯ T iempoGCV [s] TiempoSV D[s]
10 1,1037382 0,66803082 0,89336234 0,21903066 2,1154E-09 0,00433393 0,1254433 0,00315343
19 1,04368057 0,69839038 0,88143211 0,92437616 2,934E-09 0,00865526 0,15347862 0,0459919
28 1,06766408 1,16110488 0,88093038 0,76141013 2,1652E-09 0,0129978 0,15338391 0,18977723
46 1,00961926 0,74486538 0,86133733 0,78698338 2,9621E-09 0,02167617 0,24095743 1,43866613
Tabla 4-6: Tabla de errores, para´metros y tiempos con ruido de 5%
ε=0.1
N Error rltv. X orig. Error rltv. X Recpbls. Acople Error Loclz. λ¯ µ¯ T iempoGCV [s] TiempoSV D[s]
10 3,89802648 9,57274692 0,59358962 1,28698723 7,7836E-08 0,04963029 0,16866305 0,0030822
19 3,1130711 14,7612095 0,45008898 1,8174035 1,5961E-08 0,09900495 0,2196193 0,04651771
28 2,97481471 20,9132629 0,4105969 2,13904914 1,1508E-08 0,14836282 0,24445967 0,18668747
46 1,28814523 8,79706734 0,39994695 2,17371443 6,9276E-09 0,24705949 0,29972905 1,43121218
Tabla 4-7: Tabla de errores, para´metros y tiempos con ruido de 10%
ε=0.3
N Error rltv. X orig. Error rltv. X Recpbls. Acople Error Loclz. λ¯ µ¯ T iempoGCV [s] TiempoSV D[s]
10 3,53253808 8,7304175 0,51257672 1,36389474 9,3294E-05 0,1377525 0,16686154 0,00282936
19 2,54053853 11,4855285 0,42277165 2,1697985 0,00019011 0,27427922 0,2283344 0,04709258
28 2,35949086 15,5261721 0,41538624 1,97759569 0,00028779 0,41067962 0,22154328 0,18818505
46 1,61339508 14,2556726 0,34793622 2,21878213 0,00048393 0,68341277 0,31898001 1,42556468
Tabla 4-8: Tabla de errores, para´metros y tiempos con ruido de 30%
4.4 Ejemplo 1: Aspectos nume´ricos de reconstruccio´n espacio-temporal de densidad de
corriente (datos EEG/MEG) 41
4.4.6. Resultados Prueba1, Esquema C
ε=0
N Error rltv. X orig. Error rltv. X Recpbls. Acople Error Loclz. λ µ TiempoGCV [s] TiempoSV D[s]
10 0,938443244 4,63264E-10 0,976633278 0 1,08026E-09 6,99536E-06 0,047084403 0,002321487
19 0,984805156 9,62026E-10 0,981172079 0,707106781 1,64111E-09 2,01542E-05 0,067952241 0,043365919
28 0,993245446 6,92013E-10 0,978943977 0,471404521 2,44563E-09 2,56262E-05 0,093211867 0,174475892
46 0,997564395 2,16835E-13 0,979558787 0,565685425 4,6279E-09 7,56296E-07 0,288528797 1,264128762
Tabla 4-9: Tabla de errores, para´metros y tiempos con ruido de 0%
ε=0.05
N Error rltv. X orig. Error rltv. X Recpbls. Acople Error Loclz. λ¯ µ¯ T iempoGCV [s] TiempoSV D[s]
10 0,938668628 0,059081732 0,943201495 0 2,11538E-09 0,00433393 0,04307279 0,002293652
19 0,984859282 0,05899492 0,942917347 0,707106781 2,934E-09 0,008655263 0,069437232 0,043089988
28 0,993269382 0,058967478 0,942591805 0,471404521 2,16522E-09 0,012997803 0,093963939 0,173062108
46 0,997573001 0,058945261 0,942670599 0,565685425 2,96213E-09 0,021676169 0,28754173 1,260359311
Tabla 4-10: Tabla de errores, para´metros y tiempos con ruido de 5%
ε=0.1
N Error rltv. X orig. Error rltv. X Recpbls. Acople Error Loclz. λ¯ µ¯ T iempoGCV [s] TiempoSV D[s]
10 0,939120445 0,102207028 0,911507439 0 7,78365E-08 0,049630293 0,03838458 0,002267485
19 0,984967771 0,102040577 0,910183055 0,707106781 1,59611E-08 0,099004951 0,064436402 0,044580851
28 0,993317345 0,101982155 0,910200014 0,471404521 1,15079E-08 0,148362818 0,087591778 0,173672282
46 0,997590241 0,101934362 0,91018202 0,565685425 6,92755E-09 0,247059489 0,287491049 1,253335094
Tabla 4-11: Tabla de errores, para´metros y tiempos con ruido de 10%
ε=0.3
N Error rltv. X orig. Error rltv. X Recpbls. Acople Error Loclz. λ¯ µ¯ T iempoGCV [s] TiempoSV D[s]
10 0,9429243 0,25995554 0,81086391 0,16 9,3294E-05 0,1377525 0,03897359 0,00230016
19 0,98588139 0,25932796 0,80509379 0,70710678 0,00019011 0,27427922 0,06765591 0,04361534
28 0,99372118 0,25911515 0,80635169 0,48784161 0,00028779 0,41067962 0,09095899 0,17389031
46 0,99773536 0,25894046 0,80598834 0,57501091 0,00048393 0,68341277 0,29539028 1,26572305
Tabla 4-12: Tabla de errores, para´metros y tiempos con ruido de 30%
42 4 Experimentacio´n nume´rica
4.4.7. Resultados Prueba 2, Esquema A
ε=0
N Error rltv. X orig. Error rltv. X Recpbls. Acople Error Loclz. λ µ TiempoGCV [s] TiempoSV D[s]
10 0,93844324 2,7698E-09 0,97663328 0 1,0803E-09 6,9954E-06 0,05101109 0,00286918
19 0,98480516 6,211E-09 0,98117208 0,70710678 1,6411E-09 2,0154E-05 0,054254 0,0418609
28 0,99324545 2,9665E-09 0,97894398 0,47140452 2,4456E-09 2,5626E-05 0,06888171 0,17889711
46 0,9975644 9,3085E-13 0,97955879 0,56568542 4,6279E-09 7,563E-07 0,15452247 1,40351598
Tabla 4-13: Tabla de errores, para´metros y tiempos con ruido de 0%
ε=0.05
N Error rltv. X orig. Error rltv. X Recpbls. Acople Error Loclz. λ¯ µ¯ T iempoGCV [s] TiempoSV D[s]
10 40,5085215 114,664958 0,92732489 0,04 2,1154E-09 0,00433393 0,04566368 0,00280964
19 55,4916444 314,153652 0,91418433 0,89367919 2,934E-09 0,00865526 0,05336495 0,04294691
28 44,0270257 371,452876 0,90008812 0,72129577 2,1652E-09 0,0129978 0,06789096 0,17755605
46 42,3868817 594,02789 0,90630254 0,7299848 2,9621E-09 0,02167617 0,15180733 1,41593548
Tabla 4-14: Tabla de errores, para´metros y tiempos con ruido de 5%
ε=0.1
N Error rltv. X orig. Error rltv. X Recpbls. Acople Error Loclz. λ¯ µ¯ T iempoGCV [s] TiempoSV D[s]
10 1070,56433 3097,41701 0,68992515 1,26234357 7,7836E-08 0,04963029 0,04077151 0,00278697
19 577,81509 3324,02232 0,62110429 2,12045382 1,5961E-08 0,09900495 0,05121832 0,04251257
28 1096,2917 9444,45247 0,53916841 2,40807135 1,1508E-08 0,14836282 0,06216561 0,17696589
46 308,814125 4420,26958 0,57058554 2,14688593 6,9276E-09 0,24705949 0,14328527 1,40557358
Tabla 4-15: Tabla de errores, para´metros y tiempos con ruido de 10%
ε=0.3
N Error rltv. X orig. Error rltv. X Recpbls. Acople Error Loclz. λ¯ µ¯ T iempoGCV [s] TiempoSV D[s]
10 812,274389 2349,98367 0,57723257 1,37856559 9,3294E-05 0,1377525 0,04442629 0,0027948
19 1245,16306 7166,96501 0,55217182 1,67450137 0,00019011 0,27427922 0,05143919 0,04301958
28 552,959905 4761,76777 0,5049835 1,9741528 0,00028779 0,41067962 0,06599007 0,17759883
46 309,267713 4429,06141 0,45087024 2,39444862 0,00048393 0,68341277 0,15089568 1,42021127
Tabla 4-16: Tabla de errores, para´metros y tiempos con ruido de 30%
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4.4.8. Resultados Prueba 2, Esquema B
ε=0
N Error rltv. X orig. Error rltv. X Recpbls. Acople Error Loclz. λ µ TiempoGCV [s] TiempoSV D[s]
10 0,93844324 3,1644E-06 0,97663356 0 1,0803E-09 6,9954E-06 0,13011349 0,00300519
19 0,98480516 3,21E-06 0,98117238 0,70710678 1,6411E-09 2,0154E-05 0,12126408 0,04324815
28 0,99324545 2,6827E-06 0,97894412 0,47140452 2,4456E-09 2,5626E-05 0,12347612 0,17723289
46 0,9975644 2,6716E-06 0,97955892 0,56568542 4,6279E-09 7,563E-07 0,24996269 1,39810388
Tabla 4-17: Tabla de errores, para´metros y tiempos con ruido de 0%
ε=0.05
N Error rltv. X orig. Error rltv. X Recpbls. Acople Error Loclz. λ¯ µ¯ T iempoGCV [s] TiempoSV D[s]
10 1,1037382 0,66803082 0,89336234 0,21903066 2,1154E-09 0,00433393 0,15339877 0,00294447
19 1,04368057 0,69839038 0,88143211 0,92437616 2,934E-09 0,00865526 0,14882086 0,04296807
28 1,06766408 1,16110488 0,88093038 0,76141013 2,1652E-09 0,0129978 0,1458239 0,17667117
46 1,00961926 0,74486538 0,86133733 0,78698338 2,9621E-09 0,02167617 0,29613149 1,40170515
Tabla 4-18: Tabla de errores, para´metros y tiempos con ruido de 5%
ε=0.1
N Error rltv. X orig. Error rltv. X Recpbls. Acople Error Loclz. λ¯ µ¯ T iempoGCV [s] TiempoSV D[s]
10 3,89802648 9,57274692 0,59358962 1,28698723 7,7836E-08 0,04963029 0,21043143 0,00355659
19 3,1130711 14,7612095 0,45008898 1,8174035 1,5961E-08 0,09900495 0,21231215 0,04356743
28 2,97481471 20,9132629 0,4105969 2,13904914 1,1508E-08 0,14836282 0,22815414 0,17746315
46 1,28814523 8,79706734 0,39994695 2,17371443 6,9276E-09 0,24705949 0,41315465 1,39726566
Tabla 4-19: Tabla de errores, para´metros y tiempos con ruido de 10%
ε=0.3
N Error rltv. X orig. Error rltv. X Recpbls. Acople Error Loclz. λ¯ µ¯ T iempoGCV [s] TiempoSV D[s]
10 3,53253808 8,7304175 0,51257672 1,36389474 9,3294E-05 0,1377525 0,19935233 0,00297665
19 2,54053853 11,4855285 0,42277165 2,1697985 0,00019011 0,27427922 0,21074014 0,04465431
28 2,35949086 15,5261721 0,41538624 1,97759569 0,00028779 0,41067962 0,20659688 0,17795325
46 1,61339508 14,2556726 0,34793622 2,21878213 0,00048393 0,68341277 0,43200312 1,39840342
Tabla 4-20: Tabla de errores, para´metros y tiempos con ruido de 30%
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4.4.9. Resultados Prueba 2, Esquema C
ε=0
N Error rltv. X orig. Error rltv. X Recpbls. Acople Error Loclz. λ µ TiempoGCV [s] TiempoSV D[s]
10 0,93844324 4,6326E-10 0,97663328 0 1,0803E-09 6,9954E-06 0,04639541 0,00285999
19 0,98480516 9,6203E-10 0,98117208 0,70710678 1,6411E-09 2,0154E-05 0,05826297 0,04349411
28 0,99324545 6,9201E-10 0,97894398 0,47140452 2,4456E-09 2,5626E-05 0,09392566 0,1803232
46 0,9975644 2,1683E-13 0,97955879 0,56568542 4,6279E-09 7,563E-07 0,31878563 1,31800165
Tabla 4-21: Tabla de errores, para´metros y tiempos con ruido de 0%
ε=0.05
N Error rltv. X orig. Error rltv. X Recpbls. Acople Error Loclz. λ¯ µ¯ T iempoGCV [s] TiempoSV D[s]
10 0,93866863 0,05908173 0,94320149 0 2,1154E-09 0,00433393 0,04046074 0,00285086
19 0,98485928 0,05899492 0,94291735 0,70710678 2,934E-09 0,00865526 0,06011001 0,0444863
28 0,99326938 0,05896748 0,9425918 0,47140452 2,1652E-09 0,0129978 0,09762914 0,18071955
46 0,997573 0,05894526 0,9426706 0,56568542 2,9621E-09 0,02167617 0,32750469 1,32382552
Tabla 4-22: Tabla de errores, para´metros y tiempos con ruido de 5%
ε=0.1
N Error rltv. X orig. Error rltv. X Recpbls. Acople Error Loclz. λ¯ µ¯ T iempoGCV [s] TiempoSV D[s]
10 0,93912045 0,10220703 0,91150744 0 7,7836E-08 0,04963029 0,03786135 0,00273085
19 0,98496777 0,10204058 0,91018305 0,70710678 1,5961E-08 0,09900495 0,05490243 0,04341027
28 0,99331735 0,10198216 0,91020001 0,47140452 1,1508E-08 0,14836282 0,08920867 0,18108639
46 0,99759024 0,10193436 0,91018202 0,56568542 6,9276E-09 0,24705949 0,31322182 1,32074024
Tabla 4-23: Tabla de errores, para´metros y tiempos con ruido de 10%
ε=0.3
N Error rltv. X orig. Error rltv. X Recpbls. Acople Error Loclz. λ¯ µ¯ T iempoGCV [s] TiempoSV D[s]
10 0,9429243 0,25995554 0,81086391 0,16 9,3294E-05 0,1377525 0,03908926 0,00267152
19 0,98588139 0,25932796 0,80509379 0,70710678 0,00019011 0,27427922 0,05664479 0,0439107
28 0,99372118 0,25911515 0,80635169 0,48784161 0,00028779 0,41067962 0,09258485 0,18018755
46 0,99773536 0,25894046 0,80598834 0,57501091 0,00048393 0,68341277 0,32350293 1,32113004
Tabla 4-24: Tabla de errores, para´metros y tiempos con ruido de 30%
4.5 Gra´ficas de acople espacio-temporal Esquema C 45
4.5. Gra´ficas de acople espacio-temporal Esquema C
(a) Gra´fica de acoples para malla de
10 puntos
(b) Gra´fica de acoples para malla de
19 puntos
(c) Gra´fica de acoples para malla de
28 puntos
(d) Gra´fica de acoples para malla de
46 puntos
Figura 4-5: Acoples espaciotemporales de los datos recuperados con respecto a los datos
originales
La medida de acople se realizo´ normalizando los datos originales y recuperados (tomando
previamente la norma de las 3 componentes vectoriales de cada dipolo) con respecto al valor
de ma´xima amplitud, y calculando el error relativo de los datos recuperados en el punto de
ma´xima amplitud, con respecto a los datos originales en el punto exacto de activacion de la
fuente original, uilizando la norma de Frobenius para el ca´lculo de dicho error relativo.
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4.5.1. Gra´ficas de Localizacio´n Prueba 1 Esquema A
(a) Mapa original (b) Mapa normalizado X recu-
perables
(c) Mapa recuperado normali-
zado sin ruido
(d) Mapa recuperado normali-
zado con 5% de ruido
(e) Mapa recuperado normali-
zado con 10% de ruido
(f) Mapa recuperado normali-
zado con 30% de ruido
Figura 4-6: Mapas datos originales y recuperados para un espacio de influencia de 28 x 28
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4.5.2. Gra´ficas de Localizacio´n Prueba 1 Esquema B
(a) Mapa original (b) Mapa normalizado X recu-
perables
(c) Mapa recuperado normali-
zado sin ruido
(d) Mapa recuperado normal-
izado con 5% de ruido
(e) Mapa recuperado normali-
zado con 10% de ruido
(f) Mapa recuperado normali-
zado con 30% de ruido
Figura 4-7: Mapas datos originales y recuperados para un espacio de influencia de 28 x 28
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4.5.3. Gra´ficas de Localizacio´n Prueba 1 Esquema C
(a) Mapa original (b) Mapa normalizado X recu-
perables
(c) Mapa recuperado normali-
zado sin ruido
(d) Mapa recuperado normali-
zado con 5% de ruido
(e) Mapa recuperado normali-
zado con 10% de ruido
(f) Mapa recuperado normali-
zado con 30% de ruido
Figura 4-8: Mapas datos originales y recuperados para un espacio de influencia de 28 x 28
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4.5.4. Gra´ficas de Localizacio´n Prueba 2 Esquema A
(a) Mapa original (b) Mapa normalizado X recu-
perables
(c) Mapa recuperado normali-
zado para malla de 10x10
(d) Mapa recuperado normali-
zado para malla de 19x19
(e) Mapa recuperado normali-
zado para malla de 28x28
(f) Mapa recuperado normali-
zado para malla de 46x46
Figura 4-9: Mapas datos originales y recuperados tomando salidas Y de 28 x 28
50 4 Experimentacio´n nume´rica
(a) Mapa original (b) Mapa normalizado X recu-
perables
(c) Mapa recuperado normali-
zado para malla de 10x10
(d) Mapa recuperado normali-
zado para malla de 19x19
(e) Mapa recuperado normali-
zado para malla de 28x28
(f) Mapa recuperado normali-
zado para malla de 46x46
Figura 4-10: Mapas datos originales y recuperados tomando salidas Y de 28 x 28 y ruido
de 30%
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4.5.5. Gra´ficas de Localizacio´n Prueba 2 Esquema B
(a) Mapa original (b) Mapa normalizado X recu-
perables
(c) Mapa recuperado normali-
zado para una malla de 10x10
(d) Mapa recuperado normali-
zado para una malla de 19x19
(e) Mapa recuperado normali-
zado para una malla de 28x28
(f) Mapa recuperado normali-
zado para una malla de 46x46
Figura 4-11: Mapas datos originales y recuperados tomando salidas Y de 28 x 28
52 4 Experimentacio´n nume´rica
(a) Mapa original (b) Mapa normalizado X recu-
perables
(c) Mapa recuperado normali-
zado para una malla de 10x10
(d) Mapa recuperado normali-
zado para una malla de 19x19
(e) Mapa recuperado normali-
zado para una malla de 28x28
(f) Mapa recuperado normali-
zado para una malla de 46x46
Figura 4-12: Mapas datos originales y recuperados tomando salidas Y de 28 x 28 y ruido
de 30%
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(a) Mapa original (b) Mapa normalizado X recu-
perables
(c) Mapa recuperado normali-
zado para una malla de 10x10
(d) Mapa recuperado normali-
zado para una malla de 19x19
(e) Mapa recuperado normali-
zado para una malla de 28x28
(f) Mapa recuperado normali-
zado para una malla de 46x46
Figura 4-13: Mapas datos originales y recuperados tomando salidas Y de 28 x 28 y ruido
de 30%
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4.5.6. Gra´ficas de Localizacio´n Prueba 2 Esquema C
(a) Mapa original (b) Mapa normalizado X recu-
perables
(c) Mapa recuperado normali-
zado para una malla de 10x10
(d) Mapa recuperado normali-
zado para una malla de 19x19
(e) Mapa recuperado normali-
zado para una malla de 28x28
(f) Mapa recuperado normali-
zado para una malla de 46x46
Figura 4-14: Mapas datos originales y recuperados tomando salidas Y de 28 x 28
A la vista de estos resultados se concluye que la aplicacio´n de la solucio´n directa obtiene
errores ma´s pequen˜os en cuanto a localizacio´n y con respecto a los datos recuperables, y
esto se mantiene al agregar ruido a las sen˜ales de salida, lo que no ocurre con los dema´s
algoritmos.
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4.6. Ejemplo 2: Modelo EEG real´ıstico basado en la
actividad de fuentes vecinas
En esta seccio´n se utilizan modelos desarrollados en [8]. En este caso el problema directo
correspondiente a la generacio´n de sen˜ales electroencefalogra´ficas a partir de la actividad
neuronal dentro del cerebro se representa de la siguiente manera:
y(k) =Mxk + ε(k). (4-7)
donde M ∈ Rd×N es la matriz de campo, x(k) ∈ RN×1 es el vector de densidad de corriente
en el instante de tiempo k, y y(k) ∈ Rd×1 es el vector que representa la sen˜al eeg medida
por electrodos en la superficie de la cabeza; adema´s ε(k) es un vector que representa las
caracteristicas no modeladas del sistema, como por ejemplo el error en la medicio´n. El modelo
utilizado para este caso es un modelo realista propuesto en [8]. Este modelo fue calculado
a partir del me´todo de elementos finitos de frontera, discretizando el espacio del cerebro en
N = 20484 fuentes distribuidas (ver figura 4-15), y tomando d = 32 electrodos para medicio´n
en la superficie craneal de acuerdo al estandar internacional 10-20, asumiendo adema´s que la
direccio´n de propagacio´n de la actividad neuronal en cada fuente es tangencial a la superficie
del cerebro. Para simular la actividad neuronal en las fuentes definidas, se utilizo el siguiente
modelo de propagacio´n lineal de primer orden:
xk = (aI + bL)xk−1 + ηk (4-8)
η(k) = 30 + α sin(2piωk) + β sin(2piω˜k) (4-9)
Aqui I ∈ RN×N es la matriz identidad, L ∈ RN×N es la matriz de relacio´n de cada fuente con
las fuentes vecinas, de acuerdo a la distancia de separacio´n, y las constantes a y b definen la
velocidad de propagacio´n temporal y espacial respectivamente. La estructura de la matriz
L se muestra en la figura 4-17. El vector η(k) modela estimulos externos y en el presente
ejemplo, esta actividad externa es simulada por la siguiente ecuacio´n:
Se definieron las siguientes 6 pruebas variando los valores de α, β, ω y ω˜ de la siguiente
manera:
Prueba1: α = 10, β = 10, ω = 10 y ω˜ = 10
Prueba2: α = 10, β = 10, ω = 5 y ω˜ = 5
Prueba3: α = 10, β = 10, ω = 30 y ω˜ = 30
Prueba4: α = 10, β = 10, ω = 5 y ω˜ = 30
Prueba5: α = 5, β = 15, ω = 5 y ω˜ = 30
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Prueba6: α = 15, β = 5, ω = 5 y ω˜ = 30
Se pretende encontrar una solucio´n para el problema Mx(k) = y(k) para todo k mediante
Regularizacio´n Espacio-Temporal de Tikhonov. Para ello se hicieron 6 distintas pruebas, y
se consideraron los esquemas A, B y C previamente descritos.
Figura 4-15: Modelo de la cabeza con BEM usado para el ca´lculo de la matriz de campo
guia
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Figura 4-16: Posiciones de los electrodos y las fuentes usados para el ca´lculo de la matriz
de campo guia
Figura 4-17: Estructura de la Matriz de relacio´n Espacial
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4.6.1. Cuadros Comparativos Esquema A
ε=0
Prueba error rltvo X originales error rltvo. X recuperables Acople λ µ TiempoGCV [s] TiempoSV D[s]
1 0,98960127 1,2046E-09 0,96562239 1,0053E-10 0,00012019 11,4397571 433,480006
2 0,98957024 8,2678E-10 0,97928606 1,0019E-10 0,0001123 5,77449598 132,812375
3 0,98965766 1,9294E-09 0,94821536 1,0001E-10 9,8004E-05 8,36864236 106,647129
4 0,98958363 1,2393E-09 0,96850726 1,0092E-10 0,00010331 5,3645428 135,872432
5 0,98961251 1,6505E-09 0,95865413 1,0118E-10 0,0001027 6,82050191 111,596767
6 0,98957048 7,6337E-10 0,97607879 1,0001E-10 9,5951E-05 5,96306128 93,3371816
Tabla 4-25: Tabla de errores, para´metros y tiempos con ruido de 0%
ε=0,05
Prueba error rltvo X originales error rltvo. X recuperables Acople λ µ TiempoGCV [s] TiempoSV D[s]
1 0,98962777 0,05027461 0,93476902 2,8095E-08 0,44950635 2,9965152 433,480006
2 0,98958822 0,041299 0,94878433 1,0155E-08 0,72963225 2,27716992 132,812375
3 0,98969796 0,06222682 0,92258849 2,1424E-09 0,23948068 3,12407087 106,647129
4 0,98961548 0,05500687 0,94420632 4,8119E-06 0,34873117 2,74216987 135,872432
5 0,9896492 0,059256 0,93651594 2,7377E-08 0,28101738 2,68023042 111,596767
6 0,98959489 0,0481901 0,95151541 1,0431E-05 0,49297459 5,64382238 93,3371816
Tabla 4-26: Tabla de errores, para´metros y tiempos con ruido de 5%
ε=0,1
Prueba error rltvo X originales error rltvo. X recuperables Acople λ µ TiempoGCV [s] TiempoSV D[s]
1 2,22517558 9,31804384 0,87553887 9,214E-09 0,90554291 2,54293522 433,480006
2 0,98961154 0,06257395 0,93081906 7,7334E-09 1,51046029 2,54854552 132,812375
3 0,989779 0,10782985 0,88301878 3,5245E-05 0,3647089 5,26517652 106,647129
4 0,98966122 0,08590489 0,91738237 9,6171E-05 0,6314869 2,39617264 135,872432
5 0,98971668 0,09969998 0,90081393 8,1855E-05 0,44160707 2,37070739 111,596767
6 0,98962228 0,07011019 0,93466495 4,3372E-05 1,09097839 3,74724159 93,3371816
Tabla 4-27: Tabla de errores, para´metros y tiempos con ruido de 10%
ε=0,3
Prueba error rltvo X originales error rltvo. X recuperables Acople λ µ TiempoGCV [s] TiempoSV D[s]
1 0,98990098 0,16886365 0,84493503 5,3932E-05 2,31034639 2,25271696 433,480006
2 2,986E+36 2,0728E+37 0,7352209 9,2366E-06 4,06516984 2,11971863 132,812375
3 0,99011952 0,21064689 0,78587189 0,00033261 1,12182913 3,76317739 106,647129
4 0,98985356 0,16043816 0,83505229 0,00025432 2,86722271 3,02629329 135,872432
5 0,98997672 0,18662741 0,81863051 0,00031857 1,66893624 4,84009457 111,596767
6 0,98978571 0,14302893 0,86358645 0,00012789 3,99940002 2,49851071 93,3371816
Tabla 4-28: Tabla de errores, para´metros y tiempos con ruido de 30%
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4.6.2. Cuadros comparativos Esquema B
ε=0
Prueba error rltvo X originales error rltvo. X recuperables Acople λ µ TiempoGCV [s] TiempoSV D[s]
1 0,98960127 7,3155E-06 0,96562248 1,0053E-10 0,00012019 18,4711785 433,480006
2 0,98957024 7,4809E-06 0,97928605 1,0019E-10 0,0001123 8,84571978 132,812375
3 0,98965766 7,4986E-06 0,94821551 1,0001E-10 9,8004E-05 10,2011731 106,647129
4 0,98958363 7,4089E-06 0,96850738 1,0092E-10 0,00010331 10,1466618 135,872432
5 0,98961251 7,5898E-06 0,95865423 1,0118E-10 0,0001027 10,9469993 111,596767
6 0,98957048 7,4284E-06 0,97607879 1,0001E-10 9,5951E-05 9,66154214 93,3371816
Tabla 4-29: Tabla de errores, para´metros y tiempos con ruido de 0%
ε=0,05
Prueba error rltvo X originales error rltvo. X recuperables Acople λ µ TiempoGCV [s] TiempoSV D[s]
1 0,98964911 0,06226731 0,92100393 2,8095E-08 0,44950635 10,1187242 433,480006
2 0,98959086 0,04380658 0,94779756 1,0155E-08 0,72963225 5,4594411 132,812375
3 0,98970006 0,06367235 0,92176289 2,1424E-09 0,23948068 8,03631638 106,647129
4 0,9896219 0,05926856 0,93607859 4,8119E-06 0,34873117 6,70971173 135,872432
5 0,98965193 0,06117755 0,93296397 2,7377E-08 0,28101738 9,92269639 111,596767
6 0,98959488 0,04818646 0,95151478 1,0431E-05 0,49297459 5,49750628 93,3371816
Tabla 4-30: Tabla de errores, para´metros y tiempos con ruido de 5%
ε=0,1
Prueba error rltvo X originales error rltvo. X recuperables Acople λ µ TiempoGCV [s] TiempoSV D[s]
1 0,99092252 0,18862016 0,85799894 9,214E-09 0,90554291 5,08334343 433,480006
2 0,98976784 0,09763058 0,87952567 7,7334E-09 1,51046029 5,00514285 132,812375
3 0,98977895 0,10780585 0,88302318 3,5245E-05 0,3647089 6,20613844 106,647129
4 0,98966122 0,08590488 0,91738232 9,6171E-05 0,6314869 3,94408194 135,872432
5 0,98971668 0,09969998 0,90081397 8,1855E-05 0,44160707 4,56867087 111,596767
6 0,98962463 0,07159071 0,93304305 4,3372E-05 1,09097839 4,73052403 93,3371816
Tabla 4-31: Tabla de errores, para´metros y tiempos con ruido de 10%
ε=0,3
Prueba error rltvo X originales error rltvo. X recuperables Acople λ µ TiempoGCV [s] TiempoSV D[s]
1 0,98990111 0,16890049 0,84493013 5,3932E-05 2,31034639 3,24686878 433,480006
2 1,00931956 0,63895184 0,76363943 9,2366E-06 4,06516984 5,52410804 132,812375
3 0,99011952 0,21064683 0,78587188 0,00033261 1,12182913 3,28411003 106,647129
4 0,98985356 0,16043822 0,83505222 0,00025432 2,86722271 3,26315191 135,872432
5 0,98997672 0,18662741 0,81863054 0,00031857 1,66893624 3,85970945 111,596767
6 0,98978594 0,14310851 0,86360177 0,00012789 3,99940002 2,79317907 93,3371816
Tabla 4-32: Tabla de errores, para´metros y tiempos con ruido de 30%
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4.6.3. Cuadros comparativos Esquema C
ε=0
Prueba error rltvo X originales error rltvo. X recuperables Acople λ µ TiempoGCV [s] TiempoSV D[s]
1 0,98960127 1,2008E-09 0,96562239 1,0053E-10 0,00012019 211,836088 433,480006
2 0,98957024 8,2145E-10 0,97928606 1,0019E-10 0,0001123 1063,8444 132,812375
3 0,98965766 1,9236E-09 0,94821536 1,0001E-10 9,8004E-05 1226,9043 106,647129
4 0,98958363 1,2345E-09 0,96850726 1,0092E-10 0,00010331 701,603384 135,872432
5 0,98961251 1,6504E-09 0,95865413 1,0118E-10 0,0001027 1248,52692 111,596767
6 0,98957048 7,6182E-10 0,97607879 1,0001E-10 9,5951E-05 1218,70388 93,3371816
Tabla 4-33: Tabla de errores, para´metros y tiempos con ruido de 0%
ε=0,05
Prueba error rltvo X originales error rltvo. X recuperables Acople λ µ TiempoGCV [s] TiempoSV D[s]
1 0,9896278 0,05028825 0,93465158 2,8095E-08 0,44950635 516,13906 433,480006
2 0,98958825 0,04134577 0,94869982 1,0155E-08 0,72963225 1274,56559 132,812375
3 0,98969796 0,06222686 0,92257496 2,1424E-09 0,23948068 1228,29085 106,647129
4 0,98961538 0,05502797 0,94422568 4,8119E-06 0,34873117 706,206041 135,872432
5 0,98964923 0,05926664 0,93649276 2,7377E-08 0,28101738 1112,555 111,596767
6 0,98959489 0,04819136 0,95151374 1,0431E-05 0,49297459 1367,85228 93,3371816
Tabla 4-34: Tabla de errores, para´metros y tiempos con ruido de 5%
ε=0,1
Prueba error rltvo X originales error rltvo. X recuperables Acople λ µ TiempoGCV [s] TiempoSV D[s]
1 0,98965908 0,07417108 0,92238488 9,214E-09 0,90554291 248,712164 433,480006
2 0,98961151 0,06254091 0,93091442 7,7334E-09 1,51046029 1180,89667 132,812375
3 0,989779 0,10783048 0,88301783 3,5245E-05 0,3647089 1457,54682 106,647129
4 0,98966122 0,08590489 0,91738237 9,6171E-05 0,6314869 682,350613 135,872432
5 0,98971668 0,09969998 0,90081393 8,1855E-05 0,44160707 1259,48854 111,596767
6 0,98962234 0,07011755 0,93473468 4,3372E-05 1,09097839 1235,35342 93,3371816
Tabla 4-35: Tabla de errores, para´metros y tiempos con ruido de 10%
ε=0,3
Prueba error rltvo X originales error rltvo. X recuperables Acople λ µ TiempoGCV [s] TiempoSV D[s]
1 0,98990098 0,16886634 0,84494006 5,3932E-05 2,31034639 327,945473 433,480006
2 0,98977765 0,14027758 0,87690296 9,2366E-06 4,06516984 1231,67401 132,812375
3 0,99011952 0,21064689 0,78587189 0,00033261 1,12182913 1150,71398 106,647129
4 0,98985356 0,16043816 0,83505229 0,00025432 2,86722271 740,032124 135,872432
5 0,98997672 0,18662741 0,81863051 0,00031857 1,66893624 1154,2312 111,596767
6 0,98978571 0,14302982 0,86357567 0,00012789 3,99940002 1223,27396 93,3371816
Tabla 4-36: Tabla de errores, para´metros y tiempos con ruido de 30%
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4.6.4. Gra´ficas De Resultados Pruebas 2, 4 y 6 Esquema A
(a) Gra´fica 3D X originales (b) Gra´fica 3D X recuperables (c) Gra´fica 3D X recuperados
con 0% de ruido
(d) Gra´fica 3D X recuperados
con 5% de ruido
(e) Gra´fica 3D X recuperados
con 10% de ruido
(f) Gra´fica 3D X recuperados
con 30% de ruido
Figura 4-18: Gra´ficas datos originales y recuperados de la prueba 2 Mediante algoritmo
Luis Smith
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(a) Gra´fica 3D X originales (b) Gra´fica 3D X recuperables (c) Gra´fica 3D X recuperados
con 0% de ruido
(d) Gra´fica 3D X recuperados
con 5% de ruido
(e) Gra´fica 3D X recuperados
con 10% de ruido
(f) Gra´fica 3D X recuperados
con 30% de ruido
Figura 4-19: Gra´ficas datos originales y recuperados de la prueba 4 Mediante algoritmo
Luis Smith
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(a) Gra´fica 3D X originales (b) Gra´fica 3D X recuperables (c) Gra´fica 3D X recuperados
con 0% de ruido
(d) Gra´fica 3D X recuperados
con 5% de ruido
(e) Gra´fica 3D X recuperados
con 10% de ruido
(f) Gra´fica 3D X recuperados
con 30% de ruido
Figura 4-20: Gra´ficas datos originales y recuperados de la prueba 6 Mediante algoritmo
Luis Smith
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4.6.5. Gra´ficas De Resultados Pruebas 2, 4 y 6 Esquema B
(a) Gra´fica 3D X originales (b) Gra´fica 3D X recuperables (c) Gra´fica 3D X recuperados
con 0% de ruido
(d) Gra´fica 3D X recuperados
con 5% de ruido
(e) Gra´fica 3D X recuperados
con 10% de ruido
(f) Gra´fica 3D X recuperados
con 30% de ruido
Figura 4-21: Gra´ficas datos originales y recuperados de la prueba 2 Aplicando solucio´n con
GMRES
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(a) Gra´fica 3D X originales (b) Gra´fica 3D X recuperables (c) Gra´fica 3D X recuperados
con 0% de ruido
(d) Gra´fica 3D X recuperados
con 5% de ruido
(e) Gra´fica 3D X recuperados
con 10% de ruido
(f) Gra´fica 3D X recuperados
con 30% de ruido
Figura 4-22: Gra´ficas datos originales y recuperados de la prueba 4 Aplicando Solucio´n con
GMRES
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(a) Gra´fica 3D X originales (b) Gra´fica 3D X recuperables (c) Gra´fica 3D X recuperados
con 0% de ruido
(d) Gra´fica 3D X recuperados
con 5% de ruido
(e) Gra´fica 3D X recuperados
con 10% de ruido
(f) Gra´fica 3D X recuperados
con 30% de ruido
Figura 4-23: Gra´ficas datos originales y recuperados de la prueba 6 Aplicando solucio´n con
GMRES
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4.6.6. Gra´ficas De Resultados Pruebas 2, 4 y 6 Esquema C
(a) Gra´fica 3D X originales (b) Gra´fica 3D X recuperables (c) Gra´fica 3D X recuperados
con 0% de ruido
(d) Gra´fica 3D X recuperados
con 5% de ruido
(e) Gra´fica 3D X recuperados
con 10% de ruido
(f) Gra´fica 3D X recuperados
con 30% de ruido
Figura 4-24: Gra´ficas datos originales y recuperados de la prueba 2 Aplicando solucio´n
directa reducida
68 4 Experimentacio´n nume´rica
(a) Gra´fica 3D X originales (b) Gra´fica 3D X recuperables (c) Gra´fica 3D X recuperados
con 0% de ruido
(d) Gra´fica 3D X recuperados
con 5% de ruido
(e) Gra´fica 3D X recuperados
con 10% de ruido
(f) Gra´fica 3D X recuperados
con 30% de ruido
Figura 4-25: Gra´ficas datos originales y recuperados de la prueba 4 Aplicando solucio´n
directa reducida
4.6 Ejemplo 2: Modelo EEG real´ıstico basado en la actividad de fuentes vecinas 69
(a) Gra´fica 3D X originales (b) Gra´fica 3D X recuperables (c) Gra´fica 3D X recuperados
con 0% de ruido
(d) Gra´fica 3D X recuperados
con 5% de ruido
(e) Gra´fica 3D X recuperados
con 10% de ruido
(f) Gra´fica 3D X recuperados
con 30% de ruido
Figura 4-26: Gra´ficas datos originales y recuperados de la prueba 6 Aplicando solucio´n
directa reducida
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4.6.7. Gra´ficas de Localizacio´n de Fuentes
Se realizo´ la normalizacio´n de los datos obtenidos contra el mx´imo valor y se grafico´ en una
escala de colores cada valor en la posicio´n correspondiente, para visualizar la exactitud del
me´todo respecto a la localizacio´n. A continuacio´n se presentan los resultados correspondi-
entes a la prueba 2, la cual presento´ mayor inestabilidad en cuanto a errores relativos a
los datos originales en los Esquemas A y B. Se puede observar que esta inestabilidad no se
presenta al usar la solucio´n directa reducida (Esquema C)
(a) Gra´fica 3D X originales (b) Gra´fica 3D X recuperables
(c) Gra´fica 3D X recuperados con 0% de ruido (d) Gra´fica 3D X recuperados con 5% de ruido
Figura 4-27: Localizacio´n de fuentes Esquema A Prueba 2
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(a) Gra´fica 3D X originales (b) Gra´fica 3D X recuperables
(c) Gra´fica 3D X recuperados con 0% de ruido (d) Gra´fica 3D X recuperados con 5% de ruido
Figura 4-28: Localizacio´n de fuentes Esquema B Prueba 2
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(a) Gra´fica 3D X originales (b) Gra´fica 3D X recuperables
(c) Gra´fica 3D X recuperados con 0% de ruido (d) Gra´fica 3D X recuperados con 5% de ruido
Figura 4-29: Localizacio´n de fuentes Esquema C Prueba 2
4.7. Ejemplo 3: Modelo Multivariado Autorregresivo a
partir de Registros P300
Un modelo dina´mico de la actividad de fuentes dentro del cerebro puede ser construido a par-
tir de mediciones electroencefalogra´ficas eeg de tipo P300 en la superficie del craneo humano.
Al considerar una sen˜al eeg representada como:
y(k) = [y1(k), y2(k), ..., yn(k)]
T , y ∈ Rn (4-10)
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donde n es el nu´mero de electrodos ubicados en la superficie craneal; es posible representar
esta sen˜al por medio de un modelo multivariado dina´mico definido como:
y(k) =
p∑
i=1
Aiy(k − i) + η(k) (4-11)
=A1y(k − 1) + ...+ Apy(k − p) + η(k) (4-12)
donde Ai ∈ Rn×n, i = 1, ..., p representan las matrices de para´metros multivariables autorre-
gresivos (MVAR), y el vector η(k) representa las dina´micas no modeladas del sistema.
Es posible formular una relacio´n entre las sen˜ales eeg y la actividad neuronal dentro del
cerebro. Esta relacio´n se define como:
y(k) =Mx(k) + η(k) (4-13)
donde M ∈ Rn×3m es la matriz de campo con m como el nu´mero de fuentes distribuidas
dentro del cerebro, y x(k) ∈ R3m×1 la densidad de corriente asociada a la actividad cerebral.
Es posible asumir el comportamiento dinamico de x(k) de forma similar al presentado en
y(k). Aplicando la relacio´n 4-13 en4-12 es posible reformular el modelo MVAR para x(k)
como:
Mx(k) =
p∑
i=1
AiMx(k − i) + η(k) (4-14)
Suponiendo la inversa regularizada de M como la obtenida por el me´todo de Tikhonov
cla´sico, es decir:
M# = (MTM + λ2I)−1MT (4-15)
Se tiene el modelo para las fuentes cerebrales como:
x(k) =
p∑
i=1
M−1AiMx(k − i) +M−1η(k) (4-16)
y definiendo las matrices de para´metros Fi =M
−1AiM y el vector ε(k) =M−1η(k), se tiene
como resultado el modelo lineal dina´mico asociado con la actividad neuronal:
x(k) =
p∑
i=1
Fix(k − i) + ε(k) (4-17)
Para realizar la recuperacio´n inversa del problema descrito se consideraron dos de los es-
quemas definidos anteriormente, es decir, el Esquema A y el Esquema C y se aplicaron los
mismos niveles de ruido agregados a las salidas Y .
Los niveles de ruido considerados fueron de 5%, 10% y 30%. Adema´s se tomaron 3 pruebas
generadas con el modelo MVAR, y se midieron unas 50 veces de las cuales se tomaron los
valores promedios.
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4.8. Cuadros Comparativos Esquema A
ε=0
Prueba error rltvo X originales error rltvo. X recuperables λ µ TiempoGCV [s] TiempoSV D[s]
1 0,786310878 2,63103E-09 1,04944E-10 1,2766E-09 35,35215675 1,661334078
2 0,634120749 3,89283E-09 7,05673E-10 2,0343E-09 35,21021969 1,648211841
3 0,968145556 6,53818E-10 1,28849E-10 1,68697E-09 36,54603502 1,732714044
Tabla 4-37: Tabla de errores, para´metros y tiempos con ruido de 0%
ε=0,05
Prueba error rltvo X originales error rltvo. X recuperables λ¯ µ¯ T iempoGCV [s] TiempoSV D[s]
1 0,7981211 0,221348971 2,9713E-09 0,000103212 35,425058 1,653705863
2 0,640937624 0,120530641 1,30058E-06 3,5065E-05 34,91389228 1,650326775
3 0,973478203 0,406355947 4,35728E-09 0,000386532 36,67460869 1,736303596
Tabla 4-38: Tabla de errores, para´metros y tiempos con ruido de 5%
ε=0,1
Prueba error rltvo X originales error rltvo. X recuperables λ¯ µ¯ T iempoGCV [s] TiempoSV D[s]
1 0,813648666 0,338367898 2,75637E-09 0,000175869 35,4661916 1,659470731
2 0,648340275 0,174517752 4,682E-09 9,90968E-05 35,15116347 1,646956334
3 0,975923665 0,490986536 2,95538E-08 0,000644014 36,62061617 1,732952521
Tabla 4-39: Tabla de errores, para´metros y tiempos con ruido de 10%
ε=0,3
Prueba error rltvo X originales error rltvo. X recuperables λ¯ µ¯ T iempoGCV [s] TiempoSV D[s]
1 0,873765296 0,616557138 3,17638E-06 0,000499845 35,56654837 1,65093232
2 0,693899518 0,363979333 2,62266E-07 0,000276338 35,13847092 1,649304595
3 0,980343309 0,615474128 6,8791E-06 0,001355751 36,50402502 1,733705631
Tabla 4-40: Tabla de errores, para´metros y tiempos con ruido de 30%
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4.9. Cuadros Comparativos Esquema C
ε=0
Prueba error rltvo X originales error rltvo. X recuperables λ µ TiempoGCV [s] TiempoSV D[s]
1 0,786310878 2,63098E-09 1,04944E-10 1,2766E-09 1,874368453 1,698328287
2 0,634120749 3,8929E-09 7,05673E-10 2,0343E-09 1,767367203 1,646709459
3 0,968145556 6,52807E-10 1,28849E-10 1,68697E-09 1,837200737 1,650019723
Tabla 4-41: Tabla de errores, para´metros y tiempos con ruido de 0%
ε=0,05
Prueba error rltvo X originales error rltvo. X recuperables λ¯ µ¯ T iempoGCV [s] TiempoSV D[s]
1 0,798121089 0,221348882 2,9713E-09 0,000103212 1,757495875 1,679704095
2 0,640937624 0,120530641 1,30058E-06 3,5065E-05 1,759192282 1,645709903
3 0,973478324 0,406360532 4,35728E-09 0,000386532 1,846333341 1,64845155
Tabla 4-42: Tabla de errores, para´metros y tiempos con ruido de 5%
ε=0,1
Prueba error rltvo X originales error rltvo. X recuperables λ¯ µ¯ T iempoGCV [s] TiempoSV D[s]
1 0,813648781 0,338368609 2,75637E-09 0,000175869 1,776862253 1,667978799
2 0,648340234 0,174517499 4,682E-09 9,90968E-05 1,739227988 1,658513182
3 0,975923383 0,490977592 2,95538E-08 0,000644014 1,960357046 1,64852655
Tabla 4-43: Tabla de errores, para´metros y tiempos con ruido de 10%
ε=0,3
Prueba error rltvo X originales error rltvo. X recuperables λ¯ µ¯ T iempoGCV [s] TiempoSV D[s]
1 0,873765296 0,616557138 3,17638E-06 0,000499845 1,812964632 1,679496719
2 0,693899736 0,363980029 2,62266E-07 0,000276338 1,76779792 1,651690142
3 0,980343309 0,615474128 6,8791E-06 0,001355751 1,860580655 1,657349033
Tabla 4-44: Tabla de errores, para´metros y tiempos con ruido de 30%
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4.10. Gra´ficas Datos recuperados Esquema A
(a) Gra´fica 3D X originales (b) Gra´fica 3D X recuperables (c) Gra´fica 3D X recuperados
(d) Gra´fica 3D X recuperados
con 5% de ruido
(e) Gra´fica 3D X recuperados
con 10% de ruido
(f) Gra´fica 3D X recuperados
con 30% de ruido
Figura 4-30: Mapas datos originales y recuperados Prueba 1
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(a) Gra´fica 3D X originales (b) Gra´fica 3D X recuperables (c) Gra´fica 3D X recuperados
(d) Gra´fica 3D X recuperados
con 5% de ruido
(e) Gra´fica 3D X recuperados
con 10% de ruido
(f) Gra´fica 3D X recuperados
con 30% de ruido
Figura 4-31: Mapas datos originales y recuperados Prueba 2
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(a) Gra´fica 3D X originales (b) Gra´fica 3D X recuperables (c) Gra´fica 3D X recuperados
(d) Gra´fica 3D X recuperados
con 5% de ruido
(e) Gra´fica 3D X recuperados
con 10% de ruido
(f) Gra´fica 3D X recuperados
con 30% de ruido
Figura 4-32: Mapas datos originales y recuperados Prueba 3
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4.11. Gra´ficas Datos recuperados Esquema C
(a) Gra´fica 3D X originales (b) Gra´fica 3D X recuperables (c) Gra´fica 3D X recuperados
(d) Gra´fica 3D X recuperados
con 5% de ruido
(e) Gra´fica 3D X recuperados
con 10% de ruido
(f) Gra´fica 3D X recuperados
con 30% de ruido
Figura 4-33: Mapas datos originales y recuperados Prueba 1
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(a) Gra´fica 3D X originales (b) Gra´fica 3D X recuperables (c) Gra´fica 3D X recuperados
(d) Gra´fica 3D X recuperados
con 5% de ruido
(e) Gra´fica 3D X recuperados
con 10% de ruido
(f) Gra´fica 3D X recuperados
con 30% de ruido
Figura 4-34: Mapas datos originales y recuperados Prueba 2
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(a) Gra´fica 3D X originales (b) Gra´fica 3D X recuperables (c) Gra´fica 3D X recuperados
(d) Gra´fica 3D X recuperados
con 5% de ruido
(e) Gra´fica 3D X recuperados
con 10% de ruido
(f) Gra´fica 3D X recuperados
con 30% de ruido
Figura 4-35: Mapas datos originales y recuperados Prueba 3
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4.12. Gra´ficas de la funcio´n GCV
A continuacio´n se presentan las gra´ficas obtenidas para la funcio´n GCV utilizada en los
algoritmos, con el objeto de ver su utilidad al encontrar un mı´nimo dentro de un espacio de
para´metros definido. Las gra´ficas fueron obtenidas de datos contaminados con ruido de 10%.
Se observan los mı´nimos locales obtenidos para cada prueba, lo cual demuestra la validez
de la escogencia automa´tica de para´metros mediante gcv, especialmente en casos en que la
matriz de campo del sistema tiene un mal condicionamiento de tipo severo.
(a) Gra´fica GCV Prueba 1 (b) Gra´fica GCV Prueba 2 (c) Gra´fica GCV Prueba 3
Figura 4-36: Gra´ficas GCV para las 3 diferentes pruebas
5 Conclusiones y recomendaciones
5.1. Conclusiones
1. En este trabajo se desarrollo un me´todo directo y automa´tico u´til para regularizacio´n
de problemas lineales dina´micos inversos cuyo algoritmo asociado suministra soluciones
nume´ricamente estables y competentes con otros me´todos.
2. En problemas dina´micos inversos los procedimientos cla´sicos de regularizacio´n presen-
tan limitaciones, y por tanto no producen soluciones apropiadas. Sin embargo, con el
uso de regularizacio´n de Tikhonov-Philips-Dina´mica y estrategias de ana´lisis de esta-
bilidad es posible obtener soluciones razonables y al mismo tiempo satisfactorias. Para
ello se debe considerar la sensibilidad de la metodolog´ıa usada para la escogencia de
los para´metros de regularizacio´n. En este trabajo los valores ideales de los para´metros
espacio-temporales de regularizacio´n fueron estimados con Validacio´n Cruzada Gene-
ralizada (GCV).
3. Se comprobo´ la eficiencia relativa del me´todo directo comparando su desempen˜o en tres
problemas de prueba con el desempen˜o de dos variantes del me´todo STR-C presentado
en [22], es decir, incorporando a STR-C dos procedimientos de solucio´n de la ecuacio´n
de Sylvester, el iterativo GMRES y el de sustitucio´n regresiva de Bartels-Stewart, en
cada caso estuvo presente la metodolog´ıa GCV propuesta. En cada uno de los tres
problemas de prueba y ante contaminacio´n de las respuesta, los menores errores fueron
reportados por el me´todo directo, lo que de alguna manera garantiza la robustez de
este me´todo. En relacio´n a los costos de computo, se observo´ que el me´todo directo
es ma´s eficiente ante un mal condicionamiento de la matriz de campo, lo que refleja
el buen desempen˜o de la metodolog´ıa GCV, adema´s los costos de computo son ma´s
elevados en el me´todo directo que en los otros dos cuando la matriz de campo es bien
condicionada, lo que de alguna manera se explica en el hecho de ser los procedimientos
iterativos y de sustitucio´n regresiva ma´s eficientes al momento de resolver sistemas de
ecuaciones con relativo buen condicionamiento.
4. La generacio´n de datos sint´ıcos permitio´ comparar en cada ejemplo los datos origi-
nales con las soluciones recuperadas por medio de cada esquema. Por ello fue posible
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medir los errores relativos a los fuentes originales respecto de las fuentes recuperadas.
Adema´s, se entiende que la solucio´n inversa recuperada con los distintos esquemas solo
recupera la componente de los x originales correspondiente al espacio fila de la matriz
de campo, y no es capaz de recuperar la componente correspondiente al aspacio nulo
de esta matriz, que corresponde al complemento ortogonal del espacio generado por el
rango de AT . Tal dificultad es superable al calcular la proyeccio´n de los x originales
sobre el espacio fila de la matriz de campo (x recuperables), para de esta manera medir
el error relativo a los x recuperables respecto de los x recuparados, lo que garantiza
una buena medida de acople.
5.2. Recomendaciones
1. Con el fin de determinar catego´ricamente las limitaciones y estabilidad del me´todo, se
recomienda aplicar la metodolog´ıa aqu´ı propuesta en una clase ma´s amplia de proble-
mas dina´micos inversos
2. Puesto que el me´todo de regularizacio´n propuesto en este trabajo soluciona el problema
dina´mico inverso de manera directa, es claro que en dicha solucio´n esta´ implicito un
me´todo nume´rico para la solucio´n de una ecuacio´n matricial de Sylvester de tipo contin-
uo. Estudios posteriores probablemente permitira´n caracterizar la familia de matrices
para las cuales este algoritmo se desempen˜a de manera o´ptima.
3. Posteriormente se deben establecer paralelos entre las reconstrucciones obtenidas por
medio del me´todo directo con las reconstrucciones obtenidas por medio de los denom-
inados suavizamientos de filtros de Kalman lo que permitira´ realizar comparaciones
entre soluciones obtenidas desde el punto de vista matema´tico con las obtenidas desde
el punto de vista estad´ıstico.
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