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論 文 内 容 の 要 旨 
  
Learning Schemes for Recurrent Neural Networks 
「リカレントニューラルネットワークのための学習則に関する研究」 
 








取り入れた RNN（Recurrent Neural Network）を基にしたネットワークモデルが高い性能を発揮
































びに各ニューラルネットワークが学習する単語群についての解析を行った。RNN や LSTM に
代表される従来手法では、多くの文章を用いて次にくる言葉を学習させて、この学習済みモデ
ルを用いて、未知の文章における次に出現する単語を予測する手法であるが、単一ニューラ


















（Hyperbolic Hopfield Neural Network）についてのパターン記銘方法の検討を行った。本章で
提案する学習方法は勾配降下学習（Gradient Descent Learning; GDL）と呼ばれるものであり、
いわゆるディープラーニングにおける学習と同様に、記銘パターンを繰り返し提示してニュー
ロン間の結合荷重を更新していく方法である。GDLは先のPPRと同様に部分的な結合を持つ







（Quaternionic Hopfield Neural Network）について、GDL手法の提案および評価を行った。前
章までの HNN は一次元空間における多値表現であったが、本章の QHNN では四元数の虚
数成分が三次元であることを活用した三次元空間における多値表現が可能であるため、より
多様な状態表現が可能となる。本章では QHNNにおける GDLの定義および既存 PR手法と
比較した記銘性能の評価を行った結果を述べ、具体的な実施例として、RGB表現された画像
パターンの記銘についても調査した結果を述べる。 
最後に、第七章では本論文での成果をまとめると共に、推論ニューラルネットワークと想起
ニューラルネットワークを組み合わせることで、より汎用性を高めたニューラルネットワークモデ
ルを構成する全体像を示し、今後の課題を加えることでまとめとする。 
 
