The requirements of a speech compression signal have been sought in mainly speech coding research centers. As a result many different strategies for the suitable speech compression applications have been developed. The exploitation of bit rate speech coders have been standardized in many international and national communication systems [1] .
I. INTRODUCTION
The requirements of a speech compression signal have been sought in mainly speech coding research centers. As a result many different strategies for the suitable speech compression applications have been developed. The exploitation of bit rate speech coders have been standardized in many international and national communication systems [1] .
In speech signal processing, the amount of data analyzed require a long time process. To process audio faster, speech coding or speech compression is to reduce size of the speech signal input [2] , [3] . It is essentially technique for communication system which obviously uses in many researches such as, presents [4] the Kmean-LBG algorithm and KSOFM algorithm, which were investigated to use in speech coding system. The experimental results show the comparison of the performance of ordered and disordered codebooks which employ to measure and classify the repetition of the speech signal coefficients. Both ordered and disordered codebooks can reduce the number of bit rate transmission around 20% in speech coding system. Also presents [5] a good quality speech data at a low bit rate. In order to accomplish this, the most powerful speech analysis and compression techniques such as Linear Predictive Coding (LPC), Discrete Cosine Transformation (DCT) and Discrete Wavelet Transformation (DWT) are adopted for Tamil speech database. The adopted techniques are evaluated based on Compression ratio, Peak Signal to Noise Ratio (PSNR).
Normalized 
II. LINEAR PREDICTIVE COEFFICIENTS
The basic idea of the linear prediction parameters is that the next sample speech signals can be predicted by a linear combination of the past values of the sample signal at time (n).This is shown in the following equation:
where n S the value of sample is signal at time (n) k a is the predictor parameters n e is the prediction error From the (1), it can be defined that
Taking z-transforms gives
where ( ) S z and ( ) E z are the z transform of ( ) n S and ( ) n e respectively. Thus ( ) H z can be defined as ( )
Which ( ) H z the transfer function of a digital filter is as refers to all-pole system. Thus (5) can be rewrite as However, a general transfer function of a real vocal has both poles and zeros.
III. LVQ NEURAL NETWORK
Learning vector quantization (LVQ) was developed by Kohonen network. LVQ network structure is different from unsupervised training structure. LVQ algorithm is a learning algorithm to train the Kohonen layer with teacher's guide. The architecture of the LVQ network used in this paper is shown in Fig. 1 .when x is input network. Output neurons are the nearest to x. It is selected as the "winning neuron". The proposed learning algorithm of the LVQ networks is as follow:
Prepare the training data. In the input layer, there are C neurons. The continuous are input vectors are 1 2 ( , ..., )
Connection weights vectors between input layer and Kohonen layer are , , , ,..., ,
where 1j (j = 1, 2, ···, Q) is object output vector. The output of Kohonen layer is calculated as follow
Then the output vector is
1 W Can be determined as follow: For every input vector, the network will give aclassification result. If the result of classification is correct, the connection weights value can be corrected by (13). After learning, the LVQ network can serve to recognize the unknown gas data [6] . 
IV. EXPERIMENT
There are 20 speech input data which are generated from males and females. The speech signal is sampled at 8 kHz and the frame size is 200 sampling per second. This process research can be classified into three steps as show in Fig. 3 .
Firstly speech signal is passing through the speech emphasis technique to filter the back ground noise. Then the speech signals were calculated the LPC coefficients, where only 10 LPC coefficients represented a speech frame. LPC coefficients were generated in order to compare the effectiveness in the ordered codebook.
Secondly, the LPC coefficients are calculated to become the new LPC coefficients, namely codebooks, using the technique of standard deviation technique of V/UV classification [7] . The Learning vector quantization (LVQ) is used to classify LPC coefficients into groups for each particular speaker which each address of the codebook contained a set of code vectors, which represents each group. The size of the codebook has an effect on the bit rate which represents the speech coefficients. This experiment uses the sizes of codebooks ranging from 1024 to 64 addressed.
Finally, the comparison on of the performance between the different ordered codebook using PSNR, SNR and NRMSE. 
A. Peak Signal to Noise Ratio (PSNR)
where N is the length of the reconstructed signal. P is the maximum absolute square value of the signal p . σ is mean square difference between the original and reconstructed signal [4] .
C. Normalized Root Mean Square Error (NRMSE)
where ( ) p x is the speech signal. ( ) r n is reconstructed signal ( ) p n μ is mean of the speech signal.
V. RESULTS
The results show the comparison of different ordered performance codebook based on the frequency domain, PSNR, SNR and NRMSE.
In Fig. 4 , the 1024 address ordered codebook provides the best performer of male when is compared to all of speech signal in term of the loss frequency domain. It can be notice noise in high of 512,256,128 and 64 address ordered codebook. In the Table I , the 1024 address ordered codebook provides the best performer at male1 when is compared to all of speech signal in term of PSNR. In the Table II , the 1024 address ordered codebook provides the best performer at female2 when is compared to all of speech signal in term of SNR In the Table III , the 1024 address ordered codebook provides the best performer at female2 when is compared to all of speech signal in term of NRMSE
VI. CONCLUSION
This article presents the efficiency of ordered codebook learning vector quantization for speech compression. In term of the speech quality using PSNR, the large ordered codebook size provides best performer than the small ordered codebook size because of large number of codebooks. It provides the maximum quality at 28.9432 dB and the minimum quality at 24.1985 dB as shown in Table I . In the term of the speech quality using SNR, the large ordered codebook size also provides better performer than the small ordered codebook size. This article provides the maximum quality at 15.0333 dB and the minimum quality at 12.7093 dB as shown in Table II . In the term of the speech quality using NRMSE, the large codebook size was better than the small codebook size because it will have a minimum error value. The article provides the maximum error at 0.2041 and the minimum error at 0.1578 as shown in Table III . The experiments of using ordered codebook LVQ for low bit rate speech compression show that 1024 address ordered codebook is the best performer but it requires large amount of bit rate to storage and transmission data (10 bits). Also it needs more time to train the winning neuron as in shows in Fig. 6 . Therefore this experiment can apply to those speech compression and data storage.
