We answer a question of Durham, Hagen, and Sisto, proving that a Teichmüller geodesic ray does not necessarily converge to a unique point in the hierarchically hyperbolic space boundary of Teichmüller space. In fact, we prove that the limit set can be almost anything allowed by the topology. MSC 2010 Subject Classification: 30F60, 32Q05 (primary), 57M50 (secondary)
point. The study of limit sets in PMF continued in [3] and [11] , where the influence of the topological and dynamical properties of the associated vertical foliation is studied, and in [2] and [13] , where rays with limits sets homeomorphic to a circle and 2-simplex are constructed, respectively. It would be interesting to know whether the kind of behavior we produce in Theorem 1.1 can occur in PMF.
Strategy for proving Theorem 1.1: To build Teichmüller geodesic rays, we use a construction first described by Masur and Tabachnikov [17] and used by Lenzhen [12] and Lenzhen, Modami, Rafi [13] to study limit sets of Teichmüller geodesics in Thurston's compactification. Given irrational numbers θ 0 , θ 1 , θ 2 and 0 < s < 1, for each i = 0, 1, 2 cut a slit of length s and slope θ i in a unit square R i . For each R i , identify its parallel sides to form a torus with one boundary component. Then identify the left side of the slit in R i with the right side of the slit in R i−1 (indices mod 3). This produces a genus 3 translation surface, yielding a complex structure X and a quadratic differential q with respect to X (see Figure 1) . We consider the Teichmüller geodesic ray corresponding to (X, q). Given a continuous map γ : R → 2 , we will show how to construct irrational numbers θ 0 , θ 1 , θ 2 and an embedding of 2 into the HHS boundary of T (S 3 ) so that the limit set of the corresponding Teichmüller geodesic ray is the image of γ(R).
In Section 2 we define necessary terms and introduce notation. In Section 3 we will give conditions on the irrational numbers to guarantee that the limit set in the HHS boundary of the corresponding Teichmüller geodesic ray is contained in a 2-simplex. Section 4 contains the proof of Theorem 1.1, rephrased there as Theorem 4.3. Section 4 shows how to carefully choose the entries of the continued fraction expansions of our irrational numbers to obtain fine control of the limit set.
write f + g. We define ≺, * ≺, and + ≺ similarly.
Curve graph, combinatorial horoballs
A curve in S is a homotopy class of an essential, simple, closed path in S. We say that two curves do not intersect if there is a representative of each such that the representatives are disjoint. Given a non-annular subsurface Y , we define the curve graph of Y , denoted C(Y ), to be the graph whose vertices are all the curves that have representatives essential in Y . Two curves are adjacent if and only if they do not intersect. In the case that Y is a once-punctured torus or four-times punctured sphere, we modify the definition: two curves are adjacent if and only if they have representatives that have minimum intersection (i.e. intersect once or twice, respectively).
To every curve α, we associate an annular subsurface Y α by taking the visual compactification of an annular cover of S to which α lifts. The curve graph of Y α , which we denote both by C(Y α ) and C(α), is the graph whose vertices are homotopy classes of embedded arcs in Y α that connect one boundary component to the other, where the endpoints of the arc must be fixed throughout the homotopy. Two vertices are adjacent if and only if they have representative arcs whose restrictions to int(Y α ) are disjoint.
We write Y ⊆ S to indicate that Y is a subsurface of S, even though when Y is an annulus, Y is not a subset of S.
Given a curve α in S, the combinatorial horoball associated to α, denoted H α , is the following graph. Begin with the graph Cartesian product C(α) × Z ≥0 and then for each n add edges so that each vertex (x, n) is adjacent to every vertex in {(y, n) :
The spaces H α and C(Y ) for each subsurface Y are Gromov hyperbolic (see [9] and [18] , respectively). We let ∂H α and ∂C(Y ) denote their Gromov boundaries.
Extremal length and Teichmüller geodesics
Here we give some definitions and results from Teichmüller theory. We refer the reader to [25] , specifically chapter 2, for a careful treatment of the material.
We define the Teichmüller space of S, denoted T (S), to be the collection of equivalence classes of complex structures on S, where we define two complex structures to be equivalent if there is a map S → S isotopic to the identity which is biholomorphic when the domain is equipped with one of the complex structures and the range is equipped with the other.
Consider X ∈ T (S). Throughout this paper, when it is convenient, we will also use X to denote a structure in the equivalence class. Given an annulus A in S, we let Mod X (A) denote the modulus of A in X. We define the extremal length in X of a curve α in S to be
where the infimum is taken over all annuli A in S with core curve α. Every complex structure determines a collection of conformally equivalent Riemannian metrics on S, and in the collection there is a unique hyperbolic metric by the Uniformization Theorem. We let Hyp X (α) denote the length of the geodesic representative of α in the hyperbolic metric associated to X ∈ T (S). The following theorem gives a comparison of hyperbolic and extremal lengths, showing that when the hyperbolic length of a curve is small, its extremal length and hyperbolic length are (coarsely) equal.
Theorem 2.1 (Maskit [14] ). Given X ∈ T (S) and a curve α in S,
Let q be a (holomorphic) quadratic differential with respect to X, and consider the induced singular flat structure on S. We let q (γ) denote the q-length of a geodesic representative of a curve γ in the metric induced by q. The collection of q-geodesic representatives of a curve α form a (possibly degenerate) Euclidean cylinder, which we will call F . An expanding annulus with core α is the largest one-sided regular neighborhood of a boundary component of F in a direction away from F that is an embedded annulus. Let E and G denote the two expanding annuli with core α. The following theorem of Minsky relates Ext X (α) with the moduli of F, E, and G, and the subsequent theorem gives a way to estimate the modulus of an annulus that satisfies certain properties. Theorem 2.2 (Minsky [22] , Theorems 4.5 and 4.6). There exists 0 depending only on S such that if Ext X (α) ≤ 0 , then
Theorem 2.3 (Rafi [26] Lemma 3.6). Let q be a quadratic differential with respect to X ∈ T (S). Let A be an annulus in S such that with respect to the q-metric, A has equidistant boundary components and exactly one boundary component γ 0 a geodesic. Further suppose the interior of A does not contain any singularities of q. Then
, where d is the q-distance between the boundary components of A.
Let q a quadratic differential with respect to X. The pair (X, q) determines a geodesic in the Teichmüller metric. Composing the natural coordinates of q away from its singularities with e t 0 0 e −t yields a new complex structure X t ∈ T (S) on S and a new quadratic differential q t with respect to X t . The map G : (−∞, ∞) → T (S) given by t → X t is a geodesic. All geodesics in T (S) can be described in this way.
We will let Ext t , Mod t , and Hyp t denote Ext Xt ,Mod Xt , and Hyp t , respectively. Let α be a curve in S such that no representative of α is a leaf of the vertical or horizontal foliation of S corresponding to q. Then we define the balance time of α to be the time t such that the horizontal q t -length and vertical q t -length of α are equal. We define the geodesic ray determined by (X, q) to be G restricted to [0, ∞).
HHS structure of Teichmüller space
Given X ∈ T (S), we define a short marking µ X on X to be a maximal collection of disjoint curves with associated transversals selected as follows. Choose a curve α 1 with shortest extremal length in X, then of those curves that do not intersect α 1 , choose one with shortest extremal length. Continue until a maximal collection of non-intersecting curves, which we denote by base(µ X ), is obtained. Additionally, to each curve α ∈ base(µ X ) we associate a transverse curve τ α by selecting from those curves that intersect α but no other curves in base(µ X ) a curve with shortest length.
In [23] , Minsky proved that for curves α and β,
where i(α, β) is the geometric intersection number of α and β. So if Ext X (α) is sufficiently small, then every curve β intersecting α must satisfy Ext X (β) > Ext X (α). Consequently, we have the following theorem.
Theorem 2.4. There exists a constant 0 such that for all X ∈ T (S), if a curve α satisfies Ext X (α) ≤ 0 , then α is in the base of every short marking on X.
Here and throughout the remainder of the paper, 0 will denote the minimum of the constants in Theorems 2.2, 2.4, and 2.7.
Given a subsurface Y ⊆ S, we let π Y (µ X ) denote the usual subsurface projection of µ X to C(Y ) (see [19] ). Additionally, we define a projection map π Y :
, where µ X is a choice of short marking on X. For a curve α, we often write π α instead of π Yα .
Additionally, for each curve α, we define a map π Hα : T (S) → 2 Hα as follows. Let
The results in [7] , [8] , [19] , [27] imply that taking the collection of subsurfaces of S as an index set and
as the collection of associated projection maps yields a hierarchically hyperbolic space (HHS) structure on T (S). Throughout this paper, we will regard T (S) as an HHS space equipped with this structure. We will only need certain properties of this structure, described in the next subsection. See [1] for the definition of an HHS structure.
HHS boundary of Teichmüller space
According to [6] , the HHS structure on T (S) determines an associated boundary called the HHS boundary of T (S), which we will denote ∂T (S). As a set, ∂T (S) is define to be 
Continued fractions for irrational numbers
Here we recall some elementary facts on continued fractions (see for example [29] ). Let θ be an irrational number with continued fraction expansion [a 0 ; a 1 , a 2 , a 3 , . . .]. That is, θ = a 0 + 1
We will always assume a 0 ≥ 0 and all other a n are strictly positive. We define the n th convergent of θ to be the reduced fraction pn qn = [a 0 ; a 1 , a 2 , . . . , a n ]. The numbers p n and q n are given recursively by q n = a n q n−1 + q n−2 , q −1 = 0, and q −2 = 1 (2) and p n = a n p n−1 + p n−2 , p −1 = 1, and p −2 = 0 and satisfy
and
A simple but useful observation is that θ and each p n /q n can be bounded as follows:
Teichmüller geodesic rays from irrational numbers
Let θ 0 , θ 1 , θ 2 be irrational numbers and 0 < s < 1 and consider the corresponding Teichmüller geodesic ray G : [0, ∞) → T (S), described in Section 1, which we have parameterized by arc length. We let X t denote G(t). For each i, let Y i denote the subsurface of S that is the image of the slitted square R i under the gluing map, and let β i denote the boundary curve of Y i . Let p i n /q i n denote the n th convergent of θ i . Let α i (n) denote the curve in S corresponding to the trajectory in R i with slope p i n /q i n . Define T i n to be the balance time along G of α i (n). We shall use these notations throughout the paper. When we use them, it will be clear from context which irrational numbers and Teichmüller geodesic ray we are working with.
In [12] Lenzhen gives an explicit formula for T i n and gives a useful bound for the extremal length of α i (n) along G. Theorem 2.5 (Lenzhen [12] , Lemma 1, proof of Lemma 3). For all n ≥ 0 and i = 0, 1, 2
2. The quadratic differential q t induces a flat structure on the torus Y i obtained by ignoring the slit in
. This statement also holds for the slitted torus Y i using the q t -metric. Moreover, the length of α i (n) in the metric q t induces on Y i is equal to qt (α i (n)).
T
Remark 2.6. There exists a constant K such that given any unit area flat structure on a torus, there is a curve of length less than K. Thus, part 2 of Theorem 2.5 tells us that
, that is the length of the q t -shortest curve in Y i , is bounded uniformly above.
Observe that β i is a closed leaf in the vertical foliation associated to G. The following theorem of Choi, Rafi, and Series gives us useful information about how the projection of G to C(β i ) moves through C(β i ).
Theorem 2.7 (Theorem 5.13, [4] ). There exists a constant 0 depending only on S such that the following holds. Let G be a Teichmüller geodesic with horizontal and vertical foliation ν + and ν − , respectively. Suppose α is a closed leaf in ν − and Ext t (α) ≤ 0 . Then
.
Form of accumulation points of Teichmüller geodesics
Throughout this section, for each i = 0, 1, 2 we fix sequences (θ i (j))
, where θ i (j) ≥ 2 for all i, j. We then define
Additionally, we fix a slit length s. We let S denote the genus 3 surface and let G : [0, ∞) → T (S) denote the Teichmüller geodesic ray associated to (θ 0 , θ 1 , θ 2 ) with slit length s. Define
In this section, through a sequence of lemmas, we will show that if the sequences (n i (j)) ∞ j=1 grow sufficiently fast, then there exists η i ∈ ∂C(Y i ) such that every point in the limit set of G is of the form We begin with Lemma 3.1, where we establish that the projection of G to C(Y i ) converges to a unique point η i ∈ ∂C(Y i ). This is almost immediate from the result of Rafi [28] that the projection of any Teichmüller geodesic to C(Y ) is an unparameterized quasi-geodesic for every non-annular subsurface Y , but we provide a direct proof in our setting that will also reveal some information about when G makes progress in C(Y i ) that will be useful later. From Lemma 3.1, it will follow that every point in the limit set of G is of the form + n. From here, we use Theorem 2.5 to provide useful estimates for balance times T i n (Lemma 3.2). We will then prove Lemma 3.4, which puts an upper bound on how fast the projection of G can move through a horoball H βi . We use this upper bound to prove that if the sequence (n i (j)) ∞ j=1 grows fast enough, then c βi = 0 (Lemma 3.6). To simplify the notation, throughout the rest of this section, we will fix i ∈ {0, 1, 2} and suppress i in all the associated notations. In particular, Y, T n , θ(j), β, and q n will denote Y i , T i n , θ i (j), β i , and q i n , respectively.
Thus, the projection of G to C(Y ) is an unparameterized quasi-geodesic converging to a unique point in η i ∈ ∂C(Y ).
Proof. Let n ≥ 1. By (4) the curves α(n − 1) and α(n) are adjacent in C(Y ). In fact, because the convergent p n /q n has a depth n continued fraction expansion with all but the zeroth coefficient at least 2, we have
(See [30] ). Fix t ∈ [T n−1 , T n ]. By the triangle inequality, we have
We now show that d Y (X 0 , α(0)) and d Y (α(n), X t ) are each bounded above by a constant depending only on S.
Consider the Euclidean cylinder A in S with core α(0) that is the union of the q 0 -geodesic representatives of α(0). Because θ, s ∈ (0, 1), we have that Mod 0 (A) ≥ 1 4 . Thus, Ext 0 (α(0)) ≤ 4. Now for every curve β in the base of the short marking µ 0 on X 0 , we also have that Ext 0 (β) is bounded uniformly above by a constant depending only on S (see [24] and Theorem 2.3 in [28] ). So by inequality (1), the intersection of α(0) with every curve in base(µ 0 ) is bounded above uniformly. Therefore, d Y (X 0 , α(0)) is bounded above uniformly.
Observe that (3) together with the fact that θ(j) ≥ 2 for all j and θ, s ∈ (0, 1) imply that
is bounded above by a uniform constant. So, Theorem 2.5 tells us
Combining this with Remark 2.6, we find that Ext t (α(n − 1)) or Ext t (α(n)) is bounded above uniformly. An argument similar to that used above for
Because this coarse equality is true for all n, the projection of G to C(Y ) is an unparameterized quasi-geodesic. Consequently, {π Y (X t )} t≥0 accumulates on a unique point in ∂C(Y ).
Remark: Theorem 2.5 of Lenzhen gives us an exact formula for T n , but this formula is insufficient for our purposes because it requires us to know θ exactly. In Lemma 3.2 we use Lenzhen's formula as a starting point to show that an initial segment of length n + 1 of the continued fraction expansion of θ is all that is required to obtain a coarse estimate for T n . We remark that Lenzhen, Modami, and Rafi [13] also provided a coarse estimate with this property. The estimates we present in Lemma 3.2 are more useful to us because the continued fractions we consider will have long stretches of the same number.
Before stating the lemma, for x ∈ R we define
Lemma 3.2. There exists a uniform additive error such that for all j ≥ 1 the following hold.
1. For all 0 ≤ ≤ n(j) we have log q N (j−1)+ + log q N (j−1) + log λ(θ(j)).
2. For all 0 ≤ ≤ n(j) − 1, we have T N (j−1)+ + log q N (j−1) + ( + 1/2) log λ(θ(j)).
Proof. Fix j ≥ 1.
Proof of 1: Equation (2) says the q n are given recursively by
The solution to this recursion is
where we define
If = 0, statement 1 is clearly true. So assume 1 ≤ ≤ n(j). Observe that −1 < λ(θ(j)) < 0 and λ(θ(j)) > 1. This with equation (2) and our assumption that θ(j) ≥ 2 implies
This implies that
To complete the proof of statement (1), we now show log A(j) + log q N (j−1) . It follows directly from (8) and (9) that
A 0 e t 0 0 e −t A t Figure 2 : Annulus A t in Y with core curve β i and large modulus in X t ∈ T (S).
Proof of 2: Let n ≥ 0. Theorem 2.5 (Lenzhen) tells us T n = 1 2 log pnθ+qn |qnθ−pn| . We will use this to first show that T n is coarsely 1 2 log q n q n+1 . We remark that Lenzhen, Modami, and Rafi [13] obtain this same coarse estimate for the sequences they consider. Because our sequences do not fit their form, we derive the estimate for sequences in our setting.
By (3), we have
and applying (3) and (5) and the fact that q n+1 > q n , we find
These inequalities show that T n + 1 2 log q n q n+1 for all n ≥ 0.
This together with statement 1 of the lemma implies that for 0 ≤ ≤ n(j) − 1
The projection of G to the horoball H β depends on whether or not the extremal length of β is small. Thus, we now show that if the slit length s happens to be small enough, then the extremal length of β is small at every time along G. ModtA , where the infimum is taken over all annuli A in S with core β, to show Ext t β is small, we must exhibit such an annulus with large modulus.
Let A t be the annulus contained in Y with core curve β and boundary components Euclidean circles in the flat q t -metric as pictured in Figure 2 . Let r(t) and R(t) denote the flat q t -length of the inner and outer radii of A t respectively. As we move along G, the flat q t -length of a segment in S shrinks at most exponentially. Thus, R(t) ≥ e −t R(0). Observe that
Therefore, provided that s is sufficiently small, we have Ext t (β) ≤ 0 e .
Notice that how small s must be for the conclusion of Lemma 3.3 to hold is independent of θ. Thus, throughout the remainder of this paper, we can and do assume the slit length s is small enough to satisfy Lemma 3.3.
Lemma 3.4. For all t ≥ 1 we have
where the error constant depends only on s.
Proof. For each t ≥ 0, define h(t) and v(t) so that π H β (X t ) = (h(t), v(t)). Recall that two vertices at height n in H β are adjacent if their horizontal components are within e n of each other in C(β). By Lemma 3.3, Ext t (β) ≤ 0 e for all t ≥ 0. So the construction of H β implies v(t) ≥ 1 and v(t) + log 1 Exttβ for all t ≥ 0. These observations together with the triangle inequality imply
To establish the desired bound on d H β (X 0 , X t ), our strategy is to prove the following claims, which for now we assume are true. Claim 1: is bounded above by a uniform constant. Combining these observations, we have
Thus, all that remains is to prove the claims.
Proof of Claim 1: Let t ≥ 0. We consider the flat structure determined by q t . The flat annulus with core β is degenerate. Observe that qt (β) = 2se −t and that the distance between the boundary components of the expanding annulus in the direction opposite Y is at most 1 2 se −t . So by Theorem 2.3, the modulus of this expanding annulus is uniformly bounded above. It then follows by Theorems 2.2 and 2.3 that
where d t is the q t -distance between the boundary components of the expanding annulus in the direction of Y at time t. Now d t is at most half the length of the shortest q t -length curve in Y at time t, which is bounded above uniformly (see Remark 2.6). So, we have 1 Extt(β) ≺ t, establishing Claim 1. Proof of Claim 2: For t ≥ 0 let µ t be a short marking on X t . Because Ext t (β) ≤ 0 , we know β ∈ base(µ t ). This tells us π β (X t ) is the projection to C(β) of the transversal in µ t associated to β. Let ν + denote the horizontal foliation of G. Because β is a leaf of the vertical foliation of G, by Theorem 2.7
Further observe that because Ext t (β) ≤ 0 , Theorem 2.1 tells us that
Extt(β) . So (12) and Claim 1 imply that
proving Claim 2 and thus completing the proof of the lemma.
Convention 3.5. Throughout the rest of this paper, when we say the sequence (n i (j))
grows sufficiently fast we shall mean that for each k we have n i (k) is larger than some function of the numbers in (n (j)) k−1 j=1 and (θ (j)) k+1 j=1 for each ∈ {0, 1, 2}, where the function varies based on the context in which this phrase is used. Lemma 3.6. If the sequence (n(j)) ∞ j=1 grows sufficiently fast, then
Proof. Consider t ≥ T 1 ≥ 1. For some k ≥ 1 and 0 ≤ ≤ n(k) − 1 we have that
Regardless of how fast the n(j) are growing, the following will be true. Lemmas 3.4 and 3.2 imply that
and Lemma 3.1 implies that
Observe that N (k − 2), q N (k−2) , λ(θ(k − 1)), and λ(θ(k)) are completely determined by (θ(j)) k j=1 and (n(j)) k−2 j=1 , and thus are completely independent of n(k − 1). Further observe that if n(k − 1) is sufficiently large relative to the numbers in (θ(j)) k j=1 and (n(j)) k−2 j=1 , then the ratio of the upper bound of (13) to the lower bound of (14) is arbitrarily small, implying that Xt) is also small. This proves the lemma.
Teichmüller geodesics with exotic limit sets
Throughout this section, we fix s sufficiently small in the sense of Lemma 3.3. We fix a continuous map γ : R → 2 to the standard 2-simplex, and let γ i denote the i th component function of γ. In this section, we will show how to carefully choose infinite sequences (θ i (j)) ∞ j=1 and (n i (j)) ∞ j=1 for i = 0, 1, 2 and an embedding 2 → ∂T (S) so that the limit set of the associated Teichmüller geodesic ray is homeomorphic to the image of γ(R), proving Theorem 1.1. We also fix a sequence (t j )
is dense in γ(R) and
where ( j ) is some decreasing sequence, j < 1 2 , and lim j→∞ j = 0. Let L denote the additive error in the coarse estimates of Lemma 3.2. Now for i = 0, 1, 2 choose the sequence (θ i (j)) ∞ j=1 so that the following hold for all j ≥ 1 and i, = 0, 1, 2:
Given a sequence (n i (j))
When we say the Teichmüller geodesic ray corresponding to (n i (j)) ∞ j=1 , i = 0, 1, 2, we shall mean the Teichmüller geodesic ray G with slit length s associated to (θ 0 , θ 1 , θ 2 ), where
ni (1) , . . . , θ i (j), . . . , θ i (j)
We then use G to define a map φ : [0, ∞) → 2 given by
where as usual X t is the point on G distance t from the base of the ray. We will write φ i to denote the i th component of φ. We will show how to pick the (n i (j)) 
and thus close to γ i (t k−1 ) or γ i (t k ), which are close to each other by (15) .
As a first step toward this goal, we prove the following lemma. (See Convention 3.5 for our definition of sufficiently fast growth.) Lemma 4.1. For each i = 0, 1, 2 suppose (n i (j)) ∞ j=1 grows sufficiently fast and that the balance times along the corresponding Teichmüller geodesic ray satisfy
for all k ≥ 1 and i = 0, 1, 2.
Then for all k ≥ 2 and i = 0, 1, 2
Proof. Let G : [0, ∞) → T (S) be the Teichmüller geodesic associated to (n i (j))
Fix ∈ {0, 1, 2}. Then Lemma 3.1 implies that φ (t) is bounded above and below as follows:
where R > 0 denotes the additive error from Lemma 3.1. Thus, to bound φ (t) we must compare m( ) to m(i) for each i = 0, 1, 2. First, observe our assumption that
This means that m(i) + 2 ≥ 0. Now by the definition of the m(i), we know that
So provided that m( ) − 1 ≥ 0, (22) together with Lemma 3.2 part 2 implies that
(23) Now (23), Lemma 3.2 part 1, and (17) imply
where H i, (k) is defined precisely so that the equality holds. Notice that H i, (k) is completely determined by the finite sequences (n i (j)) k−2 j=1 and (θ i (j)) k j=1 and θ (k). Further observe that the lower bounds given above for m(i) still holds even if m( ) ≤ 0 since m(i) ≥ −2 and log q i Ni(k−2) , L, log λ(θ i (k)), and log λ(θ (k)) are all greater than 0. We assume n i (j) ≥ 3 for all i, j (as part of our sufficiently fast growth assumption). Lemma 3.2 part 2 and our assumption on the balance times tell us
If n i (k − 1) is sufficiently large, the right hand sides of inequalities (25) and (26) are both greater than 0 and very close to 1/ log λ(θ i (k − 1)). The crucial part of this proof is to notice that how large n i (k − 1) must be to guarantee a certain prescribed closeness is determinable from θ (k) and the numbers in the finite sequences (n i (j))
which together with (24), (18) , and (15) implies that
Note that the last inequality follows because γ(t k ) ∈ 2 implies γ (t k ) ≤ 1, and k < 1 2
The goal of the next lemma is to show that sequences satisfying the hypotheses of Lemma 4.1 can actually be constructed.
j=1 , i = 0, 1, 2 and any number N , for each i there exists n i (k) ≥ N so that the following holds. If θ i is any irrational number whose continued fraction expansion begins with
for each i, then the balance times on the Teichmüller geodesic ray corresponding to
Proof. Suppose we are given (n i (j))
for each i and a number N , which we may assume is at least 3. Choose n 0 (k) ≥ N so that for each i = 1, 2 if is an integer satisfying log q 0 N0(k−1) + n 0 (k) − 1 2 log λ(θ 0 (k))+L ≤ log q i Ni(k−1) + − 1 2 log λ(θ i (k))−L, (27) then ≥ N . Now for i = 1, 2 choose n i (k) to be the smallest integer satisfying inequality (27) . Then we have n i (k) ≥ N ≥ 3 for all i = 0, 1, 2.
For each i = 0, 1, 2, let θ i be any irrational number whose continued fraction expansion begins with 0, θ i (1), . . . , θ i (1)
ni (1) , . . . , θ i (k), . . . , θ i (k)
ni(k)
Consider the Teichmüller geodesic ray corresponding to (θ 0 , θ 1 , θ 2 ). Lemma 3. We now use Lemmas 4.1 and 4.2 to prove our main result, Theorem 1.1, which we rephrase as Theorem 4.3 below. 
Let L denote the limit set of G in ∂T (S). By the definition of the topology of T (S) ∪ ∂T (S), equation (28) and Lemma 3.1 imply that for some η i ∈ ∂C(Y i ) L = {c 1 η 1 + c 2 η 2 + c 3 η 3 : (c 1 , c 2 , c 3 ) ∈ L φ }, where L φ denotes the set of accumulation points of φ in 2 . So, to complete this proof, we must show that L φ = γ(R).
Throughout the rest of the proof, we think of 2 as a subset of R 3 equipped with the 1 -norm. Consider a point P ∈ γ(R). Because (γ(t j )) ∞ j=1 is a sequence dense in γ(R), some subsequence γ(t jn ) → P as n → ∞. Observe that (29) tells us that φ(T 0 N0(jn−1)−1 ) is within 33 jn of γ(t jn ). Since jn → 0 as n → ∞, it must be that φ(T 0 N0(jn−1)−1 ) → P as n → ∞. Therefore, P ∈ L φ , which establishes that γ(R) ⊆ L φ .
We now establish that L φ ⊆ γ(R). For each p ∈ 2 \ γ(R), there exists > 0 such that p is not contained in the closed 33 -neighborhood of γ(R), denoted by N 33 (γ(R)). Now choose K ≥ 2 so that j < for all j ≥ K. It follows from (29) Therefore, p ∈ L φ , which establishes that L φ ⊆ γ(R).
