Assessments of hydrological response to climatic changes are characterized by different types of uncertainties. Here, the uncertainty caused by weather noise associated with the chaotic character of atmospheric processes is considered. A technique for estimating such uncertainty in simulated water balance components based on application of the land surface model SWAP and the climate model ECHAM5 is described. The technique is applied for estimating the uncertainties in the simulated water balance components (precipitation, river runoff and evapotranspiration) of some northern river basins of Russia. It is shown that the larger the area of a basin the less the uncertainty. This dependency is smoothed by differences in natural conditions of the basins. Analysis of the spectral densities of water balance components shows that a river basin filters out high-frequency harmonics of spectral density of precipitation (corresponding to synoptic or subseasonal scale) during its transformation into evapotranspiration and especially into runoff.
Introduction
The global climate change most apparently manifested by surface air temperature increases (e.g. Houghton et al. 1990 , IPCC 1996 , Bates et al. 2008 ) is accompanied by considerable changes of the hydrological cycle on different spatial and temporal scales (e.g. Barnett et al. 2004 , Lins 2005 , Huntington 2006 , Bates et al. 2008 , Kundzewicz et al. 2008 , Shiklomanov and Georgievski 2008 , Sivakumar 2011 , Motovilov and Gelfan 2013 , Shepherd 2014 . In comparison with surface temperature, the changes of the hydrological cycle are characterized by higher spatial inhomogeneity and stronger uncertainties when estimating from different empirical data and climate models (Shiklomanov 1994 , Georgievskii et al. 1996 , Shiklomanov et al. 2000 . Among the different characteristics of the hydrological cycle, river discharge is one of the most important components and a useful indicator of climate change. It is a variable crucially important, in particular, for society (freshwater supply and risk of flooding), agriculture, energetics, and providing -through freshwater discharge to the oceans -a feedback to the global climate (Rahmstorf 1995) . Whereas the uncertainty of simulated climate variability and climate change projections for surface temperature has been considered in a variety of studies (e.g. Hawkins and Sutton 2009) , the uncertainty of river discharge characteristics related to intrinsic climate variability is a relatively new topic (Gelfan et al. 2015) .
One feasible way to estimate the impact of climate variability and change on river runoff is to employ prognostic calculations with hydrological models using outputs from global or regional climate models as upper boundary conditions (Chiew and McMahon 2002 , Varis et al. 2004 , Praskievicz and Chang 2009 , Teutschbein and Seibert 2010 , Chen et al. 2011 , Gusev et al. 2011 , Peel and Blöschl 2011 , Sharma et al. 2011 . Such an approach provides more realistic (in particular, in the sense of the response to the imposed forcing) and physically consistent input data than stochastic weather generators (Kilsby et al. 2007 , Qian et al. 2010 , Wilks 2010 , Chen et al. 2011 , Fatichi et al. 2011 , Kuchar et al. 2014 . The global climate models (GCMs), however, are characterized by considerable systematic errors, especially in precipitation (Kundzewicz et al. 2008 , Anagnostopoulos et al. 2010 , Kundzewicz and Stakhiv 2010 , and large-member ensemble simulations with GCMs require considerable computational efforts.
Apart from uncertainties related to hydrological models themselves, the meteorological forcing data provided by GCMs contain uncertainties related to three sources (Hawkins and Sutton 2009, Deser et al. 2012) . They include the so-called "model uncertainty" related to different model formulations, description/parameterization of physical processes, spatial resolutions, etc., i.e. characteristics largely dependent on the level of scientific progress and computing power development. This kind of uncertainty can thus potentially be reduced in the future. Another source of uncertainty comes from the inevitable scenario approach to climate change projections and corresponding uncertainty of our estimates of anthropogenic greenhouse gases, aerosols and other important atmosphere pollutant emissions. This uncertainty is estimated by providing a number of different scenarios for possible future economic pathways. The last source of uncertainty is natural variability of the climate system (or so-called "climatic noise") resulting from the stochastic nature of atmospheric dynamics, its instability to small perturbations, and also internal variability of processes in the atmosphere and ocean at different time and space scales (Gelfan et al. 2015) . Climatic noise is a major source of physically-based structural uncertainty in climate change projections and it determines the lowest limit of uncertainty that can be reached in climate system modelling (Braun et al. 2012) .
Whereas internal ocean and coupled atmosphereocean dynamics provide a certain range of climate predictability on seasonal to decadal time scales Keenlyside 2011, Latif et al. 2013) , stochastic atmospheric dynamics leads to a loss of predictability in synoptic process evolution beyond a limit of about two weeks. This results in chaotic behaviour for different realizations of dynamical dissipative systems (such as the Earth climate system) on synoptic temporal and spatial scales given slightly different initial conditions. Such chaotic variability is referred to as weather noise. However, the uncertainty related to stochastic atmospheric dynamics may extend beyond synoptic scales and transforms itself in uncertainty of large-scale hydrological processes including climate variability and trends (Franzke 2009 ). The internal atmospheric dynamics alone may result in stochastic climatic scale trends in atmospheric circulation (Semenov et al. 2008) . Over continental regions, where large river watersheds are located, weather noise represents a major portion of climatic noise and related uncertainty on inter-annual to decadal time scales (Gelfan et al. 2015) . To what extent this uncertainty impacts largescale hydrological model output remains an open question, which is important for our understanding of the observed tendencies and estimates of future changes.
Here, this issue is addressed by using 45-member ensemble simulations with the atmospheric general circulation model (AGCM) ECHAM5 (European Centre, Hamburg), forced by identical lower boundary conditions (sea surface temperatures and sea ice concentrations for 1979-2012) and different initial conditions as input for the land surface model (LSM) Soil-WaterAtmosphere-Plants (SWAP) (Gusev and Nasonova 1998a , 1998b , 2000 used for hydrological simulations. The major aim of the analysis is to estimate the effect of the uncertainty of meteorological input related to stochastic atmosphere dynamics or weather noise on the uncertainty of simulated river discharge and basin-averaged evapotranspiration.
It should be noted that the present study, being a continuation of our previous work (Gelfan et al. 2015) , extends its results with another catchment area, provides an estimate of the number of experiments needed to obtain stable statistics, focuses not only on river discharge but also on evapotranspiration, and performs spectral analysis of variability of all the components of water balance. Spectral analysis provides information about energy or intensity of variability of the variable under consideration that belongs to different time scales. This helps to distinguish characteristic periodicities in the time series which may reflect some physical mechanisms and feedbacks. The shape of the spectra allows one to infer information about underlying processes, e.g. auto-regressive process, white noise, etc.
Methodology

The land surface model SWAP
The LSM SWAP, used for hydrological simulations, is a physically-based model describing heat and water exchange processes in a groundwater-soil water-vegetation/snow cover-near-surface atmosphere system. The model makes it possible to simulate the dynamics of heat and water balance components for terrestrial ecosystems and river basins on different scales and under different natural conditions, including permafrost. Different versions of SWAP and their validation are detailed in Gusev and Nasonova (1998a , 2000 .
The input data for the SWAP consist of meteorological forcing data (precipitation, air temperature and humidity, incoming longwave and shortwave radiation, atmospheric pressure and wind speed) measured at meteorological stations or taken from the lowest computational level of an AGCM, land surface parameters (soil and vegetation parameters), and characteristics of relief and river networks. In the case of large-scale (regional or global) simulations, such data should be provided for each calculational grid cell belonging to the area under study.
Here, vegetation parameters were taken from the Second Global Soil Wetness Project (GSWP-2) datasets (Zhao and Dirmeyer 2003) , which were analysed to remove rough errors and inconsistencies, and supplemented with estimates of model-specific parameters (this procedure was detailed in Gusev et al. 2006 ). Estimation of model-specific vegetation parameters was based on the International Global Biosphere Project (IGBP) classification for land cover types. Soil parameters were prepared on the basis of the International Satellite Land-Surface Climatology Project (ISLSCP) Initiative II/GSWP-2 datasets (Zhao and Dirmeyer 2003) , which, in turn, were taken from the International Geosphere-Biosphere Programme Data Information System (IGBP-DIS) (Townshend 1992) .
Application of global land surface parameter datasets results in poor quality simulations of pan-Arctic river runoff (Gusev et al. 2008) . Therefore, calibration of the most important model parameters (i.e. parameters influencing the simulated runoff to the greatest extent) is required. The calibration was performed by the shuffled complex evolution method (SCE-UA) (Duan et al. 1992) using meteorological variables measured at meteorological stations. In so doing, a direct search for the minimum of an objective function (here, the root mean square deviation of the simulated river runoff) was performed under the condition that the absolute value of the systematic error of simulation (bias) could not exceed 5% (Nasonova et al. 2009 , Gusev et al. 2011 .
The ensemble of meteorological fields
The ensemble simulations of meteorological fields were performed with the AGCM ECHAM5 developed at the Max Planck Institute for Meteorology (Roeckner et al. 2003) . The model has been used in many studies and found capable of reproducing important features of large-scale and regional climate change during recent decades (e.g. Latif 2012, Semenov 2014) . The model version used here has a spectral horizontal resolution of T63 (approximately 1.8°× 1.8°latitude × longitude) and 31 vertical levels. All 45 ensemble simulations were forced by identical prescribed lower boundary conditions at the atmosphere-ocean interface. These conditions were taken from the HadISST1.1 (Hadley Centre, UK) dataset that consists of global empirical analysis of sea surface temperatures (SST) and sea ice concentrations (SIC, a portion of model grid cell covered by sea ice) (Rayner et al. 2003) . The simulation period was from 1979 to 2012.
Greenhouse gas concentrations in the model were kept constant and represent modern climate conditions (348 ppm for СО 2 , and 1.64 ppm for methane). All other external forcing parameters (such as orbital parameters, solar radiation, other radiative-active gases and aerosols) also corresponded to modern climate conditions and did not vary. The only difference between the simulations was the initial conditions of the atmosphere (model atmospheric state on 1 January 1979), which were prescribed as instant atmospheric states at different 12-hour intervals in December 1978. Thus, the obtained ensemble consisted of 45 simulations with identical boundary and external forcing but different initial conditions. Note that characteristics at the atmospheric lower boundary (soil temperature and moisture, snow cover) were computed with the AGCM using a land surface model and simulated heat and water fluxes (Roeckner et al. 2003) . The model output was interpolated to 1.0°× 1.0°spatial grids corresponding to the schematization of river basins (see below).
Meteorological fields simulated by ECHAM5 differ systematically from observations in many areas, as is common for the majority of climate models, and thus need post-processing bias correction. This was done by means of incorporation of adjustment factors determined as ratios of simulated meteorological variables (averaged over 45 simulations, as well as over time and space) to corresponding observed values.
The study river basins
The impact of weather noise on the uncertainty of hydrological variables (river runoff and evapotranspiration) was investigated for three northern river basins located in the Russian Federation: the Northern Dvina, Lena and Indigirka basins ( Fig. 1 and Table 1 ). This selection was motivated by the fact that northern high-latitude land areas are the major source of the freshwater resources of our planet; at the same time, these areas will be subject to the earliest and most significant changes caused by anthropogenic greenhouse gas emissions (Bates et al. 2008) . Natural features of the selected basins are detailed in Gusev et al. (2011 Gusev et al. ( , 2013 Gusev et al. ( , 2016a Gusev et al. ( , 2016b and are therefore not addressed here. The river basins were schematized using regular one-degree grid cells connected by a river network following Oki and Sud (1998) .
Results
Simulating river runoff hydrographs
For each river basin and computational experiment, the simulations of water balance components were performed by SWAP with 6-hour time steps for 33 years (from 1980 to 2012) using bias-corrected meteorological fields. The validation period for the hydrological model was shorter due to available river runoff measurements. The Nash-Sutcliffe efficiency (NSE; Nash and Sutcliffe 1970) and systematic error bias were taken as goodness-of-fit statistics for estimating the quality of simulated daily river runoff.
The observed hydrographs for the three rivers were compared with each of the 45 simulated hydrographs and with the hydrograph averaged over 45 simulations.
The best values of the goodness-of-fit statistics were obtained for the averaged hydrographs (shown in Fig. 2 ). In this case, NSE was 0.71, 0.54 and 0.70 for the Northern Dvina, Lena and Indigirka rivers, respectively, while bias was, respectively, 7.6%, 7.1% and 9.5%. The obtained results can be treated as satisfactory in terms of statistics.
As to the shape of the simulated hydrographs, the spring flood peaks resulting from spring snowmelt are clearly expressed and in good agreement with observations ( Fig. 2) , while the summer and autumn peaks are poorly simulated, especially for the Indigirka River.
The hydrograph of the Indigirka River, which is typical of the Far East rivers, is characterized by a spring peak, caused by spring snowmelt, and by high summer and autumn peaks resulting from both rainfall and melting of ice and snow in the highlands. Sometimes the intervals between these processes are very small, which leads to a confluence of the peaks, but more often low flow occurs in June or July, separating the peak flows. As can be seen in the bottom panel of Figure 2 , river runoff, averaged over 45 simulations with ECHAM5 forcing data, does not reproduce summer flood peaks at all. There may be two reasons for this disagreement.
The first reason is that the forcing data from AGCM simulations contain systematic errors. This can be confirmed by the fact that the SWAP model is able to reproduce summer peaks for the Indigirka River if forcing data measured at meteorological stations are used (Gusev et al. 2013) .
The second (and, probably, the main) reason is associated with averaging of the simulated hydrographs over 45 realizations. If an individual realization is considered, summer peaks can be clearly seen. At the same time, in different realizations, summer flood peaks are simulated with some random time shifts. Therefore, Figure 1 . Location of the selected river basins. Table 1 . Characteristics of the river basins including multiple year averages of mean annual air temperature, T, and annual precipitation, P, measured at meteorological stations and averaged over the river basins, as well as annual river runoff, R, measured at the basin outlets and runoff coefficient R/P. averaging over the entire ensemble results in smoothing of summer river runoff and missing information when compared to the measured river runoff hydrograph representing, in turn, a single realization.
Estimation of the number of experiments needed to obtain stable statistics
It is of interest to estimate the number of simulations (experiments) n required to obtain stable values of NSE and bias. Combinatorial analysis was used to obtain averaged NSE and bias for each fixed number of experiments: the averaging was performed for all possible combinations taken from the total number of experiments, n = 45 (e.g. for k = 7 experiments the number of all possible combinations out of 45 experiments S P ðf Þ is equal to 45 379 620). The results allow one to select the minimal number of experiments needed for good agreement between simulated river runoff averaged over these experiments and observed data. It was found that the values of NSE converge to a saturation level when the number of simulations is roughly more than 10.
Estimation of uncertainties in the water balance components caused by weather noise
Let us use the following index Un as the uncertainty measure of a positive geophysical variable Х having a random component:
where x 0:975 and x 0:025 are the 97.5% and 2.5% quantiles for X, and MðXÞ is the estimate of the mean value. This index is the ratio of the interval in which a random quantity can appear with the 95% probability to its mean value. Hereafter, Un will be termed the relative uncertainty of X to distinguish it from the absolute uncertainty: Un abs ¼ ðx 0:975 À x 0:025 Þ. First, the uncertainty of precipitation simulated by the AGCM ECHAM5 in 45 experiments with the various prescribed initial conditions was estimated. As mentioned above, this uncertainty is caused by structural instability of the atmosphere with respect to initial conditions. Figure 3 illustrates the uncertainty in annual precipitation P for the three river basins. It was found that the empirical distribution function of P, according to the χ 2 -criterion, can be approximated by a normal distribution with 93-94% level of confidence. Under this distribution, the uncertainty in the annual precipitation, Un P , is equal to 0.48, 0.31 and 0.47 for the Northern Dvina, Lena and Indigirka rivers, respectively.
Since precipitation in the selected basins has a significant annual course, the uncertainties of monthly precipitation, Un Pm , were also calculated. The empirical probability distribution function for monthly precipitation was also found to be close to normal (or logarithmic normal). For Un Pm calculation, the hypothesis of a normal distribution of monthly precipitation for each month was accepted. Figure 4 shows the uncertainty in estimation of monthly precipitation obtained for the three study rivers. As can be seen in Figure 4 , the values of Un Pm differ slightly by month and, on average, are three times greater than annual precipitation uncertainties (Table 2) . This is because, for the greater averaging intervals, the multidirectional deviations from the mean value are mutually compensated, resulting in a decrease in the relative scatter of the values.
Uncertainties in forcing data result in uncertainties in river runoff. Figures 5 and 6 depict the dynamics of monthly and annual runoff averaged over 45 experiments for the three rivers, and the confidence intervals, where the values of runoff appear with 95% probability. In addition, the dynamics of the observed river runoff representing a specific temporal runoff trajectory (just Table 2 . Estimates of mean annual and monthly uncertainties of the water balance components (precipitation P, river runoff R and evapotranspiration ET) for the Northern Dvina, Indigirka and Lena river basins. a single trajectory out of the infinite number of possible ones) that occurred in nature under the current climate are shown. It is clearly seen that the observed runoff values are mostly within the 95% confidence interval, though sometimes outside. The latter can be explained by the following factors. First, the uncertainties are also random variables of the same probability. Second, the calculations of both the mean runoff values and their uncertainties were carried out on the basis of simulated meteorological fields, which inevitably introduces a systematic error. Figure 5 illustrates that the values of the observed river runoff represent only one natural realization corresponding to a certain weather pattern which, in turn, also represents only one random realization out of numerous (due to weather noise) possible ones under the given climatic conditions. As such, measured runoff cannot provide complete information about natural runoff under current climate and, therefore, should be used with caution for predicting runoff in a changing climate. Since runoff includes a random component (due to weather noise influencing the runoff formation), it should be characterized by the mean monthly runoff, M(R m ), averaged in accordance with a distribution function, annual course of its mean square deviation, σ Rm , and monthly uncertainties, Un Rm , as well as by annual runoff uncertainty, Un R , averaged over years and experiments.
Estimation of the above variables was performed by the same technique as for the precipitation. Figure 7 shows climatic (i.e. averaged over 1980-2012 and over 45 experiments) monthly runoff values and their uncertainties for the chosen rivers. For comparison, annual river runoff uncertainties, equal to 0.66, 0.35 and 0.43 for the Northern Dvina, Lena and Indigirka rivers, respectively, are also given. As can be seen in Figure 7 , the uncertainty of monthly runoff for all rivers varies slightly during a year, with the exception of May. This is because the spring flood due to snowmelt for the selected rivers usually starts in May, when a sharp increase in runoff happens. Since meteorological conditions have a stochastic component on a synoptic scale, the date of the beginning of the flood varies within 5-15 days over the years, while May runoff varies from values of less than a millimetre (the flood has not started yet, especially for the Siberian rivers) to several millimetres. As a result, the standard deviation of runoff in May is quite large as compared to its mean value, which results in large runoff uncertainty in May for the three rivers.
The uncertainties in river runoff can be compared with the uncertainties in precipitation (compare Figs. 4  and 7) . The ratio of mean monthly precipitation uncertainty to annual precipitation uncertainty is nearly 1.5-2.0 times larger than the same ratio for runoff (see Table 2 ).
It should be noted that the degree of uncertainty in river runoff depends on the natural conditions of a river basin. In particular, it is related to the degree of regularity of the annual course of river feeding. The smallest uncertainty in runoff corresponds to rivers with a clearly pronounced annual course of feeding. The rivers under study have a pronounced annual course of runoff, with the lowest flow in winter when precipitation accumulates on the surface of the basins in the form of snow, and clear peaks of spring flood, when snowmelt occurs. That is why the values of uncertainty in monthly runoff for all the three rivers are rather similar (Fig. 7 and Table 2 ).
The obtained differences in uncertainties correlate to some extent with the size of a basin. The larger the river basin the lower the value of estimated uncertainty due to the compensation effect (as in the case with different time intervals of averaging). Thus, in the case of a large river basin, uncertainties of opposite sign in separate parts of the basin can even out the total effect. As a result, in general, the greater the number of parts composing a basin, the less the total uncertainty.
The technique for estimating the uncertainty of evapotranspiration, ET, was the same as for precipitation and runoff. In so doing, relative uncertainties of ET were not estimated, because, in contrast to the positive values of precipitation and runoff, ET values can be negative. Figure 8 shows the dynamics of simulated mean annual ET trend, M(ET), for the considered rivers, averaged in accordance with a distribution function (close to normal, as confirmed by statistical analysis), and 95% confidence intervals for ET values. Analysis of the results obtained allows one to reach the following conclusions. Figure 6 . Estimates of mean annual runoff, M(R), the boundaries of their absolute uncertainties, Un R,abs , of 95% confidence probability and measured annual runoff of the Northern Dvina, Lena and Indigirka rivers.
First, evapotranspiration significantly differs for the selected rivers because of the differences in climatic conditions. Thus, the Northern Dvina River basin is situated in the European part of the Russian Federation (Fig. 1) , which is still influenced by the Atlantic Ocean, making the climate of the river basin milder as compared to the sharply continental and much more severe climate of the Lena and Indigirka rivers. The duration of the cold season increases from west to east, i.e. from the Northern Dvina River to the Indigirka. Besides, mean annual precipitation is equal to 650-800, 200-400 and 250-450 mm for the Northern Dvina, Lena and Indigirka basins, respectively (Gusev et al. 2011 (Gusev et al. , 2013 (Gusev et al. , 2016a . These circumstances result in higher evapotranspiration over the Northern Dvina basin compared to the Lena and especially to the Indigirka, this being the northernmost of the three rivers.
Second, absolute uncertainties of ET primarily depend on climatic conditions. Higher evapotranspiration results in larger uncertainties. Thus, uncertainties in ET obtained for the Lena and Indigirka basins with 1983-1998, 1980-1999 and 1975-1991 for the Northern Dvina, Lena and Indigirka, respectively, are also depicted. For comparison, the uncertainty of annual river runoff is also shown. more severe and more similar climatic conditions are lower than for the Northern Dvina (Table 2) .
Third, long-term trends of annual evapotranspiration behave differently (which is statistically confirmed). Thus, basin evapotranspiration does not change with time for the Northern Dvina River, increases for the Lena, and decreases for the Indigirka. Such differences are due to differences in the dynamics of climatic conditions during the reference period. The dynamics of evolution of evapotranspiration is governed by changes in both incoming radiation and precipitation. Changes in the ratio of these two characteristics control the trend of evapotranspiration. Apparently, for the Indigirka River, this ratio changed in a way that resulted in a small decrease in evapotranspiration, in contrast to the Lena River basin where a small increment was obtained. Figure 9 shows the annual course of monthly evapotranspiration, ET m , and its absolute uncertainty, Un ETm , abs . A comparison of the annual uncertainty of evapotranspiration, Un ET , abs , with monthly Un ETm , abs for the three river basins (Table 2) shows that the former is nearly 2-3 times less than the latter (because, as mentioned above, the longer the period of averaging of a random variable the lower the mean value of the variable).
Spectral density of the water balance components
Besides the estimation of uncertainty of the water balance components (precipitation, runoff, evapotranspiration) it is of interest to analyse their spectral densities, allowing one to reveal harmonics of frequencies f characterized by the highest intensity under the expansion of the temporal evolution of a corresponding variable into a Fourier series. This analysis makes it possible to reveal how the spectral density of precipitation (incoming water balance component) differs from spectral densities of outgoing components (river runoff and evapotranspiration) and which frequencies dominate in different water balance components, and thus to reveal the specific features of a river basin that can be considered as a frequency filter translating spectral densities of precipitation into spectral densities of river runoff and evapotranspiration. Thus it can be shown how the weather noise of atmospheric characteristics transforms into the noise of hydrological variables.
First, the spectral density of precipitation, S P (f), is considered. Figure 10 shows examples of S P ðf Þ for the Northern Dvina, Lena and Indigirka rivers obtained for 45 experiments. Grey lines show approximations of the spectral densities by functions:
where a and n are empirical coefficients.
The obtained spectral densities include both deterministic and random components in the temporal structure of precipitation. Thus, for all river basins, peaks of S P are clearly seen at frequencies f equal to 1/365 and 1/183 d −1
. These peaks reflect large amplitudes of harmonics under the expansion of precipitation into Fourier series with annual and semi-annual periods T (T = 1/f), which mainly relate to the deterministic component of precipitation structure. There are also several peaks with more or less high amplitudes at approximately the same frequencies in all 45 experiments. The indicated harmonics mostly reflect frequencies associated with deterministic atmospheric variability.
At the same time, in all frequency ranges (starting with high frequencies of synoptic scale, where the frequencies match the periods of 5-15 days, and to frequencies corresponding to harmonic periods up to a year) there are S P values caused mainly by weather noise. The exponents in the approximation equation (Equation (2)) obtained for each river are close to 0.22-0.28. Although some increase of the spectral density with period on sub-seasonal time scales indicates the weak autoregressive nature of precipitation, on the whole, the spectra are very close to a white noise process.
Spectral densities of daily river runoff, S R (f), for the selected rivers are given in Figure 11 . As can be seen from Figure 11 , these differ from the spectral densities of precipitation (Fig. 10) . Consequently, the river basin processes transform the influence of weather noise of precipitation. In particular, the values of S R (f) at highfrequency harmonics (frequency ranges 0.15-0.25 d −1 and higher, which correspond to periods from 1 to 4-7 days) sharply decrease (by an order of 3-4) as compared to S P (f), while the values of low-frequency harmonics increase to some extent. The reason for this is that river runoff at the basin outlet is generated as a result of transformation of runoff, formed in different parts of the basin, being routed within a calculational grid cell and river network. This leads to smoothing of deviation of runoff at the basin outlet from its climatic value as a result of summation of random deviations (with opposite signs) of runoff from each part of the basin.
In addition, variations of winter precipitation do not influence spectral densities of runoff because in winter runoff formation is absent (with the exception of the rare periods with winter snowmelt), while snow accumulation occurs. This also influences the decrease of high-frequency harmonics in S R (f).
All the above factors result in smoothing of the runoff hydrograph. It is well known that the runoff hydrograph (especially for northern rivers) is usually smoother than the annual course of precipitation. As a result, the form of S R (f) for river runoff differs from S P (f) for precipitation. The random process of precipitation with the type of spectral density S P (f) close to white noise transforms into the process of runoff formation with spectral density S R (f), which, as a first approximation, has a shape close to the shape of the spectral density of the lag-1 autoregression process AR1 (e.g. von Storch and Zwiers 1999) and can be approximated by:
where a and b are positive coefficients dependent on the variance and lag-1 autocorrelation of the corresponding time series. In contrast to precipitation, the autoregressive behaviour of daily river runoff leads to the fact that daily runoff values are correlated with one another to a greater degree, at least on synoptic to sub-seasonal time scales. In addition, for the above reasons, the random component in the spectral density at high and middle frequencies decreases, while the deterministic one increases. This explains the decrease of the ratio of the mean uncertainty of monthly runoff to the uncertainty of annual runoff as compared to the same ratio for precipitation.
Spectral densities of daily evapotranspiration, S ET (f), for the Northern Dvina, Lena and Indigirka river basins are presented in Figure 12 . As can be seen from Figure 12 , the S ET (f) for all rivers differ from the spectral densities of precipitation (Fig. 10 ), but to a lesser degree as compared to river runoff (Fig. 11) . The values of harmonics corresponding to the frequencies of synoptic scale (with periods of 2-15 days) decrease. This can be explained by processes slightly smoothing the high-frequency oscillations of evapotranspiration caused by weather noise. In summer, Figure 10 . Spectral densities of daily precipitation S P (f) for the Northern Dvina, Lena and Indigirka river basins. Grey lines are approximations of the trends of S P by the corresponding function (see Equation (2)). such a buffer represents soil water storage on which evapotranspiration (especially transpiration) depends. In winter, the snowpack serves as a buffer (due to which air humidity just above the land surface is equal to saturated humidity). As a result, the S ET (f) has characteristics close to the spectral density of the AR1 autoregression process (like that of river runoff) and daily values of evapotranspiration correlate with one another (although to a lesser degree than daily values of runoff).
Runoff and ET spectra do not show a noticeable dependence on river basin size (except for multi-year to decadal variability of ET). We suggest that weather noiserelated runoff and ET variability on the intra-annual time scale is determined by sub-basin processes, whereas multi-year to decadal variations are linked to long-term oceanic modes of variability. We note also that all analysed basins are located in similar climatic zones.
Thus, the processes occurring within the river basin can be treated as some natural operator (or filter) translating "white" weather noise (related to meteorological variables) into "red" climatic hydrological noise, related here to river runoff and evapotranspiration.
Summary and conclusions
This study illustrates a mechanism of formation of natural uncertainty of hydrological variables caused by the impact of weather noise (representing internal stochastic variability of the atmosphere and determining the lowest limit of uncertainty in the estimates of meteorological variables simulated by climatic models). This uncertainty can be treated as the lowest limit of predictability of hydrological characteristics, which means that further improvement of climatic, hydrological and land surface models will not result in long-term hydrological projections with a lower uncertainty than this limit.
The investigation of weather-related uncertainties of simulated hydrological variables was performed using the land surface model SWAP. As the upper boundary conditions, meteorological fields simulated by the AGCM ECHAM5 for 1979-2012 were used. Fortyfive realizations of the meteorological fields were obtained using the same low boundary forcing and different atmospheric initial conditions, which made it possible to analyse the uncertainties (induced by weather noise) of both meteorological forcing data (in particular, precipitation, as the most important for runoff generation) and hydrological variables (river runoff and evapotranspiration).
As the uncertainty measure, two characteristics were suggested: the absolute uncertainty equal to the difference between the 97.5% and 2.5% quantiles of a variable X and the relative uncertainty (for the positive variables) defined as the ratio of the absolute uncertainty to the estimate of the mean value of X.
The technique was applied for estimating the uncertainties in simulated water balance components (precipitation, river runoff and evapotranspiration) on different time scales (annual and monthly) and for three river basins: the Northern Dvina, Lena and Indigirka. The results show that the monthly uncertainties for all water balance components are higher than the annual ones. Furthermore, the greater a river basin area, the fewer the uncertainties in the estimates of the water balance components. However, this dependency seems to be smoothed out by the differences in natural conditions of the basins under study, which apparently play a greater role than the basin area. More precise identification of the role of these factors requires continuation of the work to obtain estimates of the uncertainty of the water balance components for a larger number of river basins of the world, situated in more contrasting climates than the basins under study.
For the selected river basins, the spectral densities of the water balance components were calculated. Changes of the spectral densities in the precipitation-river runoff-evapotranspiration sequence due to the impact of processes occurring within the river basins were shown. The spectral density of precipitation (being close to the spectral density of white noise) translates into the spectral densities of river runoff and evapotranspiration, which correspond to red noise spectral densities of the autoregression AR1 process. At the synoptic to sub-seasonal time scale, daily values of river runoff and evapotranspiration are autocorrelated. The obtained spectral densities of the water balance components illustrate that the formation of hydrological noise caused by the impact of weather noise of atmospheric processes can be described by the AR1 process.
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