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1 La complexite´ de Kolmogorov
1.1 Des suites pas vraiment ale´atoires
Imaginez qu’un apre`s-midi ou` vous n’avez rien d’autre a` faire, vous de´cidiez
de prendre une pie`ce de monnaie, et de tirer a` pile ou face mille fois de suite.
Imaginez de plus que vous obteniez alors le re´sultat :
PPPPPPPPPP . . . (mille piles)
Il y a la` de quoi s’interroger. La suite obtenue ne semble absolument pas
≪ ale´atoire ≫, mais en y re´flechissant, du point de vue de la the´orie usuelle
des probabilite´s, cette suite a rigoureusement la meˆme probabilite´ d’occurence
que n’importe quelle autre suite de la meˆme longueur. Mais quel joueur, fut-il
mathe´maticien, ne concluerait pas imme´diatemment devant un tel re´sultat que
la pie`ce est biaise´e ? Nous sommes donc ici face a` un paradoxe que la the´orie
usuelle des probabilite´s est impuissante a` re´soudre.
Une re´ponse a` ce paradoxe fut apporte´e en 1965 par Kolmogorov [Kol65] 1
(de´ja` a` l’origine de la formalisation axiomatique du calcul des probabilite´s !).
L’intuition de Kolmogorov est la suivante : si la suite PPPPPP . . . nous semble
surprenante, c’est qu’elle est simple, c’est-a`-dire facile a` de´crire. Et Kolmogorov
de proposer de de´finir la complexite´ d’un objet comme e´tant la longueur de
sa plus petite ≪ description ≫. Il s’agit bien entendu d’eˆtre prudent sur ce que
l’on appelle ≪ description ≫, car les paradoxes roˆdent, notamment le ce´le`bre
paradoxe de Berry, qui consiste en l’expression :
Le plus petit entier naturel qui ne peut pas eˆtre de´crit avec moins de deux
cents caracte`res
1. Des ide´es similaires furent de´veloppe´es a` la meˆme e´poque par Solomonoff [Sol64] et
Chaitin [Cha66, Cha75], ce qui donne lieu, encore aujourd’hui, a` d’incessantes querelles de
paternite´. Nous nous garderons bien d’y prendre part, et renvoyons le lecteur curieux aux
articles originaux.
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Cette expression comportant moins de deux cents caracte`res, l’entier n qu’elle
de´crit est en contradiction meˆme avec sa de´finition. La solution propose´e par
Kolmogorov pour e´viter ce genre d’e´ccueil est d’adopter un point de vue inspire´
de l’informatique, dans lequel ≪ description ≫ s’entend par ≪ programme infor-
matique ≫. La complexite´ de Kolmogorov d’un objet fini x (suite de piles/faces,
entier naturel, graphe fini, etc) est donc la taille du plus petit programme infor-
matique permettant de ge´ne´rer x. On ne peut s’empeˆcher de faire l’analogie avec
le principe du Rasoir d’Occam, couramment interpre´te´ dans la science moderne
comme la recherche de l’explication la plus simple a` une observation. Ici l’objet
observe´ est x, et sa plus simple ≪ explication ≫ est le plus petit programme
informatique qui produit x.
1.2 Un peu de calculabilite´
Le lecteur rigoureux ne manquera pas de faire remarquer que la de´finition
de la complexite´ de Kolmogorov que nous venons de proposer est encore un peu
trop vague. Le terme ≪ programme informatique ≫ est tre`s ge´ne´ral : il existe
divers langages de programmation (Pascal, Caml, C, Java, etc.), et le re´sultat
d’un programme informatique donne´ de´pend e´galement du syste`me d’exploita-
tion (Windows, Unix, etc) sur lequel il est exe´cute´. Il paraˆıt donc peu aise´ de
donner une de´finition absolue de la notion de programme informatique.
Ceci peut ne´anmoins eˆtre fait de fac¸on rigoureuse graˆce aux travaux d’Alan
Turing, datant du milieu des anne´es 1930. Turing propose un mode`le mathe´matique
d’ordinateur (et ce bien avant l’apparition des ordinateurs que nous connaissons
aujourd’hui !), appele´ machine de Turing. Une machine de Turing consiste en :
– un ruban de lecture, compose´ d’une infinite´ de cases, chaque case pouvant
contenir un des trois caracte`res 0,1, et B (blanc).
– une teˆte de lecture/e´criture, qui se de´place sur le ruban case par case
– un ensemble fini d’e´tats dans lequels peut se trouver la teˆte, dont deux
particuliers, l’e´tat initial qI , et l’e´tat final qF .
– une table de transition, qui peut eˆtre vue comme une fonction a` deux pa-
rame`tres, prenant en entre´e l’e´tat actuel de la teˆte, et le symbole pre´sent
sur la case lue par la teˆte, et donnant les instructions a` effectuer dans ce
cas, qui sont au nombre de trois : (1) e´crire un nouveau symbole sur la
case, (2) de´placer la teˆte de lecture d’une case vers la droite ou d’une case
vers la gauche, (3) changer l’e´tat de la teˆte de lecture. On peut repre´senter
cette table de transition comme un ensemble de quintuple´s ; par exemple,
le quintuple´ (q3, B, 1,←, q5) signifie que si la teˆte est dans l’e´tat q3 et lit le
symbole B, alors elle e´crit a` la place le symbole 1, se de´plce vers la gauche
et passe dans l’e´tat q5.
Un calcul d’une machine se de´roule de la fac¸on suivante. Initialement, on
place une suite finie de symboles 0 ou 1 (la valeur d’entre´e du calcul) au de´but
du ruban, que l’on comple`te par une infinite´ de B. La teˆte de lecture/e´criture
est place´e en face de la premie`re case, dans l’e´tat qI . Puis on exe´cute les instruc-
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tions donne´es par la table de transition. Si a` un moment donne´ la teˆte de lecture
passe dans l’e´tat final qF , le calcul s’arreˆte, et le re´sultat (valeur de sortie) est














1 0 1 0 1 B BB
q
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Une machine de TuringM calcule donc une application (note´e e´galementM ,
par souci de simplicite´) de l’ensemble des suites binaires finies, habituellement
note´ {0, 1}∗, dans lui-meˆme. Cette application est en ge´ne´ral partielle car une
machineM peut, sur une entre´e donne´e p, ne jamais atteindre l’e´tat final. Aussi
rudimentaire que peut paraˆıtre une machine de Turing, on peut montrer que
toute fonction calculable (de {0, 1}∗ dans lui-meˆme) par ordinateur l’est par
une machine de Turing. On a ainsi un mode`le de calcul simple mais suffisam-
ment puissant pour formaliser notre intuition de de´part, par la correspondance
ordinateur = machine de Turing
programme/description = valeur d’entre´e du ruban (au de´but du calcul)
objet de´crit = valeur de sortie du ruban (a` la fin du calcul)
1.3 Vers une de´finition formelle de la complexite´ de Kol-
mogorov
Ainsi, lorsque l’on a un calcul du type M(p) = x, p peut-eˆtre vu comme
une description de la suite binaire finie x relativement a` la machine M . On peut
alors de´finir la complexite´ de Kolmogorov relativement a`M de x (note´e KM (x))
comme e´tant la longueur du plus petit p tel que M(p) = x, formellement :
De´finition 1. La complexite´ de Kolmogorov de x ∈ {0, 1}∗ relativement a` une
machine M est de´finie par
KM (x) = min
{
|p| : M(p) = x
}
(ou` |p| de´signe la longueur de p), avec la convention KM (x) = +∞ si aucun p
ne satisfait M(p) = x.
Il demeure que la complexite´ KM de´pend de la machine M , alors que l’on
souhaite avoir une notion de complexite´ de Kolmogorov absolue. Sans pouvoir
supprimer totalement cette de´pendance, il est possible de la minimiser. En effet,
il existe des machines de Turing universelles, c’est-a`-dire qui peuvent simuler
toute autre machine. Plus pre´cise´ment, il existe une e´nume´rationM0,M1, . . . des
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machines de Turing 2 et une machine U telle que, sur l’entre´e 0k1p (k symboles
0, suivis de 1 puis de p), U retourne Mk(p).
Proposition 2. La machine universelle U pre´sente´e ci-dessus est optimale
pour la complexite´ de Kolmogorov, c’est-a`-dire que pour toute machine M , il
existe une constante cM telle que
KU ≤ KM + cM
Preuve : soitM une machine de Turing, et soit k son indice dans l’e´nume´ration
des machines. Pour tout x ∈ {0, 1}∗, s’il existe p tel que M(p) = x, on a alors
U(0k1p) = x par de´finition de U , et donc par de´finition de la complexite´ de
Kolmogorov, KU (x) ≤ KM (x)+(k+1). En prenant cM = k+1, on a le re´sultat
voulu.
La proposition pre´ce´dente permet finalement de de´finir la complexite´ de
Kolmogorov d’une suite binaire finie x, en posant
K(x) = KU (x)
ou` U est une machine de Turing optimale, fixe´e une fois pour toutes. Comme
nous l’avons dit plus haut, notre de´finition de la complexite´ de Kolmogorov
n’est pas inde´pendante de la machine U , mais elle l’est a` une constante pre`s.
La the´orie de complexite´ de Kolmogorov est donc une the´orie asymptotique :
dire que K(0001101) = 3 n’a aucun sens, mais on peut par exemple dire que
si x est une suite binaire de longueur n, dont les n/2 premiers bits sont des
ze´ros, alors K(x) ≤ n/2 + O(1). On notera que la Proposition 2 assure que
K(x) < +∞ pour tout x, et meˆme que K(x) ≤ |x| + O(1). En effet, si M est
la machine calculant la fonction identite´ (c’est-a`-dire la machine qui sur toute
entre´e s’arreˆte imme´diatement sans rien faire), on a pour tout x, KM (x) = |x|,
et donc KU (x) ≤ |x|+O(1) par la Proposition 2. Ceci est clair intuitivement :
pour de´crire un x donne´, une fac¸on de proce´der est de de´crire x explicitement,
c’est-a`-dire d’en e´noncer les bits un par un.
Nous avons jusqu’a` maintenant de´fini la complexite´ de Kolmogorov unique-
ment pour les suites binaires finies. Mais, comme les informaticiens le savent
bien, la plupart des objets finis dont l’ensemble est de´nombrable peuvent s’en-
coder facilement par des suites binaires. Ainsi, un entier n peut se repre´senter
par son e´criture binaire, ou encore par 0n, une paire d’entiers (n,m) par 0n1m,
un graphe fini a` n sommets comme une matrice carre´e n × n a` coefficients bi-
naires, elle-meˆme repre´sentable par une suite binaire de n2 e´lements, etc. On
peut donc ainsi, ayant choisi un encodage, de´finir la complexite´ de Kolmogorov
d’un entier, d’un rationel, d’un graphe fini, etc, comme e´tant la complexite´ de
Kolmogorov de la suite binaire finie le repre´sentant. Le lecteur attentif (tou-
jours lui !) objectera que la complexite´ de Kolmogorov de tels objets de´pendra
de l’encodage choisi. C’est exact, mais seulement a` une constante additive pre`s
2. le fait qu’il n’existe qu’une quantite´ de´nombrable de machines de Turing est clair par la
de´finition pre´sente´e plus haut
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(la complexite´ de Kolmogorov elle-meˆme e´tant de´finie a` une constante additive
pre`s, ce n’est donc pas un proble`me !), comme le montre le lemme suivant :
Lemme 3. Pour toute fonction f calculable, il existe une constante cf telle que
pour x ∈ {0, 1}∗ :
K(f(x)) ≤ K(x) + cf
Preuve : soit M la machine de Turing qui sur une entre´e p, calcule f(U(p))
(ou` U est notre machine optimale fixe´e). Une telle machine existe car la com-
pose´e de deux fonctions calculables est toujours calculable 3. Soit x une suite
binaire finie. Soit p le plus court programme pour U qui produit x (i.e., tel que
|p| = K(x)). On a par definition M(p) = f(U(p)) = f(x). Donc KM (f(x)) ≤
K(x), et par la Proposition 2, il suit que K(f(x)) ≤ K(x) + cM . En prenant
cf = CM on a le re´sultat voulu.
Ainsi, si x et y sont deux encodages d’un meˆme objet (par exemple un
rationel), en prenant f et g les fonctions permettant de passer d’un codage a`
l’autre, le Lemme ci-dessus prouve que
∣∣K(x) − K(y)
∣∣ = O(1). De fac¸on plus
ge´ne´rale, le Lemme 3 exprime le fait que l’on ne peut pas cre´er de la complexite´
de Kolmogorov par des moyens algorithmiques.
1.4 Des suites finies ale´atoires
Ainsi e´quipe´s de la notion de complexite´ de Kolmogorov, nous pouvons enfin
formaliser la notion de suite finie ale´atoire comme e´tant une suite n’admettant
pas de description plus petite qu’elle-meˆme :
De´finition 4. Une suite binaire finie x est dite ale´atoire si K(x) ≥ |x|. De
meˆme, pour un type d’objet fini, on dit qu’un objet x est ale´atoire si sa repre´sentation
sous forme de suite binaire l’est (l’encodage e´tant fixe´ a` l’avance). Plus ge´ne´ralement,
on dit qu’un objet x est c-ale´atoire si K(x) ≥ |x| − c.
Notons que pour tout n il existe ne´cessairement des suites binaires ale´atoires
de longueur n. En effet, le nombre de programmes de longueur au plus n−1 est
e´gal a` 20 +21 + . . .+2n−1 = 2n− 1 ; il existe donc moins de descriptions poten-
tielles de longueur au plus n−1 que de suites de longueur n, ce qui prouve notre
assertion. Le meˆme argument combinatoire montre que parmi les suites binaires
de longueur n, au plus 2n−c ne sont pas c-ale´atoires (soit une proportion d’au
plus 2−c de suites non c-ale´atoires). Par exemple, pour c = 10, au moins 99, 9%
des suites d’une longueur n donne´e sont c-ale´atoires. Ceci correspond bien a`
l’intuition que les suites finies ale´atoires (ou quasi-ale´atoires) doivent eˆtre nom-
breuses, de sorte que si l’on tire une suite binaire au hasard, la suite obtenue
sera ale´atoire avec grande probabilite´ (ce qui est bien la moindre des choses !)
3. un fait intuitivement e´vident, mais que nous admettrons ici car il n’est pas si facile de
le prouver directement avec les machines de Turing.
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Il est en revanche a` noter que la notion d’objet ale´atoire (ou c-ale´atoire)
n’est pas robuste. En effet, la complexite´ de Kolmogorov n’est de´finie qu’a` une
constante pre`s (de´pendant de la machine optimale U choisie), mais modifier la
constante peut changer l’ensemble des suites ale´atoires. A bien y re´fle´chir, le fait
de ne pas avoir dans le cas des suites binaire finies une distinction absolue entre
≪ ale´atoire ≫ et ≪ non-ale´atoire ≫ est sans doute une bonne chose : quel sens
aurait l’affirmation ≪ 0000 n’est pas ale´atoire ≫ ? On peut en revanche affirmer
que pour n suffisamment grand, la suite 0n n’est pas ale´atoire. En effet, soit f
la fonction de N dans {0, 1}∗ qui a` n associe 0n. D’apre`s le Lemme 3, on a
K(0n) = K(f(n)) ≤ K(n) +O(1)
Or, un entier n peut se repre´senter par une suite binaire de longueur log(n) +
O(1) : son e´criture en base 2. Ainsi, pour tout entier n, K(n) ≤ log(n) +O(1).
Il suit des deux ine´galite´s pre´ce´dentes que
K(0n) ≤ log(n) +O(1)
Et donc, pour n suffisamment grand, la complexite´ de 0n, de l’ordre de log(n),
est beaucoup plus petite que sa longueur, qui est n. Voila` qui apporte une
re´ponse partielle au paradoxe du de´but de cet article : pour tout n assez grand,
la suite PPPPPP . . . (n fois P ) n’est pas ale´atoire (on peut en effet identifier
Pn a` 0n par l’encodage P 7→ 0 et F 7→ 1).
Au dela` de cet exemple simple, la notion de suite binaire ale´atoire est riche
d’applications, notamment a` l’algorithmique et a` la combinatoire. On peut en
effet, pour donner une une borne infe´rieure sur complexite´ d’un algorithme,
utiliser les suites ale´atoires comme ≪ pire cas ≫, et estimer la complexite´ de
l’algorithme sur ces suites seulement.
Il arrive e´galement que l’on puisse utiliser la complexite´ de Kolmogorov pour
prouver la correction d’algorithmes probabilistes. En plus de son entre´e x, un
algorithme probabiliste posse`de une seconde entre´e, qui peut eˆtre vue comme
une chaˆıne de bits ale´atoires r, que l’algorithme utilise lors de son exe´cution.
Pour prouver que l’algorithme est correct, il est d’usage de prouver que pour
toute entre´e x, la probabilite´ que r fasse que l’algorithme retourne la bonne
re´ponse est haute. Une autre fac¸on de proce´der est de prouver que si r est une
suite ale´atoire (ou quasi-ale´atoire), alors l’algorithme est correct. Cette tech-
nique a re´cemment e´te´ utilise´e de fac¸on spectaculaire par Moser [Mos09] pour
obtenir un re´sultat majeur en combinatoire, a` savoir une version constructive
(via un algorithme probabiliste) du lemme local de Lova´sz (voire [For09] pour
une bonne “vulgarisation” de ce re´sultat).
Il n’est pas possible, dans ces quelques pages, de donner un expose´ plus
de´taille´ de tels arguments. Cependant, afin de comprendre le type de techniques
qu’ils peuvent mettre en jeu, nous allons donner une preuve alternative d’un
the´ore`me e´le´mentaire bien connu en utilisant la complexite´ de Kolmogorov :
il existe une infinite´ de nombres premiers. Supposons en effet qu’il en existe
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seulement un nombre fini p1 < . . . < pk. On a alors une surjection (calculable) f
de Nk dans N \ {0} de´finie par
f(α1, . . . , αk) = p
α1
1
. . . pαkk
Soit maintenant un entier n ale´atoire, c’est-a`-dire que sa repre´sentation binaire
est une suite ale´atoire. Cette suite a pour taille log(n)+O(1), et comme elle est
ale´atoire on a par de´finition K(n) = log(n) +O(1). Soit alors (α1, . . . , αk) le k-
uplet tel que f(α1, . . . , αk) = n. D’apre`s le Lemme 3, on aK(n) ≤ K(α1, . . . , αk)+
O(1). Comme les nombres premiers pi sont tous au moins e´gaux a` 2, les αi sont
tous d’ordre O(log n), et donc repre´sente´s par une suite binaire de longueur
O(log logn). Donc :
log(n) +O(1) = K(n) ≤ K(α1, . . . , αk) = O(k log logn)
ce qui est bien suˆr une contradiction pour n suffisamment grand.
Dans cette premie`re partie, nous avons vu comment donner un sens a` la
notion d’ale´atoire pour les suites binaires finies (et les objets qui peuvent eˆtre
repre´sente´s ainsi), via la complexite´ de Kolmogorov. Insistons une nouvelle fois
sur le fait que la notion de complexite´ de Kolmogorov est plus quantitative que
qualitative, et ne permet pas de dire si une suite de dix mille ≪ piles≫ obtenue en
jouant a` pile ou face est ale´atoire ou non. Supposons maintenant que l’on lance
une pie`ce e´quilibre´e une infinite´ de fois, et que l’on obtienne la suite PPP . . .
(uniquement des piles). On a envie dans ce cas de dire que cette suite n’est pas
ale´atoire. On peut donc ainsi espe´rer de´finir un crite`re qualitatif d’ale´atoire sur
l’ensemble des suites binaires infinies c’est-a`-dire, de´finir de fac¸on absolue quelles
suites sont ale´atoires et quelles suites ne le sont pas. C’est en effet possible, non
seulement dans le cas des suites binaires infinies, mais dans de nombreux espaces
de probabilite´, comme nous allons le voir maintenant.
2 Ele´ments ale´atoires et pseudo-ale´atoires dans
les espaces de probabilite´s
Si l’on tente de de´finir mathe´matiquement ce que pourrait vouloir dire, pour
un e´le´ment d’un espace de probabilite´, qu’eˆtre ≪ ale´atoire ≫, on s’attend a` ce
qu’un tel e´le´ment soit typique vis-a`-vis de la mesure de probabilite´ sous-jacente,
c’est-a`-dire qu’il ve´rifie ≪ la plupart ≫ des proprie´te´s vraies avec probabilite´ 1,
ou qu’il soit dans ≪ la plupart ≫ des ensembles de mesure 1. Sauf dans le
cas ou` l’espace de probabilite´ est discret, on ne peut e´videmment pas exiger
d’un e´le´ment qu’il soit dans tous les ensembles de mesure 1. Alors quel sens
donner a` l’expression ≪ la plupart ≫ ? La the´orie de la calculabilite´ (qui permet
de formaliser la notion d’algorithme, et que l’on a pre´sente´e ci-dessus via les
machines de Turing), et plus ge´ne´ralement l’analyse calculable (la the´orie qui
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permet de manipuler les objets, structures de l’analyse mathe´matique avec des
algorithmes) fournissent des re´ponses satisfaisantes a` cette question.
L’ide´e est donc de de´finir un e´le´ment ale´atoire comment un e´le´ment qui
ve´rifie toutes les proprie´te´s de mesure 1 qui peuvent eˆtre ≪ de´crites par un
algorithme≫. Tout le proble`me est donc de donner un sens pre´cis a` cette dernie`re
expression et nous verrons qu’il existe plusieurs notions non e´quivalentes, ayant
chacune son inte´reˆt propre.
Pour de´finir comment un algorithme peut de´crire un ensemble mesurable,
nous partirons du re´sultat classique de la the´orie de la mesure.
The´oreme 5. Sur tout espace me´trique X, toute mesure de probabilite´ bore´lienne
P est re´gulie`re, c’est-a`-dire que pour tout bore´lien A ⊆ X et tout ǫ > 0, il existe
un ferme´ F et un ouvert G tels que F ⊆ A ⊆ G et P (G \ F ) < ǫ.
Une manie`re de de´crire un bore´lien est donc de fournir une suite de ferme´s
et une suite d’ouverts approchant l’ensemble par l’inte´rieur et l’exte´rieur res-
pectivement.
Nous travaillons ici sur l’ensemble R des nombres re´els muni de la σ-alge`bre
B des bore´liens. Tout peut se ge´ne´raliser aux espaces me´triques se´parables.
2.1 L’approche de Martin-Lo¨f
L’approche de Martin-Lo¨f s’appuie sur une version calculable de la re´gularite´
des mesures.
De´finition 6. Un ensemble A est Martin-Lo¨f P -mesurable s’il existe une
machine de Turing qui, sur l’entre´e n, de´crit un ferme´ Fn et un ouvert Un tels
que Fn ⊆ A ⊆ Un et P (Un \ Fn) < 2
−n.
De´crire un ouvert U ⊆ R, c’est produire une liste (infinie) d’intervalles ou-
verts a` bornes rationnelles dont l’union est U . De´crire un ferme´ F , c’est de´crire
l’ouvert R \ F .
La de´finition 6 est une ge´ne´ralisation d’une de´finition due a` Martin-Lo¨f, qui
s’est limite´ dans [ML66] aux ensembles de mesure nulle (l’algorithme n’ayant
alors pas a` fournir les ferme´s Fn). Faisons quelques observations a` propos de
cette notion :
Remarques. – La description produite par l’algorithme est partielle dans
le sens ou` elle ne caracte´rise pas l’ensemble A. En fait, l’algorithme de´crit








Ainsi, la description fournie par l’algorithme peut e´ventuellement distin-
guer deux bore´liens P -e´quivalents : il existe (sauf dans le cas d’une me-
sure discre`te) des bore´liens A′ qui sont P -e´quivalent a` A mais ne satisfont
pas la double-inclusion (1) : il suffit par exemple d’enlever un e´le´ment de⋃
n Fn a` A. Ainsi, l’information donne´e par l’algorithme sur A est plus
fine qu’une description de la classe d’e´quivalence de A.
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– En re´alite´, si A est Martin-Lo¨f P -mesurable, il existe des bore´liens A′ qui
sont P -e´quivalents a` A mais qui ne sont pas Martin-Lo¨f P -mesurables.
The´oreme 7 (Martin-Lo¨f [ML66]). L’intersection de tous les ensembles Martin-
Lo¨f P -mesurables de mesure 1 est Martin-Lo¨f P -mesurable.
On note MP cette intersection et on qualifie de Martin-Lo¨f P -ale´atoires
ses e´le´ments.
Notons MP la collection des ensembles Martin-Lo¨f P -mesurables. Ce n’est
pas une σ-alge`bre en ge´ne´ral, mais
1. C’est une alge`bre boole´enne
2. Si pour tout i ∈ N, Ai est Martin-Lo¨f P -mesurable et s’il existe un meˆme
algorithme qui sur l’entre´e i de´crit Ai et si P (
⋃
iAi) est un nombre calcu-
lable, alors P (
⋃
iAi) est Martin-Lo¨f P -mesurable, et de meˆme pour
⋂
iAi.
Nous e´tions partis d’un espace de probabilite´ (R,B, P ). Conside´rons l’en-
semble MP , la collection MP de parties de MP , et la restriction de P a` MP .
(MP ,MP , P ) n’est pas un espace de probabilite´ car MP n’est pas une σ-alge`bre.
Ne´anmoins, MP a une structure proche, qui permet, dans certaines limites, de
≪ faire des probabilite´s ≫ sur cette structure. En voici un exemple.
Lemme 8 (Borel-Cantelli). Soient Ai des ensembles uniforme´ment Martin-Lo¨f
P -mesurables tels que
∑
i P (Ai) <∞. Alors




j>iAj est Martin-Lo¨f P -mesurable, et de mesure nulle.
ii) MP ⊆ (lim supAi)
c
.
(on utilise ci-dessus la notation Ec pour de´signer le comple´mentaire d’un
e´ve`nement E). Ainsi, la conclusion n’est pas que P -presque tout e´le´ment n’ap-
partient qu’a` un nombre fini de Ai, mais que cela est vrai de tout e´lement de MP .
Ainsi chacun des points Martin-Lo¨f P -ale´atoires se comporte bien de manie`re
typique pour cette proprie´te´.
Remarquons que dans le lemme classique, l’analogue de (i) n’est pas explicite´
puisqu’il se de´duit imme´diatement du fait que l’on dispose d’une σ-alge`bre.
2.2 L’approche de Schnorr
Montrer qu’un ensemble de mesure 1 est Martin-Lo¨f P -mesurable, c’est l’ap-
procher de l’inte´rieur par des ferme´s dont on controˆle la mesure. Dans bien des
cas, on connaˆıt pre´cise´ment la mesure de ces ferme´s, ou tout au moins, on peut
concevoir un programme qui va estimer leurs mesures avec n’importe quelle
pre´cision. C’est par exemple le cas dans la loi forte des grands nombres.
La de´finition suivante, plus forte que la De´finition 6, requiert explicitement
que l’on puisse estimer a` l’aide d’un algorithme les mesures des ferme´s et ouverts
approchant le bore´lien. On dira qu’une machine de Turing de´crit un re´el x si
elle produit une suite de rationnels qn (encode´s sous forme de suites binaires
finies) ve´rifiant |qn − x| < 2
−n. Un re´el x est dit calculable s’il peut eˆtre de´crit
par une machine de Turing. L’ensemble des re´els calculables est de´nombrable
puisque l’ensemble des algorithmes l’est.
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De´finition 9. Un ensemble A est Schnorr P -mesurable s’il existe un algo-
rithme qui, sur l’entre´e n, de´crit un ferme´ Fn, un ouvert Un et leurs mesures
respectives, tels que Fn ⊆ A ⊆ Un et P (Un \ Fn) < 2
−n.
De la meˆme fac¸on, notons SP la collection des ensembles Schnorr P -mesurables.
Par de´finition, la Schnorr P -mesurabilite´ est plus forte que la Martin-Lo¨f P -
mesurabilite´, c’est-a`-dire que SP ⊆ MP . Encore une fois, SP n’est pas une
σ-alge`bre en ge´ne´ral mais posse`de les meˆme proprie´te´s que MP :
1. C’est une alge`bre boole´enne
2. Si pour tout i ∈ N, Ai est Schnorr P -mesurable et qu’il existe un meˆme
algorithme qui sur l’entre´e i de´crit Ai et si P (
⋃
iAi) est un nombre cal-
culable, alors P (
⋃
iAi) est Schnorr P -mesurable, et de meˆme pour
⋂
iAi.
Cette notion plus forte induit une autre notion d’e´le´ment ale´atoire, plus
faible.
De´finition 10. On note SP l’intersection de tous les ensembles Schnorr P -
mesurables de mesure 1, et on appelle Schnorr P -ale´atoires ses e´le´ments.
La situation est alors bien diffe´rente, puisque l’analogue du The´ore`me 7 n’est
pas vrai en ge´ne´ral, comme le montre le the´ore`me suivant (la mesure P est dite
non-atomique si elle n’a pas de point de concentration, c’est-a`-dire de point
x ∈ [0, 1] tel que P ({x}) > 0).
The´oreme 11. Si la mesure P est non-atomique, SP n’est pas Schnorr P -
mesurable.
Ce re´sultat est un corollaire du re´sultat suivant :
The´oreme 12. Tout ensemble Schnorr P -mesurable de mesure non nulle contient
un e´le´ment calculable.
En effet, pour obtenir le The´ore`me 11 a` partir du The´ore`me 12, il suffit de
remarquer que si un point calculable est de P -mesure nulle, il n’est pas Schnorr
ale´atoire. Ainsi si P n’a pas d’atome, aucun point Schnorr P -mesurable n’est
calculable, donc SP , de mesure 1, ne peut pas eˆtre Schnorr P -mesurable.
Notons qu’inversement, ce dernier the´ore`me n’a pas d’analogue dans le cadre
de Martin-Lo¨f, puisque MP , Martin-Lo¨f P -mesurable et de mesure 1, ne contient
pas de point calculable (toujours dans le cas ou` P n’a pas d’atome).
Le The´ore`me 12 est inte´ressant parce qu’il permet de simuler l’ale´atoire, et
fonctionne comme un ge´ne´rateur pseudo-ale´atoire : l’e´le´ment dont l’existence
est assure´e se comporte comme un point ale´atoire vis-a`-vis de la proprie´te´
conside´re´e, mais n’est pas ale´atoire puisqu’il peut eˆtre engendre´ par un pro-
gramme, processus de´terministe, pre´dictible, reproductible. Ce the´ore`me est de
plus constructif : de la description d’un ensemble Schnorr P -mesurable A de me-
sure non nulle, la preuve du the´ore`me fournit automatiquement un algorithme
calculant un e´le´ment de A.
Nous avons mentionne´ que la loi forte des grands nombres entrait dans le
cadre de Schnorr. En fait, on peut prouver un analogue du lemme de Borel-
Cantelli dans ce cadre, en ajoutant une hypothe`se.
10
Lemme 13 (Borel-Cantelli). Soient Ai des ensembles uniforme´ment Schnorr
P -mesurables tels que
∑
i P (Ai) est fini et calculable. Alors




j>iAj est Schnorr P -mesurable, et de mesure nulle
ii) SP ⊆ (lim supAi)
c
.
Ce re´sultat admet un joli corollaire concernant les nombres normaux. Rap-
pelons qu’un nombre re´el x est normal dans une base b si dans la suite des
chiffres de l’expansion de x en base b, tout motif de longueur k apparaˆıt avec
une fre´quence b−k ; ainsi, dans l’e´criture de´cimale d’un nombre x normal, le bloc
de de´cimales 7251 apparaˆıt avec une fre´quence e´gale a` 1/10000. La loi des grands
nombres assure que pour une base donne´e b, l’ensemble des nombres normaux
en base b est de mesure 1 mais paradoxalement, on connaˆıt peu d’exemples ex-
plicites de nombres normaux ; par exemple, la normalite´ de π en base 10, bien
que tre`s vraisemblable (une e´tude statistique des milliards de de´cimales de π
de´ja` calcule´es le laisse penser), n’a pas e´te´ de´montre´e.
Corollaire 14. Il existe un re´el calculable absolument normal, c’est-a`-dire nor-
mal dans toutes les bases.
En effet, en utilisant le lemme 13 et les proprie´te´s de SP , on montre facile-
ment que l’absolue normalite´ est une proprie´te´ Schnorr λ-mesurable, ou` λ est
la mesure de Lebesgue. Puisque cette proprie´te´ a probabilite´ 1, le the´ore`me 12
fournit un algorithme calculant un re´el absolument normal.
Le the´ore`me 12 a d’autres conse´quences inattendues : il permet de ≪ faire
des probabilite´s ≫ sur l’ensemble des points calculables qui est, rappelons-le,
de´nombrable. Nous partons d’un espace de probabilite´ (R,B, P ), puis nous
conside´rons l’ensemble Rc des re´els calculables et la collection Bc des restric-
tions des ensembles Schnorr P -mesurable a` Rc. En utilisant le the´ore`me 12, il
est facile de montrer que la fonction Pc qui a` Ac = A ∩ Rc (ou` A est Schnorr
P -mesurable) associe P (A) est bien de´finie. En effet, si A et B sont Schnorr
P -mesurables et Ac = Bc, alors A△ B est Schnorr P -mesurable (SP est une
alge`bre boole´enne) et (A△B)c = Ac △Bc = ∅ donc P (A△B) = 0.
Ainsi on peut ≪ faire des probabilite´s≫ sur (Rc,Bc, Pc), ce qui a une conse´quence
inte´ressante. Un ensemble de´nombrable n’admet pas de mesure uniforme. Mais
si P est la mesure de Lebesgue λ sur l’intervalle re´el [0, 1], λc est donc une
≪ pseudo-mesure ≫ uniforme sur l’ensemble des re´els calculables : chaque point
calculable est de poids nul pour Pc mais l’ensemble des re´els calculables de [0, 1],
bien que de´nombrable, est de poids 1 pour Pc.
2.3 Les re´els ale´atoires via la complexite´ de Kolmogorov
Nous avons jusqu’a` pre´sent propose´ deux approches de la the´orie effective de
l’ale´atoire : une pour les suites binaires finies (la complexite´ de Kolmogorov) et
une pour les re´els (la the´orie effective de la mesure). Est-il possible de concilier les
deux ? Apre`s tout, un re´el α ∈ [0, 1] peut eˆtre identifie´ avec la suite a0a1a2a3 . . .
des chiffres de son expansion binaire. Ne pourrait-on pas alors dire que α est
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ale´atoire si tous les segments initiaux de la suite des ai ont une complexite´ de
Kolmogorov maximale ? Plus pre´cise´ment, on pourrait dire que α est ale´atoire
si
K(a0a1a2 . . . an) ≥ n−O(1) (2)
He´las, ainsi que l’a de´montre´ Martin-Lo¨f, cette de´finition ne convient pas, puis-
qu’aucune suite binaire infinie a0a1a2 . . . ne satisfait la condition (2), ce qui
peut sembler rendre impossible une caracte´risation de l’ale´atoire (pour la me-
sure de Lebsegue) sur les re´els par la complexite´ de Kolmogorov. Cependant, il
est tout de meˆme possible d’obtenir une telle caracte´risation, mais en utilisant
une variante de la complexite´ de Kolmogorov, appele´e complexite´ de Kolmogo-
rov pre´fixe. La complexite´ de Kolmogorov pre´fixe (note´e KP ) est de´finie de la
meˆme manie`re que la complexite´ de Kolmogorov classique, a` ceci pre`s que l’on
impose une restriction aux machines de Turing.
De´finition 15. Une machine de Turing M est dite pre´fixe si pour toute paire
de suite binaires finies x, y telles que x est un pre´fixe de y, et que M s’arreˆte
sur l’entre´e x, alors M s’arreˆte e´galement sur l’entre´e y et M(x) =M(y).
Ici, pre´fixe s’entend au sens usuel ; par exemple 00 est un pre´fixe de 0010. Il
est possible de montrer un analogue de la Proposition 2 pour les machines de
Turing pre´fixes, a` savoir l’existence d’une machine de Turing pre´fixe V , optimale
dans la classe des machines pre´fixes. On peut alors de´finir pour tout x :
KP (x) = KV (x) = min
{
|p| : V (p) = x
}
La complexite´ de Kolmogorov pre´fixe est en ge´ne´ral plus grande que la com-
plexite´ simple, et en re´alite´ n’en diffe`re qu’a` un terme logarithmique pre`s. Mais
elle se trouve eˆtre parfaitement adapte´e pour caracte´riser l’ale´atoire au sens de
Martin-Lo¨f, comme le montre le the´ore`me suivant.
The´oreme 16 (Levin-Schnorr). Soit α un e´le´ment de [0, 1]. Soit 0, a0a1a2 . . .
l’e´criture de α en base 2. On a l’e´quivalence entre les assertions suivantes.
(i) α est ale´atoire au sens de Martin-Lo¨f pour la mesure de Lebesgue
(ii) KP (a0a1 . . . an) ≥ n−O(1)
(iii) limnKP (a0a1 . . . an)− n =∞
Remarques. – Le the´ore`me ci-dessus peut en fait se ge´ne´raliser a` l’ale´atoire
au sens de Martin-Lo¨f pour une mesure µ quelconque, en remplac¸ant (ii)
par
(ii′) KP (a0a1 . . . an) ≥ − logµ(Xa1a2...an)−O(1)
ou` Xa1a2...an est l’ensemble des re´els dont l’expansion binaire commence
par a0 . . . an, et en remplac¸ant similairement (iii) par
(iii′) lim
n
KP (a0a1 . . . an) + logµ(Xa1a2...an) =∞
– Malgre´ l’e´quivalence (ii)⇔ (iii), la borne n−O(1) de l’assertion (ii) est
la meilleure possible (voir [Bie08]).
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– La complexite´ de Kolmogorov (pre´fixe ou non) est en revanche inadapte´e
pour carate´riser l’ale´atoire au sens de Schnorr. Ainsi, il existe des re´els
Schnorr ale´atoires (pour la mesure de Lebesgue) dont l’expansion binaire a
une complexite´ de Kolmogorov tre`s petite, tandis que certains re´els ont une
expansion binaire de complexite´ de Kolmogorov pre´fixe quasi-maximale
mais ne sont pas Schnorr-ale´atoires.
Pour en savoir plus
Nous espe´rons a` travers ces quelques pages avoir donne´ envie au lecteur
d’en apprendre plus sur cette riche the´orie qu’est celle de l’ale´atoire effectif.
Pour ce qui est de la complexite´ de Kolmogorov, le livre de re´fe´rence est ce-
lui de Li et Vitanyi [LV08]. Pour les liens entre calculabilite´, complexite´, et
ale´atoire, on pourra consulter le livre de Nies [Nie09], ainsi que celui de Dow-
ney et Hirschfeldt [DHar] qui paraˆıtra tre`s prochainement. Signalons e´galement
une remarquable introduction a` la complexite´ de Kolmogorov, plus comple`te
que le pre´sent article, de Grigorieff et Ferbus [GF04]. Pour plus de de´tails sur
une the´orie ge´ne´rale de l’ale´atoire effectif dans des espaces de probabilite´, et
ses interactions avec la the´orie ergodique et les syste`mes dynamiques, se re´fe´rer
aux the`ses de doctorat de Hoyrup [Hoy08] et Rojas [Roj08]. Enfin, une autre
approche possible de la the´orie effective de l’ale´atoire (que nous n’avons pas
pre´sente´e dans cet article) est possible via la the´orie des jeux et martingales
(propose´e par Ville [Vil39] et Schnorr [Sch71]) ; cette dernie`re est traite´e en
de´tail dans la the`se de doctorat de Bienvenu [Bie08].
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