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Abstract
This paper is motivated by an open problem of Anderson, Vamanamurthy, and Vuorinen. We prove a
chain of inequalities for hypergeometric functions, generalized and normalized Bessel functions, Kummer
functions and for some general power series. Some particular cases and refinements are given.
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1. Introduction and main results
For a, b, c ∈ C and c = 0,−1,−2, . . . , the Gaussian hypergeometric series (function) is de-
fined by
2F1(a, b, c, x) := F(a, b, c, x) =
∑
n0
dnx
n =
∑
n0
(a)n(b)n
(c)n
xn
n! , |x| < 1, (1.1)
where (a)0 = 1 and (a)n = a(a + 1) · · · (a + n − 1). In [3] Anderson, Vamanamurthy and
Vuorinen introduced the function m : (0,1) → (0,∞), defined by m(r) = F(a, b, a + b,
1− r2)/F (a, b, a+b, r2), and they posed the following problem (Problem 10, p. 80): For which
a, b ∈ (0,1) does
m(r) + m(s) 2m(√rs ) (1.2)
hold for all r, s ∈ (0,1)?
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recently (fifth inequality of the first part of Theorem 1.18, p. 112) that
μa(r) + μa(t) 2μa
(√
rt
) (1.3)
holds for a ∈ (0,1/2] and r, t ∈ (0,1), where
μa(r) = π2 sinπa
F(a,1 − a,1,1 − r2)
F (a,1 − a,1, r2) .
Balasubramanian, Ponnusamy and Vuorinen using the Ramanujan differentiation formula for
zero-balanced hypergeometric functions proved recently in [4] that inequality (1.2) holds for
a + b = 1. Moreover, they found a lower bound for the sum m(r) + m(s) for a ∈ (0,2) and
b ∈ (0,2 − a], and proved that
m(r) + m(s) 2m
(√
1 −
√(
1 − r2)(1 − s2)) (1.4)
holds for all r, s ∈ (0,1) if a ∈ (0,2), b ∈ (0,2 − a]. In [5] we proved that inequality (1.4) holds
for all a, b > 0. Moreover, we proved [5, Theorem 4.1] that the inequality√
m(r)m(s)m
(√
rs
) (1.5)
holds for all a, b > 0 and r, s ∈ (0,1).
1.1. Inequalities involving Gaussian hypergeometric functions
For a, b, c > 0 let us consider the function ma,b,c : (0,1) → ΔG ⊆ (0,∞) defined by
ma,b,c(r) = F(a, b, c,1 − r2)/F (a, b, c, r2). Since a, b, c > 0 and r ∈ (0,1) it follows that
F(a, b, c, r2) > 0, thus ma,b,c is well defined, and in fact is a decreasing homeomorphism. We
next recall the well-known behaviour of the function r → F(a, b, c, r) at r = 1.
(1) For c > a + b (see [11, p. 49])
F(a, b, c,1) = (c)(c − a − b)
(c − a)(c − b) < ∞.
(2) For c = a + b and r ∈ (0,1), we have the asymptotic formula (see [8]) due to Gauss:
F(a, b, a + b, r) ∼ − log(1 − r)/B(a, b) as r → 1. Here B(a, b) = (a)(b)/(a + b)
is the Euler beta function.
(3) For c < a + b, the corresponding asymptotic formula (see [13, p. 299]) is F(a, b, c, r) ∼
B(c, a + b − c)(1 − r)c−a−b/B(a, b) as r → 1.
Now using these properties of the function F(a, b, c, ·) it is clear that if c  a + b then ΔG =
(0,∞), and if c > a + b then we get that
ΔG =
(
(c − a)(c − b)
(c)(c − a − b) ,
(c)(c − a − b)
(c − a)(c − b)
)
⊂ (0,∞).
It can be easily seen that ma,b,a+b(r) = m(r) and ma,b,c(r)ma,b,c(
√
1 − r2 ) = 1, which enables
one to derive, for instance, (1.9) from (1.8).
Note that proceeding exactly as in the proof of Theorem 4.1 and Corollary 4.4 of [5] we can
prove that (1.4) and (1.5) hold for all a, b, c > 0, where c is not between a and b, c = a, c = b.
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for ma,b,c(r) = F(a, b, c,1 − r2)/F (a, b, c, r2), r ∈ (0,1), we have
k
√√√√ k∏
i=1
ma,b,c(ri)ma,b,c
(
k
√√√√ k∏
i=1
ri
)
. (1.7)
In the previous inequality equality holds if and only if r1 = r2 = · · · = rk. In particular for k = 2
we obtain the inequality
√
ma,b,c(r1)ma,b,c(r2)ma,b,c(
√
r1r2 ), which implies the inequalities
1
ma,b,c(r1)
+ 1
ma,b,c(r2)
 2
ma,b,c(
√
r1r2 )
, (1.8)
ma,b,c(r1) + ma,b,c(r2) 2ma,b,c
(√
1 −
√(
1 − (r1)2
)(
1 − (r2)2
))
. (1.9)
In the above inequalities equality holds if and only if r1 = r2.
The purpose of this paper is to prove that the analogues of inequalities (1.2), (1.4), (1.5)
and (1.8) hold for hypergeometric functions too (not only for their ratios). Similarly we deter-
mine some conditions for the parameters of generalized and normalized Bessel functions (for
the results of their ratios see [5]), Kummer functions and for some power series in order to have
analogous inequalities. Theorems 1.10, 1.25, 1.34 and 1.35 are the main results of this paper.
For the simplicity of notations in what follows for u,v > 0 we denote A(u,v) = (u + v)/2,
G(u, v) = √uv and H(u,v) = 2uv/(u + v).
We now state our main results for hypergeometric functions.
Theorem 1.10. For the zero-balanced Gaussian hypergeometric function, F(x) = F(a, b,
a + b, x), where a, b > 0, the following chain of inequalities:
F
(
G(r, s)
)
G
(
F(r),F (s)
)
 F
(
1 − G(1 − r,1 − s))A(F(r),F (s)) (1.11)
holds, where r, s ∈ (0,1). Moreover, for a, b ∈ (0,1] there exist q > 0.7 such that
F
(
G(r, s)
)
H
(
F(r),F (s)
) (1.12)
holds for all r, s ∈ (0, q). In each of these inequalities equality holds if and only if r = s.
Remark 1.13. Our conjecture is that inequality (1.12) holds for all a, b > 0 and r, s ∈ (0,1).
If we consider the parameters a = b = 1, then we get that 2F1(1,1,2, x) = −(1/x) log(1−x)
and the chain of inequalities in the above theorem becomes the following.
Corollary 1.14. For r, s ∈ (0,1) we have the following chain of inequalities:
log
[(
1 − G(r, s))−1/G(r,s)]
G
(
log
[
(1 − r)−1/r], log[(1 − s)−1/s])
 log
[
G(1 − r,1 − s)−1/(1−G(1−r,1−s))] log[G((1 − r)−1/r , (1 − s)−1/s)].
Moreover, there exist q > 0.7 such that
log
[(
1 − G(r, s))−1/G(r,s)]H (log[(1 − r)−1/r], log[(1 − s)−1/s])
holds for all r, s ∈ (0, q). In each of these inequalities equality holds if and only if r = s.
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In [5] we proved an analogous inequality of (1.5) for the generalized and normalized Bessel
functions [5, Theorem 3.1]. Namely we proved that the function σ : (0,1) → ΔB ⊆ (0,∞) de-
fined by σ(r) = up(1 − r2)/up(r2) satisfies the inequality √σ(r1)σ (r2)  σ(√r1r2 ) if c < 0,
2p + b + 1 > 0, where up is the generalized and normalized Bessel function, defined by (1.21).
Note that when c < 0, 2p + b + 1 > 0, then bn, defined by (1.22) is positive, which implies that
up(r) > 0 for all r ∈ (0,1), and thus σ makes sense. Moreover, since 1 − r2 and r2 are both in
(0,1) we get that σ(r) > 0, so
√
σ(r1)σ (r2) makes sense too.
For the definitions of the generalized Bessel functions let us recall some basic facts. Let us
consider the second-order differential equation [12, p. 38]
x2y′′(x) + xy′(x) + (x2 − p2)y(x) = 0, (1.15)
which is called Bessel’s equation. The function Jp, which is called the Bessel function of the
first kind of order p, is defined as a particular solution of (1.15). This function has the form [12,
p. 40]
Jp(x) =
∞∑
n=0
(−1)n
n!(p + n + 1)
(
x
2
)2n+p
, x ∈ R. (1.16)
The differential equation [12, p. 77]
x2y′′(x) + xy′(x) − (x2 + p2)y(x) = 0, (1.17)
which differs from Bessel’s equation only in the coefficient of y, is of frequent occurrence in
problems of mathematical physics. The particular solution of (1.17) is called the modified Bessel
function of the first kind of order p, and is defined by the formula [12, p. 77]
Ip(x) =
∞∑
n=0
1
n!(p + n + 1)
(
x
2
)2n+p
, x ∈ R. (1.18)
Now if we consider the second-order linear differential equation
x2v′′(x) + bxv′(x) + [cx2 − p2 + (1 − b)p]v(x) = 0, (1.19)
where b,p, c ∈ R, then this is a generalization of Eqs. (1.15) and (1.17). Moreover, this permits
the study of Bessel functions and modified Bessel functions together. The particular solution
of (1.19)
vp(x) =
∞∑
n=0
(−1)ncn
n!(p + n + b+12 )
·
(
x
2
)2n+p
(1.20)
is called the generalized Bessel function of the first kind of order p (cf. [6]). In particular if
c = 1, b = 1 we obtain the Bessel functions Jp [12, p. 40] and for c = −1, b = 1, we get back
the modified Bessel functions Ip [12, p. 77]. The generalized and normalized Bessel function up
is defined with the transformation up(x) = a0 ·x−p/2vp(x1/2), where a0 = 2p(p + (b + 1)/2).
Using the Pochhammer symbol defined in terms of -functions by (κ)n = (κ + n)/(κ) =
κ(κ + 1) · · · (κ + n − 1), we obtain for the function up the following representation:
up(x) =
∑ (−c/4)n
(κ)n
xn
n! , (1.21)
n0
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where for all n 0
bn =
(
− c
4
)n 1
n!(p + b+12 )n
. (1.22)
The function up, which satisfies the differential equation
4x2u′′(x) + 4κxu′(x) + cxu(x) = 0 (1.23)
is called the generalized and normalized Bessel function of the first kind of order p (cf. [6]). By
Proposition 2.17 of [6] we know that 4κu′p(x) = −cup+1(x) or equivalently u′p(x) = b1up+1(x),
which is an analogue of the derivation formula for hypergeometric functions. Using this it is
clear that if c < 0 and κ > 0, then r → up(r) is a strictly increasing function for all r ∈ (0,1).
Moreover, we can see that in this case the function σ(r) = up(1 − r2)/up(r2), r ∈ (0,1), is
strictly decreasing. Note that in fact up may be represented with the hypergeometric function
0F1(κ, ·), i.e. it is easy to see that for κ = 0,−1,−2, . . . we have up(−4x/c) = 0F1(κ, x), where
0F1(κ, x) =
∑
n0
1
(κ)n
xn
n! . (1.24)
Using the same idea as in the proof of Theorem 1.10 we can prove the following results for
Bessel functions.
Theorem 1.25. If c < 0 and p + (b + 1)/2 > max{0,−c/4 − 1}, then we have the following
inequalities for r, s ∈ (0,1):
up
(
G(r, s)
)
G
(
up(r), up(s)
)
A
(
up(r), up(s)
)
 up
(
1 − G(1 − r,1 − s)),
where in each of these inequalities equality holds if and only if r = s.
We know that as a special case (for c = −1 and b = 1 in (1.19)) we have the modified Bessel
functions defined by (1.18). Now if we consider the modified Bessel functions of the first kind
of real order p which can be expressed with elementary functions as cosh, sinh, we may obtain
the following interesting examples:
Corollary 1.26. For r, s ∈ (0,1) we have the following inequalities:
coshG(r, s)G(cosh r, cosh s)A(cosh r, cosh s)
 cosh
√
1 − G(1 − r2,1 − s2), (1.27)
sinhG(r, s)
G(r, s)
 G(sinh r, sinh s)
G(r, s)
A
(
sinh r
r
,
sinh s
s
)
 sinh
√
1 − G(1 − r2,1 − s2)√
1 − G(1 − r2,1 − s2) , (1.28)
where in each of these inequalities equality holds if and only if r = s.
Proof. Because u−1/2(x2) = √π/2 · x1/2I−1/2(x) = coshx, taking c = −1, b = 1, p = −1/2
in Theorem 1.25 and changing r with r2, respectively s with s2, we get (1.27). We know that
u1/2(x2) = √π/2 · x−1/2I1/2(x) = (sinhx)/x, therefore applying Theorem 1.25 for c = −1,
b = 1, p = 1/2 and changing r with r2, respectively s with s2, we get (1.28). 
Á. Baricz / J. Math. Anal. Appl. 327 (2007) 1202–1213 12071.3. Inequalities involving confluent hypergeometric functions
By a confluent hypergeometric series (function), also known as a Kummer function, we mean
the function
Φ(a, c, x) := 1F1(a, c;x) =
∑
n0
(a)n
(c)n
xn
n! , |x| < 1, (1.29)
defined for a, c ∈ C with c = 0,−1,−2, . . . . Let us consider the function mΦ : (0,1) → ΔK ⊆
(0,∞) defined by mΦ(r) = Φ(a, c,1 − r2)/Φ(a, c, r2), for r ∈ (0,1), a, c > 0. Clearly in this
case Φ(a, c, r2) is strictly positive, thus mΦ(r) makes sense. By (1.29) we can see easily that
cΦ ′(a, c, r) = aΦ(a + 1, c + 1, r). Therefore if a, c > 0 we have that Φ(r) is strictly increasing
on (0,1), moreover, mΦ(r) is strictly decreasing on (0,1).
We have the next result for this function:
Theorem 1.30. If a, c > 0, and r1, . . . , rk ∈ (0,1), then
k
√√√√ k∏
i=1
mΦ(ri)mΦ
(
k
√√√√ k∏
i=1
ri
)
. (1.31)
In the previous inequality equality holds if and only if r1 = r2 = · · · = rk. In particular for k = 2
we obtain the inequality
√
mΦ(r1)mΦ(r2)mΦ(
√
r1r2 ), which implies the inequalities
1
mΦ(r1)
+ 1
mΦ(r2)
 2
mΦ(
√
r1r2 )
, (1.32)
mΦ(r1) + mΦ(r2) 2mΦ
(√
1 −
√(
1 − (r1)2
)(
1 − (r2)2
))
. (1.33)
In each of the above inequalities equality holds if and only if r1 = r2.
Now an analogue of Theorem 1.10 for confluent hypergeometric functions is the following.
Theorem 1.34. For the confluent hypergeometric function, Φ(x) = Φ(a, c, x), where c > a > 0,
the following chain of inequalities:
Φ
(
G(r, s)
)
G
(
Φ(r),Φ(s)
)
Φ
(
1 − G(1 − r,1 − s))A(Φ(r),Φ(s))
holds, where r, s ∈ (0,1). In each of these inequalities equality holds if and only if r = s.
1.4. Inequalities involving power series
In this subsection we formulate a generalization of Theorems 1.10, 1.25 and 1.34.
Theorem 1.35. Let us consider the power series f (x) =∑n0 Anxn, where An > 0, for all
n 0 and f has radius of convergence 1. Let us denote Bn+1 = (n + 1)An+1, for all n 0. We
have the following cases:
(1) if the sequence {Bn+1}n0 is strictly decreasing, then
f
(
G(r, s)
)
G
(
f (r), f (s)
)
A
(
f (r), f (s)
)
 f
(
1 − G(1 − r,1 − s));
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strictly decreasing, then
f
(
G(r, s)
)
G
(
f (r), f (s)
)
 f
(
1 − G(1 − r,1 − s))A(f (r), f (s)),
where r, s ∈ (0,1) and in each of these inequalities equality holds if and only if r = s.
2. Proof of theorems
In this section we prove the main results of this paper. The following lemma due to Bier-
nacki and Krzyz˙ [7] is one of the crucial facts in the proof of our results. This lemma has been
generalized in [9].
Lemma 2.1. [7,9] Suppose that the power series f (x) =∑∞n=0 αnxn and g(x) =∑∞n=0 βnxn
both converge for |x| < 1, where βn > 0 for all n  0. Then f (x)/g(x) is (strictly) increasing
(decreasing) for x ∈ (0,1) if αn/βn is (strictly) increasing (decreasing) for n 0.
Proof of Theorem 1.6. By [5, Lemma 2.12] the function t → logG(t) is strictly con-
vex on (0,∞), where G : (0,∞) → (0,∞) is defined by G(t) = F(a, b, a + b, e−t )/F (a, b,
a + b,1 − e−t ). Now if we consider the function Ga,b,c : (0,∞) → ΔG defined by Ga,b,c(t) :=
F(a, b, c, e−t )/F (a, b, c,1 − e−t ), then due to the hypothesis the function t → logGa,b,c(t)
is also strictly convex. We just need to prove (we use the same idea as in the proof of [5,
Lemma 2.12]) that the sequence An = [(n + 1)dn+1 − ndn]/dn is strictly decreasing for all
n  0, where dn = [(a)n(b)n]/[(c)nn!]. By the ascending factorial notation we get that An =
(ab + (a + b − c))/(c + n), n  0. Therefore the inequality An−1 > An, n  1, is equivalent
to c2 − (a + b)c + ab > 0, which holds by hypothesis. So by applying Jensen’s inequality and
the substitutions e−ti = r2i for i ∈ {1,2, . . . , k}, we obtain inequality (1.7). Using the inequality√
ma,b,c(r1)ma,b,c(r2)  ma,b,c(
√
r1r2 ) and the (HG) inequality for ma,b,c(r1), ma,b,c(r2) we
obtain that
1
ma,b,c(r1)
+ 1
ma,b,c(r2)
 2√
ma,b,c(r1)ma,b,c(r2)
 2
ma,b,c(
√
r1r2 )
. (2.2)
The function Ga,b,c is strictly log-convex and so by the (GA) inequality for Ga,b,c(t1),
Ga,b,c(t2), we obtain that
Ga,b,c
(
t1 + t2
2
)

√
Ga,b,c(t1)Ga,b,c(t2)
Ga,b,c(t1) + Ga,b,c(t2)
2
, (2.3)
where t1, t2 > 0. Let now e−t1 = 1 − r21 and e−t2 = 1 − r22 . Therefore (2.3) becomes
ma,b,c
(√
1 −
√(
1 − r21
)(
1 − r22
))

√
ma,b,c(r1)ma,b,c(r2)
 ma,b,c(r1) + ma,b,c(r2)
2
,
thus the proof is complete. 
Proof of Theorem 1.10. First we prove that (1.11) holds.
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on (0,∞), which is proved in [5, Lemma 2.12]. Using this fact we obtain for t1, t2 > 0 and
t1 = t2 the following:
ϕ1
(
t1 + t2
2
)
<
√
ϕ1(t1)ϕ1(t2) ⇐⇒ F
(
e−
t1+t2
2
)
< G
(
F
(
e−t1
)
,F
(
e−t2
))
.
Taking e−t1 = r and e−t2 = s, we get the first inequality.
(2) By [5, Lemma 2.12] again we know that ϕ2(t) = 1/F (1 − e−t ) is a strictly log-convex
function on (0,∞). Therefore for t1, t2 > 0 and t1 = t2 we have that
ϕ2
(
t1 + t2
2
)
<
√
ϕ2(t1)ϕ2(t2),
which is equivalent to
F
(
1 − e− t1+t22 )> G(F (1 − e−t1),F (1 − e−t2)).
Taking now e−t1 = 1 − r and e−t2 = 1 − s, we get the second inequality.
(3) The third inequality follows because ϕ3(t) = F(1 − e−t ) is strictly convex on (0,∞).
Using this fact we get that
ϕ3
(
t1 + t2
2
)
<
ϕ3(t1) + ϕ3(t2)
2
,
which is equivalent to
F
(
1 − e− t1+t22 )< A(F (1 − e−t1),F (1 − e−t2))
and taking e−t1 = 1 − r, e−t2 = 1 − s, clearly the last inequality in (1.11) holds. Due to the strict
convexity, equality holds in the above inequality when t1 = t2, i.e. r = s. Now we prove that ϕ3
is a strictly convex function on (0,∞). For this it is enough to show that ϕ′3(t) = e−tF ′(1 − e−t )
is a strictly increasing function on (0,∞). Using the substitution e−t = 1 − x ∈ (0,1) this fact
follows from that the function ϕ˜3(x) = (1 − x)F ′(x) is an increasing function on (0,1). Now we
want to apply Lemma 2.1 to prove that this function ϕ˜3 is truly strictly increasing. Let us consider
the sequences αn = (n + 1)dn+1, βn = 1 (we use that 1/(1 − x) =∑n0 xn, x ∈ (0,1)), for
all n 0. We need to prove that the sequence {αn/βn} = {αn} is strictly increasing. But by [3,
Theorem 6(4)] (see also the first part of [1, Lemma 2.1, p. 1715]) we know that for a, b > 0, the
sequence
f (n) = (a)n(b)n
(a + b)n(n − 1)! = ndn = αn−1
is increasing to the limit 1/B(a, b), as n tends to infinity, where B(a, b) is the Euler beta function.
Now to complete the proof we need to show that (1.12) holds. First assume that a, b ∈ (0,1).
In order to prove the validity of inequality (1.12) on the interval I = (0, q) we want to prove that
the function ϕ4(t) = 1/F (e−t ) is strictly concave on (− logq,∞). Using this fact we get that
ϕ4
(
t1 + t2
2
)
>
ϕ4(t1) + ϕ4(t2)
2
⇐⇒ F (e− t1+t22 )< H (F (e−t1),F (e−t2))
and taking e−t1 = r, e−t2 = s, clearly (1.12) holds. Due to the strict concavity, in the above
inequality equality holds only if t1 = t2, i.e. r = s. Now we prove that ϕ4 is a strictly concave
function on (− logq,∞). For this it is enough to show that t → ϕ′ (t) = e−tF ′(e−t )/F 2(e−t )4
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is implied by the fact that the function ϕ˜4(x) = xF ′(x)/F 2(x) is an increasing function on I
(because t → e−t is decreasing and the composition of a strictly increasing and a decreasing
function is strictly decreasing). We prove this by representing ϕ˜4 as a product of three positive
and strictly increasing functions. Let us denote
F0(x) := 2F1(1,1,2, x) =
∑
n0
(1)n(1)n
(2)n
xn
n! =
∑
n0
xn
n + 1 , |x| < 1. (2.4)
From the Taylor expansion of the function log(1 − x) we can deduce easily that F0(x) =
−(1/x) log(1 − x) if |x| < 1. We have
ϕ˜4(x) =
[
x
F0(x)
]
·
[
F ′(x)
F (x)
]
·
[
F0(x)
F (x)
]
(2.5)
and we prove that each factor of this product is strictly increasing and positive. For the first factor
we study the function f1(x) = x/F0(x) = −x2/ log(1−x). It is clear that f ′1(x) > 0 is equivalent
to 2 log(1−x)+x/(1 − x) < 0. Now the function h : (0,1) → (log(e/4),∞), defined by h(x) =
2 log(1 − x) + x/(1 − x) is strictly decreasing on (0,1/2) and strictly increasing on (1/2,1).
Moreover, h is strictly convex on the interval (0, q0), where q0 = 0.7153318630 . . . > 0.7 is the
unique positive root of the equation 2 log(1 − x) + x/(1 − x) = 0. This implies that h(x) < 0
if x ∈ (0, q0), therefore f1 is strictly increasing on (0, q0). By [4, Lemma 2.1, p. 260] we know
that the function f2 is strictly increasing for x ∈ (0,1). For the function f3(x) = F0(x)/F (x) we
apply Lemma 2.1. Let us consider the sequences αn = 1/(n + 1) and βn = dn, for all n 0. It
suffices to prove that the sequence αn/βn is strictly increasing. For this we have to prove that the
sequence (n + 1)dn is strictly decreasing. But by the second part of Lemma 2.1 of [1, p. 1715]
we know that for a, b ∈ (0,1), the sequence
g(n) = (a)n(b)n(n + 1)
(a + b)nn! = (n + 1)dn
is decreasing to the limit 1/B(a, b), where B(a, b) is the Euler beta function. Thus by the above
mentioned properties the functions f2 and f3 are strictly increasing. It is obvious that they are
positive, therefore ϕ˜4 is strictly increasing.
We can observe that this reasoning remains true if a = 1 and b ∈ (0,1) or b = 1 and a ∈ (0,1).
Finally when a = b = 1 it is clear that the function ϕ˜4, defined by (2.5), reduces to f1 ·f2, which
by the above argument is strictly increasing, thus the proof is complete. 
Proof of Theorem 1.25. (1) The first inequality follows from the fact that the function ϕ5(t) =
up(e
−t ) is strictly log-convex on (0,∞) (by [5, Lemma 2.4]), when c < 0 and p+ (b+1)/2 > 0.
Using this fact we obtain that
ϕ5
(
t1 + t2
2
)
<
√
ϕ5(t1)ϕ5(t2) ⇐⇒ up
(
e−
t1+t2
2
)
< G
(
up
(
e−t1
)
, up
(
e−t2
))
and taking e−t1 = r and e−t2 = s, we get the first inequality.
(2) Since by hypothesis up(x) > 0, for all x ∈ (0,1), using the well-known inequality
A(u,v)G(u,v) for u = up(r) and v = up(s), we obtain the second inequality.
Á. Baricz / J. Math. Anal. Appl. 327 (2007) 1202–1213 1211(3) The third inequality follows from the fact that the function ϕ6(t) = up(1 − e−t ) is strictly
concave on (0,∞). This means that
up
(
1 − e− t1+t22 )> A(up(1 − e−t1), up(1 − e−t2)).
Taking e−t1 = 1 − r, e−t2 = 1 − s, clearly the third inequality in Theorem 1.25 holds. Due
to the strict concavity, in the above inequality equality holds if and only if t1 = t2, i.e. r = s.
Now we prove that ϕ6 is a strictly concave function on (0,∞). For this it is enough to show
that ϕ′6(t) = e−t u′p(1 − e−t ) is a strictly decreasing function on (0,∞). Using the substitution
e−t = 1−x ∈ (0,1) this fact follows from that the function ϕ˜6(x) = (1−x)u′p(x) is a decreasing
function on (0,1). Now we want to apply Lemma 2.1 to prove that this function ϕ˜6 is truly strictly
decreasing. Let us consider the sequences αn = (n + 1)bn+1, βn = 1, for all n 0. We need to
prove that the sequence {αn/βn} = {αn} is strictly decreasing. By the ascending factorial notation
we have that
αn = (n + 1)bn+1 = − c
4(p + b+12 + n)n
· nbn = − c
4(p + b+12 + n)n
· αn−1,
therefore it is enough to show that M(n) = n2 + (p + (b + 1)/2)n + c/4 > 0, for all n 1. We
observe that n2  2n−1 for all n 1, which implies that M(n) (p+(b+1)/2+2)n+c/4−1.
Therefore by the hypothesis p + (b + 1)/2 + 2 > 0, we have that M(n) p + (b + 1)/2 + 1 +
c/4 > 0, thus the proof is complete. 
Proof of Theorem 1.30. The proof of this theorem is similar to the proof of Theorem 1.6. For
convenience let us consider the function
Φ(x) = Φ(a, c, x) =
∑
n0
enx
n, where en = (a)n
(c)nn! , n 0,
and x ∈ (0,1). Moreover, let us denote by ϕ7(t) = Φ(e−t ) and ϕ8(t) = 1/Φ(1 − e−t )
for t ∈ (0,∞). We know that the function ϕ7(t) is strictly log-convex (it follows from the fact
that xΦ ′(x)/Φ(x) is strictly increasing on (0,1), see the proof of Theorem 5.1 [5]), we just need
to prove that the sequence defined by An = ((n + 1)en+1 − nen)/en is strictly decreasing (this
implies that ϕ8 is strictly log-convex too, consequently the product ϕ7 · ϕ8 will be also strictly
log-convex). Hence (c+n)(n+1)en+1 = (a+n)en, n 0, we get that An = (a+n)/(c+n)−n.
Therefore to prove that An < An−1, for all n 1, it is enough to show that
N(n) = n2 + (2c − 1)n + c2 − 2c + a > 0,
for all n 1. But n2  2n−1 and 2c+1 > 0, thus we have N(n) (2c+1)n+c2 −2c+a−1
c2 + a > 0. So the function GΦ(t) = ϕ7(t) · ϕ8(t) is strictly log-convex on (0,∞). Now
applying Jensen’s inequality for the function logGΦ(t) and the substitutions e−ti = r2i for
i ∈ {1,2, . . . , k}, we obtain inequality (1.31). Using the inequality √mΦ(r1)mΦ(r2) 
mΦ(
√
r1r2 ) and the (HG) inequality for mΦ(r1), mΦ(r2) we obtain that
1
mΦ(r1)
+ 1
mΦ(r2)
 2√
mΦ(r1)mΦ(r2)
 2
mΦ(
√
r1r2 )
. (2.6)
The log-convexity of the function GΦ(t) and the (GA) inequality for GΦ(t1), GΦ(t2) implies
GΦ
(
t1 + t2)√GΦ(t1)GΦ(t2) GΦ(t1) + GΦ(t2) , (2.7)2 2
1212 Á. Baricz / J. Math. Anal. Appl. 327 (2007) 1202–1213where t1, t2 > 0. With the substitutions e−t1 = 1 − r21 and e−t2 = 1 − r22 , (2.7) becomes
mΦ
(√
1 −
√(
1 − r21
)(
1 − r22
))

√
mΦ(r1)mΦ(r2)
mΦ(r1) + mΦ(r2)
2
,
thus the proof is complete. 
Proof of Theorem 1.34. The first inequality follows from the fact that ϕ7 is strictly log-convex,
the second inequality is also true, because ϕ8 is strictly log-convex too. The third inequal-
ity follows from the fact that ϕ9(t) = Φ(1 − e−t ) is strictly concave. For this we prove that
e−tΦ ′(1− e−t ) is strictly decreasing on (0,∞), which follows because (1− x)Φ ′(x) is decreas-
ing on (0,1). Therefore by Lemma 2.1 it is enough to show that the sequence An defined by
An = (n + 1)en+1, for all n 0, is strictly decreasing. We know that
An = (n + 1)en+1 = a + n
n(c + n) · nen =
a + n
n(c + n)An−1, n 1. (2.8)
Therefore we need to prove that P(n) = n2 + (c − 1)n − a > 0, for all n 1. But n2  2n − 1,
and consequently P(n) (c+1)n−a−1 c−a > 0. This means that the function ϕ9 is strictly
concave, i.e. for t1, t2 > 0, t1 = t2 we have
ϕ9
(
t1 + t2
2
)
>
ϕ9(t1) + ϕ9(t2)
2
.
Taking e−t1 = 1 − r and e−t2 = 1 − s, we get the third inequality. 
Proof of Theorem 1.35. In the first part of Theorem 1.35 by the assumptions we have that
f (e−t ) is strictly log-convex (by [5, Theorem 5.1]), respectively f (1 − e−t ) is strictly convex.
These imply the first and third inequalities. The second inequality is obvious. Now in the second
part of Theorem 1.35 by the hypothesis we get that f (e−t ) is strictly log-convex, 1/f (1 − e−t )
is strictly log-convex too and f (1 − e−t ) is strictly concave. These imply the first, second and
third inequalities, therefore the proof is complete. 
We are thankful to Professor Szilárd András and to the referees to adding the following:
Remark 2.9. In fact the first inequality in Theorems 1.10, 1.25, 1.34 and 1.35 can be proved with
a much more simple argument. Let us consider the convergent power series f (x) =∑n0 Anxn,
where An > 0 and x ∈ (0,1). Let us denote Pn(x) = ∑nk=0 Akxk. Then by the Cauchy–
Buniakowski–Schwarz inequality we have[
n∑
k=0
(√
Ak r
k/2)(√Ak sk/2)
]2

(
n∑
k=0
Akr
k
)(
n∑
k=0
Aks
k
)
. (2.10)
But this is equivalent to Pn(
√
rs )
√
Pn(r)Pn(s), so using the fact that limn→∞ Pn(x) = f (x),
we obtain immediately f (G(r, s))  G(f (r), f (s)). Moreover, this shows that this above in-
equality remains true for all r, s ∈ (0,∞), if the corresponding power series f (x) =∑n0 Anxn
is convergent for all x ∈ (0,∞). Thus the first inequality in Theorem 1.25 in fact holds for all
r, s ∈ (0,∞) because the series up(x) is convergent for all x ∈ R.
Furthermore if in addition {Bn+1/An}n0 = {(n + 1)An+1/An}n0 is strictly increasing, i.e.
in view of Lemma 2.1 the function x → f ′(x)/f (x) is strictly increasing for x ∈ (0,1), then f is
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it is clear that the above inequality improves the first inequality, i.e. f (G(r, s))G(f (r), f (s))
in Theorem 1.35. It is know that the zero-balanced hypergeometric function x → F(x) =
F(a, b, a + b, x) is log-convex on (0,1) for all a, b > 0, because by [4, Lemma 2.1, p. 260]
the function x → F ′(x)/F (x) is strictly increasing on (0,1). Therefore the first inequality in
Theorem 1.10 and Corollary 1.14 can be improved as follows for all r, s ∈ (0,1):
F
(
G(r, s)
)
 F
(
A(r, s)
)
G
(
F(r),F (s)
)
,
log
[(
1 − G(r, s))−1/G(r,s)] log[(1 − A(r, s))−1/A(r,s)]
G
(
log
[
(1 − r)−1/r], log[(1 − s)−1/s]).
The situation is the same for the confluent hypergeometric function, i.e. the first inequality in
Theorem 1.34 can be improved in the following way:
Φ
(
G(r, s)
)
Φ
(
A(r, s)
)
G
(
Φ(r),Φ(s)
)
, r, s ∈ (0,1).
Here we used the fact that the sequence Cn := (n + 1)en+1/en = (a + n)/(c + n) is strictly
increasing when c > a > 0 and consequently by Lemma 2.1 the function x → Φ ′(x)/Φ(x)
is strictly increasing too. Even if the function x → up(x) is strictly log-concave on (0,1)
(see [5, Lemma 2.1]), the function x → u−1/2(x2) = coshx is strictly log-convex and increas-
ing on (0,∞), thus the first inequality in (1.27) can be improved as follows coshG(r, s) 
coshA(r, s)G(cosh r, cosh s), for all r, s ∈ (0,∞).
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