Abstract. We provide a monotone non-increasing sequence of upper bounds f H k (k ≥ 1) converging to the global minimum of a polynomial f on simple sets like the unit hypercube in R n . The novelty with respect to the converging sequence of upper bounds in [J.B. Lasserre, A new look at nonnegativity on closed sets and polynomial optimization, SIAM J. Optim. 21, pp. 864-885, 2010] is that only elementary computations are required. For optimization over the hypercube [0, 1] n , we show that the new bounds f H k have a rate of convergence in O(1/ √ k). Moreover we show a stronger convergence rate in O(1/k) for quadratic polynomials and more generally for polynomials having a rational minimizer in the hypercube. In comparison, evaluation of all rational grid points with denominator k produces bounds with a rate of convergence in O(1/k 2 ), but at the cost of O(k n ) function evaluations, while the new bound f H k needs only O(n k ) elementary calculations.
Introduction
Consider the problem of computing the global minimum (1.1) f min,K = min {f (x) : x ∈ K }, of a polynomial f on a compact set K ⊂ R n . (We will mainly deal with the case where K is a basic semi-algebraic set.)
A fruitful perspective, introduced by Lasserre [16] , is to reformulate problem (1.1) as
where the infimum is taken over all probability measures µ with support in K. Using this reformulation one may obtain a sequence of lower bounds on f min,K that converges to f min,K , by introducing tractable convex relaxations of the set of probability measures with support in K (if K is semi-algebraic). For more details on this approach the interested reader is referred to Lasserre [15, 16, 18] , and [20, 17] for a comparison between linear programming (LP) and semidefinite programming (SDP) relaxations.
As an alternative, one may obtain a sequence of upper bounds by optimizing over specific classes of probability distributions. In particular, Lasserre [19] defined the sequence (also called hierarchy) of upper bounds (1.2) f an SOS polynomial of degree at most 2k. Lasserre [19] showed that f sos k → f min,K as k → ∞ (see Theorem 2.1 below for a precise statement). In principle this approach works for any compact set K and any polynomial but for practical implementation it requires knowledge of moments of the measure σ(x)dx. So in practice the approach is limited to simple sets K like the Euclidean ball, the hypersphere, the simplex, the hypercube and/or their image by a linear transformation.
In fact computing such upper bounds reduces to computing the smallest generalized eigenvalue associated with two real symmetric matrices whose size increases in the hierarchy. For more details the interested reader is referred to Lasserre [19] . In a recent paper, De Klerk et al. [6] have provided the first convergence analysis for this hierarchy and shown a bound f sos k − f min,K = O(1/ √ k) on the rate of convergence. In a related analysis of convergence Romero and Velasco [23] provide a bound on the rate at which one may approximate from outside the cone of nonnegative homogeneous polynomials (of fixed degree) by the hierarchy of spectrahedra defined in [19] .
It should be emphasized that it is a difficult challenge in optimization to obtain a sequence of upper bounds converging to the global minimum and having a known estimate on the rate of convergence. So even if the convergence to the global minimum of the hierarchy of upper bounds obtained in [19] is rather slow, and even though it applies to the restricted context of "simple sets", to the best of our knowledge it provides one of the first results of this kind. A notable earlier result was obtained for polynomial optimization over the simplex, where it has been shown that brute force grid search leads to a polynomial time approximation scheme for minimizing polynomials of fixed degree [1, 4] . When minimizing over the set of grid points in the standard simplex with given denominator k, the rate of convergence is in O(1/k) [1, 4] and, for quadratic polynomials (and for general polynomials having a rational minimizer), in O(1/k 2 ) [5] . Grid search over the hypercube was also shown to have a rate of convergence in O(1/k) [3] and, as we will indicate in this paper, a stronger rate of convergence in O(1/k 2 ) can be shown. Note however that computing the best grid point in the hypercube [0, 1] n with denominator k requires O(k n ) computations, thus exponential in the dimension.
Contribution. As our main contribution we provide a monotone non-increasing converging sequence (f n is a "simple set" like, for example, a Euclidean ball, sphere, simplex, hypercube, or any linear transformation of them.
This "hierarchy" of upper bounds is inspired from the one defined by Lasserre in [19] , but with the novelty that:
Computing the upper bounds (f H k ) does not require solving an SDP or computing the smallest generalized eigenvalue of some pair of matrices (as is the case in [19] ). It only requires elementary calculations (but possibly many of them for good quality bounds). Indeed, computing the upper bound f H k only requires finding the minimum in a list of O(n k ) scalars (γ (η,β) ), formed from the moments γ of the Lebesgue measure on the set K ⊆ [0, 1] n and from the coefficients (f α ) of the polynomial f to minimize. Namely:
where N denotes the nonnegative integers,
: |η + β| = k}, and the scalars
are available in closed-form. (Our informal notion of "simple set" therefore means that the moments γ (η,β) are known a priori.) The upper bound (1.3) has also a simple interpretation as it reads:
where M (K) k is the set of probability measures on K, absolutely continuous with respect to the Lebesgue measure on K, and whose density is a monomial
k . (Such measures are in fact products of (univariate) beta distributions, see Section 4.1.) This also proves that at any point a ∈ [0, 1] n one may approximate the Dirac measure δ a with measures of the form dµ = x η (1 − x) β dx (normalized to make then probability measures). For the case of the hypercube K = [0, 1] n , we analyze the rate of convergence of the bounds f H k and show a rate of convergence in O(1/ √ k) for general polynomials, and in O(1/k) for quadratic polynomials (and general polynomials having a rational minimizer). As a second minor contribution, we revisit grid search over the rational points with given denominator k in the hypercube and observe that its convergence rate is in O(1/k 2 ) (which follows as an easy application of Taylor's theorem). However as observed earlier the computation of the best grid point with denominator k requires O(k n ) function evaluations while the computation of the parameter f
Organization of the paper. We start with some basic facts about the bounds f H k in Section 2 and in Section 3 we show their convergence to the minimum of f over the set K (see Theorem 3.1).
In Section 4, for the case of the hypercube
we analyze the quality of the bounds f H k . We show a convergence rate in O(1/ √ k) for the range f H k − f min,K and a stronger convergence rate in O(1/k) when the polynomial f admits a rational minimizer in [0, 1] n (see Theorem 4.9). This stronger convergence rate applies in particular to quadratic polynomials (since they have a rational minimizer) and Example 4.10 shows that this bound is tight. When no rational minimizer exists the weaker rate follows using Diophantine approximations. So again the main message of this paper is that one may obtain non-trivial upper bounds with error guarantees (and converging to the global minimum) via elementary calculations and without invoking a sophisticated algorithm.
In Section 5 we revisit the simple technique which consists of evaluating the polynomial f at all rational points in [0, 1] n with given denominator k. By a simple application of Taylor's theorem we can show a convergence rate in O(1/k 2 ). However, in terms of computational complexity, the parameters f H k are easier to compute. Indeed, for fixed k, computing f H k requires O(n k ) computations (similar to function evaluations), while computing the minimum of f over all grid points with given denominator k requires an exponential number k n of function evaluations. In Section 6 we present some additional (simple) techniques to provide a feasible pointx ∈ K with value f (x) ≤ f H k , once the upper bound f H k has been computed, hence also with an error bound guarantee in the case of the box K = [0, 1] n . This includes, in the case when f is convex, getting a feasible point using Jensen inequality (Section 6.1) and, in the general case, taking the modex of the optimal density function (i.e., its global maximizer) (see Section 6.2).
In Section 7, we present some numerical experiments, carried out on several test functions on the box [0, 1] n . In particular, we compare the values of the new bound f (whose definition uses a sum of squares density), and we apply the proposed techniques to find a feasible point in the box. As expected the sos based bound is tighter in most cases but the bound We use the convention that N denotes the set of nonnegative integers, and set N
We will also denote [n] = {1, 2, . . . , n} and let 1 denote the all-ones vector (of suitable size).
One may write every polynomial f ∈ R[x] d in the monomial basis
with vector of (finitely many) coefficients (f α ). as upper bounds for the minimum f min,K of f over K and he proved the following result.
Theorem 2.1 (Lasserre [19] ). Let K ⊆ R n be compact, let f min,K be as in (1.1), and let
for all k and
We will also use the following important result due to Krivine [13, 14] and Handelman [10] .
. . , m} ⊂ R n be a polytope with a nonempty interior and where each g j is an affine polynomial,
for finitely many positive scalars λ α .
We will call the expression in (2.3) the Handelman representation of f , and call any f that allows a Handelman representation to be of the Handelman type. Throughout we consider the following set of polynomials:
i.e., all polynomials that admit a Handelman representation of degree at most k in terms of the polynomials x i , 1 − x i defining the hypercube [0, 1] n . Observe that any term x η (1 − x) β with degree |η + β| < k also belongs to the set H k . This follows by iteratively applying the identity: 1 = x i + (1 − x i ), which permits to rewrite 
where the scalars
denote the moments of the Lebesgue measure on the set K. Using the fact that
we can rewrite the parameter f .4):
We now give yet another reformulation for the parameter f H k , where we optimize over density functions in the set H k , which turn out to be convex combinations of density functions of the form
n , let f be a polynomial, and consider the parameters f H k , k ∈ N, from (1.3). Then one has:
where we have used the fact that the penultimate optimization problem is an LP over a simplex that attains its infimum at one of the vertices. The monotonicity of the sequence (f H k ) k∈N now follows from Lemma 2.3.
Calculating moments on
n a compact set and for every (η, β) ∈ N 2n , we need to calculate the parameters
When K is arbitrary one does not know how to compute such generalized moments. But if K is the unit hypercube [0, 1] n , the simplex ∆ := {x :
, a Euclidean ball (or sphere), and/or their image by a linear mapping, then such moments are available in closed-form; see e.g. [19] . We give the moments for the hypercube K = [0, 1] n , which we will treat in detail in this paper. Namely,
and the univariate integrals may be calculated from (2.6)
2.3. The complexity of computing f . As explained in [19] , the computation of the upper bounds f sos k may be done by finding the smallest generalized eigenvalue λ of the system:
for suitable symmetric matrices A and B of order n+k k . In particular, the rows and columns of the two matrices are indexed by N n ≤k , and
Note that the matrices A and B depend on the moments of the Lebesgue measure on K, and that these moments may be computed beforehand, by assumption. One may compute A α,β by taking the inner product of (f δ ) 
over the square K = [0, 1] 2 , with minimum f min,K ≈ −78.33198 and minimizer
Using a SOS density function, the upper bound of degree 2 is f sos 1 = −12.9249, and the corresponding optimal SOS density of degree 2 is (roughly)
Using a Handelman-type density function, the upper bound of degree 2 is f H 2 = −17.3810, with corresponding optimal density
On the other hand, if we consider densities of degree 6 then we get f . Having said that, we will show in Section 7 that, for most of the examples we have considered, one has f sos k ≤ f H 2k for all k, as one may expect from the relative computational efforts. As a final illustration, Figure 1 shows the plot and contour plot of the Handelman-type density corresponding to the bound f H 50 = −60.536 (i.e. degree 50).
The figure illustrates the earlier assertion that the optimal density approximates the Dirac delta measure at the minimizer x * ≈ (0.20906466, 0.20906466). Indeed, it is clear from the contour plot that the mode of the optimal density is close to x * .
Convergence proof for the bounds f
In this section we prove the convergence of the sequence (f
and let γ (η,β) be as in (2.5). Define as in (1.3) the parameters
Then, f min,K = lim 2 for the bivariate Styblinski-Tang function.
Proof. As in (1.2), let f sos k denote the bound obtained by searching over an SOS density σ of degree at most 2k:
Also recall from Lemma 2.4 that
By Lemma 2.4, the sequence (f H k ) is monotone non-increasing, with f min,K ≤ f H k for all k. Hence it has a limit which is at least f min,K , we now show that the limit is equal to f min,K .
To this end, let ǫ > 0. As the sequence (f sos k ) converges to f min,K (Theorem 2.1), there exists an integer k such that
Next, there exists a polynomial σ ∈ Σ k such that K σ(x)dx = 1 and
Define now the polynomialσ(x) = σ(x) + ǫ. Thenσ is strictly positive on [0, 1] n and thus, by Theorem 2.2 applied to the hypercube [0, 1] n ,σ ∈ H j k for some integer j k . Observe that
Hence we obtain:
The right most term is equal to
where we used the fact that K σ(x)dx = 1. Finally, combining with the fact that
where C := 2 + K (f (x) − f min,K )dx is a constant. This concludes the proof.
Note that, in the proof, it was essential to haveσ strictly positive on all of [0, 1] n , for the application of Handelman's theorem. The fact thatσ(x) = σ(x) + ǫ with σ SOS and ǫ > 0 guaranteed this strict positivity. 4 . Bounding the rate of convergence for the parameters f ] n , which is the case, for instance, when f is quadratic.
Our main tool will be exploiting some properties of the moments γ (η,β) which, as we recall below, arise from the moments of the beta distribution.
4.1.
Properties of the beta distribution. By definition, a random variable X ∈ [0, 1] has the beta distribution with shape parameters a > 0 and b > 0, which is denoted by X ∼ beta(a, b), if its probability density function is given by
If a > 1 and b > 1, then the (unique) mode of the distribution (i.e., the maximizer of the density function) is
Moreover, the k-th moment of X is given by
, (k = 1, 2, 3, . . .) (see, e.g, [12, Chapter 24] ; this also follows using (2.6)).
In what follows we will consider families of random random variables with the beta distribution of the form X ∼ beta(ar, br), where a and b are positive real numbers and r ≥ 1 is an integer. By (4.2), any such random variable has mean
In Lemma 4.2 below we show how the moments of such random variables relate to powers of the mean. The proof relies on the following technical lemma.
Lemma 4.1. Let k be a positive integer. There exists a constant C k > 0 (depending only on k) for which the following relation holds:
C k r for all integers r ≥ 1, and real numbers 0 < p < q.
Proof. Consider the univariate polynomial φ(t) = (t + 1) · · · (t + k − 1) = k−1 i=0 a i t i , where the scalars a i > 0 depend only on k and a k−1 = 1. Denote by ∆ the left hand side in (4.3), which can be written as ∆ = N/D, where we set
We first work out the term N :
Write:
, where we use the fact that p < q. This implies:
Thus we get:
The first factor is at most 1, since one has:
j=0 a j r j q j . Namely, define the constant
which depends only on k. We show that
Indeed, for each 0 ≤ i ≤ k − 2, using p i ≤ q i+1 and the definition of C k , we get:
Summing over i = 0, 1, . . . , k − 2 gives:
and thus 
for all integers r ≥ 1, real numbers a, b > 0, and where X ∼ beta(ar, br).
Proof. Directly using (4.2), E(X) = a a+b , and Lemma 4.1 applied to p = a and q = a + b. Now we consider i.i.d. random variables X 1 , . . . , X n such that
and denote X = (X 1 , . . . , X n ). For given α ∈ N n , we denote
. Since the random variables X i are independent we have E(X α ) = n i=1 E(X αi i ) and, for a polynomial f = f α x α , the expected value of f (X) = α∈N n f α X α is given by
Recall that the explicit value of E(X αi i ) is given by (4.2). The next result relates E(f (X)) (the expected value of f (X)) and f (E(X)) (the value of f evaluated at the mean of X). 
Then there is a constantĈ f > 0 (depending on f only) such that
Proof. We have
By the identity:
where the second inequality is from Lemma 4.2, and the constant C 
In a first step we indicate how to define the shape parameters η * i , β * i . For any given integer r ≥ 1 we will select them of the form η * i = ra i , β * i = rb i , where a i , b i are constructed from the coordinates of x * . As we want η * i , β * i to be integer valued we need to discuss whether a coordinate x i is rational or not, and to deal with irrational coordinates we will use the following result about Diophantine approximations. One can verify that in all cases one has
Define the sets
. Observe morever that, again by construction,
where we let 1 denote the all-ones vector and we define the parameter (4.9)
We will use the following estimate on the parameter k r . (a) If x * ∈ Q n then k r ≤ ar for all r ≥ 1, where a > 0 is a constant (not depending on r).
2 for all r ≥ 1, where a ′ > 0 is a constant (not depending on r). (c) For r = 1, we have that k 1 = i∈J q i − 2|J|.
Proof. By construction, η * i + β * i − 2 = rq i − 2 for each i ∈ I ∪ J, and η * i + β * i − 2 = r − 1 otherwise. From this one gets k r = r( i∈I∪J q i + n − |I ∪ J|) − n − |I ∪ J| =: ar − b, after setting b := n + |I ∪ J| and a := i∈I∪J q i + n − |I ∪ J|, so that a, b ≥ 0. Thus, k r ≤ ar holds.
Next, note that q i ≤ r for each i ∈ I, while q i does not depend on r for i ∈ J (since then x * i = p i /q i ). Hence, in case (a), I = ∅ and the constant a does not depend on r. In case (b), we obtain: a ≤ r|I| + i∈J q i + n − |I ∪ J| ≤ a ′ r, after setting a ′ := |I| + i∈J q i + n − |I ∪ J|, which is thus a constant not depending on r. Then, k r ≤ ar ≤ a ′ r 2 . In the case r = 1, the set I is empty and thus k 1 = i∈J q i − 2|J|, showing (c).
We can now prove the following upper bound for the range E(f (X)) − f (x * ) (thus also for the range f 
where k r is as in (4.9).
Proof. The leftmost inequality follows using (4.8), we show the rightmost one. By Lemma 4.3 one has:
whereĈ f > 0 is a constant that depends on f only. Thus we need only bound f (E(X)) − f (x * ). To this end, note that
Using again the identity (4.6) one has
where d is the degree of f , and we have used |E(
Finally we can now show the following for the rate of convergence of the sequence f H k , which is our main result.
Theorem 4.9. Let f be a polynomial, let x * be a global minimizer of f in [0, 1] n , and consider as before the parameters
There exists a constant M f (depending only on f ) such that
where
Moreover, if f has at least one rational global minimizer x * , then there exists a constant M ′ f (depending only on f ) such that
In particular, the convergence rate is in O(1/k) when f is a quadratic polynomial.
Proof. Consider an arbitrary integer k ≥ k 1 . Let r ≥ 1 be the largest integer for which k ≥ k r . Then we have k r ≤ k < k r+1 . As k r ≤ k, we have the inequality f H k ≤ f H kr and thus, by Theorem 4.8, we obtain
where the constant C f depends only on f . If x * ∈ Q n then, by Lemma 4.7 (a), k r+1 ≤ a(r + 1) ≤ 2ar. This implies k ≤ k r+1 ≤ 2ar, where the constant a does not depend on r. Thus,
where the constant M f = 2aC f depends only on f . This shows (4.11). If
and thus
, where the constant a ′ does not depend on r. Therefore,
where the constant M ′ f = 2 √ a ′ C f depends only on f . This shows (4.10). Finally, if f is quadratic then, by a result of Vavasis [25] , f has a rational minimizer over the hypercube and thus the rate of convergence is O(1/k).
Note that the inequalities (4.10) and (4.11) hold for all k ≥ k 1 , where k 1 depends only on the rational components in (0, 1) of the minimizer x * . The constant k 1 can be in O(1), e.g., when all but O(1) of these rational components have a small denominator (say, equal to 2). Thus we can, for some problem classes, get a bound with an error estimate in polynomial time. n . Then f min,K = 0 is attained at x * = 0. Using the relations (2.5), (2.6) and (3.1), it follows that
.
. By this example, there does not exist any δ > 0 such that, for any f , f
. Therefore, when a rational minimizer exists, the convergence rate from Theorem 4.9 in O(1/k) for f H k is tight.
5.
Bounding the rate of convergence for grid search over
As an alternative to computing f
n , one may minimize f over the regular grid:
i.e., the set of rational points in [0, 1] n with denominator k. Thus we get the upper bound
De Klerk and Laurent [3] showed a rate of convergence in O(1/k) for this sequence of upper bounds:
where d is the degree of f and L(f ) is the constant
We can in fact show a stronger convergence rate in O(1/k 2 ).
Theorem 5.1. Let f be a polynomial and let x * be a global minimizer of f in [0, 1] n . Then there exists a constant C f (depending on f ) such that
Then, by Taylor's theorem, we have that
n . Assume first that the global minimizer x * lies in the interior of [0, 1] n . Then ∇f (x * ) = 0 and thus
Assume now that x * lies on the boundary of [0, 1] n and let I 0 (resp., I 1 , I) denote the set of indices i ∈ [n] for which x * i = 0 (resp., x * i = 1, x * i ∈ (0, 1)). Define the polynomial g(y) = f (y, 0, . . . , 0, 1, . . . , 1) (with 0 at the positions i ∈ I 0 and 1 at the positions i ∈ I 1 ) in the variable y ∈ R |I| . Then x * I = (x * i ) i∈I is a global minimizer of g over [0, 1] |I| which lies in the interior. So we may apply the preceding reasoning to the polynomial g and conclude that g min,
for some constant C ′ (depending on g and thus on f ). As f min,Q(k) ≤ g min,Q(k) and f (x * ) = g(x Table 1 . Test functions Motzkin Polynomial One notices that the observed convergence rate is more-or-less in line with the O(1/k) bound.
In a next experiment, we compare the Handelman-type densities (RG(%) by f H k bounds) to SOS densities (we still use the notation RG(%) = (f
we also compare their computation times (in seconds), for which we use the approaches described in Section 2.3, and we assume that the values γ (η,β) for all (η, β) ∈ N 2n k+d and the moments of the Lebesgue measure on K = [0, 1] n are computed beforehand; see Tables 3, 4 and 5. We performed the computation using Matlab on a Laptop with Intel Core i7-4600U CPU (2.10 GHz) and 8 GB RAM. The generalized eigenvalue computation was done in Matlab using the eig function. Table 4 . Comparison of two upper bounds for Motzkin, Styblinski-Tang (n = 2) and Rosenbrock (n = 2) functions in relative gaps and computation times (sec.) As described in Example 2.5, there is no ordering possible in general between f sos k/2 and f H k , but one observes that f sos k/2 ≤ f H k holds in most cases, i.e., the SOS densities usually give better bounds for a given degree. One should bear in mind though, that the f sos k/2 are in general much more expensive to compute than f H k , as discussed in Section 2.3. This is not really visible in the computational times presented here, since the values of n in the examples are too small.
Next we consider the strategies for generating feasible points corresponding to the bounds f H k , as described in Section 6; see Table 6 . In Table 6 , the columns marked f (E(X)) refer to the convex case in Theorem 6.2. The columns marked f (x) correspond to the modex of the optimal density; an entry '-' in these columns means that the mode of the optimal density was not unique.
For the convex Booth and Matyas functions f (E(X)) gives the best upper bound. For sufficiently large k the modex gives a better bound than f H k , indicating that this heuristic is useful in the non-convex case.
As a final comparison, we also look at the general sampling technique via the method of conditional distributions; see Tables 7 and 8 . We present results for the Motzkin polynomial and the Three hump camel function. A first important observation is that, for fixed k, the values of f H r,k are not monotonically decreasing in r; see e.g. the row k = 2 in Table 9 . Likewise, the sequence f H r,k is not monotonically decreasing in k for fixed r; see, e.g., the column r = 5 in Table 10 . 
