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Abstract
We contrast the dynamics of the Horˇava theory with anisotropic Weyl
symmetry with the case when this symmetry is explicitly broken, which is
called the kinetic-conformal Horˇava theory. To do so we perform the canon-
ical formulation of the anisotropic conformal theory at the classical level
with a general conformal potential. Both theories have the generator of the
anisotropic Weyl transformations as a constraint but it changes from first to
second-class when the Weyl symmetry is broken. The FDiff-covariant vector
ai = ∂i lnN plays the role of gauge connection for the anisotropic Weyl trans-
formations. A Lagrange multiplier plays also the role of gauge connection,
being the time component. The anisotropic conformal theory propagates the
same number of degrees of freedom of the kinetic-conformal theory, which
in turn are the same of General Relativity. This is due to exchange of a
second-class constraint in the kinetic-conformal case by a gauge symmetry
in the anisotropic conformal case. An exception occurs if the conformal po-
tential does not depend on the lapse function N , as is the case of the so
called (Cotton)2 potential, in which case one of the physical modes becomes
odd. We develop in detail two explicit anisotropic conformal models. One of
them depends on N whereas the other one is the (Cotton)2 model. We also
study conformally flat solutions in the anisotropic conformal and the kinetic-
conformal theories, defining as conformally flat the spatial metric, but leaving
for N a form different to the one dictated by the anisotropic Weyl transfor-
mations. We find that in both theories these configurations have vanishing
canonical momentum and they are critical points of the potential. In the
kinetic-conformal theory we find explicitly an exact, nontrivial, conformally
flat solution.
1 Introduction
Since the original formulation of the Horˇava theory in Ref. [1], the anisotropic con-
formal symmetry introduced in that paper has played an interesting and intriguing
role (in 2 + 1 dimensions these transformations were introduced in Ref. [2]). The
Weyl transformations are anisotropic in the sense that the lapse function scales with
a weight different to the one of the spatial metric and the shift vector,
g˜ij = Ω
2gij , N˜ = Ω
3N , N˜i = Ω
2Ni , (1.1)
where Ω = Ω(t, ~x). This is related to the fact that the whole Horˇava theory is
anisotropic between the space and the time (see discussion in Ref. [3]), which is the
core for its (power-counting) renormalizability. When introducing the anisotropic
Weyl transformations, Horˇava noticed that the coupling constant of the kinetic term
of the Lagrangian, √
gN(KijK
ij − λK2) , (1.2)
must be fixed to λ = 1/3 (in 3 spatial dimensions), in order to this kinetic term be
effectively conformal. This gives a special role to this value of λ. To have a complete
conformal theory the potential, of course, must be chosen to be conformal.
The anisotropic conformal Horˇava theory, defined by these two conditions: λ =
1/3 and the setting of a conformal potential, has been broadly studied in several
contexts, see for example [3, 4, 5]. In particular, in Ref. [3] it arose in the context
of holographic renormalization of relativistic gravity with asymptotically Lifshitz
spacetimes: anisotropic conformal terms emerge as counterterms. On the other
hand, the case of the Horˇava theory with λ = 1/3 fixed but without a conformal
potential has been studied independently, see for example [6, 7]. Since in this
case only the kinetic part of the Lagrangian acquires the anisotropic conformal
symmetry, it has been called the kinetic-conformal Horˇava theory. We stress that
the kinetic-conformal Horˇava theory is not a conformal gravitational theory. Note
that the anisotropic Weyl scalings (1.1), where the scale factor has an arbitrary
depence on the space, are defined for the nonprojectable version of the Horˇava
theory. The definition of the Horˇava theory in the nonprojectable version was
extended in Ref. [8].
An interesting feature of the kinetic-conformal theory is that it possesses the
same number of degrees of freedom of General Relativity (GR). This was shown
in Ref. [6] and corrobored with perturbative computations and an explicit z = 3
potential in [7]. Hence, the so called extra mode of the Horˇava theory, which has
been the subject of intense study, see for example the issue of the strong coupling
[9, 10, 11], is absent in the kinetic-conformal theory. We comment that this is
the motivation to regard the kinetic-conformal as a dynamically independent for-
mulation of the Horˇava theory, hence its different name, although it is just the
nonprojectable Horˇava theory at the critical point λ = 1/3. The elimination of the
extra mode is a purely dynamical effect. This means that the set of constraints of
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the theory, which are of first and second class, are the responsible for the suppres-
sion. In particular, the kinetic-conformal theory has two additional second-class
constraints that are absent in the generic (λ 6= 1/3) Horˇava theory; they drop the
extra mode out. In general the second-class constraints are not, in principle, related
to gauge symmetries.
Despite of this, it is worth studying the possible relationship between the aniso-
tropic Weyl transformations, the anisotropic conformal Horˇava theory, and its
kinetic-conformal formulation. In particular, it is intriguing that one of the second-
class constraints of the kinetic-conformal theory we have mentioned is precisely
the generator of the Weyl scalings on the spatial metric. Of course, in the case
of the kinetic-conformal theory this constraint must be of second-class since the
exact Weyl symmetry is broken. But it should also arise in the anisotropic confor-
mal theory as a first-class constraint. Hence at least a part of the structure of the
constraints is shared by these two versions of the Horˇava theory.
Our aim in this paper is to take some steps towards the understanding of the
effect of the anisotropic Weyl transformations in the dynamics of the Horˇava the-
ory, both in the anisotropic conformal and the kinetic-conformal formulations. Our
central study is the canonical formulation of the anisotropic conformal theory. De-
spite the fact that a thorough analysis on the conformal anomaly for this theory
is still missing,1 we may start by performing a canonical analysis at the classical
level. In particular, this will allow us to determine the number of degrees of freedom
propagated by the conformal theory in the sense of initial data. For the sake of
generality, we first develop an analysis with a general conformal potential. After
this, we consider two models with specific conformal potentials. Part of our interest
is in contrasting the structure of the set of constraints and the equations of motion
of the anisotropic conformal Horˇava theory with the kinetic-conformal case. As we
have commented, there should be a first-class constraint playing the role of gen-
erator of the anisotropic Weyl scalings. We will study this constraint and we will
analyze the similarities and differences between both theories when implementing
the Dirac procedure of preserving the constraints in time. Throughout our analy-
sis we will find interesting geometric structures associated to the anisotropic Weyl
transformations.
Another way to explore the connection between the broken Weyl transforma-
tions and the dynamics of the kinetic-conformal theory is to study conformally
flat solutions. We first point out that arbitrary anisotropic Weyl scalings on the
Minkowski solution, that is,
g˜ij = Ω
2δij , N˜ = Ω
3 , N˜i = 0 , (1.3)
define a class of anisotropic conformally flat configurations. It is clear that all
configurations of this class are solutions of the anisotropic conformal theory due to
1The breakdown of the Weyl symmetry in the pertubative quantum theory was found in a
specific anisotropic conformal Horˇava model in Ref. [12].
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its anisotropic Weyl symmetry. But the same does not need to be true in the kinetic-
conformal theory since this symmetry is broken. On the other hand, there is no
spacetime metric in the Horˇava theory, the spatial metric is the natural geometric
object instead. This suggests to limit the definition of conformal flatness to the
spatial metric, leaving for the lapse function more possibilities than the one dictated
by (1.3). This way of defining conformal flatness leads in principle to a broader set
of configurations. We will study general features of these configurations in the
anisotropic conformal and the kinetic-conformal theories. In the last case we shall
look for explicit solutions belonging to this class. We will find important similiarities
between these two theories with regard to the features of these configurations.
This paper is organized as follows. In section 2 we perform the Hamiltonian
formulation of the anisotropic conformal Horˇava theory. We analyze first the gen-
eral theory and subsequently two explicit models. In section 3 we summarize the
Hamiltonian formulation of the kinetic-conformal theory and contrast it with the
dynamics of the anisotropic conformal theory. In section 4 we study the conformally
flat solutions in both formulations of the Horˇava theory.
2 Hamiltonian analysis of the anisotropic confor-
mal theory
2.1 The anisotropic Weyl transformations
The fundamental assumption in Horˇava’s gravitational theory [1] is that there is an
identified line of time, and a foliation of spatial hypersurfaces along the line of time
is given. Since the line of time is identified, the underlying gauge symmetry of the
theory consists of all the diffeomorphisms that preserve the foliation (FDiff). If a
local coordinate system is used, this symmetry is defined by
δt = f(t) , δxi = ζ i(t, ~x) . (2.1)
As a consequence, in Horˇava theory the spacetime pseudo-Riemannian metric char-
acteristic of GR does not exist. Despite of this, the theory is formulated in terms
of the usual Arnowitt-Deser-Misner variables N(t, ~x), Ni(t, ~x) and gij(t, ~x), but in
this case N and Ni are interpreted as fields over the leaves of the foliation, and
gij is the Riemannian metric of the leaves of the foliation for each instant of time.
We comment that the FDiff always allow to choose a gauge in which Ni = 0, as
in GR. Another consequence of this gauge symmetry is that the dependence in the
space of the lapse function N leads to two different formulations of the theory: the
projectable and the nonprojectable versions. We study the nonprojectable case,
where N can depend on the spatial coordinates.
The core for the renormalizability of the theory, at least under power-counting
analysis2, is the usage of a potential V containing only spatial derivatives [1]. For
2The complete renormalization of the projectable Horˇava theory has been shown in Ref. [13].
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the power-counting renormalizability, in 3 spatial dimensions, terms of at least 6th
order in spatial derivatives must be included in the potential (z = 3 terms, in the
nomenclature of [1]). V must be a scalar under the FDiff, it can be written in terms
of tensors over the spatial hypersurfaces that also depend on time. These tensors
are gij, its covariant derivative and curvature tensors, and the FDiff-covariant vector
ai =
∂iN
N
, (2.2)
which plays a central role in the formulation of the nonprojectable theory [8]. The
action of the complete nonprojectable theory is [1, 8]
S =
∫
dtd3x
√
gN
(
GijklKijKkl − V
)
, (2.3)
where
Kij =
1
2N
(g˙ij − 2∇(iNj)) , (2.4)
Gijkl =
1
2
(
gikgjl + gilgjk
)− λgijgkl , (2.5)
and λ is a dimensionless constant. The dot stands for the time derivative, g˙ij = ∂tgij.
In this paper we deal with the anisotropic conformal and the kinetic-conformal
formulations of the Horˇava theory. They share in common the condition
λ = 1/3 (2.6)
(when the spatial dimension is d, the corresponding definition is λ = 1/d). When
λ takes this value the hypermatrix Gijkl becomes degenerated, that is,
Gijklgkl = 0 . (2.7)
Furthermore, at this value the kinetic term of the Lagrangian,
√
gNGijklKijKkl,
which is universal for all the Horˇava models, gets an anisotropic conformal symmetry
defined by the anisotropic Weyl scalings [1, 2]
g˜ij = Ω
2gij , N˜ = Ω
3N , N˜i = Ω
2Ni , (2.8)
where Ω = Ω(t, ~x). Then the conformal weights of gij and Ni are +1 and the one
of N is +3/2. If the condition λ = 1/3 is set but the potential of the theory is not
conformal, which is the case for a general FDiff-invariant potential, the theory is not
Weyl invariant. This is the kinetic-conformal Horˇava theory (or simply the nonpro-
jectable Horˇava theory at the critical point λ = 1/3). If, in addition, a conformal
potential is chosen, the theory becomes anisotropic conformal. In other words, the
kinetic-conformal theory is a theory with explicit breaking of the anisotropic Weyl
symmetry. Note that, in order to the combination
√
gNV be Weyl invariant, the
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potential V must have conformal weight −3, V˜ = Ω−6V. One of such conformal
potentials, that is also z = 3, is [1]
V = ωC ijCij , (2.9)
where ω is and arbitrary constant and C ij is the Cotton tensor
C ij =
1√
g
εkl(i∇kRlj) . (2.10)
The Cotton tensor has conformal weight −5/2, C˜ ij = Ω−5C ij. We will analyse in
detail the model defined with this potential in section 2.4.
Interestingly, the vector ai defined in (2.2) transforms as a gauge connection
under the anisotropic Weyl scalings,
a˜i = ai + 3
∂iΩ
Ω
, (2.11)
as does similarly the Levi-Civita connection of gij,
Γ˜kij = Γ
k
ij +
(
2δk(iδ
l
j) − gijgkl
) ∂lΩ
Ω
. (2.12)
Hence in the anisotropic conformal Horˇava theory one has two natural gauge con-
nections for the conformal transformations. The composition of covariant conformal
derivatives must be done in a way compatible with the symmetry of spatial diffeo-
morphisms. If Ψ is a scalar under spatial diffeomorphisms and has conformal weight
r,
Ψ˜ = Ω2rΨ, (2.13)
we may define a conformal covariant derivative acting of Ψ by
DiΨ ≡ ∂iΨ− 2r
3
aiΨ . (2.14)
This derivative has conformal weight r and it is also a vector under spatial diffeo-
morphisms. Γkij may also arise as a conformal gauge connection. For an arbitrary
conformal spatial vector Ψi of conformal weight r, under a Weyl transformation its
covariant derivative with the Levi-Civita connection transforms as
∇˜iΨ˜j = Ω2r∇iΨj +
[
(2r − 1)δki δlj − δkj δli + gijgkl
]
Ω2r−1∂kΩΨl . (2.15)
Now, for the specific case of the vector Ψi has conformal weight r = −1/2 (Ψ˜i =
Ω−1Ψ), the hypermatrix in the second term of this expression becomes degenerated,
gij being its null eigenvector,[
(2r − 1)δki δlj − δkj δli + gijgkl
]
gij ≡ 0 if r = −1/2 . (2.16)
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Therefore, the divergence of any spatial conformal vector of conformal weight −1/2,
∇kΨk , (2.17)
is also a conformal object with conformal weight −3/2, ∇˜kΨ˜k = Ω−3∇kΨk. In
section 2.3, where we will deal with an explicit conformal model, we will see how
the two conformal constructions (2.14) and (2.17) arise explicitly. Moreover there
is a third object transforming as the time component of a gauge connection for the
anisotropic Weyl scalings, we will show it in section 2.2.
2.2 Canonical formulation
We start the Hamiltonian formulation of the anisotropic conformal Horˇava the-
ory. The analysis is very close to that of the kinetic-conformal theory presented in
Ref. [6], but with important differences introduced by the additional Weyl symme-
try. We set λ = 1/3 and assume that we are provided with a general conformal
potential V that depends both on the metric gij and the vector ai (unlike (2.9), that
does not depend on N). The canonically conjugated pairs are (gij, π
ij) and (N,PN).
Under the Weyl symmetry the momenta transform with the opposite weight of their
conjugated variables. Since the Lagrangian does not depend on the time derivative
of N , we have the primary constraint
PN = 0 . (2.18)
The canonical momentum conjugated to the spatial metric satisfies
πij√
g
= GijklKkl . (2.19)
By using (2.7), and denoting the trace as π ≡ gijπij , we get another primary
constraint
π = 0 . (2.20)
Although the two constraints (2.18) and (2.20) are also present in the kinetic-
conformal theory [6], the anisotropic Weyl symmetry modifies their behavior. In-
deed, since NPN and π are the generators of the Weyl scalings on (N,PN) and
(gij, π
ij) respectively, we have that in the anisotropic conformal theory the combi-
nation,
̟ ≡ π + 3
2
NPN , (2.21)
is the generator of the anisotropic Weyl scalings (the numerical factor follows from
the conformal weights defined in (2.8)). Hence this combination is a first-class
constraint. In the kinetic-conformal theory there is not any first class behavior
associated to π or PN since there is no Weyl symmetry. In the anisotropic conformal
theory it is convenient to replace the constraint π = 0 by the constraint ̟ = 0.
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This is similar to the way the generator of the purely spatial diffeomorphisms of
the full theory is defined as a combination of two constraints, see (2.24).
The Hamiltonian, with the primary constraints added, is
H = H0 +
∫
d3x
(
NiHi + µ̟ + σPN
)
, (2.22)
where
H0 =
∫
d3x
(
N√
g
πijπij +
√
gNV
)
. (2.23)
Hi = 0 is a primary constraint defined by
Hi ≡ −2∇jπij + PN∂iN . (2.24)
As in GR, this is a first-class constraint, it is the generator of purely spatial diffeo-
morphisms. Ni, µ and σ are Lagrange multipliers. Note that H0 remains exactly
invariant under the anisotropic Weyl scalings (2.8), as expected.
It is important to know the transformation of the Lagrange multipliers under
the anisotropic conformal transformations. We pay special attention to the behav-
ior of µ, since it is the multiplier of the first-class constraint that generates the
conformal transformations, hence a relation between the transformation of µ and
the time derivative of the conformal factor is expected. We first comment that the
momentum constraint is not conformal, but transforms with an additional term
proportional to the constraint ̟,
H˜i = Ω−2Hi + 2Ω−3∂iΩ̟ (2.25)
(this in turn is related to the fact that ̟ is a scalar density). Next, if on the
canonical action
S =
∫
dtd3x
(
πij g˙ij + PN N˙ − N√
g
πijπij −√gNV −NiHi − µ̟ − σPN
)
,
(2.26)
we perform an anisotropic Weyl scaling, we get
S˜ =
∫
dtd3x
[
πij g˙ij + PNN˙ − N√
g
πijπij −√gNV −NiHi
−
(
µ˜− 2Ω˙
Ω
+ 2Nk
∂kΩ
Ω
)
̟ − Ω−3σ˜PN
]
.
(2.27)
Therefore, we define the transformations of the Lagrange multipliers as
µ˜ = µ+
2Ω˙
Ω
− 2Nk∂
kΩ
Ω
, (2.28)
σ˜ = Ω3σ , (2.29)
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such that the canonical action remains invariant under anisotropic Weyl transfor-
mations in the whole phase space. As expected, the transformation of the Lagrange
multiplier µ accounts for the time derivative of the conformal factor. Indeed, at least
in the Ni = 0 gauge, µ transforms as the time component of a gauge connection for
anisotropic conformal transformations.
Now we impose the time preservation of the primary constraints. Since Hi and
̟ are generators of gauge symmetries, their preservation holds with no more condi-
tions. This implies that in the anisotropic conformal theory there is a constraint less
than in the kinetic-conformal theory, since in the latter the preservation of π = 0
leads to an additional constraint3 [6].
The preservation of PN = 0 leads to the secondary constraint
H ≡ π
ijπij√
g
+ U = 0 , (2.30)
where we have introduced the derivatives of the potential,4
U ≡ δ
δN
∫
d3y
√
gNV , W ij ≡ 1
N
δ
δgij
∫
d3y
√
gNV . (2.31)
We call (2.30) the Hamiltonian constraint. It is interesting to see that the anisotropic
Weyl symmetry relates the two derivatives U andW ij . This can be directly derived
from the fact that the constraint ̟ is the generator of this gauge symmetry and
consequently its bracket with the Hamiltonian is automatically zero, as we have
just commented. By making the computations explicit, we get
0 = {̟,H} = −N(W + 3
2
U) , (2.32)
where W is the trace of W ij , W ≡ gijW ij , and the equatilities hold on the con-
strained phase space. Since in the anisotropic conformal theory the vanishing of
this bracket is an identity, we get the following identity relating the two derivatives
U and W ij :
W = −3
2
U . (2.33)
In section 2.3 we will check this identity explicitly. It is also interesting that in the
kinetic-conformal theory the same relation (2.33) arises, but, since the theory has
not the anisotropic Weyl symmetry, it is not an identity but a constraint of the
theory. We will discuss this in section 3.
3If in the conformal theory one deals with π = 0 instead of ̟ = 0, the statement equivalent
to the preservation of ̟ = 0 without fruther conditions is that, due to the Weyl symmetry, the
bracket of π with the Hamiltonian is proportional to the one of PN , {π,H} = − 32N{PN , H}
(imposing the primary constraints after computing the brackets). Therefore, the preservation of
π leads to the same condition imposed by the preservation of PN .
4For notational simplicity here we have defined U and W ij as densities, unlike Ref. [7].
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Finally, the time preservation of the secondary constraint H leads to an equation
for the Lagrange multiplier σ, namely,∫
d3y
δU
δN
σ = 2
∫
d3y
Nπij√
g
δU
δgij
− 2N√
g
πijW ij , (2.34)
where the equality holds over the totally constrained phase space. In expressions
like this, functional derivatives of functions are understood in an integrated form,
for example∫
d3yσ(y)
δU(x)
δN(y)
=
∫
d3yσ(y)
δ
δN(y)
∫
d3zδ(3)(z − x)U(z) . (2.35)
Dirac’s procedure for the time preservation of constraints ends with Eq. (2.34).
Summarizing, we have that the anisotropic conformal theory possesses the con-
straints
PN = 0 , (2.36)
Hi = −2∇jπij + PN∂iN = 0 , (2.37)
̟ = π +
3
2
NPN = 0 , (2.38)
H = π
ijπij√
g
+ U = 0 . (2.39)
They sum up six equations. There are two gauge symmetries, the spatial diffeomor-
phisms and the Weyl scalings, that lead to four gauge degrees of freedom. In the
phase space spanned by (gij, π
ij) and (N,PN), we are left with four independent
degrees of freedom once the constraints are solved and the gauge symmetries fixed.
This corresponds to two physical, even, independent degrees of freedom, which is
the same number of GR and the kinetic-conformal Horˇava theory.
The equations of motion in the Hamiltonian formalism, after imposing the Ni =
0 gauge condition, are
N˙ − 3
2
µN = σ , (2.40)
g˙ij − µgij = 2N√
g
πij , (2.41)
π˙ij + µπij = −2N√
g
(πikπk
j − 1
4
gijπklπkl)−NW ij . (2.42)
Taking into account that the transformation of the Lagrange multiplier µ balances
the time derivative of the conformal factor (it is a gauge connection, Eq. (2.28)),
we get that these equations are manifestly anisotropic-Weyl invariant.
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2.3 An explicit z = 3 conformal model
Here we study our first explicit model. The symmetric tensor,
Xij ≡ Rij − 2
9
aiaj +
4
3
∇(iaj) , (2.43)
transforms under the anisotropic conformal transformations (2.8) as
X˜ij = Xij − 4Ω−1(a(i∂j) − 1
3
gijak∂
k)Ω− 12Ω−2(∂iΩ∂jΩ− 1
3
gij∂kΩ∂
kΩ)
+3Ω−1(∇ij − 1
3
gij∇2)Ω ,
(2.44)
where ∇ij···k = ∇i∇j · · ·∇k. This implies that its trace,
X ≡ R− 2
9
aka
k +
4
3
∇kak , (2.45)
is conformal with conformal weight −1, X˜ = Ω−2X . Therefore the potential
V = γX3 , (2.46)
where γ is an arbitrary coupling constant, has conformal weight −3. Hence this
potential is suitable to define an anisotropic conformal Horˇava theory of the class
we studied in the previous section. This potential depends both on the spatial
metric gij and the ai vector. Interestingly, V is of z = 3 order, the minimal order
required for the power-counting renormalizability of the Horˇava theory in 3 spatial
dimensions.
We specialize the formulae of the previous section to the case of the theory
defined by the potential (2.46). The action and the primary Hamiltonian of the
model are given by
S =
∫
dtd3x
√
gN
(
GijklKijKkl − γX3
)
, (2.47)
H0 =
∫
d3x
(
N√
g
πijπij + γ
√
gNX3
)
. (2.48)
The direct computation of the derivatives of the potential yields
U√
g
= γX3 +
4γ
N
[
∇2 + 1
3
∇k(ak·)
]
(NX2) , (2.49)
W ij√
g
=
γ
2
gijX3 − 3γ
N
[
X ij −∇ij + gij∇2 − 4
3
∇(i(aj)·) + 2
3
gij∇k(ak·)
]
(NX2) ,
(2.50)
where the dot inside the operators means ∇(a·)b = ∇(ab).
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It is illustrative to discuss on explicit grounds the anisotropic conformal covari-
ance of these two derivatives of the potential, which enter in the definition of the
Hamiltonian constraint and the equations of motion, specially for the role of the
vector ai as a gauge connection for the anisotropic conformal transformations. We
first note that the combination NX2 is a conformal spatial scalar with conformal
weight −1/2. Therefore its conformal covariant derivative can be defined according
to (2.14), that is,
Di(NX
2) = ∂i(NX
2) +
1
3
aiNX
2 . (2.51)
In turn, this convariant derivative is a conformal spatial vector of conformal weight
−1/2. According to the case discussed in Eq. (2.17), its divergence is also conformal.
This divergence is exactly the combination arising between brackets in the right
hand side of Eq. (2.49),∇kDk(NX2). Hence the second term in (2.49) has conformal
weight −3, like the term γX3. This makes the U derivative conformally covariant
in a manifest way, with conformal weight −3/2. Furthermore, we can write the two
equations (2.49 - 2.50) in a form closer to the manifest conformal covariance,
U√
g
= γX3 +
4γ
N
∇kDk(NX2) , (2.52)
W ij√
g
=
γ
2
gijX3 − 3γ
N
[
X ij −∇(iDj) + gij∇kDk −∇(i(aj)·) + 1
3
gij∇k(ak·)
]
(NX2) .
(2.53)
The transformation of the 2nd and 4th terms of the last equation,
∇(iDj)(NX2) →
[
Ω−1∇(iDj) − Ω−2
(
∂(iΩDj) − gij∂kΩDk
)]
(NX2) , (2.54)
∇(i(aj)NX2) →
[
Ω−1∇(i(aj)·)− Ω−2
(
3∂(iΩaj) − gij∂kΩak
)
+3∇(i
(
Ω−2∂j)Ω·
)− 3Ω−3 (2∂iΩ∂jΩ− gij∂kΩ∂kΩ)] (NX2) ,
(2.55)
combined with the trace of (2.55), compesate the transformation of X ij , such the
derivative W ij becomes conformal with conformal weight −5/2.
In addition, by taking the trace of Eq. (2.53), one may check easily that the two
derivatives of the potential (2.52 - 2.53) satify the identity (2.33).
The full set of constraints of the model is
PN = 0 , (2.56)
Hi = −2∇jπij + PN∂iN = 0 , (2.57)
̟ = π +
3
2
NPN = 0 , (2.58)
H = π
ijπij√
g
+ γ
√
gX3 + 4γ
√
g
N
∇kDk(NX2) = 0 . (2.59)
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Equation (2.34), which results from the time preservation of the Hamiltonian con-
straint, takes the form
N−1D1σˆ = 1
4
πijai∇j(NX2)− 3N
16
√
g
πijW ij
+
1
2
Dij2
(
9
8
NX2πij −Xak∇k(Nπij) + 3X∇2(Nπij)
)
,
(2.60)
where
σˆ ≡
√
g
N
σ , (2.61)
D1 ≡ ∇2(NX∇2·) + 1
3
∇k(akNX∇2·)− 1
3
∇2(akNX∇k·) + 1
8
N∇k(X2∇k·)
+
3
4
(
NX2∇2 +∇k(NX2)∇k
)− 1
9
∇k(akalNX∇l·) , (2.62)
Dij2 ≡ ∇ij +
4
3
ai∇j − Rij + 2
9
aiaj . (2.63)
Equation (2.60) leads to an elliptic partial differential equation for σˆ. Indeed, if we
divide it by X , the highest order derivative acting on σˆ results ∇4. Thus, the set
of constraints is consistently closed. The equations of motion of the model are
N˙ − 3
2
µN = σ , (2.64)
g˙ij − µgij = 2N√
g
πij , (2.65)
π˙ij + µπij = −2N√
g
(πikπk
j − 1
4
gijπklπkl)− γ
2
√
ggijNX3
+3γ
√
g
[
X ij −∇(iDj) + gij∇kDk −∇(i(aj)·) + 1
3
gij∇k(ak·)
]
(NX2) .
(2.66)
2.4 An odd z = 3 conformal model
In this section we study the second explicit model, which exhibits a rather different
behavior. The z = 3 potential
V = ωC ijCij , (2.67)
where ω is and arbitrary constant and C ij is the Cotton tensor
C ij =
1√
g
εkl(i∇kRlj) , (2.68)
is another example of conformal potential of weight −3. It was considered by Horˇava
in his original formulation of the theory [1], and since then has been the subject if
intense study.
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The action and the primary Hamiltonian are
S =
∫
dtd3x
√
gN
(
GijklKijKkl − ωC ijCij
)
, (2.69)
H0 =
∫
d3x
(
N√
g
πijπij + ω
√
gNC ijCij
)
. (2.70)
The derivatives of the potential take the form
U = ω√gCklCkl = √gV , (2.71)
W ij = 2ω√g(C ikCkj − 1
4
gijCklCkl) +
ω
N
D3(ij)kl(NCkl) , (2.72)
where
D3ijkl ≡ −εmnk
[
gil∇mjn − 12gij(∇mnl +∇mln)− gilRjn∇m + gil∇mRjn
]
+εimk
[∇mjl − gjl∇2∇m +∇l(Rjm·)− gjl∇n(Rnm·)] ,
(2.73)
and, for later use,
D†3ijkl ≡ εmnk
[
gil∇njm − 12gij(∇lnm +∇nlm)− gilRjn∇m − 2gil∇mRjn
]
−εimk [∇ljm − gjl∇m∇2 +Rjm∇l − gjlRnm∇n] .
(2.74)
In the general analysis shown in section 2.1, the time preservation of the con-
straint H, given in Eq. (2.30), leaded to an equation for the Lagrange multiplier σ,
which is Eq. (2.34). In this model the potential (2.67) has no dependence on the
lapse function N , a situation that we did not consider in the general case. This
implies that the Hamiltonian constraint does not depend on N . As a consequence,
its time preservation generates no equation for Lagrange multipliers, but another
constraint instead, which for the model we have at hand is given by
G ≡ πijD3ijkl(NCkl)− CklD†3ijkl(Nπij) = 0 . (2.75)
Finally, since the constraint G does depend on N , its time preservation leads to an
equation for the Lagrange multiplier σ. This equation is
πijD3ijkl(NCklσ)− CklD†3ijkl(Nπijσ) = −{G, H0} . (2.76)
Dirac’s procedure closes at this step. The full set of constraints of this model is
PN = 0 , (2.77)
Hi = −2∇jπij + PN∂iN = 0 , (2.78)
̟ = π +
3
2
NPN = 0 , (2.79)
H = π
ijπij√
g
+ ω
√
gCklCkl = 0 , (2.80)
G = πijD3ijkl(NCkl)− CklD†3ijkl(Nπij) = 0 . (2.81)
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In this particular model we have ended up with the same four constraints Hi,
PN , ̟ and H that the general anisotropic conformal theory has, plus the additional
constraint G. They sum up for a total of seven equations. There are four gauge
degrees of freedom. This leaves three physical degrees of freedom in the phase space,
which means two physical propagating modes: one even and the other one odd. As
we have discussed, the origin of the odd nature of one of the propagating modes lies
in the choice of a conformal potential that does not depend on the lapse function
N .
The equations of motion of the odd model take the form
N˙ − 3
2
µN = σ , (2.82)
g˙ij − µgij = 2N√
g
πij , (2.83)
π˙ij + µπij = −2N√
g
(πikπk
j − 1
4
gijπklπkl)− 2ω√gN(C ikCkj − 1
4
gijCklCkl)
−ωD3(ij)kl(NCkl) . (2.84)
3 Hamiltonian formulation of the kinetic-conformal
theory
In this section we present a summary of the Hamiltonian formulation of the kinetic-
conformal theory, which was developed in Ref. [6], and contrast it with the previous
theory.
The bulk part5 of the Hamiltonian is
H =
∫
d3x
(
N√
g
πijπij +
√
gNV +NiHi + µπ + σPN
)
. (3.1)
V is now considered as a general nonconformal potential that depends on gij and
N and that is of z = 3 order. We present the full list of constraints in this theory, 6
PN = 0 , (3.2)
π = 0 , (3.3)
H = π
ijπij√
g
+ U = 0 , (3.4)
C = 3π
ijπij
2
√
g
−W = 0 , (3.5)
5As in GR, boundary terms are needed for the differentiability of the Hamiltonian under general
variations [6]. Here we omit these terms.
6The constraints H and C must be also added to the Hamiltonian (3.1), but putting the
associated Lagrange multipliers equal to zero always leads to a subset of consistent solutions [14].
The solutions we study in the following belong to this subset.
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Hi = −2∇jπij + PN∂iN = 0 , (3.6)
where U andW ij are defined by the same formulas (2.31) andW is the trace ofW ij .
The time preservation of the π = 0 constraint leads to the constraint C = 0. The
time preservation of H and C imposes two equations on the Lagrange multipliers µ
and σ, namely∫
d3y
(
δU
δN
σ + gij
δU
δgij
µ
)
− 3π
ijπij
2
√
g
µ = −2
∫
d3y
Nπij√
g
δU
δgij
+ 2πijWij , (3.7)∫
d3y
(
δW
δN
σ + gij
δW
δgij
µ
)
+
9πijπij
4
√
g
µ = −2
∫
d3y
πij√
g
δW
δgij
− 3πijWij . (3.8)
The anisotropic conformal and the kinetic-conformal theory share exactly the same
momentum constraint Hi since this is the generator of purely spatial diffeomor-
phisms, a symmetry present in both theories (and in GR). This is the only first-class
constraint both theories have in common. Indeed, they also share the constraints PN
and π, but in the kinetic-conformal theory the combination ̟ = π+ 3
2
NPN lacks its
first-class behavior due to the explicit breaking of the anisotropic Weyl symmetry.
The Hamiltonian constraint H is also present as a second-class constraint, but in
the kinetic-conformal case it is not conformal. Finally, in the kinetic-conformal the-
ory we have the additional second-class constraint C. Note that the two constraints
H = 0 and C = 0 imply the condition
W = −3
2
U . (3.9)
This is the same relation of (2.33) of the anisotropic conformal theory, but the way
this relation was derived here identifies it as a constraint, rather than an identity.
There are seven equations defined by the constraints (3.2 - 3.6), and three gauge
degrees of freedom corresponding to the spatial diffeomorphisms. This leaves four
physical degrees of freedom in the phase space, corresponding to two physical even
modes, as we commented in section 2.3. The fact that the number of physical
degrees of freedom is preserved between the anisotropic conformal and the kinetic-
conformal theories is merely due to the exchange of a second-class constraint in the
latter (C = 0) by a gauge symmetry in the former (the anisotropic Weyl symmetry).
Finally, the equations of motion in the Hamiltonian formalism, after imposing
the Ni = 0 gauge condition, are
N˙ = σ , (3.10)
g˙ij =
2N√
g
πij + µgij , (3.11)
π˙ij = −2N√
g
(πikπk
j − 1
4
gijπklπkl)− µπij −NW ij . (3.12)
Although these equations are not conformal, they share the same structure of the
equations of motion of the anisotropic conformal case. The difference is, of course,
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the choice of the potential that determines the derivativeW ij . This only affects the
Eq. (3.12) (the change in the Eq. (3.10) is only apparent, one can always redefine
σ).
4 Conformally flat solutions
In this section we study the issue of the conformally flat solutions in the context
of the Hamiltonian formulation of the anisotropic conformal and kinetic-conformal
Horˇava theories.
4.1 On the Conformal flatness in Horˇava theory
An essential characteristic of the Horˇava theory is that a spacetime metric is not
needed as a fundamental object. Instead, the spatial metric has independent exis-
tence. Indeed, the anisotropic nature of the Weyl transformations is related to the
anisotropy between the space and the time [3]. Nevertheless, Minkowski spacetime,
defined in Horˇava theory by N = 1, Ni = 0 and gij = δij (in Cartesian coordinates),
is a vacuum solution. Thus, in this framework there arise two different kinds of
configurations which can be given the name of conformally flat. The first one is the
anisotropic conformal class of the Minkowski solution, characterized by N = Ω3,
Ni = 0 and gij = Ω
2δij . All configurations of this class are automatically solutions
of the anisotropic conformal theory. The second kind arise when the condition of
conformal flatness is limited to the spatial metric gij, which is the natural metric
in Horˇava theory. We may define the associated conformally flat class by the single
condition
gij = Ω
2δij , Ω = Ω(t, ~x) , (4.1)
and allow for a lapse function in principle different to N = Ω3. The anisotropic
conformal class of the Minkowski solution does not need to be solution of the kinetic-
conformal theory due to the explicit breaking of the anisotropic conformal symme-
try. In distinction, the conformally flat class defined by the weaker condition (4.1)
lead to a greater set of configurations that deserves to be studied independently.
Here we study these configurations. We start with the anisotropic conformal
theory, leaving the potential undetermined. This will allows us to extract some
general properties of these configurations which can be compared with the kinetic-
conformal theory. Our first result about the conformally flat configurations defined
by (4.1) can be deduced by combining Eqs. (2.38) and (2.41), using PN = 0 explic-
itly. By inserting (4.1) in (2.41) we get the equation(
2Ω˙
Ω
− µ
)
δij =
2N
Ω3
πij . (4.2)
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Now the constraint π = 0 (2.38) implies that the trace of this equation is zero, so
we have
µ =
2Ω˙
Ω
. (4.3)
By putting this relation back in Eq. (4.2) we get the strong result that the canonical
mometum vanishes for all the conformally flat solutions (N is nonzero by assump-
tion),
πij = 0 . (4.4)
Now we extract further consequences of this result. By droping the canonical
momentum out from Eq. (2.42) we get the condition W ij = 0, that is,
δ
δgij
∫
d3y
√
gNV = 0 , (4.5)
whereas from the Hamiltonian constraint (2.39) we get U = 0, hence
δ
δN
∫
d3y
√
gNV = 0 . (4.6)
Equations (4.5 - 4.6) state that the conformally flat solutions defined by (4.1) are
critical points of the potential of the anisotropic conformal theory. Note that, since
πij = PN = 0, the constraints (2.37) and (2.38) are automatically solved. The
equation of motion (2.40), after use of Eq. (4.3), can be brought to the form
Ω3∂t(Ω
−3N) = σ . (4.7)
This and the equation of motion (4.3) fix the Lagrange multipliers σ and µ in
terms of the time derivative of the lapse function and the conformal factor. We
comment that for the anisotropic conformally flat solutions belonging to the class
of the Minkowski spacetime one has N = Ω3, hence the Eq. (4.7) yields σ = 0 for
this class. With regards the conformally flat configurations defined by (4.1), the
remaining equations to be solved by them are the criticality conditions (4.5) and
(4.6). These equations must be solved for the variables Ω and N .
4.2 Conformally flat solutions in the general kinetic-conformal
theory
Now we study the conformally flat configurations defined by (4.1) in the kinetic-
conformal theory.
Since the Eq. (3.11) and the constraint (3.3) remain the same in both theories,
we obtain the same two results of the anisotropic conformal theory:
µ =
2Ω˙
Ω
, (4.8)
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and
πij = 0 . (4.9)
Again, Eqs. (3.10) and (4.8) fix the Lagrange multipliers in terms of time derivatives
of N and Ω. Following the same lines of the anisotropic conformal theory, we have
that the Hamiltonian constraint (3.4) and the equation of motion (3.12) imply
U =W ij = 0 , (4.10)
for these configurations. Therefore, we have that also in the kinetic-conformal
theory the conformally flat configurations (4.1) are critical points of the potential.
Constraint C, given in (3.5), implies W = 0, but this is already implied by W ij =
0, therefore constraint C imposes no further conditions on the conformally flat
configurations. The constraints (3.3) and (3.6) are again automatically solved. As
in the case of the anisotropic conformal theory, the remainning conditions are the
conditions (4.10) of criticality of the potential on the variables Ω and N .
4.3 The effective z = 1 kinetic-conformal theory
To further advance with the conformally flat configurations in the kinetic-conformal
theory, here we take a specific model, which is the effective action for large distances.
The dominant terms in the potential at large distances are the z = 1 terms. The
corresponding potential is
V = −βR− αaiai , (4.11)
where β, α are constants. For this effective theory the derivatives of the potential
take the form
U√
g
= −βR− αakak + 2α∇
2N
N
, (4.12)
W ij√
g
= − β
N
(∇ij − gij∇2)N + β(Rij − 1
2
gijR) + α(aiaj − 1
2
gijaka
k) , (4.13)
W√
g
= 2β
∇2N
N
− 1
2
(βR + αaka
k) . (4.14)
Now we specialize to the conformally flat solutions. The fields Ω and N must
satisfy the criticality conditions (4.10). From Eqs. (4.12) and (4.14) we get that
conditions U = 0 and W = 0 are equivalent to the two equations
∇2N = 0 , (4.15)
βR + αaka
k = 0 . (4.16)
Now we may use these two equations to simplify the equation W ij = 0, with W ij
given in (4.13), such that we obtain the equation
β∇ijN − βNRij − αNaiaj = 0 . (4.17)
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Thus, we have that the criticality conditions (4.10) are equivalent to the Eq. (4.17)
and one of the Eqs. (4.15) or (4.16). We choose Eq. (4.15), such that Eq. (4.16) is
implied by Eqs. (4.15) and (4.17).
Evaluated on conformally flat metrics in Cartesian coordinates, gij = Ω
2δij ,
Eqs. (4.15) and (4.17) become, respectively,
∂k (Ω∂kN) = 0 , (4.18)
β
[
∂ijN − 2
∂(iΩ∂j)N
Ω
+
N∂ijΩ
Ω
− 2N∂iΩ∂jΩ
Ω2
+
δij
Ω
(∂kΩ∂kN +N∂kkΩ)
]
−α∂iN∂jN
N
= 0 . (4.19)
We may give an explicit exact solution to the pair of Eqs. (4.18 - 4.19). Equation
(4.18) suggests the ansatz
N = Ωm , (4.20)
where m is an undetermined number. Under this ansatz Eq. (4.18) can be written
as (
m
m+ 1
)
∂kkΩ
m+1 = 0 , (4.21)
which implies, assuming m 6= 0, that the function Ωm+1 is a harmonic function
with respect to the Euclidean flat Laplacian ∂kk. With this identification Eq. (4.18)
is completely solved. We allow for a general, parametric, time dependence of the
chosen harmonic function (recalling that the time derivatives of Ω and N determine
the Lagrange multipliers µ and σ, Eqs. (3.10) and (4.3)). Next we substitute the
ansatz (4.20) in Eq. (4.19). This yields
Ω∂ijΩ + n∂iΩ∂jΩ = 0 , (4.22)
where
n ≡ (β − α)m
2 − 3βm− 2β
β(m+ 1)
. (4.23)
Equation (4.22) can be brought to a simpler form,
(n+ 1)−1∂ijΩ
n+1 = 0 . (4.24)
Assuming again that the coefficient is not zero, the general solution of this equation
is a linear function of the spatial coordinates:
Ωn+1 = L ≡ ~k(t) · ~x+ b(t) , (4.25)
where ~k(t), b(t) are arbitrary functions of time. But in the previous analysis of the
Eq. (4.18) we ended with the condition that Ωm+1 must be a harmonic function.
Since L is a harmonic function, these two conditions can be met simultaneosly if
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n = m. This sets an equation form in terms of the coupling constants of the theory,
namely,
αm2 + 4βm+ 2β = 0 . (4.26)
If α = 0 the only solution is m = 1/2. Otherwise the solutions are
m± = −2β
α
±
√
4β2
α2
− 2β
α
. (4.27)
Summarizing, the conformally flat solutions, in the gauge Ni = 0, are given by
πij = 0, gij = Ω
2δij , Ω = L
1
m+1 , N = L
m
m+1 , L is the general linear and time-
dependent function L = ~k(t) · ~x + b(t), and the number m is given by the roots of
Eq. (4.26).
Conclusions
We have perfomed the Hamiltonian formulation of the classical anisotropic confor-
mal Horˇava theory. Two conditions define this theory, namely, the fixed value of
the coupling constant of the kinetic term and the presence of a conformal poten-
tial. We have constrasted the resulting dynamics with a related formulation, the
kinetic-conformal theory, which has the same value of the coupling constant, but the
potential is not conformal, hence the anisotropic Weyl symmetry is explicitly bro-
ken. We have found important similarities between the dynamics of both theories,
on the basis of which we can state that the kinetic-conformal theory “remembers”
the anisotropic Weyl symmetry. We highlight the interesting point that the gener-
ator of anisotropic Weyl transformations is present in both theories, but it changes
from first-class to second class in the passage from the anisotropic conformal to the
kinetic-conformal theory. The number of the propagating degrees of freedom (at
least in the classical-field sense) is the same in both theories. This is due to the
exchange of the anisotropic Weyl symmetry by an extra second-class constraint in
the kinetic-conformal case. We have found an important exception. This happens
when the conformal potential does not depend on N , as is the case of the well
known (Cotton)2 potential. In this case there emerges an additional second-class
constraint, which leads to an odd physical mode (a mode that is odd in the phase
space), plus and even mode. We have studied in detail two explicit models, one
with the conformal potential depending on N and the (Cotton)2 model.
In the anisotropic conformal theory there arise several objects playing the role
of gauge connections of the anisotropic Weyl transformations. These are the vector
ai = ∂i lnN , the Levi-Civita connection of the spatial metric, and the Lagrange
multiplier of the generator of the anisotropic Weyl transformations. The ai serves as
gauge connection for general conformal objects, but the Levi-Civita connection only
under specific combinations. The Lagrange multiplier acts as the time component of
a gauge connection (in the Ni = 0 gauge), and we have identified it in the canonical
equations of motion.
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We have posed the question on whether nontrivial conformally flat solutions
may arise in these theories. We have found that limiting the definition of conformal
flatness only to the spatial metric give more possibilities. Indeed, this kind of
conformally flat configurations arise with similar properties in both theories. In
particular, in both cases they are critical points of the potential and have vanising
canonical momentum. We have found an explicit conformally flat solution in the
kinetic-conformal Horˇava theory.
Since in Horˇava theory the kinetic term and the potential of the Lagrangian are
not connected by gauge symmetries, we have the interesting possibility of defining
an “intermediate” theory whose kinetic term is the same of the anisotropic con-
formal theory but with a nonconformal potential. We have seen that the broken
Weyl symmetry leaves several traces on the kinetic-conformal theory. It would be
interesting to further explore this relationship. For example, many models of field
theories with anisotropic Lifshitz scaling have been studied in holography. For a
recent review on this topic see, for example, [15]. On the basis of the similarities
we have seen in the dynamics with the anisotropic conformal Horˇava theory, we
suggest that perhaps the kinetic-conformal Horˇava theory could play an interesting
role in the anisotropic holography.
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