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A simple direct proof is given of a fundamental identity involving Schur 
functions which contains as special cases the identity responsible for Good’s proof 
of the Dyson conjecture and the summation theorem of Biedenharn and Louck that 
appears frequently in dealing with the explicit matrix elements which arise in the 
unitary groups. By using the Weyl character formula, a general identity is obtained 
which implies our result involving Schur functions when a root system of type A, _ , 
is considered. As a further application of our general identity, explicit analogs of 
Good’s identity are given, corresponding to the root systems of types B,, C,, and 
D,. In addition, methods to obtain q-analogs of all of these results are briefly 
described. 
1. INTRODUCTION AND STATEMENT OF RESULTS 
In [6] Dyson raised 
Conjecture 1.1. The constant term in the expansion of 
,<I!,,. (I -xjlxi>ai (1.2a) 
is 
(a,+a,+*-- +a,)!/a,!a,! . ..a.!. (1.2b) 
Conjecture 1.1 was settled independently by Gunson [lo] and Wilson 
PI. 
Let F(x, ,..., x, ; a, ,..., a,) denote the product in (1.2a). In [ 71 Good also 
gave a beautiful proof of Conjecture 1.1 by showing that when no aj = 0, 
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Good deduced (1.3) directly from 
1 = 2 r”r (1 -xk/xj)-l. 
k=l j=l 
if-k 
(1.4) 
The identity in (1.4), known as Good’s identity, also appears in [27; 13, 
see p. 61, Eq.(3.2.5) with x = 01. Conjecture 1.1 (and hence Eq. (1.4)) not 
only arises in the physics studied in [6], but is also directly related to other 
questions in analysis and Lie algebras. In [ I] Andrews shows that 
Conjecture 1.1 is essentially equivalent to an extension of the P-integral to 
multiple integrals that is similar to Selberg’s integral (see [ 1 I). Macdonald 
[22], after pointing out how (1.2) may be formulated in terms of a root 
system of type An-, , states a number of other Dyson-like conjectures for 
other Lie algebras, and then proves these conjectures by showing that they 
are equivalent to certain special cases of Selberg’s integral. Motivated by 
Selberg’s integral and discrete extensions of the beta integral that are the 
weight functions of some useful orthogonal polynomials in one variable, 
Askey [2] has considered some discrete extensions of integrals of Selberg 
and Andrews. All of this work (motivated by Conjecture 1.1) is fundamental 
since the ,&integral can be viewed as the cornerstone of the extensive and 
important theory of hypergeometric functions. 
In the same volume of Journal of Mathematical Physics in which Good 
[7] published his proof of Conjecture 1.1, Louck and Biedenharn [ 18, 
p. 24001 proved the summation theorem given by 
THEOREM 1.5 (Louck and Biedenharn). Let x,...., x, be arbitrary 
distinct real numbers, q any nonnegative integer, and h,(x) the Ith 
homogeneous symmetric function of x, ,..., x,. We then have 
n 
2 (Xi)” fi (X,-Xxi)-’ = (-I)“-’ . h,-,+,(x). (1.6) 
i=l s=1 
sfi 
Theorem 1.5 appears frequently in dealing with the explicit matrix 
elements which arise in the unitary groups. In addition to numerous 
applications in [ 181, Theorem 1.5 is crucial in the explicit computation of 
elementary “denominator functions” which occur in 14, 5, 191. Theorem 1.5 
is also very important to the study of multivariable hypergeometric series 
well poised in sU(n). In [23], Eq. (1.6) is essential to the proof that 
Holman’s [ 14) hypergeometric series satisfy a fundamental difference 
equation (contiguous relation). Far-reaching consequences of this difference 
equation are developed in [3, 111. 
While working on [ 111 we discovered that (1.4) and (1.6) are both special 
cases of the more general 
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THEOREM 1.7. Let x , ,..., x, be arbitrary distinct real numbers, (L) = 
(I, >/I, > *** > 1, > 0) a partition, and 12 1 an integer. We then have 
r 
I<il<jZt:..-cj,<n (s(AI ,.I, .... A,)txj, 7xj2 s.9 xji)) ’ ,,Qj,” (xi-xi)-’ . \ 
ieS.jeSc 
=s (A,-n+I.....A,-n+l) (x 4 , 3.**, (1.8) 
where S&x, ,..., x,) is the Schur function defined by Eq. (2.1) of Section 
two, s= {j, < j, < *** < jl}, and sc={j,+,<j,+z<...<j,}. 
Furthermore, the left-hand side of (1.8) is zero if and only if 0 < A, < 
n-l- 1. 
Remark 1.9. Since S,,,(x ,,..., x,) = h,(x ,,..., xn), which is the mth 
homogeneous symmetric function of x,,...,xn, and h,,,(x) =x”‘, it is not hard 
to see after multiplication by (-l)“- ’ that (1.6) is simply the I= 1, A, = q 
case of Theorem 1.7. 
Remark 1.10. Note that SC,, .... ,,,(x, ,..., x,) = 1. With (n - Z)’ denoting 
the partition consisting of I parts equal to (n - Z) it can be shown that 
s ((n-0’) (x1 )...) x,)= (x,x* ... X,y-‘! (1.11) 
Thus, by (1.1 I), it is not difficult to see that replacing each Ai by (n - I) in 
(1.8) yields 
l= \‘ n (1 -X./X.)) 
-..<j,<n l<ifj$n 
.I I ’ 
1 $j,<j,i. 
ieS.jaSc (1.12) 
1= 2: n (1 -x./x.)-’ JI ’ 
ScI, I<i#j<n 
lfSll=I ieS.jeSc 
where I, = { 1, 2,..., n) and by IJSj( we mean the cardinality of S. Setting I = 
n - 1 in (1.12) clearly gives (1.4). Now, S(,,,(x, ,..., x,,) = e,(x, ,..., x”) which 
is the mth elementary symmetric function of x, ,..., x,. Setting I= n - 1 in 
(1.11) implies that (1.4) is the elementary symmetric function case of (1.8). 
As (1.6) is the homogeneous symmetric function case, we see that the iden- 
tities (1.4) and (1.6) are dual to each other. Moreover, the q = n - 1 case of 
(1.6) is (1.4) with xi replaced by (xi)-‘. 
Remark 1.13. As Schur functions form an integral basis for symmetric 
polynomials, the left-hand side of (1.8) is still symmetric when 
S (A,,& I..., A,)txj,3 xj,3***, xj,) is replaced by any fixed symmetric polynomial of 
xj,, xj,9**a, xj,* 
In Section two we recall the determinantal definition of Schur functions 
and deduce Theorem 1.7 directly from this definition and the Laplace 
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expansion formula [9, p. 118, Prob. 1 ] for the determinant of an n X n 
matrix. 
In order to formulate a yet more general identity that implies Theorem 1.7, 
we now consider a reduced root system R and the associated Weyl group W. 
Let C be the set of positive roots under some ordering of R and A = 
ia , ,..., a,} be the basis of simple roots. Let A be the lattice of integral 
weights associated to R. For each 1 E A, the symbol en denotes a formal 
exponential which is an element of the group ring of/i. 
If E. is a dominant integral weight then the Weyl character formula gives 
ch,(A) = 
i 
\‘ 
NfzW 
sn(w) ewcA + p, s m(w) ew’(p) , (1.14) 
WEW 
where p= 4 Co>,, a and sn(w) = (-l)‘(“‘), with Z(w) the length of w  E W. If 
6 E A and w  E W, we shall denote ewS by we’. (The book [ 151 is a good 
reference for the above information about root systems.) With this notation 
and the Weyl denominator formula we rewrite Eq. (1.14) as 
ch,(A) = s w en n (1 - e-a)-1 . 
WEW a>0 i 
(1.15) 
Let A’ c A be a subset of simple roots and W’ c W be the subgroup of W 
generated by reflections with respect to the elements in A’. We embed the 
lattice A’ of weights of A’ into A by requiring that any weight A’ E/i’ be 
orthogonal to A -A’. Finally let C’ be the set of positive roots in the root 
system generated by A’ under the ordering induced from R. 
Using the above notation and the fact that each Weyl group element 
w’ E W’ permutes the roots belonging to 2Y - Z’, we have 
ch,(A) = 
warep,ofG 
X n (1 -eea))’ . 
I aez-Z’ 
(1.16) 
Making the further assumption that the weight 1 E A’ we obtain 
THEOREM 1.17. IfA E A’, then 
ch,(A) = 1 
ije W/W’ 
w a rep. of cc 
n (1 -e -y ). 
acx-.T’ 
(1.18) 
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Letting t be a formal parameter, we generalize expression (1.15) by 
defining 
(1.19) 
We define chA(d’, t) similarly. Equation (1.19) then leads to a generalization 
of (1.18) given by 
THEOREM 1.20. If A E /i’, then 
ch,(d, t) = (1.21) 
warep.ofic 
Setting t = 0 reduces (1.21) to (1.18). 
For a root system R of type A,-, , we replace the formal exponentials 
(em 1 a > 0) by {xi/xi 1 1 < i < j ,< n). The exponentiated weight en can also 
be written as a monomial in the variables xi, 1 < i < n, (with possibly 
negative or fractional powers). If we multiply both sides of identities (1.18) 
and (1.21) by a suitable power of x1x1 ... x,, we obtain identities involving 
Schur functions in the variables xi in place of ch,(d) and Hall-Littlewood 
functions [21] in place of ch,(d, t). We also replace the factors 
n,,, (1 - e-“) by a Vandermonde determinant in the variables xi. With 
these substitutions, identity (1.8) becomes a special case of Theorem 1.17, 
and with l= 1 - q, Theorem 1.20 provides a q-analog of (1.8). In addition, 
for root systems other than A,- i, Theorem 1.20 gives a q-analog of the 
corresponding cases of Theorem 1.17. 
In Section three we make use of the I = 0 case of Theorem 1.17 to write 
down generalizations of Good’s identity (see (1.4)) corresponding to the root 
systems of types B,, C,, and D, . As a consequence of Theorem 1.20 we also 
give a general formula that contains as special cases q-analogs of all of these 
identities. 
2. PROOF OF THEOREM 1.7 
Before giving the proof of Theorem 1.7 we recall the determinantal 
definition of Schur functions. To this end let 1= (A,, A, ,..., A, ,...) be a 
partition, i.e., a (linite or infinite) sequence of nonnegative integers in 
decreasing order, 
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such that only finitely many of the Ai are nonzero. The number of nonzero 
li, denoted by Z(A), is called the length of A. Given a partition ;;1= (A, ,..., 2,) 
of length <n, the Schur functions S, are defined by 
S,(x, )...) XJ = 
det(xp+“-j),<i,jCn 
detWj)l,i,j<, ’ 
(2.1) 
The determinant in the numerator of (2.1) is divisible in Z (xi ,..., xn] by each 
of the differences (xi - xj), 1 < i < j < II, and hence by their product, which 
is the Vandermonde determinant 
n (xi-xj)=det(x;-‘)iCi jCn . . 
I<i<j<n 
(2.2a) 
= V,(x, )...) x,). (2.2b) 
Thus, the quotient in (2. I) is a symmetric polynomial in xi ,..., x, with coef- 
ficients in Z. For example, Stn) = h, and SCln) = e,, where h, and e, are, 
respectively, the homogeneous and elementary symmetric functions of 
x, )...) X” . 
Schur functions were first considered by Jacobi [ 161 just as in (2.1). Their 
relevance to the representation theory of the symmetric groups and the 
general linear groups was discovered much later by Schur [24]. The name 
Schur function is due to Littlewood and Richardson [ 171. A modern 
treatment of Schur functions can be found in [ 12, 21, 25, 261. 
We next need 
LEMMA 2.3. Let 9, be the family of ail l-element subsets of I,, = 
{ 1, L.., n }. Denote by (9,) -i”;, Yn-,) the collection of all triplets (S, o, r), 
where S E 9, and o and 5 are permutations of I, and In-,, respectively. Let 
S= {j, <j, < ... < j,} and SC = {j,, , < j,,, < ... < j,}. Then, the map II: 
(A?(, x, <Y, _ ,) + Y,, determined by 
(2.4a) 
(2.4b) 
is a bijection of (A?,, J$, 9, -J onto -i”, such that 
&(II((S, u, r))) = E(U) E(5)(-l)-(Y)+Z(s), (2.5) 
where, for each w  E Yn, E(W) is the sign of the permutation w, and Z(S) = 
(j,+j,+a-n + j,) is the sum of the elements of S. 
Proof: It is clear from the definition of a determinant that this lemma is 
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equivalent to the Laplace expansion formula [9, p. 118, Prob. 11 for the 
Q.E.D. determinant of an n x n matrix. 
We are now ready for the 
Proof of Theorem 1.7. First observe that 
n (Xi - XjJ’ = (-l)-(%+~(s) . n (Xi -Xi)-’ 
I<ifj<n iij 
icS,jeSc ieS.jESc 
x I-1 (xi-xi)-‘. 
i<j 
iESc,jeS 
For convenience, set 
Vs(x)= n (Xi -xj). 
icj 
i,jcS 
(2.6) 
(2.7) 
It is now not hard to see from (2.6) and (2.7) that the left-hand side of (1.8) 
can be written over the common denominator V,,(x) = V,(x, ,..., XJ as 
& 1 (-1)-(Y)+~(s’(V,(x) s (A, ,..., A,)(xj,,***3 xj,>> vS4x>e (2.8) 
n 
,;;fl 
BY (2.1), (2.2), (2.Q and the definition of a determinant it is clear that 
(2.8) becomes 
$ s (-l)-(y)+x(s) . 1 E(U) 111 (xjo,i,)(Al+‘-i’ 
n 
,;;fl 
OE.2, i-l 
x X &CT) fi (Xj,+T,im,,)n-i* 
rc.?“_, i=/tI 
(2.9) 
It is immediate from Lemma 2.3 that (2.9) equals 
1 
y E(W) r’r 
V”(X) wz‘~, ikl 
(xw(i))(Ai+‘pi) ’ &, CXw(i)lnpi’ (2.10) 
If {A1 + I - 1, A, + l- 2,..., A,}n{n-l-l,n-z-2 )..., 1,O) is 
nonempty, then the sum in (2.10) is zero. Otherwise, (2.10) is the nontrivial 
Schur function 
s (A,-n+/,....A,-nto (x XII>* I,***> 
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We complete the proof by observing that the above set intersection is 
nonempty if and only if 0 < 1, < n - I - 1. Q.E.D. 
The above direct proof of Theorem 1.7 is implicit in our proof of 
Theorem 1.20 of [ 111. Lemma 2.3 also appears in [ 111. However, since 
Theorem 1.7 has both special cases and generalizations of independent 
interest, we have chosen to include this explicit proof here. Moreover, our 
proof of Theorem 1.7 is much simpler than the analytical proof, given in 
[ 181, of special case (1.6). 
3. ANALOGS OF GOOD'S IDENTITY FOR ROOT SYSTEMS 
OF TYPES B,, C,, AND D, 
In this section we obtain generalizations of Good’s identity corresponding 
to the root systems of types B,, C,, and D, by writing the A= 0 case of 
Theorem 1.17 in terms of the variables x, ,..., x, as at the end of Section one. 
We also discuss q-analogs of these results. 
For the root systems of types B,, C,, and D, we shall make the following 
substitutions for {ea 1 a > O}. 
B,:{xi/xj,xixj~l~i<j~n}U(~i~ l<i<n}, (3. la) 
Cn:{xi/xj,xixj] l<i<j<n}U{x:] l<i<n}, (3. lb) 
D,: {xi/xi, xixj I 1 < i < j < n}. (3.lc) 
In these formal variables we write the fundamental weights as (see [ 15, 
P. f-591). 
B meal=. n- 1, ea2 = x,x2 ,..., can-l =x . . . x I n-11 
& ZY (Xl * * * xy2; (3.2a) 
c,: eal = X,) en2 = x,x2 ,..., ea”=x, . . . xn; (3.2b) 
D -eal=x “* 13 eaz = x,x2 ,..., eaam2=x, ~~~x,-~, 
es-l = (x, a-. xJ l/2 , can = (x, * *. X”_ Jxy2. (3.2~) 
We also list the corresponding exponentiated simple roots. 
B,: {e”i=xi/xi+I, 1 <i&n- l,e”n=x,}; 
C,: ( eni = xi/xi + 1, l<i<n-l,e”n=xt,}; 
D,: (e”’ = xi/xi+, , 1 < i < n - 1, can = x,-,x,}. 
(3.3a) 
(3.3b) 
(3.3c) 
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If we let A’ = (a2,..., a,} (i.e., omit an end node in the Dynkin diagram 
for R) and set A = 0 in Theorem 1.17, we obtain identities generalizing 
Good’s identity, the case R = A, _, . We list these below for 
For A’ = {a,,..., a,}, we have 
l= 1 fi (1 -xi/x;)-‘(1 - l/x,x;)-‘(1 - l/x;)-‘. 
l<m<n i=l 
X~=X,OrX;l i+m 
For A’ = {a, ,..,, a,- ,}, we have 
(3.4) 
l= r 
(cr ,,..., un).c~*l,l(k(n 
n (1 - l/x:x;)-’ fi (1 - l/x()-‘. (3.5) 
I<i<j<n i=l 
0; ,..., q=q ,.... xp 
There are corresponding identities for 
These are obtained from (3.4) and (3.5) by replacing the factors 
(1 - l/x()-’ by (1 - l/(x;)*)-‘, 1 <i< n, in (3.5) and (1 - l/x;)-’ by 
(1 - l/(x&)*)-’ in (3.4). 
For a root system of type 
we obtain three identities. For A’ = {a?,..., a,,}, we have 
l= IGGCn fi (1 -Xi/X6)-‘(1 - llxixL)-” (3.6) 
i= I,i#m 
X;=X,OrX,’ 
For A’ = {a,,..., a,-,}; we find 
l= \‘ rI (I - I/~;~;)-‘. (3.7) 
CO,‘...’ cn),~=+l,l<k<n l<i<i<n 
even number of sign changes 
CC;,.... x;,=xpI,...,x~n 
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For A’ = (a, ,..., CZ,-~, a,}, we find an identity identical to (3.7) except that 
the outer sum is over (ci,..., crJ, ok = & 1, 1 < k < n, with an odd number of 
sign changes. 
In 18, p. 1611 Gordon obtains an identity related to D, with products 
similar to those in (3.6). Though his identity is quite different from ours in 
that these products occur in the numerator over negative as well as positive 
roots, it may still be a consequence of the Weyl character formula. 
We also have q-analogs of the identities (3.4~(3.7). Macdonald [20] has 
shown that 
ch,(d, t) = c t’(“‘) = 
WEW 
,fi (1 - W(l - 47 (3.8) 
where d i ,..., d, are the degrees of the fundamental invariants of the Weyl 
group W. If we denote ch,(d, t) by W(f) and set A = 0 in identity (1.21), we 
have 
W(L) = W’(t) &GW, w (,!,ll ( :T”:: )). (3.9) 
warep.ofij 
Specializing identity (3.9) as above and setting t = 1 -q yields the 
appropriate analogs of (3.4~(3.7). 
Remark 3.10. It is natural to ask whether any of these analogs of 
Good’s identity lead to a simple proof of the Macdonald conjectures [22] 
similar to Good’s proof of the Dyson conjecture. Unfortunately, Good’s 
proof uses an essential reduction. If G(a,,..., a,) is the constant term in 
(1.2a), then 
The analogous reduction step fails for simple difference equations involving 
(3.4~(3.7). 
Remark 3.12. Multiplying both sides of (1.12) by the product in (1.2a) 
leads to a difference equation for F(x, ,..., x,; a, ,..., a,) with variable coef- 
ficients and gives further information about the nonconstant terms of 
F(x , 1..., x, ; a, ,..., a,,). If I = n - 1, this difference equation is the same as 
(1.3). 
Remark 3.13. The A,-, case of (3.9) can be written as 
i#m 
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Setting t = 0 in (3.14) gives (1.4). By equating coefficients oft’ on both sides 
of (3.14) we obtain 
l= i (-l)‘e, s,ifm 
m=l i ’ xi 1 
*  ,jj (1-xx,/xi)-15 
(3.15) 
itm 
where 0 < r < n - 1. Multiplying both sides of (3.15) by F(x, ,..., x,; 
a, ,..., a,) gives 
= 2 (-l)‘e, ,X,,ifm 
rn=l c xi 1 
x F(q,..., x,,; a,,..., urn-l, a, - 1, a,,,, . . . . u,J, (3.16) 
where no a, is 0 and 0 < r < n - 1. Note the similarity of (1.3) and (3.16). 
Equation (3.16) also gives information about the nonconstant terms of 
F(x , ,**., x,; a, ,..., %I>. 
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