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A1はポリエチレン被覆、A2はシリコン被覆                         ⇓ 精密累積データへ変換して分割法分散分析： X=14の場合 
サイクル：ω因子（21水準として仮に扱っている） 
Box, Bisgard and Fung(1988)の精密累積法批判 
【 Lindsay(1997)のParametric Multiplicative Intensity Model】:               ⇓  Poisson Model適用のための修正精密累積データ 
修正精密累積法というべき一般化線形モデリングの萌芽 
一連の0, 1データが平均λkのポアソン分布に独立に従うと仮定 
第m単位時刻( m ≦ K )に事象が生起し、精密累積データが1 
⇒ 尤度関数：exp(-∑k=1,…,m-1 λi) (Πk=m,…,Kλk ) exp(-∑k=m,…,K λi) 
  分布のハザード関数：λ(t)，累積ハザード関数Λ(t)とすれば， 
  上記尤度関数はλ(tm) exp(-Λ(tm))の離散近似． 右側打ち切りデータは，打ち切り単位時刻を0とすれば良い⇒ exp(-Λ(tm))の離散近似 
n個の修正精密累積データ Cit,と各時点に依存する共変量xiからなるデータ(Cit, xit), i=1,…,n, t=1,…,ti に対する 
近似統計モデルは、Citが、期待値E[Cit| xit]＝μitのポアソン分布に従うとして，Lindayは， log μit = λ(t) + xitTβ と表現し，λ(t)にt やlog tに関する多項式モデ
ルを当てはめた一般化線形モデル（PMIM）を提唱（tの一次式モデルならばグンベル分布モデル，log tの一次式ならばワイブル分布モデルに対応）． 
【 修正精密累積法：田口(1962)の原思想を再評価し，PMIMを拡張】:  
 PMIMの3つの拡張：: ① λ(t)をK-1水準の要因として分析、あるいはスプライン回帰を用い一般化加法モデルで分析 
                 ②時間と要因効果との交互作用を検討, ③ 分割法(Multilevel Model)としての解析（現時点で未検討） 
 修正精密累積法１：田口(1962)データへの単純分散分析モデル適用：   log μit = μ+ti +aj +(t×a)ij  i=1,…,21,  j=1,2 
 修正精密累積法２：PMIMのλ(t) をノンパラメトリック項とした一般化加法モデル(GAM)の適用 
【田口(1962)の再解析】 
修正精密累積法１のANODEV(Analysis of Deviance) 
     Df Deviance Resid. Df   Resid. Dev   AIC       
NULL                                      345     98.363 132.363 
factor(cycle)           20   43.926       325     54.437 128.437 
A                    1    2.171       324     52.265 128.265 
factor(cycle):factor(A) 20    8.345       304     43.920 159.920 
 
Lindsay (1997)のPMIM: log(Cycle+0.5)の多項式モデル当てはめのANODEV 
    Df Deviance Resid. Df    Resid. Dev   AIC    
NULL                                        345     98.363 132.363  修正精密累積法１：含交互作用  修正精密累積法１：主効果 
log(cycle + 0.5)           1   31.788       344     66.575 102.575  の推定生存関数         の推定生存関数 
I(log(cycle + 0.5)^2)      1    3.569       343     63.006 101.006 
A                          1    2.024       342     60.982 100.982 
A * log(cycle + 0.5)       1    0.861       341     60.121 102.121 
A * log(cycle + 0.5)^2     1    0.910       340     59.211 103.211 
最小AIC PMIMの最尤推定量 
                      Estimate Std. Error z value Pr(>|z|) 
(Intercept)           -93.8375    58.8546  -1.594    0.111 
log(cycle + 0.5)       63.7459    43.3832   1.469    0.142 
log(cycle + 0.5)^2   -11.0450     7.9782  -1.384    0.166 
A                       0.7221     0.5100   1.416    0.157 
 
修正精密累積法２の当てはめ結果：log μit = μ+λ(log(t+0.5)) +aj                    Min AIC PMIMの推定生存関数  修正精密累積法2：主効果  
       Estimate Std. Error z value Pr(>|z|)                             の推定生存関数 
(Intercept)  -8.2616     4.0093  -2.061   0.0393  
A             0.7595     0.5113   1.486   0.1374   
                      edf Ref.df Chi.sq p-value 
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サイクル  0  1  2  3  4  5  6  7  8  9 10 11 12 13 14 15 16 17 18 19 20 
A1     0  0  0  0  0  0  0  0  0  0  0  0  0  0  1  3  0  1  0  2  3  
A2      0  0  0  0  0  0  0  0  0  0  0  1  2  0  1  1  1  2  1  0  1 
 
サイクル  0  1  2  3  4  5  6  7  8  9 10 11 12 13 14 15 16 17 18 19 20 
A1       0  0  0  0  0  0  0  0  0  0  0  0  0  0  1  1  1  1  1  1  1  
修正精密累積データ行列（一部表示） 
行番号 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15・・・ 341 342 343 344 345 346 
event  0 0 0 0 0 0 0 0 0  0  0  0  0  0  1・・・   0   0   0   0   0   0 
cycle  0 1 2 3 4 5 6 7 8  9 10 11 12 13 14・・・  15  16  17  18  19  20 
A      0 0 0 0 0 0 0 0 0  0  0  0  0  0  0・・・   1   1   1   1   1   1 
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