Introduction
We are interested in how much information can be extracted by random sampling of a certain size for a range space of VC dimension δ. To make things more interesting, we will extend the notion of VC dimension to real functions.
Definition 6.1.1 Let X be a ground set, and consider a set of functions F from X to the internal 0, 1 . For a set S = {p 1 , . . . , p d } ⊆ X and set of real values V = v 1 , . . . , v d v i ∈ 0, 1 , and a function f ∈ F, consider the subset
of S induced by f . We will refer to S f as the induced subset of S formed by f and V.
We remind the reader that any subset Y ⊆ S , can be interpreted as its characteristic function (aka indicator function) 1 Y : S → {0, 1}, where x ∈ Y if and only if 1 Y (x) = 1. As such, given a set system (X, R), we can always interpret R as a set of characteristic functions of these sets. All the induced subsets would just be R, if we set the threshold values v 1 , . . . , v d to all be 1. Thus, replacing the sets of R by real functions is a natural extension of the notion of a set system.
We next extend the notion of shattering.
Definition 6.1.2 Let X be a ground set, and consider a set of functions F from X to the internal 0, 1 . A subset S = {p 1 , . . . , p d } ⊆ X, with associated values V = {v 1 , . . . , v d } is shattered by (X, F) if P S = S f f ∈ F contains all possible (i.e., 2 d ) subsets of S .
In particular, we now have a natural extension of the notion of dimension.
Definition 6.1.3 Given S = (X, F) as above, its pseudo-dimension, denoted by pDim(F), is the size of the largest subset of X that is shattered by F.
Definition 6.1.4 Given a function f ∈ F, and a distribution on X, consider the average value of f on X. The measure of f is
Intuitively, if f = 1 Y is an indicator function of a set Y ⊆ X, then this is no more than the measure of y in X; namely, if the underlying distribution is uniform, then m(1 Y ) = |Y| / |X|. Again, we are assuming here that X is finite, but the discussion can be easily be extended to infinite domains, by replacing summation by integration. As usual, we are going to ignore this tedious (and somewhat insignificant) technicality.
Definition 6.1.5 Similarly, for an ordered sample N = p 1 , . . . , p m of m points from X, and a function f ∈ F, let
denote the estimate of f by N. The quantity s N ( f ) can be interpreted as approximation to m( f ) by the sample N.
Remark 6.1.6 Before the reader gets confused and impressed by the claptrap of pseudo-dimension, observe that we can easily construct a range space with the same VC dimension, so that we can work directly on this "alternative" range space. Indeed, let
Now, consider the range space T = X , G . Clearly, S = (X, F) has pseudo-dimension δ if and only if T has VC dimension δ. Observe, that a distribution over X induces a natural distribution on X . Indeed, pick x ∈ X according to the given distribution, and then pick uniformly y ∈ [0, 1]. The resulting pair (x, y) is in X , and this process defines a natural distribution on the elements of X . In fact, given f ∈ F, we have that m( f ) is equal to the measure of r ( f ) in the ground set X . Thus, we immediately get the ε-net and ε-approximation theorems for the pseudo-dimension settings (since we proved these theorems for the VC dimension case).
On the number of distinct functions
Let S = (X, F) be a range space with pseudo-dimension δ. We are interested in how many distinct concept S really has. Formally, let P ⊆ F be an ε-packing of F. That is, for any pair of functions f, g ∈ F, we have that
and furthermore, for any function h ∈ F, there exists a function h ∈ F, such that d m (h, h ) ≤ ε. How big can F be?
Lemma 6.1.7 Let S = (X, F) be a range space with pseudo-dimension δ. Let ε > 0 be a parameter, and P ⊆ F be an ε-packing of S. Then |P| = 1/ε O(δ) .
Proof: As suggested in Remark 6.1.6, it would be easier to work in the induced range space
where G = r ( f ) f ∈ F , see Eq. (6.1). The key observation here is that the VC dimension of T is δ. Now, for f ∈ F, we have that m( f ) = m r ( f ) , where here m r ( f ) is just the measure of the set r ( f ). For any f, g ∈ P, we have
where Y ⊕ Z denotes the symmetric difference between the sets Y and Z. So, let us consider the range set H = r ⊕ r r, r ∈ G , and the resulting range space U = (X, H). Each range in it is formed by combining two ranges of T, and by Theorem 6.6.2, the VC dimension of U is O(δ).
By Theorem 6.6.3 (which we proved independently of the discussion in this chapter), the range space U ⊆ X has an ε-net N ⊆ X of size O (δ/ε) log(1/ε) . Now, consider two distinct functions f, g ∈ P. We have that m(| f − g|) ≥ ε, and the above discussion implies that m r ( f ) ⊕ r (g) ≥ ε. As such, since r = r ( f ) ⊕ r (g) is a range of U, and N is an ε-net of U, it follows that r ∩ N ∅. Namely, r ( f ) ∩ N r (g) ∩ N. Namely, r ( f ) and r (g) are distinct ranges, when we project U to N. We conclude that for
by Lemma 6.6.4.
A distance function between real numbers
For a parameter ν > 0, consider the distance function between real numbers r and s defined as
It is easy to verify that 0 ≤ d ν (r, s) < 1 and
The proof of the following lemma is tedious, and is left to Exercise 6.4.2.
Lemma 6.1.8 The triangle inequality holds for d ν (·, ·). Namely, for any x, y, z ≥ 0 and ν > 0, we
Lemma 6.1.9 The function d ν (·, ·) is a metric.
Proof: Indeed, for any x > 0, we have d ν (x, x) = 0, and for any x, y > 0, it holds
Finally, the triangle inequality is implied by Lemma 6.1.8.
Lemma 6.1.10 Let α, ν, m, s be non-negative numbers. Then d ν (m, s) < α, if and only if
.
If m < s then this implies that
Corollary 6.1.11 For any real numbers, ν, α, m, s > 0, we have:
The results hold for any range r in the given range space that have VC dimension δ, where m = m(r) is the weight of r, and s = s(r) is its weight in the random sample. The samples have the required property (for all the ranges in the range space) with constant probability.
The result
Our purpose in this chapter, is to prove the following theorem.
Theorem 6.1.12 Let α, ν, ϕ > 0 be parameters, and let S = (X, F) be a ground set, and F be a set of functions from X to 0, 1 , such that the pseudo-dimension of S is δ. We have, that a random sample N (with repetition) from X of size
And this holds with probability ≥ 1 − ϕ.
Before providing a proof of this theorem, we first demonstrate how this theorem implies the ε-net/approximation theorems, and in fact provide also some other results.
Applications
The following assumes that the reader is familiar and comfortable with ε-nets and ε-approximations (see the previous chapter). The results implied by Theorem 6.1.12 are summarized in Figure 6 .1.
We are given a range space S = (X, F) of VC dimension δ, where X is a point set, and F is a family of subsets of X. In our settings, we will usually consider a finite subset x ⊆ X and we will be interested in the range space induced by S on x. In particular, let N be a sample of X. For a range r ∈ F, let
Intuitively, m is the total weight of r in x, while s is the sample estimate for r.
6.2.1 Getting the ε-net and ε-approximation theorems Theorem 6.2.1 ([HW87], ε-Net Theorem) Let ϕ, ε > 0 be parameters and S = (X, F) be a range space with VC dimension δ. Let x ⊂ X be a finite subset. Then, a sample of size O 1 ε δ log 1 ε + log 1 ϕ from x, is an ε-net for x and this holds with probability ≥ 1 − ϕ.
Proof: Let α = 1/4, ν = ε, and apply Theorem 6.1.12. The sample size is
Now, let r ∈ F be a range such that m = m(r) ≥ ε. We have that d ν (m, s) < α = 1/4, where s = s(r) (and this hold with probably ≥ 1 − ϕ for all ranges). Then, by Corollary 6.1.11 (ii), we have that s ∈ (m − ∆ , m + ∆ ), where
, ε-Approximation Theorem.) Let ϕ, ε > 0 be parameters and S = (X, F) be a range space with VC dimension δ. Let x ⊂ X be a finite subset. A sample of size O 1 ε 2 δ + log 1 ϕ from x, is an ε-approximation for S = (x, F), and this holds with probability ≥ 1 − ϕ.
Proof: Set α = ε/4 and ν = 1/4. We have, by Theorem 6.1.12, that for any r ∈ F, it holds
implying the claim.
Sensitive ε-approximation
Another similar concept was introduced by [BCM99] .
Observe that a set N which is sensitive ε-approximation is, simultaneously, both an ε 2 -net and an ε-approximation.
The following theorem shows the existence of sensitive ε-approximation. Note that the bound on its size is (slightly) better than the bound shown by [Brö95, BCM99] .
is a sensitive ε-approximation, with probability ≥ 1 − ϕ.
Proof:
we have α 2 i ν i = ε 2 /1600. Consider a single random sample N of size
It is a sample complying with Theorem 6.1.12, with parameters ν i and α i , with probability at least
. Namely, Theorem 6.1.12 holds for N, with probability at least ϕ, for parameters α i and ν i , for all i = 1, . . . , M.
Next, consider a range r ∈ F, such that m = m(r) ∈ [(i − 1)ε 2 /800, iε 2 /800] and s = s(r). If i > 1, we have that ν i /2 ≤ m ≤ ν i , and as such
This implies, by Corollary 6.1.11, that
since α i ≤ 1/2. For i = 0, we have m ≤ ν 1 , and
Looking on the bounds of sensitive ε-approximation as compared to ε-approximation, its natural to ask whether its size can be improved, but observe that since such a sample is also an ε 2 -net, and it is known that Ω (δ/ε 2 ) log(1/ε) is a lower bound on the size of such a net [KPW92] , which implies that such an improvement is impossible.
Relative ε-approximation
Definition 6.2.5 A subset N ⊂ x is a relative (p, ε)-approximation if for each r ∈ F, we have:
The concept was introduced by [CKMS06] , except that property (ii) was not required. However, property (ii) is just an easy (but useful) "monotonicity" property that holds for all the constructions I am aware of.
There are relative approximations of size (roughly) 1/(ε 2 p). As such, relative approximation is interesting, in the case where p << ε. Then, we can approximate ranges of weight larger than p with a sample that has only linear dependency on 1/p. Otherwise, we would have to use the regular p-approximations, and there the required sample is of size (roughly) 1/p 2 .
Theorem 6.2.6 A sample N of size O 1 ε 2 p δ log 1 p + log 1 ϕ is a relative (p, ε)-approximation with probability ≥ 1 − ϕ.
Proof: Set ν = p/2, and α = ε/9, and apply Theorem 6.1.12. We get that, for any range r ∈ F, such that m = m(r)
In fact, one can slightly strengthen the concept by making it "sensitive".
Theorem
Namely, for any range r ∈ F, such that m(r) ≥ ip, we have
Proof: Set p i = ip and ε i = ε/ √ i, for i = 1, . . . , 1/p. Now, apply Theorem 6.2.6, and observe that all the samples are of the same size, and as such one can use the same sample to get this guarantee for all i.
Interestingly, sensitive approximation imply relative approximations.
Lemma 6.2.8 Let ε, p > 0 be parameters, and let ε = ε √ p. Then, if N is sensitive ε -approximation to the set system(x, F) then its also a relative (ε, p)-approximation.
Proof: We know that ∀r ∈ F it holds |m(r) − s(r)| ≤ ε 2 m(r) + ε . As such, for r ∈ F, if m(r) = αp and α ≥ 1, then we have
which implies that N is a relative (ε, p)-approximation.
6.3 Proof of Theorem 6.1.12 6.3.1 Why the sample works for a single function
Let us start by proving the claim for a single range. We remind the reader that the variance of a random variable X is defined to be the quantity
Lemma 6.3.1 Let X be a random variable in the range I = [0, M], with expectation µ. Then
Proof: For simplicity of exposition assume X is discrete. We then have that Proof: By Chebychev's inequality, we have Pr |s − m| ≥ t V s ≤ 1 t 2 . As such, for the claim to hold we need that
Implying that t needs to be larger than 2. On the other hand, to use Corollary 6.1.11, we require that
Which implies the inequality
The right hand side can be rewritten as
by picking m to be sufficiently large.
Reduction to double sampling
We repeat the same argument that we used to prove the ε-net theorem. The bad event for us, is that there is a function that the random sample S (of size m) fails to estimate correctly; that is
where E 1, f denotes the event that d ν (m, s S ( f )) > α, where m = m( f ). Let T be a second sample of size m. By Lemma 6.3.4, we know that with probability ≥ 1/2, this sample is good for a specific function f . So, let
and consider the event E 2 = f ∈F E 2, f . Clearly, E 2 ⊆ E 1 , and as such We have that
However, if E 1 happens, then there is at least one function f ∈ F that S fails for. However, by Lemma 6.3.4, we have that T works for f ; specifically,
This implies that Pr[E
. Now, by the triangle inequality applied to d ν (·, ·) (see Lemma 6.1.8), we have that if E 2, f happens, then
This imply that
So, let E 2 = f E 2, f . We have that E 2 ⊆ E 2 and
Namely, we reduced the task of bounding of the probability that there exists a bad function for the given sample, into a new event. The new event, is to decide if there is a function such that the two estimates fro the two samples disagree considerably on them. As such, from this point on, we are interested in bounding the probability of the event E 2 .
Double sampling
As in the proof of the ε-approximation theorem, we will bound the probability of failure of the sample, by using a double sampling argument. So, consider a sample N = p 1 , . . . , p 2m of size 2m. Let Γ 2m be the set of permutations over {1, . . . , 2m}, such that for σ ∈ Γ 2m , we have for 1 ≤ i ≤ m that either σ(i) = i and σ(m + i) = m + i or σ(i) = m + i and σ(m + i) = i. Namely, a permutation σ ∈ Γ 2m either flips the pair (i, m + i), or preserve it, for every i. The beauty of taking a random permutation σ ∈ Γ 2m and using it to mix a random sample N is that the resulting (ordered) sample
has exactly the same distribution as the distribution of the original sample N. As such, bounding the probability for high disagreement between the first half of the sample of N and second half, can be done on N σ . In particular, for f ∈ F, let
We will be interested in bounding the quantity d ν (µ 1 ( f ) , µ 2 ( f )).
Some more definitions
Naturally, we can think about( f (p 1 ) , . . . , f (p 2m )) as a point in [0, 1] 2m . As such, the ordered sample N = p 1 , . . . , p 2m induces a manifold in IR 2m , by considering the value of any function of F on the points of N. Formally, consider the set
The set M has pseudo-dimension δ. The reader can think of M as being a low dimensional manifold.
We remind the reader that the 1 -norm of a point p ∈ IR 2m is p 1 = 2m i=1 |p i |. The measure of f ∈ IR 2m is the quantity
Note, that since the triangle inequality holds for the · 1 , it also holds for d m (·) (which is thus a metric). In the following discussion, fix α > 0, and for any f ∈ M, we would like to prove that d ν (µ 1 ( f ) , µ 2 ( f )) ≤ α. In particular, let E( f ) denote the maximum value of ν, such that this inequality holds. That is, we have
where f Σ = 2m i=1 f i . As such, we define the error of f to be
We would like to argue that, with good probability, this quantity is small for all f ∈ M.
Observation 6.3.5 For g ∈ M, we have that d ν µ 1 (g) , µ 2 (g) ≤ α if and only if E(g) ≤ ν.
6.3.5 Bounding the error Lemma 6.3.6 Let g ∈ [0, 1] 2m , and let σ ∈ Γ 2m be a random permutation (chosen uniformly). Then, for any ν > 0, it holds that Pr E(g) ≥ ν ≤ 2 exp −4α 2 νm .
Proof: By Observation 6.3.5, the bad event is that
, by multiplying both sides by m, we get
To bound the probability of this bad event, let us set X i = g σ(i) −g σ(m+i) . Clearly, since σ ∈ Γ 2m either keeps this pair or flips it (with equal probability), it follows that X i is equal to either g i − g m+i ∈ [−1, 1] or to −(g i − g m+i ). In particular, E[Xi] = 0, and E i X i = 0. By Hoeffding's inequality (Theorem 6.6.1), we have that the probability of the bad event is bounded by
Observe that g i − g m+i ∈ [−1, 1], and as such (
as claimed.
The following lemma testifies that a triangle type inequality holds for the error.
Proof: Since µ 1 (·) and µ 2 (·) are linear functions, we have
One of the key new ingredients in the proof of Theorem 6.1.12, is the idea that if two functions f, h ∈ [0, 1] 2m are close to each other (in the 1 -norm) then they have similar error. As such, we can strengthen Lemma 6.3.6 for g, if the vector g is short (i.e., its 1 -norm is small). Intuitively, what we are proving is that if h has a small error, and f − h is "short", then, with high probability,
i=1 |g i | is the 1 -norm of g. Then, for a random permutation σ ∈ Γ 2m (chosen uniformly), we have that Pr E(g) > ν ≤ 2 exp − α 2 νm 9c .
Proof: Arguing as in Lemma 6.3.6, the desired probability τ is bounded by
Furthermore, the quantity (g Σ + ν m) 2 is minimized, under the condition 2m i=1 |g i | ≤ cνm, when g Σ = −cνm, which implies that
since c ≤ 2/3. This implies that
Chaining
We need to show that the error E( f ) ≤ ν for all f ∈ M. The problem is that M is potentially an infinite set, and our tools can handle only a finite set of points (i.e., Lemma 6.3.6). To overcome this problem, we define a canonical set of packings of M. So, let ε j = ν 2 2 j+4 , for j ≥ 1. Next, let P j be a ε j -packing of M. Here we are using the measure distance between points, which is
see Eq. (6.5). As such, for any f, g ∈ P j , it holds that d m ( f, g) ≥ ε j .
One can build the packing P j , for j ≥ 1, by starting from the set P j−1 . If there is point f ∈ M, such that dist( f, P j ) = min
then we add f to P j . We continue in this fashion till no such point can be found. Clearly, the resulting set is a ε j -packing. More importantly, we have the property that
In particular, let M * = ∪ j P j . The set M * is dense in M, and as such it is sufficient to prove our claim for points on M * (because the error function E(·) is continuous). For a point f ∈ M * , let f j be its nearest neighbor in P j . Formally,
Also, observe that
As such, since the triangle inequality holds for the error function (see Lemma 6.3.7), we have
For j ≥ 1, let
(6.7)
And assume that, for all f and j, it holds that
Then, we have that
as can be easily verified, which implies the theorem. Thus, to complete the proof, we need to bound the probabilities that the assumptions of Eq. (6.8) do not hold.
Lemma 6.1.7 implies the following result.
Corollary 6.3.9 For j ≥ 1, we have P j ≤ 1/ε cδ j , where c is some constant.
Lemma 6.3.10 If m is of size as specified by Theorem 6.1.12, then it holds that Pr
Proof: By Corollary 6.3.9, the size of P 1 is bounded by 1/ε cδ j = 2 6 /ν cδ = (64/ν) cδ . We remind the reader that ν 1 = ν
(see Eq. (6.7)), and m = O 1 α 2 ν δ log 1 ν + log 1 ϕ , see Theorem 6.1.12.
As such, by Lemma 6.3.6, we have
by making m sufficiently large.
Lemma 6.3.11 If m is of size as specified by Theorem 6.1.12, then for any j ≥ 1 and f ∈ M, it holds that
Proof: Fix j, and consider the set
For any x ∈ X, we have that m(|x|) ≤ 2ε j , by Eq. (6.6). As such, by definition (see Eq. (6.5)), we have ∀x ∈ X x 1 ≤ 2ε j m = 2 2 2 j+4 νm, which implies that we can apply Lemma 6.3.8 to its vectors, with c = c j = 2 −2 j−3 . Furthermore, an element of X is formed by the difference of a point of P j and P j+1 , and as such
by Corollary 6.3.9. We remind the reader that ν j = ν
(see Eq. (6.7)), and
see Theorem 6.1.12. As such, by Lemma 6.3.8, we have
by making m sufficiently large. Lemma 6.3.10 and Lemma 6.3.11 imply that the probability that our assumptions of Eq. (6.8) fail is at most
implying that Theorem 6.1.12 holds. (ii) For all non-negative r ≤ s ≤ t, we have 
Exercises
d ν (r, s) ≤ d ν (r, t) and d ν (s, t) ≤ d ν (r, t).
Bibliographical notes
Theorem 6.1.12 is from Lin et al. [LLS01] , and we very loosely followed their presentation. Their work is the pinnacle of a long sequence of papers by Pollard [Pol86] and Haussler [Hau92] . The author came up with the proof of Lemma 6.1.7, although better bounds are known, see Haussler [Hau95] .
Another take on the proof of Theorem 6.1.12. The key step in the proof Theorem 6.1.12, was showing that the manifold M embeds into a short interval, when projected into a specifically chosen random vector. Lemma 6.1.7 tells us that the manifold M is low dimensional. From this point on, the proof now uses the chaining technique due to Kolmogorov. A somewhat similar argument was used recently to show that manifolds with low doubling dimension embed with low distortion [AHY07] (see also [IN07] ). This interpretation of spaces of low VC dimension (so sorry, pseudodimension) as being low dimensional in the sense of low dimension manifold is quite interesting.
From other lectures
Theorem 6.6.1 (Hoeffding's inequality.) Let X 1 , . . . , X n be independent random variables, where X i ∈ a i , b i , for i = 1, . . . , n. Then, for the random variable S = X 1 + · · · + X n , and any η > 0, we have
Theorem 6.6.2 Let S 1 = X, R 1 , . . . , S k = X, R k be range spaces with VC dimension δ 1 , . . . , δ k , respectively. Next, let f (r 1 , . . . , r k ) be a function that maps any k tuple of sets r 1 ∈ R 1 , . . . , r k ∈ R k into a subset of X. Consider the range set R = f (r 1 , . . . , r k ) r 1 ∈ R 1 , . . . , r k ∈ R k and the associated range space T = (X, R ). Then, the VC dimension of T is bounded by O kδ lg k , where δ = max i δ i .
Theorem 6.6.3 (ε-net theorem, [HW87] ) Let (X, R) be a range space of VC-dimension δ, x be a finite subset of X and suppose that 0 < ε, ϕ < 1. Let N be a set obtained by m random independent draws from x, where m ≥ max 4 ε lg 4 ϕ , 8δ ε lg 16 ε .
(6.9)
Then N is an ε-net for x with probability at least 1 − ϕ.
Lemma 6.6.4 (Sauer's Lemma) If (X, R) is a range space of VC-dimension δ with |X| = n then |R| ≤ G δ (n).
Bibliography

