lim f(x+u4>(x})/f(x) = exp(u)
locally uniformly [l.u.}tn uElR. If (1.1) ooIds, we call <p an auxIliary functIon of f (notation fEr(4))} and it Is known that In this case 4> Is self-neglectJng (see de Haan (1970»: (1.2) 11m ~(x+u<p(J()}/<p(x) = t ) (-+Q) l.u. In uER.
At this point, notice that our definition of r Is somewhat more general than ~ one given by de Haan (1970) as he restrIcts the class r to monotone flretlons wh1cfi satisfy (1.1) !?oint wise In uE lR . By far the most important probablliStic application of r is ~ characterIzation of the domaIn of attraction of the double exponential law in the maxlmumscheme: let X 1:n~X2:n~".~»,:n denote the order statistics of a sample of sIze n from a dIstr1bution function (dO F. We denote F =l-F. Then one can find normal1z1f"g constants Gn>O and b n such that for all xElR. Both examples suggest that that we can obtain secorxl order theorems if we could specIfy {L 1} q> to a remaInder term. We therefore consIder the followIng asymptotlc relations:
:flet r 00 a measurable function from R to R su:fI that r(x) -.0 as X-foro. '11s1
If f satisfIes one of the relatIons rr~} H=l,2,3}, with auxIliary flJ"d:lons 4> and r. we denote it as FErRi (4).r).
It Is well-known that r Is strongly connected wIth the class n of slowly varyIng f~t1ons (de Haan (1970) ): If f Is non-decreaslng, fEr(4)) iff
where rliS the lnverse of f. We den:>te (1.3) as rIEIT (..p(rl». SImilarly as for r, we can define remaln:ier versions of IT-varIatIon [see Omey and W1lIekens(1987) ): for posItiVe measurable functIons a and b, consIder {llR 1 )
Slmllarly as above, we use the notat1on fEITRI(asb), 1=1,2,3.
As ore might expect and as was srown by de Haan and Dekkers (1987) In the next section we define a transform which also relates the classes rR and fiR t but whIch Is also valid for oon-mQOjtone functions. 2. SOME ANAL me RESUL IS As in Goldie and Sm1th (1987) and Omey am Wlliekens (1987) it will be appropr1ate to ImPJS.9 some condit1ons on the remaIn:ier term r in fR (1=1,2,3). Unless otherwise stated, we will assume that
Urn r(x+uq>(x})/r(x} = exp(yu} for every tJ:JR and some y-!.O.
x-+<x>
Clearly the limIt In (2.1) can only be of the stated form. In the prcor i?f our t.f'laorems 'we win frequently use the following prcposltlorl, due to 81ngnam and Cold.1e (1983) .
wIth z a measurable function satIsfyIng
Then (2.2) holds unIformly on compact u-sets.
We row define the transform wtuch wIll be considered in the forthcoming theorem: suppose ~ is boLrxied away from zero on any finite interval, ancflet
xER. o Then tIlls a strictly increasing conUrwus fl.J'lCtion whose inverse Is welldefined. Define for any fEr(c<t»,cER o '
It follows from de Haan (1973) that any fl.J'lCtion fin r(<t>} can be represented as·
Clearly wIth the definition of At (2.4) I~lIes that Ar=U whence logA r E II(1).
So the operator A provides an obvIou; relation between r and II, ana I Is not hard to imagIne that we can expect a sImilar relation between rR I and IIR t • Before stating the maIn theorem of this section, we first consider the function tIl somewhat closer.
By local LI11formity In (1.2), we have for any uElR, 
ThIs relation Is very lSeful and ' 101111 be used throughout in the sequel of the paper. We now state our maln th1orem. 
) wltn A$ESR 1 (Ar> and VESR 1 (Ar).
Proof. We fIrst prove the theorem for 1=2.
Now with t(x) defined as In (2.5). It follows from locallJ11formlty that
We first determIne the order of t(x} -u. DefIning
we have that 4>(x+u<p(x) with a a real constant and y determIned by (2.1).
USlngP~lt1on one can Sh:>w that convergerce In (2.8) holds 1.u. In uElR t so that t
ThIs Implies that the function t(x} In (2.S) is of the form
Then clearly from (2.6), after a ~e of varIables (y::exrPtJl},A=euJ
The fact that A4>ESR 2 (A,J follows lrnmedlately from (2.8), local uniformIty and the dann1 tlon of t (x). . u Let Xl:n~X2:n~ ••• ~Xn:n be an ordered sample from a df F wIth
'Ih:!n it Is well-known that (see de Haan (1970) In tfe theorem below, we prove that (3.2) ({3.3» holds un1forml~ In uElR lI'der fRl (fR 2 ). USI~ the theory of section 2, we show that rR can be reduced to slow variation with remainder so that we end l.p exactly wIth the same problem as was tackled by SmIth (1982) .
We belIeve that tfe present way of proof Is properly motivated from the conqept of r-variatlon wIth remaInder arrl that it generaliZes the approaches used in the references mentioned above. ' 11"B only mInor drawback Is the following assumption 'M11ch w1l1 be used In the th2:0rem:
Coo:iItlon (3.4) holds In most Instances and may not be satisfIed if <p Is slowly varyI!l; with a specified remaInder term. The followIng lemma ensures thIs statement. Lemma 3.1. If any subsequence (b~) n of (b n ) n for whIch
then (3.4) holds In case F Is concentrated on an Interval of the form [2,+00) .
Proof. In case F Is a::lfD3I1trated on intervals of the spec1f1ed type the only subsequences we have to ccos1der are thJse for whlcfi (t) holds. If furthermore ;;::ptP(brl<P(b~}/b~< 1 (3.4) follows from D&vls and Resnick {1986} aOO the facl that Ar is O-regularly varying. 1n case the ltmsup equals I (3.4) follows from the assumptIons. 0
The theorem reads as follows. r(b,l} [n-+<») where the last lneqUdlity follows from ilia definItion of b n arrl (3.5).
We now estimate
DerX>t1~ -logF:=f arrl ex~[bn)=:~ n' we have from (2.5) and the def1n1t1on of b n that 1) ; qn=min, and p~=m(n-m-1}/(n-l)3.
Then it was also shown that n-+Q),m n -+Q),m n =o(n) t and 'l1;a above result generalIzes results of Falk (1985) t v.h:> derIves rates of convergence for Hm,n In more specific models.
