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Abstract
We consider a Rd-valued discrete time branching random walk with a stationary and er-
godic environment in time. Let Zn be the counting measure of particles of generation n.
With the help of the uniform convergence of martingales and multifractal analysis, we show
a large deviation result associated to the measures Zn as well as the corresponding moderate
deviations.
AMS 2010 subject classifications. 60J80, 60K37, 60F10.
Key words: Branching random walk; random environment; large deviation; moderate de-
viation; uniform convergence; multifractals
1 Introduction
In this paper, we consider a stochastic process called branching random walk with a random en-
vironment in time (BRWRE) which is a generalization of the classical branching random walks
(see e.g. [6, 7, 27, 4]) by considering the influence of the time. In this model, particles produce
offspring which scatter in the real space Rd and the reproduction is affected by a time-dependent
random environment. The distributions of the point processes formulated by the number of par-
ticle’s offspring and their displacements vary from generation to generation according to a time
random environment. As an application, such model can be used to describe the distribution of
plants in the space along genealogies. First proposed by Biggins and Kyprianou [9], this model
and its transformation such as weighted branching processes in random environments (see e.g.
[29]) and multiplicative cascades in random environments (see e.g. [30]) attract many authors’
attention. Compared with the other models of branching random walks in random environments
studied largely in the literature, see e.g. [19, 5, 11, 12, 13, 22, 38, 47, 28], this model does not
consider the influence of space environments, and moreover, it considers particles walking in the
real space Rd rather than on the integer lattice Zd. Recently, the BRWRE obtained much progress
on research, see e.g. [17, 18, 23, 36, 45]. However, these studies only involved the case where
the space dimension d = 1, namely, the walks were restricted to a straight line, hence we can not
use the results in the literature to deal with the higher dimensional case, such as the application
example that plants are distributed on a two-dimensional plane. Therefore, whether for theoretical
or practical purposes, the study on the Rd-valued BRWRE with d > 1 is demanded. For branching
random walks, one of the main research interests is to discover the asymptotic properties of the
counting measure of particles in the n-th generation. On this subject, Huang et al. [23] and Wang
and Huang [45] established a large deviation principle and a moderate deviation principle respec-
tively associated to the n-th generation counting measure for the BRWRE in R (with dimension
d = 1). When the space dimension increases, many methods and techniques for one-dimensional
case are no longer applicable. Facing such challenge, this paper aims to investigate the large and
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moderate deviations of the n-th generation counting measure for BRWRE in general real space Rd
with dimension d ≥ 1.
Let us describe the model of BRWRE in detail. The random environment in time, denoted by
ξ = (ξn), is a stationary and ergodic sequence of random variables, indexed by the time n ∈ N =
{0, 1, 2, · · · }.Each realization of ξn corresponds to a distribution ηn = η(ξn) on N×Rd ×Rd × · · · ,
where d ≥ 1 is the dimension of the real space. Given the environment ξ = (ξn), the process can
be described as follows:
• At time 0, one initial particle ∅ of generation 0 is located at S∅ = (0, ..., 0) ∈ Rd;
• At time 1, ∅ is replaced by N = N(∅) particles of generation 1, located at Li = Li(∅) =
(L1i , L
2
i , ..., L
d
i ), 1 ≤ i ≤ N , where the random vector X(∅) = (N,L1, L2, ...) ∈ N× Rd × Rd × · · ·
is of distribution η0 = η(ξ0).
• In general, each particle u of generation n located at Su = (S1u, · · · , Sdu) ∈ Rd is replaced at
time n+1 by N(u) new particles ui of generation n+ 1, located at
Sui = Su + Li(u) (1 ≤ i ≤ N(u)),
where the random vector X(u) = (N(u), L1(u), L2(u), · · · ) is of distribution ηn = η(ξn). Note that
the values Li(u) for i > N(u) do not play any role for our model; we introduce them only for
convenience. All particles behave independently conditioned on the environment ξ.
For each realization ξ of the environment sequence, let (Γ,G,Pξ) be the probability space
under which the process is defined. The probability Pξ is usually called quenched law. The total
probability P is usually called annealed law. The quenched law Pξ may be considered to be the
conditional probability of P given ξ. The expectation with respect to P (resp. Pξ) will be denoted
by E (resp. Eξ).
Let U = {∅} ∪n≥1 N∗n be the set of all finite sequences u = u1 · · ·un and I = N∗N
∗
be the set
of all infinite sequences, where N∗ = {1, 2, · · · }. For u ∈ U or I, we write u for the length of u, and
u|n for the restriction to the first n terms of u, with the convention that u|0 = ∅. By definition,
under Pξ, the random vectors {X(u)}, indexed by u ∈ U, are independent of each other, and each
X(u) has distribution ηn = η(ξn) if |u| = n.
Let T be the Galton-Watson tree with defining element {N(u)} and Tn = {u ∈ T : |u| = n} be
the set of particles of generation n. For n ∈ N, let
Zn(·) =
∑
u∈Tn
δSu(·) (1.1)
be the counting measure of particles of generation n. In this paper, we are interested in large and
moderate deviations associated to the sequence of measures {Zn}.
For n ∈ N and z = x + iy ∈ Cd (later and throughout the paper we use x and y to represent
the real and imaginary parts of z ∈ Cd respectively, i.e. x = Rez, y = Imz ∈ Rd, while we use t to
represent real vector in Rd), put
mn(z) = Eξ
N(u)∑
i=1
e〈z,Li(u)〉 (|u| = n), (1.2)
where 〈·, ·〉 is the notation of inner product that 〈z1, z2〉 =
d∑
i=1
zi1z¯
i
2 if z1 = (z
1
1 , · · · , zd1) and
z2 = (z
1
2 , · · · , zd2) ∈ Cd. Throughout the paper, we assume that
N ≥ 1 and P(N = 1) < 1, (1.3)
which means that one particle produces at least one child in general and at least two children
with positive probability. We can see that the assumption (1.3) leads to E logm0(0) > 0, which
means that the corresponding branching process in a random environment (BPRE), {Zn(Rd)}, is
supercritical ; and furthermore, the assumption (1.3) in fact ensures that Zn(R
d) goes to infinity
almost surely (a.s.). We refer to [2, 1, 43, 44] for more information about BPRE.
We first show a large deviation result for the sequence of measures {Zn(n·)}. Define the function
Λ(t) = E logm0(t) (t ∈ Rd) (1.4)
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and set ΩΛ = {t ∈ Rd : Λ(t) is well defined as real numbers and differentiable}. For simplicity, we
assume ΩΛ = R
d, so that Λ(t) is well defined and differentiable everywhere on Rd (otherwise later
one needs to consider the interior of Ω
⋂
ΩΛ instead of Ω in Theorem 1.1). Denote the Legendre
transform of the function Λ by
Λ∗(α) = sup
t∈Rd
{〈t, α〉 − Λ(t)} (α ∈ Rd).
It can be seen that Λ∗(α) = 〈t,∇Λ(t)〉 − Λ(t) if α = ∇Λ(t). For ε > 0, denote
D(z, ε) = {ζ ∈ Cd : |ζj − zj| < ε, ∀j = 1, · · · , d},
B(t, ε) = {s ∈ Rd : ‖s− t‖ ≤ ε}
the neighbourhood of z ∈ Cd and that of t ∈ Rd respectively, where ‖a‖ =
d∑
i=1
|ai|2 for a =
(a1, · · · , ad) ∈ Cd. Furthermore, set
α0(z, ε) = inf
ζ∈D(z,ε)
|m0(ζ)|,
I = {t ∈ Rd : 〈t,∇Λ(t)〉 − Λ(t) < 0},
Ω1 = int{t ∈ Rd : E log+ EξZ˜1(t)p <∞ for some p > 1},
Ω2 = {t ∈ Rd : ∃δt > 0 such that E log− α0(t, δt) <∞},
Ω = I
⋂
Ω1
⋂
Ω2 .
Theorem 1.1 (Large deviations). Let J = {∇Λ(t) ∈ Rd : t ∈ Ω} and J˜ = {α ∈ Rd : Λ∗(α) < 0}.
Then with probability 1, for all measurable A ⊂ J ,
− inf
α∈intA
Λ∗(α) ≤ lim inf
n→∞
1
n
logZn(nA) ≤ lim sup
n→∞
1
n
logZn(nA) ≤ − inf
α∈A¯
Λ∗(α), (1.5)
where A¯ denotes the closure of A. If additionally E[Pξ(‖L1‖ ≤ a)−1] <∞ for some constant a > 0,
then (1.5) holds for all measurable A ⊂ J˜ .
Theorem 1.1 describes a large deviation property about the the sequence of measures {Zn(n·)},
which generalizes the result of Huang et al [23] for one-dimensional case (d = 1). In [23], the
authors established a large deviation principle by calculating the limit of the free energy, with the
help of the positions of the extreme points of generation n. The number of such extreme points
are just two (the leftmost one and the rightmost one) for the case d = 1, but it is infinite for
the case d > 1. Therefore, their method is no longer suitable for high dimensional case. Inspired
by Attia [3], we prove Theorem 1.1 by calculating directly the upper and lower bounds, via the
approach of multifractal analysis. Although this basic method is traditional, the flash point of our
proof is reflected in the treatment of the environment. Due to the existence of the environment,
especially the stationary and ergodic (rather than i.i.d) environment, many details during the proof
are intractable.
Remark 1.1. It can be seen that J ⊂ J˜ . If E[Pξ(‖L1‖ ≤ a)−1] <∞ for some constant a > 0, it
follows from Theorem 1.1 that with probability 1, for all α ∈ intJ˜ ,
lim
ε→0+
lim
n→∞
1
n
logZn(nB(α, ε)) = Λ
∗(α). (1.6)
For the deterministic environment case, the formula (1.6) was shown in [3, 4], and it also can
be deduced from [8].
Now we show moderate deviations associated to {Zn}. Write π0 = m0(0). For one-dimensional
case, under the assumption
Eξ Σ
u∈T1
Su = 0 a.s. and ess sup
1
π0
Eξ Σ
u∈T1
eδ‖Su‖ <∞ for some δ > 0, (1.7)
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Wang and Huang [45] established a moderate deviation principle for the sequence of measures
Zn(an·)
Zn(Rd)
, where (an) is a sequence of positive numbers satisfying
an
n → 0 and an√n → ∞. Here we
want to weaken the strong assumption (1.7), but the cost is that the environment ξ is required to
satisfy the classical mixing conditions of Ibragimov (φ-mixing) or of Rosenblatt (strong mixing)
and moreover, the claim to an will also be strengthened. Let φ : N → [0, 1] be nonincreasing and
the sequence ξ = (ξn) is called to be φ-mixing (see [24]) if for each k and n,
|P(E1 ∩ E2)− P(E1)P(E2)| ≤ φ(n)P(E1) (1.8)
for all E1 ∈ σ(ξ1, · · · , ξk) and E2 ∈ σ(ξk+n, ξk+n+1, · · · ). Let ρ : N → [0, 14 ] and the sequence
ξ = (ξn) is called to be strong mixing (see [42]) with mixing coefficients ρ(n) if for each k and n,
|P(E1 ∩ E2)− P(E1)P(E2)| ≤ ρ(n) (1.9)
for all E1 ∈ σ(ξ1, · · · , ξk) and E2 ∈ σ(ξk+n, ξk+n+1, · · · ).
Theorem 1.2 (Moderate deviations). Let (an) be a sequence of positive numbers satisfying
0 < lim inf
n→∞
an
nα
and lim sup
n→∞
an
nβ
<∞ (1.10)
for some α, β ∈ (12 , 1). Assume that the environment ξ = (ξn) satisfies (1.8) with
∑
n φ(n)
1/θ <∞
for some θ > 1 or (1.9) with
∑
n ρ(n)
1/θ <∞ for some θ > 2, and the following assumption holds:
E
1
π0
Σ
u∈T1
Su = 0 and E
1
π0
Σ
u∈T1
eδ‖Su‖ <∞ for some δ > 0. (1.11)
If 0 ∈ Ω1
⋂
Ω2, then with probability 1, for all measurable A ⊂ Rd,
− inf
x∈intA
Γ∗(x) ≤ lim inf
n→∞
n
a2n
log
Zn(anA)
Zn(Rd)
≤ lim sup
n→∞
n
a2n
log
Zn(anA)
Zn(Rd)
≤ − inf
x∈A¯
Γ∗(x),
where A¯ denotes the closure of A, and the rate function Γ∗(x) = sup
t∈Rd
{〈t, x〉 − Γ(t)} is the Leg-
endre transform of Γ(t) = 12 〈t,Ct〉 (t ∈ Rd), where C = (cij) is the matrix with elements
cij = E
[
1
π0
Σ
u∈T1
(Siu − 1π0Eξ Σu∈T1S
i
u)(S
j
u − 1π0Eξ Σu∈T1S
j
u)
]
.
Remark 1.2. If the matrix C is invertible, denoting its inverse by C−1, then we have Γ∗(x) =
1
2 〈x,C−1x〉.
Theorem 1.2 generalizes and improves the result of Wang and Huang [45] for the case d = 1.
Clearly, the assumption (1.11) is weaker than (1.7), but the restrictions on (an) in Theorem 1.2
make it impossible to deal with the case where ann → 0 and an√n → ∞ but (1.10) is not valid, for
example an =
n
logn or an =
√
n logn.
The rest part of the paper is organised as follows. Firstly, in Section 2, we introduce the
natural martingale in BRWRE and study its uniform convergence so as to make preparations for
later proofs. Then from Sections 3 to 5, we work on multifractal analysis and large deviations: in
Section 3, we state the results of multifractal analysis (see Theorem 3.1 and Corollary 3.2) and
use them to prove Theorem 1.1; Section 4 and Section 5 are devoted to the proofs of Theorem 3.1
and Corollary 3.2 respectively. Finally in Section 6, we consider moderate deviations and give the
proof of Theorem 1.2.
2 Uniform convergence of martingale
We start with the introduction of the natural martingale in BRWRE. For n ∈ N and z =
x+ iy ∈ Cd, where x, y ∈ Rd, we denote the Laplace transform of Zn by
Z˜n(z) =
∫
e〈z, ω〉Zn(dω) =
∑
u∈Tn
e〈z,Su〉. (2.1)
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Put
P0(z) = 1, Pn(z) = EξZ˜n(z) =
n−1∏
i=0
mi(z), (2.2)
X˜u(z) =
e〈z,Su〉
P|u|(z)
and
Wn(z) =
Z˜n(z)
Pn(z)
=
∑
u∈Tn
X˜u(z). (2.3)
Let
F0 = σ(ξ), Fn = σ(ξ, (X(u) : |u| < n)) for n ≥ 1
be the σ-field containing all the information concerning the first n generations. It is not difficult
to verify that for each z fixed, Wn(z) forms a complex martingale with respect to the filtration Fn
under both laws Pξ and P. The convergence of Wn(z) is always useful for studying the asymptotic
properties of Z˜n and Zn. In the deterministic environment case, this martingale has been studied
by Kahane and Peyrie`re [25], Biggins [6, 8], Durrett and Liggett [15], Guivarc’h [20], Lyons [35]
and Liu [32, 33, 34], etc. in different contexts. In particular, for t ∈ Rd, Wn(t) is nonnegative and
hence converges a.s. to a limit random variableW (t) with EξW (t) ≤ 1. In order to study large and
moderate deviations associated to Zn, we need the uniform convergence ofWn(z), especially for z in
a neighbourhood of t ∈ Rd. About this topic, Biggins [8] have found the uniform convergence region
of the complex martingale Wn(z) for branching random walks in deterministic environments, and
Wang and Huang [45] showed similar results for the non-negative martingale Wn(t) for BRWRE
in R. The following is our conclusion.
Theorem 2.1. Let K be a compact subset of Ω and K(δ) = {z ∈ Cd : |zj − tj | < δ, ∀j =
1, · · · , d, t ∈ K} (δ > 0) be the neighbourhood of K in space Cd. Then there exist constants
δ > 0 and pK > 1 such that the complex martingale Wn(z) converges uniformly to a limit random
variable W (z) almost surely (a.s.) and in Pξ-L
p on K(δ) for p ∈ (1, pK ].
We shall prove Theorem 2.1 with the method of Biggins [8] (also see Attia [3]). The basic
technique is to use Cauchy’s formula and the inequality for martingales. For our model, comparing
with the deterministic environment case, the crucial differences in the proof are reflected in the
following lemmas.
Lemma 2.2. Let z0 = x0 + iy0 ∈ Cd and ε > 0. Put W ∗(z0, ε) = sup
z∈D(z0,ε)
|W1(z)|. Then
W ∗(z0, ε) ≤ α0(z0, ε)−1
∑
s∈S
Z˜1(s),
where S = {s = (s1, · · · , sd) ∈ Rd : sj = sj1 or sj2, j = 1, · · · , d} with sj1 := xj0 − ε and sj2 := xj0 + ε.
Proof. For z ∈ D(z0, ε), we have |xj − xj0| < ε, so that sj1 < xj < sj2 (for all j). Thus for all
z ∈ D(z0, ε),
|Z˜1(z)| ≤
∑
u∈T1
e〈x,Su〉 =
∑
u∈T1
ex
1S1u1{S1u<0} exp {
d∑
j=2
xjSju}+
∑
u∈T1
ex
1S1u1{S1u≥0} exp {
d∑
j=2
xjSju}
≤
∑
u∈T1
es
1
1S
1
u exp {
d∑
j=2
xjSju}+
∑
u∈T1
es
1
2S
1
u exp {
d∑
j=2
xjSju}
· · ·
≤
∑
s∈S
∑
u∈T1
e〈s,Su〉 =
∑
s∈S
Z˜1(s). (2.4)
Therefore,
W ∗(z0, ε) = sup
z∈D(z0,ε)
∣∣∣∣∣ Z˜1(z)m0(z)
∣∣∣∣∣ ≤
∑
s∈S Z˜1(s)
α0(z0, ε)
.
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Lemma 2.3. If t0 ∈ Ω1
⋂
Ω2, then there exist ε0 > 0 and p0 > 1 such that for all 0 < ε ≤ ε0 and
1 < p ≤ p0,
E log+ sup
z∈D(t0,ε)
(Eξ|W1(z)|p)1/p <∞. (2.5)
Proof. Since t0 ∈ Ω2, there exists δ > 0 such that E log− α0(t0, δ) < ∞. Notice that α0(t0, δ) ≤
α0(t0, ε) if ε ≤ δ, so that E log− α0(t0, ε) ≤ E log− α0(t0, δ) < ∞. Put Sε0 = {s = (s1, · · · , sd) ∈
Rd : sj = tj0 + ε0 or t
j
0 − ε0, j = 1, · · · , d}. Since t0 ∈ Ω1, we can choose 0 < ε0 ≤ δ small enough
such that Sε0 ⊂ Ω1. Thus for every s ∈ Sε0 , there exists ps > 1 such that E log+ EξZ˜1(s)ps < ∞.
Take p0 = minS
{ps}. Using Ho¨lder’s inequality, Lemma 2.2 and Minkowski’s inequality, we obtain
for all 0 < ε ≤ ε0 and 1 < p ≤ p0,
sup
z∈D(t0,ε)
(Eξ|W1(z)|p)1/p ≤ sup
z∈D(t0,ε0)
(Eξ|W1(z)|p0)1/p0
≤ (EξW ∗(t0, ε0)p0)1/p0
≤ α0(t0, ε0)−1
∑
s∈Sε0
(
EξZ˜1(s)
p0
)1/p0
,
which implies (2.5) immediately since E log− α0(t0, ε0) <∞ and E log+ EξZ˜1(s)p0 <∞.
Lemma 2.4. If t0 ∈ I
⋂
Ω2, then there exists p0 > 1 such that for all 1 < p ≤ p0,
lim
ε↓0
E log sup
z∈D(t0,ε)
m0(px)
|m0(z)|p < 0. (2.6)
Proof. For z = x+iy ∈ Cd and p ∈ R, set f(z, p) = logm0(px)−p log |m0(z)| and g(z, p) = Ef(z, p).
While t0 is fixed, taking the derivative of the function g(t0, p) with respective to p gives
∂g(t0, p)
∂p
∣∣∣∣
p=1
= 〈t0,∇Λ(t0)〉 − Λ(t0) < 0,
since t0 ∈ I. Therefore, as a function varying with p, g(t0, p) is strictly decreasing near p = 1,
hence there exists p1 > 1 such that g(t0, p) < g(t0, 1) = 0 for 1 < p ≤ p1.
Notice that
E log sup
z∈D(t0,ε)
m0(px)
|m0(z)|p = E supz∈D(t0,ε)
log
m0(px)
|m0(z)|p = E supz∈D(t0,ε)
f(z, p). (2.7)
We shall prove that there exist ε1 > 0 and p2 > 1 such that for 1 < p ≤ p2,
E sup
z∈D(t0,ε1)
|f(z, p)| <∞. (2.8)
Since t0 ∈ Ω2, there exists δ > 0 such that E log− α0(t0, δ) < ∞. Take 0 < ε1 < δ. Then
D(t0, ε1) ⊂ D(t0, δ), so that |m0(z)| ≥ α0(t0, δ) for z ∈ D(t0, ε1). Moreover, we can choose p2 > 1
such that px ∈ D(t0, δ) for z = x+ iy ∈ D(t0, ε1) if 1 < p ≤ p2. In fact, for 1 < p ≤ p2, it is clear
that
|pxi − ti0| ≤ p|xi − ti0|+ (p− 1)|ti0| ≤ p2ε1 + (p2 − 1)|ti0| < δ
if we take p2 > 1 small enough. On the other hand, by taking expectation Eξ in (2.4), we get for
z = x+ iy ∈ D(t0, ε1) and 1 < p ≤ p2,
max{m0(x),m0(px)} ≤
∑
s∈Sδ
m0(s),
where Sδ = {s = (s1, · · · , sd) ∈ Rd : sj = tj0 + δ or tj0 − δ, j = 1, · · · , d}. Thus for 1 < p ≤ p2,
sup
z∈D(t0,ε1)
|f(z, p)| ≤ sup
z∈D(t0,ε1)
(
log+m0(px) + log
−m0(px) + p log+m0(x) + p log− |m0(z)|
)
≤ (p+ 1)
(
log+
∑
s∈Sδ
m0(s) + log
− α0(t0, δ)
)
.
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Taking expectation E in the above inequality yields (2.8), since E log− α0(t0, δ) <∞ and Λ(s) is a
real number for every s.
Take p0 = min{p1, p2}. For 1 < p ≤ p0, letting ε ↓ 0 in (2.7) and noticing (2.8), by the
dominated convergence theorem, we deduce
lim
ε↓0
E log sup
z∈D(t0,ε)
m0(px)
|m0(z)|p = limε↓0 E supz∈D(t0,ε)
f(z, p) = Ef(t0, p) = g(t0, p) < 0.
The proof is complete.
Lemma 2.5 ([46], Lemma 2.1). Let (αn, βn, γn)n≥0 be a stationary and ergodic sequence of non-
negative random variables. If E| logα0| <∞, E| log β0| <∞ and E log+ γ0 <∞, then
lim sup
n→∞
1
n
log
(
γn
n∑
k=0
α0 · · ·αk−1βk · · ·βn−1
)
≤ max{E logα0,E log β0} a.s.. (2.9)
From Lemma 2.5, we deduce the following statements.
Corollary 2.6. Let (αn, βn, γn)n≥0 be a stationary and ergodic sequence of non-negative random
variables. Assume that E| logα0| <∞, E| log β0| <∞ and E log+ γ0 <∞.
(a) If max{E logα0,E log β0} < 0, then the series
∞∑
n=0
γn
n∑
k=0
α0 · · ·αk−1βk · · ·βn−1 <∞ a.s..
(b) If E logα0 < 0, then the series
∞∑
n=0
α0 · · ·αn−1γn <∞ a.s..
Now we can state the proof of Theorem 2.1.
Proof of Theorem 2.1. As the function Wn(z) is analytic on C
d, using Cauchy’s formula like [8], it
suffices to show that for each t0 ∈ K, there exists D(t0, ε) ∈ Cd (ε > 0 small enough) such that∑
n
sup
z∈D(t0,ε)
(Eξ|Wn+1(z)−Wn(z)|p)1/p <∞ a.s.. (2.10)
for suitable p ∈ (1, 2]. Observe that
Wn+1(z)−Wn(z) =
∑
u∈Tn
X˜u(z)(W1(u, z)− 1),
where under the quenched law Pξ, {Wk(u, z)}|u|=n are i.i.d. and independent of Fn with common
distribution determined by Pξ(Wk(u, z) ∈ ·) = PTnξ(Wk(z) ∈ ·) (the precise definition of Wk(u, z)
will be given by (4.2) later). The notation T represents the shift operator: T nξ = (ξn, ξn+1, · · · ) if
ξ = (ξ0, ξ1, · · · ). Applying Burkholder’s inequality to {X˜u(z)(W1(u, z)− 1)}, we obtain
Eξ|Wn+1(z)−Wn(z)|p ≤ CEξ
∑
u∈Tn
|X˜u(z)|p|W1(u, z)− 1|p ≤ C Pn(px)|Pn(z)|pET
nξ|W1(z)− 1|p, (2.11)
where C > 0 is a constant independent of ξ and n, and in general it does not necessarily stand for
the same constant throughout. Put
βn = sup
z∈D(t0,ε)
mn(px)
1/p
|mn(z)| and γn = supz∈D(t0,ε)
(ETnξ|W1(z)− 1|p)1/p . (2.12)
By Lemma 2.3, there exist ε1 > 0 and p1 > 1 such that (2.5) holds for all 0 < ε ≤ ε1 and
1 < p ≤ p1. Meanwhile, Lemma 2.4 implies that there exists p2 > 1 such that (2.6) holds for all
1 < p ≤ p2. Take p ≤ min{p1, p2} and fix this p. By (2.6), there exists εp > 0 such that for all
0 < ε ≤ εp,
E log β0 =
1
p
E log sup
z∈D(t0,ε)
m0(px)
|m0(z)|p < 0.
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Take 0 < ε ≤ min{ε1, εp}. So we have E log β0 < 0 and E log+ γ0 <∞ (by (2.5)). Then it follows
from (2.11) and Corollary 2.6(b) that∑
n
sup
z∈D(t0,ε)
(Eξ|Wn+1(z)−Wn(z)|p)1/p ≤
∑
n
β0 · · ·βn−1γn <∞ a.s.,
which completes the proof.
Remark 2.1. Theorem 2.1 says that Wn(z) converges to W (z) uniformly a.s. and in Pξ-L
p for
some p ∈ (1, 2] on set K(δ). Noticing (2.11), we deduce that for every z ∈ K(δ),
(Eξ|W (z)|p)1/p ≤ lim
n→∞
n−1∑
k=0
(Eξ|Wk+1(z)−Wk(z)|p)1/p + 1
≤ C
∞∑
k=0
Pk(px)
1/p
|Pk(z)|
(
ETkξ|W1(z)− 1|p
)1/p
+ 1. (2.13)
Theorem 2.1 is principally concerned with the uniform convergence of Wn(z) near the real
number. From similar arguments to the proof of Theorem 2.1, we can obtain a general uniform
convergence region for the complex martingale Wn(z), see Theorem 2.7 below whose proof is
omitted. Set
I ′p = {z ∈ Cd : Λ(px)− pE log |m0(z)| < 0},
Ω′1,p = int{z ∈ Cd : E log+ EξZ˜1(x)p <∞},
Ω′2 = {z ∈ Cd : ∃δz > 0 such that E log− α0(z, δz) <∞},
Ω′p = I
′
p
⋂
Ω′1,p and Ω
′ =
 ⋃
1<p≤2
Ω′p
⋂Ω′2.
Theorem 2.7. Let K be a compact subset of Ω′. Then there exists constant pK > 1 such that
the complex martingale Wn(z) converges uniformly to a limit random variable W (z) almost surely
(a.s.) and in Pξ-L
p on K for p ∈ (1, pK ].
As the complication of Theorem 2.1, Theorem 2.7 generalizes the result of Biggins ([8], Theorem
2) for classical branching random walks. It can be seen that Ω is actually the intersection of Ω′ with
the real space, i.e. Ω = Ω′
⋂
Rd, which means that Theorem 2.1 is in fact contained in Theorem
2.7.
3 Multifractal analysis and proof of Theorem 1.1
The proof of Theorem 1.1 is based on multifractal analysis. For the Galton-Watson tree T, the
boundary of T is defined as
∂T = {u ∈ I : u|n ∈ T for all n ∈ N}.
As a subset of I = N∗N
∗
, ∂T is a metrical and compact topological space with
[u] = {w ∈ ∂T : w||u| = u}, u ∈ T
its topological basis, and with the standard ultrametric distance
d(u, v) = e− sup {|w|: u,v∈[w]}.
Confirming the Hausdorff dimensions of the level sets
E(α) = {u ∈ ∂T : lim
n→∞
Su|n
n
= α} (α ∈ Rd) (3.1)
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is in the frame work of multifractal analysis. As usual, the s-dimensional Hausdorff measure of a
set E is defined as
Hs(E) = lim inf
δ→0+
{ ∞∑
i=1
(diam(Ui))
s : E ⊂
∞⋃
i=1
Ui, diam(Ui) ≤ δ
}
,
where the sequence of sets {Ui} is a coverage of E in ∂T and diam(Ui) represents the diameter of
Ui. Then the Hausdorff dimensions of E is defined as
dimE = sup{s > 0 : Hs(E) =∞} = inf{s > 0 : Hs(E) = 0}.
Moreover, we define the pressure-like function
Λ˜(t) = lim sup
n→∞
1
n
log Z˜n(t) (t ∈ Rd), (3.2)
whose Legendre transform is denoted by Λ˜∗(α) = sup
t∈Rd
{
〈t, α〉 − Λ˜(t)
}
. For the level sets E(α),
we say that the multifractal formalism holds at α if dimE(α) = −Λ˜∗(α) (see e.g. [10, 39, 40] for
introductions of multifractal formalisms). For our model, we find the region where the multifractal
formalism holds.
Theorem 3.1 (Multifractal analysis). Let J = {∇Λ(t) ∈ Rd : t ∈ Ω}. Then with probability 1,
for all α ∈ J , we have dimE(α) = −Λ˜∗(α) = −Λ∗(α).
Theorem 3.1 means that the multifractal formalism holds at α ∈ J , which is an extension of
the result of Attia [3] for a branching random walk in a deterministic environment. Under an
additional condition for L1, the region J can be enlarged to J
⋃
(intJ˜ ).
Corollary 3.2. Let J˜ = {α ∈ Rd : Λ∗(α) < 0}. If E[Pξ(‖L1‖ ≤ a)−1] < ∞ for some constant
a > 0, then with probability 1, for all α ∈ intJ˜ , we have dimE(α) = −Λ˜∗(α) = −Λ∗(α).
It is worth mentioning that for a branching random walk in a deterministic environment, Attia
and Barral [4] showed that the multifractal formalism holds for all α ∈ {α ∈ Rd : Λ∗(α) ≤ 0}
(namely, the boundary problem was solved) through tedious approximation and computation.
Here, in order to highlight the treatment of random environments and avoid a great length of the
paper, we shall not discuss such a method for our model.
Using Theorem 3.1 and Corollary 3.2, we can achieve the proof of Theorem 1.1.
Proof of Theorem 1.1. By the general upper bounds in the theory of large deviations (see ([14],
Theorem 4.5.3)) and Proposition 4.2, we have with probability 1, for all measurable sets A ⊂ Rd,
lim sup
n→∞
1
n
logZn(nA) ≤ − inf
α∈A¯
Λ˜∗(α) ≤ − inf
α∈A¯
Λ∗(α). (3.3)
For the lower bounds, denote Z = lim infn
1
n logZn(nA). Since Λ
∗(α) ≥ −Λ(0) = −E logm0(0) by
the definition of Λ∗, from (3.3) we can see that
Z ≤ lim sup
n→∞
1
n
logZn(nA) ≤ E logm0(0) <∞ a.s..
For α ∈ intA, take ε > 0 small enough such that B(α, ε) ⊂ A. For u ∈ E(α), we have ‖Su|nn −α‖ ≤ ε
for n large enough, which means that E(α) ⊂ ⋃
u∈En
[u], where En = {u ∈ Tn : Su ∈ nB(α, ε)}.
Obviously, the diameter of the set [u] for u ∈ En is less than e−n, and so is less than δ > 0 for n
large enough. Therefore, the s-dimension Hausdorff measure of E(α) satisfies
Hs(E(α)) ≤ lim inf
n→∞ e
−nsZn(nB(α, ε)) ≤ lim inf
n→∞ e
−nsZn(nA) = 0
provided s > Z, which implies that dimE(α) ≤ s and furthermore dimE(α) ≤ Z by the arbitrary
of s. Taking superior on α, we get sup
α∈intA
dimE(α) ≤ Z. Combing this result with Theorem 3.1
(resp. Corollary 3.2) yields − inf
α∈intA
Λ∗(α) = sup
α∈intA
dimE(α) ≤ Z if intA ⊂ J (resp. intA ⊂
intJ˜ ).
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4 Proof of Theorem 3.1
We shall prove Theorem 3.1 through the natural approach of finding the upper and lower
bounds for the Hausdorff dimensions of the level sets E(α), according to the ideas showed in Attia
[3]. Firstly, the upper bounds can be deduced from the two propositions below.
Proposition 4.1 ([3], Proposition 2.2). With probability 1, for all α ∈ Rd, dimE(α) ≤ −Λ˜∗(α),
where dimE(α) < 0 means that E(α) is empty.
Proposition 4.2. With probability 1, Λ˜(t) ≤ Λ(t) for all t ∈ Rd, and then Λ˜∗(α) ≥ Λ∗(α) for all
t ∈ Rd.
Proof. Since the functions Λ˜(t) and Λ(t) are convex and thus continuous, we only need to prove
Λ˜(t) ≤ Λ(t) a.s. for each t ∈ Rd. Fix t ∈ Rd. For s > Λ(t), we have E log(e−sm0(t)) = Λ(t)−s < 0.
Thus by Corollary 2.6(b),
Eξ
∑
n
e−nsZ˜n(t) =
∑
n
e−nsPn(t) <∞ a.s.,
which implies that
∑
n e
−nsZ˜n(t) <∞ a.s.. Hence, Z˜n(t) = O(ens) a.s., which yields Λ˜(t) ≤ s a.s..
Since s > Λ(t) is arbitrary, we get the conclusion.
In order to obtain the lower bounds, we need rely on the associated Mandelbrot measure [37].
Let T(u) be the Galton-Watson tree rooted at u ∈ T and Tn(u) = {uv ∈ T : |v| = n} be the set of
particles in the n-th generation of T(u). For u ∈ T and z ∈ Cd, denote
Z˜n(u, z) =
∑
uv∈Tn(u)
e〈z,Suv−Su〉 (4.1)
and
Wn(u, z) =
Z˜n(u, z)
EξZ˜n(u, z)
=
∑
uv∈Tn(u) e
〈z,Suv−Su〉
m|u|(z) · · ·m|u|+n−1(z)
. (4.2)
In particular, we have Z˜n(∅, z) = Z˜n(z) and Wn(∅, z) = Wn(z). For t ∈ Rd, the martingale
{Wn(u, t)} is non-negative, and hence it converges a.s. to a limit
W (u, t) := lim
n→∞Wn(u, t). (4.3)
By the branching property, we can see that
W (u, t) =
∑
ui∈T1(u)
e〈t,Li(u)〉
m|u|(t)
W (ui, t).
Thus for each t ∈ Rd, we can define a unique measure µt on ∂T such that
µt([u]) = X˜u(t)W (u, t). (4.4)
This measure µt is the so-called Mandelbrot measure for BRWRE. Clearly, µt is finite with
µt(∂T) =W (t).
Theorem 4.3. With probability 1, for all t ∈ Ω,
lim
n→∞
1
n
logµt([u|n]) = 〈t,∇Λ(t)〉 − Λ(t) for µt-a.s. u ∈ ∂T.
Theorem 4.3 generalizes the result of Liu and Rouault [31] for the Galton-Watson processes,
and that of Attia [3] for classical branching random walks. Such a result allows the calculations
of the dimension of µt, as well as the Hausdorff and Packing dimensions of the support of µt and
those of the level sets E(α), just as what were done in [25, 26, 33, 3, 4].
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By the definition of µt, we see that
1
n
logµt([u|n]) = 〈t,
Su|n
n
〉 − 1
n
logPn(t) +
1
n
logW (u|n, t). (4.5)
The ergodic theorem gives that 1n logPn(t) → Λ(t) a.s. as n → ∞. To prove Theorem 4.3, we
need to calculate the limits of the other two terms in the right hand side of (4.5). To this end, the
following lemma is useful.
Lemma 4.4. Let (αn)n≥0 be a stationary and ergodic sequence of non-negative random variables
satisfying E logα0 ∈ (−∞, 0). If t0 ∈ Ω, then there exist ε0 > 0 and p0 ∈ (1, 2] such that for all
0 < ε ≤ ε0 and 1 ≤ p ≤ p0, the series∑
n
α0 · · ·αn−1 sup
z∈D(t0,ε)
(ETnξ|W (z)|p)1/p <∞ a.s.. (4.6)
Proof. Recall βn and γn defined in (2.12). According to the proof of Theorem 2.1, we can take
ε0 > 0 and p0 > 1 such that E log β0 < 0 and E log
+ γ0 < ∞ with ε = ε0 and p = p0. By (2.13),
we deduce that for all 0 < ε ≤ ε0 and 1 ≤ p ≤ min{2, p0},
sup
z∈D(t0,ε)
(ETnξ|W (z)|p)1/p ≤ sup
z∈D(t0,ε0)
(ETnξ|W (z)|p0)1/p0 ≤ C
∞∑
k=n
βn · · ·βk−1γk + 1.
Thus
∞∑
n=0
α0 · · ·αn−1 sup
z∈D(t0,ε)
(ETnξ|W (z)|p)1/p ≤ C
∞∑
n=0
α0 · · ·αn−1
∞∑
k=n
βn · · ·βk−1γk +
∞∑
n=0
α0 · · ·αn−1.
Corollary 2.6(b) shows that the second series in the right hand side of the inequality above converges
a.s. since E logα0 < 0. For the first series, we have
∞∑
n=0
α0 · · ·αn−1
∞∑
k=n
βn · · ·βk−1γk =
∞∑
k=0
γk
k∑
n=0
α0 · · ·αn−1βn · · ·βk−1 <∞ a.s.
from Corollary 2.6(a), since E log+ γ0 <∞ and max{E logα0,E log β0} < 0.
Proposition 4.5. With probability 1, for all t ∈ Ω,
lim
n→∞
1
n
logW (u|n, t) = 0 for µt-a.s. u ∈ ∂T.
Proof. Let a > 1 be a constant. For t ∈ Rd and n ≥ 1, we set E−n = {u ∈ ∂T : W (u|n, t) ≤ a−n}
and E+n = {u ∈ ∂T :W (u|n, t) ≥ an}. It suffices to show that for En ∈ {E−n , E+n }, for each t0 ∈ Ω,
there exists ε > 0 small enough such that
Eξ
(
sup
t∈B(t0,ε/2)
∑
n
µt(En)
)
<∞ a.s.. (4.7)
We just consider the case where En = E
+
n . The proof for En = E
−
n is similar. Notice that for
p > 1,
µt(E
+
n ) =
∑
u∈Tn
X˜u(t)W (u, t)1{W (u,t)≥an} ≤ a−(p−1)n
∑
u∈Tn
X˜u(t)W (u, t)
p.
Theorem 2.1 ensures that the limit W (u, z) := limnWn(u, z) exists a.s. and analytic on D(t0, ε)
for some ε > 0. Applying Cauchy’s formula, we obtain
∑
n
Eξ
(
sup
t∈B(t0,ε/2)
µt(E
+
n )
)
≤ C
∑
n
a−(p−1)n sup
z∈D(t0,ε)
Eξ
∑
u∈Tn
|X˜u(z)| |W (u, z)|p
≤ C
(∑
n
d˜0(ε) · · · d˜n−1(ε) (ETnξ|W (z)|p)1/p
)p
, (4.8)
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where
d˜n(ε) = a
−p−1
p
(
sup
z∈D(t0,ε)
mn(x)
|mn(z)|
)1/p
.
Similarly to the proof of Lemma 2.4, the dominated convergence theorem gives
lim
ε↓0
E log d˜0(ε) = −p− 1
p
log a < 0.
Therefore, by Lemma 4.4, the series in the last line of (4.8) converges a.s. for some p ∈ (1, 2] and
ε > 0 small enough, so (4.7) holds for En = E
+
n .
For t ∈ Ω and n ∈ N, let us define a measure on Rd as:
νt,n(·) = µt
(
u ∈ ∂T : Su|n
n
∈ ·
)
. (4.9)
For (t, λ) ∈ Rd × Rd, let
Ln(t, λ) =
1
n
log
∫
Rd
en〈λ,x〉dνt,n(x) and Lt(λ) = lim sup
n→∞
Ln(t, λ). (4.10)
Proposition 4.6. Let t0 ∈ Ω. Then there exists ε0 > 0, such that
P(Lt(λ) = Λ(t+ λ)− Λ(t), ∀t ∈ B(t0, ε0), ∀λ ∈ B(0, ε0)) = 1. (4.11)
Proof. For (z, z′) ∈ Cd × Cd, denote
Vn(z, z
′) =
∑
u∈Tn
X˜u(z + z
′)W (u, z)
when W (u, z) := limnWn(u, z) exists. In particular, Vn(t, z
′) is always well defined for (t, z′) ∈
Rd × Cd, as W (u, t) is always exists for all t ∈ Rd. Calculate that for (t, λ) ∈ Rd × Rd,
Ln(t, λ) =
1
n
logVn(t, λ) +
1
n
logPn(t+ λ)− 1
n
logPn(t). (4.12)
Hence to obtain (4.11), it suffices to show that Vn(t, λ) converges uniformly a.s. and in Pξ-L
1 on
B(t0, ε0)×B(0, ε0) for some ε0 > 0, which ensures that a.s., the limit
V (t, λ) = lim
n→∞Vn(t, λ) > 0 on B(t0, ε0)×B(0, ε0),
and so (4.11) holds by letting n→∞ in (4.12).
Now we work on the uniform convergence (a.s. and in Pξ-L
1) of Vn(t, λ). By Theorem 2.1, we
see that there exists δ > 0 such that Vn(z, z
′) is well defined and analytic on (z, z′) ∈ D(t0, δ)×Cd.
Similarly to the proof of Theorem 2.1, we can turn to show that∑
n
sup
z∈D(t0,ε)
z′∈D(0,ε)
(Eξ|Vn+1(z, z′)− Vn(z, z′)|p)1/p <∞ a.s. (4.13)
for suitable 0 < ε ≤ δ and p ∈ (1, 2]. Observe that
Vn+1(z, z
′)− Vn(z, z′) =
∑
u∈Tn
X˜u(z + z
′)
 ∑
ui∈T1(u)
e〈z+z
′,Li(u)〉
mn(z + z′)
W (ui, z)−W (u, z)
 .
Using Burkholder’s inequality, we deduce
Eξ|Vn+1(z, z′)− Vn(z, z′)|p ≤ CPn(p(x + x
′))
|Pn(z + z′)|p ET
nξ|V1(z, z′)−W (z)|p. (4.14)
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By Minkowski’s inequality, we have(
Eξ |V1(z, z′)−W (z)|p
) 1
p ≤ (Eξ |V1(z, z′)|p) 1p + (Eξ|W (z)|p) 1p (4.15)
and
(
Eξ |V1(z, z′)|p
) 1
p =
(
Eξ
∣∣∣∣∣∑
u∈T1
X˜1(z + z
′) (W (u, z)− EξW (u, z) + EξW (u, z))
∣∣∣∣∣
p)1/p
≤
(
Eξ
∣∣∣∣∣∑
u∈T1
X˜1(z + z
′) (W (u, z)− EξW (u, z))
∣∣∣∣∣
p)1/p
+
(
Eξ |W1(z + z′)|p
)1/p |ETξW (z)|. (4.16)
Burkholder’s inequality yields
Eξ
∣∣∣∣∣∑
u∈T1
X˜1(z + z
′) (W (u, z)− EξW (u, z))
∣∣∣∣∣
p
≤ Cm0(p(x+ x
′))
|m0(z + z′)|p ETξ|W (z)|
p. (4.17)
Combing (4.14)-(4.17), we obtain
sup
z∈D(t0,ε)
z′∈D(0,ε)
(Eξ|Vn+1(z, z′)− Vn(z, z′)|p)1/p
≤ C
(
sup
z∈D(t0,2ε)
Pn+1(px)
1/p
|Pn+1(z)| supz∈D(t0,2ε)
(ETn+1ξ|W (z)|p)1/p
+ sup
z∈D(t0,2ε)
Pn(px)
1/p
|Pn(z)| supz∈D(t0,2ε)
(ETnξ|W1(z)|p)1/p sup
z∈D(t0,2ε)
ETn+1ξ|W (z)|
+ sup
z∈D(t0,2ε)
Pn(px)
1/p
|Pn(z)| supz∈D(t0,2ε)
(ETnξ|W (z)|p)1/p
)
.
Thus ∑
n
sup
z∈D(t0,ε)
z′∈D(0,ε)
(Eξ|Vn+1(z, z′)− Vn(z, z′)|p)1/p
≤ C
(∑
n
β0 · · ·βn−1 sup
z∈D(t0,2ε)
(ETnξ|W (z)|p)1/p +
∑
n
β0 · · ·βn−1γ˜n sup
z∈D(t0,2ε)
ETn+1ξ|W (z)|
)
,
(4.18)
where βn is defined in (2.12) with ε replaced by 2ε, and γ˜n = sup
z∈D(t0,2ε)
(ETnξ|W1(z)|p)1/p. Lemmas
2.3 and 2.4 ensure that E log β0 < 0 and E log
+ γ˜0 < ∞ for suitable 0 < ε ≤ δ and p ∈ (1, 2].
Therefore, the first series in right hand side of the inequality (4.18) above converges a.s. by
Lemma 4.4. For the second series, notice that
lim sup
n→∞
1
n
log (β0 · · ·βn−1γ˜n) ≤ E log β0 < 0,
which implies that β0 · · ·βn−1γ˜n < a−n a.s. for some constant a > 1 as n large enough. It follows
from Lemma 4.4 that the series
∑
n a
−n sup
z∈D(t0,2ε)
ETn+1ξ|W (z)| < ∞ a.s., which implies the a.s.
convergence of the second series in the right hand side of (4.18).
Following the proof of ([3], Corollary 2.5), Proposition 4.6 leads to the proposition below.
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Proposition 4.7. With probability 1, for all t ∈ Ω,
lim
n→∞
Su|n
n
= ∇Λ(t) for µt-a.s. u ∈ ∂T.
Proof of Theorem 4.3. Letting n tends to infinity in (4.5) and using Propositions 4.5 and 4.7, we
immediately obtain the desired result.
We will use Theorem 4.3 to calculate the lower bounds of the Hausdorff dimensions dimE(α),
so as to further achieve the proof of Theorem 3.1.
Proof of Theorem 3.1. By Propositions 4.2 and 4.1, with probability 1, we have dimE(α) ≤
−Λ˜∗(α) ≤ −Λ∗(α) for all α ∈ Rd. On the other hand, Proposition 4.7 shows that with probability 1,
for all α ∈ J (so that α = ∇Λ(t) for some t ∈ Ω), 0 < µt(u ∈ ∂T : limn Su|nn = α) (<∞). Noticing
Theorem 4.3 and using ([16], Theorem 4.2), we deduce dimE(α) ≥ Λ(t)−〈t,∇Λ(t)〉 = −Λ∗(α).
5 Proof of Corollary 3.2
In order to give the proof of Corollary 3.2, we need a technique of truncation. Letting a
be a positive rational number, we introduce the point process related to u ∈ T as Xa(u) =
(Na(u), La1(u), L
a
2(u), · · · ), where Na(u) = N(u) ∧ a with notation a1 ∧ a2 = min(a1, a2), Lai (u)
equals to Li(u) if ‖Li(u)‖ ≤ a and is empty otherwise. Let us construct a new BRWRE where the
point process formed by a particle u is Xa(u). Denote
ma0(z) = Eξ
N∧a∑
i=1
e〈z,L
a
i 〉 = Eξ
N∧a∑
i=1
e〈z,Li〉1{‖Li‖≤a} (z ∈ Cd),
and the other notations can be extended similarly. If E
[
Pξ(‖L1‖ ≤ a0)−1
]
<∞ for some constant
a0 > 0, it is not difficult to verify that for all t ∈ Rd and a ≥ a0,
E| logma0(t)| <∞ and E
∥∥∥∥∇ma0(t)ma0(t)
∥∥∥∥ <∞,
which ensures that the function Λa(t) = E logm
a
0(t) is well defined as real number on R
d and
differential everywhere. Indeed, notice that log+ma0(t) ≤ log+m0(t) and for a ≥ a0,
ma0(t) ≥ Eξe〈t,L1〉1{‖L1‖≤a} ≥ Eξe〈t,L1〉1{‖L1‖≤a0} ≥ e−‖t‖a0Pξ(‖L1‖ ≤ a0), (5.1)
so that
log−ma0(t) ≤ ‖t‖a0 − logPξ(‖L1‖ ≤ a0) = ‖t‖a0 + log
[
Pξ(‖L1‖ ≤ a0)−1
]
.
The fact that E log+m0(t) <∞ and (by Jensen’s inequality)
E log
[
Pξ(‖L1‖ ≤ a0)−1
] ≤ logE [Pξ(‖L1‖ ≤ a0)−1] <∞ (5.2)
ensures E| logma0(t)| < ∞, and also implies that Λa(t) ↑ Λ(t) as a ↑ ∞. Besides, by (5.1), we can
deduce ∥∥∥∥∇ma0(t)ma0(t)
∥∥∥∥ ≤ Eξ
∑N∧a
i=1 e
〈t,Li〉‖Li‖1{‖Li‖≤a}
e−‖t‖a0Pξ(‖L1‖ ≤ a0) ≤ a
2e(a−a0)‖t‖Pξ(‖L1‖ ≤ a0)−1,
so E
∥∥∥∇ma0 (t)ma
0
(t)
∥∥∥ <∞ since E[Pξ(‖L1‖ ≤ a0)−1] <∞.
From the above, we see that Λa(t) ↑ Λ(t) as a ↑ ∞ as soon as E logPξ(‖Li‖ ≤ a0) > −∞ for
some constant a0 > 0. According to the arguments in ([4], proofs of Proposition 2.3 and Corollary
2.1), we can get the following lemma, which is a generalization of ([4], Corollary 2.1) for Rd-valued
BRWRE.
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Lemma 5.1. Assume that E logPξ(‖Li‖ ≤ a0) > −∞ for some constant a0 > 0. If α ∈ int{α :
Λ∗(α) <∞}, then Λ∗a(α) ↓ Λ∗(α) as a ↑ ∞.
Lemma 5.2. Assume that E logPξ(‖Li‖ ≤ a0) > −∞ for some constant a0 > 0. Then Ia = Ωa
for a ≥ a0, where Ωa = Ia
⋂
Ωa1
⋂
Ωa2.
Proof. We shall prove that Ωa1 = Ω
a
2 = R
d for a ≥ a0, which implies Ia = Ωa. On the one hand,
for t ∈ Rd, one can see that
Eξ[Z˜
a
1 (t)]
p = Eξ
(
N∧a∑
i=1
e〈t,Li〉1{‖Li‖≤a}
)p
≤ apepa‖t‖,
which implies that E log+ Eξ[Z˜
a
1 (t)]
p <∞, hence we have Ωa1 = Rd (since Rd is open).
On the other hand, notice that the function h(θ) = sin θ + cos θ ≥ 12 on [−δ1, δ1] for some
δ1 > 0. Take δ > 0 small enough such that a
√
dδ ≤ δ1. For t ∈ Rd and z = x + iy ∈ D(t, δ), we
have ‖x‖ ≤ ‖x− t‖+ ‖t‖ < √dδ + ‖t‖ and ‖y‖ < √dδ. Therefore, for a ≥ a0,
|ma0(z)|2 =
(
Eξ
N∧a∑
i=1
e〈x,Li〉 cos〈y, Li〉1{‖Li‖≤a}
)2
+
(
Eξ
N∧a∑
i=1
e〈x,Li〉 sin〈y, Li〉1{‖Li‖≤a}
)2
≥ 1
2
(
Eξ
N∧a∑
i=1
e〈x,Li〉h(〈y, Li〉)1{‖Li‖≤a}
)2
≥ 1
8
e−2a0(
√
dδ+‖t‖)
Pξ(‖Li‖ ≤ a0)2,
so that
E log− αa0(t, δ) ≤ 2
√
2 + a0(
√
dδ + ‖t‖)− E log Pξ(‖Li‖ ≤ a0) <∞.
Thus Ωa2 = R
d. The proof is finished.
Proof of Corollary 3.2. We only need to show that with probability 1, for all α ∈ intJ˜ , the lower
bound of the Hausdorff dimension of the set E(α) satisfies dimE(α) ≥ −Λ∗(α). Firstly, it is
obvious that the tree Ta ⊂ T, thus
Ea(α) = {u ∈ ∂Ta : lim
n→∞
Su|n
n
= α} ⊂ E(α),
which leads to dimE(α) ≥ dimEa(α) for all α ∈ Rd. Denote
E˜ =
⋂
a
{ω ∈ ΘN × Γ : dimEa(α) = Λ∗a(α), ∀α ∈ Ja}.
Then P(E˜) = 1 by Theorem 3.1. Fix ω ∈ E˜ . For α ∈ intJ˜ ⊂ int{α : Λ∗(α) <∞}, by Lemma 5.1, we
have Λ∗a(α) < 0 for a large enough. Take a large enough. Since Λa(t) is differentiable, there exists
tα ∈ Ia such that α = ∇Λa(tα) (see [41], p227). Lemma 5.2 shows Ia = Ωa, so that α ∈ Ja. Thus
dimE(α) ≥ dimEa(α) = −Λ∗a(α) for a large enough. Letting a ↑ ∞ gives dimE(α) ≥ −Λ∗(α).
Hence E˜ ⊂ {ω : dimE(α) ≥ −Λ∗(α), ∀α ∈ intJ˜ }.
6 Proof of Theorem 1.2
We will prove Theorem 1.2 along the lines of the proof of ([45], Theorem 5.1) with details
modified. For n ∈ N, set ℓn = 1πnEξ
N(u)∑
j=1
Lj(u) with u ∈ Tn and µn =
n−1∑
i=0
ℓi. Consider the
probability measures qn(·) = EξZn(an·+µn)EξZn(Rd) . For t ∈ Rd, put
λn(t) = log
∫
e〈t,x〉qn(dx) =
n−1∑
i=0
log
[
1
πi
mi(a
−1
n t)e
−〈a−1n t, ℓi〉
]
. (6.1)
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Lemma 6.1. If lim supn
an
nβ < ∞ for some β ∈ (12 , 1) and E 1π0 Σu∈T1e
δ‖Su‖ < ∞ for some δ > 0,
then for each t ∈ Rd,
lim
n→∞
n
a2n
λn
(
a2n
n
t
)
= Γ(t) a.s., (6.2)
where the function Γ(t) is defined in Theorem 1.2.
Proof. Put ∆n,i =
1
πi
mi(
an
n t)e
−〈 an
n
t, ℓi〉 − 1. We shall show that for each t ∈ Rd,
sup
0≤i≤n−1
|∆n,i| < 1 a.s. (6.3)
for n large enough. Set L¯i(u) = Li(u) − ℓ|u| and denote X¯n(·) =
N(u)∑
i=1
δL¯i(u)(·) (u ∈ Tn) the
counting measure corresponding to the random vector X(u). Let Q
(ǫ)
n =
1
πn
Eξ
N(u)∑
i=1
eǫ‖Li(u)‖ and
Q¯
(ǫ)
n =
1
πn
Eξ
N(u)∑
i=1
eǫ‖L¯i(u)‖ (u ∈ Tn). By the triangle inequality and Jensen’s inequality, we see that
Q¯(ǫ)n ≤ Q(ǫ)n exp{
2d
πn
Eξ
N(u)∑
i=1
ǫ‖Li(u)‖} ≤ Q(ǫ)n
1
πn
Eξ
N(u)∑
i=1
e2
dǫ‖Li(u)‖ ≤ (Q(δ)n )2,
for ǫ = δ/2d. By the ergodic theorem, limn
1
n
n−1∑
i=0
Q
(δ)
i = EQ
(δ)
0 <∞ a.s., hence for n large enough,
sup
0≤i≤n−1
Q¯
(ǫ)
i ≤ sup
0≤i≤n−1
(Q
(δ)
i )
2 ≤
(
n−1∑
i=0
Q
(δ)
i
)2
≤ Cn2 a.s.. (6.4)
Notice that for n large enough (such that ann ‖t‖ < ǫ),
∞∑
k=0
1
πi
Eξ
∫
1
k!
∣∣∣〈an
n
t, x〉
∣∣∣k X¯i(dx) ≤ 1
πi
Eξ
∫
eǫ‖x‖X¯i(dx) = Q¯
(ǫ)
i <∞ a.s..
Since Eξ
N(u)∑
j=1
L¯j(u) = Eξ
N(u)∑
j=1
Lj(u)− ℓ|u|π|u| = 0 a.s., we can write ∆n,i as
∆n,i =
1
πi
Eξ
∫ ∞∑
k=0
〈ann t, x〉k
k!
X¯i(dx) − 1 =
∞∑
k=0
1
k!
1
πi
Eξ
∫
〈an
n
t, x〉kX¯i(dx) − 1 =
∞∑
k=2
γnik,
with the notation
γnik =
1
k!
1
πi
Eξ
∫
〈an
n
t, x〉kX¯i(dx)
=
1
k!
1
πi
Eξ
∫
〈an
n
t, x〉k1{‖x‖≤ 4
ǫ
log n}X¯i(dx) +
1
k!
1
πi
Eξ
∫
〈an
n
t, x〉k1{‖x‖> 4
ǫ
logn}X¯i(dx)
= : αnik + β
n
ik.
We can calculate that
|αnik| ≤
1
k!
(an
n
‖t‖
)k 1
πi
Eξ
∫
‖x‖k1{‖x‖≤ 4
ǫ
logn}X¯i(dx) ≤
1
k!
(
an
n
4
ǫ
logn‖t‖
)k
(6.5)
and
|βnik| ≤
1
k!
(an
n
‖t‖
)k 1
πi
Eξ
∫
‖x‖kn−2e ǫ2‖x‖X¯i(dx) ≤
(
2
ǫ
an
n
‖t‖
)k
Q¯
(ǫ)
i
n2
. (6.6)
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In the last inequality above, we have used the fact that 1k!
(
ǫ
2‖x‖
)k ≤ e ǫ2‖x‖ for all k. By (6.5),
(6.6) and (6.4), we see that for n large enough,
sup
1≤i≤n−1
|∆n,i| ≤
∞∑
k=2
sup
1≤i≤n−1
|γnik| ≤ C
∞∑
k=2
(
4
ǫ
dn‖t‖
)k
≤M1d2n a.s., (6.7)
where dn =
an
n logn and M1 > 0 is a constant (depending on t). It is clear that limn dn = 0, so
that (6.3) holds for n sufficiently large.
Now we calculate (6.2). Noticing (6.3), when n is large enough, we can write a.s.,
n
a2n
λn
(
a2n
n
t
)
=
n
a2n
n−1∑
i=0
∆n,i +
n
a2n
∞∑
j=2
(−1)j+1
j!
n−1∑
i=0
(∆n,i)
j =: An +Bn.
For Bn, by (6.7), we get for n large enough,
|Bn| ≤ n
a2n
∞∑
j=2
1
j
n−1∑
i=0
|∆n,i|j ≤ n
2
a2n
∞∑
j=2
1
j
M j1d
2j
n ≤
n2
a2n
∞∑
j=2
M j1d
2j
n ≤M2
n2
a2n
d4n a.s., (6.8)
where M2 > 0 is a constant. Since limn dn = 0 and limn
n2
a2n
d3n = lim
n
an
nβ
(logn)3
n1−β
= 0, we deduce
Bn → 0 a.s. immediately from (6.8). For An, we can decompose
An =
n
a2n
n−1∑
i=0
∞∑
k=2
γnik =
n
a2n
∞∑
k=2
n−1∑
i=0
γnik =
n
a2n
n−1∑
i=0
γni2 +
n
a2n
∞∑
k=3
n−1∑
i=0
γnik =: Cn +Dn.
For Dn, for n large enough,
|Dn| ≤ n
a2n
∞∑
k=3
n−1∑
i=0
|γnik| ≤ C
n2
a2n
∞∑
k=3
(
4
ǫ
dn‖t‖
)k
≤M3n
2
a2n
d3n a.s.,
where M3 > 0 is a constant, so that Dn → 0 a.s.. Finally, it remains to calculate the limit of Cn.
By the ergodic theorem,
lim
n→∞Cn = limn→∞
n
a2n
n−1∑
i=0
1
2
1
πi
Eξ
∫
〈an
n
t, x〉2X¯i(dx) = Γ(t) a.s.,
which completes the proof.
Applying Lemma 6.1 and the uniform convergence of Wn(t) near 0, we carry on the proof of
Theorem 1.2.
Proof of Theorem 1.2. Let Γn(t) = log
[ ∫
e
〈 t
an
,x〉
Zn(dx)
Zn(Rd)
]
= log
[
Z˜n(a
−1
n t)
Zn(Rd)
]
. It can be seen that
n
a2n
Γn(
a2n
n
t) =
n
a2n
logWn(
an
n
t) +
n
a2n
λn(
a2n
n
t) +
1
an
n−1∑
i=0
〈t, ℓi〉 − n
a2n
logWn(0). (6.9)
It is evident that 0 ∈ I, since −Λ(0) = −E logm0(0) < 0. So we have 0 ∈ Ω. By Theorem 2.1,
Wn(z) converges uniformly a.s. in a neighbourhood of 0 ∈ Cd, so that the limit W (z) is continuous
at 0. Since the environment ξ is a stationary mixing sequence satisfying Eℓ0 = 0, by ([21], Theorem
2), we have limn
1
an
n−1∑
i=0
〈t, ℓi〉 = 0 a.s.. Letting n → ∞ in (6.9) and using Lemma 6.1, we obtain
for each t ∈ Rd,
lim
n→
n
a2n
Γn(
a2n
n
t) = Γ(t) a.s.. (6.10)
So (6.10) a.s. holds for all rational t, and hence for all t ∈ Rd by the convexity of Γn(t) and the
continuity of Γ(t). Then apply the Ga¨rtner-Ellis theorem.
17
References
[1] K.B. Athreya, S. Karlin, On branching processes in random environments I & II. Ann. Math.
Statist. 42 (1971), 1499-1520 & 1843-1858.
[2] K.B. Athreya, P.E. Ney, Branching Processes. Springer, Berlin, 1972.
[3] N. Attia, On the multifractal analysis of the branching random walk in Rd. J. Theor. Probab.
27 (2014), 1329-1349.
[4] N. Attia, J. Barral, Hausdorff and packing spectra, large deviations and free energy for branch-
ing random walks in Rd. Commun. Math. Phys. 331 (2014), 139-187.
[5] J. Baillon, P. Cle´ment, A. Greven, F. den Hollander, a variational approach to branching
random walk in random environment. Ann. Probab. 21(1993), 290-317.
[6] J.D. Biggins, Martingale convergence in the branching random walk. J. Appl. prob. 14 (1977),
25-37.
[7] J.D. Biggins, Chernoff’s theorem in the branching random walk. J. Appl. Probab. 14 (1977),
630-636.
[8] J.D. Biggins, Uniform convergence of martingales in the branching random walk. Ann. Prob.
20(1992), 137-151.
[9] J.D. Biggins, A.E. Kyprianou, Measure change in multitype branching. Adv. Appl. Probab.
36 (2004), 544-581.
[10] G. Brown, G. Michon, J. Peyrie`re, On the multifractal analysis of measures. J. Stat. Phys. 66
(1992), 775-790.
[11] F. Comets, S. Popov, On multidimensional branching random walks in random environment,
Ann. Probab. 35 (2007),68-114.
[12] F. Comets, S. Popov, Shape and local growth for multidimensional branching random walks
in random environment. ALEA 3 (2007), 273-299.
[13] F. Comets, N. Yoshida, Branching random walks in space-time random environment: survival
probability, global and local growth rates. J. Theor. Probab. 24 (2011), 657-687.
[14] A. Dembo, O. Zeitouni, Large deviations Techniques and Applications. Springer, New York,
1998.
[15] R. Durrett, T. Liggett, Fixed points of the smoothing transformation. Z. Wahrsch. verw. Geb.
64 (1983), 275-301.
[16] K. J. Falconer, Fractal geometry, mathematical foundations and applications, 2nd edn. Wiley,
New York, 2003.
[17] Z. Gao, Q. Liu, H. Wang, Central limit theorems for a branching random walk with a random
environment in time. Acta Math. Sci. 34 B (2) (2014), 501-512.
[18] Z. Gao, Q. Liu, Exact convergence rates in central limit theorems for a branching random
walk with a random environment in time. Stoch. Proc. Appl. 126 (2016), 2634-2664.
[19] A. Greven, F. den Hollander, Branching random walk in random environment: phase transi-
tions for local and global growth rates, Probab. Theory Related Fields 91 (1992), 195-249.
[20] Y. Guivarc’h, Sur une extension de la notion de loi semi-stable. Ann. Inst. H. Poincare´. Probab.
Statist. 26 (1990), 261-285.
[21] C. Hipp, Convergence rates of the strong law for stationary mixing sequences, Z. Wahrsch.
verw. Geb. 49 (1979), 49-62.
18
[22] Y. Hu, N. Yoshida, Localization for branching random walks in random environment. Stoch.
Proc. Appl. 119 (2009), 1632-1651.
[23] C. Huang, X. Liang, Q. Liu, Branching random walks with random environments in time,
Front. Math. China 9 (2014), 835-842.
[24] I.A. Ibragimov, Some limit theorems for stationary processes. Theor. Probability Appl. 7
(1962), 349-382.
[25] J.P. Kahane, J. Peyrie`re, Sur certaines martingales de Benoit Mandelbrot. Adv. Math. 22
(1976), 131-145.
[26] J.P. Kahane, Multiplications ale´atoires et dimension de Hausdorff. Ann. Inst. H. Poincare´.
Probab. Statist. 23 (1987), 289-296.
[27] N. Kaplan, S. Asmussen, Branching random walks I & II. Stoch. Proc. Appl. 4 (1976), 1-13
& 15-31.
[28] W. Ko¨nig, O. Gu¨n, O. Sekulovic´, Moment asymptotics for branching random walks in random
environment. Electro. J. Probab. 18 (2013), no.63, 1-5.
[29] D. Kuhlbusch, On weighted branching processes in random environment. Stoch. Proc. Appl.
109 (2004), 113-144.
[30] X. Liang, Q. Liu, Weighted moments for Mandelbrot’s martingales, Electron. Commun.
Probab. 20(2015), no. 85, 1-12.
[31] Q. Liu, A. Rouault, On two measures defined on the boundary of a branching tree. In K.B.
Athreya, P. Jagers, (eds.), Classical and Modern Branching Processes, IMA Vol. Math. Appl.
84, pp.187-201, Springer-Verlag, New York, 1997.
[32] Q. Liu, Sur une e´quation fonctionnelle et ses applications: une extension du the´ore`me de
Kesten-Stigum concernant des processus de branchement. Adv. Appl. Prob. 29 (1997), 353-
373.
[33] Q. Liu, On generalized multiplicative cascades. Stoch. Proc. Appl. 86 (2000), 61-87.
[34] Q. Liu, Asymptotic properties absolute continuity of laws stable by random weighted mean.
Stoch. Proc. Appl. 95 (2001), 83-107.
[35] R. Lyons, A simple path to Biggins’s martingale convergence for branching random walk. In
K.B. Athreya, P. Jagers, (eds.), Classical and Modern Branching Processes, IMA Vol. Math.
Appl. 84, pp. 217-221, Springer-Verlag, New York, 1997.
[36] B. Mallein, P. Milos´, Maximal displacement of a supercritical branching random walk in a
time-inhomogeneous random environment. DOI: 10.1016/j.spa.2018.09.008.
[37] B. Mandelbrot, Intermittent turbulence Intermittent turbulence in self-similar cascades: di-
vergence of high moments and dimension of the carrier. J.Fluid Mech. 64 (1974),331-358.
[38] M. Nakashima, Almost sure central limit theorem for branching random walks in random
environment, Ann. Appl. Probab. 21 (2011), 351-373.
[39] L. Olsen, A multifractal formalism. Adv. Math. 116 (1995), 82-196.
[40] J. Peyrie`re, A vectorial multifractal formalism. In M.L. Lapidus, M. van Frankenhuijsen (eds.),
Fractal Geometry and Applications. Proceedings of Symposium Pure Mathematics AMS, RI.
72. Part 2, pp. 217-230, Providence, 2004.
[41] R.T. Rockafellar, Convex analysis. Princeton University Press, Princeton, 1970.
[42] M. Rosenblatt, A central limit theorem and a strong mixing condition. Proc. Nat. Acad. Sci.
USA 42(1956), 43-47.
19
[43] D. Tanny, Limit theorems for branching processes in a random environment. Ann. Proba. 5
(1977), 100-116.
[44] D. Tanny, A necessary and sufficient condition for a branching process in a random environ-
ment to grow like the product of its means. Stoch. Proc. Appl. 28 (1988), 123-139.
[45] X. Wang, C. Huang, Convergence of martingale and moderate deviations for a branching
random walk with a random environment in time. J. Theor. Probab. 30 (2017), 961-995.
[46] X. Wang, C. Huang, Convergence of complex martingale for a branching random walk in a
time random environment, Electron. Commun. Probab. 24 (2019), no. 41,1-14.
[47] N. Yoshida, Central limit theorem for random walk in random environment. Ann. Appl.
Probab. 18 (2008), 1619-1635.
20
