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Abstract
Ross (2015) has shown that real-world distributions can be derived from risk-neutral
densities, named the Recovery Theorem, which makes the information embedded in
option prices directly accessible to applications such as trading strategies, portfolio
optimization and risk management. However, as we have to solve an ill-posed prob-
lem in the recovery process, application of the theorem to empirical problems is not
straightforward. We propose a new method based on the trinomial tree model. Under
the method, in addition to its accuracy and robustness, we can decrease the computa-
tional time drastically. We then apply the method to the stock and FX markets. By
using the recovered real-world distribution, we create some early warning indicators to
predict the future risk events, and show their eectiveness.
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Chapter 1
Introduction
The quality required in the risk management has changed signicantly after the
global nancial crisis in 2008. Major Banks have been forced to develop new risk
management tools to supplement the traditional risk measures such as Value at Risk
(VaR). In this chapter, we explain the current environment of banks' risk management
and popular risk-measures' drawbacks.
1.1 Risk Management after the Global Financial
Crisis
The global nancial crisis highlighted global regulatory weaknesses. After the crisis,
a lot of regulations' changes were considered and actually executed by Basel Commit-
tee on Banking Supervision (BCBS) and other nancial regulators such as Federal
Reserve, European Banking Authority and Bank of England. The event showed us
that there were too little liquidity and capital in the banking system. Furthermore,
lacking foresight in risk management and delay of the loss recognition were recognized
as one of the biggest issues among regulators and banks. The main reason why such
problems happened was that banks had heavily depended only on the historical-based
approach like VaR (i.e. backward-looking approach). Hence, they have proposed sev-
eral methods in the eld of risk management to incorporate the foreseeable future into
their risks.
Implementation of the Forward-Looking Approach
For example, stress testing is becoming the major risk management tool to cover
the traditional risk indicators' drawback. The main objective of stress testing is to
capture the foreseeable scenario (i.e. forward-looking approach), which might be going
to happen with high probability or aect negatively on their business. Before the crisis,
3
for supervisors, stress testing was ad hoc tool to assess the current state of their domes-
tic banking industry in the aftermath of severe external shocks. Increasingly, however,
they are becoming regular features of the ongoing regulatory process. Also, for banks,
the importance of stress testing is increasing as well. Especially, banks operating inter-
nationally, so-called Global-Systemically-Important-Banks (G-SIBs), are facing more
comprehensive stress testing requirements. Actually, current tests are placing greater
emphasis on both qualitative and quantitative analysis to evaluate broader risks within
banks, though initial stress testing exercises mainly focused only on quantitative indi-
cators like the capital ratio.
In addition, in the accounting eld, a new allowance calculation method, expected-
credit-loss (ELS), was proposed in International Financial Reporting Standards (IFRS).
Before 2008, incurred-loss-model served as the basis for accounting recognition and
measurement of credit losses. Under incurred-loss-model, banks were required only
certain period's expected loss calculated mainly by the historical loss data. On the other
hand, ELS requires banks to take their future scenarios into account the calculation
of the allowance. In general, ELS increases the amount of banks' allowance and also
the implementation cost is expected to be very large because current banks' accounting
systems need many improvements to deal with this new method. Therefore, this change
is still a big issue among them.
Stress Testing
Using the United States' supervisory stress testing as the example, which is known
as comprehensive capital analysis and review or CCAR, we explain the basic of stress
testing framework.
CCAR is the United States regulatory framework introduced by the Federal Reserve
to assess, regulate and supervise large banks. CCAR is executed once a year. The
assessment is performed on both qualitative and quantitative basis. In the assessment
on the quantitative basis, common-equity-tier-1 and tier-1-leverage-ratio are mainly
used to check whether banks' capital structures are stable given the stress testing
scenarios and also whether the planned capital distributions are viable and acceptable.
On the qualitative basis, on the other hand, Federal Reserve recently focuses on wide
range of topics such as methods of banks' internal risk management, model risks,
and capital planning processes. If they fail to pass the minimum requirements, they
are forced to change their next year's business plans, including dividend plans and
investment strategies. Therefore, banks now spend a high amount of time and money
on this program. Figure 1.1 is the process image of stress testing.
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Figure 1.1: process image of stress testing
After preparing the data sets and developing each category's stress testing model,
banks communicate internally and externally and decide the macro scenarios that im-
pact signicantly their business plans. Then they put the scenarios into the models
to estimate the future prot, capital ratio and so on. In the case of CCAR, Federal
Reserve investigates the result of the numerical test, its process, models, scenarios and
current risk management framework to judge whether a bank passes the requirements
or not.
1.2 Main Theme of the Thesis
Unfortunately, we can not say both stress testing and ELS are perfect forward-
looking approaches. In most cases, the models used in the stress testing and ELS are
based on the historical data. Therefore, when an event which has not occurred before
happens, it is almost impossible to predict it beforehand. Moreover, scenarios used
in the stress testing and ELS basically depend on economists' expert judgments or
past historical events like Black Monday in 1987 and LTCM crisis in 1998, and also all
foreseeable future scenarios are, of course, not included in stress testing.
To cover these drawbacks, banks are developing forward-looking indicators (i.e.,
early warning indicator (EWI)). Some of them are actually being used among practi-
tioners. However, these indicators don't have robust theoretical backgrounds, and also
their quality is generally not so high.
The aim of this thesis is to develop a better EWI not relying on the historical
data. We consider to use the option data quoted on the market. The payo of option
is determined by the future distribution of underlying asset price and therefore the
option prices contain the forward looking information. It can be expected that it is
useful for predicting the future market condition. However, pricing the option value
is done under risk-neutral measure which includes risk premium. So, we can't use
the option data straightforwardly. Ross (2015) shows the real-world distributions can
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be derived from risk-neutral densities, named the Recovery Theorem, which makes
the information embedded in option prices directly accessible to applications such as
trading strategies, portfolio optimization and risk management. In this thesis, by using
the theorem, we recover the physical distribution and nd the eective indicators that
can predict the future market condition.
Structure of the Thesis
This thesis proceeds as follows. Chapter 2 summarizes the Recovery Theorem and
how to apply it to real data. In addition, we also explain basic framework of the
asset pricing theory as the reference. Moreover, we explain a problem the theorem
has (ill-posed problem). Chapter 3 proposes a new approach (tree approach) to cope
with the ill-posed problem. We also show its high accuracy and fast computation
speed by comparing it with other approaches. Chapter 4 applies the tree approach
to risk management. We apply it to S&P500 and USDJPY, and we recover their
physical distributions. Then, we create EWI candidates and check each one's power
for predicting the future risk event. In the nal chapter, we conclude and describe
future works.
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Chapter 2
Asset Pricing Theory and the
Recovery Theorem
In this chapter, we explain the basic framework of the asset pricing theory and the
recovery theorem. After that, we introduce the literature related to the theorem.
2.1 Framework of the Asset Pricing Theory
In the framework of the asset pricing theory, a state price is an imaginary security
price which brings a unit payo when a certain state happens. This state price is
determined uniquely under the assumption of an arbitrage-free and complete market.
Dene economic condition at time s as s; s 2 [t; T ] and its state price at time T as
p(T jt). The time-t price of the security vt can be expressed as
vt =
Z
g(T )p(T jt)dT ; (2.1)
where g(T ) is a payo function in the state T . The sum of the state prices coincides
with the zero-coupon bond price as
e r(t)T =
Z
p(T jt)dT ; (2.2)
where r(t) describes a risk-free-rate function in the state t. Normalized p(T jt) sat-
ises the characteristics of the probability, and it is called the risk-neutral probability.
By using (2.2), risk-neutral density q(T jt) can be expressed as follows:
q(T jt)  p(T jt)R
p(T jt)dT ; (2.3)
= er(t)Tp(T jt): (2.4)
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Therefore, vt can be rewritten as
vt =
Z
e r(T )Tg(T )q(T jt)dT ; (2.5)
= EQt

e r(T )Tg(T )

: (2.6)
We similarly dene the physical density f(T jt). The pricing formula under physical
measure can be expressed as below:
vt = Et

e r(T )Tg(T )
q(T jt)
f(T jt)

; (2.7)
= Et[g(T )
p(T jt)
f(T jt)| {z }
(T jt)
]; (2.8)
 Et[g(T )(T jt)]: (2.9)
where q(T jt)
f(T jt) is a Radon{Nikodym derivative. (T jt) can be interpreted as a random
variable which connects the security's payo with the present value. It is called pricing
kernel. In the Recovery Theorem, the pricing kernel and the physical distribution are
simultaneously estimated uniquely under the condition that the state price is given.
2.2 Recovery Theorem
Assume that the economy has nite states in discrete time, and each state obeys
the Markov process. The following formula is derived from (2.8).
p(t+1jt) = (t+1jt)f(t+1jt): (2.10)
Also, we give a specied function to describe (t+1jt) as
(t+1jt) = h(t+1)
h(t)
; (2.11)
where  is a xed number, which can be assumed as a xed discount factor, and h()
is a function of , which can be interpreted as an inverter's utility, according to Ross
(2015).1 Hence, (2.10) can be rewritten as
p(t+1jt) = h(t+1)
h(t)
f(t+1jt); (2.12)
1h() is the same as the derivative of the consumption-based CAPM (CCPAM) utility function.
Ross (2015), as the example that satises this assumption, introduces CCPAM.
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or, in the matrix form,
DP = FD: (2.13)
In this case, P and F are n  n matrices, and P = (pij) describes the state price
transition matrix and F = (fij) describes the physical probability transition matrix,
respectively. D is an n n diagonal matrix described as
D  diag(h( = 1);    ; h( = n)): (2.14)
From now on, we assume that the function h() does not depend on the time t, so we
use  instead of t.
By solving (2.13) in F, we get
F =

1


DPD 1: (2.15)
Since F is dened as a probability transition matrix, the sum of each row equals unity.
Therefore, by dening e = (1; 1;    ; 1)T, F satises
Fe = e: (2.16)
Thus, equivalently, (2.16) can be expressed as
Fe =

1


DPD 1e; (2.17)
= e: (2.18)
Hence, from (2.17) and (2.18), we get
PD 1e = D 1e: (2.19)
If we dene D 1e as
z  D 1e; (2.20)
we have
Pz = z: (2.21)
(2.21) is interpreted as an eigenvalue problem. Since we assume that the market is
arbitrage-free, P is a non-negative square matrix, and, by adding the assumption that
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the matrix is a primitive matrix, we can apply the Perron{Frobenius theorem.2 From
the Perron-Frobenius theorem, the existence of a unique maximum eigenvalue which
has a positive eigenvector is guaranteed. Therefore, we get z and . Thus, D can be
calculated from z. Finally, we get F from (2.15).
This process shows that we can estimate the pricing kernel and the physical probability
transition matrix under the condition that only the state price transition matrix is
given. This is the outline of the Recovery Theorem given in Ross (2015).
2.3 How to Apply to Empirical Data
The application procedure of the theorem to the empirical data is composed by 4
steps.
Figure 2.1: Application process of the Recovery Theorem
Step 1
This step is about the interpolation and the extrapolation of the implied-volatility
data. In the process of application, option data (i.e., implied-volatility-surface) is
required to create a state price matrix S. However, not so many option implied-
volatilities are observable in the market. (See Figure 2.2)
2Perron{Frobenius theorem is the theorem that guarantees following relations.
Let A = (aij) be a primitive matrix. Then there exists an eigenvalue r such that:
(1) r is positive;
(2) the associated left and right eigenvectors can be chosen strictly positive componentwise;
(3) the eigen vectors associated with r are unique up to constant multiples;
(4) r > jj for any other eigenvalue  of A;
(5) if A  B  0 and  is an eigenvalue of B, thenjj  r. Moreover, jj = r implies B = A;
(6) mini
P
j aij  r  maxi
P
j aij :
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Figure 2.2: Volatility-surface for S&P500 European Option on December 18th, 2017
(Data source: Bloomberg L.P.)
To calculate the state price matrix in the next step, smooth implied-volatility-
surface at each option maturity is required. We therefore interpolate the data. Also,
around the deep out-of-the-money and deep in-the-money, option liquidity is so low
that it is dicult to use it straightforwardly as the reliable data. An extrapolation is
also necessary in this step.
In the eld of interpolation and extrapolation, many approaches are proposed. We
introduce some literature related to them. The rst is Figlewsk (2010). Figlewsk (2010)
proposes the interpolation and extrapolation approach, which uses spline functions and
generalized-extreme-value (GEV) functions.
Spline Interpolation
The spline interpolation is a form of interpolation that is a special type of piecewise
polynomial called a spline. Spline interpolation is often preferred over polynomial
interpolation because the interpolation error can be made small even when using low
degree polynomials for the spline. Generally, spline is the term for elastic rulers that
are bent to pass through a number of predened points (\knot"). The approach to
mathematically model the shape of such elastic rulers xed by n + 1 knots f(xi; yi) :
i = 0; 1;    ; ng is to interpolate between all the pairs of knots (xi; yi) and (xi+1; yi+1)
with polynomials y = Si(x); i = 1; 2;    ; n.
As the spline will take a shape that minimizes the bending (under the constraint of
passing through all knots), both y0 and y00 will be continuous everywhere and at the
knots. To achieve this, one must have that
S 0i(xi) = S
0
i 1(xi) i = 1; 2;    ; n; (2.22)
S 00i (xi) = S
00
i 1(xi) i = 1; 2;    ; n: (2.23)
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This is the case of degree 3 spline function. Though the classical approach is to use
polynomials of degree 3 (i.e. cubic-spline), Figlewsk (2010) proposes degree 4 spline
function to get smooth risk-neutral distribution. Figlewsk (2010) also mentions the
possibility of over-tting in the case of degree 5 or higher spline functions.
Extrapolation of the Generalized-Extreme-Value Function
There are not so much implied volatility data quoted in the market, especially deep
out-of-the-money and deep in-the-money. Thus, adding tail parts to the risk-neutral
distribution is a necessary step, especially when we think about risk management.
Figlewsk (2010) proposes one extrapolation approach based on GEV function. GEV
function is dened as
F (x) = exp
"
 

1 + 
 x  

 1=#
; (2.24)
where  is a xed number, which is a parameter that controls the shape of the distribu-
tion, and  and  are parameters to set location and scale of the distribution. Hence,
we need to set the three GEV parameters, which means that we prepare at least three
constraint conditions on the tail. We use the expressions FEV L() and FEV R() to
denote the approximating GEV distributions for the left and right tails, respectively,
with fEV L() and fEV R() as the corresponding density functions. FRND() and fRND()
denote the estimated empirical risk-neutral distribution and its density functions, re-
spectivery.
Let X() denote the exercise price corresponding to the -quantile of the risk-
neutral distribution. That is, FRND(X()) = . First, we choose the value of  where
the GEV tail is to begin, and then a second, more extreme point on the tail, that will
be used in matching the GEV tail shape to that of the empirical risk-neutral density.
These values will be denoted by 0R and 1R, respectively, for the right tail and 0L
and 1L for the left.
After setting 4 points, 0L; 1L and 0R; 1R, consider to t a GEV tail for the risk-
neutral distribution. The rst condition is that the total probability in the tail must be
the same for the risk-neutral distribution and the GEV approximation. Figlewsk (2010)
mentions that the GEV density has the same shape as the risk-neutral distribution in
the area of the tail where the two distributions overlap, thus uses the other two degrees
of freedom to set the two densities equal at 0R and 1R. Namely,
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Figure 2.3: Image of the risk-neutral density and tted GEV functions (Source:
Figlewsk, S. (2010). \Estimating the implied risk neutral density for the US market
portfolio." page 41)
FEV R(X(0R)) = 0R; (2.25)
fEV R(X(0R)) = fRND(X(0R)); (2.26)
fEV R(X(1R)) = fRND(X(1R)): (2.27)
Similarly, constraint conditions on the left tail can be described. Then, we solve
each tail's minimization problem. The GEV parameters can be found easily by using
a standard optimization procedure.
Interpolation and Extrapolation of the Double-Log-Normal Distribution
The second is Bliss and Panigirtzoglou (2002). They denote double-log-normal
approximating function for interpolating and extrapolating the risk-neutral density.
Let Ct(K) and Pt(K) denote the European call and put option price at time t with
strike K and option maturity T , respectively. Ct(K) and Pt(K) can be expressed by
Ct(K) = e
 rT
Z +1
K
(ST  K)dq(ST ); (2.28)
Pt(K) = e
 rT
Z K
 1
(K   ST )dq(ST ): (2.29)
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Double-log-normal function L^() is denoted by using 2 log-normal distribution L() as
L^(ST ) = L(ST j1; 1; St) + (1  )L(ST j2; 2; St);  2 [0; 1]; (2.30)
L(ST ) =
1
ST
p
2
exp
 [logST   logSt   (  122)T ]2
22T

: (2.31)
In the case of the European call option, by putting (2.30) into (2.28), we get
C^t(Kj1; 1; 2; 2; ) = e rTf
Z +1
K
(ST  K)L(ST j1; 1; St)dST
+ (1  )
Z +1
K
(ST  K)L(ST j2; 2; St)dSTg:
(2.32)
The European put option price can be described as well. 5 parameters, f1; 1; 2; 2; g,
are estimated by solving the optimization problem (2.33) below, where Nc; Np describe
the number of call options and put options observed in the market. wi; wj are inter-
preted as weight for each optimization, and they are generally determined referring to
each option's liquidity.
min
1;1;2;2;
NcX
i=1
wi[Ct(Ki)  C^t(Kij1; 1; 2; 2; )]2 +
NpX
j=1
wj[Pt(Ki)  P^t(Kij1; 1; 2; 2; )]2; (2.33)
s:t
NcX
i=1
wi +
NpX
j=1
wj = 1; wi; wj  0:
In Bliss and Panigirtzoglou (2002), they mention 2 log-normal functions are best
to interpolate and extrapolate the distribution from the view point of the stability.
Step 2
Dene St; (t = 1;    ;m) as a 1 n state price vector with option maturity t, and
similarly dene an mn matrix S that contains each St; (t = 1;    ;m). The objective
of step 2 is to estimate S from implied volatility data. The most famous method is
based on Breeden and Litzenberger (1978). They show that we get the state price by
dierentiating the option price twice with the option's strike.3 Many other methods,
e.g., Bliss and Panigirtzoglou (2002), Melic and Thomas, Ludwig (2015) and Ludwig
(2015), are also proposed.
3The derivation is contained in appendix A
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Step 3
In Step 3, we estimate the state price transition matrix P from S. There is no
sophisticated method about estimating P, so we need to think out the estimation
method. Ross (2015) estimates P by using the optimization problem as
max
P
jjStP  St+1jj22; (2.34)
where jj  jj22 denotes the Euclidean norm. Audrino, Huitema and Ludwig (2015) point
out, in the case that the dimension of P is not small, the optimization problem in Ross
(2015) causes the ill-posed problem. The ill-posed problem is a situation that there
are some candidates of optimal solutions whose objective function values are almost
the same. Thus, by adding the regularization term, Audrino, Huitema and Ludwig
(2015) propose a new method, known as Tikhonov method, to curve the outbreak of
the ill-posed problem:
max
P
jjStP  St+1jj+ &jjPjj22; (2.35)
where the second term is the regularization term, and & is a regularization parameter,
which controls the trade-o between the tting and the stability of P. In other words,
in this method, each element of P can not reach a high number because of the regu-
larization term.
In the same spirit, Kiriu and Hibiki (2015), by adding another type of the regular-
ization term, propose a new approach:
max
P
jjStP  St+1jj+ &jjP  Pjj22; (2.36)
where the second term is the regularization term like Audrino, Huitema and Ludwig
(2015). The dierence between them is the existence of P. Kiriu and Hibiki (2015),
before solving the optimization problem, set P that is expected to be similar to P.
This approach shows a more stable performance than Audrino, Huitema and Ludwig
(2015).
However, this approach still has some drawbacks. First, we need to set & and P
beforehand based on the historical data (i.e., backward-looking approach). In addi-
tion, how to set plausible P is a quite dicult problem, and also the result uctuates
according to the level of &.
There are other approaches proposed in the literature. For example, Fabio, Julian
and Yang (2016) try to prevent the ill-posed problem by adding 6 constraint conditions
including the single-peak-property. Morikawa (2016) solves the ill-posed problem by
using the optimization problem with only the constraint condition of the single-peak
property.
15
Step 4
Step 4 is straightforward. By using P, simply apply the Recovery Theorem to
recover a unique physical transition matrix F.
2.4 Literature Review of the Recovery Theorem
The year when Steve Ross rst released the theorem was 2011, though the year
when the theorem was accepted by the Journal of Finance was 2015. After the rst
appearance, many researchers have been analyzing this theorem and trying to apply it
to the empirical data.
There are 3 types of studies related to the Recovery Theorem. The rst is the
research how to solve the ill-posed problem as we have already mentioned.
The second is the numerical test by using the theorem. Ross (2015) applies it to S&P
500 to recover the physical distribution and compares it with the historical distribution.
After that, Martin and Ross (2013) denote how to recover the interest rate distribution
of the long-term government bond. Audrino, Huitema and Ludwig (2015) show S&P
500 physical distribution and calculate the dierence between physical distributions and
risk-neutral distributions (i.e., moment-risk-premium). Jensen, Lando and Pedersen
(2015), by using S&P 500, research about the regression analysis for the distribution's
expected return and the volatility under the physical measure.
The third is the expansion of the theorem. In the Recovery Theorem, discrete
time and a nite number of states are assumed. Carr and Yu (2012) and Dubynskiy
and Goldstein (2013) show the availability of application of the theorem under the
continuous time assumption. In addition, Walden (2014) and Park (2014) propose the
new theorem without the assumption of nite states. Also, Jensen, Lando and Pedersen
(2015) point out that the assumption of the pricing kernel in Ross (2015) is not realistic
intuitively and propose a new theorem without the assumption by introducing the term
structure of the discount factor.
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Chapter 3
The Tree Approach
Audrino, Huitema and Ludwig (2014), and Kiriu and Hibiki (2015) provide us
stable state price transition matrix P. However, as we mentioned, it is quite dicult
to explain the theoretical background of the regularization term. Moreover, these
approaches use the historical data.
Fabio, Julian and Yang (2016) and Morikawa (2016) add some constraint condition
to increase the stability. It decreases the degree of freedom of the optimization problem,
their approaches therefore may archive stable result under the normal environment.
However, it may not be able to t the emergent situation such as the global nancial
crisis. This is the situation what risk managers really want to predict beforehand.
In this chapter, we propose a new approach, which is more stable and straightfor-
ward, and show the high accuracy of the recover and fast computational time.
3.1 Trinomial Tree Approach
3.1.1 Concept of the Approach
First, we describe the state price matrix for S&P 500 induced from the European
option data to get the image that what type of a transition matrix is likely tted to the
data. In Figure 3.1 is the state price of the European option of S&P 500 on October
10th, 2010.
It describes that the state price is gradually diusing as the option maturity goes
on. Therefore, it seems possible to depict its transition matrix P by the tree structure.
We name it \tree approach".
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Figure 3.1: State price for S&P500 on October 10th, 2010 and trinomial tree structure
Theoretical background
We check the theoretical consistency of the tree approach. As the tree approach is
an approximation method of describing a diusion process, we conrm that the state
price follows a stochastic dierential equation.
Let S(t) denote an asset price at time t and B(t) denote a bank-saving-account at
time t, and assume that they follow stochastic dierential equations as follows:
dS(t)
S(t)
= (t)dt+ (t)dz(t); (3.1)
dB(t)
B(t)
= r(t)dt: (3.2)
Under the assumption of arbitrage-free and complete market,1 let us dene the
exponential martingale as
Y (t) = ez(t) 
2t=2: (3.3)
1The fundamental theorems of asset pricing provides necessary and sucient conditions for a
market to be arbitrage-free and for a market to be complete. In a discrete market, the following hold:
1. A discrete market, on a discrete probability space (
;F ;P), is arbitrage free if, and only
if, there exists at least one risk-neutral probability measure that is equivalent to the original
probability measure P (The First Fundamental Theorem of Asset Pricing).
2. An arbitrage free market (S;B) consisting of a collection of stocks S and a risk-free bond B is
complete if and only if there exists a unique risk-neutral measure that is equivalent to P and
has numeraire B (The Second Fundamental Theorem of Asset Pricing).
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The above equation satises the following relation.
Q(A) = EP[1AY (t)]; (3.4)
where Q denotes the risk-neutral probability. From (3.3), Y (t) can be described as
dlogY (t) = (t)dz(t)  1
2
2(t)dt: (3.5)
Therefore,
dlog

Y (t)
B(t)

=

 1
2
2(t)  r(t)

dt+ (t)dz(t): (3.6)
Since the state price density  is described as Y (t)
B(t)
, and under the arbitrage-free
and complete market assumption,  exists uniquely. Moreover, from Ito's lemma,  is
expressed as follows:
d(t)
(t)
=  r(t)dt+ (t)dz(t): (3.7)
Then, (t) and the state price p(t) can be expressed as below:
(t) =
1
er(t)t
dQ(t)
dP(t)
; (3.8)
p(t) = (t)dP(t): (3.9)
We already showed that (t) can be described by a stochastic dierential equation
(i.e., diusion process). So, if we assume dP follows a diusion process, state price p(t)
also can be written as a diusion process. Hence, it is natural to describe the state
price transition matrix P by the tree structure.
Optimization Problem under the Approach
We can formulate the optimization problem under the tree approach as follows:
min
P
T 1X
t=1
jjStPk   St+1jj22; k  1; (3.10)
where P is a tri-diagonal matrix and k is a natural number, which controls the diusion
speed of the state price. It is much simpler than other approaches.
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3.1.2 Numerical Test
We investigate the accuracy of the recovery under the tree approach by some nu-
merical tests.
Procedure of Numerical Test
Figure 3.2 represents the framework of the test. We refer the method in Kiriu and
Hibiki (2015).
Figure 3.2: Procedure of the numerical test
1. Set the two simulated matrices; physical transition matrix FTrue and pricing
kernel True.
2. Calculate the true state price transition matrix PTrue and true state price STrue
in backward order.
3. Estimate PEst from STrue by using Step 3 of the Recovery Theorem. STrue is
composed by a large number of state price vector St;T rue. In this step, we use 12
state price vectors (STure = (S1;T rue;    ;S12;T rue)T)
4. Similarly, Apply Step 4 of the theorem to recover FEst
Next, we describe the setting in more detail.
Physical Transition Matrix
The physical probability transition matrix FTrue is a 13  13 matrix and it is
discretely described by every 4%. So, this matrix is equally divided from -30% to 30%.
Also, S&P 500 historical data (from January 3rd, 1950 to January 3rd, 2014) are used
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to generate FTrue because of the high liquidly and long data availability.
First, we set a reference date and calculate a 30-calendar-days return from the
reference date. We use the day before a holiday in the case of a holiday. After counting
the number of state transitions in each period, we sum up each element of the matrix.
Finally, we divide each of them by each sum of the row elements to make a probability
transition matrix.
Pricing Kernel
In the Recovery Theorem, we suppose that the pricing kernel is described by
(t+1jt) = h(t+1)
h(t)
: (3.11)
As we explained, h(t) is interpreted as the derivative, type of an investor's utility.
In addition, we suppose that h(t) is written as derivative of the constant relative
risk aversion (CRRA) function U(i) = 
1 R
i =(1   R), where R is the relative risk
aversion. If i can be described by using the rate of return ri, we can therefore calculate
the pricing kernel as
pTruei;j = 
U 0(j)
U 0(i)
fTruei;j (3.12)
= 
 Rj
 Ri
fTruei;j (3.13)
= 

1 + rj
1 + ri
 R
fTruei;j : (3.14)
We therefore can calculate PTrue from (3.14). In this test, R = 3, and  = 0:999
are used.
Evaluation Criteria of the Estimation Accuracy
We use Kullback{Leibler divergence (KL divergence) as the evaluation criteria. Let
us dene F Truei as the probability under the physical measure in the i, and similarly
dene FEsti as well. After recovering F
Est, compare FEst and FTrue as follows:
DKL(F
EstjF True) :=
nX
i=1
FEsti ln

FEsti
F Truei

: (3.15)
When the estimated distribution is exactly equal to the true distribution, DKL is equal
to zero.
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Result
First, we compare Kiriu and Hibiki (2015) approach with & (&=10 5;    ; 101). Fig-
ure 3.3 shows the KL divergence of 3 month later and 6 month later. Around & = 10 2:5,
this approach attain the lowest KL divergence. However, the result uctuates a lot
when the level of & moves.
(a) 3 month later (b) 6 month later
Figure 3.3: KL divergence of the recovered physical distribution in the case of Kiriu
and Hibiki (2015)
Next, Figure 3.4 shows the KL divergence in the case of the tree approach with k
(k = 1;    ; 10). 2 The tree approach of both 3 month and 6 month later attains the
lowest KL divergence in the case of k = 3. In addition, the result of the tree approach
is as low as or a little bit better than best result of Kiriu and Hibiki (2015).
Same as Kirui and Hibiki (2015), parameter k inuences the KL divergence. How-
ever, P is a tri-diagonal matrix in the tree approach. So, it is natural why the case
of k = 1 marks the higher KL divergence. Therefore, k = 1 is generally never chosen.
In addition, the cases of the higher k, k = 6;    ; 10 , are almost meaningless, because
P is a 13  13 tri-diagonal matrix. Therefore, in the case of k = 5, most elements in
the matrix have positive number. For example, we show the P with k = 2 as below.
Nearly 50% of the elements are covered even in the case of k = 2.
2In this analysis, we use a 13 13 matrix. So, higher k is not required. However, we are checking
the higher case to see its behavior.
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(a) 3 month later (b) 6 month later
Figure 3.4: KL divergence of the recovered distribution under the tree approach
P2 =
0BBBBBBBBBBBBBBBBBBBB@
0:63 0:17 0:17 0:03 0:0 0:0 0:0 0:0 0:0 0:0 0:0 0:0 0:0
0:29 0:14 0:36 0:18 0:03 0:0 0:0 0:0 0:0 0:0 0:0 0:0 0:0
0:11 0:13 0:37 0:29 0:08 0:01 0:0 0:0 0:0 0:0 0:0 0:0 0:0
0:01 0:05 0:21 0:39 0:27 0:07 0:001 0:0 0:0 0:0 0:0 0:0 0:0
0:0 0:01 0:04 0:19 0:42 0:27 0:07 0:01 0:0 0:0 0:0 0:0 0:0
0:0 0:0 0:00 0:03 0:18 0:42 0:28 0:07 0:01 0:0 0:0 0:0 0:0
0:0 0:0 0:0 0:00 0:03 0:18 0:43 0:29 0:06 0:00 0:0 0:0 0:0
0:0 0:0 0:0 0:0 0:00 0:03 0:18 0:46 0:26 0:06 0:00 0:0 0:0
0:0 0:0 0:0 0:0 0:0 0:00 0:03 0:17 0:47 0:27 0:06 0:00 0:0
0:0 0:0 0:0 0:0 0:0 0:0 0:00 0:02 0:15 0:47 0:29 0:7 0:01
0:0 0:0 0:0 0:0 0:0 0:0 0:0 0:00 0:02 0:16 0:46 0:29 0:7
0:0 0:0 0:0 0:0 0:0 0:0 0:0 0:0 0:00 0:02 0:19 0:45 0:34
0:0 0:0 0:0 0:0 0:0 0:0 0:0 0:0 0:0 0:00 0:02 0:17 0:81
1CCCCCCCCCCCCCCCCCCCCA
(3.16)
Moreover, it is understandable why the KL divergence increases as k increases. It
seems very dicult to solve the optimization problem when k is higher, because the
optimization problem becomes more complected.
Figure 3.5 shows recovered physical distributions of 3 month later and 6 month
later. The new approach is more tted to true physical distributions too.
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(a) 3 month later (b) 6 month later
Figure 3.5: Recovered distribution under tree approach
3.1.3 Characteristics of the Approach
We summarize the characteristics of the tree approach as bellow:
 < Robust theoretical background and not depending on historical data >
In the case of Kiriu and Hibiki (2015), nding the suitable  beforehand seems
dicult and its theoretical background is very weak. However, the tree approach
is correct that the state price transition can be depicted as a diusion process,
and it is consistent with nance theory. Furthermore, this approach is much
stable with any k. Therefore, historical data is not needed at all.
 < Stable recovery >
The recovery accuracy in the tree approach is better than Kiriu and Hibiki (2015).
 < Fast computational time of the recovery >
The Recovery Theorem has been expected to apply to not only risk management,
but also investment strategies. Therefore, computational time is a signicant
issue. As the elements that we have to estimate are much fewer in the tree
approach, the recovery speed is faster. Actually, it takes only around 6.73 seconds
to recover the 1 physical distribution in the tree approach. However, Kiriu and
Hibiki (2015) need 19.60 seconds.
3.2 Tree Approach with Jumps
Pk induced from the tree approach is a multi-diagonal matrix. Except for upper
and lower rows, each row has the same number of positive elements. So, if k is lower,
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this approach can not catch the radical state price movement. In the tree approach,
however, the KL divergence uctuation is observable if higher k is used. In this section,
in order to catch such radical state price movements, we consider adding the jump
process to the tree approach. The processes described below are popular jump process,
where J is a random variable, h is a xed parameter, which satises h = E[J   1], A
is an arbitrary nancial instrument, which has drift A and volatility A. Also, Nt is a
Poisson process with intensity . zt; Nt and J are generally supposed to be respectively
independent.
 Normal jump diusion process
dA(t)
A(t ) = (A   h)dt+ Adzt + (J   1)dNt; J  (; 
2): (3.17)
 Lognormal jump diusion process (Merton model)
dA(t)
A(t ) = (A   h)dt+ Adzt + (J   1)dNt; lnJ  (; 
2): (3.18)
 Laplacian jump diusion process (Kou model)
dA(t)
A(t ) = (A   h)dt+ Adzt + (J   1)dNt: (3.19)
In the Kou model, the probability density function of lnJ is described as below.
1l is an indicator function.
p1e
 1y1lfy0g + (1  p)1e 2y1lfy<0g; 1 > 1; 2 > 0: (3.20)
Discrete compound Poisson distributions can be also implemented in the tree ap-
proach. However, we need to set each jump width beforehand. It means that it
increases a chance of the using discretion. In addition, increasing the number of pa-
rameters eliminates the tree approach characteristics. Thus, in this thesis, we treat
only continuous jump models.
3.2.1 Implementation Method
Same as the tree approach, the following optimization problem is used in the tree
model with jumps:
min
P
n 1X
t=1
jjStPk   St+1jj22: (3.21)
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In the tree approach, we assume that P is a tri-diagonal matrix. However, to take
the jump process into account, we add a jump term in P. For example, P in the tree
approach with normal jump process is described as
P =
0BBBBB@
p11 p12 : : : : : :
p21 p22 p23 0
. . . . . . . . .
...
... 0 pn 1;n 2 pn 1;n 1 pn 1;n
: : : pn;n 1 pn;n
1CCCCCA
k
| {z }
Trinomial Tree Part
+
0BBBBBB@
t
R
m0
;(s)ds t
R
m1
;(s)ds : : : t
R
mn 1
;(s)ds
t
R
m 1
;(s)ds t
R
m0
;(s)ds
...
. . . . . .
...
... t
R
m0
;(s)ds t
R
m1
;(s)ds
t
R
mn 1
;(s)ds : : : t
R
m 1
;(s)ds t
R
m0
;(s)ds
1CCCCCCA
| {z }
Jump Part
;
(3.22)
where ;(s) is a normal probability density function with mean  and deviation ,
and mi is the range.
3.2.2 Numerical Test
We compare the KL divergence between the tree approach with jumps and the
simple tree approach. Only normal model and the Kou model are used in this test.
The method of this numerical test is the same as the method mentioned in 3.1.
Result
Figure 3.6 shows that the KL divergence with k of 3 months later and 6 months
later, respectively. The KL divergences are as same as or worse than the simple tree
approach. In addition, the result of the tree approach with normal jumps is uctuated
when k is higher. In the tree approach with jumps, the number of parameters is larger
than the simple tree approach. Because of that, the optimization problem is more
complicated and it might cause this uctuation.
Under the tree approach with lower k, Pk can not describe the high volatility. So,
at k = 2 or 3, the KL divergence of jump approaches are a little bit better than the tree
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(a) 3 month later (b) 6 month later
Figure 3.6: KL divergence in the tree approach with jump
approach. But, in the case of the tree approach with higher k, Pk can access to almost
all states. So the dierence between the tree approach and the tree approach with
jumps is diminished. It might be useful to add a jump process to the tree approach
when big matrix P is used. However, this result shows, in the case of smaller matrix
such as 13 13, the merit of adding jump process is limited.
3.3 Non-Stationary Tree Approach
3.3.1 Drawback of the Tree Approach
As Figure 3.1 shows, the state price spreads to the left and right over the option
maturity. Suppose that a state price with the option maturity t satises
dS(t) = dt+ dz (3.23)
Then its volatility satises
E[fS(T )  E[S(T )]g2] = 2T: (3.24)
Since each historical volatility can be calculated by using (3.24), we can create a
daily single linear regression model for the volatility with the option maturity to get
to know about the propensity of the volatility of the state price. Figure 3.7 describes
the daily coecients of the single regression models.
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Figure 3.7: Coecient of S&P500's single regression model (from October 20th, 2010
to June 1st, 2017)
Option maturity Variance Volatility
1 month 1.441 4.992
2 month 1.979 4.848
3 month 2.461 4.923
6 month 3.590 5.077
12 month 5.331 5.331
18 month 6.744 5.507
24 month 7.999 5.656
Table 3.1: Average state price volatility with the option maturity (from October 20th,
2010 to June 1st, 2017)
If coecients are around 0, it means that the volatility is not uctuated with the
option maturity. Thus, we can assume that the volatility is a xed number. However,
coecients of the historical data are actually uctuated, and most of them attain
positive numbers. In the tree approach, same P is used to all option maturities (i.e.
stationary approach). Hence, we consider the non-stationary tree approach to grasp
this propensity.
3.3.2 Implementation Method
To grasp the non-stationarity, we propose 2 methods.
1. Double tree approach
This approach uses 2 state price matrices, P0 andP00, induced from 2 optimization
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problems. P0 denotes the transition matrix which priorities the rst half of the
data. P00, on the other hand, is estimated with mainly the later half of the data.
This procedure has 2 steps.
(a) Estimate Pt by solving the optimization problems P
0 and P00:
Pt = qtP
0k + (1  qt)P00k 0  qt  1; (3.25)
min
P0
n 1X
t=1
!0tjjStP0
k   St+1jj22; (3.26)
min
P00
n 1X
t=1
!00t jjStP00
k   St+1jj22; (3.27)
where !0t; !
00
t are coecient numbers calculated by functions such as power
functions, !0t = a
1 t, !00t = a
t.
(b) Determine the optimal qt in (3.25) by solving the optimization problem
min
qt
n 1X
t=1
jjStPt   St+1jj22: (3.28)
2. Tree approach with the option maturity t
This approach prepares Pt to each option maturity t. !t denotes a distribution
like Laplacian distribution. After choosing the distribution, estimate Pt with
each option maturity. Namely,
min
Pt
n 1X
t=1
!tjjStPt   St+1jj: (3.29)
3.3.3 Numerical Test
Procedure of Numerical Test
The basic procedure is the same as the numerical test in the tree approach. First,
prepare the true physical transition matrix and the pricing kernel. Second, calculate
the state price transition matrix and the state price. Finally, estimate the physical
transition matrix by using the Recovery Theorem. All of the same parameters are ba-
sically used in this analysis. However, under the non-stationary assumption, in order to
get more stable results, we use 48 state price vectors (STrue = (S1;T rue;    ;S48;T rue)T).
Also, we use non-stationary Ft;T rue with each option maturity t instead of FTrue. Fig-
ure 3.8 shows the image of the procedure in the case of the double tree approach.
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Figure 3.8: Procedure of the numerical test
Physical Transition Matrix
By adding non-stationary noise, we create Ft;T rue at each option maturity t. First,
we denote a non-stationary noise. Suppose that a cumulative normal distribution is
dened as . ;() is a normal distribution with mean  and voaltility .
;(x) 
Z x
 1
;(s)ds (3.30)
) 1 =   +
Z
m (n 1)
;(s)ds+   +
Z
m 1
;(s)ds+
Z
m0
;(s)ds
:::::::::::::
()
+
Z
m1
;(s)ds+   +
Z
mn 1
;(s)ds+    (3.31)
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Then, by using (3.31) as the noise, we create Ft;T rue as follows:
Ftempt;True 
0BBBBBB@
f tempt;11 f
temp
t;12 : : : : : : f
temp
t;n;n
f tempt;21 f
temp
t;22 f
temp
t;23
. . . . . . . . .
...
... f tempt;n 1;n 2 f
temp
t;n 1;n 1 f
temp
t;n 1;n
f tempt;n;1 : : : f
temp
t;n;n 1 f
temp
t;n;n
1CCCCCCA (3.32)

0BBBBB@
f11 f12 : : : : : : fn;n
f21 f22 f23
. . . . . . . . .
...
... fn 1;n 2 fn 1;n 1 fn 1;n
fn;1 : : : fn;n 1 fn;n
1CCCCCA
| {z }
FTrue
+ 0:1 t
12

0BBBBBB@
0
R
m1
;(s)ds : : :
R
mn 1
;(s)dsR
m 1
;(s)ds 0
...
. . . . . .
...
... 0
R
m1
;(s)dsR m (n 1) ;(s)ds : : : Rm 1 ;(s)ds 0
1CCCCCCA
| {z }
Non Stationarity Noise
(3.33)
To describe the propensity of the real-world volatility that the volatility increases
according to the option maturity (See Table 3.1), () in (3.31) is removed from (3.31)
when adding it.
Finally, we normalize (3.33) to convert Ftempt;True into a non-stationary probability
transition matrix Fn st;T rue.
fn st;i;j 
f tempt;i;jPn
j=1 f
temp
t;i;j
(3.34)
Approach for Estimating Fest
The double tree approach is used in this test. !0; !00 are 0:3t; 0:31 t, respectively.
Figure 3.9 shows that the shape of these power functions with the option maturity.
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Figure 3.9: Power function !0t; !
00
t used in the analysis
Other Settings
The type of the pricing kernel that we assume is the same as 3.1.1. In addition, as
the evaluation criteria, The KL divergence is used in the test as well.
Result
Figure 3.10 describes the KL divergence of both the double tree approach and the
tree approach with k. For both 3 month and 6 month results, the non-stationary tree
approach marks the better KL divergence than the tree approach in most of the case.
Since the optimization problems are more complicated as k increases, especially when
we use the double tree approach, the KL divergence of the stationary tree approach
is better than the result of the double tree approach when k is higher than 6 in the 3
month result. However, as we explained, results with higher k is not signicant.
(a) 3 month later (b) 6 month later
Figure 3.10: KL divergence of the recovered distribution under the double tree approach
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(a) 3 month later (b) 6 month later
Figure 3.11: Recovered distribution under the double tree approach
Figure 3.11 compares the recovered distributions estimated from the double tree
approach with the tree approach. Recovered distributions by the double tree approach
are tted to F n st;T rue more accurately than distributions by the tree approach.
However, the double tree approach has some drawbacks. A lot of state price vectors
are required to solve the stable optimization problems when we estimate P0 and P00.
As we use power functions, we can not use all state price data. Moreover, the compu-
tational time is larger than the tree approach because of the increase of the number
of optimization problems. Hence, it is better that we use both tree approaches for
dierent purposes in accordance to the situation.
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Chapter 4
Application to Risk Management
In this chapter, we apply the Recovery Theorem with the tree approach to risk
management. The main aim of this analysis is to nd eective EWIs (early warning
indicators) for predicting the serious nancial shocks such as the global nancial crisis.
First, we recover the physical distribution from S&P 500 historical data. Then, from the
result, we create some indicators which seem to have a power for predicting the future
distribution. Finally, we check their eectiveness by backtesting. The result shows
that some indicators seem to be able to predict the future risk events. In addition, in
the case of the foreign exchange rate USDJPY, we get almost the same result.
4.1 Analysis of S&P 500
4.1.1 Procedure
Figure 4.1 represents the framework of the EWI analysis. The rst half of the
procedure is the ordinal steps of the Recovery Theorem. After getting the option
volatility data, interpolate and extrapolate it and recover the physical distribution.
The latter half is the new step for analyzing the eectiveness of the EWI. Through
these steps, we create some EWI candidates and check their power for predicting the
future serious risk events. In step D, set some indicators which seem to be eective
for predicting the 1 month later event. These indicators are created by the recovered
physical distribution Fdist and the risk-neutral distribution Qdist. In step E, dene the
risk event for backtesting. In step F, we do backtesting and investigate how accurately
EWIs predict the future risk events.
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Figure 4.1: The image of the procedure
4.1.2 Setting
Data
In this analysis, data from Bloomberg L.P is used. We chose the option data which
has the most detailed moneyness classications and sucient option maturities. The
data covers the wide range of moneyness, f80, 90, 95, 97.5, 100, 102.5, 105, 110, 120 g,
and it is available from June 24, 2005. In the analysis, we use 3005 daily data from June
24th, 2005, to June 1st, 2017. It has a wide range of option maturities too, f30day,
60day, 90day, 180day, 360day, 540day, 720day g. However, we avoid using f540d, 720d
g because of their low liquidity in the market.
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Approach for estimating P
The stationary trinomial tree approach that we developed is used in this analysis.
Parameter k = 4 is used because of well understandability. Since we are predicting
1 month later distribution, Pk is a 1 month transition matrix. In the case k = 4, P
itself is interpreted as an 1 week transition matrix. In addition, in this analysis, P is
a 13 13 matrix.
Method of interpolation and extrapolation
Degree 4 spline function is used to interpolate the volatility curve in the direction
of the moneyness. In addition, we similarly use 3 spline function for interpolating in
the direction of the option maturity. Furthermore, we use GEV function for adding the
tail part of the risk-neutral distribution calculated from the implied-volatility data.
EWI candidates
The moment, which are calculated from the recovered physical distribution, and the
moment-risk-premium, which is the dierence between the moment of the risk-neutral
distribution and the moment of the recovered physical distribution, are mainly used
as the source of WEI candidates. Each moment (mean: , variance: 2, skewness: ,
kurtosis: ) is calculated as follows:
 = E[X] =
Z 1
 1
XdF (X) 
NX
i=1
Xif(Xi)Xi; (4.1)
2 = E[(X   )2] 
NX
i=1
(Xi   )2f(Xi)Xi; (4.2)
 =
E[(X   )3]
3
 1
3
NX
i=1
(Xi   )3f(Xi)Xi; (4.3)
 =
E[(X   )4]
4
 1
4
NX
i=1
(Xi   )4f(Xi)Xi; (4.4)
where Xi is the rate of return at state i, f(Xi) is a probability distribution function,
and since the economic states are divided into 13, N is 13.
In addition, we also calculate Semi-Variance (SV), ES and VaR as other source of
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EWI candidates. SV and ES are calculated as
SV = E[jX   j2 ] 
NX
i=1
jXi   j2 f(Xi)Xi; (4.5)
ES() =
Z 
 1
XdF (X) 
nX
i=1
Xif(Xi)Xi; (4.6)
(4.7)
where  is a percentile point of ES and n is a nonnegative number which satisesPn
i=1 f(Xi)Xi = . In addtion, VaR() is determined by the linear combination of
2 points which are next to .
After calculating moments, moments-risk-premiums, SV, ES and VaR, we create
261 EWI candidates in total based on the concepts as below:
 < Pattern1 >    Capturing the radical change of the distribution
The average of 1, 2 or 3 consecutive days' moment, moment-risk-premium, SV,
ES or VaR is out of the range (75% or 90%) of its own distribution based on the
latest business 20days.
 < Pattern2 >    Capturing the trend of the distribution change
The average of 1, 2 or 3 consecutive days' moment, moment risk premium, SV,
ES or VaR changes continuously(or with high frequency) in 3(4 or 5) consecutive
days.
Risk Event
We rst investigate the market risk calculation method dened by BCBS to set the
reasonable risk event.
In January 2016, a new capital-requirements-rule in market risk was released from
BCBS. Though it will not be eective to international banks until 2019, it is expected
that it will be the new standard for market risk management.
In the document, international banks are required to measure the capital require-
ment related to market risk based on the risk factors' liquidity horizon.
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Figure 4.2: Liquidity horizon of risk factors (Source: Bank for international settlements
(2016). \Minimum capital requirements for market risk." page 55.)
Figure 4.237 shows each risk factor's liquidity horizon. Banks will have exibility in
devising the precise nature of their models, but the minimum capital requirement will
apply for the purpose of a oor of the capital charge. In that process, ES for a liquidity
horizon must be calculated from ES at a base liquidity horizon of 10 days with scaling.
In general, it is considered that rules made by BCBS are conservative. S&P 500
is based on the market capitalizations of 500 large companies having common stocks
listed on the NYSE or NASDAQ. Intuitively Figure 4.2 is too conservative too, because
it takes 10 business days to sell such major stocks in the market. Therefore, S&P 500
drop in cumulative 5 business days is used in this analysis. Finally, we set \over 10%
drop in cumulative 5 business days within 20 business days" as the risk event.
37The footnote [37] of Figure 4.2 is as follows.
USD/EUR, USD/JPY, USD/GBP, USD/AUD, USD/CAD, USD/CHF, USD/MXN, USD/CNY,
USD/NZD, USD/RUB, USD/HKD, USD/SGD, USD/TRY, USD/KRW, USD/SEK, USD/ZAR,
USD/INR, USD/NOK, USD/BRL, EUR/JPY, EUR/GBP, EUR/CHF and JPY/AUD.
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Measure for assessing EWI eectiveness
We assess EWIs performance based on 2 measures as below. Measure 1 is mainly
used trough the analysis.
< Measure 1 > :
P
t 1lfRisk Event happens from t to t+20 while EWI alarms at tgP
t 1lfEWI alarms at tg
< Measure 2 > :
P
t 1lfEWI alarms at t while Risk Event happens from t to t+20gP
t 1lfRisk Event happens from t to t+20g
4.1.3 Backtesting
First, we show the transition of moments, VaR(75%), ES(75%), and SV under both
the physical measure and risk-neutral measure.
Moment, VaR, ES and Semi-Variance
Following characteristics are recognized from the gures.
 The mean under the risk-neutral measure moves around 1% stably. This result
is almost consistent that all drifts under risk-neutral measure are as same as
the risk-free rate under the risk-neutral valuation. On the other hand, the mean
under the physical measure uctuates with downward direction, especially around
the global nancial crisis and the European sovereign debt crisis. It enables us
to get a aspect that market participants expected negative rate of return during
such crisis. In addition, most of the time, positive risk-premium is observable.
 In the case of the variance, a high correlation is observable between the risk-
neutral and the physical measure. Also, their levels are almost the same in entire
period, though the variance of the physical distribution uctuates more. It is
also consistent from the viewpoint of the measure change.
 Like results of the mean and the variance, the risk-neutral distribution is more
stable both in the skewness and the kurtosis. The kurtosis, however, seems to be
more stable than the skewness. Furthermore, a positive correlation exists in the
case of the skewness.
 The result of the SV is very similar to the variance. The risk-neutral and the
physical measure have a high positive correlation.
 In the case of the VaR and the ES, their lines are very stable under the risk-neutral
measure. In the case of the physical measure, on the other hand, the VaR and the
ES move adversely and attain the lowest level in the nancial global crisis and
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Figure 4.3: mean of the recovered physical distribution
Figure 4.4: deviation of the recovered physical distribution
Figure 4.5: skewness of the recovered physical distribution
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Figure 4.6: kurtosis of the recovered physical distribution
Figure 4.7: SV of the recovered physical distribution
Figure 4.8: ES (75%) of the recovered physical distribution
41
Figure 4.9: VaR (75%) of the recovered physical distribution
the European sovereign debt crisis. So It can be known that market participants
had negative expectations during such big crisis.
Next, we show the correlation between each factor. Table 4.1 is a Pearson correla-
tion matrix of moments, SV, ES(75%) and VaR(75%). Also, Table 4.2 shows the case
of risk-premium-moments.
Mean Variance Skewness Kurtosis SV ES(75%) VaR(75%)
Mean 1.000 0.4823 0.0891 0.0271 0.4252 0.6352 0.7625
Variance 1.000 0.1885 0.0916 0.9788 -0.3097 -0.1861
Skewness 1.000 -0.0208 0.1266 0.0126 -0.0552
Kurtosis 1.000 0.0985 -0.1039 -0.0552
SV 1.000 -0.4082 -0.2499
ES(75%) 1.000 0.9582
VaR(75%) 1.000
Table 4.1: Pearson correlation matrix of the physical measure
Correlation Between the Actual Return and the Recovered Return
The mean of the physical distribution is the most important factor among all fac-
tors. In order to test the eectiveness of this factor, we compare actual S&P 500 and
estimated S&P 500 calculated by the mean under the recovered physical distribution
20days before. In general, it is known that the option market participants' data is
ahead of the actual data. However, estimated S&P 500 induced from mean seems to
be delayed in contrast to actual S&P 500 (See Figure 4.10). Therefore, we check the
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Mean Variance Skewness Kurtosis SV ES(75%) VaR(75%)
Mean 1.000 0.1713 -0.1355 0.0194 0.3027 0.8850 0.9467
Variance 1.000 -0.0630 0.0941 0.9473 -0.2313 -0.1225
Skewness 1.000 -0.0259 -0.1398 -0.0623 -0.1059
Kurtosis 1.000 0.0941 -0.0576 -0.0198
SV 1.000 -0.1475 -0.0032
ES(75%) 1.000 0.9726
VaR(75%) 1.000
Table 4.2: Pearson correlation matrix of the risk-premium
Figure 4.10: Estimated S&P 500 calculated from mean of the recovered physical dis-
tribution and actual S&P 500
correlation between the mean and the actual rate of return with lags.
We are predicting the physical distribution 1month(20 business days) later by using
the Recovery Theorem. Therefore, we expected the correlation's peak would mark
around 20. However, the correlation marks the peak around lag 0 or before 0 in Figure
4.11. It can be interpreted as the physical distribution is inuenced mainly by current
or past market conditions. Therefore, it means, at least 1st moment, does not have a
power to predict the future, and most market participants predict the mean under the
physical distribution based on the current or historical movements like VaR.
In the next step, we create EWIs candidates from factors we calculated and inves-
tigate their power.
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Figure 4.11: Correlation between the recovered physical mean and the actual rate of
return with lags
Eectiveness of EWI
First, we calculate the historical average of measure 1 (Table 4.3). Through the
backtesting, we use it as the benchmark for checking each EWI power.
Risk occurrence probability Numerator Denominator
4.69% 140 2,985
Table 4.3: The risk event occurrence probability (historical average)
We then create 261 EWIs based on the concepts. Table 4.4 shows the top 8 EWIs
which mark the highest probabilities in measure 1. P means physical-measure and
P Q means risk-premium, respectively. In addition, Table 4.5 shows the probability
of each EWI based on the measure 2.
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No EWI Measure1 Numerator Denominator
1 P Q-ES(75%)(3days average) exceeds 90%tile 9.8% 14 143
2 P-ES(75%)(3days average) exceeds 90%tile 9.0% 12 133
3 P Q-ES(75%)(2days average) exceeds 90%tile 9.0% 17 189
4 P-mean(2days average) exceeds 90%tile 8.8% 20 226
5 P Q-ES(90%)(3days average) exceeds 90%tile 8.3% 15 180
6 P-VaR(90%)(2days average)exceeds 90%tile 8.2% 22 269
7 P-ES(75%)(2days average) exceeds 90%tile 8.2% 16 196
8 P Q-ES(75%)(1day average) exceeds 90%tile 8.0% 19 238
Table 4.4: Measure 1 of single EWIs chosen by measure 1
No EWI Measure2 Numerator Denominator
1 P Q-ES(75%)(3days average) exceeds 90%tile 11.2% 14 125
2 P-ES(75%)(3days average) exceeds 90%tile 9.6% 12 125
3 P Q-ES(75%)(2days average) exceeds 90%tile 13.6% 17 125
4 P-mean(2days average) exceeds 90%tile 16.0% 20 125
5 P Q-ES(90%)(3days average) exceeds 90%tile 12.0% 15 125
6 P-VaR(90%)(2days average)exceeds 90%tile 17.6% 22 125
7 P-ES(75%)(2days average) exceeds 90%tile 12.8% 16 125
8 P Q-ES(75%)(1day average) exceeds 90%tile 15.2% 19 125
Table 4.5: Measure 2 of single EWIs chosen by measure 1
EWIs show, by comparing with the historical average, the risk event occurrence
probabilities increase. So it means that recovered distributions may contain some im-
portant information for predicting the serious risk events. However, these probabilities
are not high enough. Therefore, we investigate the case of 2 EWI combinations.
A slight probability increase is observable in the case of 2 EWI combinations (Table
4.6 and Table 4.7). However, like the result of single EWIs, they still remain low. If
we had used other methods such as machine learning, we might have been able to nd
another EWI that shows the higher probability. Furthermore, we should have removed
some pairs which have a high correlation. We treat them as one of the challenges for
the future.
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EWI Measure1 Numerator Denominator
・P Q-ES(90%)(2days average) exceeds 90%tile
・P Q-VaR(90%)(2days average) exceeds 90%tile 11.6% 17 147
・P-VaR(90%)(2days average) exceeds 90%tile
・P Q-ES(75%)(1day average) exceeds 90%tile 11.1% 15 135
・P Q-VaR(75%)(1day average) exceeds 90%tile
・P Q-ES(75%)(2days average) exceeds 90%tile 10.3% 16 156
・P-ES(75%)(2days average) exceeds 90%tile
・P Q-variance(2days average) exceeds 90%tile 10.3% 15 146
・P Q-ES(75%)(3days average) exceeds 75%tile
・P-mean(2days average) exceeds 90%tile 10.2% 16 157
・P-variance(1day average) exceeds 90%tile
・P-ES(75%)(2days average) exceeds 90%tile 10.1% 15 149
Table 4.6: Measure 1 of double EWIs chosen by measure 1
EWI Measure1 Numerator Denominator
・P Q-ES(90%)(2days average) exceeds 90%tile
・P Q-VaR(90%)(2days average) exceeds 90%tile 13.6% 17 125
・P-VaR(90%)(2days average) exceeds 90%tile
・P Q-ES(75%)(1day average) exceeds 90%tile 12.0% 15 125
・P Q-VaR(75%)(1day average) exceeds 90%tile
・P Q-ES(75%)(2days average) exceeds 90%tile 12.8% 16 125
・P-ES(75%)(2days average) exceeds 90%tile
・P Q-variance(2days average) exceeds 90%tile 12.0% 15 125
・P Q-ES(75%)(3days average) exceeds 75%tile
・P-mean(2days average) exceeds 90%tile 12.8% 16 125
・P-variance(1day average) exceeds 90%tile
・P-ES(75%)(2days average) exceeds 90%tile 12.0% 15 125
Table 4.7: Measure 2 of double EWIs chosen by measure 1
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4.2 Analysis of USDJPY
In this section, we consider the foreign exchange rate and apply the Recovery The-
orem to it. Major currencies which have the higher transaction volume on April 2016
are as below.
Figure 4.12: Share of trading volume by currencies and currency pairs in April 2016
USD, EUR, JPY and GBP account for over 75% of all trading volume. In the case
of the currency pair, USD, as a base currency, is used over 60% of all trading. In this
section, we chose USDJPY as the representative of currency exchange rates and apply
the same procedure and the same approach (the trinomial tree approach (k = 4)) for
searching eective EWIs.
4.2.1 Setting
We explain the USDJPY historical data and the risk event used in the analysis.
Except them, all methods are the same as the analysis of S&P 500.
Data
Iimplied-volatilities of the foreign currency options are generally stored in Risk-
Reversal and Buttery basis or delta-basis. Figure 4.13 is the implied-volatility screen
shot of USDJPY European-option on December 19th, 2017. Actually, they are quoted
in Risk-Reversal and Buttery basis. Therefore, some steps are necessary to get
moneyness-basis data.
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Figure 4.13: Volatility surface for USDJPY on December 19th, 2017 (Data source:
Bloomberg L.P.)
The data covers fCall5, Call10, Call15, Call25, Call35, ATM delta, Put35,
Put25, Put15, Put10, Put5 g and it is available from June 24th, 2005. After
downloading the data from Bloomberg L.P., by solving an optimization problem, we
create moneyness-basis implied volatility data1. The number of historical data in this
analysis is 3,201. Also, 5 option maturities, f30d, 60d, 90d, 180d, 360dg, are used in
this analysis.
Risk Event
As Figure 4.2 shows, the risk within 10 business days is designated as the liquidity
horizon for USDJPY in BCBS. As we mentioned, it is considered generally BCBS
rule is very conservative. In addition, USDJPY marks the second largest amount of
volume in the trading. Therefore, we set cumulative 5 business days as the liquidity
horizon. Also, for most American companies, increasing USDJPY negatively eects
their business. In this case, we assume that we are an American nancial institution.
So we set over 2% increase in cumulative 5 days within 20 business days" as the risk
event.
1For more detail about the treatment of foreign exchange rates, see Appendix B
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4.2.2 Backtesting
Correlation Between the Actual Return and the Recovered Return
Just like S&P 500, we conrm the correlation between the mean and the actual
change ratio of USDJPY with lags (Figure 4.14).
Figure 4.14: Correlation between the recovered physical mean and the actual change
ratio of USDJPY with lags
Though the shape of the graph is dierent from the result of S&P 500, the cor-
relation marks the peak around lag 0 as well. It can be interpreted as the physical
distribution is inuenced heavily by the current market condition.
Eectiveness of EWI
Based on the 2 concepts described before, we create 261 EWI candidates and in-
vestigate their eectiveness by using 2 measures that we already explained.
Risk occurrence probability Numerator Denominator
5.5% 176 3,181
Table 4.8: The risk event occurrence probability (historical average)
The result is very similar to S&P 500. Single EWIs show, by comparing with the
historical average (Table 4.8), the risk event occurrence probability increases. Also, the
fact that the skewness is included all EWIs is an interesting point. So, like S&P 500, it
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No EWI Measure1 Numerator Denominator
1 P Q-skewness(1days average) exceeds 90%tile 10.4% 22 212
2 P-skewness(1days average)exceeds 90%tile 9.9% 22 222
3 P-skewness(3days average) exceeds 90%tile 9.4% 23 245
4 P-skewness(1days average) exceeds 90%tile 9.0% 38 422
5 P-skewness(90%)(1days average) exceeds 90%tile 9.0% 17 189
6 P Q-skewness(2day average) exceeds 90%tile 8.7% 27 310
7 P Q-skewness(1days average) exceeds 90%tile 8.5% 36 423
8 P Q-skewness(2days average) exceeds 90%tile 8.4% 25 299
Table 4.9: Measure 1 of single EWIs chosen by measure 1
No EWI Measure1 Numerator Denominator
1 P Q-skewness(1days average) exceeds 90%tile 12.5% 22 176
2 P-skewness(1days average)exceeds 90%tile 12.5% 22 176
3 P-skewness(3days average) exceeds 90%tile 13.1% 23 176
4 P-skewness(1days average) exceeds 90%tile 21.6% 38 176
5 P-skewness(1days average) exceeds 90%tile 9.7% 17 176
6 P Q-skewness(2day average) exceeds 90%tile 15.3% 27 176
7 P Q-skewness(1days average) exceeds 90%tile 20.5% 36 176
8 P Q-skewness(2days average) exceeds 90%tile 14.2% 25 176
Table 4.10: Measure 2 of single EWIs chosen by measure 1
can be said that recovered distributions may contain some important information for
predicting serious risk events. However, these probabilities are not high enough.
The probability increases slightly in the case of 2 EWI combinations. However,
probabilities remain very low.
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EWI Measure1 Numerator Denominator
・P-skewness(1days average) exceeds 90%tile
・P Q kurtosis(2days average) exceeds 90%tile 12.4% 19 153
・P-skewness(1days average) exceeds 75%tile
・P Q kurtosis(2days average) exceeds 90%tile 12.4% 22 178
・P-skewness(3day average) exceeds 75%tile
・P Q skewness(1days average) exceeds 75%tile 11.4% 17 149
・P-skewness(1days average) exceeds 90%tile
・P Q skewness(1days average) exceeds 75%tile 11.2% 20 179
・P Q skewness(1days average) exceeds 75%tile
・P-skewness(1days average) exceeds 75%tile 10.7% 32 300
・P-skewness(2day average) exceeds 75%tile
・P Q skewness(1days average) exceeds 75%tile 10.5% 20 191
Table 4.11: Measure 1 of double EWIs chosen by measure 1
EWI Measure1 Numerator Denominator
・P-skewness(1days average) exceeds 90%tile
・P-Q kurtosis(2days average) exceeds 90%tile 10.8% 19 176
・P-skewness(1days average) exceeds 75%tile
・P-Q kurtosis(2days average) exceeds 90%tile 12.5% 22 176
・P-skewness(3day average) exceeds 75%tile
・P-Q skewness(1days average) exceeds 75%tile 9.7% 17 176
・P-skewness(1days average) exceeds 90%tile
・P-Q skewness(1days average) exceeds 75%tile 11.4% 20 176
・P-Q skewness(1days average) exceeds 75%tile
・P-skewness(1days average) exceeds 75%tile 18.2% 32 176
・P-skewness(2day average) exceeds 75%tile
・P-Q skewness(1days average) exceeds 75%tile 11.4% 20 176
Table 4.12: Measure 2 of double EWIs chosen by measure 1
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Chapter 5
Concluding Remarks
Ross (2015) has shown that real-world distributions can be derived from risk-neutral
densities. However, it is not easy to apply it to real data because it is necessary to solve
an ill-posed problem in the process. In this thesis, we propose a new approach, the
tree approach, to cope with the problem, and we also apply it to risk management. To
the best of our knowledge, this is the only research that applies the Recovery Theorem
to risk management.
We would like clarify following 2 points once again. The rst is about the new
approach. The concept of the tree approach is completely dierent from other ap-
proaches. It has robust theoretical background and concept is easy to understand,
just describing transition matrix by using a trinomial tree structure. Also, we show
the high accuracy and fast computation time of the recovery under the tree approach.
This approach does not need any historical information, so it can be said that it is
a better forward-looking approach. In addition, we consider the tree approach with
jumps and the non-stationary tree approach. We still can not decide which one is
the best approach. However these 2 approaches actually show better results in some
specic cases.
The second is the application to risk management. We apply the theorem to real
market historical data, S&P 500 and USDJPY. We show moments under the risk-
neutral measure are much more stable than the physical distribution measure, and
at least 1st moment seems not to have a power for predicting the future physical
distribution. We create some EWI candidates and investigate their eectiveness, and
actually some of them show better results. Though their power for predicting the
future is still low, there is room for improvement.
In this thesis, we create some EWIs and show their eectiveness. However, they do
not have power enough to implement into the real business situation, unfortunately.
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So, in order to search more eective EWIs, it might be better to use another ana-
lytic method. We think deep learning is one of the most useful methods in this case.
Although it is dicult to understand the meaning of the factors induced by it, once
we develop its program, we can easily nd the best factors anytime. Also Overtting
problem happens very often when we use such method. But it might make our analy-
sis much easier to check the most eective indicators before making EWI candidates.
Furthermore, deep learning and other machine learning methods are becoming very
popular among nancial institutions because of the movement of "Fintech". There-
fore, from the viewpoint, I think applying deep learning to nancial risk management
will be very interesting in this topic too.
Second, applying the Recovery Theorem to other nancial instruments such as the
bond market or other currency pairs is also our remaining task. Martin and Ross
(2013) apply the Recovery Theorem to long-term bond market. Hence, we must be
able to apply the theorem through the tree approach for the prediction of any interest
rates too. Recently, some central banks implemented negative interest policy and it
became the most remarkable thing for nancial institutions that when the central banks
remove the nancial policy. So the recovery theorem might be a good predicting tool
for searching the time. In the case of foreign exchange rates, Morikawa (2016) applies
the theorem to currency pairs for investment strategies. In this thesis, we show only
the result of USDJPY. Therefore, another currency pair might have more interesting
characteristics.
Also, searching the time of the FX rate regime switching by using the Recovery
Theorem might match market practitioners' demands more than simply just predicting
the level of the rate. It is generally quite dicult in the FX market to predict the level
of the FX rate, because there are so many factors which inuence FX rates, and its
data includes so much noise. Therefore, predicting the time of the trend might be
much easier, and we might be able to get more reliable results.
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Appendix A
Breeden{Litzenberger Analysis
In this appendix, we show how to get the state price from the implied volatility
data.
Suppose that we have a continuum of prices available for call options with strike
K (all with the same time to expiry T ). It was originally shown in Breeden and
Litzenberger (1978).
We know that a call price is
C(K;T ) = e rTEQ[(ST  K)+]; (A.1)
= e rT
Z +1
0
(s K)+(s)ds; (A.2)
= e rT
Z +1
K
(s K)(s)ds; (A.3)
where (s) is the probability distribution function for s under the risk-neutral measure.
Taking the rst derivative with respect to K follows by dierentiating under the
integral sign. The result we use is the following. Let F (x) be dened by the following.
F (x) =
Z b(x)
a(x)
f(x; s)ds: (A.4)
We then have
d
dx
F (x) = f(x; b(x))b0(x)  f(x; a(x))a0(x) +
Z b(x)
a(x)
@
@x
f(x; s)ds: (A.5)
For the Breeden{Litzenberger result, we need to compute (replacing K with x and
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forgetting about the discount factor for now)
d
dx
Z +1
x
(s  x)(s)ds; (A.6)
which is equivalent to (d=dx)F (x) as in (A.4) with a(x) = x; b(x) = +1 and f(x; s) =
(s  x)(s), noting that (@=@x)f(x; s) =  (s).
From (A.5), we therefore have
d
dx
F (x) =  f(x; a(x))a0(x) +
Z b(x)
a(x)
@
@x
f(x; s)ds; (A.7)
=  f(x; x) +
Z +1
x
@
@x
f(x; s)ds; (A.8)
=
Z +1
x
@
@x
f(x; s)ds; (A.9)
=  
Z +1
x
(s)ds: (A.10)
A second dierentiation under the integral sign is as follows:
d2
dx2
F (x) =   d
dx
Z +1
x
(s)ds; (A.11)
= (x): (A.12)
From (A.3), we have F (K) =
R +1
K
(s   K)(s)ds = erTC(K;T ) and therefore,
by dierentiating twice with respect to K and using (A.12), we have the Breeden  
Litzenbergerformula
(K) = erT
@2C(K;T )
@K2
: (A.13)
■
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Appendix B
Characteristics of FX Option Data
In this appendix, we rst explain the characteristics of the FX option data and
Garman{Kohlhagen formula that is usually used to calculate the option implied-volatility.
We then show the procedure of making the FX option data on the moneyness-basis.
B.1 Quote Style of the FX Option
The FX option data is available on any market information venders like Bloomberg
L.P. Generally, the implied-volatilities are used to show the level of each contract option
price.
As Figure 4.13 shows, Risk-Reversal and Buttery are generally used when the
volatilities are quoted on the screen. On the Bloomberg screen, except ATM implied-
volatilities, it contains 10 delta and 25 delta Risk-Reversal(RR10; RR25), and 10
delta and 25 delta Buttery(BF10; BF25). In order to dene the nite states for
applying the Recovery Theorem, we need to change such data to the data on the
moneyness-basis. Risk-Reversal and Buttery are dened as
RR = OTMcall   OTMput; (B.1)
BF = 0:5Strangle  Straddle; (B.2)
= 0:5(OTMcall + OTMput)  ATM : (B.3)
Therefore, 4 types of implied-volatilities on the delta-basis are derived from above
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relations.
call10 = ATM + 0:5RR10 +BF10 (B.4)
put10 = ATM   0:5RR10 +BF10 (B.5)
call25 = ATM + 0:5RR25 +BF25 (B.6)
put25 = ATM   0:5RR25 +BF25 (B.7)
B.2 Garman{Kohlhagen Formula
Before the procedure of the implied-volatility data on the moneyness-basis, we
explain the Garman{Kohlhagen Formula. It is usually used to calculate option implied-
volatilities.
Garman and Kohlhagen (1983) show the European call price formula as bellow
under the assumption that FX spot rate S(t) is a random variable with constant
volatility . Also the risk-free rates of the domestic and foreign currency are dened
as rd and rf , respectively.
EQ[e rdT (S(T ) K)+] = EQ

e r
dT

S(0)exp

 
p
TY +

r   rf   1
2
2

T

 K

+

;
= e r
fTS(0)N(d1)  e rdTKN(d2); (B.8)
d1;2 =
1

p
T

log
S(0)
K
+

rd   rf  1
2
2

T

;
where Y is a standard normal random variable under risk-neutral measure Q.
Proof
Suppose FX rate S(t), which is the values in the domestic currency to 1 foreign
currency, is dened by the following stochastic dierential equation under the physical
measure. 1
dS(t) = (t)S(t)dt+ (t)S(t)
n
(t)dz1(t) +
p
1  2(t)dz2(t)
o
; (B.9)
= (t)S(t)dt+ (t)S(t)dz3(t); (Levy Theory) (B.10)
where dz1; dz2 and dz3 are Brownian motions, which there is a correlation  between
1Levy Theory is the theory as below.
Suppose M(t); t  0 is a martingale to F(t); t  0 and M(t) satises M(0) = 0. Also suppose M(t)
has continuous path and [M;M ](t) = t for all t  0. Under such situation,M(t) is a Brownian motion.
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dz1 and dz2. Think about investing in the foreign money-market-account and trans-
lating the money into the domestic currency. Foreign money-market-account value on
the domestic currency basis is dened as M f (t)S(t), where M f (t) is a foreign money-
market-account, and we dene the discount factor as D(t). Also, we dene the foreign
risk-free-rate as rf (t) and similarly domestic risk-free-rate as rd(t). Hence, the stochas-
tic dierential equation of D(t)M f (t)S(t) can be described as bellow:
d(D(t)M f (t)S(t)) = D(t)M f (t)S(t)[(rf (t)  rd(t) + (t))dt+ (t)dz3]:
(B.11)
In this case, since we can calculate an unique market price of risk, we can chose a
unique risk-neutral distribution Q.
d(D(t)M f (t)S(t)) = D(t)M f (t)S(t)[(t)dzQ3 (t)]: (B.12)
Multiplying M(t) = 1
D(t)
, Df (t) and (B.12), then we get
dS(t) = S(t)[(rd(t)  rf (t))dt+ (t)dzQ3 (t)]: (B.13)
If rd,rf and  are assumed as xed numbers, we get
S(T ) = S(t)exp

rd   rf   1
2
2

T + dzQ3

: (B.14)
Since the payo of the European call option on the domestic-basis is (S(T ) K)+,
we therefore can describe the time-t value Vd=f as
Vd=f  EQ[e rdT (S(T ) K)+]: (B.15)
Putting (B.14) into (B.15), we have
Vd=f = EQ

e r
dT

S(0)exp

 
p
TY +

rd   rf   1
2
2

T

 K

+

:
(B.16)
Therefore, like Black-Scholes formula, we can calculate the call option present value as
follows:
Vd=f = e
 rfTS(0)N(d1)  e rdTKN(d2); (B.17)
d1;2 =
1

p
T

log
S(0)
K
+

rd   rf  1
2
2

T

:
■
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B.3 FX Delta
In this section, we explain the quote style convention. In currency markets, as op-
posed to equity markets, options can be quoted in one of four relative quote styles, do-
mestic per foreign(d=f)(or d; pips), percentage foreign(%f), percentage domestic(%d)
and foreign per domestic(f=d)(or f ; pips). This is because, unlike equities, investors
can have two numeraires. A risk-neutral investor in the domestic currency can there-
fore obtain a domestic per domestic price or a domestic per foreign price. Similarly,
a risk-neutral investor in the foreign currency can obtain a foreign per domestic price
or a foreign per foreign price. European option prices based on the quote style are
summarized as below:
Vd;pips  Vd=f = !S(0)e rfTN(!d1)  !Ke rdTN(!d2); (B.18)
Vf% =
Vd=f
S0
; (B.19)
Vd% =
Vd=f
K
; (B.20)
Vf ;pips  Vf=d =
Vd=f
S0K
; (B.21)
where ! is 1 in the case of the call option, and in the case of put option, ! is -1.
Quote styles of EURUSD, USDJPY and GBPUSD are as follows.
Currency pair Base currency Quote currency Premium Quote style
EURUSD EUR USD USD f;pips
USDJPY USD JPY USD f %
GBPUSD GBP USD USD f;pips
Table B.1: Quote style
\Base currency"and \Quote currency" are currencies which satises

FX rate = Quote currency
Base currency

.
Also, \premium" is the option premium currency. Therefore, when the FX option price
is quoted on the screen, the price on the premium-currency-basis is used.
In USDJPY, the quote style of this pair is dened as Vf;%. We then explain how to
calculate the delta from European option prices.
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European call % delta C;% is calculated as
C;% = lim
S!0
Vf;%
S=S
; (B.22)
=
@(Vd;pips=S)
S=S
; (B.23)
= S
@ (Vd;pips=S)
@S
; (B.24)
= S
(@Vd;pips=@S)S   Vd;pips
S2
; (B.25)
=
@Vd;pips
@S
  Vd;pips
S
; (B.26)
=
@(Vd;pips)
@S
  e
 rfTSN(d1) Ke rdTN(d2)
S
: (B.27)
Then, we use
n(d1) = n(d2)expf(rf   rd)Tg(K=S); (B.28)
@Vd;pips
@S
=
@fe rfTSN(d1) Ke rdTN(d2)g
@S
; (B.29)
= e r
fTN(d1) + Se
 rfT @N(d1)
@S
 Ke rdT @N(d2)
@S
; (B.30)
= e r
fTN(d1) +
1
S
p
T

Se r
fTn(d1) Ke rdTn(d2)

; (B.31)
= e r
fTN(d1): (B.32)
Therefore, C;% is expressed as below:
C;% = e
 rfTN(d1)  e rfTN(d1) + Ke
 rdTN(d2)
S
; (B.33)
= e rdT
K
S
N(d2): (B.34)
Also, apply same approach to calculate European put % delta P ;%. According to
Garman and Kohlhagen (1983), the European put option price is described as
EQ[e rdT (K   S(T ))+] =  e rfTS(0)N( d+) + e rdTKN( d ); (B.35)
d =
1

p
T

log
S(0)
K
+

r   rf  1
2
2

T

:
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So we simply calculate P ;% like C;%.
P ;% = lim
S!0
Vf;%
S=S
; (B.36)
=
@Vd;pips
@S
  Vd;pips
S
; (B.37)
=
@(Vd;pips)
@S
   e
 rfTSN( d1) +Ke rdTN( d2)
S
: (B.38)
The rst term in (B.38) can be expressed as
@Vd;pips
@S
=
@f e rfTSN( d1) +Ke rdTN( d2)g
@S
; (B.39)
=  e rfTN( d1)  Se rfT @N( d1)
@S
+Ke r
dT @N( d2)
@S
; (B.40)
=  e rfTN( d1) + 1
S
p
T

Se r
fTn( d1) Ke rdTn( d2)

;(B.41)
=  e rfTN( d1): (B.42)
Therefore, European put delta P ;% is described as below:
P ;% =
@(Vd;pips)
@S
   e
 rfTSN( d1) +Ke rdTN( d2)
S
; (B.43)
=  e rdTK
S
N( d2): (B.44)
Similarly, we can calculate C;pips and P ;pips as follows:
C;pips = e
 rfTN(d1); (B.45)
P ;pips =  e rfTN( d1): (B.46)
B.4 Procedure of Making the Implied-Volatility on
the Moneyness-Basis
Finally, we explain about the procedure of making the implied-volatility data on
the moneyness-basis. The process is composed by 4 steps.
Procedure
1. Calculate the option price by using Garman{Kohlhagen formula with respect to
an arbitrary implied-volatility IV and strike K.
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2. Calculate the delta with respect to each option price.
3. Compare the delta in step 2 with the real-market implied-volatility data IVsmile.
4. Chose the optimal K which minimizes the dierence between IV and IVsmile.
ATM Strike
At last, we explain about the ATM strike data. There are basically two possibilities
that are used in practice. First one is straightforward, \at-the-money-strike". For a
particular maturity T at time 0, the strike KATM is set to the froward value F0;T .
KATM  F0;T (B.47)
However, this style is only used for currency pairs including a Latin American emerging
market currency.
A more natural way to dene the at-the-money strike is the strike KATM for which
it is possible to buy a straddle that corresponds to a pure long vega position with no
net delta. This is known as the \delta-neutral-straddle", and it has the advantage that
such a trade can be eected without any spot or forward trade being needed. If we
dene (fCall; Putg; K; T; ) as the function calculating the delta, the delta-neutral-
straddle strike KDNS satises the following formula.
(Call;KDNS; T; ATM) + (Put;KDNS; T; ATM) = 0: (B.48)
Same as the option premium, there are 2 quote styles, KDNS;% and KDNS;pips.
DNS Strike of % delta (KDNS;%)
We get the following relation by putting (B.34),(B.44) into (B.48)
N

lnS0   lnKDNS;% + rdT   rfT   122T

p
T

= N

lnKDNS;%   lnS0   rdT + rfT + 122T

p
T

:
Therefore, we get KDNS;% as below:
lnKDNS;% = lnS0   1
2
2T + rdT   rfT; (B.49)
) KDNS;% = S0exp
 
(rd   rf )T exp 1
2
2T

: (B.50)
62
DNS Strike of pips delta (KDNS;pips)
We similarly get following relation.
N

lnS0   lnKDNS;pips + rdT   rfT + 122T

p
T

= N

lnKDNS;pips   lnS0   rdT + rfT   122T

p
T

:
So, we can describe KDNS;pips as below.
lnKDNS;pips = lnS0 +
1
2
2T + rdT   rfT; (B.51)
) KDNS;pips = S0exp
 
(rd   rf )T exp1
2
2T

: (B.52)
Hence, we easily decide the strike price by using (B.50) and (B.52).
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