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FARMING WITH MICROCOMPUTERS:
ESTIMATED COSTS AND BENEFITS
D. L. SNYDER and J. GIBNEY

T

Oday's larger commercial agricultural
enterprises are more complicated and
more difficult to manage. Large amounts of
data must be collected, organized and interpreted. Microcomputers can be an invaluable
tool in this sometimes burdensome task.
Although relatively few farmers own or use
computers, it is estimated that three-fourths
of all farmers in the U.S. will use computers or
programmable calculators by the 1990s
(Kramer 1981). There is little doubt that
microcomputers will become an integral part
of many agricultural businesses. However,
there is relatively little information regarding
the costs and benefits associated with microcomputer use in agriculture. As Erickson
(t 982) noted:

A computer won't save you money. In fact. it
may cost you a bit because of the often overlooked 'extras' such as maintenance, software,
peripherals and security. Moreover, you probably won't eliminate employees. But it will provide you with new ways of doing things and will
expand your capabilities in ways that may
really payoff in the long run. (p. 40)

The real issue is not how much computers
cost but whether the benefits associated with
computer use exceed the costs of acquisition
and use. The best sources of information are
agricultural producers who actually use computers in their operations.
Even though only a relatively small percentage of farmers use computers, it would
be extremely difficult to identify and survey
all of these farmers. Consequently, the survey
population was limited to potential computer
users in Utah and Iowa. One-hundred twenty
county extension agents from these states
provided lists of farmers who they thought
used microcomputers. In addition, three of
five agricultural computing magazines and
one of the three telecommunications networks that were contacted provided lists of
their subscribers. We identified 512 names
from all of these sources.
These potential computer users were then
surveyed by mail. The surveys were mailed to
the farmers (31 from Utah) and over 70 percent (372) of the surveys were returned. Of
these, 339 were used in the analysis. Data
concerned computer use from 1978 through
1984. 1

Characteristics of Respondents
The average farm operated by computer
users was almost twice the average size of
farms in the two states. The majority of the
farmers surveyed were 26 to 45 years old,
with an average age of 43, slightly younger
than the average age of all farmers in Utah
(48.6 years) and Iowa (47 years) (U.S.
Department of Commerce 1984). The average gross farm income of farmers responding
to the survey was slightly over $180,000, conSiderably higher than the average gross farm
income in either Utah ($47,000) or Iowa
($84,089). Most of the respondents used their
computers only 1 to 2 hours per week; 75
percent reported using their computers
between 1 and 4 hours per week.
The majority of these farmers had no more
than 2 years experience with computers and
WINTER 1987 t 55

44 percent indicated that they had trained
themselves. Others said they received training
in public schools and universities and through
the extension service. Almost 60 percent of
the respondents indicated they would like
additional training through public schools and
state universities (22 percent) or the extension
service (38 percent).
Users spent about $3,200 for computer
hardware. Sixty-five percent of the microcomputers had less than 128 kilobytes of resident memory. However, many of the computers were purchased between 1978-1982.
Most of the computers purchased recently
had larger resident memories. Eighty-one
percent of the respondents had purchased
printers with their computers, but fewer than
30 percent had invested in telephone
modems.
Users spent an average of $1 ,286 for software
and 81 percent had purchased spreadsheet
programs. Farmers also indicated that spreadsheets were the most useful software. Many
respondents also purchased accounting pack-

ages (66 percent) and word processing programs (64 percent). Users complained about
poor software documentation and a lack of
computer and/or farming expertise by hardware and software dealers.

Perceived Benefits
The farmers were also asked to estimate how
much they had saved or earned because of
their investment in microcomputer systems
(Table 1). These benefits were gross benefits,
i.e., the investment and operating cost associated with computer acquisition and use had
not been subtracted. Therefore, in order to
arrive at the net benefit, we subtracted the
costs related to microcomputer investment
and use from the perceived gross benefits.
Hardware and software investment costs were
amortized over 5 years. Training time was
valued at $8/hour and the opportunity cost of
computer operating time was valued at
$6/hour.
Average gross perceived benefits were

t

Experience: (Years)

•I
2

2700
2600
4900

3

4.200

4-5

7800
7.700

>6
TIme of lISe: (hrs.Iweek)

<.

1-2
3-4
5-6
7-10
11-15

>16
Gross farm Income ($)
0- 9.999
10000 - 24999
25.000 - 9999
SO.OOO - 99 000
100 000 - 149000
ISO 000 - 249000
250 000 - 499 999
500.000 - 999 999
> 000000
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1000
2.700
3.000
5000

7.200
8.500
8.600

o
1.600
I

2.200

$3,081, while average net perceived benefits
(gross benefits less investment and operating
costs) were $1,164. Benefits were positively
related to experience, time of computer use
and gross farm income (Table t). Generally,
the more time farmers used their computers,
the greater the perceived benefits. Perceived
benefits also increased with gross farm
income. However, benefits were negatively
related to the size of the resident memory of
computers and the ages of farmers. Results
indicated that most of the benefits associated
with farm use can be achieved by computers
with relatively small resident memories. It also
appears that many of the farmers utilized
microcomputers at a fairly elementary level.
Perhaps larger resident-memory programs
were not available or farmers found them too
complex to use. Farmers 26-45 years old
perceived substantially greater benefits than
older farmers.

Optimal Investment and Expenditures
If management can be measured, then the
quantity and quality of management can be
increased by spending more time on management and/or purchasing management tools.

However, the costs associated with additional
expenditures to improve farm management
will eventually exceed the benefits. At that
point, the farmer should stop acquiring additional managerial services.
Because the farmers estimated the time
spent for training and computer use as well as
the costs of computer hardware and software,
it was possible to estimate the optimal
expenditures associated with computers, both
time and equipment Plotting the net benefits
against the expenditures for hardware, software and/ or time makes it possible to estimate the level of expenditures that maximized perceived benefits. The level of
investment and computer use for each
income level are plotted in Figure 1. This
same information was then analyzed to
determine expenditures on computer hardware and software as a percentage of income
(Figure 2).
Maximum net benefits varied with gross
farm incomes. For instance, on farms/
ranches with gross farm incomes of less than
$ 125,000, the perceived optimal investment
in computer hardware was approximately
$3,500. This increased to approximately
$4,000 on farms with gross farm incomes
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hardware ranged from 9 percent to less than
1 percent of income and optimal expenditures for software ranged from less than 1
percent to 7 percent of income.

- - Hardware
- - - - Software

Summary and Implications

Income (thousands $)

Figure 1. Relationship between optimal expenditures for hardware and software as a percentage
of gross farm income.
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Figure 2. Relationship between optimal expenditures for hardware and software. and time of
computer use as a function of gross farm income.

between $125.000 and $325.000. When
gross farm income exceeded $325.000. the
perceived optimal benefit was nearly $5,000.
Perceived optimal expenditures for software and time of computer use were also
estimated. When gross farm income ranged
from $35,000 to $125,000, the perceived
optimal expenditure for software was nearly
$2,500 and optimal computer use was 3-7
hours per week. When gross farm income
was between $125,000 and $325,000,
expenditures for software exceeded $4,000
while optimal time of computer use was
between 7 and 9 hours. As gross farm income
increased, optimal software expenditures
approached $5,000 and computer use
approached 15 hours per week. Note that
these values are estimates and do not reflect
the actual profitability of the farms included in
the survey.
When expressed as a percentage of
income, the optimal expenditures for computer hardware and software declined as
income increased. Optimal expenditures for

l UTAH SCIENCE

Over 300 farmers from Utah and Iowa who
used computers responded to a survey concerning their use of computers. Survey results
indicated that farmers perceive computers as
a beneficial management tool; the level of
benefits varied with income, age, amount of
computer use and farm size.
The benefits farmers attributed to computers exceeded the costs associated with
purchase and use of the computers. However,
these results may not indicate farm
profitability.
Results indicated that optimal expenditures
for computer hardware and software varied
with gross farm income. The optimal amount
of time spent using computers also varied
with gross farm income. However, it should
be stressed that basing investments in computer hardware and software according to a
fixed percentage of gross farm income, e.g., 6
percent, 7 percent, etc., may not maximize
benefits.
'While microcomputers have undergone significant
changes since 1984. the overall patterns of use
have probably not changed. In spite of technological changes, optimal expenditures for computer
hardware are influenced by factors such as
income, age, training, etc. These relationships were
the primary focus of this study.
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ines can be a source of beauty and
color in areas that are unsuitable for
other plants. They can be trained to grow over
arbors or similar structures to produce shade
and privacy. They can add a romantic touch
to patios and walkways. and conceal unsightly
walls. fences or tree stumps.
Vines have been included in tests and
demonstrations since the initiation of ornamental research at the Farmington Field Station. Some of the earliest plantings from the
1950s and 1960s still exist and demonstrate
the hardiness of these types of plants. Boston
ivy. climbing hydrangea. five-leaf akebi2 and
honeysuckle are just a few of the selections
that have performed admirably for more than
20 years.
We also are continuing to study the culture
of this group of plants. Over the last several
seasons. for example. several varieties of
annual flowers. including alyssum and marigolds. have been used as understory along
the clematis trellis to cool the roots of the
clematis. thus enhancing the performance of
the vine. These annuals also create delightful
season-long color under clematis. which
blooms only during May and June.

A Vine for Every Purpose
Vines differ greatly in their appearances and
growth habits; each has its own merits. Before
selecting a vine. review the location and
intended purposes for planting. then select
one that will best meet those purposes. There
are excellent types of evergreen or deciduous
vines. and flowering or non-flowering types.
Some are noted for their pleasing fragrance
while other provide abundant fruit.
Vines are generally classified into three
groups based on the method of climbing. The
first group attaches itself with slim. flexible
leafless stems (tendrils). Grapes and sweet
pea (Lathyrus) are included in this group. The
leaf stalks of clematis also serve as tendrils.
Vines with tendrils do best when attached to
some kind of sturdy support (e.g.. trellises.
wire fences. pergolas. arbors). but some
species will attractively sprawl over rocks and
slopes or among shrubs. Hand fastening may
be required to direct and support vines until
they become established.
Twining vines are the second category of
climbers. New growth of twining vines twists
or spirals as it grows. Some twining vines wind
from left to right while others wind in the

VINES
FOR THE

LANDSCAPE
W . A. VARGA
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TABLE t. Characteristics of selected vines.

Name

Method
Heigkandl
of
DildnctiYe
Growth or spread
Fruit climbing
foliage
Exposure Flowers
rate at maturity

Remarks

EVERGREENS
Armand Clematis
Clematis armandii
Wintercreeper Euonymus
Euonymus jortunei
'Colorata'

Shade
tolerant
Sun or
shade

English Ivy
Hedera helix

Sun or
shade

Japanese Honesuckle
Lonicera japonica

Sun or
shade

X

Trumpet Honeysuckle
Lonicera sempervirens

Sun or
shade

X

Sun

X

X

Tendrils

Fast

Cling

Med.

4-6 ft.
(gmdcvr)
40-70 ft.
(wallcov)

Cling

Fast

6-8ft.
(gmdcvr)
90 ft.
(wallcov)

Discourages soil erosion on slopes.
Covers walls or tree trunks. Protect from
winter sun.

X

Twining
R.toL

Fast

15-30 ft.

X

Twining
R.toL

Med.

10-20 ft.

Weedy, needs severe pruning to control.
Fragrant. coral-red flowers. Use as a
bank or groundcover.
Trumpet-shaped flowers, scarlet with
yellow-orange throats. Bright red berries
in fall.

X

Twining
LtoR.
Tendrils

Fast

20-40 ft.

Fast

10-25 ft.

Cling

Fast

30-40 ft.

Rampant. best used on fenceposts.
Fonns whorl of stems on top. Grows well
in any soil.

X
X

X

X

flowers mid-March to May; blooms on
previous year's wood.
Tolerant of most soils; used as a ground
or wall cover.

DEODUOUS
F'aveleaf Akebia
AMbia quinata
Porcelain Ampelopsis
(Blueberry Climber)
Ampelopsis brevipedunculata
Common Trumpet Creeper
CQmpsis radicans

X

Sun or
shade

X

Extremely adaptable; requires minimal
care. Fragrant flowers.
Unequaled for beautiful fruitclusters.
Attracts birds.

Sun

X

Goldflame Honeysuckle
Lonicera x heckrottii

Sun

X

X

Twining
R.toL

Fast

12-15 ft.

Striking flowers; blooms from spring to
frost

American Bittersweet
Celastrus scandens

Full
sun

X

X

Twining
LtoR.

Fast

20 ft. +

May strangle other plants or shrubs. Has
male and female plants. Grows well in
poor soils. Not used much any more.

Clematis Varieties

Full sun
shaded
roots

X

Twining
tendrils

Fast

4-18 ft.

Hybrids produce large, showy flowers;
requires special pruning.

Grape

Sun

Tendrils

Fast

6ft. +

Careful pruning required to provide
optimum fruit production.

Climbing Hydrangea
Hydrangea anomala
'petiolaris'

Sun
or shade

Clinging

Slow

60-80 ft.

Excellent massive effect on brick or
stone walls and large buildings. Requires
heavy watering. Produces an abundance
of fragrant flowers.

Boston Ivy
Pa7thenocissus tricuspidata

Prefers
north
or east

X

X

Clinging
tendrils

Fast

60ft.

Makes a fast. dense. even wallcover for
stone or brick.

Virginia Creeper
Pa7thenocissus quinquifolia

Sun or
shade

X

X

Clinging
tendrils

Fast

30-50 ft.

Excellent. low maintenance cover for
trees. walls. trellises or as groundcover
on slopes.

Silverlace Vine
Po()'gonum AubeTtii

Sun or
shade

X

Twining

Fast

20-35 ft.

Vigorous grower, as much as 15 ft. or
more in one season; quick screen for
fences. arbors or hillsides.

Wisteria
Wisteria Jloribunda

Sun

X

Twining
R.toL

Fast

24-30 ft.

flowers bome in 9-20· long clusters
April to May. Needs ample support. may
eventually crush wood supports. Water
sparingly.
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X

X

X

X

opposite direction. Knowing which way a vine
twines will make it easier to stake it in the
right direction.

Direction of Twining
Left to right:
Akebia quinata
CelastnLs scandens
Wisteria sinesis
Wisteria macrostachys
Right to left:
Lonicera japonica
Lonicera semprevirens
Wisteria floribunda
Wisteria formosa
Twining vines tend to be extremely
vigorous, an ideal attribute for climbing poles,
fences and trellises. They must be carefully
pruned to prevent growth from becoming a
mass of tangled branches.
The third group includes clinging vines.
Some clinging vines such as Virginia creeper
(Parthenocissus quinquifolia) attach themselves with tendrils that have disk-like adhesive tips. Others such as English ivy (Hedera
helix) cling to surfaces using small aerial rootlets along the stem. This group of climbers is
excellent for climbing stone, brick or masonry
walls or fences. These vines should not be
allowed to grow on siding or wood surfaces
that must be painted or stained; in these locations, removable trellises must be used to
allow air to circulate behind the vines.

and are available in the spring, they should
be planted at that time.

Soil. Although a rich, loose, well-drained soil
is desirable for most vines and other landscape plants, many vines will tolerate or even
thrive in poor soils. Some of these varieties are
Euonymus fortunei, Lonicera japonica,
Campsis radicans, CelestnLs scandens,
Parthenocissus qUinquifolia and Polygonum
aubertii.

Watering. The desirable water frequency
varies among species. Most prefer deep,
infrequent waterings rather than soil that is
always moist However, flowering types such
as Hydrangea anomala and clematis require a
constant supply of moisture, particularly during bloom. Grape vines are deep-rooted and
should be soaked thoroughly. Grapes will be
juicier if they are harvested soon after watering or rainfall.

Cultural Practices
Because vines grow best in cool temperatures
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Fertilizer. Regular fertilization may be
unnecessary or even undesirable with some
types of vines. Vines such as Lonicera
japonica, Campsis radicans, and Polygonum
aubertii tend to grow rampantly and fertilizer
only enhances this excessive growth. Fertilizer
should be adjusted to fit the purpose of the
vine and the amount of desired growth. Some
fertilizer may be required for Wisteria, which
are often slow to establish and produce
flowers. Use nitrogen sparingly as it promotes
excessive vegetative growth. Fertilizers containing superphosphate will increase a vine's
ability to produce flowers. In contrast clematis
vines do best when fertilized monthly during
the growing season. For best results, use a
complete fertilizer that supplies adequate
amounts of phosphate.
Pruning
The frequency and severity of pruning
depends on the type and purpose of the vine.
A vine planted in order to quickly create a
dense screen requires considerably less prun-·
ing than one being trained to climb a waterspout or tree. The more vigorous climbers
must be pruned enough to keep growth
within desired limits. Some vines such as
SilverI ace vine (Polygonum aubertii) will tolerate pruning to ground level, if necessary.
Pruning Clematis
Clematis, especially the large flowering
hybrids, require more careful pruning. They
should be pruned to two or three buds the
first year after planting to allow the plant to
establish a better root system and to strengthen vines. This may mean sacrificing a few

UTAH SCIENCE

blooms, but will greatly improve the future
vigor of the plant In subsequent years, the
method of pruning depends on whether the
plants bloom on the previous year's wood or
wood from the current year's growth.
Plants blooming on the previous year's
growth generally flower in early spring and
should later be pruned to the desired height
Varieties that bloom on the current year's
wood should be pruned to within 3-4 feet of
the ground in early spring when buds start to
form . A clematis attached to a taIl structure
such as a pergola need not be pruned as
severely; however, most of the blooms will
occur in the upper portion of the plant
Clematis that bloom on the previous year's
wood:
alpina
'Belle of Woking'·
florida
macropetala

'Miss Bateman'
montana
palens

Clematis that bloom on the current year's
wood:
'Crimson King'
'Comtesse de Bouchaud'
'Duchess of Albany'
jackmanii
lanuginosa
Lord Neville
'Mrs. Chomondeley'

'Nelly Moser'
orientalis
paniculata
'Ramona'
texensis
'Ville de Lyon'
vitalba

Be careful when pruning or handling
clematis stems, which are brittle and break
easily. Fasten the stems to a stake or trellis to
keep vines from sprawling until they are
firmly established on a support

Pruning Grapes

Other Uses

Grapes must also be carefully pruned every
year to insure optimum fruit production.
Prune them in late February or early March
before buds begin to swell. Exact pruning
techniques vary with the type of trellis. Local
extension offices have more information on
how to train and trellis grapes. In general, the
first year grape vines should be cut back to
the two best basal buds immediately after
planting. If the vine grows vigorously, the best
shoot can be staked up to begin forming a
trunk.
During the second year, select the most
vigorous cane and remove all others. If the
cane is long enough, tie it firmly to the trellis
wire. Remove any flowering or fruiting
clusters.
Continue the training process the third
year. A trunk should be well established and
the plant should have several canes. Select
two of the best canes at each wire and
remove all others. Shorten the selected canes,
leaving two to four buds on each.
By the fourth season, the plant should have
two or more canes at each wire that extend in
both directions. Select a fruiting cane and
renewal spur at each of the four arms. Fruiting canes should have a pencil-thin diameter,
be reasonably straight, and originate as close
as possible to the trunk. Shorten the selected
canes to six to to buds, depending on the
vigor of the plant Each renewal spur should
be shortened to two buds. Remove all other
growth on the plant
Pruning in subsequent years will be similar
to that in the fourth year. The number of
buds on vigorous plants may be increased to
t 0- t 2 per cane. Loosely fasten fruiting canes
to trellis wires to provide direction and
support
Grape vines can be an attractive ornamental vine as well as a source of fruit Those
grown over a pergola can be trained to provide a fragrant fruiting canopy by the end of
summer.

The enjoyment of vines need not be restricted
to the growing season or the out-of-doors.
Evergreen vines such as Euonymus fortunei
and branches of the bittersweet berries are
often used in floral arrangements. Depending
on the variety, grapes can be dried or made
into juices, wines, jams and jellies. Grape
vines are widely used to make wreaths and
other forms. Ideally, vines should be collected
in the fall for optimum flexibility. If possible,
select non-fruiting canes.
Hydrangea anomala is considered a fourseason plant It produces abundant fragrant
white flowers during June and July, has excellent foliage, and its bark has a striking
appearance during the winter. Flowers that
dry on the vines in the fall acquire a rich
copper color and are very attractive in dried
arrangements.
Clematis are unequaled for cut flowers.
Their star-shaped blooms, which may have a
diameter of 6-7 in., come in a variety of striking color combinations and can last as long as
two weeks if floated in a bowl of water. The
flowers can be dried, but lighter colors will
fade conSiderably. The fluffy seed clusters
formed after flowering can be used in flower
arrangements.
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or decades, non metropolitan areas in
the United States and Utah lost population. High rates of net out-migration in these
areas outstripped natural increase (births
minus deaths). During the 1970s, this trend
was reversed and the population of non metropolitan areas in the United States and Utah
grew more rapidly than metropolitan areas
(for the United States, see Fuguitt 1985;
for Utah, see Stinner and Kan 1981). Some
analysts spoke of a "non metropolitan
renaissance ...
Unfortunately, economic dislocations during
the 1980s again reversed the demographic
fortunes of non metropolitan areas. The population of metropolitan areas is now increasing
faster than the population of nonmetropolitan
areas (see Beale and Fuguitt 1985; Engels
1986). For example, metropolitan areas grew
by 5.9 percent between 1980 and 1985 while
nonmetropolitan areas grew by 3.7 percent
(Engels 1986). During 1985-86, the population of metropolitan areas increased by 1.1
percent compared to 0.3 percent for
non metropolitan areas. After 1982, there was
an overall net out-migration from non metropolitan areas (Beale and Fuguitt 1985).
In the West, non metropolitan growth rates
were marginally higher than metropolitan
growth rates through the first three years of
the 1980s (Beale and Fuguitt 1983: Table 2;
also, Engels 1986: Table 3). However,
between 1984 and 1985 the population of
metropolitan areas increased by 2.1 percent
while nonmetropolitan areas grew by just 0.9
percent (Engels 1986: Table 3). During 198485, the nonmetropolitan growth rate in the
West was the highest of any non metropolitan
region in the United States (Engels 1986:
Table 3).
Our objective in this article is to analyze
Utah population and net migration estimates
for 1980-1986 prepared by the Utah Popula-
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tion Estimates Committee to determine
whether recent Utah trends 1) mirror national
and regional trends, and 2) differ from trends
in Utah between 1950 and 1980 (see Stinner
and Kan 1981).

Annual Population Growth Rates
Table 1 shows annual population growth rates
and the number of metropolitan and nonmetropolitan counties in Utah where population increased from 1950 to 1980 (see Stinner
and Kan 1981 :2). The metropolitan complex
includes Salt Lake, Davis, Weber, Utah and
Tooele counties. The nonmetropolitan sector
includes all 24 remaining counties.
During 1950-60 and 1960-70, nonmetropolitan areas in Utah grew more slowly than
the metropolitan areas. However, the population of nonmetropolitan areas increased by
3.5 percent annually during 1970-80 compared to 3.1 percent in metropolitan areas.
This pattern was similar to regional and
national trends during the same period. The
population of the five metropolitan counties
and 11 of 24 nonmetropolitan counties
increased during the 1950s and 1960s. The
population of all metropolitan and non metropolitan counties increased during the 1970s.
The annual population growth in nonmetropolitan areas continued to exceed growth in
metropolitan areas (2.33 vs. 2.03 percent)
during 1980-86, although the rate of increase

in both areas was lower than during the
1970s. Nonetheless. the annual rate of population growth in the non metropolitan areas
during 1980-86 was considerably higher than
during the 1950s and 1960s; in metropolitan
areas. the rate of population increase was
lower from 1980-86 than during the 1950s
and 1960s. These trends differed from
national and regional trends.
There were other changes between 1980
and 1986. however. Annual growth rates in
nonmetropolitan areas were higher than in
metropolitan areas from 1980 to 1983. but
not from 1983 to 1986. Furthermore. metropolitan growth rates appeared to stabilize during 1985-86 at a rate lower than during the
1950s and 1960s. In non metropolitan Utah.
the annual -rate of population growth was less
than one-half that in metropolitan Utah. a
pattern similar to that in the United States and
the West.
During the period between 1980 and 1986.
the population increased in all metropolitan
counties and in 21 of 24 non metropolitan
counties. Analysis of population trends on a
yearly basis shows that population growth
tapered off. During 1985-86. the population
increased in only nine of the 24 nonmetropolitan counties. 15 fewer counties than during 1980-81 and two fewer than during the
1950s and 1960s. In 1985-86. population
increased in four of the five metropolitan
counties.

Net Migration Rates
The net migration rates in non metropolitan
Utah were negative during the 1950s and
1960s. but positive during the 1970s.
Moreover. annual net migration in nonmetropolitan areas exceeded that in metropolitan
areas (1.60 percent vs. 1.07 percent). Of the
non metropolitan counties. only three experienced a net migration gain in the 1950s and
only two experienced a net migration gain in
the 1960s. There was a net migration gain in
four of the five metropolitan counties during
the 1950s and in two of these counties during
the 1960s. During 1970-80. there was a net
gain in migration in 21 of 24 nonmetropolitan
counties and in four of the five metropolitan
counties.
During 1980-86. population increased in
metropolitan and nonmetropolitan areas but
net migration declined in both areas. The
annual rate of decline in net migration in
nonmetropolitan areas (-.15 percent)
between 1980 and 1986 was about one-half
that in metropolitan areas (1.37 percent).
Metropolitan areas started to experience a net
migration loss during 1981-82; in nonmetropolitan areas. the net migration loss began in
1982-83. These losses have since continued
in both areas. with nonmetropolitan areas
experiencing a higher rate of loss. By 198586. the annual rate of net migration loss in
non metropolitan Utah was more than two
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TABLE 1. Annual population growth rates and number of counties gaining population for
metropolitan and non metropolitan Utah: 1950-1986.
Time periocP

MetropoUtan

NonmetropoUtan

Annual population growth rates (9I.)b

f

1950-60
1960-10
1910-80
1980-86
1980-81
1981-82
1982-83
1983-84
1984-85
1985-86

0.19
0.42
3.41
2.33

3.38
2.09
3.11
2.03
2.15
2.50
2.20
1.13
1.41
1.44

3.45
3.89
3.19
1.41
1.11
0.62

Number of counties in which population increased
11
11
24
21

5
5
5
5

1950-60
1960-10
1910-80
1980-86
1980-81
1981-82
1982-83
1983-84
1984-85
1985-86

24
18
20
15
12
9

5
5
5
5
4
4

aFor 1950 to 1980 me time intervals comprise periods between censuses. i.e.• April 1to March 31. For me total 1980-86 period
and me 1980-81 period me time interval is from April 1 (census date) to June 30. The remaining one-year intervals extend
from July 1 to June 30.
boJ'he formula used to calculate annual population growth rates is:
P2

-

PI

K(1/2) (P2 + PI)

(100)

where: PI and P2 are total populations at me beginning and end or me specific time interval ror me particular unit and
K is me length or me time interval.
Sources: 1950 to 1980 data from Stinner and Kan 1981: Table 2; 1980-86 data computed from: u.s. Bureau orme Census
1982: Table 3; Barber and Taylor 1986: Table 3.

and one-half times that in metropolitan Utah
(-.87 percent vs. -.34 percent), but these
losses were still lower than in the 1950s and
1960s.
The increase in population (despite a net
migration loss) was attributable to natural
increase (births minus deaths). Natural
increase accounted for all of the population
gains in metropolitan and non metropolitan
Utah between 1980 and 1986 and during
each one-year interval, except 1980-81 in the
metropolitan areas.
Between 1980 and 1986, nine of 24 nonmetropolitan counties and one of five metropolitan counties experienced a net migration
gain. During 1980-81, 15 non metropolitan
counties and four metropolitan counties
experienced a net migration gain. By 198586, only eight non metropolitan counties and
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one metropolitan county registered a net gain
in migration.

The "Turnaround" Counties
Table 3 shows the number of nonmetropolitan "turnaround" counties that still experienced a net gain in migration during the
1980s. ("Turnaround" counties are those 19
non metropolitan counties that went from a
net loss in migration during 1960-70 to a net
gain in migration during 1970-80.) Seventeen
of these 19 counties also experienced a net
loss in migration during 1950-60.
Only five (Juab, Kane, Millard, Piute and
Summit) of the 19 "turnaround" counties continued to experience a gain in net migration
between 1980 and 1986. Of these five counties, only Summit County registered a net

TABLE 2. Annual net migration rates and number of counties experiencing net migration
gain for metropoUtan and nonmetropoUtan Utah: 1950-1986.
Time period-

MetropoUtan

NonmetropoUtan

Annual net migration rates (9ft,.,
1950-60
1960-70
1970-80
1980-86
1980-81
1981-82
1982-83
1983-84
1984-85
1985-86

0.89
0.12
1.07
-0.37

-2.04
-1.12
1.60
-0.15
0.20
0.18
-0.75
-0.76
-0.35
-0.34

1.04
1.66
-0.67
-1.08
-0.75
-0.87

Number of counties experiencing net migration gain
1950-60
1960-70
1970-80
1980-86
1980-81
1981-82
1982-83
1983-84
1984-85
1985-86

4
2
4
1

3
2
21
9
15
18
9
10
7
8

4
1
0
1
1
1

-For 1950 to 1980 the time Intervals comprise periods between censuses, i.e.• April 1to March 31. For the total 1980-86 period
and each one-year Interval. the time frame Is july 1 to june 30.

boJ"he formula used to calculate annual net migration rates Is:
N
K(lI2) (P2 + PI)

(100)

where: N is the total number of net migranrs. PI and P2 are total populadons at the beginning and end of the speciflc
time Interval for the pardeular unit and K Is the length of the time Interval.
Sources: 1950 to 1980 data from Sdnner and Kan 1981: Table 2; 1980-86 data compured from: Watanabe etal. 1982: Table 4;
Watanabe et a1. 1983: Table 4; Barber et a1. 1983: Table 4; Barber et a1. 1985: Table 4; Barber and Taylor 1986: Table 5.

TABLE 3. Number of nonmetropoUtan
turnaround- counties experiencing net migration gain:
1980-86.
Time periodb
1980-86
1980-81
1981-82
1982-83
1983-84
1984-85
1985-86

Net migration gain
5

11
14
6
7
6
4

-counties experiencing a net migration loss during
1960-70 followed by net migration gain during 1970-80.
"For the 1980-86 period and each one-year interval. the
time extends from july 1 to june 30.

gains in migration during the first five years,
but not during 1985-86. Juab and Kane counties had a net gain in migration during four of
the six annual intervals; Juab experienced a
net loss in 1982-83 and 1985-86 while Kane
registered a net gain in 1981-82 and during
the last three years.
There was a sizeable decrease in the
number of "turnaround" counties that had a
net migration gain; there were 11 counties in
1980-81 and 14 in 1981-82 but only four in
1985-86. Eleven counties experienced a loss
in net migration in at least four of the six
yearly intervals.

Sources: See Table 2.

Conclusions
gain in migration during each of the six years.
Millard and Piute counties experienced net

These data convey both bad and good news
for the non metropolitan areas of Utah. The
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after 1980 to various 1980 county characteristics, including adjacency to metropolitan
areas, labor force structure, presence/
absence of an interstate highway, level of
urbanization, unemployment, income and
poverty levels. Results' will clarify the socioeconomic and demographic factors underlying non metropolitan population change in
the 1980s.
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1970s non metropolitan revival in Utah has
apparently ended. The rate of population
growth in nonmetropolitan Utah has diminished and fewer of these counties experienced an increase in population during the
1980s. Once again, their growth rates are
lower than those of metropolitan areas. Both
non metropolitan and metropolitan areas in
Utah have recently experienced a net migration loss but the rate of loss has been higher
in non metropolitan Utah. More nonmetropolitan counties in Utah are experiencing a net
migration loss, including many of the "turnaround" counties of the 19705.
The good news is that the rates of population growth are not as low and the rates of net
migration loss are not as great as in the 19505
and 1960s. Moreover, more non metropolitan
counties experienced net migration gains
between 1980 and 1986 than during the
1950s and 1960s. Since the early 19805, however, the rates of net gain have been steadily
declining and are now near the levels experienced during the 19505 and 19605. Fewer
counties experienced an increase in population during 1985-86 than during the 19505
and 19605.
We do not know whether these recent patterns portend a long-term trend. Nevertheless,
within a decade officials and residents of
"turnaround" counties must again deal with
problems associated with out-migration.
We plan to relate non metropolitan county
population growth and net migration trends
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CONTROLLING CODLING MOTH
IN

UTAH ORCHARDS
V. P. JONES

O

n a worldwide basis, the codling
moth, Cydia pomonella. is the most
important pest of apples and pears. The
insect can damage more than 95 percent of
unprotected fruit. and may also attack
walnuts. crab apples. and occasionally apricots and sweet and tart cherries.
Normally, there are about 1JA generations
of codling moth annually in the most impor-

tant fruit-producing areas in Utah. The insect
overwinters as a full grown larva in silken
cocoons under loose bark or in protected
areas at the base of trees. Development
resumes when spring temperature are 50°F
or higher.
In the Pacific Northwest. codling moth is
generally controlled with three properly timed
sprays with the pesticide Guthion®. The pesti-
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cide is applied at 0.125-0.25 lb. of active
ingredient (a.i.) per 100 gallons or 0.5-1 lb.
a.i./acre using low-volume spray applicators.
However, recent control recommendations for
Utah call for four or more applications at
0.25-0.375 lb. a.i'/IOO gallons or 1.-1.5
a.i./acre. The high rate was recommended
because growers obtained poor control at the
lower rates and timings used during the early
1980s. Unfortunately, the higher rates of
Guthion interfere with the biological control of
spider mites and have increased problems
with mite control.
Poor control of the codling moth can have
several causes. The most likely are
1) improper calibration or excessive speed
while spraying, 2) improperly timed applications, 3) poor coverage, and 4) resistance to
insecticide. This article concerns the timing of
insecticide applications and the susceptibility
of strains of codling moth in Utah to Guthion.

Timing of Application
Pesticide applications for codling moth are
primarily designed to control recently hatched
larvae. However, the difficulties in scouting
field populations to monitor egg hatch led to
the development of models that predict hatch
according to the amount of heat accumulated
since the first flight of the generation (biofix).
These models have been validated and are
used in Michigan, New York. Washington,
Colorado, California and other fruit-growing
areas.
In 1984, recommendations for Utah
involved the application of the first cover
spray to 420 degree days (DO) following the
biofix. This was thought to correspond to an
egg hatch of approximately 5 percent The
second cover spray would b,e applied 28 days
later, and additional sprayings occurred at
2 t -day intervals. For severe infestations, the
first cover spray was recommended at 280
DO (when egg hatch was thought to be 1
percent) and the subsequent sprays were
applied at the intervals outlined above. Sprays
in September are generally not recommended because codling moths start to enter
diapause and stop laying eggs.
The egg hatch predicated by the New York
and Washington models differed markedly
from that predicted by the model developed
for Utah ("Utah old" in Table t) . The slight
variation between the egg hatch predicted
by the New York and Washington models
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probably reflect differences in overwintering
populations caused by location. However, the
large difference in the model developed for
Utah exceeded this geographical variation.
Predictions based on the New York and
Washington models indicated that 3 percent
of the eggs would have hatched at 420 DO
when the first cover spray was applied, However, actual egg hatch at 420 DO was about
30 percent, and those larvae would already
have entered fruit at the first cover spray.
Further analysis of the results from the model
used in Utah showed that the model was correct, but the results had been interpreted
incorrectly. Column 4 of Table 1 ("Utah new")
shows the correct number of degree days for
selected percentages of hatch.
Thus, the original recommendation meant
that trees were first sprayed when approximately 30 percent of the eggs had hatched
and fruit had been damaged. Under those
conditions, how effective were the subsequent
sprays? Analysis of weather data from Utah
County for 1985-1987 indicated that cover
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Figure t. Timing of pesticide applications according to the 1984 Utah recommendations (arrows)
and the new recommendations (lines).
A. 1987. B. 1986. C. 1985.

TABLE t . Predicted codling moth egg hatch using models developed in New York, Utah

and Washington.
Degree days requiIed

Percent egg hatch
1
5
10
25

Utah

Utah
old

New York

Washington

new

280 (4.4)*
420 (30)
490 (47)
625 (73)

209
273
304
382

220
270
320
380

225
285
320

400

*Number in parentheses Indk:aIes the percent egg hatch according co new inrerpretadon.

TABLE 2. SuscepdbDity to the insecticide Guthion of Utah
andpopulado from other fruit growing

of

m

Locadon

LD.'

w..'

1987
Providence
Perry A
Willard

.022
.048
.084

.066
.172
.252

1986
Providence
Perry A
PerryB
Logan A
LoganB

.024
.045
.041
.026
.023

.102
.329
.146
.102
.154

Abandoned (3 )Ur5)
Commercial
Commercial
Abandoned (20 )Ur5 7)

California

.080

.158

Barnes and Mof6tt (1963)

New York A
NewYorkB

.080

.350
.790

Riedl et aL (1985)
Riedl et aL (1985)

New Zealand

.190

.160

Abandoned (4 )Ur5)
Commercial
Cornrnerdal

CornmerdaI

Rose and Hooper (1969)

lUg/moth of GU1hIon.

sprays 2 through 4 seldom occurred when
they would have provided optimal suppression of codling moths (Fig. 1). For example,
the second cover spray would have been
applied after most of the first generation eggs
had hatched, but before any of the second
generation hatched. In 1986, the fourth cover
spray would have provided little protection
because it occurred after 90 percent of the
second generation eggs had hatched (Fig Ib).
Under the new recommendations, an
orchard would have the second cover spray
timed 21 days after the first cover spray; the
third cover spray would occur after the
second generation begins to hatch (Figs. la-c).
The new recommendations are similar to
those suggested by researchers at Washington
State University. The first spray should be
applied at 250 DO following biofix, the second
should be applied 21 days later, the third at
1,280 DO, and the fourth (if required) at 21
days following the third spray.

Resistance Levels

Even though there were problems with the
timing of sprays, recommended application
rates were not reduced because codling moth
populations might have developed resistance
to Guthion. A research program funded by
the Utah Agricultural Experiment Station and
the USDA Western Region Integrated Pest
Management project was initiated in 1986 to
determine if resistant codling moths were
present in Utah orchards.
Resistance levels were determined by
sampling codling moths from abandoned
orchards (moths which would not be exposed
to the insecticide) and from commercial
orchards (moths which would be under maximum pressure to develop resistance). The
results of these tests were compared to the
results of similar tests involving resistant and
susceptible strains of codling moths from CaliWINTER 1987
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fornia. New York and Queensland. Australia.
Moths were collected in selected orchards
with pheromone traps from which most of the
adhesive had been removed. Traps were
placed in the orchards late in the afternoon
and brought to the laboratory early the next
morning. In the laboratory. each moth was
dosed with a precise amount of insecticide
diluted in acetone or treated with acetone
only (control). Traps were placed in a
temperature cabinet at 59°F and moth mortality was assessed 48 hours later. Only
insects from orchards in Box Elder or Cache
counties were sampled due to problems with
the transportation of samples between
orchards in Utah County and the USU
laboratory.

Moths More Susceptible to Insecticide
As shown in Table 2. the populations of
codling moths from Utah were more susceptible to Guthion than were populations from
other fruit-growing regions. (LD so is the dose
that kills an average of 50 percent of the population; LD90 kills 90 percent) In both years.
populations trapped in abandoned orchards
were 3-4 fold more susceptible to Guthion at
the LD90 dose than those trapped in commercial orchards. Although some moths collected
in Utah were 3-4 times more resistant to
Guthion than others. even the most resistant
population from Utah had approximately the
same LD values as the susceptible populations from other areas. This indicates that
growers in Utah need not continue to apply
high rates of Guthion in order to overcome
resistance.
Growers commonly cite the fact that
codling moths migrate from nearby abandoned or neglected orchards as a reason for
not reducing the rate of Guthion applied in
commercial orchards. However. good control
was achieved when low rates of Guthion were
applied in the late 1960s and during the
1970s (Davis 1970). In areas where codling
moth dispersal may be a problem. studies
have shown that treating four or five border
rows adjacent to the source of migrating
moths will prevent moth movement into the
rest of the orchard. This sort of buffer zone is
effective when the commercial orchard is at
the same level as the source of migrating
moths. If the commercial orchard is lower
than the source. moths may fly over the
pesticide-treated buffer zone and infest fruit
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Conclusions
The results reported above indicate that poor
timing of insecticide applications was the
principal cause of recent control problems
with codling moths. Growers who reduce the
rates of Guthion to control codling moths will
reduce pesticide costs and environmental
contamination. In addition. lower rates and/or
border treatments wiJI increase the survival of
beneficial predatory mites. which can be an
important factor in the biological control of
harmful spider mites. This factor has become
particularly important because the registration
of the most commonly used miticide.
Plictran®, was recently cancelled.
Future research will attempt to improve the
control of codling moths through timing of
insecticide applications and more selective
insect growth regulators. We will also expand
the resistance survey and determine whether
a non-toxic pheromone disrupts mating in
codling moths. Our ultimate goal is to control
codling moths without adversely affecting the
natural enemies of insect pests. This will maximize savings to growers and consumers, and
minimizes adverse environmental effects.
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