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Abstract
In this work, we address the trajectory optimization of a fixed-wing unmanned aerial vehicle (UAV)
using free space optical communication (FSOC). Here, we focus on maximizing the flight time of the
UAV by considering practical constraints for wireless UAV communication, including limited propulsion
energy and required data rates. We find optimized trajectories in various atmospheric environments
(e.g., moderate-fog and heavy-fog conditions), while also considering the channel characteristics of
FSOC. In addition to maximizing the flight time, we consider the energy efficiency maximization and
operation-time minimization problem to find the suboptimal solutions required to meet those constraints.
Furthermore, we introduce a low-complexity approach to the proposed framework. In order to address
the optimization problem, we conduct a bisection method and sequential programming and introduce
a new feasibility check algorithm. Although our design considers suboptimal solutions owing to the
nonconvexity of the problems, our simulations indicate that the proposed scheme exhibits a gain of
approximately 44.12% in terms of service time when compared to the conventional scheme.
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I. INTRODUCTION
Recently, unmanned aerial vehicles (UAVs) have attracted a great deal of attention in the
area of wireless communication networks. Owing to their mobility and flexibility, UAVs can
be dispatched as a mobile entity in a network. It can provide new opportunities in various
communication applications and have the capability to complement conventional fixed networks.
UAV-assisted communications can efficiently support already existing terrestrial communication
infrastructure, including data offloading at a hot spot [1], [2]. For example, in case of a catas-
trophic event, UAV-mounted infrastructures can temporarily support service recovery initiatives
and local interim communication facilities for potentially damaged infrastructures [3]. In addition,
UAV-assisted relaying can help to extend base station connectivity, from one station to another,
in situations where the nodes are widely scattered and/or obstacles such as hills or large buildings
are present [4].
Principally, we envision that most future networks will be highly user-centric, increasing
the user demand information due to an exponential increase in the internet of things (IoT),
fifth-generation (5G) mobile networks, and beyond-5G wireless networks. Accordingly, UAV-
mounted fronthaul and backhaul frameworks have been considered as a promising approach to
handle unexpected or temporarily large amounts of information that is commonly required by
user terminals [5], [6]. By leveraging the UAV-mounted fronthaul and backhaul links, large-scale
projects are now underway in several research groups and information technology companies,
including Global Access to the Internet for All (GAIA) [7], Project Loon by Google [8], and
internet.org by Facebook [9], [10].
A. State-of-the-Art Literature
By exploiting the high maneuverability of UAVs, current recent research activities have focused
on optimizing mobile-UAV enabled wireless networks, such as placement or trajectory design,
so that the UAV performs efficiently in accordance with several specific objectives [11]–[14].
User scheduling and association, UAV trajectory, and transmit power were all jointly optimized
in [11] to maximize the minimum average data rate among all users. The authors of [12]
studied the possibility of minimizing mobile energy consumption over bit allocation for uplink,
3downlink, and computational processes as well as over the UAVs’ trajectory design. In [13], a
framework was proposed to jointly optimize the three dimensional (3D) placement and mobility
of UAVs, device-UAV association, and uplink power control in order to enable reliable uplink
communications for IoT devices using a minimum total transmit power. The optimal 3D trajectory
of each UAV was investigated in such a way that the total energy consumed for the movement
of the UAVs was minimized while retaining the support of the IoT devices.
In addition to the aforementioned scenarios, particularly where UAVs make use of RF com-
munication, in other studies, free space optical communication (FSOC) mounted on UAVs has
been discussed [5], [10], [15]. In 5G and future wireless network scenarios, optical wireless
communications are currently gaining rapid interest as an attractive alternative for providing
a wide range of free spectrum bands to overcome the demands of the RF spectrum scarcity.
FSOC has several known advantages, such as an unlicensed broad spectrum, immunity to
electromagnetic interference, and security. For example, by taking advantage of these, Facebook
has launched project Aquila in the hope of providing internet access to the world, by leveraging
UAVs such that free space laser communication systems may be adopted [8], [10]. Academic
research groups have also suggested some specific platforms where UAVs can carry out various
missions [5], [15]. The authors of [5] investigated the performance of FSOCs with UAVs
subjected to different weather conditions and a broad range of system parameters. They were able
to verify that FSOC-based vertical backhaul/fronthaul frameworks had the capacity to support
transmission rates that were higher than the baseline alternatives, hence considered as an up-
and-coming solution to satisfy the emerging backhaul/fronthaul requirements.
There are, however, challenges in the wireless communications with a UAV, as it is difficult to
recharge propulsion fuel or electric power during a UAV flight.1 Flight time is also particularly
limited owing to the finite energy capacity of UAVs, if energy-harvesting units are not utilized.
Yet, this may not be a factor in applications requiring only a short running time, such as the
duration of an entertainment event. On the other hand, when long-term operations are considered
(e.g., traffic monitoring, border surveillance, and environmental sensing), the UAV would need
to fly as efficiently as possible in order to maximize its flight time. Prior research [16]–[19]
has therefore been focused on the energy-saving issues of UAV communications in applications
where long-term operations are needed. The authors of [16] concentrated on a UAV-enabled
1Electric power can be obtained through energy harvesting. Energy harvesting, however, falls outside the scope of this paper.
4data collection system, where the UAV operates to collect a certain amount of information
from the ground terminal at a fixed location. For ground-to-UAV wireless communications,
the work showed that the transmission energy reduction of the ground terminal and the higher
propulsion energy consumption of the UAV are in a trade-off relationship. For a similar purpose,
an optimal trade-off between the communication and the computational energy was attained for
multiple UAVs [17]. This work showed that the system operation time extended significantly by
minimizing the communication distance and the amount of data, at the expense of increased
computational costs. In [18], UAVs were applied in a cognitive radio system to solve for
the RF spectrum scarcity. The authors considered the two main challenges of efficient energy
management and opportunistic spectrum access and then proposed an energy-efficient solution
by considering the hover and communication energies used. The objective of the paper was
to determine an optimized 3D location, where the UAV could transfer its data with minimum
energy consumption, while avoiding any interference with the transmission of primary spectrum
owners.
B. Motivation & Major Contributions
Recently, the FSOC-based backhaul network has appealed a lot of attention in the literature.
In Facebook’s Aquila project [10], [20], [21], FSOC is employed at the source to UAV-assisted
relay link and UAV-to-UAV link, to support the high throughput in the air-to-ground and air-to-air
channel. Especially in [20], [21], Facebook has published a study on long endurance of UAV as
well as energy-optimized trajectory planning for the project. However, quality of service (QoS)
requirements to the air-to-ground communications are not considered in these works. Motivated
by the aforementioned FSOC-based vertical backhaul framework [5] and the Facebook’s Aquila
project, we consider the FSOC-enabled backhaul network with the help of UAV, which can
offer data rates higher than the baseline alternatives, and thus can be considered as a promising
solution to the emerging wireless backhauling as discussed in [22]. In our previous paper, we have
discussed roughly the UAV-mounted FSOC system and solved the energy efficiency optimization
problem in [23]. Especially focused on geometric loss on FSOC, we have shown the energy
efficient trajectory of UAV.
5In this paper, we deal with practical UAV-assisted backhaul networks2 and solve optimization
problems related to this application. In the UAV-assisted backhaul networks, the service time that
meets a specific service requirement needs to be maximized. Since the energy consumption of
UAV is a major challenge that limits its flight time, therefore, it is essential that further insight
is gained into the average power consumption of UAV under different movement postures, such
as hovering, moving, and circling [5].
In such a scenario, we focus on energy consumption constraints and aim to maximize flight-
time (e.g., service time). Furthermore, to utilize the mobility of UAV in a practical UAV-assisted
backhaul network, the access procedure to the service boundary satisfying QoS requirements
should be considered. Accordingly, we consider not only the service time maximization in the
service region, but also the entry/exit energy minimization of the UAV in this paper. The main
contributions of this work are summarized as follows:
1) We look into the scenario illustrated in Fig. 1, where the UAV supports communications
with the terrestrial terminal via point-to-point FSOC links. Specifically, we address flight
time maximization under limited energy and FSOC data rate requirements to determine
the optimized trajectory for which the UAVs can fly as long as possible while satisfying
a required data rate. To the best of our knowledge, no other published literature has dealt
with the FSOC-UAV trajectory problem except for our work [23].
2) Based on the flight time maximization framework, we present energy efficiency maximiza-
tion and operation-time minimization as an extension to other applications.
3) We then introduce a low-complexity scheme based on rotational transformations to operate
with less complexity despite the large number of time. We also investigate the complexity
analysis of both the proposed flight time maximization and the low-complexity scheme.
4) Under different atmospheric conditions (e.g., heavy-fog or moderate-fog conditions), we
validate by carrying out simulations of the proposed schemes in order to determine their
superiority over conventional schemes.
2UAV-assisted backhaul networks have been dealt in Google’s Loon project [24] as well as in report for future aerial
communication networks [25]. Furthermore, FSOC-based backhauling in wireless networks has been covered in various works
[26], [27].
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Figure 1. Point-to-point FSOC illustration between a UAV and a terrestrial terminal.
C. Outline
The rest of this paper is organized as follows: Section II describes the system model, including
the FSOC channel model and the rate model for the UAV using FSOC. In Section III, we
formulate the optimization problem by considering the data rate requirements and service range
of flight time maximization. Accordingly, we propose a suboptimal algorithm, by which we then
extend the framework to other applications. We also conduct a complexity analysis and, based
on the results, introduce a low-complexity scheme for the framework in Section IV. We then
validate the quality of the proposed schemes using the numerical results in Section V. Finally,
we conclude the paper in Section VI.
Notation: Throughout this paper, we use the normal-face font to denote scalars, and boldface
font to denote vectors. We use RD×1 to represent the D-dimensional space of real-valued vectors.
We also use ‖ · ‖ to denote the L2-norm (i.e., an Euclidean norm) and log(·) to represent the
natural logarithm. The expression O(·) stands for describing the Big O notation. The function
floor{x} is the greatest integer function that takes a real number x as an input, which generates
an output that is less than or equal to x.
II. SYSTEM MODEL
A. UAV System Model
Fig. 1 shows the air-to-ground FSOC system, which enables communication between the
terrestrial terminal and the UAV. This point-to-point FSOC communication can be understood
as either ground-to-UAV communication or UAV-to-ground communication. Note that the UAV
7can serve as a aerial base station in FSOC-enabled backhaul networks. Considering the UAV’s
mobility, we set up the problem in 3D Cartesian coordinates. Here, we assume that the terrestrial
terminal is located at the origin in the x-y plane at a fixed altitude HT on the z-axis, and the UAV
flies horizontally in the x-y plane at a constant altitude HU on the z-axis.
3 For ease of optimiza-
tion, we deal with the system as a discrete-time model4, similarly to [4], [28]. With δt as a certain
time step, the UAV position vector can be expressed as q[n] = (x[n], y[n])T ∈ R2×1 located at
a constant altitude HU on the z-axis in a time slot n = 0, · · · , N +1. The distance between the
terrestrial terminal and the UAV can be represented by d[n] =
√
(HU −HT )2 + ‖q[n]‖2.
We denote the UAV velocity vector as v[n] and UAV acceleration vector as a[n]. Accordigly,
we formulate the discrete UAV state using the Taylor approximation, as described in [28],
v[n+ 1]=v[n] + a[n]δt, n = 0, · · · , N, (1)
q[n + 1]=q[n] + v[n]δt +
1
2
a[n]δ2t , n = 0, · · · , N. (2)
Let us denote qI and qF as the initial and final positions and vI and vF as the initial and final
velocities of the UAV, which can be expressed as
q[0] =qI, q[N + 1] = qF, (3)
v[0] =vI, v[N + 1] = vF. (4)
Note that n = 0 and n = N + 1 denote the initial time slot and final time slot, respectively.
Moreover, depending on the UAV’s characteristics, the speed and acceleration of the UAV
staying aloft in still air are limited, mathematically, to
‖v[n]‖ ≤ Vmax, ‖a[n]‖ ≤ Amax, ∀n, (5)
Vmin ≤ ‖v[n]‖, ∀n, (6)
where Vmax and Amax are the maximum velocity and maximum acceleration, respectively, and
Vmin indicates the minimum velocity.
3Although the values of the z-axis can be changed depending on which UAV platform is operated, for simplicity, we assume
a low-altitude platform and a fixed altitude.
4Based on time step size δt and time T (or t), time slot N (or n) can be determined according to T = δt ·N (or t = δt ·n).
8ET =
N∑
n=1
c1‖v[n]‖3 + c2‖v[n]‖
1 + ‖a[n]‖2 − (aT [n]v[n])2‖v[n]‖2
g2
·δt+m
2
·(‖v[N + 1]‖2 − ‖v[0]‖2) [Joule],
(7)
In the UAV system, the energy consumption model is key to optimizing the flight time. We
consider the propulsion energy for a flight as Ef and the communication energy for a signal
processing as Ec. Note that, in the energy consumption model, we assume Ec to be a constant,
as it is known to be much smaller than Ef in practical scenarios (i.e., Ef ≫ Ec) [28], [29] .
Therefore, we simply use total energy as ET ≃ Ef .
Following [28], [30], the discrete-time energy consumption model for a fixed-wing UAV can
be written as (7) at the top of next page. Note that c1 and c2 are two parameters related to the
effect of aircraft weight, its wing area, and the air density. Here, g is the acceleration due to
gravity (9.8 m/s2) and m is the mass of the UAV. Note that ET in (7) can be considered as
energy in Joule. The upper bound of the energy consumption model is represented by
∑N
n=1 c1 ·
δt‖v[n]‖3+ c2·δt‖v[n]‖
(
1+ ‖a[n]‖
2
g2
)
+KE assuming with a
T [n]v[n] = 0. Note that the kinetic energy
of the UAV, KE =
m
2
· (‖v[N + 1]‖2 − ‖v[0]‖2), that is the last term in (7), will be set to zero
if we assume that the initial velocity and final velocity are the same.
B. FSOC System Model
By understanding the channel characteristics for FSOC, we carefully set up the FSOC system.
Here, we assume a line of sight (LoS) between the UAV and the terrestrial terminals5 such that
multipath propagation is not considered. We also assume that a fast fading that may occur
with the location and movement of UAVs is adequately compensated. Therefore, we base the
time-varying nature of the system solely on the atmospheric loss model of FSOC [31].
1) Attenuation of the FSOC Channel: Atmospheric losses of optical signal propagation are
determined by environmental conditions such as absorption or scattering effects. According to
the Beer-Lambert Law, the signal attenuation obtained owing to weather conditions6 can be
5In the air-to-ground channel, the LoS is easily obtainable at a given altitude where the UAV is flying.
6Out of various environmental factors, atmospheric attenuation is typically dominated by fog, as the particle size of fog is
comparable to the wavelength of interest in FSOC [31], [32]. Thus, we mainly focus on the effects of fog for signal attenuation
based on Beer-Lambert Law. Note that if other attenuation factors, e.g., rain, snow and haze, need to be considered, the
optimization framework can be solved by adjusting only the parameters, e.g., β or k2.
9expressed as [31]
β˜FSO =
3.91
V
(
λ
550 nm
)−p
[dB/km], (8)
where λ is the wavelength (set to 1550 nm in this paper) and V is the visibility in kilometers.
The size distribution coefficient of the scattering p is derived from the Kruse model [33]. Based
on Beer’s law, the atmospheric loss is given by [32], [34]
hFSO = e
−βFSO·d[n], (9)
where βFSO =
β˜FSO log 10
104
[m−1].
2) Rate Model for FSOC: To the best of our knowledge, the capacity of FSOCs has yet to
be investigated in closed form, although the bound for the capacity of FSOCs is currently being
studied in several papers [35], [36]. Here, the lower bound (introduced in [35]) is used as the
transmission rate model between the UAV and the terrestrial terminal. In FSOC, the average
optical signal-to-noise ratio (ASNR) is represented as γ = ε
σ
, where the average-to-peak ratio
(APR) is α = ε
Λ
, σ is the noise variance, Λ is the peak optical power, and ε is the average
optical power [35].
When ASNR γ = hFSO · γ is obtained, we can express the discrete-time rate model for FSOC
in [bps] as
RFSO(q[n]) =
BFSO
2log2
log
(
1 + k1e
−k2
√
(HU−HT )2+‖q[n]‖2
)
,
(10)
where BFSO is the bandwidth of FSOC, and k1 and k2 can then be expressed as
k1=

e2αµ
∗
2πe
(
1−e−µ
∗
µ∗
)2
γ2
α2
, (0<α< 1
2
)
γ2
2πeα2
, (1
2
<α<1)
, and k2 = 2 · βFSO,
where α = 1
µ∗
− e−µ∗
1−e−µ∗
is a free parameter and µ∗ is a solution to the previous equation.
As described in [35], for predetermined value α, the uniqueness and existence of µ∗ can be
shown easily. Note that µ∗ can be found with root-finding algorithms, e.g., bisection method and
interpolation [37].
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III. FLIGHT TIME MAXIMIZATION
This section introduces the optimization framework for maximizing the flight time of FSOC-
UAV considering a data rate requirements illustrated in Fig. 2. Here, we discuss two optimization
problems for the service time maximization and the entry/exit energy minimization, and suggest
a new feasibility algorithm for troubleshooting this nonconvex problem.
Note that the service time (Nservice) is the time when the UAV transmits data at a rate that
is higher than the required minimum data rate (Rth) to the ground terminal. We can, therefore,
establish a maximum flight radius d(Rth) for the service boundary, such that
RFSO(q[n]) ≥ Rth, n ∈ Nservice. (11)
Therefore, we can derive the service boundary using (10) as
d(Rth) =
(
1
(k2)2
·
(
log
( 1
k1
e
2log2·Rth
BFSO − 1
k1
))2
− (HU −HT )2
)1/2
.
(12)
In order to consider an actual flight situation, we assume that the UAV flies at a given total
energy (Etotal). Note that we adopt the following notations to better understand the continuous
variables in the optimization problems: the position of UAV Q = {q[n], ∀n}, the velocity of
UAV V = {v[n], ∀n}, and the acceleration of UAV A = {a[n], ∀n}. Accordingly, the flight
time maximization problem can be formulated as follows:
max
Q,V ,A
Nservice (13a)
s.t (1)− (6),∑
Ntotal
c1‖v[n]‖3+ c2‖v[n]‖
(
1+
‖a[n]‖2
g2
)
≤Etotal
δt
,
(13b)
‖q[n]‖ ≤ d(Rth), (13c)
(n=Nentry + 1, · · · , Ntotal −Nexit).
As shown in Fig. 2, we use mainly two algorithms for this problem. First, we develop an
algorithm that minimizes the energy consumption during the entry time (Nentry) and exit time
11
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Figure 2. Flight time maximization diagram.
(Nexit) such that higher energy consumption can be concentrated over the service area. Second,
we propose an algorithm that maximizes the service time (Nservice) when the UAV flies within the
service range, using only its remaining energy. By utilizing these two algorithms, we optimize
the service time in the total flight time Ntotal = Nentry+Nservice+Nexit, for the given energy of a
UAV. With these algorithms, the UAV can efficiently enter the target service region, and provide
service to a terrestrial terminal while meeting the data rate requirements as long as possible.
A. Energy Minimization during Entry to the Target Boundary
We note that energy minimization problem is equivalent to power minimization problem with
the fixed δt. From now on, we omit δt in the objective function of energy minimization problem
for simplicity. Under the target rate boundary with a radius of d(Rth), the energy minimization
during entry time can be expressed as follows:
min
Q,V ,A
P (v[n], ‖v[n]‖, a[n]) (14a)
s.t (1)− (6),
‖q[Nentry]‖ ≤ d(Rth), (14b)
(n = 1, . . . , Nentry).
12
Note that the constraints in (1)-(5) and (14b) are convex. Conversely, the objective in (14a) and
the minimum velocity constraint (6) are nonconvex. We therefore approximate the nonconvex
portions to be convex introducing a slack variable set τ = {τ [n], ∀n}, and using the first Taylor
approximation [28]. Using a slack variable and the given Nentry, we can rewrite (14a) as follows:
min
Q,V
A, τ
∑
Nentry
P (v[n], τ [n], a[n]) (15a)
s.t (1)− (5), (14b),
Vmin ≤ τ [n], τ [n]2 ≤ φ(v[n]), (15b)
(n = 1, . . . , Nentry),
where P (v[n], τ [n], a[n]) , c1‖v[n]‖3 + c2τ [n]
(
1 + ‖a[n]‖
2
g2
)
is defined as the power model of
UAV, τ [n] is the slack variable for troubleshooting the nonconvex portions of (6), and φ(v[n])=
‖vj[n]‖2 + 2vTj [n](v[n]−vj [n]) is the first Taylor approximation of ‖v[n]‖2 at vj[n].
For a given vj [n], the convex optimization problem (15a) is the quadratically constrained
quadratic program (QCQP). We can solve the QCQP within a polynomial complex for a given
Nentry using standard convex optimization solvers such as CVX [38]. We can also solve (14a)
via the sequential convex optimization of (15a) through iteratively updating the local point
{qj[n],vj [n]} as in [28], [39], [40]. Note that the sequential convex optimization method has
been proven to converge to at least one local optimal point [28].
In order to find the optimum Nentry for energy minimization during entry time, we use a
bisection method by checking both the gradient of the energy (within the given constraints)
and Nentry in each iteration. We then repeatedly update Nentry until convergence criteria are
satisfied. Algorithm 1 describes the detailed process of entry energy minimization. Note that we
can minimize the exit energy consumption during exit time, Nexit, with the equivalent scheme
above.
B. Maximizing Service Time with Rate Requirements
In order to optimize the service-time considering the rate requirement, we set up the energy
consumption model as an objective function, instead of Nservice. We can intuitively understand
13
Algorithm 1 Entry energy minimization.
1: Initialize Nentry, upper/lower bound N entry/N entry.
2: while N entry −N entry > ǫ† do
3: Solve (14a) with (Nentry + 1) and (Nentry − 1).
4: Find the gradient K , Eentry+1 − Eentry−1.‡
5: if K ≤ 0
6: then N entry = Nentry.
7: else
8: then N entry = Nentry.
9: end if
10: Update Nentry =
N entry +N entry
2
.
11: end while
12: end
13: Find the minimum value by comparing Eentry−1, Eentry, and Eentry+1, and then determine
the optimum value Nentry.
†
ǫ is the tolerance value for algorithm’s termination point.
‡ Eentry−1, Eentry, and Eentry+1 are the consumption energy of UAV during the time steps Nentry−1, Nentry , and Nentry +1,
respectively.
that the flight time of the UAV can be maximized when flying with minimum energy. Therefore,
the problem can be formulated as follows:
min
Q,V ,A
∑
Nservice
P (v[n], ‖v[n]‖, a[n]) (16a)
s.t (1)− (6),
‖q[n]‖ ≤ d(Rth), (16b)
(n = 1, · · · , Nservice).
Note that qF(entry) and vF(entry) are the final position and velocity, respectively, for the entry
energy minimization scheme and qI(exit) and vI(exit) are the initial position and initial velocity,
respectively, for the exit energy minimization. These values are used as the initial and final
positions and velocities in (16a).
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Given that the rate boundary constraint (16b) is convex, we apply Taylor approximation, intro-
duce slack variable, and then solve (16a) with sequential convex programming, in the equivalent
method for (15a). In order to solve the problem of (16a) with the sequential programming,
initial values of vservice[n], ∀n which belong to the feasible set of (16a), are required. However,
it has been challenging to intuitively set the initial value due to the constraint of (16b). To find
the initial values (v⋆service[n], ∀n) in the feasible set, proper feasibility check is required before
applying the sequential programming to (16a). Note that the constraints in (6) are nonconvex
and thus it is challenging to use conventional feasibility check in this problem [41]. We therefore
propose Algorithm 2 for the nonconvex feasibility check and use the algorithm for finding initial
values to solve (16a).
Algorithm 2 Feasibility check by minimizing norm distance between two sets.
1: Solve the problem as follows
min
∑
(‖x1[n]− x2[n]‖2)
s.t x1[n] ∈ D, x2[n] ∈ P, ∀n,
where D and P are the feasible sets satisfying the constraints of x1[n] and x2[n], ∀n,
respectively.
2: if optimal value ≤ ǫ† then feasible
3: else infeasible
4: end if
†
ǫ is the convergence threshold of the algorithm.
Since it is difficult to use the common feasibility check algorithm to find a nonconvex feasible
region, Algorithm 2 follows the core logic of the Douglas-Rachford scheme, which represents a
method for solving the nonconvex feasibility check problem [42]. We set different feasible regions
D and P , which satisfy different constraints to x1[n] and x2[n] and then minimize the distance
between x1[n] and x2[n]. The optimization problem in Algorithm 2 can be sequentially solved by
updating the feasible regions D and P for each iteration via successive convex approximation.
Through Algorithm 2, we find the feasible set where the distance between x1[n] and x2[n]
converges to ǫ (i.e., both feasible sets of x1[n] and x2[n] are satisfied). Note that, in the case of
the distance between x1[n] and x2[n] greater than a certain tolerance value, the set is determined
to be infeasible. It means that the feasible set for the original problem in (16a) does not exist
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under these constraints. In this case, we need to change the parameters (e.g., increasing the value
of Nservice or decreasing the value of Rth).
Specifically, plugging the constraints in (16a) into Algorithm 2, we can then write the problem
to find initial value of (16a) as
min
Q,V1,
A,V2
∑
Nservice
(‖v1[n]− v2[n]‖2) (17a)
s.t [q[n],v1[n], a[n]]
T ∈ D, v2[n]T ∈ P, (17b)
(n = 1, · · · , Nservice).
where D = {x ∈ R6×Nservice | (1)−(5), (16b)}, P = {x ∈ R2×Nservice | (6)}, V1 = {v1[n], ∀n},
and V2 = {v2[n], ∀n}. The feasible set resulting from Algorithm 2 with problem (17a) will
be the required initial values, v⋆service[n], n ∈ Nservice, which are the feasible set of (16a).
Accordingly, obtained initial values can be used for initializing the problem of (16a).
As a final remark, we summarize a detailed procedure for flight time maximization in Algo-
rithm 3. In this algorithm, we maximize the flight time ensuring that the result of minimizing
energy in the entry and exit processes and the result of minimizing energy in the service region
meet the given energy. Note that the flight time is updated until convergence, leveraging the
bisection method.
1) Energy Efficiency Maximization and Operation-Time Minimization: The preceding flight
time maximization problem can be employed as a framework that can be extended to other
applications. This framework can be applied specifically to other optimization problems, by
varying the objective function and constraints related to applications where UAV-mounted FSOC
is utilized. Namely, we can find other trajectories that optimize other objective functions. To show
the applicability of the framework to several applications of UAV-assisted wireless communica-
tions, we introduce two other applicable problems, that is, energy efficiency maximization and
operation-time minimization. First, for energy efficiency maximization, we design a route that
makes UAV communications operate efficiently. Here, we establish and maximize an energy
efficiency model through both a fixed-wing UAV energy consumption model and an FSOC data
rate model. The energy efficiency maximized path can be useful in applications such as IoT
services [13] and cognitive radio systems [43]. Second, for the operation-time minimization,
we can provide a path for the UAV-mounted FSOC such that the requested amount of data is
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Algorithm 3 Flight time maximization.
1: Initialize Ntotal, upper/lower bounds N total/N total.
2: Find Eentry and Nentry with Algorithm 1.
3: Find Eexit and Nexit with Algorithm 1.
4: while N total −N total > ǫ† do
5: Nservice = Ntotal − (Nentry +Nexit)
6: Find initial values of velocity vservice[n], ∀n with Algorithm 2.
7: Solve (16a) with vservice[n], ∀n.
8: if
∑
Ntotal
P (v[n], ‖v[n]‖, a[n]) ≤ Etotal
δt
‡
9: then N total = Ntotal.
10: else
11: then N total = Ntotal.
12: end if
13: Update Ntotal =
N total +N total
2
.
14: end while
15: end
†
ǫ is the tolerance values for algorithm’s termination point.
‡ Etotal = Eentry + Eservice + Eexit, where Eservice is the consumption energy of UAV during the time step Nservice.
transmitted within the minimum amount of time. In order to solve the operation time mini-
mization problem, we leverage rate maximization. The rate maximized path (i.e., operation-time
minimized path) can then be applied in offloading hot-spot situations [44]. We show detailed
formulas and solutions to the application-oriented optimizations in Appendix.
2) Complexity Analysis for Algorithm 3: The computational complexity of Algorithm 3 lies
mainly in Step 6 and Step 7, such that Algorithm 2 and (16a) can be addressed using sequential
convex optimization. Here, we can use already existing optimization methods, such as the interior
point method [45], to solve the problem.
Through the interior point method, the computational complexity for Algorithm 3 can be given
by
K3∑
m=1
O
(
K1(9Nm)
3 +K2(7Nm)
3
)
, (18)
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where the left-hand side and the right-hand side of the Big O notation indicate the complexity
of both Algorithm 2 and (16a), respectively. Note that K1 and K2 are the number of iterations
used for Step 6 and Step 7.
In a worst-case scenario, we denote Nm as the size of the time slots in each iteration m of
the bisection method, which can be derived as
Nm =
(2m − 1)N +N
2m
= N −D
(
1
2
)m
, (19)
where D = N −N denotes the distance between the upper bound and the lower bound for each
time slot.
According to the above equation, N3m, the computational complexity of the interior point
method can then lead to
K3∑
m=1
N3m=N
3
K3 − 3N2D
(
1−
(
1
2
)K3)
+ND2
(
1−
(
1
4
)K3)
− 1
7
D3
(
1−
(
1
8
)K3)
,
(20)
where K3 = floor{log2N−Nε } and ε denotes the termination point size. As a result, the compu-
tational complexity for Algorithm 3 is therefore given by
O
((
K19
3 +K27
3
)(
N
3
K3 − 3N2D
(
1−
(
1
2
)K3)
+ ND2
(
1−
(
1
4
)K3)
− 1
7
D3
(
1−
(
1
8
)K3)))
.
(21)
IV. LOW-COMPLEXITY SCHEME FOR FLIGHT TIME MAXIMIZATION
From the computation complexity of Algorithm 3, we can confirm that complexity increases
significantly as the time slot increases. Given this motivation, we come up with a low-complexity
method based on the rotation transformation method. Without an iterative process (e.g., using
the bisection method), this low-complexity scheme can find a suboptimal solution for flight time
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maximization with only a small number of time slots. The proposed low-complexity approach
is developed by
min
Q,V ,A
∑
N ′
P (v[n], ‖v[n]‖, a[n]) (22a)
s.t (1)− (2), (5)− (6)
‖q[n]‖ ≤ d(Rth), (22b)
q[N
′
] =W(θ) · q[1], (22c)
v[N
′
] =W(θ) · v[1], (22d)
(n = 1, . . . , N
′
)
where N
′
is the number of time slots for the low-complexity scheme, which is much smaller
than Ntotal or Nservice. In (22c) and (22d), W(θ) =
 cos(θ) sin(θ)
−sin(θ) cos(θ)
 is the rotation matrix,
where θ denotes the angle of rotation. The boundary constraint7 in (22b) are the equivalent
constraint to (16b). Also note that (22c) and (22d) are constraints for the rotation transformation
method, which allows the optimized trajectory to be drawn with the low-complexity scheme, as
rotated and replicated by a given θ. Additionally, (22c) and (22d) can replicate the trajectories
drawn within the rate boundary.
Since constraints (22b), (22c), and (22d) are all convex, we can solve (22a) using the sequential
optimization updating {vj [n]} after using the slack variable and the first Taylor approximation,
as in (14a). From the results of (22a) and the rotation transformation, it is possible to establish
a trajectory of desired time slot size with less computation complexity such that
qlc = (q
∗
q1 q2 · · · ) , (23)
where each position matrix in qlc is expressed as
q1[n] =W(θ) · q∗[n], (n = 1, · · · , N ′), (24)
qi+1[n] =W(θ) · qi[n], (n = 1, · · · , N ′), (25)
7In the low-complexity scheme, we only consider UAVs when flying inside the rate boundary. We can, therefore, use the
entry energy minimization (i.e., Algorithm 1) in addition to (3) and (4) for drawing the entry path, if necessary.
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Note that q∗ is the optimal value of q = (q[1] q[2] · · · q[N ′ ]) ∈ R2×N ′ , when the result of
(22a) and i is the number of rotations. Also note that the optimal trajectory for the UAV in the
low-complexity scheme, qlc, can be readily resized using N
′
and W(θ).8
In summary, if this low complexity scheme finds optimal values (e.g., qlc, vlc, and alc) with
a much lower number of time slots N
′
, we can use the rotation transformation with W(θ) to
draw a patterned trajectory set to meet the desired time slot size.
A. Complexity Analysis for the Low-Complexity Scheme
Based on the computational complexity for Algorithm 3, we can analyze the complexity for
a low-complexity scheme. Since the low-complexity scheme operates without the need to use
the bisection method and the process of finding the initial values, the iteration numbers K1 and
K3 can therefore be ignored. The size of the time slots can then be fixed at N
′
(i.e., K1 = 0,
K3 = 1 and Nm = N
′
), where we can derive the complexity for the low-complexity scheme as
O
(
K2
(
7N
′
)3)
. (26)
Compared to the complexity of Algorithm 3, (26) shows that the low-complexity scheme
works in less computational effort.
V. NUMERICAL RESULTS
In this section, we present the numerical results of each algorithm proposed in Sections III and
IV. In the same way as in [28], the altitudes of the UAV and the terrestrial terminal are assumed
to be constant at HU = 110 [m] and HT = 10 [m], respectively, and we set c1 = 9.26 × 10−4
[kg/m] and c2 = 2250 [kg · m3/s4]. We also consider the bandwidth for FSOC as BFSO = 1
[MHz], with the initial location qI = [0, 1000]
T , final location qF = [1000, 0]
T , initial/final
velocity vI = vF = 30 (qF − qI) /‖qF − qI‖, minimum velocity Vmin = 3 [m/s], maximum
velocity Vmax = 100 [m/s], maximum acceleration Amax = 5 [m/s
2], and time-step size δt = 1
[sec]. As an numerical example, we set the ASNR as γ = 30 [dB] corresponding to α = 1
4
as
in [46] and also consider the minimum data rate requirement arbitrarily chosen at Rth = 7.94
[Mbps]. The simulation results of this paper are obtained using the CVX.
8In addition to qlc, the optimal UAV velocity and acceleration for the low-complexity scheme, vlc and alc, are designed in
the same way.
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Figure 3. Convergence plot of Algorithm 3.
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Figure 4. Maximized flight time trajectory under heavy fog (V = 0.2 km).
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Figure 5. Maximized flight time trajectory under moderate fog (V = 0.5 km).
Table I
PERFORMANCE ANALYSIS OF DIFFERENT TRAJECTORIES FOR THE UAV.
Spectral efficiency
(bps/Hz)
Consumption energy for
Nservice = 400 sec (kJoule)
Ratio of service time and Etotal
(s/kJoule)
Straight path 8.4982 484.4203 0.8257
Circular path (dcir = 862 m) 7.9357 65.8696 6.0726
Maximized flight time path
with the low-complexity scheme (d(Rth) = 862 m)
8.0652 53.3715 7.4946
Maximized flight time path (d(Rth) = 862 m) 8.3991 45.7058 8.7516
Fig. 3 represents the convergence of Algorithm 3, under this set up. In particular, this figure
shows the convergence of the sequential optimization, used in solving (14a) and (16a), where
the terminating threshold is set as ǫ = 0.1%. Note that the sequential optimization has been
proven to converge to at least one local optimal point [28]. Fig. 3 consists of two curves: the
upper bound of energy consumption model assuming aT [n] · v[n] = 0 which corresponds to the
optimal value of (16a), and the exact energy consumption model based on (7). It can be found
that these two curves converge after 4 iterations.
In Figs. 4 and 5, we show the trajectories in accordance with the proposed flight time
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Figure 6. Maximized service time over atmospheric conditions.
maximization. In these figures, we set the rate boundary with d(Rth) = 289 [m] and d(Rth) = 862
[m], for considering both the heavy fog with V = 0.2 [km] and the moderate fog with V = 0.5
[km], respectively. The total energy, given as Etotal = 50 [kJoule], is assumed for the flight time
maximization. Figs. 4 and 5 also show how the flight time can be maximized depending on
the values of d(Rth) set by γ, V , and Rth. These results show that the time-efficient trajectory
drawn by the proposed algorithm is roughly symmetrical.
Fig. 6 shows the maximized service time results for different atmospheric conditions (i.e.,
visibility). Since the service boundary that satisfies service requirements changes depending on
the atmospheric condition, therefore, we obtain different optimized trajectory and service time
results, according to the visibility range values corresponding to weather conditions of [33].
In this figure, when moderate-fog condition (V = 0.8 km), UAV-mounted FSOC can fly and
provide service to terrestrial terminal 35.71% longer than heavy-fog condition (V = 0.2 km).
It is found that, if V is greater than 2 km (thin-fog condition), optimized service time result
approaches the upper bound, i.e., optimized service time result without rate boundary constraint.
In Fig. 7, we show the trajectory in accordance with the proposed low-complexity scheme. If
we consider V = 0.5 [km], then the rate boundary is drawn as d(Rth) = 289 [m]. This figure
also shows a path for N = 150 [sec], using only N
′
= 30 [sec] and θ = π
6
[rad]. Bear in mind
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Figure 7. Maximized flight time trajectory with the low-complexity scheme under moderate fog (V = 0.5 km).
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Figure 8. Relationship between service time and energy consumption for various schemes.
that we obtained θ numerically for the simulation. Using this scheme, the trajectory for any
desired time slot N can be drawn with relatively small complexity, as shown in this figure.
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Table I compares the results of the UAV flying with different schemes in the same communi-
cation and atmospheric conditions. Here, the flight radius d(Rth) = 862 [m] is drawn with the
moderate fog condition, V = 0.5 [km]. The straight path represents the path from the initial point
to the terrestrial terminal and then toward the final point, at constant speed. The circular path
presents the path moving at constant speed, in the form of a circle with a radius of dcir = 862 [m].
The proposed maximized flight time for the low-complexity scheme is drawn with a trajectory
of N
′
= 30 [sec] and θ = π
6
[rad]. The proposed maximized flight time path represents the
optimized trajectory if Algorithm 3 is used. The results of Table I are based on Nservice = 400
[sec], to consider sufficient operation time of each trajectory. As shown in Table I, the proposed
maximized flight time path results in a gain of approximately 44.12%, compared to the circular
path, for the service time and consumption energy ratio. Furthermore, the proposed maximized
flight time path with the low-complexity scheme presents a gain of approximately 23.42% over
the circular path. It can be seen that the time efficiency validates the low-complexity scheme,
with reasonable performance compared to Algorithm 3.
Following Table I, Fig. 8 compares the service time versus the energy consumption for the
maximized flight time path, the maximized flight time path with the low-complexity scheme,
the circular path, and the straight path, where the latter of the two are conventional schemes.
It can be seen that the proposed maximized flight time paths provide significantly more service
time than conventional trajectories do. Furthermore, Fig. 8 shows how the time efficiency ratio
of the UAV changes in accordance with the given d(Rth), whose value is determined using V
and γ. Intuitively, we are able to confirm that better atmospheric conditions result in a larger
service range (i.e., service boundary) and better time efficiency.
VI. CONCLUSION
In this study, we optimized the flight time for a fixed-wing UAV-mounted FSOC. Based
on previously proposed channels and rate models for FSOC, we investigated the flight-time-
efficient trajectories over different atmospheric conditions (e.g., moderate-fog and heavy-fog
conditions). We also proposed a low-complexity method based on the rotation transformation
technique and presented a complexity analysis for each scheme. We further derived the energy
efficiency maximization and operation-time minimization as extension cases of this framework.
In order to address such problems, we successively implemented several optimization methods
(i.e., bisection, sequential programming, and feasibility check algorithm). Here, the simulation
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results showed the maximized flight time trajectory drawn under different atmospheric conditions.
The numerical results demonstrated that the proposed schemes provide more time-efficient paths
when compared with those of conventional schemes (i.e., straight and circular paths).
APPENDIX
A. Energy Efficiency Maximization
In this appendix, we describe the optimization of the energy efficiency for the UAV with
FSOC. In order to solve this problem, we follow the method described in [23], [28], where the
UAV’s energy efficiency is optimized for RF communications. Note that the energy efficiency
(EE) for FSOC using (7) and (10) can be defined as EE(q[n]) ,
∑N
n=1RFSO(q[n])·δt
ET
. The EE
maximization problem can, therefore, be formulated mathematically as follows
max
Q,V ,A
∑N
n=1RFSO(q[n])∑N
n=1 P (v[n], ‖v[n]‖, a[n])
(27)
s.t (1)− (6).
(n = 1, . . . , N).
To tackle the nonconvex problem (27), we particulary follow [28, (P2.1)], [23], for the energy
model ET and the rate model RFSO(q[n]) which are the the denominator of EE and the numerator
of EE, respectively. Thus, we can readily write the EE maximization problem in (27) as
max
Q,V
A, τ
∑N
n=1R
′
FSO(q[n])∑N
n=1 P (v[n], τ [n], a[n])
(28a)
s.t (1)− (5),
Vmin ≤ τ [n], τ [n]2 ≤ φ(v[n]), (28b)
(n = 1, . . . , N).
Note that, using high-SNR approximation9, the lower bound of discrete-time rate model for FSOC
in [bps] can be expressed as R
′
FSO(q[n]) =
BFSO
2log2
(
log(k1)− k2
√
(HU −HT )2 + ||q[n]||2
)
.
9Even in low visibility conditions which is the worst condition (e.g., heavy-fog condition), k1 · e
−k2·d[n] ≫ 1 is assumed
within the flight range of UAV.
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The optimization for (28a) is formulated as a quadratic fractional optimization problem con-
cerning both numerator and denominator. Given the fractional functions with a concave numerator
and a convex denominator in (28a), we can, therefore, solve the energy efficiency maximization
using the sequential convex optimization technique by iteratively updating the local point vj [n].
Specifically, (28a) can be addressed efficiently via the standard Dinkelbach’s algorithm for
fractional programming as in [39].
B. Operation-Time Minimization
In this case, we deal with the operation-time minimization that presents a trajectory for
the UAV to provide the requested total data amount R̂ in the shortest amount of time. In a
situation where it is necessary to transfer large amounts of data within a short time frame (e.g.,
offloading hot-spot), the operation-time-minimized path can be utilized. Note that the operation-
time (Noperation) is the total time that the data is transmitted while the UAV communication
operates from the initial position to the final position. Consequently, operation-time minimization
can be briefly described as follows
min
Q,V ,A
Noperation (29a)
s.t (1)− (6),∑
Noperation
RFSO(q[n]) ≥ R̂, (29b)
(n = 1, . . . , Noperation).
For a given Noperation, the operation-time minimization problem (29a) can be understood as a
rate maximization problem. In this case, we can replace the objective function with the FSOC
rate model (10) for a given Noperation. Thus, (29a) can be reformulated by the rate maximization,
as follow
max
Q,V ,A
∑
Noperation
R
′
FSO(q[n]) (30)
s.t (1)− (5), (28b),
(n = 1, . . . , Noperation).
Note that we assume in (30) that the UAV has sufficient energy required for the flight operation.
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The rate maximization problem in (30) can, therefore, be solved in the same way as in (28a). As
a result of (30), we can confirm that the maximum amount of data can be transmitted for a given
operation time Noperation. We can also use the bisection method to find the minimum Noperation
that satisfies the constraints in (29b). In this method, each iteration performs the following steps:
i) In a given Noperation, check whether the result of (30) meets the required amount of data R̂.
ii) If the rate requirement constraint (29b) is satisfactory, return Noperation as the minimum
operation-time and stop iteration.
iii) Otherwise, update Noperation.
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