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Abstract
One of the challenges in ATM traffic management design is to 
maintain the quality of service for various classes while 
attempting to make maximum use of network resources. 
Available bit rate (ABR) mechanisms allow the network to 
divide the available bandwidth fairly and efficiently amongst 
the active sources. One of the difficulties in providing optimal 
control for ABR traffic is that the available bandwidth fluctu­
ates dynamically due to statistical variations in high priory 
traffic and changes in the number of active ABR connections 
sharing the available bandwidth.
It is apparent from the literature that reactive feedback control 
may not operate effectively in networks with a large delay 
bandwidth product. Therefore, the focus of this thesis is on 
development and evaluation of flow control algorithms for 
ABR in networks with a large delay bandwidth product. To 
evaluate the performance of the flow control algorithm, we 
have adopted both the analytical and simulation models. By 
matching the independent results obtained from the simulation 
and analytical approaches we can validate the accuracy of 
both models. The detailed simulation model utilizes bursty 
ABR traffic sources, realistic variable bit rate traffic traces, a 
finite switch buffer and retransmission protocol to describe the 
ATM network.
There are a large number of explicit rate flow control schemes 
developed for ABR service. Only the enhance proportional 
rate control algorithm (EPRCA) and the explicit rate indica­
tion for congestion avoidance (ERICA) will be studied in
II
detail in this thesis because these are the most likely candi­
dates for future implementation of flow control scheme for 
ABR. The simulation results indicated that both the EPRCA 
and the ERICA suffer from high packet loss and end-end 
delay under the influence of high propagation delay. A con­
gestion prediction flow control (CPFC) algorithm was devel­
oped in this thesis to overcome the above problem. The CPFC 
algorithm calculates the explicit rate for each ABR source 
based on the future information of the network (i.e. switch 
buffer level, number of active source and available band­
width).
A detailed performance comparison between EPRCA, ERICA 
and CPFC was conducted under a wide variety of network 
conditions. For all case studies considered in this thesis CPFC 
algorithm achieved the best performance when compared to 
EPRCA and ERICA. This is because the CPFC algorithm 
always obtains the highest goodput, lowest packet loss proba­
bility and end-end delay. The CPFC is a very robust algorithm 
as evidenced by the fact that increasing the level of fluctuation 
in the available bandwidth and the propagation delay has a 
very minimum impact on its performance.
IV
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1. Introduction
1.1 Congestion Control for ABR Service
Asynchronous Transfer Mode (ATM) is a cell based switching technology 
which is being widely used. One of the key features of ATM networks is that 
they can successfully mix a wide variety of traffic types while maintaining 
strict Quality of Service (QoS) guarantees. The traffic management specifi­
cation TM 4.0 [Sath96] was developed by the ATM Forum over a period of 
three years. The traffic management specification was finalized by April 
1996. This specification enables ATM to support and maintain multiple QoS 
for various traffic types while attempting to make maximal use of network 
resources.
In the specification, the ATM Forum have defined five classes of services: 
Constant Bit Rate (CBR), real-time Variable Bit Rate (rt-VBR), non-real­
time Variable Bit Rate (nrt-VBR), Available Bit Rate (ABR), and Unspeci­
fied Bit Rate (UBR). Of these, ABR is the only service class that requires 
closed loop flow control. ABR is intended for data applications which use 
the portion of the available bandwidth that is not used by high-priority 
classes (CBR and VBR). The bursty nature of data traffic coupled with the 
random fluctuation in available bandwidth makes it difficult for ABR to 
operate efficiently.
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The ATM Forum has standardized the behaviour of the ABR source and des­
tination in the traffic management specification TM 4.0. However, the flow 
control algorithm for congestion detection and bandwidth allocation in the 
ATM switch has not been standardized. This enables an ATM switch manu­
facturer to have the flexibility to take full advantage of any future develop­
ment in the improvement of the flow control algorithm. Further, it also 
allows a switch manufacturer to trade off implementation complexity with 
network efficiency. Therefore, the focus of this thesis is on the development 
and evaluation of flow control algorithms for ABR service.
Ramamurthy [Rama96] and Pazhyannur [Pazh95] have found that reactive 
feedback control may not operate effectively in networks with a large delay 
bandwidth product. Difficulties in using delay feedback in a wide-area net­
work lie in the fact that feedback information may be out of date if the time 
to propagate the information is longer than the required reaction time of the 
control system. Although some authors have studied this problem, those 
authors did not used realistic assumptions in their models for explicit rate 
schemes. We will study this problem using more realistic assumption and 
show that neither EPRCA or ERICA operates effectively. To overcome the 
problem of an unrealistic traffic model, an accurate traffic model was devel­
oped from detail study of ATM and Ethernet Local Area Network (LAN) 
traffic.
Many authors have reported that both data and video traffic are self-similar 
in nature. This implies that, congestion prediction may be feasible because 
both data and video traffic are correlated. A new flow control scheme based 
on congestion prediction is proposed. It is expected that, this new algorithm 
is capable of superior performance in a large delay bandwidth product net­
work when compared to EPRCA and ERICA. The present work quantifies 
the resulting improvement by completing a detailed performance evaluation 
of the proposed schemes under a wide range of network conditions.
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1.2 Contributions
1. Identified that LAN traffic is self-similar on short time scale, and becomes inde­
pendent on longer time scale. This was determined via a detailed statistical anal­
ysis of real traffic traces collected from Ethernet and ATM LAN. This finding 
differs from recent literature that shows LAN traffic is self-similar at all time 
scales. See Section 4.5
2. Development of a new Hybrid (Pareto/Poisson) traffic model which captures the 
statistical characteristics of observed traffic. Traffic source models available in 
the literature are either based on Poisson related or Pareto distributions, which do 
not accurately model actual traffic statistics. See Section 4.4 and 4.5
3. Development of a fluid flow queueing model to analyse ABR flow control 
schemes with realistic VBR background traffic and realistic Resource Manage­
ment (RM) cell modelling. See Section 5.2
4. Detailed performance analysis of ABR flow control schemes, with realistic ABR 
and VBR background traffic. Most simulation studies in the literature perform 
worst case evaluation of flow control schemes, where they use either “greedy” 
sources or no VBR background traffic in the simulation. See Section 5.4
5. Identified and determined the impact of applying an inaccurate traffic model in 
the performance evaluation of a flow control schemes. A Poisson model tends to 
under estimate packet loss by an order of magnitude and the Pareto model over 
estimates loss when compared to the proposed Hybrid traffic model. See 
Section 5.3
6. Identification of performance problems with two common ABR flow control 
schemes (EPRCA and ERICA). Under long link delays ABR connections suffer 
from high packet loss probability and large end-end delay. See Section 5.4
7. Invention of a new congestion control, congestion prediction flow control 
(CPFC) algorithm that is able to operate effectively over long delay links. See 
Section 6.2
8. Determination of the performance upper bound for the CPFC scheme by assum­
ing zero prediction error. Also determined the performance boundary of the
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CPFC scheme over a range of prediction errors. This provides a reference per­
formance matrix to determine the effectiveness of future traffic predictors in the 
CPFC scheme. See Section 6.3 and 6.4
9. Development of a model based predictor to estimate buffer levels in an ATM 
switch. See Section 6.5
10. Established a detailed performance comparison of EPRCA, ERICA and CPFC 
flow control schemes under realistic network condition. This demonstrates that 
the proposed CPFC scheme outperforms the EPRCA and ERICA schemes in 
terms of loss and end-end delay. See Chapter 7.
1.3 Publications
[Liu94] T Liu, G Anido, and J Chicharo. “Local area network traffic charac­
terisation and modelling.” In Australian Telecommunication Net­
works & Applications Conference, volume 1, pages 335-340, 1994.
[Liu95] T Liu, G Anido, and J Chicharo. “ATM traffic modelling for conges­
tion control.” In Australian Telecommunication Networks & Applica­
tions Conference, volume 1, pages 91-96, 1995.
[Liu96] T Liu, G Anido, and J Chicharo. “A congestion prediction flow con­
trol scheme for ABR.” In Australian Telecommunication Networks & 
Applications Conference, volume 2, pages 625-630, 1996.
[Liu97] T Liu, G Anido, and J Chicharo. “Analysis of flow control algorithm 
for ABR.” In International Conference on Telecommunications, 
volume 2, pages 455^-60, 1997.
ABR Service for ATM 5
2. ABR Service for ATM
2.1 Introduction
ATM is a modem technology which is designed to carry multiple traffic 
types in a single integrated network. In this chapter, we will explain the 
advantages of using ATM networks over traditional networks. In addition a 
detailed discussion of traffic management in ATM networks will be pre­
sented to highlight its importance. In particular we focus on rate-based flow 
control mechanisms for available bit rate service.
2.2 Traditional Networks and ATM
Traditionally every individual telecommunication network was designed to 
support only one specific type of service. For instance voice type services are 
transported by the public switch telephone network, computer data is trans­
ported in the packet switched data network and video signals are transported 
in cable Television network. This means high network operation costs, since 
there are a large number of independent networks, each requiring its own 
infrastructure and maintenance. Another disadvantage of having separate 
networks to carry different types of traffic is that it does not allow resource 
pooling, even if resources are freely available in one network, they cannot be
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used by another service type. In addition, new service requirements of future 
applications may require new specific networks to support them.
Around 1988 the telecommunications industry began to develop a concept 
called Broadband Integrated Service Digital Network (B-ISDN). It was 
intended to reduce the operation overheads of traditional networks by pro­
viding high-speed communications to end users in an integrated way. The 
technology selected to deliver the B-ISDN service is call Asynchronous 
Transfer Mode.
In ATM, all information to be transferred is packed into fixed-sized cells. In 
order to reduce the delay variance, ATM cells are much shorter than packets 
in a conventional packet network. Each cell has 48 bytes of payload and a 5 
byte header. This allows ATM to provide great flexibility, because it can 
match the rate at which it transmits cells to the rate at which information is 
generated.
In an ATM network, all available resources can be shared between all serv­
ices, such that a near optimal statistical sharing of the resource can be 
obtained. This means the network does not waste capacity during the low 
activity periods of the source, since the un-used bandwidth can be shared by 
other sources in the network.
The inherent multiplexing of the cells with ATM offers ease of integration of 
multiple sources on to one link so that the network operator only has to pro­
vide one connection to each customer and all services can be provided over 
this link. This enables ATM networks to support a wide variety of services 
and applications in one integrated network. One of the advantages of having 
one integrated network that is capable of transporting all types of services is 
its ability to adapt itself to changes or new needs.
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2.3 Traffic management
ATM has to offer multiple qualities of service (QoS), since ATM supports a 
wide range of applications with each application having a unique service 
requirement. Traffic offered to the ATM network is variable, if the traffic is 
not managed (or controlled) then no QoS guarantees can be made by the net­
work. The role of traffic management is to protect the network and end-sys­
tem from congestion and to promote the efficient use of network resources.
Traffic management includes those procedures and mechanisms employed 
by ATM networks to enable QoS requirements to be met. To meet this objec­
tive, the ATM Forum [Sath96] has specified five service categories: CBR, rt- 
VBR, nrt-VBR, UBR & ABR. The definition of each service class will be 
discussed below.
Constant Bit Rate (CBR) service is intended to support applications that 
request a static amount of bandwidth. This amount of bandwidth is character­
ized by the Peak Cell Rate (PCR) value and is continuously available during 
the connection lifetime. CBR service is intended to support real-time appli­
cations requiring tightly constrained delay variations. Types of applications 
using this service class include circuit emulation, video and voice.
Variable Bit Rate (VBR) is intended for applications that require a variable 
amount of bandwidth in time. This service class is characterized in terms of 
peak cell rate, Sustainable Cell Rate (SCR) and Maximum Burst Size 
(MBS). The ATM Forum has defined two types of VBR service class, Real­
time and Non-Real time VBR. The real-time VBR (rt-VBR) service category 
is intended for real-time applications, where its delay and delay variation 
constraints are very tight. Non-Real time VBR (nrt-VBR) is intended for 
applications that have a bursty traffic characteristic and no delay bound 
requirements.
Unspecified Bit Rate (UBR) service does not specify traffic related service 
guarantees. It is intended for non-real time applications where it can tolerate
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or recover from an unpredictable cell delay and cell loss ratio. This service 
category has an open-loop control system, because there is no flow control 
applied.
Available Bit Rate (ABR) service is intended for data applications that can 
adapt to time-varying bandwidth and tolerate unpredictable end-end cell 
delays. A closed loop rate-based flow control mechanism has been devel­
oped to control the source rate in response to changes in network resources. 
ABR service is not intended to support real-time applications, since there are 
no delay or delay variation guarantees.
2.4 ABR flow control mechanism
Out of all the service categories defined by the ATM Forum, ABR is the 
most difficult service class to optimize (since it is the only traffic class that 
requires a closed loop control system). Therefore, the focus of this thesis is 
on the ABR service category. One of the challenges in designing ATM traf­
fic management was to maintain the QoS for various classes while attempt­
ing to make maximum use of network resources. ABR mechanisms allow the 
network to divide the available bandwidth fairly and efficiently amongst the 
active sources. The definition of available bandwidth is whatever bandwidth 
exists in excess of CBR/VBR traffic. Figure 2.1 shows the available band­
width in a physical link.
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One of the difficulties in providing optimal control of ABR traffic is that the 
available bandwidth will fluctuate dynamically due to statistical variation in 
the CBR/VBR traffic and changes in the number of ABR connections shar­
ing the available bandwidth. Therefore, ABR sources are continually adapt­
ing their transmission rate to make the most use out of the time-varying 
excess bandwidth. The performance of the network will depend on how well 
the sources can match their rate to the available bandwidth.
The traffic management specification was finalized in April 1996, the stand­
ard for the behaviour of the ABR source and destination has been well 
defined. However, the implementation issues regarding the flow control 
algorithm in the ATM switch are left to manufacturers, hence the focus of 
this thesis is on the development and evaluation of flow control algorithms 
for ABR service categories. Therefore it is important to study the rules of the 
ABR source and destination before we evaluate and develop new flow con­
trol algorithms.
ATM Forum has specified 13 rules for the source behaviour and 6 rules for 
the destination behaviour. Outlined below is a summary of the source rules
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for ABR service classes, a detailed explanation of those rules can be found in 
[Jain96b].
2.4.1 ABR source rules.
During connection establishment, the source must negotiate with the network 
and agree on the values of the following parameters: PCR, MCR, ICR, RIF, 
RDF and Nrm (refer to Table 2.1). These parameters will be used to adjust 
the cell rate of the source throughout the life of the connection. The defini­
tion of these parameters are outlined in Table 2.1.
Table 2.1 ABR parameters
Label Default
value
Definition
PCR - Peak cell rate, the maximum rate the source is allowed to transmit
MCR 0 Minimum cell rate, the guaranteed minimum rate of the source the network will 
support.
ACR - Allowed cell rate, the dynamic transmission rate the source shall not exceed.
ICR PCR Initial cell rate is the rate at which a source should transmit initially and after an 
idle period.
RIF 1/16 Rate increase factor, controls the amount of bandwidth to be increased.
RDF 1/16 Rate decrease factor, controls the amount of bandwidth to be reduced.
Nrm 32 Number of data cells between RM cells
ADTF 0.5 ACR decrease time factor, is the time permitted between RM cells before ACR 
is reduced to ICR.
ER - Explicit cell rate, the maximum rate the switch can support
Cl - Congestion indication bit
NI - No Increase bit
DIR - Direction bit
EFCI Explicit forward congestion indication
After the connection has been established, the Allowed Cell Rate (ACR) is 
set to its Initial Cell Rate (ICR), as the source has no knowledge of the avail­
ability of network resources. To ensure feedback of network status will be 
received as soon as possible, the first cell sent into the network is an RM cell. 
Each ABR source is permitted to send cells at a rate below or equal to the
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ACR. In addition the value of ACR shall not exceed PCR or be reduced 
below MCR.
Resource Management (RM) cells are generated by the source to convey 
information between the source and the switches of the network. On the for­
ward path, RM cells travel along the data path to the destination. Information 
regarding the requested cell rate and the status of the source are passed to 
each ATM switch along the forward path. The sources are required to send a 
forward RM cell after each burst of (Nrm -1) cells.
The destination simply returns the RM cells to the source, information 
regarding the status of the network is carried by the RM cell on this return 
path. Once the source receives the backward RM cells it updates the allowa­
ble cell rate according to the resource availability of the network.
The feedback information in the RM cell includes ER, Cl and NI. If the Cl 
bit is equal to 1, then the network is considered to be congested and the 
source should reduce its transmission rate. NI is used by the network to con­
trol whether ACR should increase its value or not. ACR shall not increase its 
value if NI bit is equal to 1. ER is determined by switches in the network, 
each switch will advertise the maximum rate it can support by setting the ER 
values in the RM cells. Table 2.2 below has outlined how ACR values 
should be updated:
If the source is idling and does not send any RM cells for a long period of 
Table 2.2 How to update ACR
NI Cl New ACR values
0 0 ACR = max (MCR, min(ER, ACR + RIF x PCR, PCR))
0 1 ACR = max(MCR, min(ER, ACR - RDF x ACR, PCR))
1 0 ACR = max(MCR, min(ER, ACR))
1 1 ACR = max(MCR, min(ER, ACR - RDF x ACR, PCR))
3 0 0 0 9  0 3 2 9 0 8 3 2  4
ABR Service for ATM 12
time (i.e. > ADTF), then the ACR value will be reduced to ICR. This is 
because the source no longer has up-to-date feedback information regarding 
the resource availability of the network.
If the network has become highly congested or an element of the network has 
a fault, an ABR source may not receive feedback information (RM cells) 
from the network (or less feedback than normal). To protect the network 
from congestion collapse, the source is required to reduce its transmission 
rate if backward RM cells are not received in a timely manner.
2.4.2 ABR destination Rules
The destination monitors the EFCI bit of incoming data cells and stores the 
value of the last seen data cell. This information is then used to determine the 
value of the Cl bit of the RM cell. On receiving a forward RM cell, the desti­
nation is required to turn the cell around. Before sending the backward RM 
cell the destination has to change the DIR bit from “forward” to “backward”, 
set values of the Cl, NI and ER fields of the RM cell to reflect its internal 
congestion state and the EFCI state of the last seen data cell. If the destina­
tion experiences congestion, it may want to reduce the transmission rate of 
the source. The destination is allowed to generate a backward RM cell with­
out having received a forward RM cell, but is limited to 10 cells/second.
2.5 Conclusions
As discussed in Section 2.2, the advantages of an ATM network lie in its 
efficiency in resource sharing, its ability to adapt to new service require­
ments and low network operation costs. The full advantages of ATM can 
only be realised if correct traffic management procedures are in place.
A very important service category in traffic management specifications is the 
ABR service class. This is because the efficiency of the network depends on 
the ability of the flow control mechanism in matching the total transmission
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rate of ABR traffic to the available bandwidth of the network. Therefore, in 
this thesis we will focus entirely on the design and evaluation of ABR flow 
control algorithms.
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3. Survey of Flow Control 
Mechanisms for ABR
3.1 Introduction
In a large network with dynamic changes in bandwidth over time, there will 
be instances when there is a miss-match in the required and available band­
width, resulting in network congestion. Thus a congestion control scheme is 
needed to ensure effective management of the network resources. In 1994 the 
ATM Forum introduced a new service category for applications that can 
change their transmission rates on demand which is called Available Bit Rate 
(ABR) service [Sath96].
3.2 Congestion Control Methods
Congestion occurs when the demand is greater than the available resources 
of the network. Figure 3.1 [Jain96a] shows that the duration of congestion 
affects the choice of the method. For congestion lasting less than the duration 
of the connection an end-to-end control scheme can be used. There are two 
types of control schemes, open and closed loop. In a closed loop scheme, 
sources are informed dynamically about the congestion state of the network 
and asked to increase or decrease their transmission rate. The flow control
Survey of Flow Control Mechanisms for ABR 15
algorithm for ABR service is an end-to-end closed loop control scheme as 
described above.
Congestion Congestion
duration mechanism
Capacity planning and network design 
Connection admission control 
Dynamic routing
Dynamic compression 
End-to-end feedback
Short ▼
Link-by-link feedback 
Buffering
Figure 3.1 Selecting Congestion mechanism
In the early stages of the standardization process for ABR flow control, there 
were eight major proposals [Jain96a] presented to the ATM Forum. A brief 
description of each proposal will be presented below along with their advan­
tages, disadvantages and reasons for rejection.
Fast Resource Management (FRM) scheme was proposed by France Tele­
com [Boye92]. Each ABR source must send a resource management cell 
requesting the desired bandwidth before actually sending data cells. ATM 
switches along the forward path either drop or forward the RM cell depend­
ing on whether or not it can support the request rate. The destination returns 
the RM cell back to the source which can then transmit the burst. If the 
source did not receive the RM cell before its time out period, it resends the 
request RM cell. Operating under this mode will guarantee zero cell loss 
under normal network conditions (i.e. no equipment or link failure), but suf­
fers from a minimum round trip delay period before any data can be sent. To 
avoid this round trip delay before sending data, an “immediate transmission” 
was also proposed. This proposal was not accepted at the ATM Forum 
because it would either cause excessive delay during normal operation or 
excessive loss during congestion [Jain96a].
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Fujitsu [Kata94] proposed a Delay-Based Rate Control scheme to the ATM 
Forum, it was not followed up and the precise details of the algorithm were 
not presented. The basic operation of the algorithm requires that the source 
monitors the round trip delay by periodically sending RM cells and each con­
tains a timestamp. RM cells are returned by the destination. The ABR source 
adjusts its transmission rate according to the round trip delay it measures. 
This scheme has the advantage that no explicit feedback is expected from the 
network and will work even if the path contained non-ATM networks or 
links [Jain96a].
Backward Explicit Congestion Notification (BECN) scheme was presented 
by Newman [Newm93] in 1993. This method consists of ATM switches 
monitoring their queue lengths, comparing them to a preset threshold and 
sending an RM cell back to source if congested. When BECN cells are 
received by their sources, their transmission rates are reduced by half. On the 
other hand, if no RM cell is received within a recovery period, the source 
will double its transmission rate once each period until it reaches the peak 
cell rate. The advantage of this scheme lies in its low implementation com­
plexity. This scheme was not adopted because it was found to be unfair. The 
sources receiving BECN cells were not always the ones causing the conges­
tion [Rama93].
Sun Microsystems [Roma94] proposed an Early Packet Discard algorithm to 
the ATM Forum. As the name implies, this method drops all cells of one 
packet instead of randomly dropping cells belonging to different packets, 
thus reducing the number of packets required to be retransmitted. This 
scheme operates as follows: when a switch buffer start getting full, it looks at 
the “end of message” (EOM) marker (which is provided in ATM AAL5) and 
it drops all future cells belonging to that source until the EOM marker is seen 
again. This method suffers from a fairness issue in that cells arriving at a full 
buffer may not be responsible for causing the congestion.
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Tzeng and Siu [Tzen94] combined the good features of the credit-based and 
rate-based proposal and presented a scheme called “Link Window with End- 
to-End Binary Rate”. This scheme used window flow control on every link 
as well as EFCI-based end-to-end rate control. This method overcame the 
scalability problem in the per-Virtual Connection (VC) credit-based scheme 
by using per-link based window control which guarantees zero cell loss. 
Unfortunately, neither the credit-based nor the rate-based camps found it 
acceptable even though it contained elements from each of the opposite 
camps.
The Fair Queueing with Rate and Buffer Feedback (FQRBF) algorithm was 
proposed by Xerox and CISCO [Lyle94]. This proposal consisted of sources 
periodically sending RM cells to determine the bandwidth and buffer usage 
at their respective bottlenecks. Each switch implements fair queueing, it 
maintains a separate queue for each VC and computes the time at which the 
cell would finish transmission if the queues were to be served round-robin 
one-bit at a time. The fair share of a VC is determined as the inverse of the 
time interval between the cell arrival and its transmission. This fair share 
information reflects the number of other VCs that are active. This scheme 
was dismissed because of its non-scalability and complexity, since it requires 
per-VC (fair) queueing in the switch.
Kung [Kung94] presented one of the two leading approaches to the ATM 
Forum, the Credit-Based approach. This proposal was supported by many 
companies including Digital, BNR, FORE, Ascom-Timeplex, SMC, Brook- 
tree and Mitsubishi [Kung94] [Scot94]. This scheme operates on per-link, 
per-VC and it is based on window flow control. The receiver monitors the 
queue lengths of each VC and determines the number of cells (called 
“credit”) the sender can transmit on that VC. The sender transmits up to as 
many cells as allowed by the credit. To overcome the problem of losing the 
credit information, a credit resychronization algorithm was proposed. It 
requires both sender and receiver to maintain counts of cells sent and
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received for each VC and exchange these counts periodically. The receiver 
will reissue additional credits if there is an information mismatch. In the later 
version, the credit-based approach was enhanced to give adaptive credit 
where each VC only gets a fraction of the round-trip delay’s buffer alloca­
tion. For highly active VCs, the fraction is larger; for less active VCs, the 
fraction is smaller. If an inactive VC (i.e. having low credits) becomes 
active, it may take some time to go through this incremental cycle before it 
can use the full capacity of the link even if there were no other users. The 
credit-based proposal was not adopted because it was not scalable for large 
networks (due to its per-VC queueing) and needed to store more cells within 
the network during congestion than rate-based schemes [Omid96].
The rate-based approach was adopted as the standard [Sath96]. It was pro­
posed originally by Mike Hluchyi. In this standard, only the behaviour of the 
source and destination end systems are defined, and the implementation 
issues regarding the ATM switches are left to manufacturers. In particular, 
the algorithms used by ATM switches to detect congestion and calculate the 
explicit rate for each ABR source to ensure effective management of net­
work resources are not defined, this allows manufacturers to take the advan­
tage of any future algorithms that offer better performance or a lower 
implementation complexity. Therefore the focus of this thesis is on develop­
ment and evaluation of different explicit rate calculation algorithms for ABR 
flow control schemes.
3.3 Binary Scheme
The simplest example of rate based flow control is the EFCI marking mecha­
nism, in which data cell headers are marked when congestion is detected. 
The congestion detection algorithm can be based on a single buffer level 
threshold or dual thresholds [Arul96]. The explicit rate schemes have several 
advantages over the binary scheme. These advantages include: (1) it has a 
very fast convergence time. (2) For any changes in network conditions,
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explicit rate schemes can reach the optimal operating point within a few 
round trips. (3) The initial rate has less impact on the convergence time of 
the system. Explicit rate schemes are robust against errors and loss of RM 
cells. The next correct RM cell will bring the system to the correct operating 
point.
The disadvantages of the explicit rate schemes include: (1) high implementa­
tion complexity. (2) high memory requirements.
3.4 Explicit Rate Algorithms
In the explicit rate feedback scheme, each ATM switch advertises the maxi­
mum allowable cell rate it can accept in the explicit rate field of the RM cell. 
An explicit rate switch uses their current load information to calculate the 
allowable rates for the source. There were many different proposals for 
explicit rate calculation algorithms and while not all algorithms are presented 
in this thesis, most of the major proposals are discussed below.
All the different explicit rate flow control schemes can be grouped into two 
categories. The first is congestion avoidance and the second is congestion 
control. Congestion avoidance mechanisms maintain a non-congested state 
by setting the target rate slightly below the available link bandwidth. ERICA, 
CAPC, CCERI and FMMRA schemes are all examples of congestion avoid­
ance mechanisms.
On the other hand, congestion control mechanisms allow the network to 
recover from a congested state. However, a potentially large number of pack­
ets may be lost between the onset of congestion and the moment when the 
congestion control mechanism can react. EPRCA, CCUSP, DMRCA and 
FERM schemes are examples of congestion control mechanisms.
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3.4.1 Congestion Control Schemes
3.4.1.1 Enhanced Proportional Rate Control algorithm
The Enhanced Proportional Rate Control algorithm (EPRCA) was proposed 
by Robert [Robe94]. The switch estimates the average of the Current Cell 
Rate (CCR) values of connections, denoted as Mean Allowed Cell Rate 
(MACR). MACR is computed using an exponential running average as fol­
lows:
MACR = ( l -a)MACR + aCCR (Eqn3.1)
where a  is the averaging factor and is generally chosen to be 1/16.
The congestion detection mechanism is based on queue length information. 
The switch monitors the buffer level, when it exceeds the preset threshold 
(QT) congestion is declared. Only those connections whose CCR values are 
above their fair share will have the congestion indication (Cl) bit marked. 
The fair share is calculated as follow:
Fairshare = MACR x DPF (Eqn 3.2)
where DPF is the down pressure factor, typically set to 7/8.
When the switch buffer level exceeds the higher preset threshold (DQT), the 
switch is said to be in a state of severe congestion. In this case, all connec­
tions are required to reduce their rates regardless of their CCR values (by 
making the Cl bit). A lower value fair share is calculated for this situation.
Fairshare = MACRx MRF (Eqn 3.3)
where MRF is the major reduction factor.
In addition to performing intelligent marking, a backward RM cell with ER 
values greater than the fair share will have its ER values reduced to the fair 
share. The congestion detection mechanism of the EPRCA scheme in the 
ATM switch is based on a buffer level threshold. A potential problem can 
arise in that queue length gives no information about the difference between
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the current input rate and the ideal rate. For example if a switch has 50 cells 
in its buffer and the queue is growing at a rate of 500 cells per second the net­
work will be overloaded. However, a switch may have 500 cells in its buffer, 
the queue is reducing at 800 cells per second and the network will be under­
loaded.
The advantage of the EPRCA algorithm lies in its low implementation com­
plexity, since it does not require the maintenance of per-connection informa­
tion. In this scheme the CCR values and MACR must converge, otherwise 
the algorithm could exhibit severe oscillation and unfairness [Arul96]. 
Dynamic Max Rate Control Algorithm (DMRCA) [Chiu96] is one possible 
enhancement to the EPRCA scheme. Instead of estimating the CCR values of 
all connections, this algorithm calculates an average maximum rate 
(AMAX). The switch monitors the maximum rate of all connections and 
records the connection number corresponding to the MAX values as MAX- 
VC. AMAX is only updated whenever a new MAX value has been meas­
ured.
Tiong, Ab-Hamid and Lim [TionOO] have also modified the EPRCA algo­
rithm by using both the queue length and load factor to detect congestion 
instead of two queue thresholds. The explicit rate is calculated based on two 
queue length thresholds and two load factor thresholds. Simulation results in 
the paper [TionOO] show that, the new scheme has increased the network 
throughput at none congestion state.
3.4.1.2 Rate-based Control Scheme with Background VBR traffic.
Yuan, Soong and Zhang [Yuan99] have propose an algorithm which 
employs both the load factor and the derivative of the queue length to under­
take congestion control. Congestion is detected when the load factor is 
greater than one and the rate of change in queue length is positive.
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The explicit rate (ER) of the ABR source are suppressed by the rate of 
change in queue length under congestion. Assume that the queue length 
increases aq in the measurement interval at :
where
ER = MACR x Mdf (Eqn 3.4)
Mdf~ 1 “ ad x At x TotalRate (Eqn 3'5)
where ad is the parameter that slows down the suppression process.
A “greedy” ABR source and a simple (step function) VBR traffic source 
were used in the simulation model. The allowed cell rate of the ABR source 
were monitored and it was shown that the source rate converges to steady 
state quickly with the step VBR traffic source. However, the authors did not 
study the performance of the congestion control scheme with bursty ABR 
source and realistic VBR traffic source which fluctuate randomly.
3.4.1.3 Congestion Control using a Smith Predictor.
Mascolo and Cavendish [Masc96] presented an ATM flow control algorithm 
call Congestion Control Using a Smith Predictor (CCUSP): an EPRCA 
implementation. In this algorithm the switch maintains a separate queue for 
each VC passing through it. It monitors this per VC queue occupancy X(t) 
and conveys this information to the associated source. Using this information 
the source calculates the transmission rate as follows:
u(t) = K X°-X(t )~ J u(t )dt
(t - R T D )
(Eqn 3.6)
where: K is a positive constant gain, X° is the buffer level preset threshold, 
u(t) is the transmission rate of the source at time t and RTD is the round trip 
delay between source and the switch. Note that Equation 3.6 implements a 
simple proportional control with integral action. In [Masc96] the author has
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shown that the algorithm can guarantee zero cell loss. The reason for zero 
cell loss lies in the author’s assumption of no background traffic with the 
controller reacting as if all the “in flight” cells were in the bottleneck queue. 
This result can not be sustained in the presence of fluctuating VBR back­
ground traffic. One of the problems with this approach is that per-VC queue­
ing is not scalable for large networks (this is the reason why the credit-based 
algorithm was rejected).
Mascolo has addressed the above problems by removing per-VC queueing 
and taking into account of VBR traffic in one of the recent paper [MascOO]. 
In [MascOO], the CCUSP algorithm still guarantees zero cell loss with the 
presence of simple VBR traffic (i.e. traffic levels changes in step function). 
This can only be realized because of the uses of “greedy” ABR traffic source 
and simple VBR background traffic. However, the zero cell loss condition 
may not hold under typical network operations (i.e. with the presence of 
bursty ABR traffic and realistic VBR traffic).
3.4.1.4 Fuzzy Explicit Rate Marking
Pitsilllides et al. [Pits97] presented a Fuzzy Explicit Rate Marking (FERM) 
algorithm for ABR flow control. In this approach the flow rate is calculated 
by the Fuzzy Congestion Controller (FCC) using two input variables: ABR 
queue length and its growth rate. The FERM algorithm operates as follows: 
at the end of each filter period of Nfp (set to 50 cell service periods) cell 
times (control interval), two numerical values showing the average ABR 
queue length and the difference of the queue length from the previous control 
interval are calculated and fed to FCC. Based on this data and the linguistic 
information stored in the rule based algorithm, FCC computes the Fractional 
Flow Rate (FFR) and an explicit rate (ER=FFR * link rate) for all sources. 
The linguistic input variables of FCC are: queue length (empty, moderate 
and full) and rate of change in queue length (decreasing_fast, 
decreasing_slow, zero, increasing_slow and increasing_fast) and the output 
variable is the flow rate limits for ABR source (very_little, little, moderate,
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high and very_high). There are a total of 11 linguistic rules used to determine 
the flow rate and the detail of those rules can be found in [Pits97].
The author has compared the performance of FERM with the EPRCA 
scheme. The results show that FERM offers a faster transient response, lower 
end-to-end delay and better network utilization. One of the disadvantages of 
this scheme is that the selection of the linguistic rules and variables is based 
on experience and expected system behaviour. The design of the algorithm 
can be difficult for a new system, since there is no systematic way for the 
rules and variables selection process to be optimised.
3.4.1.5 Neural-Fuzzy Congestion Control Algorithm
Lee and Hou [LeeOO] have proposed the use of a neural-fuzzy system for rate 
based congestion control in ATM networks. The congestion controller con­
sisted of two parts, a neural-fuzzy network and a fuzzy interface engine. The 
neural-fuzzy network is used to predict cell loss and future queue length 
based on the current normalized queue length, current normalized queue 
change rate and previous normalized queue change rate. The self-tuning 
fuzzy interface engine is based on fuzzy IF-THEN rules to calculate the 
explicit rate. It intends to minimize the difference between the future queue 
length and the desired queue length.
The performance of the Neural-Fuzzy Congestion Control (NFCC) algo­
rithm were compared with EPRCA scheme. The simulation results indicted 
that NFCC has a higher throughput and less oscillation in allowed cell rate 
when compared to EPRCA. However, the simulation model did not take into 
account the impact of higher priority VBR traffic.
Harju and Pulakka [Harj99] also proposed a congestion control algorithm 
based on the use of a fuzzy controller. The fuzzy controller in the ATM 
switch has two input variables: the ABR buffer occupancy level and pre­
dicted change of the occupancy level of ABR buffer. The output variable of
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the fuzzy controller is a proportional variable, which tells how much the data 
rates of the ABR connections should be increased or decreased.
The fuzzy controller in the destination makes periodical decisions about 
sending of special control cells back to source stations. The special control 
cells carry values of two variables: the network control factor and maximum 
data rate change factor. Sending special control cells by the destination 
requires modification of the ATM Forum Specification. This means that the 
control algorithm can not be used in public ATM networks and we will not 
include this algorithm in our performance evaluation chapter.
3.4.2 Congestion Avoidance Schemes
3.4.2.1 Congestion Avoidance using Proportional Control
Barnhart [Bam94] has proposed a scheme called, Congestion Avoidance 
using Proportional Control (CAPC). The switch measures the load factor z, 
which is defined as the ratio of input rate and target rate for the link.
I n p u t R a t e  
z  ~  T a i g e t R a t e
(Eqn 3.7)
The load factor is measured at fixed time intervals and is used to update the 
fair share value of the switch.
During underload (z < 1), the fair share is increased as follows:
F a i r s h a r e  = m i n ( E R U ,  1 + (1 -  z ) R u p ) ( F a i r s h a r e )  (Eqn 3.8)
where Rup is slope parameter in the range 0.025 to 0.1. ERU is the maxi­
mum increase allowed and was set to 1.5.
During overload (z >1), fair share is decreased as follows:
F a i r s h a r e  =  m a x { E R F , \ - { z - l ) R d n ) { F  a i r  s h a r e )  (Eqn 3.9)
where Rdn is a slope parameter in the range 0.2 to 0.8 and ERF is the mini­
mum decrease required and was set to 0.5.
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The advantage of this scheme is that it does not require maintenance of any 
variables on a per-connection basis. This scheme is sensitive to the choice of 
the control parameters, incorrect setting could cause large oscillations in 
rates and potential unfairness.
3.4.2.2 Explicit Rate Indication for Congestion Avoidance
The Explicit Rate Indication for Congestion Avoidance (ERICA) scheme 
was proposed in [Jain95]. In this congestion avoidance scheme, the switch 
measures the input rate over a fixed averaging interval (AI) and the target 
rate is typically set to 85%-95% of the link bandwidth. The switch calculates 
two quantities namely, fairshare and VCshare:
. ______T a r g e t  c a p a c i t y ______
F a i r s h a r e  -  p j u m ]je r  a c i i v e  c o n n e c t i o n s
C C R  I n p u t R a t e
V c s h a r e  = z  where: Z = T d X g e t R a t e
(Eqn 3.10)
(Eqn 3.11)
To ensure that most current information is used, the current cell rate (CCR) 
is obtained from the forward RM-cell. The number of active sources is 
obtained by marking a bit in the VC table whenever a cell is seen on each 
VC. The bits are counted at the end of each averaging interval and cleared at 
the beginning of each interval.
On the arrival of a backward RM cell, the ER field is marked down as fol­
lows:
E R  = m i n ( E R , m a x ( F a i r s h a r e ,  V c s h a r e ) )  (Eqn 3.12)
This algorithm is insensitive to parameter variation, and proves to be very 
robust [Arul96]. The rate approaches the ideal operating point very quickly 
with small oscillations. One of the problems of this scheme is that it requires 
the maintenance of per-connection based information.
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The ERICA algorithm estimates the number of active sources by considering 
a connection active if the source sends at least one cell during the averaging 
interval. This can be inaccurate if the source is sending at a low rate and the 
measurement interval is short. A new method for estimating the number of 
active connections was proposed by Fahmy e t  a l  [Fahm98]. In this case, the 
effective number of active connections is used for FairShare calculation. The 
effective number of active connections is the sum of the activity levels for all 
connection. The active level of each connection is defined as follows:
A c t i v i t y l e v e l  = M i n { \ ,  S o u r c e R a t e / { F a i r S h a r e ) )  (Eqn3.13)
3.4.2.3 Congestion Control with Explicit Rate Indication
Congestion Control with Explicit Rate Indication (CCERI) was presented by 
Chamy, Clark and Jain [Rohr95] to compute the fair rate in a distributed 
manner. Each switch updates its advertised rate at the arrival of a new back­
ward RM cell. If the ER field of the RM cell is less than the advertised rate 
the associated connection is assumed to be bottlenecked elsewhere. A bottle­
neck bit is marked and the ER values are stored in a connection table. The 
advertised rate is calculated iteratively using Equation 3.14.
Advertised rate
Link rate -  ^Rate of connections bottlenecked elsewhere ^qn 3
Total number of connections -  ^Collections bottlenecked elsewhere
The CCERI algorithm is reported to have a fast transient response and the 
steady state bandwidth utilisation does not oscillate. This algorithm requires 
per-connection information for all connections belonging to the switch and 
has a computational complexity of order N, where N is the number of con­
nections.
As discussed above, all the different explicit rate flow control schemes can 
be grouped into two categories (congestion avoidance and congestion con­
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trol). Examples of the congestion avoidance mechanism are ERICA, CAPC, 
CCERI and FMMRA schemes. Many authors [Zora99] [Kaly98] [Petr98a] 
[Petr98b] [Hong98] [Hart97] and [Tsan96] have studied and compared the 
performance of ERICA with their new proposed flow control algorithm due 
to its popularity. In this thesis ERICA is the only congestion avoidance 
scheme that will receive serious examination, since it is the most likely can­
didate for future implementation of congestion avoidance schemes in ATM 
switches. This is because it has been shown to be very stable under most net­
work conditions [Arul96]. It has a small buffer size requirement, which 
translates to low queueing delays in the ATM switches. The implementation 
complexity of the ERICA scheme is relatively low when compared to other 
congestion avoidance schemes. In addition most of the other schemes per­
form very similarly to ERICA in terms of bandwidth management.
EPRCA, CCUSP, DMRCA, FERM and NFCC schemes are examples of 
congestion control mechanisms. Many authors [LeeOO] [TionOO] [AH99] 
[Ma97] [Pits97] and [OHS95A] have used the EPRCA scheme as a bench 
mark for the performance comparison with their new proposed flow control 
algorithm. In this thesis the EPRCA is the only congestion control scheme 
that will receive serious consideration, as it is the most likely candidate for 
future implementation of congestion control schemes in ATM switches. This 
is because it does not need to maintain any per-connection based informa­
tion, (ie.it has a small storage requirement), which translates to scalability in 
large ATM networks. It has a very low implementation complexity when 
compared with all other explicit rate schemes. It also has the potential to uti­
lize close to 100% of the available bandwidth for ABR service.
3.5 ABR Flow Control Analytical Models
This section describes previous work on the analytical modelling of ABR 
flow control systems. The papers found in the current literature concerning 
ABR flow control analysis are mostly based on fluid flow approximation.
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The fluid flow model is a reasonable assumption in a high speed ATM net­
work, where the packet size is small (i.e. 53 bytes) and the granularity of the 
traffic can be ignored. One of the advantages of the fluid flow model is that 
the transmission rate (ACR) of the ABR source can be easily described as a 
fluid with a flow rate equal to the transmission rate. The queueing system is 
modelled by a set of delay-differential equations, where the rate of change of 
the buffer levels is determined by the difference between the input rates and 
output rates.
Although most papers use the fluid flow model, the performance measure­
ments and assumptions used in each paper are different from each other. Out­
lined below are the detailed assumptions and results presented in each paper. 
Papers discussed in this section can be divide into two groups: analytical 
models of binary feedback schemes and explicit rate schemes.
3.5.1 Binary Feedback Mechanisms
The random fluctuation in the queueing process due to the nonadaptive 
source (i.e VBR background traffic) was first modelled as Brownian motion 
in [FEN94]. In this paper [FEN94], the initial Brownian model was replaced 
by a more realistic stochastic fluid model to extend the analytical model so 
that it can handle a wider variety of background traffic patterns. All adaptive 
(ABR) sources were assumed to have an infinite amount of data to send (i.e. 
greedy source). The switch buffer size is assumed to be finite. The feedback 
information is received by the source at a fixed rate. The approximations for 
both the throughput loss due to server idleness and throughput loss due to 
overflowing buffers were presented in [FEN94]. Fendick and Rodrigues 
[FEN94] have shown how the parameters of the flow control algorithm can 
be fine tuned to minimizing the overall throughput loss.
In [Pazh95] each traffic source is modelled as a Markov-modulated fluid 
(MMF) source, where the instantaneous rate of fluid generation is governed
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by the state of a continuous time Markov chain. The switch server is mod­
elled as a Markov-modulated fluid sink, where the instantaneous rate at 
which fluid may be released is governed by the state of a continuous Markov 
chain. Although the server model is capable of describing the fluctuations of 
background traffic, the results presented in the paper only consider the case 
with zero background traffic. For ease of analysis the interanival time of 
feedback information is assumed to be exponential. An analytical expression 
for throughput and loss probability were obtained. A performance compari­
son between the open loop policy and feedback policy was presented, the 
numerical results indicated that the feedback scheme was a significant 
improvement in terms of lower buffer overflow over the open-loop policy. In 
[Pazh95] all sources are assumed to have the same feedback delay. In 1996, 
Pazhyannur and Agrawal [Pazh96] extended the analytical model to cover 
cases with multiple propagation delays.
Bonomi and Mitra [Bono95] considered the case where each VC has a differ­
ent propagation delays in the system. The RM cell update interval was 
assumed to be fixed while each ABR source assumed to be greedy. Back­
ground traffic has been ignored in this paper and the buffer size is assumed to 
be infinite. Both rate-based and window-based flow control were considered. 
The analytical results were used to provide guidelines for the design of 
parameters of the algorithm. A simulation model was also used to test the 
effect (robustness with respect to parameters) of the parameter design of the 
rate-based algorithm.
The transient behaviour of a binary feedback algorithm was analysed by 
Ramamurthy and Ren [Rama95]. The allowed cell rate of the ABR source 
was approximated by continuous time differential equations. This means that 
the ABR source updates its allowed cell rate continuously, implying that the 
interval between consecutive RM cells is zero. This assumption can become 
very inaccurate in a situation where ACR is small, which translates to a large 
update interval between RM cells. A “greedy” source was used to model
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ABR traffic. The switch buffer size was assumed to be infinite. The maxi­
mum queue length and ACR of the system was approximated by a closed­
form solution which was used for selecting control parameters to maximize 
the throughput of the system.
An analysis of the transient queueing and rate behaviour of the ABR service 
class were presented in [Yin95]. In this paper a number of simple (unrealis­
tic) assumptions was selected for the model including: persistent ABR traffic 
sources, infinite switch buffer and zero length RM cell update interval. CBR 
background traffic was modelled in the analysis, however VBR traffic was 
absent from the queue analysis. Buffer requirements for the system in both 
transient and steady-state were approximated by closed-form expressions. 
The results of analysis were used to provide guidelines for the selection 
buffer size and rate control parameters.
3.5.2 Explicit Rate scheme
The analytical model for EFCI and EPRCA scheme were presented by 
Ohsaki e t  a l. in [OHS95A]. All ABR sources are assumed to behave identi­
cally. The time interval between ACR updates was assumed to be fixed. The 
switch buffer was assumed to have infinite capacity. “Greedy” ABR sources 
were selected for the queueing model. Solutions for Maximum queue length 
and throughput at the switch were obtained by solving a set of differential 
equations iteratively.
Ritter [Ritt96] compared the performance of ER (fair share) with binary 
(EFCI) feedback. The results show that an EFCI-based switch requires a 
larger buffer than an ER-based switch. Closed-form expressions were 
derived to estimate the maximum buffer levels in both steady state and tran­
sient conditions. Differential equations were used to model the allowed cell 
rate and buffer content in a system. Assumptions made in this paper include: 
no background VBR traffic, instant update for ACR in each source, “greedy” 
traffic source and infinite size buffer.
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The transient behaviour of the Distributed Explicit Rate Algorithm (DERA) 
was analytically formulated using a fluid-flow approximation by Vojnovic 
[Vojn98]. In this paper, two transient situations were considered, a ramp-up 
(a step increasing of available capacity) and a ramp down (a step decreasing 
of available capacity). Persistent ABR traffic sources and infinite size switch 
buffers were selected for the analysis. A system performance matrix, pre­
sented by Vojnovic [Vojn98], include convergence time, rate overload and 
queue build-up.
3.6 Deficiencies of Previous work
In Section 3.4 and Section 3.5, previous work on the development and per­
formance evaluation of explicit rate flow control algorithms was reviewed.
The following deficiencies were noted:
1. According to the ATM Forum standard, an RM cell is sent after every N data 
cells, this means that the generation of RM cells is governed by the ACR of the 
source. In [FEN94] [Bono95] [OHS95A] [Ohsa95b], the intervals between RM 
cell updates are assumed to be constant. On other hand [Rama95] [Ritt96] 
[Yin95] assume that the feedback information is updated continuously in time 
while [Pazh95] [Pazh96] assume intervals between RM cell updates to be expo­
nential. None of those assumptions are accurate because it does not capture the 
coupling between the ACR of the source and generation of RM cells.
2. In 1993 Leland [Lela93] reported that Ethernet LAN traffic is statistically self­
similar. Since then many authors have applied self-similar traffic models to char­
acterize a wide variety of traffic types. The ABR source traffic models used in 
both the simulation and analytical studies in the current literature concerning 
ABR flow control performance evaluation were found to be unrealistic from this 
point of view. For example, many authors [Bono95] [Li96a] [Li96b] [Rohr95] 
[Rama95] [OHS95A] [Ohsa95b] [Ohsa95c] [Ritt96] [Tsan96] [Masc96] [Siu96] 
[Hase96] [Siu95] [Ohsa97] [Choi97] [Ma97] [Mudd96] have the “greedy” traffic 
model for fairness and maximum through measurement. Other authors [Gerl95]
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[Pits97] [Petr98c] have used the On-Off model with exponential active and idle 
periods as the traffic model. In [Pazh95] and [Pazh96] a Markov-modulated fluid 
(MMF) model was adopted as the source model. None of the traffic models 
assumed above have captured the self-similarity property of traffic patterns that 
was reported in the literature [Lela93].
3. Ramamurthy and Segupta [Rama96] have stated that, in high speed wide-area 
networks, where propagation delay dominates, reactive feedback control may be 
too slow to be effective. In [Pazh95], Pazhyannur and Agrawal also identified 
the difficulties of using delayed feedback for flow control in high speed net­
works with large propagation delays. Difficulties in using delayed feedback in a 
wide-area network lie in the fact that feedback information may be out of date if 
the time to propagate the information is longer than the required reaction time of 
the control system.
Pazhyannur and Agrawal [Pazh95] have studied the impact of large propagation 
delays on a binary feedback scheme. However, we still need to determine the 
performance of explicit rate schemes under the influence of large propagation 
delays, since explicit rate schemes have several advantages over binary schemes. 
In [OHS95A] and [Mudd96] a study of the effect of propagation delays on the 
performance of the EPRCA scheme was presented. Muddu [Mudd96] has 
reported that the allowed cell rate of all sources experience wide oscillations 
under long propagation delay. Results in [OHS95A] indicated that the link is not 
fully utilized when the propagation delay becomes large. However, [OHS95A] 
and [Mudd96] did not provide a realistic performance evaluation of the EPRCA 
scheme, since it assumed there was no background traffic and “greedy” ABR 
sources.
3.7 Conclusions
In this chapter we have reviewed flow control mechanisms for the ABR serv­
ice and the associated analytical models which have been used as the basis of 
their performance evaluation. We have pointed out that unrealistic traffic
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models have been used in the available literature for the performance evalua­
tion of flow control schemes.
The model for the inter-arrival time between RM cells presented in the cur­
rent literature for ABR flow control analysis was found to be inaccurate. In 
chapter 5, an analytical model is developed to overcome this problem. In our 
analytical model, the intervals between consecutive RM cells are modelled 
according to the ATM Forum standard.
Current literature has suggested that feedback control may not operate effec­
tively in networks with a large delay bandwidth product. Although some 
authors have studied this problem, no one has used realistic assumptions in 
their models for explicit rate schemes. We will study this problem with real­
istic assumption in chapter 5 and show neither EPRCA or ERICA operates 
effectively.
One of the possible ways to improve the performance of the ABR flow con­
trol scheme in networks with large delay bandwidth product is by taking 
advantage of congestion prediction. Lee [LeeOO] and Harju [Harj99] have 
developed a fuzzy logic system to predict future buffer occupancy of the 
ATM switch and use this information for explicit rate calculation. Many 
authors (see Chapter4) have reported that both data and video traffic are self­
similar in nature. This lead to the possibility of congestion prediction 
because data and video traffic are correlated. Therefore, we will investigate 
the idea of incorporating congestion prediction into the explicit calculation 
algorithm in Chapter 6.
Self-similar Traffic modelling 35
4. Self-similar Traffic modelling
4.1 Introduction
In Chapter 3 we identified and discussed a large number of potential ABR 
flow control mechanisms. In this chapter we examine typical traffic charac­
teristics and how these will impact on the performance of the ABR flow con­
trol algorithms.
4.2 Literature Review
A significant development was reported by Leland [Lela93] in 1993, who 
demonstrated that the Ethernet local area network traffic is statistically self­
similar. One of the disadvantages of the aggregate self-similar traffic model 
proposed by Leland [Lela93] is its non-scaleablity aspect. For example, 
Leland has captured the traffic characteristics of a 10 Mbps Ethernet LAN. 
However, this model would not be accurate if it were to be used to model 
155 Mbps ATM LAN, the reason being that the Ethernet LAN traffic model 
has captured some of the inherent properties of this particular network which 
may not exist in other networks. A better approach is to model the source 
traffic characteristics. If the application used by the end-system remained the 
same in different networks, then the source traffic model should be very
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robust in different networks. It is reasonable to assume that the end-system 
has very similar user applications even if it is in a different type of network.
Traffic characteristics have traditionally been assumed to be Poissonian in 
nature [Gros74] [Perr91] [Heff86]. Hence the concept of traffic prediction 
was not feasible. After Leland reported that Ethernet LAN traffic is fractal in 
nature, self-similar processes have been used for modelling in a wide variety 
of traffic characterisation including: WAN traffic [Paxo94], Ethernet LAN 
[Lela94] [Will95a] [Will95b], ISDN [Erra93], variable bit rate video traffic 
[Mcla91] [Garr94] [Huan95] and SS7 signalling traffic [Duff94]. It is well 
known that self-similar processes are correlated which implies that traffic 
prediction is feasible. This is a rather interesting property since it implies the 
notion of predicting the onset of congestion ahead of time. Before we embark 
on a search for congestion prediction it is prudent to first confirm whether 
data traffic is indeed self-similar.
Mandelbrot [Mand69] has shown that in an economic framework a self-sim­
ilar process can be formed by aggregating many sources with a heavy-tail 
distribution. To provide an explanation for the observed self-similar nature 
of measured traffic reported by Leland [Lela93], a model that captures indi­
vidual source-destination traffic characteristics is adopted in this thesis 
instead of the aggregate traffic model. The self-similar property of Ethernet 
LAN traffic can be easily confirmed by comparing the source traffic charac­
teristic with Mandelbrot’s theme.
Prior to 1994 there was no available literature on the proof of Ethernet LAN 
traffic self-similar characteristics. In 1994 we confirmed that Ethernet traffic 
is self-similar in small time scale and this finding was published in Decem­
ber that year [Liu94]]. In the following year Willinger et. al. [Will95b] 
reported similar findings by using ON-OFF traffic sources to model individ­
ual source-destination traffic characteristics. In [Will95b] the self-similar 
property of Ethernet LAN traffic was confirmed by showing that individual 
traffic sources have a Pareto distribution for the duration of the off period.
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4.3 Self-similar processes
Before the proposed traffic model is developed it is necessary to define a 
self-similar process and further show how a self-similar process can be 
formed via aggregation. Note that a self-similar process is a covariant sta­
tionary stochastic process with a well defined correlation structure which is 
scale-invariant [Cox84].
4.3.1 Averaged Processes
We first consider a second-order stationary process {Xt} with an autocorrela­
tion function denoted by c(n) where p is the mean.
c(n) = — ft)(ATi + „ — M-)] n = 1,2,3... (Eqn4.1)
We now form a new series {Xt(m>} by averaging the original series, giving
x!m) = ( x l m - m - H +  -  + X : m V m  rn= 1,2,3... (Eqn 4.2)
and let c{m\ n ) denote the corresponding autocorrelation function of the 
new series:
c{m\ n )  = E[(X{m)t -y i) (X {m)t + n - V ) l (Eqn 4.3)
4.3.2 Definition of Self-Similarity
If the process {Xt} and the averaged processes {X/m>} both have identical cor­
relational structures, then they are called e x a c t l y  s e c o n d - o r d e r  s e l f - s i m i l a r  
[Cox84], that is
c'm\ n )  = c(n) for all m = 1,2,3... n= 1,2,3... (Eqn 4.4)
The process {Xt} is called a s y m p t o t i c a l l y  s e c o n d - o r d e r  s e l f - s i m i l a r  if 
c{m\ n )  agrees asymptotically with c(n) .
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4.3.3 Self-Similarity Through Aggregation
Mandelbrot [Mand69] has shown that a self-similar process can be formed 
by aggregating many simple renewal reward processes having a Pareto dis­
tribution for the inter-renewal times. That is, the inter-renewal time distribu­
tion satisfies:
P ( U >  u )  ~  u  a  1 < a < 2 (Eqn 4.5)
Mandelbrot [Mand69] has also shown that the resulting process behaves like 
fractional Gausian noise, with correlation function given by:
c ( k )  =  1 /2 (|*  + l \ 2 H - 2 \ k \ 2 H  + \ k - l \ 2 H ) k  =  ±1,±2,±3... (Eqn 4.6)
where H is the Hurst parameter describing the degree of self-similarity, 
which is in the range o < H  < l ; values of 0.5 < H  < l indicate that the time series 
has positive correlation coefficients, values of 0 < H < 0 .5  indicate that the 
time series has negative correlation. Note that values of H near 1 indicate 
high correlation. For purely random signals such as white noise, H=0.5 
[Sche92].
Leland [Lela93] showed that aggregated traffic on a Ethernet LAN is self­
similar in nature. The Hurst parameter [Lela93] was used to characterise the 
underlying self-similar process. Leland [Lela93] presented three methods for 
determining the Hurst parameter of the aggregate traffic: R/S analysis, vari­
ance-time plot and a periodogram-based analysis in the frequency-domain. 
The Hurst parameter was used to capture the burstiness of the aggregated 
LAN traffic. Further, it was found that the Hurst parameter of LAN traffic is 
approximately 0.8 [Lela93]]. This implies a high degree of correlation which 
raises the possible feasibility of traffic prediction.
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4.4 Traffic source modelling
Accurate modelling of the behaviour of individual Ethernet users is essential 
for successful prediction and modelling of aggregate traffic. The traffic 
model developed in this chapter is different from Leland’s approach [Lela93] 
in that we consider the source (a client server relationship) rather than the 
aggregate traffic. This approach overcomes the inherent non-scalable limita­
tion which results from traffic models based on aggregate traffic. The pro­
posed approach is to model the traffic between each Client and Server on the 
network (see Figure 4.1). The development of such a model enables accurate 
simulation of an arbitrary rate network. The assumption is of course that user 
behaviour is not altered by the characteristics of the network to which they 
are attached. In other words, the proposed traffic model is relevant to both IP 
and ATM networks.
Figure 4.1 Network configuration
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Close observation of network traffic generated by individual users reveals 
that packets are frequently clustered together, creating what is commonly 
described as a burst of data. Our working definition of a burst is a collection 
of packets separated by time less than T ^. We set to be less than the min­
imum packet duration (which is about 50ps, since the minimum packet 
length on a 10Mbps Ethernet is about 100 bytes, i.e packet duration = 100 *8 
/10M= 80|its). An event is defined as the arrival of a burst. To measure the 
event interval, short periods of time x are used. The event interval (u) is an 
integer number and x is selected based on the characteristic of the sample 
data. The event interval is the total number of continuous x periods starting 
from the arrival of one burst of data to the arrival of the next burst as shown 
in Figure 4.2.
Burst Packet
Time
Figure 4.2 Event interval
The traffic model presented in this chapter is characterised by the event­
interval distribution and the burst length distribution. Three event-interval 
distributions (including: Poisson, Fractal and Hybrid) are used to describe
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the traffic statistics between each Client and Server. Outlined below are defi­
nition of the three event-interval distributions.
4.4.1 Poisson Distribution of Event Intervals
Poisson related models have been used extensively in the past as the source 
model for Ethernet LAN traffic [Gros74] [Perr91] [Heff86]. The Poisson 
model is widely used because it is elegant and has analytical solutions for 
many problems. The fundamental assumption of these models is that events 
are independent of each other. That is, the model ignores the correlation 
between successive event intervals (u).
The Poisson Event interval distribution for small integer values of u has the 
following probability functions:
P ( U > u )  = (1 - k ) (u 1} (Eqn 4.7)
P ( U > u +  1) = (1 - * ) “ (Eqn 4.8)
The probability density function of the event interval is:
P ( U = u )  =  P ( U > u ) - P ( U > u +  1)
= k ( l - k ) u ~ l
For small values of k, p ( u > u ) can be simplified as follows:
(Eqn 4.9)
P ( U > u )  = e  ku (Eqn 4.10)
—1(11
P ( U < u )  =  l - P ( U > u )  =  l - e  (Eqn 4.11)
The probability density function is given by the derivative of the cumulative 
function:
P ( U =  u )  =  - f - P ( U < u )  
d u
= k e -ku
P(U = u)
P(U = u \ U > u )  -  P ( u > uj
k e
-ku
-ku =  k
(Eqn 4.12)
(Eqn 4.13)
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The result of the conditional probability P ( u  = u \ u > u )  is a constant, which 
confirms the fact that a Poisson process is memoryless in nature. The Poisson 
distribution is shown in Figure 4.3 and is characterised by an exponential 
curve on log-log plot.
Figure 4.3 Poisson distribution
4.4.2 Pareto Distribution of Event Intervals
The Pareto distribution, originally proposed by Mandelbrot [Mand69], is 
able to capture the clustering of events that often arise in nature. The cluster­
ing of events mean that, there is a greater number of short event intervals and 
so P ( U =  u  | J J > u )  will decrease with increasing u.Thus for the case of 
clustered events and small integer values of u the probability functions are:
P ( U > u )  =  u { l ~ a ) - ( u - l ) (1_a) 0 < a < 1 (Eqn 4.14)
P ( U > u +  1) = ( M + l ) (1_a)-M(1" a) (Eqn 4.15)
The probability density function of the event interval is:
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P ( U  =  u ) = P ( U >  u )  - P ( U >  u  +  1)
= 2 u « - a) - ( u - l f - a ) - ( u + l f - a) (Eqn4'16)
P ( U  -  u  /  U > u )  -  p ( u > u j
2m(1 ~a) -  ( n - l ) (1~a ) -(M + i ) (1~a) 
„ ( ! - “ ) / n ( l - a )
(Eqn 4.17)
For large values of u, P ( u > u ) can be approximated:
P ( U > u ) = ( l - a ) u  a (Eqn 4.18)
P ( U < u )  = 1 - P ( U > u )  =  1-(1 - a ) u ~ a  (Eqn 4.19)
The probability density function is given by the derivative of the cumulative 
function:
P ( U = U ) = - r - P { U  <  U) 
d u
= a (l -  a ) u - l - a
(Eqn 4.20)
P ( U = u  | U > u )
P ( U  = u )  
P ( U > u )
a ( l - a  ) u  ' 
( l - a  ) u a
-l
a u (Eqn 4.21)
The result is that the conditional probability P ( u = u  \ u > u )  decreases 
with increasing u, which confirms that the Pareto process is not memoryless. 
On this basis it is clear that events are not independent and occur in clusters. 
This is what is expected and was the basis for the work by Leland [Lela93] 
which showed that LAN traffic is self-similar in nature.
The Pareto distribution is shown in Figure 4.4 and the straight line in the log­
log graph shows that it obeys a power law relationship between the event 
interval (u) and its cumulative probability.
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Figure 4.4 Pareto distribution
The mean of the Pareto distribution is calculated below:
E ( U )  =  j u a ( \ - a ) u  1 a d u
= au 1 — cx I
for 0 < a < 1
(Eqn 4.22)
The fact that the Pareto distribution has an infinite mean makes mathematical 
analysis complex. The Pareto distribution also has practical limitations due 
to the extremely long event intervals that it predicts which are not seen in 
practice.
4.4.3 H ybrid Distribution of Event Intervals
From extensive practical observations (see section 4.5) it was found that the 
event interval distribution of LAN traffic is neither purely Pareto nor purely
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Poisson in nature. In fact the event interval distribution exhibits characteris­
tics of both types of distribution. Bond [Bond87] has found that a similar sit­
uation exists when modelling transmission errors. These observations led us 
to investigate a hybrid (Pareto /Poisson) distribution model. In other words a 
Pareto component was used to represent the clustering of events at shorter 
time scales, and Poisson component was used to represent the independence 
of clusters at longer time scales. Thus for the Hybrid distribution the proba­
bility functions for small integer values of u are:
P ( U > u ) = (m(1_<x) —(w —l)(1_a))(l—¿)(M_1) (Eqn 4.23)
P( U>U+ 1) = ((M+l)(1“<X)-Mil"<X))(l-*)“ (Eqn 4.24)
P(U = u) = P ( U > u ) - P ( U > u +  1)
= (m(1 _<x) -  (m -  1)(1-a))(l -&)(m-1) 
-((«+ l)(1"a)- i / 1_a))(l-£)M
(Eqn 4.25)
When u is large these formulas can be approximated:
P( U>u)  = (1-cc ) u ae~ku (Eqn 4.26)
P( U<u)  = l - P ( U > u )  = l - ( l - a  ) u ae~ku (Eqn 4.27)
By differentiating the cumulative function we obtain:
P ( U = u ) = 4 -P (U < u )  
du
= (1 -  a) (k  + au~l )(u~ae~ku)
(Eqn 4.28)
, P(U = u )
P{U -  u \ U > u )  -  p ( f j > u}
( l  - a ) ( k  + au l )(u ae ku) , _i 
= „  , -a -ku - k  + au  (1-a  )u e
(Eqn 4.29)
The result of the conditional probability p ( u -  u \ u > u ) decreases with
increasing u for small values of u, but for large values of u the conditional 
probability becomes constant. Therefore the Hybrid distribution behaves like
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the Pareto distribution for small values of u, but becomes memoryless as the 
value of u increases.
Figure 4.5 Hybrid distribution
Figure 4.5 shows the shape of the Hybrid distribution of event intervals on 
log/log scale. For small values of u (i.e. u<50ms), the mean of the Hybrid 
distribution has a well defined value (this finite mean makes mathematical 
analysis much simpler than for the Pareto distribution) and can be calculated 
as follows:
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E ( U )  =  Jw(l - a ) ( k  +  a u  ^ ( i f “a e  k u ) d u  let v = k u
r°  co A
, v f & - a  - ydv f k  1 -  a - Vd v  
= ( 1 - a )  J - ^ V  e - J  +  \ — a v  e  j
K0 0
( 1 - a )
k X~ a
ja^v
lo
( 1 - a )
[ocF( 1, 1 - a  
k
( 1 - a ) r a, 1 - a  
k ! -  a
T( 2 - a )
k ' - a
Ja (v (1- a)- V v)rfv + Jv<2- a>- V V v (Eqn 4.30)
4.4.4 Traffic Measurement of LANs
In order to investigate the self-similar behaviour of LAN traffic, actual traffic 
data has been collected using a high time resolution data logging system. The 
traffic monitor used for this purpose records all packets seen on the Ethernet 
with a time stamp accurate to within 20ps.
Data was collected from a typical departmental LAN as well as on various 
points of the University of Wollongong campus Ethernet LAN [Liu94]. For 
the analysis presented four sets of traffic measurements were considered, 
each data set represents 4 consecutive hours of Ethernet traffic (consisting of 
millions of Ethernet packets). Each traffic data set is then separated into traf­
fic between each client/server pair (see Figure 4.6).
For each client/server pair the event intervals (u) of the traffic are measured 
with a time unit resolution (t) of one millisecond and the burst lengths are 
measured in bytes. The distribution of event intervals P(U>=u) is then deter­
mined.
Self-similar Traffic modelling 48
Figure 4.6 Network configuration
4.5 Statistical Analysis of Actual LAN Traffic
In this section we evaluate the performance of the Poission, Pareto and 
Hybrid distributions when used to model Ethernet traffic. One way to com­
pare the accuracy of the three traffic models graphically is to plot the Pareto, 
Poisson, Hybrid and real traffic distributions on the same graph and com­
pared them.
A typical event-interval distribution from our statistical analyses of real traf­
fic is plotted on a log/log graph as shown in Figure 4.7. The data was 
obtained from hours of LAN traffic containing 10 client-server pairs. In the 
region 10<u<1000ms a straight line can be used to fit the event-interval dis­
tribution of the real traffic, which shows a power law relationship between 
the event interval (u) and its cumulative probability (i.e one property of the 
Pareto distribution). As for the region u>1000ms a negative exponential 
curve is produced, fitting the shape of the Poisson distribution. As a result we
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can see that the shape of the distribution obtained by real traffic measure­
ment is best fitted with a Hybrid distribution (where a=0.52, k=0.004). In 
fact, if we try to use a Pareto model parametisation, the event interval distri­
bution of the real traffic will be over estimated for the region u> 1000ms. The 
reason for this is that traffic generated by individual Ethernet users tends to 
cluster together in small time scales (i.e. for the straight line region 
10<u<1000ms), but for very large time scales the events become independ­
ent of one another (i.e. for the negative exponential curve region u> 1000ms). 
This behaviour does indeed mean that the traffic fits the two processes as 
described by the Hybrid model well. That is, one process represents the clus­
tering of events over short time scales, and the second represents independ­
ence of clusters over long time scales.
Figure 4.7 Probability distribution of event intervals
Self-sim ilar Traffic modelling 5 0
4.5.1 Burst Length Distribution
In the previous section the event-interval distribution of the traffic source 
model was established. However, in order to fully characterise the traffic 
source model, we also require a burst length distribution to describe the map­
ping between the burst length and the probability a burst of this length will 
occur. In this section we present a discrete probability distribution to 
describe the length of bursts, which is independent of the event interval dis­
tribution.
The burst length distribution of the source model is obtained from statistical 
analysis of real traffic. Figure 4.8 shows the burst length distribution of a 
typical source. We can see there are only about 14 different burst lengths that 
have significant probability values. As a result, a discrete distribution is used 
for the burst length. Table 4.1 shows how each discrete interval is defined. 
For each discrete interval we calculate the discrete probability of the out­
come of a burst having a burst length within that interval and assign a dis­
crete burst length (this discrete burst length corresponds to one of the 14 
burst lengths in Figure 4.8) to it. The resulting discrete probabilities for a 
typical source shown in Figure 4.8 is also given in Table 4.1 .
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Figure 4.8 Burst length distribution
Table 4.1 Burst length probability
Probability  
(of Figure 4.7)
Burst length  
(byte)
Start o f interval 
(byte)
End of interval 
(byte)
0.51 200 1 200
0.076 1515 201 1516
0.048 2450 1517 2451
0.014 2794 2452 2795
0.094 3030 2796 3031
0.045 3965 3033 3966
0.05 4309 3967 4310
0.025 4545 4311 4546
0.021 5480 4547 5481
0.003 5824 5482 5825
0.038 6060 5826 6061
0 6695 6062 6696
0.079 8510 6697 8511
0.0001 8854 8512 8854
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4.6 CSMA/CD simulation
A simulation of a Carrier Sense Multiple Access with Collision Detection 
(CSMA/CD) Ethernet network was used to test the accuracy of the proposed 
Hybrid traffic model. One way to evaluate the performance of the traffic 
model is to compare the aggregated traffic of the simulation with the real 
world traffic measurements obtained from an Ethernet LAN. To improve the 
accuracy of the simulation, we measured the parameters of the Hybrid event 
interval distribution for 10 client/server pairs of an Ethernet network (traffic 
measurements detail were discussed in Section 4.4.4). The burst length dis­
tribution for each client/server pair was also determined. Figure 4.8 shows 
the results obtained for a typical source. Note that in this case the burst 
length density probability distribution has 51% of the burst with a length 
equal to 200 bytes and the remaining 49% of bursts having a length between 
1515 and 8854 bytes.
Table 4.2 Hybrid distribution parameters
s o u r c e P a r a m e t e r s
a k
1 0 .4 9 0 .0 0 0 4
2 0 .4 1 0 .0 0 0 3
3 0 .5 2 0 .0 0 0 3
4 0 .6 0 0 .0 0 0 4
5 0 .5 8 0 .0 0 0 4
6 0 .5 0 0 .0 0 0 4
7 0 .5 2 0 .0 0 0 4
8 0 .4 0 0 .0 0 0 3
9 0 .5 0 0 .0 0 0 3
1 0 0 .4 8 0 .0 0 0 4
The simulated network has 10 clients and 1 server CSMA/CD Ethernet com­
puter network (see Figure 4.6). Each client generates traffic as follows: the 
random length of each burst and the time interval between two bursts are 
drawn from the burst length distribution and the Hybrid event interval distri­
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bution respectively (note each client has a different burst length and event 
interval distribution). The parameters of the event distribution of each client 
are contained in Table 4.2. Note that the traffic statistics collected in the sim­
ulated network are very similar to those collected on the real Ethernet where 
a time stamp and packet length was recorded for all traffic. The inter-arrival 
time (i.e. the inter-arrival time between packets not bursts) distribution of the 
simulated traffic and the real traffic are shown in Figure 4.9.
Figure 4.9 Goodness-of-fit test
One common approach for testing whether two probability distributions are 
equivalent is the goodness-of-fit test [Lars86]. A Chi-square goodness-of-fit 
test with 30 degrees of freedom and bins of equal intervals was applied to the 
simulated and real traffic inter-arrival time distributions. Based on the results 
obtained from the goodness-of-fit test we would not reject this hypothesis at
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the a =  0.95 level of significance. This result suggest that the Hybrid Event 
interval distribution indeed is an accurate model for real Ethernet traffic.
4.7 ATM traffic Model
One of the reasons for the selection of the individual traffic model instead of 
the aggregate traffic model is its capability of modelling different speed net­
works. To validate this assumption we have studied the traffic characteristics 
of individual source-destination pairs in a high speed ATM LAN and devel­
oped a traffic model based on the study. The experimental ATM LAN has a 
link speed of 155Mbps and has the same number of workstations as the 
Ethernet LAN described in Section 4.4.4. ATM traffic has been collected 
using a high time resolution data logging system. The traffic monitor used 
for this purpose records all packets seen on the server of the ATM network 
with a time stamp accurate to within 20jis.
For the analysis presented five data sets were considered, each representing 5 
consecutive hours of ATM LAN traffic. The traffic between each cli­
ent/server is then separated from the above data set for later analysis.
The traffic source model for the ATM LAN uses the same set of distributions 
to describe the traffic characteristics as the above Ethernet LAN source 
model. Therefore, for each client/server pair the event intervals (u) of the 
traffic are measured with a time unit resolution (t) of one millisecond and the 
burst lengths are measured in bytes. The distribution of event interval 
P(U>=u) is then determined.
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Figure 4.10 Probability distribution of event intervals (ATM)
A typical event-interval distribution from our statistical analyses of real traf­
fic from the ATM LAN is plotted on a log/log graph as shown in 
Figure 4.10. In the region lOcuclOOOms a straight line can be used to fit the 
event-interval distribution of the real traffic, which shows a power law rela­
tionship between the event interval (u) and its cumulative probability (i.e one 
property of the Pareto distribution). In the region u>1000ms a negative expo­
nential curve is produced, fitting the shape of the Poisson distribution. As a 
result we can see that the shape of the distribution obtained by real traffic 
measurement is again best fitted with a Hybrid distribution. Figure 4.10 
shows a typical burst length distribution of the ATM source.
This result confirms that the same underlying source model can be used to 
model data traffic from different types (i.e. Ethernet and ATM) of network.
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This finding may be due to the fact that Ethernet and ATM LANs support the 
same types of user applications.
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Figure 4.11 Burst length distribution (ATM)
4.8 Conclusion
In this chapter we have analysed actual traffic collected from a number of 
typical campus Ethernet and ATM LANs. We concluded from our statistical 
analyses of collected traffic data that real traffic behaves differently when 
examined over widely varying time scales.
It was found that both the Poisson distribution and the Pareto distribution by 
themselves are poor traffic models for LAN traffic. The self-similarity prop­
erty of LAN traffic holds for small time scales but breaks down for large 
time scales. A Hybrid distribution model was proposed, for Ethernet and
Self-similar Traffic modelling 57
ATM LAN traffic, which lead to excellent correlation between the model 
and actual data collected on the LANs. The proposed Hybrid model is able to 
capture the self-similar behaviour on small time scales and the independence 
of traffic patterns on large time scales.
The self-similar nature of LAN traffic on small time scales is significant 
because it means that short term traffic prediction is feasible. This raises the 
possibility of an effective congestion avoidance scheme being developed 
using traffic prediction ahead of time thus allowing for preventative meas­
ures to be taken. In Chapter 6, we will develop a new congestion control 
scheme by taking advantage of congestion prediction.
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5. Performance Evaluation of 
EPRCA & ERICA Schemes
5.1 Introduction
In this chapter we will evaluate the performance of EPRCA and ERICA 
schemes because they are the most likely candidates for future implementa­
tion of congestion control and avoidance schemes respectively. In chapter 3, 
we identified that feedback control may not operate effectively in a network 
with a large delay bandwidth product. This problem has been studied in the 
current literature frequently with unrealistic assumptions. Therefore, the 
focus of this chapter is to determine the performance of EPRCA and ERICA 
schemes in a realistic network (using the proposed Hybrid traffic model) 
with a large delay bandwidth product.
To evaluate the performance of the flow control algorithm, we have adopted 
both the analytical and simulation models. Analytical models have been used 
extensively in the literature because the required computational time is small. 
The conclusion drawn from the analytical solution can apply to a wider range 
of situations than the simulation study, since each simulation result can only 
apply to one discrete experiment. An advantage of the analytical approach is 
that the relationship between the performance and the parameters of the sys­
tem can be easily identified and can be used for system optimization.
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One of the disadvantages of the analytical approach is that, in order to main­
tain analytic tractability of the queueing system simple assumptions are often 
adopted. For example, an extremely complicated mathematical framework 
presented by Pazhyannur and Agrawal [Pazh95] is only capable of modelling 
a simple binary feedback control queueing system (with zero background 
traffic and unrealistic assumptions for intervals of feedback information). 
This problem can be overcome by using a simulation model where we can 
include an accurate and detailed model of the flow control system with real­
istic network conditions.
One of the methods to validate the accuracy of an analytical model is to com­
pare results obtained from the analytical model with results derived using a 
different approach (i.e. simulation model) under the same test conditions. By 
matching the results obtained from the simulation and analytical approaches 
we can validate the accuracy of both models. Therefore it is essential to 
develop both simulation and analytical models in this thesis for validation 
purposes.
5.2 Analysis of EPRCA and ERICA Schemes
Current literature dealing with the explicit rate control mechanism is largely 
based on simple network traffic conditions. For instance, some papers tend to 
over simplify the problem by not considering the dynamic effects of VBR 
traffic [OHS95A] [Ohsa95b]. Other authors tend to model the rate at which 
feedback information (carried in Resource Management (RM) cells) returns 
to the source at a constant rate or follow a random distribution [OHS95A] 
[Ohsa95b] [FEN94]. Neither of these approaches are entirely realistic since 
the ABR flow control algorithm specifies that RM cells are transmitted into 
the network after a fixed number of data cells. The objective of this chapter 
is to present an analysis of explicit rate flow control algorithms for ABR 
which overcomes both of the above problems.
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5.2.1 System Architecture
The ABR flow control network is shown in Figure 5.1 and consists of 14 
ABR sources connected to a single ATM switch. Each traffic source is mod­
elled as a “greedy source”. The “greedy source” assumption has been used 
extensively in the literature for worst case study. The “greedy source” was 
chosen in this section because it simplifies the mathematical frame work of 
the analytical model. We will improve the accuracy of the ABR traffic model 
by using bursty traffic sources in Section 5.3, Chapter 6 and Chapter 7.
variable link delay (di;nv)
Figure 5.1 Example Network
For realistic network modelling we need to include VBR background traffic. 
We have combined a number of different Moving Picture Experts Group 
(MPEG) video traces to form the VBR background traffic. We assume 11 
background VBR MPEG connections, each with a random starting time 
drawn from a negative exponential distribution with a mean of 3 seconds. 
When a VBR connection is alive it generates 25 frames per second, the 
number of ATM cells per frame is measured from real MPEG video traces 
obtained from [Rose95]. A 155Mbps link was shared by three traffic classes, 
where average bandwidth taken up by CBR is 45Mbps, VBR is 30Mbps and 
the remaining bandwidth 80 Mbps is for ABR.
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The ATM switch modelled in this section implements the Explicit Rate (ER) 
setting as specified in [Sath96]. This means that the switch is allowed to 
explicitly set the ER value in the passing RM cells, thus providing maximum 
throughput and fairness. In order to investigate the impact of different con­
gestion management schemes on the ABR rate based flow control mecha­
nism, both EPRCA and ERICA were investigated.
Data transfer related applications are most likely to use the ABR service 
class. These applications require a low packet loss ratio and high throughput. 
Therefore the performance measures that have been considered in this chap­
ter are average throughputs of bottleneck link and cell loss rates.
5.2.2 Steady state analysis
In chapter 3, we found that in the current literature fluid flow models (i.e. 
[FEN94] [Pazh95] [Pazh96] [Bono95] [Rama95] [OHS95A] [Ritt96] 
[Vojn98]) are a very popular tool for ABR flow control analysis. The ABR 
flow control analysis presented in this chapter is also based on a fluid flow 
queueing model. One of the advantages of the fluid flow model is that it can 
easily scale to high bit rate networks unlike a cell level queueing model. 
Another advantage is that the transmission rate (ACR) of the ABR source 
can be easily described as a fluid with a flow rate equal to the transmission 
rate. A set of first-order delay-differential equations is used to model the dif­
ference between the arrival rate and departure rate of the queue. The queue 
length of the switch was determined by setting correct boundary conditions. 
The parameters of the queueing model are defined in Table 5.1
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Table 5.1 Parameter of the queueing model
ACRj(t) allowed cell rate of the traffic source i
ABW(t) available bandwidth for ABR traffic
CT(t) total number of ATM cell transmitted into the system
VBR(t) amount of background traffic at time t
BW bandwidth of the bottle-neck link
FR(t) fair-rate of the switch calculated at time t
Q(t) buffer level of the switch buffer
CL(t) total number of lost cells of the queueing system.
Qmax switch buffer size
Nrm: maximum number of data cells a source may send for each 
forward RM cell (32)
AI averaging interval
Na number of the active traffic source (14)
AIR PCR*RIF (peak cell rate, rate increase factor)
DPF down pressure factor (7/8)
Qth buffer threshold setting
LF % BW been used (< 1)
MCR minimum cell rate
In this section we define the queueing model for the switch. The rate of 
change for the queue length is proportional to the difference between the 
arrival rate and service rate as outlined in Equation 5.3. Once the queue 
length reaches the boundary condition where (Q(t)=0), then, even when the 
service rate is faster than the arrival rate, the queue length can not drop below 
zero as described in Equation 5.2. As for the other boundary condition 
(Q(t)=Qmax)’ the queue length can never grow larger than the maximum 
buffer level even if the arrival rate is greater than the service rate. Therefore, 
the rate of change for the queue length will be 0 as described in Equation 5.1.
= 0 i f  A B R (t)  >ABW(t) AND <2(0 > Qmax (Eqn 5.1)
= 0 i f  A B R (t)< A B W (t)  AND 2 (0  <0 (Eqn 5.2)
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dQ(t)
..= ABR(t) -ABW(t) otherwise (Eqn 5.3)
N
where: ABR(t) = J  A C R ^ t - d ^ ) , note that ACR^t) is the same
i = 1
as the transmission rate of the source, since a “greedy” source always has 
data to send.
Cell loss will occur when queue length reaches its maximum level while the 
arrival rate is greater than the service rate. Therefore the cell loss model is 
defined as:
d c A t )
d = ABR(t) -ABW(t)  if ABR(t)> ABW(t) 
AND Q(t) > Qmax
dCL(t)
otherwise
(Eqn 5.4)
(Eqn 5.5)
The total number of ATM cells transmitted into the system CT(t) is calcu­
lated below:
CT(t) = {ABR(t)dt (Eqn 5.6)
The cell loss probability (Closs) of the queueing system up to time t is:
c L(t)
Classi  ~ CT{t) (Eqn 5.7)
The goodput (GP) is defined as the proportion of ATM cells which get 
through the system divided by the Maximum number of ATM cells (Cmax) 
which can be carried by the bottle-neck link:
d C m a x W  
dt = ABW(t)
CT( t ) - C L(t) 
GP(t) = Q /j\
(Eqn 5.8)
(Eqn 5.9)
In the ATM Forum standard, an RM cell is sent by the ABR source after 
every (Nrm - 1) data cells, this RM cell passes information from the source
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to the switch in the forward path. It also carries congestion status of the net­
work and the maximum allowable cell rate back to the source. This informa­
tion flow is a very important aspect of the flow control algorithm. To model 
it we assume that the last RM cell sent by the source was at time tj. Then the 
next RM cell will be sent by the source at time t2 which can be found by 
solving Equation 5.10.
Arm-1 = |  ACR(t) (Eqn5.10)
h
This RM cell will return to the source updating ACR at a round trip delay 
time later, i.e. t=t1+2*(dtotal).
5.2.2.1 ACR update for EPRCA
For the EPRCA scheme, the switch estimates the average of the Current Cell 
Rate (CCR) values of connections, denoted as Mean Allowed Cell Rate 
(MACR). The RM cell in the forward path updates MACR when it reaches 
the switch (which is dknk seconds after the RM cell leaves the source) as fol­
lows.
MACR{t2 + dllnk) = ( 1 - a  )MACR(t2 + dlink) 
+ a ACR(t2)
FR(t) = MACR(t) x DPF
(Eqn 5.11)
(Eqn 5.12)
When the RM cell returns to the source at time t, the allowed cell rate is 
updated according to the congestion state of the switch at time (t-dlink) since 
the RM cell takes dlink to travel to the source. If the switch at time (t-dlink) is 
congested (i.e. buffer level > Qth), then ACR will be set equal to Fair rate of 
the switch, otherwise ACR will be increase by AIR.
ACR(t) = FR(t - dlink) if Q { t - d link) > Q th (Eqn5.13)
ACR(t) = ACR(t) + AIR if Q(t- dlink) <Qth (Eqn 5.14)
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5.2.2.2 ACR Update for ERICA
For the ERICA scheme, at the end of each averaging interval, the average 
amount of available bandwidth for ABR sources is calculated by subtracting 
the average amounts of background traffic from the target capacity (which is 
a fraction (LF) of the link bandwidth).
J  +  AIJ V B R ( t ) d t
A B R ( t  +  A I )  =  L F x B W - ~ ------ j j -------- (Eqn5.15)
The fair rate of the system is calculated by dividing the available bandwidth 
equally between all active connections.
F R ( t )  =  A B R ( t ) / N a (Eqn 5.16)
The source will update the ACR when it receives the backward RM cell at 
time t as below:
A C R ^ t )  =  F R ( t  -  d l ink ) (Eqn 5.17)
For both EPRCA and ERICA schemes the ACR will not be decreased below 
MCR. Therefore if ACR(t) is less than MCR, then ACR(t)=MCR.
Closed form solutions can not be obtained because the allowed cell rate of 
the sources is discontinuous. This problem was overcome by using a numeri­
cal integration method. The Runge-Kutta numerical method was selected 
because it is very robust and simple to implement.
5.2.2.3 Validation of Analytical and Simulation Models
To check the accuracy of the fluid flow queueing model, we have designed a 
detailed cell level simulation model for the ABR flow control algorithms. In 
the simulation model, traffic assumptions for ABR and VBR services are 
identical to the analytical model. The simulation model counts the arrival and 
departure of every discrete ATM cell in the switch. However, the analytical 
model approximates the arrival and departure of ATM cells as a continuous 
fluid. Simulation and analytical results for a wide range of network condi-
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tions were obtained and shown below in Figures 5.2 to 5.9 (note that some 
parameters of the algorithm are listed in the graphs).
One of the important parameters of the EPRCA scheme is the threshold set­
ting for congestion detection. The threshold setting was varied over a range 
of values to study its impact on the performance of the algorithm. As the 
threshold values increase, the cell loss probability and the goodput increase 
as expected for a network without retransmission. The cell loss probability of 
the analyses match very closely with the simulation results, as can be seen in 
Figure 5.2. This finding holds for both small 500 cell and larger 1500 cell 
buffer example networks. Also we can see a close match was obtained 
between the simulation and analytical results of the goodput measurement 
for both buffer sizes (see Figure 5.4 for detail).
An important parameter that will affect the performance of the EPRCA 
scheme is the link delay between the congested switch and the ABR source. 
Link delay was varied from 0.5 ms to 4 ms while fixing the round trip delay 
to study its impact on the performance of the EPRCA algorithm. As the link 
delay increases, cell loss probability increases and goodput decreases as 
expected. The simulation and analytical results match very closely as shown 
in Figure 5.4 and 5.5.
The maximum deviation between the simulation and analytical results of the 
EPRCA scheme are less than 1% for all cases considered in this chapter. 
Therefore we can conclude that the analytical tool presented in this chapter 
produces very accurate results for the evaluation of the EPRCA algorithm.
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Figure 5.2 Loss vs threshold (EPRCA)
Figure 5.3 Goodput vs threshold (EPRCA)
Performance Evaluation of EPRCA &  ERICA Schemes 68
Figure 5.4 Loss vs delay (EPRCA)
Figure 5.5 Goodput vs delay (EPRCA)
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One of the important parameters of the ERICA scheme is the average inter­
val setting for load determination. The average interval setting was varied 
over a range of values to study its impact on the performance of the algo­
rithm. As the value of the average interval increases the system will sense the 
load changes in the network much later. Hence the cell loss probability 
increases and the goodput decreases as expected. As can be seen in 
Figure 5.6 the cell loss probability of the analysis and the simulation results 
match very closely. This finding holds for both small 500 cell and larger 
1500 cell buffer example networks. An important performance measure 
which has been considered is goodput and again a close match was obtained 
between the simulation and analytical results for both buffer sizes (see 
Figure 5.7).
Another parameter that will affect the performance of the ERICA scheme is 
target utilization. The value of the target utilization was varied from 0.8 to 
0.98. As this value increases the goodput increases without any cell loss 
because the link delay is small. The simulation results and the analytical 
results match very closely as shown in Figure 5.8. Finally, the link delay 
between the congested switch and the source was varied from 0.5 ms to 4 ms 
while fixing the round trip delay. The goodput of the system only decreased 
slightly while cell loss was zero. Again the simulation results and the analyt­
ical results match very closely as shown in Figure 5.9.
The maximum deviation between the simulation and analytical results are 
less than 0.5% for all cases considered in this section. Therefore we can con­
clude that the analytical tool developed for evaluation of the ERICA algo­
rithm produces very accurate results.
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Figure 5.6 Loss vs Al (ERICA)
Figure 5.7 Goodput vs Al (ERICA)
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0.8 0.82 0.84 0.86 0.88 0.9 0.92 0.94 0.96 0.98
target capacity
Figure 5.8 Goodput vs target capacity (ERICA)
Figure 5.9 Goodput vs delay (ERICA)
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In this section we have evaluated the performance of EPRCA and ERICA 
flow control schemes under a variety of network conditions using both simu­
lation and analytical models. The maximum deviation between the simula­
tion and analytical results of both EPRCA and ERICA schemes are less than 
1% for all cases considered in this chapter. Therefore we can conclude that 
both the analytical and simulation tools presented in this chapter produce 
very accurate results regarding the performance evaluations of both ERICA 
and EPRCA algorithms.
5.3 Traffic source model study
One of the problems with the analytical model presented in the previous sec­
tion is that we have assumed a “greedy” traffic source. The reason for select­
ing a “greedy” traffic model was its ease of analysis, however; it does not 
capture the bursty nature of real data traffic. Traditionally, traffic characteris­
tics were largely assumed to be Poisson-related (i.e. exponential inter-arrival 
time) and recent literature reports that Ethernet LAN traffic is self-similar in 
nature (i.e. Pareto inter-arrival time). In chapter 4 we have shown that neither 
Poisson nor Pareto distribution fit the observed traffic characteristics of a 
LAN. In fact, individual source traffic can be best modelled by a Hybrid dis­
tribution. However, both the Poisson and Pareto models have been used in 
the literature for queue analysis. Therefore, it is important to determine the 
impact of various traffic assumptions when evaluating a queueing system 
and in particular the performance of various flow control mechanisms.
The simulated network is shown in Figure 5.1 and consists of 30 independent 
sources connected to a single ATM switch. To minimize the influence of 
other traffic types on the performance of ABR flow control, the CBR and 
VBR traffic has been removed. The ATM switch in this simulation has been 
implemented with Explicit Rate (ER) marking. The flow control algorithms 
that were implemented in the ATM switch includes ERPCA and ERICA. 
The switch buffer size was set to 1500 cells. For the EPRCA scheme the
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buffer threshold was set to 100 cells. The target rate of the ERICA scheme 
was set at 95% of the link capacity.
In order to investigate the impact of the traffic models on this flow control 
simulation, each source was simulated using the Poisson, Pareto and Hybrid 
models respectively as shown below.
P (U > u ) = e ku Poisson (Eqn 5.18)
P(U>u) = a u  a Pareto (Eqn 5.19)
P( U > u) = ( 1 -  a ) u ae~ku Hybrid (Eqn 5.20)
Input parameters for the simulation are listed in Table 5.2. All three source 
models have the same uniform packet length distribution and generate the 
same offered load of 0.80. But their inter-arrival time distributions differ and 
their parameters are listed in Table 5.2. The results of the simulation are 
shown in Figure 5.10, 5.11 and 5.12 (note the results are within 95% of con­
fidence). The performance measures of the rate based flow control scheme 
are packet loss probability and mean end-end delay.
Table 5.2 Simulation Parameters
Parameters
Hybrid
Pareto
Poisson
Mean packet length (cell) 
link delay (ms)
a = 0.6 k = 0.0003 
a = 1.5 0 = 0.0097 
1/k = 0.0287 
90
2 to 8
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Figure 5.10 Packet loss probability of EPRCA
The packet loss probability of the EPRCA scheme is shown in Figure 5.10. 
The packet loss ratio is highly dependent on the traffic source model chosen. 
The results indicate that the Poisson model tended to under estimate packet 
loss (more than an order of magnitude) for link delay between 4 to 5 ms 
when compared to the Hybrid source. The Pareto model significantly over 
estimated the packet loss for small link delay when compared to the Hybrid 
model. The results also indicate that the traffic model selection dictate the 
range of propagation delay the EPRCA scheme can operated without suffer­
ing high packet loss. For example, the Poisson model assumption will enable 
the EPRCA scheme to operate with a low packet loss ratio with link delays 
up to 5 ms. However, the Pareto model assumption will reduce the operating 
region down to 2 ms for the same level of loss.
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Figure 5.11 Mean end-end delay of EPRCA
The mean end-end delay of the EPRCA scheme is shown in Figure 5.11. The 
results indicate that the Pareto model always over estimates the queueing 
delay of the system when compared with the Hybrid model. In some 
instances the queueing delay difference between Hybrid and Pareto model 
assumptions is up to a factor of 20. The Poisson model tended to under esti­
mate the queueing delay by up to a factor of 40 when compare with the 
Hybrid model.
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Figure 5.12 Mean end-end delay of ERICA
Figure 5.12 shows the results of the mean end-end delay of the ERICA 
scheme. The results indicate that the Pareto model over estimated the queue­
ing delay by a factor of 10 when compared to the Hybrid model. The Poisson 
model tends to under estimate the queueing delay by a factor of 5 when com­
pared to the Hybrid model. The queueing delay is not affected by the propa­
gation delay in this study because there was no packet loss in the system. 
Zero packet loss is due to the absence of background traffic fluctuation and 
the nature of the congestion avoidance scheme chosen, since a congestion 
avoidance algorithm avoids congestion by reserving a small amount of band­
width.
The result of this study indicates that the Poisson model tends to under esti­
mate (while the Pareto model tends to over estimate) packet loss and queue­
ing delay when compared to the Hybrid model. This is a serious problem 
because if the wrong traffic model is used for network dimensioning, it could
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lead to an unacceptable network performance or a waste of network 
resources.
5.4 Simulation of EPRCA and ERICA Schemes
In the current literature there is a lack of realistic network modelling regard­
ing ABR control simulation and analysis. Most authors use greedy sources 
for worst-case studies to address the stability and fairness issue of the flow 
control schemes [Li96a] [Rohr95] [Rama95] [OHS95A] [Ohsa95b] [Ritt96] 
[Tsan96] [Masc96] [Siu96] [Li96b] [Hase96] [Siu95] [Ohsa95c]. Other 
authors tends to over simplify the problem by not considering the dynamic 
effects of VBR traffic [Pazh95] [Bono95] [Benk96].
As discussed in Section 5.3, a “greedy source” is only useful for worst-case 
performance studies. However, most networks only operate in the above 
condition for short periods. Therefore we are interested in the performance of 
EPRCA and ERICA schemes operating in typical network scenarios. Hence 
the flow control simulation in this section includes: bursty ABR traffic 
sources, VBR and CBR background traffic and retransmission protocols. In 
particular, we have evaluated the performance of EPRCA and ERICA 
schemes under the influence of high link propagation delays.
5.4.1 ABR traffic source model
The simulated network is shown in Figure 5.1 and consists of N independent 
sources connected to a single ATM switch. In the previous section, we con­
clusively proved that the source traffic model has a large impact on the per­
formance of the simulated network. In chapter 4, we found that the Hybrid 
distribution is the most accurate traffic model for the inter-arrival time (u). 
Therefore, we use the Hybrid distribution as the simulation traffic model in 
this section:
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P ( U > u ) ~  ( l  -  a ) u ~ a e ~ uk (Eqn 5.21)
where parameters a  = 0.6 and k = 0.0003. The packet length distribution is 
obtained from statistical analyses of actual traffic as discussed in chapter 4.
5.4.2 Background traffic and retransmission
For realistic network simulation we need to include VBR and CBR back­
ground traffic and retransmission mechanisms. The selective repeat retrans­
mission algorithm is used in our simulation, where only errored packets are 
retransmitted. We have combined a number of different MPEG video traces 
to form the VBR background traffic. We assume 11 background VBR 
MPEG connections, each with a random starting time drawn from a negative 
exponential distribution with a mean of 3 seconds. When a VBR connection 
is active it generates 25 frames per second, the number of ATM cells per 
frame are measured from real MPEG video trace obtained from [Rose95].
5.4.3 ATM Switch
The simulated ATM switch implements the Explicit Rate (ER) setting as 
specified in [Sath96]. This means that the switch is allowed to explicitly set 
the ER value on transit RM cells (in both forward and backward directions). 
Thus providing maximum throughput and fairness. The ATM switch also has 
a 1500 cell output buffer. In order to investigate the impact of different con­
gestion management schemes on the ABR rate based flow control mecha­
nisms, both EPRCA and ERICA schemes were included in the ATM switch.
5.4.4 Link delays and Offered load
As discussed above we need to evaluate the performance of existing conges­
tion control schemes under the influence of high link delays. Therefore, we 
assumed link delays (dlink) ranging between 2 ms and 8 ms.
Figure 5.1 shows the structure of our ATM network. The bottleneck 155 
Mbps link is shared by three traffic service classes, CBR, VBR and ABR.
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Due to the small cell delay variation constraint for real time services, we 
assume that CBR and VBR traffic alone cannot cause network congestion. In 
our simulation study the CBR and VBR traffic is set to 53% and 22% of the 
link utilization respectively. The ABR traffic has a offered load of 18.5% of 
the link bandwidth, giving a combined link utilization of 93.5%.
5.4.5 Performance measures
Data transfer related applications are most likely to use the ABR service 
class. These applications require a low packet loss ratio and small response 
times. Therefore the performance measures of the simulated network are 
mean end-end delays of ATM cells, packet and cell loss probability. Note 
that all error bars included on the results are based on a 95% confidence 
limit.
5.4.6 Flow control schemes
As discussed in chapter 3 and Section 5.1, the EPRCA and ERICA schemes 
are the only two flow control algorithms that will be studied in detail in this 
thesis. Therefore each ATM switch in the simulation network can operate 
with either the EPRCA or ERICA mechanisms. In this section we will exam­
ine the performance of both schemes and also address the problem of setting 
optimal parameter values for each scheme.
5.4.6.1 EPRCA
EPRCA is a congestion control scheme which allows a network to recover 
from a congested state. The switch monitors its load by keeping track of the 
queue length. If the queue length grows higher than a preset threshold, the 
switch is said to be congested. This threshold setting is a critical parameter, 
since it has a high impact on the performance of the flow control mechanism. 
Therefore, it is very important to determine the optimal threshold level for 
different network conditions. The optimal threshold was determined by vary­
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ing the congestion threshold and monitoring the performance of the simu­
lated network for a range of different network conditions.
5.4.6.2 ERICA
In this scheme the Averaging Interval (AI) controls the variance in the load 
estimate and the time required to adapt to load changes. Very small averag­
ing intervals can cause high variance in the estimate and hence create too 
many oscillations. However, while large intervals smooth load estimates 
resulting in less oscillations, sensitivity to changes in load is reduced. There­
fore, it is important to determine the correct setting for AI by varying the 
value of AI and monitoring the performance of the simulated network.
5.4.7 Simulation Results
The performance of the EPRCA scheme with a delay of 4ms is depicted in 
Figure 5.13, 5.14 and 5.15. Similar results were obtained for different link 
delays. The cell and packet loss ratio of the network increase as we increase 
the threshold level. A higher threshold level means that the switch will detect 
congestion much later than if a lower threshold level was used. The given 
threshold level determines when the switch flags congestion and reduces the 
allowable cell rate of each source. For a high threshold setting switch, when 
the congestion is flagged the buffer level is almost full. This means that the 
reaction time of the system has to be very small to prevent buffer overflow.
Figure 5.15 shows that if the threshold is set too low, the source allowable 
cell rates will be low, hence producing high end-end delays, since data has to 
wait in the source buffer. However, if the threshold is set too high then the
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packet loss ratio will be high due to late congestion detection, resulting in 
heavy retransmission (i.e high end-end delay).
Figure 5.13 Cell loss ratio of EPRCA scheme
Figure 5.14 Packet loss ratio of EPRCA scheme
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Figure 5.15 Mean end-end delay of EPRCA scheme
Figure 5.16, 5.17 and 5.18 show the performance of the ERICA scheme with 
a delay of 4ms (note simulation results for different link delays are similar). 
The cell and packet loss ratio of the network decreases as we increase the 
averaging interval. Recent literature [Zhao96] showed that congestion occurs 
whenever the low-frequency input traffic rate exceeds the link capacity. A 
large averaging interval is like a low pass filter, hence it will control conges­
tion better resulting in less packet loss. One of the tradeoffs of a large aver­
aging interval is that, if the traffic load changes significantly (for example, a 
high bandwidth source becomes idle), it will sense the load change much 
later when compared to a small interval.
Figure 5.18 shows that setting the averaging interval too high results in high 
end-end delay. This is because the source allowable cell rate is lower and 
hence the waiting time in the source queue is longer. However, a very small 
averaging interval (i.e. when AI is less than 2 ms in Figure 5.18) can cause 
high variance in the estimating input load to the switch causing too many 
oscillations (in the allowable cell rate) and higher packet loss which requires
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higher retransmission and higher end-end delay. For this scheme the optimal 
value of AI does not change much with different link delays, thus making it 
easier to set this parameter.
Figure 5.16 Cell loss ratio of the ERICA scheme
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Figure 5.17 Packet loss ratio of the ERICA scheme
Figure 5.18 Mean end-end delay of the ERICA scheme
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5.4.8 Performance of Flow Control Schemes with High Link Delays
Under a wide range of different network conditions, the optimal buffer 
threshold and the optimal averaging interval were determined for the 
EPRCA and ERICA schemes respectively. The Optimal threshold level is 
chosen to minimize the mean end-end delay.
Using the optimal parameters we have measured the performance of the 
EPRCA and ERICA schemes under the influence of link delay, which are 
shown in Figure 5.19 and 5.20. Results of the ABR flow control simulation 
indicate that propagation delay has a large impact on the performance of the 
EPRCA and ERICA schemes. For example, the mean end-end delay of the 
ERICA scheme is increased by a factor of 2 when the propagation delay 
increases form 2 ms to 8 ms (see Figure 5.20). Results of the ABR flow con­
trol simulation also indicate that for large link delays the mean end-end delay 
and packet loss ratio of the EPRCA scheme are extremely high (see 
Figure 5.19). This is because the EPRCA scheme suffers from congestion 
collapse when the link delay is higher than 5 ms. The reason for the degrada­
tion in performance of the ERICA and EPRCA schemes under high link 
delays will be outlined in chapter 6. In chapter 7, we will present more case 
studies of the EPRCA and ERICA schemes in a large propagation delay net­
work with a wide range of network conditions.
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Figure 5.19 Packet loss vs link delay
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Figure 5.20 Mean end-end delay vs link delay
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5.5 Conclusions
In Section 5.2 we have evaluated the performance of the EPRCA and ERICA 
flow control schemes under a variety of network conditions using both simu­
lation and analytical models. The maximum deviation between the simula­
tion and analysis results of both EPRCA and ERICA schemes are less than 
1% for all cases considered in this section. Therefore, we can conclude that 
both the analytical and simulation tools presented in this chapter produce 
very accurate results regarding the performance evaluations of both ERICA 
and EPRCA algorithms.
In Section 5.3 we studied the impact of traffic model assumptions on the per­
formance of the EPRCA and ERICA schemes. The results of the study indi­
cate that the Poisson model tends to significantly under estimate (while the 
Pareto model tended to significantly over estimate) packet loss and queueing 
delay when compared with the Hybrid model. This is a serious problem since 
if the wrong assumption of traffic model is used for network dimensioning, it 
could lead to an unacceptable network performance or a waste of network 
resources.
A realistic study of the performance of ERICA and EPRCA schemes under 
the influence of high propagation delays was presented in Section 5.4. Real­
istic network assumptions were achieved by extending the simulation model 
developed in Section 5.2 to include bursty ABR traffic sources, VBR and 
CBR background traffic and retransmission protocols. Simulation results 
indicate that the performance of the EPRCA and ERICA schemes with high 
propagation delay is rather poor (i.e. they suffer from a significantly higher 
queueing delay and high packet loss ratio as propagation delay increases). In 
chapter 6 we will propose a new congestion control scheme which will over­
come the above problem by incorporating congestion prediction into the 
algorithm.
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6. Congestion Prediction Flow 
Control Scheme
6.1 Introduction
In chapter 5, we established that EPRCA and ERICA flow control schemes 
suffer from high queueing delay when the link delay between the ABR 
source and the congested switch is large. The EPRCA scheme also experi­
enced very high packet loss under these conditions. The intention of this 
chapter is to address the above problems by developing a new flow control 
algorithm.
6.2 A new congestion prediction flow control scheme
Results of the ABR flow control simulation in Section 5.4 indicate that for 
large link delays the mean end-end delays of both EPRCA and ERICA 
schemes are unacceptable and the packet loss rate is extremely high for the 
EPRCA scheme. To reduce mean end-end delays and packet loss we have to 
first identify what causes the degradation in performance under high link 
delays and second develop appropriate schemes to overcome this problem. 
Some of the possible factors we have identified include:
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a) In both EPRCA and ERICA flow control schemes, when the source 
receives a returning RM cell the Explicit Rate (ER) information is out of 
date. This is due to a large time delay between the arrival of the RM cell at 
the source and the transmission of that RM cell from the congested point of 
the network. This problem can be overcome by predicting the short term 
future state of the network and incorporate this information into the explicit 
rate calculation algorithm.
b) The congestion detection mechanism of the EPRCA scheme in the ATM 
switch is only based on a buffer level threshold. The potential problem is that 
queue length gives no information about the difference between the current 
input rate and the ideal rate. For example a switch has 50 cells in its buffer, if 
the queue is growing at rate of 500 cells per second the network is over­
loaded. However a switch may have 500 cells in its buffer, but if the queue is 
decreasing at 500 cells per second the network is under-loaded. Pitsillides 
[Pits97] has tried to address this problem by using ABR queue length and its 
growth rate in a Fuzzy Explicit Rate Marking (FERM) algorithm. This prob­
lem also can be overcome by using the ERICA scheme where the input load 
and available bandwidth are continuously monitored. One of the problems 
with the ERICA scheme is that end-end delay is high due to the fact that it 
only uses a faction of the total link bandwidth at any given time. This is 
because ERICA is a congestion avoidance scheme, and therefore will always 
use less than 100% of the available bandwidth.
6.2.1 CPFC algorithm
To reduce both packet loss and end-end delays, we have developed a new 
explicit rate calculation algorithm termed the Congestion Prediction Flow 
Control (CPFC) scheme. This algorithm combines the advantages of both the 
EPRCA and ERICA schemes, (i.e. CPFC operates in a region close to 100% 
link bandwidth giving low end-end delays, while still having low packet loss 
rate).
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To determine the correct ER value for each backward RM cell issued by the 
switch, we predict the future state of the network. Hence the high link delay 
problem is minimised. The backward RM cell will take d j ^  seconds to 
travel from the switch to the source. Once the source receives this RM cell 
and updates its transmission rate, it will take another d ^  second for the 
switch to experience the new cell rate of that ABR source. This means that 
the RM cell sent at time t will only affect the switch buffer level at 2djjn]c sec­
onds later, thus we need to predict 2dlink seconds ahead. The new explicit 
rate calculation algorithm is outlined next:
The CPFC algorithm calculates a Fairshare of the explicit rate based on the 
future switch buffer level Qf, number of active connections (Na) and Availa­
ble BandWidth (ABW).
A B W +  B r
F a i r s h a r e  = ---- w-----  (Eqn 6.1)*va
where Br is the cell rate that will adjust the switch buffer level to Qth in ^  
seconds:
Br =
Qth ~ Q /3dlink) (Eqn 6.2)
The role of Br is to maintain the switch buffer level close to the desired 
queue threshold Qth. If the future queue length Qf is below Qth, the switch 
tries to increase its future queue length by allocating more bandwidth. There­
fore, Br will be positive and the Fairshare increases, which causes the buffer 
to increase to Qth. The reverse operation will occur if Qf is higher than Qth 
This is similar to the idea used in [LeeOO], where the author use a neural- 
fuzzy system to calculate explicit rate which minimizes the difference 
between the future queue length and the desired queue length.
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6.3 Performance Boundary of the CPFC Algorithm
Source 1
Source2
ATM Destination
Switch
155 Mbs link
Virtual network
Source 1 variable link delay (di;n|<) ~y  unK Real network
Figure 6.1 Simulation Structure
Before we develop traffic predictors for the CPFC scheme, we need to deter­
mine whether the CPFC scheme has any advantage over the existing flow 
control schemes. We can determine the performance upper bound of the 
CPFC scheme by using perfect predictors. To simulate a perfect traffic pre­
dictor, the traffic load of each source was generated and saved in a separate 
file before we ran the flow control simulation. In addition to the simulation 
network (i.e. the real network) described in Section 5.4 we built a virtual
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simulation network (which is identical to the real network) as shown in 
Figure 6.1. The purpose of the virtual network is to simulate a perfect predic­
tor by operating this virtual network ahead of time. For example when the 
ATM switch receives a backward RM cell at time t, the CPFC algorithm 
needs the future information of ABW, Na and Qf. To obtain this information 
we temporarily stop the real simulation and pass all its state information to 
the virtual network. The virtual simulation then runs for a time interval equal 
to 2dlink+Trm On completion of the virtual simulation we pass the values of 
those three parameters to the CPFC algorithm. The Explicit rate is then cal­
culated and the real simulation will resume at time t.
To compare the performance of the CPFC, EPRCA and ERICA schemes we 
simulated all three schemes under the same network conditions (see 
Section 5.4 for details). The results are shown in Figures 6.2 and 6.3 (note 
the results are within 95% confidence level).
4 5 6link delay (ms)
Figure 6.2 Mean end-end delay vs link delay
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Figure 6.2 shows the end-end delay performance of CPFC, EPRCA and 
ERICA schemes. We can see that the CPFC scheme has the lowest mean 
end-end delay for all link delays considered. For high link delays the per­
formance of both EPRCA and ERICA schemes becomes unacceptable. This 
is because higher link delays imply that the information in the RM cell when 
received by the source is more out of date for EPRCA and ERICA. The 
EPRCA scheme can not operate with link delay (dlink) greater than 5ms. As 
shown in Figure 6.2 the end-end delay was so high that it resulted in conges­
tion collapse. However, the performance of the CPFC scheme is not affected 
by the high link delays at all. This is what we expect because we have elimi­
nated the high link delay problem by predicting the future state of the net­
work without error.
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Figure 6.3 Packet loss ratio vs link delay
The other important performance measure which we obtain for the simulated 
network is packet loss which is shown in Figure 6.3. Again the CPFC 
scheme has the lowest packet loss ratio under high link delay conditions. As
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with mean delay, the packet loss probability of both EPRCA and ERICA 
schemes increases as link delay increase. However, the CPFC scheme has 
almost the same packet loss ratio for all link delays. Again this is expected 
since we have eliminated the high link delay problem by predicting the 
future state of the network without error.
6.4 Effects of Traffic Prediction Error
The CPFC scheme will only calculate the optimal explicit cell rate for each 
backward RM cell (which results in minimum end-end cell delays, low cell 
and packet loss) if a perfect traffic predictor is available. In practice, how­
ever, predictors are not perfect which means that prediction error will occur. 
The prediction error will be highly dependent on the type of predictor imple­
mented (i.e. whether its a non-linear or linear predictor). At this stage we do 
not consider which type of predictor is most appropriate for the CPFC algo­
rithm, however, we can determine the impact of prediction errors on the per­
formance of the CPFC algorithm by introducing an error component. For the 
purpose of this study we assume that the error e , is Gaussian noise [Asse79]. 
Therefore, r  , the predicted value of y is:
y = Y + e  (Eqn 6.3)
To evaluate the performance of the CPFC algorithm under the influence of 
prediction error, different levels of prediction error (i.e. Gaussian noise) were 
added to the perfect traffic predictor. The error signal e is characterised by a 
normal distribution with a mean of zero and a standard deviation of a  
[Walp79]. If we are predicting a signal that has a large variance, the error 
signal of the predictors will also be very high. To make the performance 
comparison of the algorithm more meaningful, we normalise the error signal 
to the dynamic range of the predicted signals. The signal to noise ratio (SNR) 
is defined as:
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S N R  =  (Eq" 6.4)
The CPFC scheme needs to predict three different signals: ABW, Na and Qf. 
The ABW is equal to the unused portion of the bandwidth left behind by 
high-priority class (CBR and VBR). In a short time interval we can assume 
with a very high probability that CBR traffic volume will remain unchanged. 
Therefore, to predict the future ABW, only VBR traffic must be estimated.
Figures 6.4 to 6.7 shows the performance of the simulated network under the 
influence of individual prediction errors of the various parameters which we 
try to estimate: VBR - VBR traffic, Na - N active source and Qf - Buffer 
level. The VBR traffic prediction error has the highest impact on the packet 
loss probability and end-end delay of the CPFC scheme. The prediction error 
associated with the number of active sources has the lowest impact on the 
packet loss probability and end-end delay of the CPFC scheme. All three pre­
diction errors have minimum impact on the packet loss probability and end­
end delay while 1/SNR is less than 0.4.
Figure 6.4 Packet loss ratio vs prediction error
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Figure 6.5 Mean end-end delay vs prediction error
In this scenario, the prediction error for three parameters (i.e. VBR, Na and 
Qf) were assumed to have equal normalised values. Figures 6.6 and 6.7 show 
the performance of the simulated network with the presence of all three pre­
diction error (VBR, Na and Qf) for a link delay of 4 ms. Simulation results 
for different link delays were similar for the CPFC scheme. The packet loss 
probability of the CPFC scheme increases as we increase 1/SNR. However, 
when 1/SNR is less than 0.4, the loss rate is quite close to the performance of 
the perfect predictor. This is what is expected since the early results indicted 
that all individual prediction errors have minimum impact while 1/SNR is 
less than 0.4. In the region with 1/SNR is less than 0.4, the CPFC scheme has 
a significant improvement in terms of the packet loss probability over the 
two existing schemes (its packet loss probability is about 7 times lower than 
the ERICA scheme and 6 times lower than the EPRCA scheme).
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The mean end-end delay of the CPFC scheme also increases as 1/SNR 
increases. Again when 1/SNR is less than 0.4, the end-end delay is very close 
to the performance of the perfect predictor. This is what is expected since the 
early results indicated that all individual prediction errors have minimum 
impact while 1/SNR is less than 0.4. In the region where 1/SNR is less than 
0.4 the CPFC scheme has a significant advantage in terms of mean delays 
over the two existing schemes (its mean delay is only half of the ERICA and 
a third of the EPRCA schemes). Therefore, we can conclude that for a traffic 
predictor with 1/SNR less than 0.4, the CPFC scheme operates efficiently 
with the parameters selected here for simulation.
1/SNR
Figure 6.6 Packet loss ratio vs prediction error
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Figure 6.7 Mean end-end delay vs prediction error
In chapter 5, we concluded from the simulation results that both EPRCA and 
ERICA perform inadequately under high link delays. This led us to the 
development of a new flow control scheme that predicts congestion. The per­
formance of this new scheme was evaluated under both perfect prediction 
conditions and when prediction errors exist. We found that even for a predic­
tor with a prediction error 1/SNR = 0.4, the CPFC scheme outperforms both 
EPRCA and ERICA. The packet loss rate of the CPFC is about 7 times lower 
than the ERICA scheme and 6 times lower than the EPRCA scheme. The 
mean end-end delay of the CPFC scheme is only half of those of ERICA and 
a third of EPRCA. Therefore we conclude that the CFPC scheme can be 
implemented using a predictor with relatively low estimation accuracy while 
still providing improved performance over existing schemes such as ERICA
and EPRCA.
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6.5 Traffic Predictor Development
The results of Section 6.4 indicated that the CFPC scheme can be imple­
mented using predictors with relatively low estimation accuracy while still 
producing significant performance improvement. In this section we will 
develop predictors for the CPFC scheme.
ABR connections use only the remaining bandwidth made available by the 
higher priority traffic classes, CBR and VBR traffic. In a short time interval 
there is a very high probability that the volume of CBR traffic will remain 
constant. Therefore to predict the future available bandwidth, we only need 
to estimate VBR traffic.
Marafih [Mara94] and Liew [Liew96] show that for the immediate future, 
variable bit rate voice and MPEG video traffic are two of the major traffic 
types carried in the VBR traffic class. There are two types of voice coder 
defined by the International Telecommunication Union (ITU) standard, high 
(32 kbit/s or greater) and low (6.3 to 16 kbit/s) bit rate coder. The high bit 
rate voice coder generates a constant bit rate traffic, therefore traffic predic­
tion is not needed. Table 6.1 shows the average number of voice connections 
that can be supported for three different ITU low bit rate voice coders. If we 
assume only 20 Mbps of bandwidth is assigned to the voice traffic in a 155 
Mbps link, this link can still carry thousands of voice connections as shown 
in the Table 6.1. When a large number of voice connections are grouped 
together the variability in the combined bandwidth will be very small. Again 
prediction is not required for the combined VBR voice traffic because its 
required bandwidth can be assumed to be constant.
On the other hand, each VBR video connection on average requires 1.5 
Mbps of bandwidth, a 155 Mpbs link can carry no more than 100 VBR con­
nections. The aggregation of a small number of VBR video connections will 
result in a traffic profile of high variability. Thus the prediction of available
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Table 6.1
Number of connections
ITU Speech Coder G.723 G.729 G.728
Bit rate (Kbit/s) 6.3 8 16
10 MBit/s 1587 1250 625
20 Mbit/s 3174 2500 1250
40 Mbit/s 6348 5000 2500
bandwidth for ABR can be performed by simply estimating the VBR video 
traffic and assuming a constant traffic profile for VBR voice and CBR traffic 
over a short time interval (i.e. less than 50 ms).
The traffic statistics of MPEG 2 and MPEG 1 video sequences are very simi­
lar, thus an MPEG 1 traffic predictor can also be applied to MPEG 2 traffic 
prediction. Adas [Adas96] has shown that MPEG 1 video traffic can be pre­
dicted using a simple Least Mean Square (LMS) predictor. The 1/SNR of the 
LMS predictors was in the order of 0.1 which is within the limits (i.e. 1/SNR 
< 0.4) that VBR prediction error require to have minimum impact on per­
formance of the CPFC algorithm. An adaptive least mean square error linear 
predictor is the preferred choice, since it does not require any prior knowl­
edge of the auto-correlation of the sequence and can be adapted to any future 
change in its correlation with time. Therefore, it can be used as an on-line 
algorithm for forecasting bandwidth.
Let us define a MPEG 1 video traffic sequence including the bit rate of the 
most recent frame (n) by the vector x(n). The one-step linear predictor per­
forms the estimation of x(n+l) using a linear combination of the current and 
previous values of x(n). A pth order linear predictor can be expressed as fol­
lows:
p -1
x ( n + l ) =  X  w ( l ) x ( n - l ) (Eqn 6.5)
1 = 0
The prediction error is defined below:
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e ( n )  =  x ( n  +  l ) - x ( n +  1) (Eqn 6.6)
An optimal linear predictor is one which minimizes the mean square error £ 
where:
£ = E { e 2 ( n ) }  (Eqn 6.7)
In this algorithm the prediction coefficients w(n) are varying in time. To 
obtain the optimal prediction coefficients, the error e(n) and x(n+l) are used 
to update w ( n  + 1) .
Starting with an initial estimate of the filter coefficient w(0). With each new 
data point w(n+l) is update as follow:
w(n+l )  = w ( n )  + \ i e ( n ) x { n )  (Eqn 6.8)
To ensure converge of the LMS algorithm, p has to be in the range 0 to 
2 / X m a x , where X m a x  is the maximum eigenvalue of the correlation matrix 
(Rx). Since the correlation matrix is not known before hand and can change 
with time, the normalized LMS (NLMS) algorithm is adopted to compute the 
prediction coefficient:
w ( n  + 1) = w ( n )  +
\ i e ( n ) x ( n )
x ( n ) 2
(Eqn 6.9)
Using Equation 6.9 and setting p in the range of o < n < 2 , the NLMS predic­
tor’s coefficients will converge.
MPEG 1 video has three frame types: I, P and B, and these frames have dif­
ferent statistical characteristics. Therefore it is best to separate them and pre­
dict each frame type individually. Figure 6.9 compares the predicted video 
sequences with the actual trace. It is clear that both sequences match closely 
for most frames.
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Figure 6.8 VBR traffic trace
The second parameter that needs to be predicted is the Number of active 
sources Na. From chapter 4 we have shown that data traffic is very bursty, 
which means that the ABR data source tends to generate lots of ATM cells in 
short time intervals and also idles for long intervals. This implies that if the 
ABR source were currently active, it is most likely that it would be active in 
the next short time interval. On the other hand if the ABR source is presently 
not active, then the probability that it is going to be active in the next short 
time interval is small. Therefore an active ABR connection is defined as a 
source with a non-empty buffer at the time of interest, since a non-empty 
buffer indicates that the source has data to send to the network.
To improve the accuracy of source buffer level prediction, we propose to use 
the QL field of the RM cell as follows. When a forward RM cell is ready to 
be sent by an ABR source, in addition to the standard information which an
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RM cell must carry, the source also sets the QL field according to its buffer 
level. The switch stores this buffer information and puts a time stamp on it 
when the forward RM cell is received, this time stamp is denoted by tf.
The forecasting of the source buffer level is performed when a backward RM 
cell is received by the switch. The time when the switch received the back­
ward RM cell is defined by tb. There will always be a time difference 
between the arrival of forward and backward RM cells, therefore the infor­
mation of the ABR source will age by (tb-tf). Since the forward RM cell 
takes dbnk seconds to travel from the source to the switch, when the switch 
receives the RM cell at time tb, the RM cell’s information reflects the source 
buffer level at tb-dbnk. We need to know the source buffer level at the instant 
when the source receives the backward RM cell, which takes dbnk seconds to 
travel from the switch. Thus the time interval we need to predict ahead is the 
combined travel time of 2dbnk and the (tb-tf) time of age.
For each ABR connection the switch keeps a running average of its explicit 
rate and arrival rate, which are denoted by A C R i and A r r i v a l  ■ respectively. 
The future source buffer level q { t b + d l ink) is predicted using Equation 6.10.
^ b  + dlink) = il ( 1f) + \.(Arrival i - ACRi)(2dlinki + (tb - tf ))1
Finally the number of active sources (Na) is predicted as follows:
(Eqn 6.10)
M
N a =  ' Z f ( 4 ( tb +  d link)) (Eqn 6.11)
i = 1
where:
A (l ( tb +  d link)) = 1 if M b  + dUnk) >  0 
Â ^ b  +  d link)) = 0 if <7(Oè + iW - 0)
(Eqn 6.12)
where M is the total number of ABR connections sharing the bottleneck link.
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Figure 6.9 Prediction error of N
The estimation error of the number of active source predictors was measured 
and shown in Figure 6.9. The prediction error increases as the link delay dlink 
increases because of the necessity of predicting further ahead, but even with 
this level of prediction error it is still within range (i.e. 1/SNR < 0.4) for 
CPFC to operate effectively.
The backward RM cell will take dlink seconds to travel from the switch to the 
source. Once the source receives this RM cell and updates its transmission 
rate, it will take another dlink seconds for the switch to see the new cell rate 
of that ABR source. This means that an RM cell sent at time t will only affect 
the switch buffer level at 2dlink seconds later, thus there is the necessity to 
predict 2dlink seconds ahead.
The future switch buffer level will be estimated by considering the current 
switch buffer level, the arrival rate of the aggregate ABR traffic and the 
available bandwidths.
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2('i. + 2<W> = Q(‘b) + (ABRwul+ VBR-BW)(2dUnk) <Eqn6.13)
where Q(tb + 2dlint) is limited to the range of values below:
o < Q{tb + 2dlink) < maxbuffer (Eqn 6.14)
The arrival rate of the aggregate ABR traffic at a switch is calculated by 
Equation 6.15. The arrival rate of each ABR source at a switch is limited by 
either its Allowed Cell Rate or the amount of traffic it needs to transmit as 
shown by Equation 6.16.
M
A B R , o , a l  = £  A B R ,  (Eqn 6.15)
i= 1
where: ABRi = min(ACRi} (q(tb) / ( d link + dlinkt) + Arrival)) (Eqn 6.16)
The information about the source buffer levels at the switch needs to be 
updated because it has aged by (tb-tf) second. Where for a small time interval 
(i.e between tf and tb), it is assumed that the allowed cell rate of the source is 
the same as the CCR information received in the RM cell, then the new 
source buffer level q(tb) is calculated as in Equation 6.17.
q(tb) = min((q(tj) + (Arrival -  CCR)(tb -  (Eqn 6.17)
The estimation error of the queue length predictor was measured and shown 
in Figure 6.10. The prediction error increases as the link delay dbnk 
increases. This is expected because the aggregate arrival rate of the ABR 
source is assumed to be fixed in the interval tb to (tb+2dlink), this condition 
only holds for small values of dlink and naturally as dlink increases the error 
will grow. But even with this level of prediction error it is still within the 
range (i.e. 1/SNR < 0.4 as determined in Section 6.4) for CPFC to operate
effectively.
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Figure 6.10 Prediction error of buffer level
6.6 Conclusion
In this chapter, a congestion prediction flow control algorithm was devel­
oped to overcome the inefficiency of the EPRCA and ERICA schemes and 
was seen to be able to operate in large propagation delay networks. The per­
formance upper bound of the CPFC scheme was determined and found to 
offer significant improvements in terms of delay and loss over the EPRCA 
and ERICA schemes. Traffic predictors for the CPFC algorithm was devel­
oped after we demonstrated that even under the influence of prediction error 
the CPFC scheme still performs better than the EPRCA and ERICA scheme. 
The prediction errors of the traffic predictors were measured and found to be 
within the range for CPFC to operate effectively. In the next chapter we will 
compare the performance of the CPFC scheme with EPRCA and ERICA 
schemes under a wide range of network conditions.
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7. Performance Comparison
7.1 Introduction
In Chapter 5, we found that the performance of the EPRCA and ERICA 
schemes, under the influence of high propagation delays, suffers high queue­
ing delay and high packet loss ratio. The CPFC scheme was developed in 
Chapter 6 to overcome the above problems by incorporating congestion pre­
diction into the algorithm. In this chapter we will evaluate the performance 
of the CPFC, EPRCA and ERICA schemes under a wide range of network 
conditions. In particular, we want to determine the benefit of using the CPFC 
scheme in a network with large propagation delays instead of using ERPCA 
and ERICA schemes.
7.2 Flow Control Simulation Model
In Chapter 5, we developed an accurate and realistic simulation model for 
performance evaluation of flow control schemes. The accuracy of the simu­
lation model was validated by comparison of simulation results with analyti­
cal results and demonstrating that they match closely. Realistic network 
assumptions were achieved by including bursty ABR traffic sources, VBR 
and CBR background traffic and retransmission protocols. The same Simula-
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tion model will also be used in this chapter for performance evaluation of the 
CPFC, EPRCA and ERICA schemes.
variable link delay (dlink)
CBR & VB 
traffic
Figure 7.1 Simulation Network
The simulation models consist of N independent ABR sources connected to a 
single ATM switch as shown in Figure 7.1. The bottleneck link is shared by 
three traffic service classes: CBR, VBR and ABR as shown in Figure 7.2. 
The CBR service class was assumed to take up a fixed amount of bandwidth 
for the entire simulation run, therefore the fluctuation in the available band­
width for ABR is only affected by VBR traffic. To study the impact of the 
dynamic changes in VBR traffic on the flow control algorithms, different 
levels of VBR traffic were used in the simulation. We control the amount of 
VBR traffic to be carried in the bottleneck link via the parameter p which is 
defined as the ratio of the average amount of VBR traffic over the (link 
capacity - CBR traffic).
P = ( V b w ) / ( B W - C bw) (Eqn 7.1)
In the simulation study we will also vary the average amount of ABR traffic 
transmitted into the network. The parameter that measures the amount of 
ABR traffic carried in the bottleneck link is called oc, where oc is defined as
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the average amount of ABR traffic over the average amount of available traf­
fic for the ABR service class.
a = ^ b w ~  Q w ) (Eqn 7.2)
Figure 7.2 Bandwidth usage
Data transfer related applications are most likely to use the ABR service 
class. Such applications require a low packet loss ratio, small response times 
and high throughput. Therefore the performance measures of the flow con­
trol schemes are packet loss ratios, mean end-end delay and goodput. Good­
put is defined as the proportion of ATM cells which get through the system 
divided by the maximum number of ATM cells which can be earned by the 
system. The end-end delay measurement presented in this chapter includes 
fixed propagation delay, retransmission delay of error packets, as well as 
queueing delay at both the ATM switch and the ABR source. In Chapter 5, 
we have shown that the control parameters (i.e. buffer threshold and averag­
ing interval) setting dictates the performance of the flow control scheme. In 
order to draw meaningful conclusions from the performance evaluation proc­
ess, optimal control parameters have been selected for each flow control 
schemes in all the case studies presented in this chapter.
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7.3 Performance Comparison of Flow Control Schemes
In a typical network the propagation delay between ABR sources and a par­
ticular switch has different values dependant on location. Having a large 
number of different delays in the simulation model makes it difficult to iden­
tify the relationship between the performance of the flow control schemes 
and propagation delays. In order to study the impact of propagation delay on 
the performance of the flow control scheme the link delay (dlink) of all N 
ABR sources in the simulation were assumed to be equal for simplification 
purpose. The link delay (djjnk) was varied between 2 ms to 8 ms in different 
simulation runs.
7.3.1 Case study: Performance of ABR with variable link delays
The first nine case studies in this chapter were selected to evaluate the per­
formance of the flow control scheme with realistic network assumptions. In 
order to study the impact of propagation delays on the performance of the 
flow control scheme the propagation delay (dlink) was varied from 2 ms to 8 
ms. The table below listed various parameters of the nine case studies.
Table 7.1 Case study parameters
case study 3 a
cell buffer 
(cell)
1 0.55 0.48 2000
2 0.55 0.79 2000
3 0.55 0.89 2000
4 0.43 0.75 1500
5 0.43 0.83 1500
6 0.43 0.97 1500
7 0.22 0.64 3000
8 0.22 0.74 3000
9 0.22 0.89 3000
To study the impact of background traffic on the performance of flow control 
schemes, three levels of VBR traffic were assumed in the simulation (P = 
0.22, 0.43, 0.55). In addition to the variation in VBR traffic, the amount of
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ABR traffic transmitted into the system was also varied from oc = 0.48 to 
0.97. The buffer sizes of the switch were assumed to have three different val­
ues (1500, 2000 and 3000 cells). The performance measures of the flow con­
trol schemes are packet loss ratios and mean end-end delay.
7.3.1.1 Heavy VBR traffic load: (3 = 0.55
For cases 1, 2 and 3 p was set to 0.55, indicating there are high levels of 
VBR traffic on the bottleneck link. The ATM switch has a 2000 cell buffer. 
The ABR traffic transmitted into the system is as follows: case 1 a  = 0.48, 
case 2 a  = 0.79 and case 3 a  = 0.89.
We first consider the case where the ABR traffic service class consumes a 
medium level of the available bandwidth (where a  = 0.48). The packet loss 
probability of all three flow control schemes are shown in Figure 7.3. The 
EPRCA scheme has the highest packet loss when propagation delays are 
high. In fact, its packet loss probability increases by a factor of 9 when the 
link delay is increased from 2 to 8 ms. In Figure 7.3, we can see that CPFC 
has the lowest packet loss ratios for all link delays considered.
The end-end delay measurements of the CPFC, ERICA and EPRCA schemes 
are presented in Figure 7.4. Propagation delay variations have the highest 
impact on the end-end delay of ERICA, where its values were increased by a 
factor of 2 when link delay increased from 2 to 8 ms. As for the EPRCA 
scheme, its end-end delay was increased by a factor of 1.5 for the same link 
delay increase. In Figure 7.4, we can see that CPFC does not suffer from an 
end-end delay increase as propagation delay increases and that it has the low­
est end-end delay when compared with EPRCA and ERICA. In fact the end­
end delay of CPFC is only 1/2 of the value of ERICA and EPRCA (at dlink = 
8 ms).
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Figure 7.3 Packet loss ratio vs link delay (Case 1)
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Figure 7.4 End-end delay vs link delay (Case 1 )
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To explain why increases in propagation delay did not have any significant 
effect on the performance of the CPFC algorithm, we measured the predic­
tion error of the queue length predictor and number of active source predic­
tors. The average prediction error in estimating the queue length of the 
switch as a function of propagation delay is shown in Figure 7.5. As 
expected maximum prediction error occurred at the point of maximum link 
delay (i.e. djink = 8 ms), however the value of 1/SNR = 0.37 is within the 
limit (as determined in chapter 6) for CPFC to operate effectively. The aver­
age prediction error in estimating the number of active sources in the system 
as a function of propagation delay is shown in Figure 7.6. As expected maxi­
mum prediction error occurred at the point of maximum link delay (i.e. dlink 
= 8 ms), since the estimator needs to predict further ahead. Flowever the 
value of 1/SNR = 0.22 is well within the limit (i.e. 1/SNR < 0.4) for CPFC to 
operate effectively.
Figure 7.5 Queue length prediction error (Case 1)
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The simulation results of cases 2 and 3 are included in Appendix A. In both 
cases the CPFC scheme outperformed the EPRCA and ERICA schemes, 
since it has the lowest end-end delays while maintaining a lower (or equal) 
packet loss ratio. As expected. Both cases 2 and 3 have higher end-end 
delays when compared with easel, since the ABR offered loads were higher 
in both case studies.
7.3.1.2 Medium VBR traffic load: (3 = 0.43
For cases 4, 5 and 6 the level of VBR traffic on the bottleneck link was 
reduced to (3 = 0.43. The ATM switch was assumed to have a 1500 cell 
buffer. The ABR traffic transmitted into the system is as follows: case 4 a  = 
0.74, case 5 a  = 0.83 and case 6 a  = 0.97.
We now consider the situation where, the utilisation of available bandwidth 
for the ABR traffic service class was 0.74 (i.e. a  = 0.74). The results of the 
packet loss ratio under the influence of propagation delay is shown in
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Figure 7.7. The propagation delay had the highest impact on the performance 
of the EPRCA scheme, where packet loss ratio increased by more than a fac­
tor of 10, when link delay increased from 2 to 6 ms, at the same time end-end 
delay figures also increased by more than a factor of 5. The result of this case 
study also indicates that the EPRCA scheme experienced congestion col­
lapse when link delay increased to 8 ms, since both packet loss ratio and end­
end delay became extremely high (it is off the scale of the graph in 
Figure 7.7 and Figure 7.8). In Figure 7.7, we can see that CPFC has the low­
est packet loss ratio, its value is only 1/2 of the packet loss ratios of the 
ERICA and less than 1/15 of the packet loss of the EPRCA scheme (at dlink = 
8 ms).
An increase in link delay seems to have a significant impact on end-end 
delay in the ERICA scheme, as shown in Figure 7.8. As propagation delay 
was increased from 2 to 8 ms, the end-end delay of ERICA has been dou­
bled. The results of case 1 and 4 indicate that a high level of fluctuation in 
available bandwidths (i.e. (3 = 0.55 and 0.43) has a significant impact on the 
performance of the ERICA scheme. In Figure 7.8, we can see that increasing 
propagation delay seems to have no impact on end-end delay of CPFC. 
Figure 7.8 show that CPFC has the lowest end-end delay, its value is only 
1/3 of the end-end delay reading of ERICA and less than 1/10 of the EPRCA 
scheme (at dlink = 8 ms).
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Figure 7.7 Packet loss ratio vs link delay (Case 4)
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Figure 7.8 End-end delay vs link delay (Case 4)
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We measured the prediction error of the queue length predictor and number 
of active source predictor, so that we can explain why the increase in propa­
gation delay has no effect on the performance of the CPFC algorithm. In 
Figure 7.9 we can see that the maximum prediction error is 1/SNR = 0.31, 
which is within the limit (i.e. 1/SNR < 0.4) for CPFC to operate effectively 
and this occurred at dknk = 8 ms. Figure 7.10 shows the average prediction 
error in estimating the number of active sources in the system as a function 
of propagation delay. The maximum prediction error again occurs at dlink = 8 
ms, however the value of 1/SNR = 0.06 is within the limits (i.e. 1/SNR < 0.4) 
for CPFC to operate effectively.
Figure 7.9 Queue length prediction error (Case 4)
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Figure 7.10 Number of active source prediction error (Case 4)
The simulation results of cases 5 and 6 are included in Appendix A. In both 
cases the CPFC scheme outperforms the EPRCA and ERICA schemes 
because it has the lowest end-end delay while maintaining a lower (or equal) 
packet loss ratio. As expected, case 6 has the highest end-end delay since it 
has the highest ABR offered load.
7.3.1.3 Light VBR traffic load: (3 = 0.22
For cases 7, 8 and 9 the level of VBR traffic on the bottleneck link was 
reduced to (3 = 0.22. The switch has a 3000 cell buffer. ABR traffic transmit­
ted into the system for each case is defined as follow: case 1 a  = 0.64, case 8 
a  = 0.74 and case 9 a  = 0.89.
In case 7 (a  = 0.64) as the propagation delay increases, the packet loss ratio 
of all three flow control schemes increases accordingly, as shown in 
Figure 7.11. The packet loss probability of EPRCA was increased by a factor 
of 4 when link delay was increased from 7 to 8 ms. As shown in Figure 7.12,
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high propagation delays have the most significant impact on end-end delay 
in the EPRCA scheme, where the average delay increased from 0.13 to 0.33 
seconds (when link delay increase from 2 to 8 ms).
The increase in link delay seems to only have a minor impact on the end-end 
delay of the ERICA scheme. This result departs from the findings of the pre­
vious two case studies (i.e. case 1 and 4) where the end-end delay was 
increase by a factor of 2. This is due to the fact that ERICA always reserves a 
small amount of bandwidth to avoid congestion, if the level of fluctuation in 
the available bandwidth is lower than the reserve bandwidth, the perform­
ance of this scheme will not be effected by increases in propagation delay. 
As expected, when the propagation delay increases from 2 to 8 ms the end­
end delay of CPFC was constant and has the lowest value.
Figure 7.11 Packet loss ratio vs link delay (Case 7)
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Figure 7.12 End-end delay vs link delay (Case 7)
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We measured the prediction errors associated with the queue length and 
number of active sources. In Figure 7.12 we can see that the maximum pre­
diction error is 1/SNR = 0.38, however it is still within the limits (as deter­
mined in chapter 6) for CPFC to operate effectively. Figure 7.12 shows the 
average prediction error in estimating the number of active sources in the 
system as a function of propagation delay. Having 1/SNR = 0.14 as the max­
imum prediction error was well within the limits (as determine in chapter 6) 
for CPFC to operate effectively.
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Figure 7.13 Queue length prediction error (Case 7)
Figure 7.14 Number of active source prediction error (Case 7)
Performance Comparison 122
The simulation results of cases 8 and 9 are included in Appendix A. In both 
cases the CPFC scheme has the lowest end-end delay while maintaining a 
lower (or equal) packet loss ratio when compared with the EPRCA and 
ERICA schemes. The average end-end delay increases as the utilisation of 
the available bandwidth increases. This is due to higher queueing delays at 
the ATM switch and ABR source. As expected, case 9 has the highest end­
end delay since it has the highest ABR offered load.
7.3.1.4 VBR traffic and ERICA
Case 10 was set up to confirm that the level of fluctuation in background 
traffic has a significant impact on the performance of the various scheme. In 
this case study the level of available bandwidth of ABR service class, buffer 
size, CBR and ABR traffic were identical for both scenarios. However, the 
VBR traffic level was different for the two scenarios (for scenario 1 (3 = 0.20 
and for scenario 2 P = 0.55). The mean end-end delay for the two scenarios 
behaves quite differently as shown in Figure 7.15. The scenario with lower 
VBR traffic level (P = 0.20) performs much better than the scenario 2 with a 
higher p, where its end-end delay value is only a half of the delay value of 
scenario 2 at link delay of 8 ms. In addition, as the propagation delay 
increases, the scenario with P = 0.20 does not suffer from any performance 
degradation as in the scenario with P = 0.55. In particular the end-end delay 
increases by a factor of two when propagation delay increase from 2 to 8 ms 
for the scenario with p = 0.55. This result confirms that the level of fluctua­
tion in background traffic dictates the performance of ERICA scheme.
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Figure 7.15 End-end delay vs link delay (Case 10)
7.3.2 Case Study: “Greedy Sources”
The next three case studies in this chapter are selected to evaluate the maxi­
mum goodput of the flow control systems. Therefore, “greedy” ABR sources 
were used in the simulation, which means that the source always has data to 
be transmitted into the network.
One of the difficulties in providing optimal control of ABR traffic is that the 
available bandwidth will fluctuate dynamically due to randomness in the 
CBR/VBR traffic. To study the impact of background traffic on the perform­
ance of the flow control scheme, three levels of VBR traffic were assumed in 
the simulation (where p = 0.22, 0.43, 0.58).
Another parameter that will affect performance of the flow control schemes 
is the buffer size of the ATM switch. In the following simulation, the switch 
buffer was assumed to have three different values (1500, 2000 and 3000 
cells).
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7.3.2.1 Greedy ABR source with light VBR traffic load
Considering case 11 where there is only a low level of VBR traffic entering 
the system (i.e. (3 = 0.22). The switch buffer size was set to 1500 cells. The 
goodput of all three flow control algorithms were plotted in Figure 7.16. As 
the propagation delay increases, the average goodput of the EPRCA scheme 
decreases from 0.99 to 0.85. This is what is to be expected, since an increase 
in propagation delays translates to a slower response time. However the 
ERICA scheme does not suffer from any loss of goodput with an increase of 
propagation delay. This finding also agrees with the previous observations. 
As explained in case 7, the performance of ERICA will not be effected by an 
increase in propagation delay as long as the fluctuation in available band­
width is lower than the reserved bandwidth. The goodput values of the CPFC 
scheme are also not affected by an increase in propagation delay because of 
congestion prediction. By examining the simulation results of case 11, we 
find that the CPFC scheme maintained a goodput value that is much higher 
than the EPRCA scheme and slightly higher than the ERICA scheme. This is 
a very significant improvement, because with the goodput values of 0.99 
CPFC is operating very close to the ideal region (i.e. goodput = 1.0). Given 
that, it is very difficult to design a flow control algorithm operating in the 
ideal region.
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Figure 7.16 Goodput vs link delay (Case 11)
7.3.2.2 Greedy ABR source with medium VBR traffic load
In case study 12 we increased the level of VBR traffic entering the system to 
p = 0.43. The switch buffer size was set to 3000 cells. The goodput of all 
three flow control algorithms were plotted in Figure 7.17. As the propagation 
delay increased the average goodput of the EPRCA scheme decreased from 
0.92 to 0.64 (much lower than case 11), this result indicates that the level of 
VBR traffic has a significant impact on the performance of the EPRCA 
scheme. The increased levels of VBR traffic also had a small impact on the 
performance of the ERICA scheme, its goodput values decreased from 0.99 
to a 0.96. The CPFC scheme did not suffer from any loss of goodput with the 
increase of the propagation delay as in case 11. This means that the increased 
level of VBR traffic has minimum impact on the performance of the CPFC 
scheme. Again we found that the CPFC scheme has the highest goodput 
when compared with the ERICA and EPRCA schemes.
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Figure 7.17 Goodput vs link delay (Case 12)
7.3.2.3 Greedy ABR source with heavy VBR traffic load
In case 13 the switch buffer size was set to 2000 cells and p was increase to 
0.55. Figure 7.18 shows the goodput measurement of the CPFC, EPRCA and 
ERICA schemes. The performance of the EPRCA scheme is similar to its 
performance in case 12, where its goodput decreased from 0.95 to 0.64. The 
higher levels of VBR traffic had a significant impact on the performance of 
the ERICA scheme as expected, where its goodput values were reduced to 
0.93 (for djink = 8 ms). Even with this level of VBR traffic presented in the 
system, the CPFC scheme did not suffer from any loss of goodput with the 
increase of the propagation delay as in cases 11 and 12. We found that the 
CPFC scheme (at dlink = 8 ms) had a goodput value 0.06 higher than the 
ERICA scheme and 0.34 higher than the EPRCA scheme.
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Figure 7.18 Goodput vs link delay (Case 13)
The results of these three case studies confirm that the level of VBR traffic 
and propagation delay has a significant impact on the performance of the 
ERICA and EPRCA schemes. However the level of VBR traffic and values 
of link delay does not have any impact on the performance of the CPFC 
scheme. The results of this section demonstrate that the CPFC scheme is very 
robust in terms of performing consistently better than the EPRCA and 
ERICA scheme for all cases considered.
7.3.3 Case Study: Performance vs Offered load
For all the case studies presented so far, we have assumed that the propaga­
tion delays (dlink) for all N ABR sources were equal. However, in a typical 
network the propagation delay between ABR sources and a particular switch 
have different values. In the next two case studies, we assumed that the prop­
agation delay for ABR sources is random, each source will have a link delay 
range between 2 to 8 ms.
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7.3.3.1 Multiple propagation delay with (3 = 0.22
For case 14, (3 was set to 0.22, which means that there is only a low level of 
VBR traffic on the bottleneck link. The switch has a 3000 cell buffer. The 
ABR traffic offer load transmitted into the bottleneck link has the following 
value: a  = 0.64, a  = 0.74 and a  = 0.89.
In Figure 7.19, the packet loss probability of the flow control schemes are 
plotted against the offer loaded of the ABR traffic. The packet loss probabil­
ity of the EPRCA scheme increases as the offered load increases. This is 
what is expected, since EPRCA is a congestion control scheme and it allows 
the network to recover from a congested state. However, a potentially large 
number of packets may be lost between the on set of congestion and the 
moment when the congestion control mechanism reacts. Therefore the prob­
ability of congestion increases as the offered load increases. The level of 
offered load had a minimum impact on packet loss ratios of the CPFC and 
ERICA schemes. In Figure 7.19, we can see that the CPFC scheme had the 
lowest packet loss ratio when compared with the EPRCA and ERICA 
schemes.
The packet loss probability of the ERICA scheme decreases slightly as 
offered load increases. This because the number of active ABR sources will 
remain in the active state for longer periods as the offered load increases. 
Therefore, the error in determining the number of active source for the 
ERICA scheme decreases as offered load increases since the ABR source 
jumps between active and idle state less frequently. The level of fluctuations 
in VBR traffic is low which means the ERICA scheme will operate effi­
ciently. For a congestion avoidance scheme like ERICA, reducing the error 
in measuring the number of active source will decreases the packet loss prob­
ability.
Figure 7.20 shows end-end delay measurements of the CPFC, EPRCA and 
ERICA schemes. All three flow control schemes have an increase in their
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end-end delays as the offered load increases. The results of this case study 
indicate that the CPFC scheme had the best performance for all offered loads 
considered since it had the lowest packet loss probability and end-end delay.
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Figure 7.19 Packet loss ratio vs offer load (Case 14)
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Figure 7.20 End-end delay vs offer load (Case 14)
7.3.3.2 Multiple propagation delays with (3 = 0.55
For case 15, the level of VBR traffic on the bottleneck link was increased to 
a value where (3 = 0.55. The switch has a 2000 cell buffer. The ABR traffic 
offered load transmitted into the bottleneck link has the following values: a  
= 0.69, a  = 0.79 and a  = 0.89.
In Figure 7.19, the packet loss probability of the flow control schemes are 
plotted against the offered load of the ABR traffic. The packet loss probabil­
ity of the EPRCA scheme has increased by a factor of 4 as the offered load 
increases from 0.69 to 0.89. This is what is expected, since EPRCA does not 
operate effectively under the influence of high fluctuation in available band­
width. The level of offered load has a minimal impact on packet loss ratios of 
the CPFC and ERICA schemes. Once again, the CPFC scheme has the low­
est packet loss ratio, its values are about 1/2 of ERICA and less than 1/5 of
the EPRCA scheme.
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Figure 7.20 shows the end-end delay measurements of the CPFC, EPRCA 
and ERICA schemes. The end-end delay of the EPRCA scheme has 
increased by a factor of 10 as the offered load increases from 0.69 to 0.89. 
The huge increase in end-end delay is due to the retransmission delay of 
error packets (since there is a very high packet loss probability) and higher 
queueing delay under high offered load. The CPFC and ERICA schemes 
show an increase in end-end delays as offered load increases, but did not suf­
fer from excessive delay. The results of this case study indicate that the 
CPFC scheme has the best performance for all offered loads considered, 
since it has the lowest packet loss probability and end-end delay.
0.75 0.8offer load 0.85
Figure 7.21 Packet loss ratio vs offer load (Case 15)
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Figure 7.22 End-end delay vs offer load (Case 15)
7.4 Conclusions
The EPRCA, ERICA and CPFC schemes were studied under a wide range of 
network conditions. The simulation results of this chapter indicate that 
EPRCA suffers from low goodput, high end-end delay and packet loss ratios 
under the influence of high propagation delay. The level of background VBR 
traffic also has a significant impact on the performance of the EPRCA 
scheme.
The levels of fluctuation in available bandwidths dictate the performance of 
the ERICA scheme. ERICA achieves its best performance with a low level of 
fluctuation in available bandwidth, where propagation delay has a minimum 
impact on its performance. However, when VBR traffic increases to a high 
level, ERICA suffers from high packet loss and end-end delay under high 
propagation delay.
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The simulation results from all of the case studies indicated that the CPFC 
scheme obtained the best performance in terms of goodput, packet loss prob­
ability and end-end delay (when compared to EPRCA and ERICA). The 
CPFC scheme has the highest goodput figure (goodput = 0.99) regardless of 
the level of VBR traffic, operating very close to the ideal region of goodput = 
1.0. In addition, increases in the level of fluctuation of available bandwidth 
and propagation delay have a very minor impact on the performance of the 
CPFC scheme. Thus we can conclude that CPFC operates very efficiently 
under a wide range of network conditions thus making it a robust scheme.
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8. Conclusions and Future Work
8.1 Conclusions
ATM networks are designed to support a wide variety of traffic types whilst 
offering a multiple quality of services. In an ATM network all available 
resource are shared between all services in order to take advantage of statisti­
cal multiplexing gains. Out of the five service class defined by the ATM 
forum, ABR is the most difficult to optimize, since it is the only traffic class 
that requires a closed loop control system.
Ramamurthy [Rama96] and Pazhyannur have [Pazh95] point out that reac­
tive feedback control may not operate effectively in network with large delay 
bandwidth product. The focus of this thesis is on development and evaluation 
of flow control algorithms for ABR in networks with large delay bandwidth 
product.
In order to draw meaningful conclusions from the performance evaluation of 
ABR flow control algorithms, accurate traffic models are necessary. Three 
different traffic models have been examined in Chapter 4. Traditionally traf­
fic characteristics were largely assumed to be Poisson in nature. After Leland 
[Lela93] reported that Ethernet LAN traffic is fractal in nature, self-similar 
processes have been used to model a wide variety of traffic types.
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In Chapter 4, Ethernet and ATM LAN traffic was presented using a high 
time resolution data logging system. We have concluded from the statistical 
analyses of the collected traffic data that real traffic behaves differently when 
examined over widely varying time scales. It was found that LAN traffic 
exhibits self-similar behaviour (i.e. Pareto distribution) on small time scales 
(i.e. less than 10000 ms). However, the self-similar property breaks down for 
large time scales (i.e. larger than 10000 ms), where LAN traffic is better 
described by the Poisson distribution. Therefore, we concluded that both the 
Poisson and Pareto distributions by themselves are poor traffic models for 
LAN traffic.
A hybrid distribution was proposed in Chapter 4 to model Ethernet and ATM 
LAN traffic. The Hybrid model is able to capture the self-similar behaviour 
on small time scales and the independence of the traffic patterns on large 
time scales. The accuracy of the Hybrid model was confirmed by comparing 
the simulated and real traffic and applying a Chi-square goodness of fit test.
From the literature review described in Chapter 3, we established that current 
literature dealing with explicit rate control analysis is largely based on sim­
ple network conditions. In particular, unrealistic models were selected to 
describe the dynamic effect of VBR traffic and arrival rate of Resource Man­
agement cell. In Chapter 5, a fluid flow queueing model was developed to 
analyse ABR flow control algorithm with realistic VBR background traffic 
and RM cell models. A simulation model was also developed to confirm the 
accuracy of the analytical model. The maximum deviation between the simu­
lation and analytical results of both EPRCA and ERICA schemes under a 
wide variety of network conditions were found to be less than 1% for all case 
considered. This confirms that both the analytical tool and simulation model 
produce very accurate results.
Before a detailed performance evaluation of EPRCA and ERICA schemes 
was performed, the impact of the traffic models was studied. The results of 
the study indicate that the Poisson model tends to significantly under esti­
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mate (while the Pareto model tended to significantly over estimate) packet 
loss and queueing delay when compared to the hybrid model. This result 
highlights the importance of traffic model selection for network dimension­
ing, since the wrong assumptions can lead to unacceptable network perform­
ance in terms of network usage.
Most of the current literature on ABR flow control simulation and analysis 
uses a simple traffic model and ignores the dynamic effect of VBR traffic. To 
overcome this problem the simulation model was extended to include bursty 
ABR traffic sources (using the hybrid model), realistic VBR and CBR back­
ground traffic and retransmission protocols. The simulation was focused on 
the impact of high propagation delay on the performance of EPRCA and 
ERICA schemes under realistic network conditions. It was found that both 
EPRCA and ERICA schemes suffer from a significantly higher queueing 
delay and packet loss as propagation delay increases.
To address the above problem, a congestion prediction flow control (CPFC) 
algorithm was developed. The CPFC scheme was designed to operate effi­
ciently in a network with large propagation delays, by incorporating conges­
tion predication into the algorithm.
The optimal performance bounds of the CPFC algorithm were determined by 
using perfect predictors. It was found, as expected, that the CPFC scheme 
offers significant improvements in terms of end-end delay and packet loss 
over the EPRCA and ERICA schemes when operating under ideal condi­
tions. However, in practice, predictors are not perfect which means that pre­
diction error will occur. Therefore prediction errors were added to the perfect 
predictors to evaluate the performance of the CPFC algorithm under the 
influence of prediction error. We found that even for a predictor with a rela­
tively low estimation accuracy (i.e. prediction error of 1/SNR = 0.4) CPFC 
still outperforms both EPRCA and ERICA. This led us to develop simple 
traffic predictors for the CPFC algorithm. The prediction errors of the traffic
Conclusions and Future W ork 137
predictors were measured and found to be within the range for CPFC to oper­
ate effectively.
Finally the EPRCA, ERICA and CPFC schemes were studied under a wide 
range of network conditions. The EPRCA scheme has the worst performance 
when compared to ERICA and CPFC schemes. The EPRCA scheme suffers 
from low goodput, high end-end delay and packet loss probability under the 
influence of high propagation delay. The levels of fluctuation in higher prior­
ity traffic (VBR and CBR) also has a significant impact on the performance 
of the EPRCA scheme.
The simulation results indicate that the performance of the ERICA scheme is 
dictated by the level of fluctuation in available bandwidth. It was found that 
with low levels of fluctuation in available bandwidth, varying propagation 
delay has minimal impact on the performance of the ERICA scheme. How­
ever, with a high level of fluctuation in available bandwidth the end-end 
delay and packet loss increases significantly as propagation delay increases.
For all the cases studies considered in Chapter 7, the CPFC scheme achieves 
the best performance when compared to EPRCA and ERICA. The CPFC 
scheme obtained the highest goodput figure (goodput = 0.99) regardless of 
the level of VBR traffic. It is the only scheme that is capable of operating 
very close to the ideal region (goodput = 1.0). The packet loss probability 
and end-end delay of CPFC are always lower than EPRCA and ERICA 
under the same network conditions. In addition, increasing the level of fluc­
tuation in available bandwidth and propagation delay has a very minimum 
impact on the performance of CPFC scheme. Thus, we can conclude that 
CPFC is a very robust algorithm which is capable of operating efficiently 
under a wide range of network conditions.
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8.2 Open Issues and Recommendations for Future Work
In Chapter 5, we found that EPRCA and ERICA flow control schemes suffer 
from high packet loss probability and high queueing delay when the link 
delay between the ABR source and the congested switch is large. The focus 
of Chapter 7 was on determining the impact of propagation delays on the 
performance of ABR flow control schemes.
ATM networks having only one bottle-neck switch were used in the per­
formance evaluation because it makes it easier to determine the relationship 
between propagation delay and the performance of ABR flow control 
schemes. However, in a large ATM network multiple ATM switches may 
experience congestion at the same time. Therefore, it is important to study 
the scenario with multiple bottle-neck switches in one network. In particular, 
it would be important to determine how each congested switch affects the 
performance of other switches in the same network.
In this thesis we have assumed all ABR traffic sources adjust their maximum 
cell rate according to the feedback information in the resource management 
cells. However, if some ABR traffic sources do not comply to the standard, 
the performance of the network will be degraded. Thus, it is essential to 
study the impact of non-compliant ABR traffic sources on the performance 
of the network and the fairness issue. It is also important to determine how 
the CPFC algorithm can be modified to accommodate a non-compliant ABR 
traffic source without suffering from performance degradation.
In Chapter 5, it was shown that the control parameters (i.e. buffer threshold 
and averaging interval) dictate the performance of the flow control scheme. 
The optimal control parameters were selected for each experiment in Chapter 
7 after testing a large range of control parameter values for all three flow 
control schemes. This is a time consuming exercise and it would be much 
better to develop a systematic way of determining control parameters for 
flow control algorithms. One way to approach this problem is to first obtain
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the relationship between the control parameters and network conditions (i.e. 
the propagation delay between congested switch and ABR source, levels of 
fluctuation in available bandwidth, switch buffer size, ABR traffic load 
etc...). Then using these relationships to systematically set control parame­
ters for the flow control algorithm,
In Chapter 6 we developed a new explicit rate calculation algorithm which 
predicts the future state of the network. A traffic predictor for available band­
width estimation was designed to handle the common traffic characteristics 
as measured at the time. However, new traffic types having different charac­
teristics may emerge in the future. Thus, there is a need to developed or 
enhance the traffic prediction mechanism to accommodate the new traffic 
conditions for the CPFC algorithm.
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Appendix A. Flow Control Analysis: 
Performance vs Link Delays
A .l Outline
In Chapter 7, the EPRCA, ERICA and CPFC schemes were studied under a 
wide range of network conditions. Only a portion of the simulation results 
were presented in that chapter. The remaining results of the performance 
evaluation process is included in this appendix. The parameters setting for 
each of the case study is list on top of each page.
149
Case 2 P = 0.55; a  =  0.69; Buffer size = 2000 cells.
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Case 3: |3 = 0.55; a  = 0.79; Buffer size = 2000 cells.
Case 5: P = 0.43; a  = 0.83; Buffer size = 1500 cells.
0.1 1 i i j i i i 
i
0.09 ----- CPFC
-  -  EPRCA
i
i
i
0.08 - .....  ERICA i  _  /
0.07 -
/
i _ 
/
0.06 - i .  
i
0.05 - 1 _ 
J
0.04 - A/
/
/
0.03 - /  -T /
0.02
0.01
0
1 4 5 6link delay (ms)
delay (ms)
pack
et lo
ss p
roba
bility
Case 6: P = 0.43; a  = 0.97; Buffer size = 1500 cells.
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Case 8: (3 = 0.22; a  = 0.74; Buffer size = 3000 cells.
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Case 9: P = 0.22; a  = 0.89; Buffer size = 3000 cells.
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