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In this paper we consider a general linear model in a continuous
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1. Introduction
Thepresentpaper investigates a linearmodel in continuous time. Theobjective is togiveadecompo-
sition of the process which clariﬁes its structure. This decomposition has as a starting point the study
of the characterization of the Gaussian distribution in terms of the BLUE estimator sufﬁciency (see
Bischoff et al. [1,2] for thediscrete case and Ibarrola andPérez-Palomares [3,4] for the continuous time).
In the literature, there are several decompositions of a classical linear model Y = Xβ + , where Y
is an observable random vector, X is the known design matrix, β is a vector of unknown parameters,
and  is a random vector with zero expectation and a known (up to a constant) dispersion matrix. The
most classical decomposition consists ofwriting the vector Y as the sumof the BLUE estimator plus the
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vector of residuals. When the covariance matrix of  is singular, then there exist linear combinations
of the parameters which are completely known when the vector Y is observed. In Nordstrom [5] and
in Paige [6] we can ﬁnd decompositions in which the deterministic part is recovered from the model.
In particular, in Nordstrom [5] the decomposition is derived from an orthogonal partition of Rn and
it essentially consists of the following terms:
Y = Y1 + Y2 + Y3, (1)
where Y1 is a deterministic component, Y2 is the BLUE estimator for its expectation and Y3 is a residual
part, i.e. its distribution does not depend on the parameter β. In Paige [6] the authors present a new
derivation of the generalized singular value decomposition for matrices and they obtain a decomposi-
tion of the linearmodel as an application. There are three important components in its decomposition:
one is a deterministic part, another is a random component which serves to estimate the parameter
β, and ﬁnally there is a part which does not give information on the parameters.
In this paper,wepresent adecompositionof a linearmodel in continuous time,which canbeapplied
to a discrete time linear model, obtaining a different decomposition to those given in the literature.
As we will see, if we apply to a discrete model the decomposition developed in this paper, we obtain
Y = Y∗1 + Y∗2 + Y∗3 + Y∗4 ,
where Y∗
1
is a deterministic component equals to Y1 in (1); Y
∗
2
is the BLUE for its expectation; Y∗
3
is
a vector which contains information on the parameter and on the distribution of certain estimators
(under some hypotheses); and Y∗
4
is a residual part. Moreover, we can give a further decomposition of
Y∗
3
in twoparts,Y∗
3
= Y∗(1)
3
+ Y∗(2)
3
,whereY
∗(1)
3
is theBLUE for its expectationandY
∗(2)
3
is a residual term.
If we compare our decomposition with (1), we see that Y2 = Y∗2 + Y∗(1)3 and Y3 = Y∗4 + Y∗(2)3 . Therefore,
the difference in our decomposition is that we factorize the BLUE term Y2 into two estimators Y
∗
2
and
Y
∗(1)
3
where the last one can give information on the distribution of some linear estimators. The same
happens with the residual part, that is, we can give the distribution of Y
∗(2)
3
in certain situations.
The structure of the paper is the following: in this sectionwe recall some definitions used through-
out the paper (most of them are introduced in Ibarrola and Pérez-Palomares [4]). In Section 2 we
introduce each component of the decomposition and, ﬁnally, in Section 3 we study the structure and
the properties of each component.
From now on, let (Zt , t ∈ [0, T ]), T > 0, be a stochastic process with distribution P0 in (R[0,T ],FT )
whereFT is the σ -algebra generated by Zt , t ∈ [0, T ]. Let E0 be the mathematical expectation with
respect to P0. Suppose that E0[Zt ] = 0, t ∈ [0, T ] and E0[ZsZt ] = B(s, t), s, t ∈ [0, T ] is a known continuous
function in [0, T ] × [0, T ]. For each θ ∈ Rp, we denote by Pθ the distribution of the process (Xt , t ∈ [0, T ])
which is deﬁned as Xt = A(t)θ + Zt , t ∈ [0, T ], where A(t)′ is a vector in Rp, with known continuous
components in [0, T ]. Let μ be the normal distribution on (Rp,B(Rp)) with zero mean and covariance
matrix I. P denotes the measure deﬁned on (R[0,T ],FT ) as
P(A) =
∫
Rp
Pθ (A)dμ(θ), A ∈FT .
The mathematical expectation with respect to P will be denoted by E and with respect to Pθ by Eθ .
Thus, the process (Xt , t ∈ [0, T ]) is an element of L2(R[0,T ],FT , P) with
E[Xt ] = 0, E[XsXt ] = B(s, t) + A(s)A(t)′, s, t ∈ [0, T ]. (2)
We denote byL(Xt , t ∈ [0, T ]) the closure in L2(R[0,T ],FT , P) of the set of ﬁnite linear combinations
of type
∑n
i=1 ciXti , ci ∈ R, ti ∈ [0, T ].L(Xt , t ∈ [0, T ]) is a Hilbert space with the inner product 〈Y , Z〉 =
E[YZ]. We are interested in estimators constructed by the observed paths of the process (Xt , t ∈ [0, T ])
in a linear way, i.e. we are interested in estimators belonging to the classL(Xt , t ∈ [0, T ]). We refer to
this class of estimators as linear estimators.
An estimable linear combination is a linear combination of θ which can be unbiasedly estimated
by elements of L(Xt , t ∈ [0, T ]). We say that a linear estimator is the BLUE for an estimable linear
combination of θ if it is of minimum variance among all linear estimators unbiased for the linear
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combination. Let (θr , r ∈ K) be a family of elements inL(Xt , t ∈ [0, T ]), where K is a compact subset
of R. If K is not a ﬁnite set, we shall suppose that (θr , r ∈ K) is continuous in square mean sense. We
denote byL(θr , r ∈ K) the closure in L2(R[0,T ],FT , P) of the linear combinations of (θr , r ∈ K). Then
(θr , r ∈ K) is linearly sufﬁcient if the BLUE of each estimable linear combination belongs toL(θr , r ∈ K).
Let θˆ = (θˆ1, . . . , θˆp)′ be the estimator verifying
A(t) = 〈Xt , θˆ ′〉 = E[Xt θˆ ′], t ∈ [0, T ], (3)
which always exists (see, for example, Ibarrola and Pérez-Palomares [4]). Therefore, we can write
Eθ [Y ] = E[Y θˆ ′]θ , Y ∈L(Xt , t ∈ [0, T ]) (4)
and, from (2),
E[YZ] = E0[YZ] + E[Y θˆ ′]E[θˆZ], Y , Z ∈L(Xt , t ∈ [0, T ]). (5)
For a linear estimator Y unbiased for 0 we have from (4) that E[Y θˆ ′] = 0 and using (5) we see that
E0[Y θˆ ′] = 0. Thismeans that θˆ is uncorrelatedwith all linear estimators unbiased for 0, so θˆ is the BLUE
for its expectation. Finally, denoting by = E[θˆ θˆ ′], it holds that A(t)−θˆ is the BLUE for A(t)θ , t ∈ [0, T ],
where − denotes a generalized inverse of . We shall also use the following notation: C = E0[θˆ θˆ ′]
and S(t) = E0[Xt θˆ ′]. Observe that C = (I −) and S(t) = A(t)(I −).
Note 1. In the problem of estimating the expectation of a process in a continuous time context, most
of papers (see among others, [7,8]) impose equality (3) with E0 instead of E, in order to construct the
BLUE estimator. In this paper the unique assumption on the expectation and on the covariance of the
process is their continuity, for that reason we have deﬁned the measure P and we have proved (3) for
the construction of the BLUE.
2. Decomposition of the linear model
First, we observe that it is possible to ﬁnd deterministic elements inL(Xt , t ∈ [0, T ]) since we have
not imposed restrictions on the covariance function B. The ﬁrst decomposition that we give consists
simply in recovering the main deterministic component.
We deﬁne
B⊥ = {Z ∈L(Xt , t ∈ [0, T ]) : E0[ZXt ] = 0, t ∈ [0, T ]}.
B⊥ is the class of all deterministic linear estimators. Then, we consider for each t ∈ [0, T ] the orthog-
onal projection of Xt onto B
⊥ with respect to the inner product 〈Y , Z〉 = E[YZ], let ct be this projection.
Obviously we can write
Xt = ct + X∗t , t ∈ [0, T ]
with X∗t = Xt − ct . The process (X∗t , t ∈ [0, T ]) satisﬁes thatL(X∗t , t ∈ [0, T ]) does not contain determin-
istic linear estimators.
Note 2. If equality (3) is satisﬁed with E0, i.e. if there exists a linear estimator θˆ
∗ such that
A(t) = E0[Xt θˆ∗′], t ∈ [0, T ], (6)
then for a Z ∈L(Xt , t ∈ [0, T ]), we have from (3) and (6)
E[Z θˆ ′] = E0[Z θˆ∗′].
Thus, using (4), Eθ [Z] = E0[Z θˆ∗′]θ , whichmeans that each Z ∈L(Xt , t ∈ [0, T ]) with variance zero, it
has zero expectation with respect to Pθ , and then B
⊥ is a trivial set.
Moreover, in this case it is not necessary to consider the measure P because each convergent ele-
ment, in square mean sense with respect to P0, is convergent with respect to Pθ for all θ (and with
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respect to P). Thus,L(Xt , t ∈ [0, T ]) would be the set of the linear combinations∑nk=1 akXtk and their
limits in square mean sense with respect to P0.
Lemma 1. A representation of the deterministic linear estimator (ct , t ∈ [0, T ]) is given by
ct = A(t)−(I − CC+)θˆ , t ∈ [0, T ],
where C+ is the Moore–Penrose inverse of C.
Proof. First, we see that ct ∈ B⊥ because (I − CC+)E0[θˆ θˆ ′] = (I − CC+)C = 0, so (I − CC+)θˆ = 0, P0-a.s.
showing that ct ∈ B⊥. We have to check that Xt − ct is orthogonal to B⊥ (with respect to the inner
product given by P). Let Z ∈ B⊥, then from (5), E[θˆZ] = E[θˆ θˆ ′]E[θˆZ], that is
(I −)E[θˆZ] = 0. (7)
Thus, again from (5), E[(Xt − ct)Z] = E[(Xt − ct)θˆ ′]E[θˆZ] = A(t)(I −−(I − CC+))E[θˆZ] = A(t)
(−CC+)E[θˆZ]. TheMoore–Penrose inverse C+ satisﬁes (CC+)′ = CC+. On the other hand C = (I −
) = C. With these properties and (7) we conclude
E[(Xt − ct)Z] = A(t)(−(C+)′C)E[θˆZ] = A(t)(−(C+)′)(I −)E[θˆZ] = 0
for all Z ∈ B⊥. This shows the lemma. 
We shall now give some properties of the process (X∗t , t ∈ [0, T ]).
Lemma 2. Let a(t) :=E[X∗t θˆ ′], t ∈ [0, T ]. Then, there exists an estimator θˆ∗ ∈L(X∗t , t ∈ [0, T ]) such that
a(t) = E0[X∗t θˆ∗′], t ∈ [0, T ]. (8)
Proof. FromLemma1, a(t) = A(t)−CC+ = A(t)(I −)C+ = S(t)C+ = E0[Xt θˆ ′C+]. Now,Xt = X∗t ,
P0-a.s. and we take θ˜ ∈L(X∗t , t ∈ [0, T ]) with θˆ = θ˜ , P0-a.s. (for example the projection of θˆ onto this
space). Finally, deﬁning θˆ∗ = (C+)′θ˜ , we prove Lemma 2. 
Note 3
(i) Lemma 2 implies that,
Eθ [Z] = E0[Z θˆ∗′]θ , Z ∈L(X∗t , t ∈ [0, T ]). (9)
(ii) According to Note 2, the classL(X∗t , t ∈ [0, T ]) coincides with the limits of
∑n
k=1 akX∗tk in square
mean sensewith respect to P0. Moreover, an equality P0-a.s. among elements ofL(X∗t , t ∈ [0, T ])
is satisﬁed P-a.s. (and therefore Pθ -a.s. for all θ).
To obtain our decomposition,we consider the eigenvalues λk and the eigenfunctions ek(t), t ∈ [0, T ],
of the covariance function B(t, s), which verify that
B(t, s) =
∞∑
k=1
λkek(t)ek(s), t, s ∈ [0, T ],
where
λk > 0, λkek(t) =
∫ T
0
B(t, s)ek(s)ds, t ∈ [0, T ]
and
∫ T
0 ek(t)ej(t)dt = δkj , with δkj = 0 if k /= j and δkj = 1 if k = j. Deﬁne X
∗
k = 1√λk
∫ T
0 X
∗
t ek(t)dt, k =
1, 2, . . . The Karhunen–Loève expansion yields (see for instance [9])
X∗t =
∞∑
k=1
√
λkek(t)X
∗
k =
∞∑
k=1
E0[X∗t X
∗
k]X
∗
k , P0 − a.s. (10)
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Taking into account (8), the estimator θˆ∗ generates theBLUEestimators for the classL(X∗t , t ∈ [0, T ])
and thus we deﬁne, as in Ibarrola and Pérez-Palomares [4], the subset S⊥ = {Z ∈L(X∗t , t ∈ [0, T ]) with
E0[Z θˆ∗′] = 0} or equivalently, from (9), S⊥ = {Z ∈L(X∗t , t ∈ [0, T ]) unbiased for 0}. We will now deﬁne
the index sets
TS⊥ = {k ∈ N : X∗k ∈ S⊥}
and
TS = {k ∈ N : X∗k = θˆ∗′c, P0 − a.s. for some c ∈ Rp}.
We have the following.
Lemma 3
TS = {k ∈ N : ek(t) = a(t)c, for some c ∈ Rp}.
Proof. First, by definition of X
∗
k , E0[X∗t X
∗
k] =
√
λkek(t). Thus, X
∗
k = θˆ∗′c ⇔ E0[X∗t X
∗
k] = E0[X∗t θˆ∗′]c ⇔√
λkek(t) = a(t)c, where the last equivalence follows from (8). Lemma 3 is proved. 
Using (10) we can factorize the process (X∗t , t ∈ [0, T ]) as
X∗t = Yt + Wt + Gt (11)
with
Yt :=
∑
k∈TS
E0[X∗t X
∗
k]X
∗
k ,
Wt :=
∑
k∈TS⊥
E0[X∗t X
∗
k]X
∗
k ,
Gt :=
∑
k∈(TS∪TS⊥ )c
E0[X∗t X
∗
k]X
∗
k ,
where (TS ∪ TS⊥ )c denotes the complementary set of (TS ∪ TS⊥ ).
Note 4. From (10) it follows that
L(X∗t , t ∈ [0, T ]) =L(X
∗
k , k = 1, 2, . . .)
and
L(X
∗
k , k = 1, 2, . . .) =L(X
∗
k , k ∈ TS) ⊕L(X
∗
k , k ∈ TS⊥ ) ⊕L(X
∗
k , k ∈ (TS ∪ TS⊥ )c),
where ⊕ means the orthogonal direct sum with respect to P0. Thus the components Yt ,Wt and Gt
can be seen as the orthogonal projections (with respect to P0) of X
∗
t onto each space L(X
∗
k , k ∈
TS),L(X
∗
k , k ∈ TS⊥ ) andL(X
∗
k , k ∈ (TS ∪ TS⊥ )c , respectively. From definition, it is obvious that for k ∈
TS ,X
∗
k = 1√λk
∫ T
0 Ytek(t)dt; for k ∈ TS⊥ ,X
∗
k = 1√λk
∫ T
0 Wtek(t)dt and for k ∈ (TS ∪ TS⊥ )c ,X
∗
k = 1√λk∫ T
0 Gtek(t)dt.
In order to abbreviate the notation, we deﬁne
LY :=L(X∗k , k ∈ TS) =L(Yt , t ∈ [0, T ]),
LW :=L(X∗k , k ∈ TS⊥ ) =L(Wt , t ∈ [0, T ]) and
LG :=L(X∗k , k ∈ (TS ∪ TS⊥ )c) =L(Gt , t ∈ [0, T ]).
3. Structure of the decomposition
In this section we will see the role of each process in our decomposition.
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Lemma 4
(i) (Wt , t ∈ [0, T ]) is a process with null expectation and therefore its distribution is independent of the
parameter θ.
(ii) If Z ∈L(X∗t , t ∈ [0, T ]) is the BLUE for its expectation, then Z ∈LY ⊕LG.
Proof
(i) It follows from the definition ofWt and from the fact that for k ∈ TS⊥ , Eθ [X∗k] = 0.
(ii) For each Z ∈L(X∗t , t ∈ [0, T ]) we can write, using the decomposition in (11),
Z = ZY + ZW + ZG ,
where ZY , ZW and ZG are the components in the spacesLY ,LW andLG , respectively. If Z is
the BLUE for its expectation, then Z and ZW are uncorrelated since ZW is unbiased for 0. Then,
0 = E0[ZZW ] = E0[ZYZW ] + E0[ZWZW ] + E0[ZGZW ] = E0[ZWZW ], showing that ZW = 0, P0-a.s. and
Z = ZY + ZG . It concludes the proof of Lemma 4. 
Theorem 1
(i) Eθ [Yt ] = a(t)Rθ , t ∈ [0, T ] where R is a p × p idempotent matrix.
(ii) (Yt , t ∈ [0, T ]) is the BLUE for (a(t)Rθ , t ∈ [0, T ]). Thus, if Mθ is an estimable linear combination with
L(X∗t , t ∈ [0, T ]), then the BLUE of MRθ belongs to the classLY . All the elements inLY are BLUE
estimators for their expectations.
Proof
(i) Since E0[X∗t X
∗
k] =
√
λkek(t),
Eθ [Yt ] =
∑
k∈TS
E0[X∗t X
∗
k]Eθ [X
∗
k]=
∑
k∈TS
ek(t)
∫ T
0
ek(t)Eθ [X∗t ]dt
=
∑
k∈TS
ek(t)
∫ T
0
ek(t)a(t)θdt.
Using Lemma 3, for each k ∈ TS , there is a ck ∈ Rp such that ek(t) = a(t)ck , and then
Eθ [Yt ] = a(t)
⎛⎝∑
k∈TS
ckc
′
k
⎞⎠(∫ T
0
a(t)′a(t)dt
)
θ = a(t)Rθ
with
R =
∑
k∈TS
(ckc
′
k)
(∫ T
0
a(t)′a(t)dt
)
. (12)
On the other hand,
Rcj =
⎛⎝∑
k∈TS
ckc
′
k
⎞⎠∫ T
0
a(t)′a(t)cjdt=
⎛⎝∑
k∈TS
ckc
′
k
⎞⎠∫ T
0
a(t)′ej(t)dt
=
∑
k∈TS
ck
∫ T
0
ek(t)
′ej(t)dt = cj ,
which proves that R is a idempotent matrix.
(ii) is immediatebecause Lemma3establishes that, for each k ∈ TS ,X∗k is theBLUE for its expectation,
which yields that Yt is the BLUE for its expectation. Theorem 1 is proved. 
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Theorem 2
(i) Eθ [Gt ] = a(t)(I − R)θ , t ∈ [0, T ] where R is deﬁned in (12).
(ii) Let Mθ be an estimable linear combination withL(X∗t , t ∈ [0, T ]), then the BLUE of M(I − R)θ belongs
to the classLG.
Proof. (i) is obvious from (11), Theorem 1(i) and Lemma 4(i). (ii) From Theorem 1(i) and part (i) of
the present theorem, we have for each U ∈LY , E0[Uθˆ∗′] = cR for some vector c, and for each U ∈LG ,
E0[Uθˆ∗′] = c(I − R), for a c. Then, let Z be the BLUE for M(I − R) with Mθ an estimable linear combi-
nation. From Lemma 4(ii) Z = ZY + ZG , where ZY and ZG are the corresponding elements inLY and
LG , respectively. Then,M(I − R) = E0[Z θˆ∗′] = E0[ZY θˆ∗′] + E0[ZG θˆ∗′] = c1R + c2(I − R). Multiplying by R
and using the fact that it is idempotent, it holds that 0 = c1R = E0[ZY θˆ∗′]. But, ZY is the BLUE for its
expectation, so ZY = 0, a.s. showing that Z = ZG ∈LG . Theorem 2 is proved. 
Now we shall see that the distribution of the component (Gt , t ∈ [0, T ]) can be characterized.
First, we factorize the estimator θˆ as follows:
θˆ = θˆD + θˆ∗ = θˆD + θˆ∗Y + θˆ∗G , (13)
where θˆD is the deterministic part of θˆ and θˆ
∗
Y and θˆ
∗
G
are the components of θˆ∗ in LY and LG ,
respectively. Denoting by σ(A) the minimum σ -ﬁeld generated by A, it is easy to see that in the model
(Gt , σ(Gt , t ∈ [0, T ]), Pθ ), θˆ∗G generates the BLUE estimators of all estimable functions. Thus, we have the
following lemma.
Lemma 5. If X
∗
j ,X
∗
j+1, . . . , j ∈ (TS ∪ TS⊥ )c are independent randomvariables, then the process (Gt , t ∈ [0, T ])
has a normal distribution if and only if θˆ∗
G
is a sufﬁcient estimator in the model (Gt , σ(Gt , t ∈ [0, T ]), Pθ ). In
this case, for each estimable linear combination Mθ(inL(X∗t , t ∈ [0, T ])), the BLUE estimator of M(I − R)θ
has a normal distribution.
Proof. We can apply Corollary 1 in Ibarrola and Pérez-Palomares [4], because (Gt , t ∈ [0, T ]) veriﬁes
the hypotheses of this result.
Theorem 3. Suppose that (X
∗
k , k ∈ TS), (X
∗
k , k ∈ TS⊥ ),X
∗
j ,X
∗
j+1, . . . , j ∈ (TS ∪ TS⊥ )c are independent random
variables. Then, the estimator θˆ is a sufﬁcient estimator in the completemodel, i.e. in themodel (Xt , σ(Xt , t ∈
[0, T ]), Pθ ) if and only if (Gt , t ∈ [0, T ]) is a Gaussian process.
Proof. For the right implication it is enough to use Theorem 2 of Ibarrola and Pérez-Palomares [4]. For
the left implication, ﬁrst note that θˆ is a sufﬁcient estimator in the model (Xt , σ(Xt , t ∈ [0, T ]), Pθ ) if and
only if θˆ∗ is a sufﬁcient estimator in the model (X∗t , σ(X∗t , t ∈ [0, T ]), Pθ ). Thus, we shall prove the last
assertion. In order to do this, we observe that
σ(X∗t , t ∈ [0, T ]) = σ(σ(Yt , t ∈ [0, T ]) ∪ σ(Gt , t ∈ [0, T ]) ∪ σ(Wt , t ∈ [0, T ])).
Now, let A ∈ σ(Yt , t ∈ [0, T ]),B ∈ σ(Gt , t ∈ [0, T ]) and C ∈ σ(Wt , t ∈ [0, T ]). By definition Yt is measur-
able with respect to σ(θˆ∗) and from hypothesisWt is independent of (Gt , θˆ∗), so
Eθ [1A1B1C |σ(θˆ∗)] = 1AP0(C)Eθ [1B|σ(θˆ∗)]. (14)
On the other hand, we use the decomposition of θˆ∗ as in (13) andwe have σ(θˆ∗) = σ(σ(θˆ∗Y ) ∪ σ(θˆ∗G)).
Thus from the independence between (σ (Gt , t ∈ [0, T ]) and σ(θˆ∗Y ) we obtain
Eθ [1B|σ(θˆ∗)] = Eθ [1B|σ(θˆ∗G)].
Using Lemma5,we can assure the sufﬁciency of θˆ∗
G
for σ(Gt , t ∈ [0, T ]), so taking into account (14)we
conclude that for A ∈ σ(Yt , t ∈ [0, T ]),B ∈ σ(Gt , t ∈ [0, T ]) and C ∈ σ(Wt , t ∈ [0, T ]) there exists a version
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of Eθ [1A1B1C |σ(θˆ∗)] independent of θ . Finally, using a standard argument we obtain the sufﬁciency of
θˆ . 
Corollary 1. Suppose that (X
∗
k , k ∈ TS), (X
∗
k , k ∈ TS⊥ ),X
∗
j ,X
∗
j+1, . . . , j ∈ (TS ∪ TS⊥ )c are independent random
variables. Then, the estimator θˆ is a sufﬁcient estimator in the complete model, i.e in themodel (Xt , σ(Xt , t ∈
[0, T ]), Pθ ) if and only if θˆ∗G is a sufﬁcient estimator in (Gt , σ(Gt , t ∈ [0, T ]), Pθ ).
Note 5. As we mentioned in the introduction, we can factorize the process Gt to obtain, ﬁnally, the
following decomposition:
Xt = ct + Yt + Wt + G(B)t + G(R)t ,
where ct is a deterministic estimator, Yt and G
(B)
t are the BLUE estimators for a(t)Rθ and a(t)(I − R)θ ,
respectively and, ﬁnally,Wt and G
(R)
t are residual components. Moreover, if the hypotheses of Lemma
5 are satisﬁed, G
(B)
t and G
(R)
t have a normal distribution.
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