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 Abstract  
The key area of investigation of this research project was the application of metamaterials to 
super-resolution optical imaging. Specifically, an optical microscope was proposed to 
emulate a TIRF-SIM microscope, but using metamaterials to create a structured evanescent 
field. A metamaterial unit cell design of two ‘H’ shape nano-holes at ±45° to the normal in a 
gold film, with 50nm feature size was developed and simulated in CST Microwave Studio, 
able to produce structured evanescent illumination patterns. Although this original design 
proved unsuccessful, both in terms of fabrication and image reconstruction, an alternative 
design was developed.  
Alongside this, in MATLAB an algorithm for SIM image reconstruction using the typical 
sinusoidal masks was created successfully. Then to accommodate atypical SIM masks, such 
as those produced by the metamaterials, new approaches to SIM image reconstruction were 
also developed. These approaches modelled the masks as the sum of sinusoids and as the 
product of sinusoids. These reconstruction approaches were unsuccessful when using the 
original metamaterial masks, but were successfully able to reconstruct image with improved 
resolution, compared to standard SIM, using the alternative metamaterial masks. Moreover, 
resolution enhancement was demonstrated using six masks instead of the nine or more 
typically used. 
  
   
This thesis is dedicated to 
Christopher Mathew King, 
without whom it would not have 
possible. 
 Acknowledgements 
I would like to acknowledge: my supervisors Iain Styles, Shuang Zhang, and Steve Thomas for 
their help and support; Mark Lawrence for helping me learn how to use CST Microwave 
Studio; Guy Dawson for his help doing electron-beam lithography; Alex Robinson for his 
advice and support with nanofabrication; Mark Rosamond for his efforts with 
nanofabrication; Guixin Li for his advice on metamaterials and help in the lab; everyone at 
the PSIBS DTC for their help and support.  Finally I gratefully acknowledge the funding from 
the EPSRC through a studentship from the PSIBS Centre for Doctoral Training (EP/ 
F50053X/1). 
 
  
 Table of Contents 
Chapter 1: Introduction & Background        1 
1.1 Introduction         1 
1.2 Aims          2 
1.3 Introduction to Background       2 
1.4 Biological Imaging        2 
1.4.1 Introduction         2 
1.4.2 Cardiovascular Disease & Platelets       3 
1.4.3 Microscopy for Biology        4 
1.4.4 Impact of Biological Constraints on Microscopy     5 
1.4.5 Discussion         8 
1.5 Optical Microscopy        8 
1.5.1 Introduction         8 
1.5.2 The Diffraction Limit        8 
1.5.3 Diffraction Limited Optical Microscopy      10 
1.5.4 Going Beyond the Diffraction Limit – Super-resolution    14 
1.5.5 Comparing Optical and Non-Optical Microscopy     16 
1.5.6 Total Internal Reflection Fluorescence (TIRF) Microscopy    16 
1.6 Structured Illumination Microscopy (SIM)     20 
1.6.1 Introduction         20 
1.6.2 Theory of SIM         20 
1.6.3 Different SIM Methods        22 
1.6.4 Uses of SIM         26 
1.6.5 TIRF-SIM         28 
1.6.6 Advantages and Limitations of SIM       30 
1.6.7 Discussion         31 
1.7 Metamaterials         33 
1.7.1 Introduction         33 
1.7.2 Physics of Metamaterials        33 
1.7.3 Uses and Types of Metamaterials       36 
1.7.4 Negative Refractive Index        38 
1.7.5 Plasmonics         41 
1.7.6 Metamaterials and Microscopy       44 
1.7.7 Plasmonics & SIM        45 
1.7.8 Discussion         46 
1.8 Discussion & Conclusions       47 
 
Chapter 2: Design & Simulation         49 
2.1 Introduction         49 
2.1.1 Aims          49 
2.2 Overall Microscope Design       51 
2.2.1 Introduction & Requirements       51 
2.2.2 Metamaterial Design Constraints       52 
2.2.3 Design Schematic        55 
2.3 CST Microwave Studio        57 
 2.4 Processing CST MWS data       60 
2.5 Metamaterial Design        62 
2.5.1 Introduction & Requirements       62 
2.5.2 Requirements of the Metamaterial Design      62 
2.5.3 Potential Unit Cell Designs        67 
2.5.4 Resonant Frequency Profile       75 
2.5.5 Electromagnetic Field        76 
2.5.6 Structured Illumination of the Metamaterial      79 
2.6 Testing the Metamaterial Design      82 
2.6.1 Introduction & Requirements       82 
2.6.2 Demonstrating the phase and orientation requirements of SIM   82 
2.6.3 Simulations with samples        91 
2.6.4 Imperfect design simulations       93 
2.7 Conclusions         99 
 
Chapter 3: Image Reconstruction        100 
3.1 Introduction         100 
3.1.1 Aims          100 
3.1.2 MATLAB          101 
3.2 SIM reconstruction        102 
3.2.1 Introduction & Requirements       102 
3.2.2 Current Extant Software        104 
3.2.3 Theory & Mathematics        104 
3.2.4 MATLAB algorithm        110 
3.2.5 Implementing the standard SIM image reconstruction algorithm   111 
3.2.6 Further results         121 
3.2.7 The metamaterial patterns       131 
3.2.8 Using non-standard patterns in standard SIM     135 
3.2.9 Discussion         144 
3.3 Expanding SIM for non-standard patterns – Fourier Series   145 
3.3.1 Introduction & Requirements       145 
3.3.2 Theory & Mathematics        145 
3.3.3 Simulating the patterns        150 
3.3.4 Using simulated patterns        152 
3.3.5 Using the metamaterial patterns       156 
3.3.6 Discussion         160 
3.4 Expanding SIM for non-standard patterns – Sinusoid Product-based SIM  162 
3.4.1 Introduction & Requirements       162 
3.4.2 Theory & Mathematics        163 
3.4.3 Simulating the patterns        169 
3.4.4 Using simulated patterns        171 
3.4.5 Using the metamaterial patterns       175 
3.4.6 Discussion         181 
3.5 Conclusions         182 
 
 
 Chapter 4: Fabricating & Characterising the Metalens      185 
4.1 Introduction         185 
4.1.1 Aims          187 
4.2 Metalens Design        187 
4.2.1 Introduction & Requirements       187 
4.2.2 Design Schematics        188 
4.3 Metamaterial Fabrication       190 
4.3.1 Introduction & Requirements       190 
4.3.2 Metamaterial design with integrated sample     192 
4.3.3 Fabrication procedure        193 
4.3.4 Fabrication issues        194 
4.4 Testing the Metamaterial Design      196 
4.4.1 Introduction         196 
4.4.2 Sample Details         196 
4.4.3 SEM Imaging Results        199 
4.4.4 FTIR Spectroscopy        204 
4.4.5 Optical Testing & Characterisation       209 
4.5 Conclusions          209 
 
Chapter 5: Alternative Metalens Design        211 
5.1 Introduction         211 
5.1.1 Aims          211 
5.2 Metalens Design        212 
5.2.1 Introduction         212 
5.2.2 Concept          213 
5.2.3 Design Schematic        214 
5.2.4 Potential advantages        215 
5.3 Metalens Structured Illumination      215 
5.3.1 Introduction & Requirements       215 
5.3.2 Structured Illumination        217 
5.3.3 Discussion         218 
5.4 Standard SIM Image Reconstruction      220 
5.4.1 Introduction         220 
5.4.2 Results          221 
5.4.3 Discussion         229 
5.5 Expanded SIM – Fourier Series SIM      230 
5.5.1 Introduction         230 
5.5.2 Simulating the patterns        231 
5.5.3 Results          233 
5.5.4 Compare reconstruction quality to widefield and standard SIM   237 
5.5.5 Discussion         238 
5.6 Expanded SIM – Sinusoid Product-based SIM     240 
5.6.1 Introduction         240 
5.6.2 Simulating the patterns        241 
5.6.3 Results          243 
5.6.4 Compare reconstruction quality to widefield and standard SIM   247 
 5.6.5 Compare reconstruction quality to Fourier Series SIM    249 
5.6.6 Discussion         251 
5.7 Conclusions         251 
 
Chapter 6: Conclusions & Evaluation        254 
6.1 Summary of research        254 
6.2 Key findings         257 
6.3 Future work         258 
 
Appendices           260 
1) MATLAB code for reconstructing CST MWS data     260 
2) MATLAB code for standard SIM image reconstruction using masks created in 
MATLAB         262 
3) MATLAB code for standard SIM image reconstruction using imported masks 265 
4) MATLAB code for Fourier Series SIM image reconstruction using masks created in 
MATLAB         268 
5) MATLAB code for Fourier Series SIM image reconstruction using imported masks 272 
6) MATLAB code for Sinusoid Product-based SIM image reconstruction using masks 
created in MATLAB        276 
7) MATLAB code for Sinusoid Product-based SIM image reconstruction using imported 
masks          280 
 
List of References           284 
   
 List of Figures 
Chapter 1: Introduction & Background 
Figure 1.1: Diagram outlining a widefield epi-fluorescence microscope, including light paths and key 
components. – 12 
Figure 1.2: Table outlining key diffraction-limited optical microscopy techniques. – 13 
Figure 1.3: Schematic of Total Internal Reflection. – 17 
Figure 1.4: A - Diagram outlining a TIRF microscope, including light paths and key components; B - 
Schematic of TIRF microscopy, demonstrating the creation of the evanescent field via frustrated TIR, 
which excites the fluorophores (green) in a thin slice of the sample. – 18 
Figure 1.5: Structured Illumination and resolution enhancement. – 21 
Figure 1.6: Schematic of a standard structured illumination microscope, for 2D fluorescence super-
resolution imaging using sinusoidal patterns, including light path and key components. – 23 
Figure 1.7: Schematic of TIRF-SIM, including key components and light paths. – 28 
Figure 1.8: Schematic of the intersection of materials based upon their electrical permittivity, ε, and 
their magnetic permeability, µ. – 35 
Figure 1.9: Schematics comparing negative & positive index materials and the effects on refraction, 
and the group and phase velocities of an EM wave in a negative index material. – 39 
Chapter 2: Design & Simulation 
Figure 2.1: Diagram outlining a transmission fluorescence microscope and TIRF microscope, including 
light paths and key components. – 51 
Figure 2.2: Diagram outlining the proposed microscope and metalens, including light paths and key 
components. – 55 
Figure 2.3: Table of key CST MWS simulation parameters. – 59 
Figure 2.4: Schematic of the basic unit cell design and its geometry; schematic of the electromagnetic 
fields incident upon and produced by a metamaterial. – 63 
Figure 2.5: Table of Drude model parameters used for silver and gold materials created within CST 
MWS. – 64 
Figure 2.6: A – Schematic of initial basic unit cell, comprised of two rectangular nano-holes at ±45° to 
the normal; B – Basic unit cell in CST MWS. – 67 
 Figure 2.7: 1D plot of the frequency response of the basic dipole unit cell across the frequencies 0-
750THz against the absolute electric field, data extracted from CST MWS and plotted in MATLAB. – 68 
Figure 2.8: Image of the basic unit cell simulation in CST MWS, looking at the absolute 
electromagnetic fields produced from an x-polarised plane wave at 640THz within the resonant peak. 
– 70 
Figure 2.9: 2D MATLAB plot of the basic unit cell simulation from CST MWS, looking at the absolute 
electromagnetic fields produced from an x-polarised plane wave at 640THz within the resonant peak, 
at the end of the simulation volume: z=200nm. – 70 
Figure 2.10: A – Schematic of initial basic ‘H’ shape, with dimensions comparable to the basic dipole; 
B – Basic ‘H’ shape in CST MWS. – 72 
Figure 2.11: Schematic of two ‘H’ unit cell, comprised of two ‘H’ shape nano-holes at ±45° to the 
normal. – 73 
Figure 2.12: 1D plot of the frequency response of the two ‘H’ unit cell across the frequencies 0-750THz 
against the absolute electric field, data extracted from CST MWS and plotted in MATLAB. – 75 
Figure 2.13: Image of the two ‘H’ unit cell simulation in CST MWS, looking at the absolute 
electromagnetic fields produced from an x-polarised plane wave at 470THz within the resonant peak. 
– 76 
Figure 2.14: MATLAB plots of the two ‘H’ unit cell simulation in CST MWS, looking at the absolute 
electromagnetic fields produced from an x-polarised plane wave at 470THz within the resonant peak, 
at: A – z = 40nm, at the surface of the metamaterial; B - z = 140nm, 100nm beyond the surface of the 
metamaterial. – 77 
Figure 2.15: MATLAB plots of a one by ten array of the two ‘H’ unit cell simulation in CST MWS, 
looking at the absolute electromagnetic fields produced from an x-polarised plane wave at 470THz 
within the resonant peak, at: A – z = 40nm; B - z = 140nm; C -  z = 200nm. – 78 
Figure 2.16: Schematic of the metamaterial and chosen spacer. – 79 
Figure 2.17: MATLAB plots of a ten by five array of the two ‘H’ unit cell simulation in CST MWS, 
looking at the absolute electromagnetic fields produced from an x-polarised plane wave at z = 
6000nm with frequencies of: A – 200THz; B - 310THz; C -  470THz. – 80 
Figure 2.18: MATLAB line plots of a ten by five array of the two ‘H’ unit cell simulation in CST MWS, 
looking at the absolute electromagnetic fields produced from an x-polarised plane wave at z = 
6000nm with an x-polarised plane wave, at: A – 200THz; B - 310THz; C -  470THz. – 79 
Figure 2.19: Typical sinusoidal structured illumination patterns, generated in MATLAB, showing the 
use of three phases (0, 2π/3, and 4π/3) and three orientations ([0,1], cos(2π/3) rotation of [0,1], and 
cos(4π/3) rotation of [0,1]). – 82 
 Figure 2.20: MATLAB plots of a ten by five array of the two ‘H’ unit cell simulation in CST MWS, 
looking at the absolute electromagnetic fields produced at 200THz, with: A – an x-polarised plane 
wave (0); B - 2π/3 polarised relative to the x-polarised zero-point; C - 4π/3 polarised relative to the x-
polarised zero-point. – 84 
Figure 2.21: MATLAB plots of a ten by five array of the two ‘H’ unit cell simulation in CST MWS, 
looking at the absolute electromagnetic fields produced at 470THz, with: A – an x-polarised plane 
wave (0); B - 2π/3 polarised relative to the x-polarised zero-point; C - 4π/3 polarised relative to the x-
polarised zero-point. – 85 
Figure 2.22: 10 by 5 arrays of unit cells in CST MWS, rotated: A - 0°, B - 90°. – 87 
Figure 2.23: MATLAB plots of a ten by five array of the two ‘H’ unit cell simulation in CST MWS 
rotated 90°, looking at the absolute electromagnetic fields produced from a y-polarised plane wave at 
200THz, at phases: A – 0; B - 2π/3; C -  4π/3. – 88 
Figure 2.24: MATLAB plots of a ten by five array of the two ‘H’ unit cell simulation in CST MWS 
rotated 90°, looking at the absolute electromagnetic fields produced from a y-polarised plane wave at 
470THz, at phases: A – 0; B - 2π/3; C -  4π/3. – 89 
Figure 2.25: Images of a 1 by 10 array of unit cells with dielectric spacer and a gold strip sample 
(150×300×50nm in size), in CST MWS. – 91 
Figure 2.26: MATLAB plots of the  intensity of  the absolute E-field at 200 THz for the metalens 
simulation of a 5 by 5 array of unit cells at z = 6000nm for a CST MWS simulation with: A, B – a 
150×400×50nm strip of gold as a sample, shown as an intensity plot (A) and as a line plot (B); C, D - 
no sample, shown as an intensity plot (C) and as a line plot (D). – 92 
Figure 2.27: Prototype metamaterial fabrications demonstrating fabrication defects: metamterial 
fabricated using PMMA on a glass substrate (~6×6µm in size) were trialled and imaged using the non-
commercial electron beam lithography system (combines a Philips XL 30 field emission SEM with 
Raith Elphy Plus hardware that interfaces with the SEM to run the patterns) at the School of Physics & 
Astronomy, University of Birmingham, UK. – 93 
Figure 2.28: Schematic of the imperfect ‘H’ shape defects investigated, both rounded and stepped 
profiles, applied to all corners on the uprights of the ‘H’ shapes, with: A – a 10nm by 10nm corner cut-
out area; B – a 20nm by 20nm corner cut-out area. – 95 
Figure 2.29: MATLAB plot of the frequency response of the imperfect rounded metamaterial ‘H’ 
shapes and the perfect ‘H’ shape. – 96 
Figure 2.30: MATLAB plot of the frequency response of the imperfect stepped metamaterial ‘H’ 
shapes and the perfect ‘H’ shape. – 97 
 
 
 Chapter 3: Image Reconstruction 
Figure 3.1: Diagram of SIM reconstruction key stages and parameters. – 111 
Demonstrating standard SIM image reconstruction 
Figure 3.2: A – Ground truth image, 256×256 modified Shepp-Logan phantom from MATLAB; B – Fast 
Fourier Transform (FFT) of the ground truth image (256×256 pixels). – 112 
Figure 3.3: A – Point spread function (PSF) used to blur the ground truth image, plotted in units of nm 
(51×51 pixels); B – FFT of the PSF, giving the optical transfer function (OTF) (51×51 pixels); C – the 
widefield image, created by convolving the ground truth image with the PSF (256×256 pixels); D – FFT 
of the widefield image(256×256 pixels). – 113 
Figure 3.4: The nine masks used (256×256 pixels), created as standard sinusoids using the following 
parameters: three phases were used, φi = 0, 2π/3, 4π/3; three mask orientations were used, p = [1,0; 
cos(π/3),sin(π/3); cos(2π/3), sin(2π/3)]; the spatial wavelength of the masks was 50nm. – 114 
Figure 3.5: A – The nine acquired images (256×256 pixels), created by multiplying the masks and the 
ground truth image, and then convolving with the PSF; B – Fast Fourier Transform (FFT) of the 
acquired images (256×256 pixels). – 115 
Figure 3.6: A – The nine separated spectral components of the acquired images in Fourier space 
(256×256 pixels); B – the shifted, separated spectral components of the acquired images in Fourier 
space (256×256 pixels). – 116 
Figure 3.7: A – The original OTF (51×51 pixels); B – the shifted OTFs (256×256 pixels). – 117 
Figure 3.8: The components of the Wiener filter (256×256 pixels). – 117 
Figure 3.9: A – The widefield image in Fourier space (256×256 pixels); B – the reconstructed image in 
Fourier space (256×256 pixels). – 119 
Figure 3.10: The final reconstructed image (256×256 pixels). – 119 
Figure 3.11: A – the ground truth image; B – the blurred widefield image; C – the reconstructed 
image, all (256×256 pixels). – 120 
Figure 3.12: A – Ground truth image, 256×256 image of platelets courtesy of Dr Steve Thomas, 
University of Birmingham, UK; B – Fast Fourier Transform (FFT) of the ground truth image (256×256 
pixels). – 122 
Figure 3.13: A – Point spread function (PSF) used to blur the ground truth image, plotted in units of 
nm (51×51 pixels); B – FFT of the PSF, giving the optical transfer function (OTF) (51×51 pixels); C – the 
widefield image, created by convolving the ground truth image with the PSF (256×256 pixels); D – FFT 
of the widefield image (256×256 pixels). – 123 
 Figure 3.14: The nine masks used (256×256 pixels), created as standard sinusoids using the following 
parameters: three phases were used, φi = 0, 2π/3, 4π/3; three mask orientations were used, p = [1,0; 
cos(π/3),sin(π/3); cos(2π/3), sin(2π/3)]; the spatial wavelength of the masks is 50nm. – 124 
Figure 3.15: A – The nine acquired images (256×256 pixels), created by multiplying the masks and the 
ground truth image, and then convolving with the PSF; B – Fast Fourier Transform (FFT) of the 
acquired images (256×256 pixels). – 125 
Figure 3.16: A – The nine separated spectral components of the acquired images in Fourier space 
(256×256 pixels); B – the shifted, separated spectral components of the acquired images in Fourier 
space (256×256 pixels). – 126 
Figure 3.17: A – the shifted OTFs (256×256 pixels); B – the components of the Wiener filter (256×256 
pixels). – 127 
Figure 3.18: A - the reconstructed image in Fourier space (256×256 pixels); B – the final reconstructed 
image (256×256 pixels). – 128 
Figure 3.19: A – the ground truth image; B – the blurred widefield image; C – the reconstructed 
image, all (256×256 pixels). – 130 
* 
Figure 3.20: The set of six metamaterial produced SIM masks for incident frequency 200THz. A, B, C – 
are for 0° rotation, orientation [0,1], phases 0, 2π/3 and 4π/3 respectively;  D, E, F – are for 90° 
rotation, orientation [1,0], phases 0, 2π/3 and 4π/3 respectively. – 133 
Figure 3.21: The set of six metamaterial produced SIM masks for incident frequency 470THz. A, B, C – 
are for 0° rotation, orientation [0,1], phases 0, 2π/3 and 4π/3 respectively;  D, E, F – are for 90° 
rotation, orientation [1,0], phases 0, 2π/3 and 4π/3 respectively. – 134 
Demonstrating standard SIM image reconstruction with metamaterial masks 
Figure 3.22: A – Ground truth image, 301×301 modified Shepp-Logan phantom from MATLAB; B – 
Fast Fourier Transform (FFT) of the ground truth image (301×301 pixels). – 135 
Figure 3.23: A – Point spread function (PSF) used to blur the ground truth image, plotted in units of 
nm (51×51 pixels); B – FFT of the PSF, giving the optical transfer function (OTF) (51×51 pixels); C – the 
widefield image, created by convolving the ground truth image with the PSF (301×301 pixels); D – FFT 
of the widefield image (301×301 pixels). – 136 
Figure 3.24: A - The six masks used (301×301 pixels), created in simulation using the metamaterial 
design seen in Chapter 2: three phases were used, φi = 0, 2π/3, 4π/3; two mask orientations were 
used, p = [1,0; 0,1]; the spatial wavelength of the masks was 600nm. – 137 
Figure 3.25: A – The six acquired images (301×301 pixels), created by multiplying the masks and the 
ground truth image, and then convolving with the PSF; B – Fast Fourier Transform (FFT) of the 
acquired images (301×301 pixels). – 138 
 Figure 3.26: A – The six separated spectral components of the acquired images in Fourier space 
(301×301 pixels); B – the shifted, separated spectral components of the acquired images in Fourier 
space (301×301 pixels). – 139 
Figure 3.27: A - the shifted OTFs (301×301 pixels); B - the components of the Wiener filter (301×301 
pixels). – 140 
Figure 3.28: A - The reconstructed image in Fourier space (301×301 pixels); B - the final reconstructed 
image (301×301 pixels). – 141 
Figure 3.29: A – the ground truth image; B – the blurred widefield image; C – the reconstructed 
image, all (301×301 pixels). – 141 
Figure 3.30: A - the ground truth image, 301×301 image of platelets courtesy of Dr Steve Thomas, 
University of Birmingham, UK; B - the widefield image, created by convolving the ground truth image 
with the PSF; C – the final reconstructed image; D, E, F – Fast Fourier Transforms of A, B & C 
respectively, all (301×301 pixels). – 143 
* 
Figure 3.31: A - The six metamaterial masks created in simulation using the metamaterial design 
(301×301 pixels); B – the six simulated masks created using a Fourier Series of two sinusoids (301×301 
pixels). – 151 
Demonstrating Fourier Series SIM image reconstruction 
Figure 3.32: A - The six masks used (301×301 pixels), simulating the masks produced by the 
metamaterial design, three phases were used, φi = 0, 2π/3, 4π/3, two mask orientations were used, p 
= [1,0; 0,1]; B – the six acquired images (301×301 pixels), created by multiplying the masks and the 
ground truth image, and then convolving with the PSF. – 153 
Figure 3.33: A – The reconstructed image in Fourier space (301×301 pixels); B – the final 
reconstructed image (301×301 pixels). – 154 
Figure 3.34: A – Ground truth image of platelets, courtesy of Dr Steve Thomas, University of 
Birmingham, UK; B – the widefield image, created by convolving the ground truth image with the PSF; 
C – the image as reconstructed using the Fourier Series SIM reconstruction algorithm; D – the image 
as reconstructed using the standard SIM reconstruction algorithm, all (301×301 pixels). – 155 
Figure 3.35: A - The six masks used (301×301 pixels), produced by the metamaterial design, three 
phases were used, φi = 0, 2π/3, 4π/3, two mask orientations were used, p = [1,0; 0,1]; B – the six 
acquired images (301×301 pixels), created by multiplying the masks and the ground truth image, and 
then convolving with the PSF. – 157 
Figure 3.36: A – The reconstructed image in Fourier space (301×301 pixels); B – the final 
reconstructed image (301×301 pixels). – 158 
 Figure 3.37: A – Ground truth image of platelets, courtesy of Dr Steve Thomas, University of 
Birmingham, UK; B – the widefield image, created by convolving the ground truth image with the PSF; 
C - the image as reconstructed using the Fourier Series SIM reconstruction algorithm; D – the image 
as reconstructed using the standard SIM reconstruction algorithm, all (301×301 pixels). – 159 
* 
Figure 3.38: A - The six metamaterial masks created in simulation using the metamaterial design; B – 
the six simulated masks created using a product of two sinusoids. – 165 
Demonstrating Sinusoid Product-based SIM image reconstruction 
Figure 3.39: A - The six masks used (301×301 pixels), simulating the masks produced by the 
metamaterial design, three phases were used, φi = 0, 2π/3, 4π/3, two mask orientations were used, p 
= [1,0; 0,1]; B – the six acquired images (301×301 pixels), created by multiplying the masks and the 
ground truth image, and then convolving with the PSF. – 172 
Figure 3.40: A – The reconstructed image in Fourier space (301×301 pixels); B – the final 
reconstructed image (301×301 pixels). – 173 
Figure 3.41: A – Ground truth image, platelet image, courtesy of Dr Steve Thomas, University of 
Birmingham, UK; B – the widefield image, created by convolving the ground truth image with the PSF; 
C – the image as reconstructed using the Sinusoid Product-based SIM reconstruction algorithm; D – 
the image as reconstructed using the standard SIM reconstruction algorithm, all (301×301 pixels).  – 
174 
Figure 3.42: A - The six masks used (301×301 pixels), produced by the metamaterial design, three 
phases were used, φi = 0, 2π/3, 4π/3, two mask orientations were used, p = [1,0; 0,1]; B – the six 
acquired images (301×301 pixels), created by multiplying the masks and the ground truth image, and 
then convolving with the PSF. – 177 
Figure 3.43: A – The reconstructed image in Fourier space (301×301 pixels); B – the final 
reconstructed image (301×301 pixels). – 178 
Figure 3.44: A – Ground truth image of platelets, courtesy of Dr Steve Thomas, University of 
Birmingham, UK; B – the widefield image, created by convolving the ground truth image with the PSF; 
C – the image as reconstructed using the Sinusoid Product-based SIM reconstruction algorithm; D –
the image as reconstructed using the standard SIM reconstruction algorithm, all (301×301 pixels). – 
179 
Chapter 4: Fabricating & Characterising the Metalens 
Figure 4.1: A – Schematic of the geometry of the ‘H’ shape unit cell; B – schematic of the dimensions 
of the unit cell; C – schematic of the metalens components. – 188 
Figure 4.2: Diagram outlining the proposed microscope and metalens, including light paths and key 
components. – 189 
 Figure 4.3: Diagram outlining the metamaterial design, the Chromium grating sample and the whole 
metalens fabrication, created in collaboration with Dr Alex Robinson, School of Chemical Engineering, 
University of Birmingham, UK. – 192 
Figure 4.4: Diagram outlining the final metamaterial sample. The sample areas A – T are the different 
doses used during patterning with electron-beam lithography, with A the highest dose and T the 
lowest dose.  Within the lettered sample areas are nine patterned areas of the metamaterial design, 
each 100×100µm in size. These nine areas are different programmed widths of the ‘H’ shapes, varying 
between 50nm (8) and 22nm (3). – 198 
Figure 4.5: SEM images of the metamaterial sample, areas: A – G7, B – E3. Images were taken by the 
author using a Philips XL-30 ESEM at the Centre for Electron Microscopy, University of Birmingham, 
UK. – 200 
Figure 4.6: SEM images of the metamaterial samples demonstrating improvement in accuracy of the 
‘H’ shape fabrication between A & B. A is an earlier prototype sample, not used for further results. 
The samples seen in A & B are equivalent except A used a gold charge dissolution layer and B used an 
aluminium charge dissolution layer, but B shows much more accurate fabrication of the ‘H’ shapes 
with fewer defects, both samples still suffered from large scale adhesion problems and defects. 
Images were taken by Dr Mark Rosamond of the School of Electronic and Electrical Engineering, 
University of Leeds, UK using a Zeiss EVO MA15 SEM. – 201 
Figure 4.7: SEM images of the metamaterial sample demonstrating issues with fabrication, 
particularly adhesion between the gold film and the substrate. Images were taken by Dr Mark 
Rosamond of the School of Electronic and Electrical Engineering, University of Leeds, UK using a Zeiss 
EVO MA15 SEM. – 202 
Figure 4.8: FTIR results for the best patterned areas of the metamaterial sample, (in colour) with 
legend titles corresponding to the sample map in figure 4.4 and H and V referring to horizontal (x-
polarisation) and vertical (y-polarisation) polarised incident light respectively. The FTIR results are 
plotted against CST simulation results for both x- and y-polarised incident light, with data taken in the 
far-field of the simulation volume. – 205 
Figure 4.9: SEM images of the metamaterial sample areas, A – E5, B – E3. Images were taken by the 
author using a Philips XL-30 ESEM at the Centre for Electron Microscopy, University of Birmingham, 
UK. – 207 
 
 
 Chapter 5: Alternative Metalens Design 
Figure 5.1: Schematic of alternative metamaterial design, including the unit cell (300nm×300nm in 
size), the sizes of the gold cuboids that comprise the unit cell, and the pitch of the unit cell 
components (S = 100nm). Image courtesy of Q. Tan, South China Normal University, Guangzhou, 
China. – 214 
Figure 5.2: Simulated structured illumination produced by the alternative metamaterial design: 
A1 – 2D plot, A2 – 3D plot using y-polarised light, wavelength 678nm; B1 – 2D plot, B2 – 3D plot using 
y-polarised light, wavelength 712nm;  C1 – 2D plot, C2 – 3D plot using y-polarised light, wavelength 
792nm; D – 2D plot using x-polarised light, wavelength 678nm; E – 2D plot using x-polarised light, 
wavelength 712nm; F – 2D plot using x-polarised light, wavelength 792nm.  Images courtesy of Q. 
Tan, South China Normal University, Guangzhou, China. – 217 
Demonstrating standard SIM image reconstruction with the alternative metamaterial masks 
Figure 5.3: A – Ground truth image, 451×451 pixels modified Shepp-Logan phantom from MATLAB; B 
-  Point spread function (PSF) used to blur the ground truth image, plotted in nm (51×51 pixels); C – 
the widefield image (451×451 pixels), created by convolving the ground truth image with the PSF; D – 
FFT of the widefield image (451×451 pixels). – 222 
Figure 5.4: A - The six metamaterial masks used (451×451 pixels), created in simulation using the 
alternative metamaterial design, using the following parameters: three phases were used, φi = 0, 
2π/3, 4π/3, corresponding to incident wavelengths of 712, 792 and 678nm respectively; two mask 
orientations were used, p = [1,0; 0,1], corresponding to x- and y-polarised incident light respectively; 
the spatial wavelength of the masks is 300nm; B – the six acquired images (451×451 pixels), created 
by multiplying the masks and the ground truth image, and then convolving with the PSF. – 223 
Figure 5.5: A – The reconstructed image in Fourier space (451×451 pixels); B – the final reconstructed 
image (451×451 pixels). – 224 
Figure 5.6: A – Ground truth image, 451×451 pixels scaled platelet image, courtesy of Dr Steve 
Thomas, University of Birmingham, UK; B - Point spread function (PSF) used to blur the ground truth 
image, plotted in nm (51×51 pixels); C – the widefield image (451×451 pixels), created by convolving 
the ground truth image with the PSF; D – FFT of the widefield image (451×451 pixels). – 226 
Figure 5.7: A - The six metamaterial masks used (451×451 pixels), created in simulation using the 
alternative metamaterial design, using the following parameters: three phases were used, φi = 0, 
2π/3, 4π/3, corresponding to incident wavelengths of 712, 792 and 678nm respectively; two mask 
orientations were used, p = [1,0; 0,1], corresponding to x- and y-polarised incident light respectively; 
the spatial wavelength of the masks is 300nm; B – the six acquired images (451×451 pixels), created 
by multiplying the masks and the ground truth image, and then convolving with the PSF. – 227 
Figure 5.8: A – The reconstructed image in Fourier space (451×451 pixels); B – the final reconstructed 
image (451×451 pixels). – 228 
* 
 Figure 5.9: A - The six metamaterial masks created in simulation using the alternative metamaterial 
design; B – the six simulated approximations of the metamaterial masks created using a Fourier 
Series of two sinusoids in MATLAB. – 231 
Demonstrating Fourier Series SIM image reconstruction with the alternative metamaterial masks 
Figure 5.10: A – The reconstructed image in Fourier space (451×451 pixels); B – the final 
reconstructed image (451×451 pixels). – 234 
Figure 5.11: A – The reconstructed image in Fourier space (451×451 pixels); B – the final 
reconstructed image (451×451 pixels). – 236 
Figure 5.12: A – Ground truth image, 451×451 scaled platelet image, courtesy of Dr Steve Thomas, 
University of Birmingham, UK; B – the widefield image, created by convolving the ground truth image 
with the PSF; C – the image as reconstructed using the standard SIM reconstruction algorithm; D – 
the image as reconstructed using the Fourier Series SIM reconstruction algorithm. – 238 
* 
Figure 5.13: A - The six metamaterial masks created in simulation using the alternative metamaterial 
design; B – the six simulated approximations of the metamaterial masks created using a product of 
two sinusoids. – 241 
Demonstrating Sinusoid Product-based SIM image reconstruction with the alternative metamaterial 
masks 
Figure 5.14: A – The reconstructed image in Fourier space (451×451 pixels); B – the final 
reconstructed image (451×451 pixels). – 244 
Figure 5.15: A – The reconstructed image in Fourier space (451×451 pixels); B – the final 
reconstructed image (451×451 pixels). – 246 
Figure 5.16: A – Ground truth image, 451×451 pixels scaled platelet image, courtesy of Dr Steve 
Thomas, University of Birmingham, UK; B – the widefield image, created by convolving the ground 
truth image with the PSF; C – the image as reconstructed using the standard SIM reconstruction 
algorithm; D – the image as reconstructed using the Sinusoid Product-based SIM reconstruction 
algorithm, all (451×451 pixels). – 248 
Figure 5.17: A – Ground truth image, 451×451 pixels scaled platelet image, courtesy of Dr Steve 
Thomas, University of Birmingham, UK; B – the widefield image, created by convolving the ground 
truth image with the PSF; C – the image as reconstructed using the Fourier Series SIM reconstruction 
algorithm; D – the image as reconstructed using the Sinusoid Product-based SIM reconstruction 
algorithm, all (451×451 pixels). – 250 
 
 
 List of Abbreviations 
CST MWS – Computer Simulation Technology Microwave Studio 
CVD – Cardiovascular disease 
FTIR – Fourier Transform Infra-Red (spectroscopy) 
SEM – Scanning Electron Microscopy 
SIM – Structured Illumination Microscopy 
TIRF – Total Internal Reflection Fluorescence 
TIRF-SIM - Total Internal Reflection Fluorescence- Structured Illumination Microscopy 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
1 
 
Chapter 1: Introduction & Background 
1.1 Introduction 
The aim of this PhD study was to investigate and implement the use of metamaterials in 
biomedical imaging. The primary aim was to build a Super-resolution Total Internal 
Reflection Fluorescence (TIRF) Microscope with structured illumination, utilising the unique 
electromagnetic (EM) properties of metamaterials8-12 to construct a metamaterial lens 
(metalens) to enable sub-diffraction limit imaging with an evanescent EM field13-28, and 
employ it in the study of cardiovascular disease. The improved resolution as compares to a 
TIRF system would allow detailed study of the surface proteins of platelets, including looking 
at actin filaments and microtubules, which are implicated in cardiovascular disease29-31 . In 
addition, Structured Illumination Microscopy (SIM) image reconstruction algorithms were 
investigated and implemented, in order to reconstruct the images from the proposed 
microscope, and for use with other structured illumination systems33-40.  
Consequently, this PhD thesis incorporates elements of physics, specifically optical theory 
and metamaterials in particular, as the key design foundation; biomedical science, 
particularly biological imaging, as the driving force behind the project; and computer science 
and the investigation of image reconstruction algorithms, alongside critical simulation work 
that formed an essential component of this research. The key area of investigation of this 
research project was the application of metamaterials to super-resolution optical imaging. 
Specifically, an optical microscope was proposed to emulate a TIRF-SIM microscope, but 
using metamaterials to create a structured evanescent field. 
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1.2 Aims 
The key aims of this PhD were as follows: 
 Design, simulate and fabricate a metamaterial suitable for a novel TIRF-SIM microscopy 
system. 
 Develop and test SIM reconstruction algorithms suitable for use with this system and 
other SIM-type systems. 
1.3 Introduction to Background 
In this section, background material and literature of relevance to this research project is 
reviewed. This includes the biological motivation and guidance for the project; the 
background of biomedical imaging and imaging in general; the relevant physical theory 
behind optical microscopy, metamaterials and optics; the current state of research in the 
fields of super-resolution microscopy, metamaterials as applied to optics, structured 
illumination microscopy, and surface-enhanced fluorescence and non-linear optics. 
1.4 Biological Imaging  
1.4.1 Introduction  
The ultimate aim of this PhD is to apply the proposed metamaterial systems to biological 
imaging. In order to effectively study and understand biological systems, imaging is crucial. 
Indeed, biological research has been a prime factor in the development of the fields of 
microscopy and imaging, from the first images taken of bacteria by Antoni van Leeuwenhoek 
in the 17th century with a simple optical microscope46,47, to the current ability to see 
individual molecules with electron microscopy48, spectroscopic brain imaging with MRSI49-51, 
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and the ability to do time resolved whole body imaging of embryos with the recently 
developed light-sheet microscopy system52-56.  
1.4.2 Cardiovascular Disease & Platelets 
The biomedical field of particular interest to this PhD is to apply the proposed metamaterial 
systems, particularly the super-resolution TIRF-SIM microscope, to the study of 
cardiovascular disease (CVD). CVD is a broad term for a range of conditions and diseases that 
affect the cardiovascular system; these include: coronary heart disease, atherosclerosis, 
cerebrovascular disease, peripheral arterial disease, rheumatic heart disease, congenital 
heart disease, deep vein thrombosis and pulmonary embolism57. These conditions can lead 
to acute events including heart attacks and strokes57,58 and globally more people die 
annually from CVD than from any other cause57-59. Indeed in 2008 an estimated 17.3 million 
people died from CVD worldwide, representing 30% of all global deaths, and by 2030 this is 
expected to rise to 23.3 million59,60. 
Consequently, the study of CVD is a major healthcare priority. In the biomedical sciences this 
involves research into not only treatment and prevention, but detection and imaging of the 
condition57,58,61. On the scale of organs and blood vessels, the most common imaging 
technologies used to study CVD are CT (Computed Tomography) and MRI (Magnetic 
Resonance Imaging)61.  However, this PhD will aim to investigate CVD on the sub-cellular 
scale, looking at receptors and proteins, with specific interest in the role of platelets in 
CVD60.  
Platelets are the smallest cells in circulating blood and are traditionally known for their 
involvement in haemostasis – the process of stopping blood flow which is particularly 
4 
 
important in wound healing21-23.  Platelets also have a key role in thrombosis, the formation of 
blood clots within blood vessels29,30, which has obvious implications for CVD conditions such as 
Deep Vein Thrombosis57. The formation of a blood clot or thrombus is mediated by the 
expression of multiple membrane receptors, which besides being crucial to haemostasis and 
thrombosis are thought to promote inflammatory and immune responses29-31. Moreover 
recently platelet receptors such as GPIb/IX/V, P-selectin, P-selectin glycoprotein ligand 1, 
CD40 and the αIIbß3 integrin have been implicated in the progression of such inflammatory 
conditions as atherosclerosis, in tumour cell proliferation, metastasis, and tumour 
angiogenesis, and in the immune response to bacteria. Therefore it is these receptors and 
surface proteins and their link to CVD that this PhD is interested in60. 
1.4.3 Microscopy for Biology 
Microscopy is widely used for biomedical imaging, in a variety of techniques adapted for 
different purposes. The many microscopy techniques that exist, have different advantages 
and disadvantages for biological imaging, each fulfilling certain criteria and being of use 
when imaging some types of sample or investigating different phenomena, but none 
achieving a ‘perfect’ imaging system62,63.  
The ideal biological imaging setup incorporates: high spatial resolution in x, y and z; good 
time resolution for monitoring active systems; suitability for use with labelling techniques 
including fluorescent dyes and proteins, and the ability for multiple fluorescent channels or 
imaging modes to be captured for the same sample area; live cell or tissue imaging 
capability, so the information gleaned is more biologically relevant; non-damaging to the 
biological sample, so non-ionising radiation; minimal sample preparation required, meaning 
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the sample used is in a state closer to in vivo; ease of use of the imaging 
equipment23,37,41,43,62-71. However, all current biological imaging systems have a trade-off 
between these factors. Different imaging systems are capable of achieving different ones of 
these factors, depending on what type of sample or what type of imaging they are aimed at. 
For example, electron microscopy achieves very high spatial resolution (50pm66), but 
requires high levels of sample preparation meaning live cell imaging is often impossible, and 
fluorescent labelling cannot be done48,72-74. Whereas, epi-fluorescence imaging systems 
allow for fluorescent labelling of multiple channels of interest, can do time-resolved live cell 
imaging, but is diffraction limited in its spatial resolution75,76. 
Therefore, when utilising or designing a biological imaging system, the biological question 
wanting to be answered dictates the choice of microscopy technique and prioritisation of 
the imaging factors.  
1.4.4 Impact of Biological Constraints on Microscopy 
Although the field of microscopy started primarily with imaging biological samples46,47, using 
microscopy to image biological samples places constraints on the imaging and the imaging 
technique chosen43,63. These constraints depend greatly on the sample to be looked at, and 
what question is being investigated with the imaging. As the ultimate aim of this PhD is to 
apply metamaterials to biomedical imaging, this places constraints on the study.  Potential 
constraints to be considered are: 
 Damaging sample preparation – sample preparation is often a key stage in biological 
imaging, whether it be fluorescent labelling, fixing the sample, or more damaging sample 
preparation. Often these techniques are used to enable the imaging to elucidate more 
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information or improve the imaging, such as labelling specific structures of interest, 
however they can also damage the sample. If possible it can be desirable to image with 
minimal sample preparation, thus without affecting the structures of the biological 
sample. This is because, the less that is done to the sample, arguably the more 
biologically relevant the resultant images are63,64,77-80. This is as opposed to techniques 
such as SEM where extensive sample preparation, including coating the sample with a 
conductive metal, is required72. Such extensive methods of sample preparation can shift 
structures, artificially cross-link proteins as occurs when fixing cells changing the shape of 
biological structures, or simply damage biological structures so that they cannot be 
imaged77,78. In many cases damaging sample preparation is not restrictive, especially in 
light of potential gains to resolution as with electron microscopy or the need to label 
specific features.  The proposed imaging systems require sample preparation on a par 
with epifluorescence imaging, thus are not overly damaging, which is what is desired 
from the imaging system75,76. 
 Live cell imaging – as with non-damaging sample preparation, live cell imaging can allow 
for even more biologically relevant imaging, as biological samples can be imaged as living 
organisms and their live behaviour can be observed78. This requires the imaging system 
to have environmental controls, for example temperature and pressure control, ability 
for ‘wet’ samples to be imaged, and potentially sterile conditions so that the sample 
remains alive64,67,78,79. Moreover, certain fluorescent labels or dyes cannot be used as 
they can be toxic81. This places constraints on the imaging system that have to be 
overcome if live cell imaging is desired, although it is not always required. The imaging 
system proposed by this PhD did not include live cell imaging as it is based upon TIRF-SIM 
7 
 
and brightfield  microscopy, it would potentially be adaptable to a live cell imaging 
modality, similar to those used for more conventional fluorescence imaging38,70,75,82,83. 
 Resolution limitations. A major consideration with biological imaging is the resolution, 
either spatial or temporal, and generally it is very hard to achieve high spatial and 
temporal resolution simultaneously. In addition, it can also be challenging to achieve 
high spatial resolution both laterally and axially, which makes techniques capable of 
optical-sectioning, thus improving the axial resolution, very important in biological 
imaging35,41,43,48,52,53,55,56,65,75,82-84. Therefore there is generally a compromise to be made 
between spatial and temporal resolution, and between resolution and other imaging 
constraints.  
 Optical limitations. A key constraint is the optical range of the incident light, when 
considering optical microscopy. As defined by the diffraction limit, which is discussed in 
greater detail in Section 1.5.2, the spatial resolution is constrained by the wavelength of 
light used for imaging, thus non-super resolution optical microscopy typically can only 
achieve resolutions of 200nm at best, which is larger for longer wavelengths43,77,83,85. This 
can be combatted by using shorter wavelengths of light, as is done in X-ray and electron 
microscopy, but this resolution improvement is countered by the constraints on sample 
preparation and potential damage to biological samples48,66,72,73,86. In addition, the choice 
of incident or excitation wavelength impacts on the choice of fluorescent labelling, as the 
excitation wavelength must correspond to that of the fluorophore75,81. In addition, when 
using metamaterials a balance has to be achieved between the operating frequency 
range of the metamaterials, and the best frequencies to use with biological 
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samples13,26,87. On a practical level, having a microscopy system that easily operates at 
the excitation frequencies of commonly used fluorophores can be very desirable.   
1.4.5 Discussion 
In conclusion, there are many challenges and constraints associated with imaging biological 
samples, which then impact upon the choice of imaging technique. However, a wide variety 
of imaging techniques have been developed to allow for better imaging of biological 
samples. These techniques allow many areas of biological research to be investigated, each 
with different aims and requirements, including the important research into cardiovascular 
disease. 
1.5 Optical Microscopy 
1.5.1 Introduction  
Optical microscopy is a key tool in biomedical research, and has been since the first 
microscopes were developed in the 17th  century, and can be broadly described as a 
technique for magnifying small samples via a system of visible light and lenses to produce 
images46,47. Optical microscopy, particularly fluorescence microscopy, is a primary method of 
imaging cells and their organelles41,43,77,83,85. Much progress has been made in developing 
different optical microscopy techniques, leading to techniques such as Confocal Microscopy 
and TIRF Microscopy, in order to meet the multivariate demands of biomedical 
imaging33,35,38,43,77,83,85,88. 
1.5.2 The Diffraction Limit 
Despite being widely used, a key limitation of optical microscopy is its spatial resolution, 
which for non-super resolution techniques is controlled by the diffraction limit. When light 
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passes through an aperture such as a lens in an imaging system, it is diffracted. The 
behaviour of the diffracted light depends on whether it is in the near-field (Fresnel 
diffraction), near to the diffracting element, or the far-field (Fraunhofer diffraction), ‘far’ 
from the diffracting element, region. The transition distance between these two regions 
depends upon the wavelength of the diffracted light and the size of the diffracting element, 
but the near-field is generally considered to be <1-2 wavelengths from the diffracting 
element. In the near-field, high frequency waves which contain high resolution information 
about the diffracting element (imaging sample) exponentially decay evanescently. Whereas 
the far-field waves, which contain low resolution information about the diffracting element, 
propagate and these are what are observed in standard optical imaging systems. The near-
field high resolution information is unrecoverable in the far-field, thus giving rise to the 
diffraction limit on imaging resolution. Consequently, optical microscopy always has 
inherently limited spatial resolution even with a perfect imaging system, due to the loss of 
the higher resolution information in the near-field41,43,63,76,89.  
In the far-field, which is the relevant component for most optical microscopy, the diffraction 
of the propagating wave produces a diffraction pattern of a bright circle surrounded by 
concentric circles which decrease in intensity, known as an Airy disk. The diameter of an Airy 
disk is defined by the wavelength of light used. When such Airy disks produced by features 
on an imaging sample get close, they overlap and eventually become indistinguishable or 
unresolvable, which is also defined as the diffraction limit90,91. 
The Abbe limit defines the Airy disk which characterises the point spread function (PSF) of an 
imaging system, which determines the lateral resolution77. This means that a limit is imposed 
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upon the resolution of the images obtained due to the nature of the light used for 
imaging33,41,43,77,85,88: 
𝑥 =
𝜆
2∙𝑁𝐴
    [1.1] 
𝑁𝐴 = 𝑛 ∙ 𝑠𝑖𝑛(𝛼)    [1.2]  
Where: x – smallest distance over which two objects can be resolved, λ – wavelength of 
light, NA – numerical aperture, n – refractive index of the medium, α – half the angular 
aperture of the lens.  Consequently most optical microscopy techniques can only reach 
lateral resolutions of ~200 - 250nm at best within optical wavelengths43,77,85. 
1.5.3 Diffraction Limited Optical Microscopy 
There are many forms of optical microscopy currently in use, what they hold in common is 
the use of visible light for imaging, ~400 – 700nm in wavelength, although many optical 
microscopy techniques can extend this range into the infra-red or 
ultraviolet41,43,63,76,77,82,86,92. As previously discussed, optical microscopy techniques are 
limited in their spatial resolution by the Abbe limit; they are limited in their temporal 
resolution by the technological capabilities of the imaging system, i.e. image frame rate, scan 
time and computer storage capabilities. Development of the many optical imaging 
techniques from the original compound microscopes, made of simple hand-ground lenses in 
the late 16th and 17th centuries, has primarily been driven by the desire to improve 
resolution, spatially and temporally, and to discern different features in the sample46,47,77. 
In terms of biomedical imaging, a critical advance was the development of fluorescence 
imaging; whereby fluorescent agents, be they fluorescent dyes, fluorescent proteins or 
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fluorophores, are used to label sample features of interest and are excited at specific 
frequencies, and then emit light at different frequencies. It is this emission which is detected 
and forms the image41,70,75,80,82,83. This fluorescent labelling allows specific structures to be 
identified and thus their specific behaviour to be investigated. Consequently the 
development of fluorescent agents has been a key area of improvement for optical 
imaging67,75,81,92.  The standard optical microscope in use today for biological research is 
widefield epi-fluorescence microscopy. This optical microscopy technique is used to image 
fluorescently labelled samples, by exciting them with widefield incident light at the 
excitation frequency of the chosen fluorophores, and then collecting their emitted 
fluorescence. This is a diffraction limited technique, but it is suitable for live cell 
imaging75,79,83,93. 
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In addition, the confocal microscope is also widely used63,82. Its defining feature is the ability 
to exclude out of focus photons from a focal plane within a sample, using pinholes, and thus 
optically sectioning the sample77,85. This produces very clear, unblurred images, however it 
does affect the signal-to-noise ratio (SNR)85. If a stack of images from different optical 
sections or focal planes are taken then a 3D image of the sample can be constructed, which 
is very useful for biomedical applications62,77,82.  
From the standard epi-fluorescence microscopes, novel techniques including multi-photon 
fluorescence imaging have developed. Multi-photon fluorescence microscopy works by using 
multiple long-wavelength (typically near infra-red range) photons to excite fluorescence, 
Sample 
Light Source 
Filter 
Detector 
Filter 
Objective lens 
Dichroic Mirror 
Excitation light 
Emitted light 
Figure 1.1: Diagram outlining a widefield epi-fluorescence microscope, including light paths and 
key components42,43.  
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which then emits at a shorter wavelength. This improves the penetration depth, suppresses 
background signal, and reduces damage to the sample43,94-97. By contrast, TIRF (Total-
Internal Reflection Fluorescence) microscopy, described further in Section 1.5.6, selectively 
excites only the surface region of a sample allowing for improved resolution imaging of the 
surface, but again suppresses background fluorescence improving the signal to noise ratio 
(SNR)41,70,98,99.  
Diffraction-limited Optical 
Microscopy Technique 
Typical Spatial resolution 
(lateral) 
Comments 
Epi-fluorescence microscopy Up to 200 – 300nm 
Standard widefield 
fluorescence microscopy 
technique42,75,93,100. 
Confocal microscopy  Up to 180 – 250nm 
Eliminates out of focus light 
for high SNR, scanning 
technique not widefield, 3D 
volume imaging63,85,100,101. 
Total Internal Reflection 
Fluorescence microscopy 
200 – 300nm 
Surface imaging technique, 
only surface fluorophores are 
excited, improved axial 
resolution41,70,100. 
Multi-photon microscopy <1µm, up to 200nm 
Low photo-damage and high 
penetration depth.96,97,102 
Light Sheet microscopy 0.5 - 6µm 
High temporal resolution, 
and large volume 3D imaging 
possible52-56,103. 
 
  
Figure 1.2: Table outlining key diffraction-limited optical microscopy techniques. 
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1.5.4 Going Beyond the Diffraction Limit – Super-resolution 
As already mentioned, a primary aim in the field of imaging has been improving the spatial 
resolution of optical microscopy techniques, beyond the diffraction limit. Super-resolution 
techniques can achieve resolutions below this limit. Of particular interest to this thesis is 
structured illumination microscopy (SIM), which utilises additional light patterns and post 
processing to achieve super resolution. It is discussed in greater detail in Section 1.6. It is one 
of the many modern optical imaging techniques to extensively use computational post-
processing to improve spatial resolution, achieving resolutions of 100nm or better, with 
generally no sample damage33,36,39,100. Stochastic methods also require computational post-
processing, including STORM (Stochastic Optical Reconstruction Microscopy), which can 
achieve a lateral resolution of ~25nm, and PALM (Photoactivated Localisation Microscopy). 
These techniques utilise innovative ‘blinking’ fluorophores that are excited stochastically, as 
opposed to the norm of all fluorophores of that excitation frequency being excited together, 
allowing for single molecule localisation and much improved spatial resolution, however 
image acquisition is slow43,69,88. In addition, techniques such as STED (Stimulated Emission 
Depletion) microscopy, which uses the nonlinear response of the fluorophores to excitation, 
can also achieve lateral resolution at the molecular level, but these techniques carry the risk 
of damaging the sample with the high-powered lasers required43,100. Metamaterial-based 
approaches also aim to achieve these resolutions or better, but with rapid image acquisition 
and low sample damage15,17,19,25-28.  
All of the imaging techniques mentioned above are far-field techniques, so detection is in 
the far-field, and the super-resolution techniques that have been discussed are attempting 
to overcome the diffraction limit. However, the diffraction limit is only applicable to far-field 
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techniques and not near-field techniques76,90,100,101,104. Thus near-field imaging, such as Near-
field Scanning Optical Microscopy (NSOM), is able to achieve super-resolution, of the order 
of 20nm lateral resolution, as the evanescent near-field contains information beyond the 
diffraction limit. However, in order to achieve this an imaging probe has to be within one 
wavelength of light from the sample, which can be challenging, and generally image 
acquisition is slow for large samples and only surface imaging is possible43,104. NSOM is also 
able to acquire spectroscopic information about the sample, which allows for even greater 
knowledge to be gained from imaging a sample105,106. 
In contrast, an exciting recent development in optical microscopy in terms of temporal 
resolution is light-sheet microscopy. Also known as selective plane illumination microscopy 
(SPIM), it is similar to confocal microscopy in that it can selectively illuminate planes within a 
sample; however instead of doing this with a spot of light, it uses a sheet of light. It most 
effective for use with highly transparent samples and it cannot achieve the same spatial 
resolutions of super-resolution optical techniques64, it is diffraction limited, but it can be 
combined with super-resolution techniques such as SIM56 or single-molecule localisation64 to 
improve its spatial resolution. Furthermore, the key advantage of light-sheet is its high 
temporal resolution. Unlike point-scanning techniques like confocal, or the super-resolution 
techniques that involve a lot of image post-processing, it can achieve 10 – 1000 times faster 
than other 4D imaging techniques107. Indeed it has been used to image intact live samples, 
including neuronal firing in the intact brain of awake behaving mice, as well as freely moving 
transgenic Drosophila larvae52. 
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1.5.5 Comparing Optical and Non-Optical Microscopy 
Even super-resolution optical microscopy techniques have low spatial resolution compared 
to non-optical techniques such as electron microscopy, including Scanning Electron 
Microscopy (SEM) and Transmission Electron Microscopy (TEM), Atomic Force Microscopy 
(AFM), and X-ray Microscopy (XRM). For example, resolutions of <1nm48, 50pm66, 
<1nm108,109 and 10nm86 respectively have been achieved, allowing for molecular resolution. 
However these techniques also have their drawbacks, which often outweigh their high 
spatial resolution. In particular, these techniques are generally unsuitable for imaging live 
biological samples and fluorescent labelling is not possible, and they require extensive and 
damaging sample preparation, thus limiting the biological relevance of the images 
produced39,52,63,66,72,73,75,99,100,103. Moreover, one of the key advantages of optical microscopy 
as a field is its adaptability.  There is an enormous variety of optical microscopy techniques 
available, each adapted to different areas of scientific investigation and suited for different 
imaging challenges, and they are also able to be combined to provide even greater 
information39,55,76,79,82,94,110,111. 
1.5.6 Total Internal Reflection Fluorescence (TIRF) Microscopy 
TIRF microscopy itself is designed to improve image resolution, however it is not a super-
resolution technique. Instead TIRF improves resolution by reducing background fluorescence 
and improving the signal-to-noise ratio41,43,70. In the case of a brightfield or epifluorescence 
microscope the incident light is perpendicular to the sample and illuminates the whole 
sample, which thus excites all fluorophores within the sample43,77,83. In in a TIRF microscope, 
the incident light is incident at an angle to the dielectric substrate of the sample (commonly 
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a glass slide). If this incident angle is larger the critical angle, θc, then frustrated Total 
Internal Reflection (TIR) will occur within the dielectric substrate43.  
𝜃𝑐 = 𝑠𝑖𝑛
−1 (
𝑛1
𝑛2
)  [1.3]  
 
In TIR no light escapes and propagates, see figure 1.3; conversely in frustrated TIR some light 
will still reach the sample as an evanescent wave which propagates along the interface 
between the substrate and the sample. An evanescent wave is a near-field wave whose 
intensity decays exponentially without absorption away from its originating surface, making 
it strongly confined, and in TIRF microscopy it is this evanescent wave that excites the 
fluorophores in the sample, see figure 1.4, their emission is then collected by a CCD 
camera41,43,77,83,94. 
 
  
θc 
n1 
n2 
Critical Ray 
Total Internal 
Reflection 
Ray travels along 
surface 
Figure 1.3: Schematic of Total Internal Reflection. 
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Figure 1.4: A - Diagram outlining a TIRF microscope, including light paths and key components4; B - 
Schematic of TIRF microscopy, demonstrating the creation of the evanescent field via frustrated TIR, 
which excites the fluorophores (green) in a thin slice of the sample2,41. 
 
 
 
TIRF Microscope 
Detector, TIRF image 
Light Source 
High NA TIRF 
objective lens 
Dichroic  
mirror 
Excitation light 
Emitted light 
Sample 
Lens 
Oil 
Coverslip 
Filter 
Focusing lens 
TIRF evanescent field 
Lens can be 
moved to change 
the light’s 
incident angle 
A 
B 
19 
 
As a result of the confined nature of the evanescent wave only a thin section of the  sample 
is illuminated (~100-200nm thick), thus only fluorophores in this thin section are excited, 
reducing background fluorescence and improving image resolution to ~100nm41,43,83. 
Consequently TIRF microscopy can only be used for looking at the surface of a sample, which 
limits its potential uses, and achieving the correct illumination angle can be challenging. 
Conversely it is the principal technique for imaging the cell membrane, cytoplasmic filament 
structures of cells, the process of endocytosis, and the adsorption of liquids at interfaces41,43. 
Recently, TIRF microscopy has been used to dynamically image individual endocytic events 
at the apical membrane of thick ascending limb cells, specifically the NaCl reabsorption by 
Na-K-2Cl cotransporters in the membrane of kidney cells, which plays a crucial role in the 
maintenance of body salt and fluid homeostasis99. In addition it has been used to investigate 
the actin cytoskeleton, which is key to cell shape and movement, and its formation 
mechanics and patterning specifically the contribution made by the lower dimer in actin 
polymerisation of skeletal muscle actin112. 
It is hoped that the proposed microscope of this PhD will retain the positive aspects of TIRF 
microscopy, including its narrow excitation and ability to study surface phenomenon, whilst 
improving the resolution. 
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1.6 Structured Illumination Microscopy (SIM) 
1.6.1 Introduction 
Structured illumination (SI) is another technique employed in optical microscopy to enhance 
spatial resolution, but it does not always confer super-resolution33,35,38,43,113, it can also be 
used to optically section a sample33-35,38,113, akin to confocal microscopy77,83,85,113. It is easily 
applicable to pre-existing optical imaging systems, giving them greater functionality98,114,115, 
and is generally not damaging or phototoxic36,37,116. 
1.6.2 Theory of SIM 
This section describes the standard wide-field SIM methodology that is most commonly used 
and is available commercially36,117, and it also forms the basis for the other SIM methods, 
some of which are described in detail in Section 1.6.3.  
The sample is illuminated with spatially structured excitation light – a periodic pattern – this 
creates a low-frequency beating effect with the features of the sample. This encodes the 
higher frequency and thus higher resolution structural details, which would normally be 
excluded by the diffraction limit by being outside the pass-band of the system’s Optical 
Transfer Function (OTF), in the low frequency signal via spatial frequency mixing. This makes 
normally inaccessible high-resolution information visible in the observed image in the form 
of Moiré fringes33,43. The structured light can be produced by a spatial light modulator98, an 
optical grating33 or by the interference of two or more coherent illumination beams38. A 
series of such images is taken, with the pattern at several different orientations and different 
phase shifts. This series of images allows higher frequency information to be captured, 
extending the area where the higher resolution information can be retained, allowing for 
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uniform improvement in spatial resolution across the whole 2-dimensional imaging plane as 
opposed to resolution improvement in only one direction, see figure 1.5. Moreover, in order 
to then separate these higher frequency spectra, the phase shifts are required, and the 
multiple images allow for the removal of the spatial pattern from the final image. These 
images are then processed to extract the higher resolution information and generate a 
reconstruction with the improved resolution28-31,52, see figure 1.5.  
The basic principles of SIM are shown in figure 1.5. Generally, if two patterns are 
superposed, Moiré fringes appear which are coarser than either of the original patterns; 
these fringes represent information from the patterns that has been shifted in Fourier space 
as a result of the superposition. In terms of imaging, the sample to be imaged and the 
structured illumination incident upon it act as the two patterns. As a result, the observed 
Figure 1.5: Image from Gustafsson (2000). Structured Illumination and resolution enhancement: a – 
two line patterns superpose, their product contains Moiré fringes (the vertical stripes); b – 
representation of the Airy disk of a conventional microscope, the circle represents its observable 
region; c – a sinusoidally striped illumination pattern has only three Fourier components, the 
possible positions of the two side components are limited by the same circle that defines the 
observable region (dashed); d -  the moiré fringes represent information that has changed position in 
Fourier space, with the amount of movement corresponding to the three Fourier components of the 
illumination, these circles are centred on the positions seen in (c), the observable region will thus 
contain the normal and the moved information that originates in two offset regions; e – from a 
sequence of images with different orientation and phase of the pattern, it is possible to recover 
information from an area twice the size of the normally observable region, corresponding to twice 
the normal resolution2,33. 
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image is the product of the two patterns including the sample, and will contain the Moiré 
fringes. These fringes are easily observable, compared to the fine detail of the sample that is 
not observable because of the diffraction limit, but contain information about this fine 
detail. Thus, in standard SIM, if the illumination pattern is known, this higher resolution 
information from the sample can be accessed, creating a super-resolution imaging 
technique33,35,36.  
The resolution of standard SIM is still partially diffraction limited, despite being able to 
achieve super-resolution beyond the diffraction limit. The resolution achievable by standard 
SIM is limited by the spatial frequency of the illumination pattern, which is produced with 
standard optics and thus is diffraction limited118. The higher the spatial frequency of the 
illumination pattern theoretically results in more higher-resolution information that can be 
retained in the far-field, and consequently the higher the spatial resolution achievable40. 
The addition of SI can allow features of 100nm or smaller to be imaged, if nonlinear 
processing techniques are used35, in the sample to be successfully resolved, and it can be 
applied to fluorescence microscopy33,43. However as multiple images are required, image 
acquisition is often relatively slow43,119.  
1.6.3 Different SIM Methods 
There are now a wide variety of SIM techniques in use36,37,120. The original description of SIM 
in 2000 by Gustaffson used sinusoidal stripe patterns of light, projected onto the sample via 
a line-patterned phase grating33. By creating pattern masks at different orientations and 
different phases, it is possible to retain near-field, higher resolution, data and access it in the 
far-field33,35-37,121. The original 2-dimensional implementation of SIM uses three orientations 
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and three phases, as described by Gustaffsson, so nine images in total are required33. This is 
still the essential premise of SIM, but it has been altered and expanded to give greater 
functionality116,121. Three-dimensional SIM has been realised, but if using the standard 
sinusoidal stripe patterns it requires typically fifteen images40,121, but this gives much greater 
imaging potential.  
 
 
Figure 1.6 above shows a typical setup for structured illumination microscopy, using 
sinusoidally structured patterns for super-resolution imaging. This setup remains very similar 
even for Blind SIM and Non-linear SIM, discussed further below, as the key change is 
replacing the grating with an element such as a spatial light modulator to produce the 
different structured illumination, and then different methods of post-processing35,120,122-124.  
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Figure 1.6: Schematic of a standard structured illumination microscope, for 2D fluorescence super-
resolution imaging using sinusoidal patterns, including light path and key components5-7. 
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1.6.3.1 Blind-SIM 
As already described in Section 1.6.2, ‘standard’ SIM requires prior knowledge of the 
patterns used in order to achieve image reconstruction33,36. However, even if the patterns 
are well known, there are often artefacts in the imaging system that distort the patterns, 
which limits the effectiveness and resolution improvement of the SIM system36,38,123. 
Techniques have been developed to help retrieve the pattern parameters accurately, but 
low SNR and strong distortion of the patterns limit the success120. Therefore, advances have 
been made in developing reconstruction methods that do not require this prior 
knowledge120,124. The key method for achieving this is known as ‘Blind-SIM’.  
As suggested by its name, this SIM reconstruction method assumes no prior knowledge of 
the illumination patterns, but does assume homogeneous illumination of the sample across 
all of the illumination patterns. This is in direct contrast to standard SIM reconstruction, 
where prior knowledge of the structured illumination patterns is what allows for higher 
resolution information to be reconstructed, resulting in a super-resolution image. This 
requirement for prior knowledge, as well as instrumental constraints, is part of the reason 
that sinusoidal structured illumination is so common to SIM, as it easy to produce and 
characterise33-37. However, Blind-SIM has been demonstrated using a random speckle 
pattern of illumination, instead of the typical sinusoidal stripes, where prior knowledge of 
the pattern is inherently limited120,123,124. There have been several variations of the Blind-SIM 
method, primarily from the Sentenac research group at the CNRS at Institut Fresnel, but 
their shared approach is avoiding the problem of prior knowledge of the structured 
illumination120,123-126.  
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In order to reconstruct an image in Blind-SIM, the image (typically fluorescence density) and 
the illumination patterns must be reconstructed simultaneously via an iterative method. 
Typically this is an iterative solution of a constrained least-squares problem based on a 
conjugate gradient method. Iterative solvers are ideal for solving large problems, such as 
image reconstruction, as they simplify the problem down to a set of linear equations. 
However, the parameters used for the solution can have a large impact on the final 
reconstruction and errors can dominate or convergence can be reached before the solution 
has been found127,128. Another limitation of this type of reconstruction technique is speed, 
which generally makes it suitable for situations where temporal resolution is important. As it 
is an iterative method, this makes it more computationally expensive and slower; however 
this is an area that is being improved with methods such as the joint reconstruction Blind-
SIM, which simplifies the Blind-SIM reconstruction method by treating the reconstruction as 
a set of smaller sub-problems to solve120. 
1.6.3.2 Non-Linear SIM 
Another key SIM method is Non-Linear SIM (NL-SIM). This method is theoretically not 
diffraction limited; standard SIM although a super-resolution technique, is diffraction limited 
in terms of producing the illumination patterns. NL-SIM generally utilises high intensity 
sinusoidal illumination patterns to illuminate fluorescent samples. By using this high 
intensity illumination, the fluorophores’ optical transitions have the potential to become 
saturated, particularly in the bright regions of the illumination pattern. Consequently the 
degree of excitation saturation varies with respect to the illumination pattern, meaning that 
the pattern of emission from the fluorophores is no longer purely sinusoidal, instead the 
emission response is non-linear. This extends the emission into having higher harmonics 
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beyond the spatial frequency of the illumination excitation pattern, allowing for higher 
resolution information to be obtained beyond linear SIM techniques37,40. The main limitation 
of this technique is that shared by all high intensity illumination optical techniques, the 
problem of photobleaching and associated phototoxicity3,35,100,122. 
1.6.4 Uses of SIM 
There are two key uses of SIM: optical sectioning and super-resolution imaging34. However it 
has also been used for surface profiling and phase imaging39. Optical sectioning and super-
resolution have obvious advantages and applications in imaging, particular biomedical 
imaging, with the focus of this research project being on the super-resolution aspect.  
Super-resolution SIM allows for imaging beyond the diffraction limit, resulting in higher 
spatial resolution than diffraction-limited imaging techniques. This leads to being able to 
obtain more detailed data from images, and has led to important scientific 
discoveries39,40,116,120,121. Since its inception, SIM for super-resolution imaging has remained 
at the forefront of biomedical research. As a super-resolution optical imaging technique it is 
ideal for live-cell imaging, and due to its optical sectional capability, it is also suited to 3D 
imaging. SIM has been used to image nuclear structures using multiple colours, and in 3D, 
allowing quantitative analysis of 3D nuclear structures and epigenetic modifications to be 
performed129. Moreover, it has been used to study in vivo sub-chromosomal chromatin 
organisation in mammalian cell nuclei with unprecedented detail130, and has formed a key 
part of a method for imaging synaptic structures, achieving resolutions such that the 
functionality of these neuronal connections can be resolved131.  
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The use of SIM also goes beyond mammalian cells, and it is now being used in the field of 
plant science. Recently, a form of time-lapse SIM was used to study living cortical 
microtubules of different plant cell types. This was done using a commercially available SIM 
platform, and shows that SIM can be widely applied to the imaging of plant cells132. This 
demonstrates that SIM is a powerful imaging tool in the field of biomedical imaging.  
1.6.4.1 Combining SIM with Other Imaging Techniques 
As already mentioned, SIM has great potential for being combined with other optical 
imaging techniques. The ability for an optical imaging system to do SIM can be generally be 
achieved simply by adding the framework for producing structured illumination onto the 
pre-existing system. SIM has been successfully combined with many techniques including:  
multi-photon imaging114,115; TIRF98, which is discussed in more detail in Section 1.6.5; single-
molecule localisation techniques such as PALM and STORM110; light sheet microscopy121; and 
Raman microscopy111. 
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1.6.5 TIRF-SIM 
TIRF-SIM is the application of structured illumination to total-internal reflectance 
fluorescence microscopy. TIRF is discussed in Section 1.5.6, and is an important imaging 
technique, particularly in biomedical imaging. TIRF-SIM combines TIRF and SIM to produce a 
super-resolution TIRF imaging technique. As with TIRF, TIRF-SIM uses evanescent light to 
illuminate a thin surface slice of a sample, instead of the whole sample volume. This 
eliminates out of focus light and improves the SNR, but does mean it is limited to imaging 
the surface of samples, making it very useful for imaging cell membranes70,98.  
 
As shown in figure 1.7, the setup for TIRF-SIM is very similar to that of standard TIRF 
microscopy, see figure 1.4, thus achieving the critical angle required for an evanescent field 
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Figure 1.7: Schematic of TIRF-SIM, including key components and light paths1,2. 
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to be created to illuminate the sample is still necessary. However, a component such as a 
grating has been added to create the structured illumination. This means that creating the 
illumination is more complex than for a brightfield microscope, and is something that the 
microscope proposed by this PhD aims to address, by using a brightfield-style light path 
whilst still creating a structured evanescent field. 
In addition, as with SIM multiple images with different illumination patterns are required in 
order to produce a final super-resolution image, which can make imaging slower. However 
TIRF-SIM has achieved in vivo imaging with frame rates of up to 20Hz capturing images in 
two colours, and has achieved spatial resolutions of up to 100nm. The main limitation of 
TIRF-SIM, which results from the TIRF foundation to the technique, is the sensitivity of the 
system to becoming misaligned and thus not achieving the critical angle required for total 
internal reflection. This is combined with requiring precision polarisation of the illuminating 
laser light and synchronisation of the TIRF laser with the SIM illumination pattern, in order to 
produce optimal patterns with minimal aberrations, which will result in images free from 
artefacts and with higher resolution, but can be achieved98.  
Nevertheless, TIRF-SIM is a very useful imaging tool particularly for biomedical imaging. The 
TIRF element of TIRF-SIM means only a thin section of the surface is illuminated, improving 
axial resolution compared to epi-fluorescence microscopy, and improves the SNR by 
reducing the contribution of out-of-focus fluorescence to the image41,43. The addition of SIM 
to create TIRF-SIM then means super-resolution imaging is possible, with lateral resolutions 
of 100nm98 compared to ~200 – 300nm for TIRF being achieved41,43,99, without the need for 
specialised fluorophores as for single-molecule localisation techniques2,88, or high laser 
30 
 
energies as for STED which can damage the sample43,100. TIRF-SIM has been used to image 
the yeast plasma membrane133, designer artificial cellular components in E. Coli cells134, and 
individual non-muscle myosin II bipolar filaments which are involved in many cellular 
processes, including embryo formation and cell migration135. 
1.6.6 Advantages and Limitations of SIM 
Some of the advantages and limitations of SIM have already been discussed in Section 1.6. 
As with all imaging systems and modalities, there are advantages and limitations depending 
on what is desired from the images, and no imaging system is ideal for all imaging situations; 
whether that be due to resolution, spatial or temporal, sample preparation methods, 
potential damage to the sample, sample size or type, portability of the imaging system, 
labelling mechanisms, amongst many other considerations.  
The various types of SIM imaging systems are advantageous. A key advantage compared to 
techniques such as epi-fluorescence microscopy is that SIM allows for super-resolution 
imaging. SIM is able to achieve spatial resolutions beyond the diffraction limit, generally 
achieving a 2× resolution improvement, therefore lateral spatial resolutions of 100nm33,36 
compared to 200 – 300nm of epi-fluorescence5,33,42,43,93. In addition, good temporal 
resolution can be also achieved, with imaging at up to 10Hz having been performed using 
SIM98. Generally, SIM is also it is technique that does not damage the samples as high-power 
illumination is not normally required, meaning fixed samples can be re-used, or samples can 
be imaged over longer periods of time33,36,37,100,119. This is not the case of non-linear SIM 
where high-intensity structured illumination is used35,37,40. Consequently, most SIM is 
suitable for live cell imaging, meaning more biologically relevant information can be 
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obtained78,116,119,132. In addition, SIM is compatible with most types of labelling, so can be 
used with the fluorophores used in epi-fluorescence microscopy, such as fluorescent dyes 
and fluorescent labelled proteins35,38,75,100,123,125, but unlike techniques including STORM it is 
not dependent of special fluorophores or labelling techniques2,43,88. However, SIM can also 
be used without labelling or specialised sample preparation required, and as a widefield 
technique it can be used for large scale and 3-dimensional imaging34,36,37,39. Importantly, SIM 
can be used to enhance other imaging modalities, as it can be added into other imaging 
systems, including TIRF98, STORM2,110, Raman111, and multiphoton imaging114,115, indeed SIM 
can be seen as an addition to brightfield or epi-fluorescence microscopy. 
However SIM, like all imaging techniques, has its limitations. The lateral spatial resolution of 
SIM, although a great improvement on diffraction-limited techniques, is still low compared 
to other techniques such as STORM which can achieve resolutions of up to 25nm compared 
to 100nm for SIM33,43,69,88. In addition, temporal resolution can be limited as image 
acquisition and reconstruction can be slow due to acquiring multiple images, although live 
cell imaging has been demonstrated with SIM5,33,119. Furthermore, the reconstruction 
process required to produce a super-resolution image in SIM can result in image artefacts, 
which affect the final image quality34,36,38,113,123,124. Nonetheless, SIM is still an important 
imaging tool in the field of biomedical imaging. 
1.6.7 Discussion 
Structured Illumination Microscopy is an important and useful imaging technique that has 
already proved its worth and has great potential for improvement. As already discussed, it is 
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adaptable, can achieve super-resolution beyond the diffraction limit, is non-damaging, and it 
is multi-modal5,33,34,36,37,119,121,125,129. 
However, SIM also has its limitations. Aspects such as temporal resolution and image 
artefacts produced during image reconstruction, are gradually being overcome, meaning SIM 
can achieve live cell imaging and high-quality super-resolution reconstructed 
images34,77,116,119,121,125. The main limitation of SIM, in spite of being a super-resolution 
optical microscopy technique, is its spatial resolution. Although SIM can achieve 2× spatial 
resolution (up to 100nm) compared to standard epi-fluorescence microscopy, its resolution 
improvement is still less than other super-resolution optical microscopy techniques5,33,100. 
This is because, even though SIM achieves resolutions beyond the diffraction limit, the 
structured illumination is still diffraction limited, meaning that the resolution improvement 
is constrained118.  
Non-linear SIM overcomes this achieving resolutions of up to 50nm35,136, although 
techniques such as STORM achieve 25nm resolution2,69,88,136, but it suffers from photo-
damage to the sample, making it less ideal for some aspects of biomedical imaging35,136. 
Another potential approach is the use of metamaterials and plasmonics to produce the 
structured illumination, as they would not be diffraction limited84,118. This would also allow 
for simpler TIRF-SIM imaging, as a brightfield-type light path could be used instead of that 
used in TIRF microscopy.  
Consequently, this research aims to build upon that which has already been achieved and is 
still emerging in the field of structured illumination imaging. In particular, this PhD will 
contribute by continuing forward with the use of plasmonics, by using metamaterials, and 
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applying them to a TIRF-SIM type imaging system, and then developing and expanding upon 
the reconstruction methodology that is crucial to SIM.  
 
1.7 Metamaterials 
1.7.1 Introduction 
A metamaterial can be defined as “an arrangement of artificial structural elements, designed 
to achieve advantageous and unusual electromagnetic properties”137. Therefore instead of a 
traditional material whose properties derive primarily from its constituent atoms, a 
metamaterial derives extra, novel properties from its constituent structural elements or 
units8,11,138-141. There has been extensive research into their potential uses in a variety of 
fields, including optics and imaging, and the limits of their novel properties11,12,15,142-149. 
1.7.2 Physics of Metamaterials 
A metamaterial, which although it is composed of atoms, it derives its unique properties 
from its artificial structural elements known as meta-atoms. These meta-atoms must be 
much smaller than the wavelength of electromagnetic light, and as a result these meta-
atoms ‘appear’ atomic and thus dictate the material’s properties, essentially overriding the 
inherent atomic-derived properties12,14,32,44,150. If correctly designed and fabricated, this 
means that a metamaterial can couple to both the electric and the magnetic field 
components, unlike standard materials which only effectively couple to the electric 
component, meaning that new properties are possible11,12,26,32,44,141,143,150,151. 
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1.7.2.1 Meta-atoms 
The structural elements of metamaterials, the meta-atoms, can be many different shapes, 
sizes and materials, and they can be arranged periodically or randomly, depending on the 
desired function of the metamaterial152. If these meta-atoms are disordered, so not 
arranged periodically, the electromagnetic field response to the metamaterial is generated 
across a broad spectral range; however, the meta-atoms are ordered periodically, then the 
electromagnetic response is at selected frequencies. The periodicity of the metamaterial’s 
geometry plays a vital role in tuning the electromagnetic response of the metamaterial151. 
The quintessential metamaterial meta-atom is the split ring resonator (SRR). First 
demonstrated in 1981150,153, SRRs are comprised of a double ring, with one nested inside the 
other, with either the inner or both rings split150,153,154. SRRs have been used to create 
magnetic resonances13,153, for infra-red detection of single molecular monolayers155, and for 
creating left-handed waveguides156,157. SRRs have led to many similar meta-atom resonator 
designs including the open-SRR which resembles a capital omega, but many other designs 
exist including simple pairs of short rods, nano-holes in a metal film which in an array create 
a fish-net structure, and even small particles both regularly and irregularly shaped150. 
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1.7.2.2 Electrical Permittivity and Magnetic Permeability 
The key physical properties of interest in creating a metamaterial are the material’s electrical 
permittivity, ε, which describes a materials response to an electric field, and the magnetic 
permeability, μ, which describes a materials response to a magnetic field, and as a result the 
refractive index. Between them, these properties describe how a material interacts with an 
electromagnetic field, with metamaterials it is possible to create values of if ε and µ such 
that negative refractive index values and negative refraction are possible, discussed in detail 
in Section 1.7.445,151,158. 
The values of ε and µ have both real (ε’, µ’) and imaginary (ε”, µ”) components. The real 
components describe the optical response of the material, whereas the imaginary 
components describe the losses that limit the performance of optical devices.  These losses, 
in the case of metals, arise largely from electronic transitions within the metal152. 
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Figure 1.8: Schematic of the intersection of materials based upon their electrical permittivity, ε, 
and their magnetic permeability, µ44,45.  
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1.7.2.3 Materials  
The designs and materials used to create metamaterials are wide-ranging, depending on the 
desired function. Many metamaterial designs involve layering metal and dielectric 
components to create a composite material, and generally most metamaterials have both 
metallic and dielectric constituents, this is in order to produce surface plasmon modes150, 
see Section 1.7.3. Some of the most commonly used metals for metamaterial construction 
are gold and silver. This is because as metals they already have negative electrical 
permittivity values at optical wavelengths, which is important in the pursuit of negative 
refraction, see Sections 1.7.2.2 & 1.7.4, and thus are able to support surface plasmons, see 
Section 1.7.3. Furthermore, they also have small ohmic losses or high direct current 
conductivity, but at optical frequencies losses play a significant role in the function of these 
materials, meaning that alternatives are being investigated152. As a result of the potentially 
unique and tuneable properties of metamaterials, their response to electromagnetic fields is 
unique.  
1.7.3 Uses and Types of Metamaterials 
The origin of the first metamaterial is widely acknowledged to be the use metal-dielectric 
plates to create a refractive index of less than one by Winston E. Kock in 1946159. Although 
some earlier examples of metamaterial-like behaviour exist, including an early example of a 
potential meta-atom proposed by Jagadis C. Bose to create artificial chiral molecules160. 
Since the mid-twentieth century the field of metamaterials has continued to grow, with key 
landmarks being the proposal of creating a ‘left-handed’ material with negative values of ε 
and µ161, a ‘perfect lens’ for super-resolution imaging162, and a potential ‘invisibility cloak’163. 
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There is a great variety of metamaterials being used for a wide variety of purposes. As 
already discussed, the functionality of the metamaterial is determined by its overall design, 
the design of the meta-atoms and the materials used in its fabrication, consequently the 
range of applications of metamaterials is vast and they can be tailored to best fulfil the 
desired function. The focus of this thesis is the use of metamaterials in imaging, discussed in 
detail in Sections 1.6.4 & 1.6.5, and they have great potential in this field. In addition, 
metamaterials have achieved widespread interest in their potential for transformation 
optics, whereby metamaterials are used to distort or re-configure electromagnetic fields, 
particularly the area of cloaking143. Initial potential optical ‘invisibility cloaks’ have been 
demonstrated, where a metamaterial is used to steer light around an object by changing 
how it propagates, making it appear invisible142,143,164-169. However, the challenges of 
fabrication are still significant, especially at optical frequencies. Most examples of these 
cloaking devices have been bulky, making them detectable, and hard to scale up to hide 
macroscopic objects167, or have only been operable in a limited frequency range165. Other 
areas of note utilising metamaterials are the fields of holography145,170-172, biological and 
chemical sensing173-176, and remote sensing144,146,173,177. 
There are even developments in the use of metamaterials that defy the definition given in 
Section 1.6.1. In that instead of using artificial structural elements to give novel 
electromagnetic properties, these metamaterials affect sound waves (acoustic 
metamaterials) and can have negative effective density and bulk modulus properties unlike 
standard materials, and analogous to the left-handed electromagnetic materials discussed in 
Section 1.6.4178. Acoustic metamaterials have been used to focus ultrasound waves179, for 
sound attenuation at certain frequencies180, and generally show great promise for new sonic 
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devices149,179,180. Furthermore, elastic metamaterials have been proposed, that can behave 
as either liquids or solids, and may enable new applications by allowing novel control of 
acoustic, elastic and seismic waves147. 
1.7.4 Negative Refractive Index 
A key property of metamaterials of interest is their capability of having a negative refractive 
index, n8,9,11,14,22,24,138-141,161,181-188. Refractive index is determined by the material’s electrical 
permittivity, ε, and the magnetic permeability, μ, according to the following equation: 
𝑛 =  ±√𝜀 ∙ 𝜇   [1.4]  
The refractive index is in turn related to the wave vector, k: 
𝑘 =  
𝜔
𝑐0
∙ 𝑛   [1.5]  
Where c0 is the speed of light in a vacuum, and ω is the angular frequency138,158. 
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If either ε < 0, or µ < 0, n and k are imaginary, and the material is opaque; if ε & µ > 0, n> 0 
and the material is transparent138,161. However, as demonstrated by Victor Veselago in 
1968161 in his groundbreaking work189, if ε & µ < 0, then we are forced by Maxwell’s 
equations to choose the negative root of n, thus n < 0138,139,161,186.  Subsequently the 
refracted light makes a negative angle with the normal, as opposed to a positive angle in a 
positive-index material8,11,138,139,148,182,187, see figure 1.9.  
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Figure 1.9: Schematics comparing negative & positive index materials and the effects on 
refraction, and the group and phase velocities of an EM wave in a negative index material32. 
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Materials with negative refraction created by both ε & µ < 0 are sometimes called left 
handed materials (LHMs)10,15,16,28,141,190 because the Poynting vector, which represents the 
directional rate of energy transfer density of an electromagnetic field, has the opposite sign 
and the energy flow and group velocity are opposite to the wave vector (phase velocity), the 
parallel component of the wave vector is always preserved in transmission138,141,187,191,192. 
Negative refraction can also be achieved with only one of ε, µ < 0, but these are not classed 
as true negative-index materials and are referred to as single-negative metamaterials8,32,44, 
but must obey the following inequality: 
𝑛 < 0, if       𝑅𝑒(𝜀)|𝜇| +  𝑅𝑒(𝜇)|𝜀| < 0   [1.6]  
Where Re() represents the real component of the variable9,32,44. 
The implications of having a negative refractive index, something that is not seen in 
nature14,16,18,137,143,148,151, are potentially vast in terms of imaging. As described in Section 
1.5.2Error! Reference source not found., the spatial resolution of optical microscopy is 
fundamentally limited by the diffraction limit in the far-field, consequently the higher 
resolution near-field information is lost in standard optical microscopy as it cannot 
propagate into the far-field and be retained in the image, instead it decays 
rapidly33,43,63,77,93,100,136. However, this is the case for optical systems using lenses with a 
positive refractive index, whereas by using a negative refractive index lens it is theoretically 
possible for this high resolution near-field information to be conveyed into the far-field, 
resulting in a super-resolution imaging system, with potentially unlimited 
resolution11,138,187,189.  
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In practice, to achieve the best resolution, a material with ε, µ, and n = -1 is required 
otherwise spatial resolution is drastically reduced11,138,162,187. It is inherently challenging to 
create a material that fulfils these properties, particularly at optical wavelengths, as the 
meta-atoms that form the properties of the material must be smaller than the wavelength of 
light with which they are being used, making fabrication challenging12,14,18,32,44,150,151,193,194. 
Moreover, at these shorter optical wavelengths that are desired for imaging, the metals 
which metamaterials are typically constructed from behave less like conductors which 
dampens the resonance effects that metamaterials depend upon10,32,44,137,151,172,194-196. 
Nevertheless, promising work has been done demonstrating the potential of these negative 
refractive index lens (known as superlenses and hyperlenses) based imaging systems14,16-
20,23,25,26,28,148.  
1.7.5 Plasmonics 
Plasmonics is an important part of explaining how metamaterials can achieve novel 
electromagnetic properties. When an electromagnetic wave propagates through a 
polarisable medium, which includes metals, this induces polarisation. Metals, due to their 
free conducting electrons, exhibit plasma-like behaviour, but are not plasmas, and thus are 
often used in plasmonics. This polarisation modifies the electromagnetic wave which is then 
coupled to the induced polarisation, the properties of which depend on both the incident 
electromagnetic wave and the medium150. 
This coupling of the electromagnetic wave to the polarised medium causes oscillations in the 
uncoupled electrons, known as a plasma wave classically, or if it is significant they become 
plasmons. Consequently, when there is significant change to the electromagnetic wave due 
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to the medium, this is then known as a plasmon polariton. These plasmon polaritons are 
then divided into bulk, where they propagate inside a homogeneous medium, or surface 
plasmon polaritons (SPPs) where they are confined to the surface of the material150. As 
metamaterials are not homogeneous materials and only the surface is of interest, only SPPS 
will be considered. The collective oscillation of the uncoupled electrons at the surface is 
known as surface plasmon resonance (SPR)151. 
Surface plasmons only occur at the interface between a metal and a dielectric, and the 
electromagnetic field of SPPS can be described by solving Maxwell’s equations in each 
medium and the associated boundary conditions, using the Drude model to describe the 
materials.  
Drude model for a free-electron model, 𝜀𝑟 = 1 −
𝜔𝑝
2
𝜔(𝜔−𝑖∙𝛾𝑝)
   [1.7]  
Where εr is the relative electrical permittivity, ωp is the plasma frequency, ω is the frequency, 
and γp is a damping constant150,151. 
These fields decline away from the boundary evanescently, according to the SPP dispersion 
relationship: 
𝑘𝑥 >
𝜔
𝑐 √𝜀𝑟𝑑𝑖𝑒𝑙𝑒𝑐𝑡𝑟𝑖𝑐    [1.8]  
Where:  kx is the wavenumber along the surface, c is the speed of light, ω is the frequency, 
and εr_dielectric is the relative electrical permittivity of the dielectric150,151. 
If a thin metal film is layered between two dielectric layers, then both interfaces can support 
SPPs and a SPR. Furthermore, if the metal is sufficiently thin then the SPP modes at each 
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surface are coupled and can interact. Consequently, the SPP dispersion is split, meaning that 
the conditions for the existence of surface modes are eased. Subsequently, for the existence 
of SPP modes it is no longer required that the electrical permittivities of the metal and the 
dielectric have the same sign, and the frequency can approach the plasma frequency150. This 
means that it is much easier to create metamaterials with strong plasmonic properties. 
SPPs can couple light strongly to the materials surface and thereby greatly enhance light-
matter interactions. SPPs are non-radiative, they are bound and do not propagate away from 
the surface150. As a result, electromagnetic fields can be concentrated to a small area, a 
fraction of the wavelength152. This surface mode is capable of interacting with the 
evanescent part of a spectrum from a sub-wavelength object, leading to the potential of 
sub-diffraction limit imaging150, see  Section 1.7.5. Moreover, the surface plasmon resonance 
enhances the local electromagnetic field strengths by several orders of magnitude151,152. 
Plasmonic nanostructures, which often form the meta-atoms that compose a metamaterial, 
are optical couplers, so they allow for the interaction between electromagnetic fields and 
the material. Therefore, they act as optical nano-antennas and enhance the efficiency of the 
optical coupling. Moreover, the optical cross-section of the metamaterial, which describes 
the maximum amount of optical flux reflected or emitted, greatly increases as described 
below, resulting in field enhancement151. 
Optical Cross-section magnitude:𝑎2 → 𝜆2  [1.9]  
Where a is the structure (plasmonic nanostructure) size and λ is the wavelength of light151. 
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Plasmonics and metamaterials are closely linked fields, as most metamaterials utilise surface 
plasmons and SPR in order to achieve their novel electromagnetic and optical properties not 
typically seen in nature. These metamaterials can be described as plasmonic 
metamaterials146,150-152,174,195,197. 
1.7.6 Metamaterials and Microscopy  
Metamaterials have the potential to dramatically improve the field of microscopy, via their 
novel electromagnetic properties. As described in Section 1.7.4, metamaterials can be 
fabricated to have a negative-refractive index, creating a lens with great spatial resolution 
potential beyond the diffraction limit14,138,141,162,181,184,186. Typically, the metamaterial acts as 
a lens (metalens) in conjunction with the objective lens, with the aim of being able to 
implement a metalens within existing optical imaging systems making them more practical 
and simple to operate14,15,20,21,25,26,28. However, due to the nature of many metamaterials 
being fabricated from metal films or using metal nanorods and consequently being non-
transparent to light in the standard sense, there are imaging challenges particularly if being 
utilised in a fluorescence microscopy setup. It is often necessary to collect emission via a 
separate transmission objective lens if using a metalens, not through the objective lens used 
for excitation or the incident lens which is the standard light path for most fluorescence 
microscopes3,42,75,100. Nonetheless, suitable pre-existing imaging systems for use with 
metalenses do exist, and others can be adapted. These metalenses are described as 
superlenses and hyperlenses, and their super-resolution potential is derived from being able 
to retain the higher resolution near-field information that is typically lost14,15,17,19,23,25-27,187.  
In an optical imaging system with a conventional lens, this near-field is lost due to its 
evanescent nature, it decays rapidly, and only the propagating field containing lower 
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resolution information is retained43,71,104,105,138. A superlens enhances this evanescent near-
field via surface plasmon resonance created by the metamaterial so that although it still 
decays away from the lens, there is greater potential to capture it as well as the propagating 
field17-19,27,32,187. By contrast, a hyperlens converts the evanescent field into a separate 
propagating wave, such that both the propagating fields, one of which contains the higher-
resolution information, can be captured to produce a super-resolution image20,23,25,26,32. Both 
of these systems are limited by being sensitive to losses and disorder, and particularly by 
being difficult to manufacture18,23,26-28,187. However, some implementations are showing 
great potential and have demonstrated spatial resolutions of sub-20nm20,198,199.  
In addition to being used to produce a ‘perfect lens’, metamaterials have been utilised for 
surface enhancement, in the cases of fluorescence67,84 and surface-enhanced Raman 
spectroscopy (SERS)151,197,200,201. In both cases, a plasmonic metamaterial is used to enhance 
signal, and has evolved into the use of metamaterials for bio-sensing applications173,175,176.  
1.7.7 Plasmonics & SIM 
The use of plasmonics with SIM has recently started to be investigated, and this thesis aims 
to expand and add to this existing research40,84,118,202-205. In plasmonic SIM, the plasmonic 
structure is used to produce the structured illumination instead of using a spatial light 
modulator or interfering beams of light40,202,203. The theory behind plasmonics, particularly 
metamaterials, is discussed in greater detail in Section 1.7.5, but fundamentally the electric 
field component of light can interact with the surface electrons in plasmonic materials, and 
drives these electrons into a collective oscillation or plasmon resonance, which can lead to 
enhanced electromagnetic fields at the surface of the material12,32,45,146,150,151,203,206. 
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Consequently, by tailoring the plasmonic material, very fine stripe patterns can be produced 
compared with standard SIM patterns, increasing the spatial resolution potential40. The 
plasmon resonance is generally confined to the surface of the plasmonic material and the 
resulting electromagnetic field decays rapidly,12,32,44,150,151 it is an evanescent field, akin to 
those in TIRF microscopy, providing localised excitation and suppressing background 
fluorescence41,70,75. As a result plasmonic SIM (PSIM) can be used in a setup very similar to 
TIRF microscopy to provide a powerful super-resolution TIRF-SIM type imaging 
technique1,65,84. However like TIRF microscopy, this technique still relies on a specific 
incident angle of the illumination light in order to operate. Another plasmonic SIM technique 
known as localised plasmon SIM (LPSIM) does not have this constraint. LPSIM utilises a 
nanostructure pattern to produce structured illumination, and unlike PSIM, it is the spatial 
period of these nanostructures that dictates the spatial frequency of the structured 
illumination. Whereas in PSIM, it is the frequency of the illumination light that dictates the 
spatial frequency of the structured illumination40,118,202. Both of these plasmonic SIM 
techniques are still in their infancy, having predominantly been investigated in simulation 
and with basic experimentation, but 75nm spatial resolution has been demonstrated118. This 
thesis aims to expand and build upon these types of plasmonic SIM, particularly LPSIM. 
1.7.8 Discussion 
Overall, metamaterials show great potential in many fields of research, due to their ability to 
create novel electromagnetic properties including negative refractive 
index11,71,138,141,166,187,189,190. They show great potential, particularly for imaging, both in terms 
of the search for a ‘perfect’ lens and through the application of plasmonics to fluorescence 
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and SIM14,16,18,26,118,193,207. However, the use and development of metamaterials is still 
limited, as fabrication and losses still restrict their uses and functionality8,45,151,193-196,199,208.  
Nonetheless, metamaterials are a promising and growing field, which should be ideal for 
enabling the creation of the TIRF-SIM inspired microscope that forms the focus of this PhD, 
due to their novel electromagnetic properties that can be tailored to different applications.  
This PhD was primarily concerned with plasmonic metamaterials and their application to 
microscopy. Of particular interest was the work that has already been done to create a 
metamaterial lens for super-resolution imaging and in applying plasmonics to 
SIM14,26,118,202,204.  
1.8 Discussion & Conclusions 
This thesis seeks to build upon the large literature-base of research in many fields, from 
optical imaging, metamaterials, biological imaging and many others, and add to these 
important areas of research by taking an inter-disciplinary approach. In particular structured 
illumination microscopy, TIRF microscopy, and plasmonic metamaterials will be utilised in 
order to add to the field of biological imaging, and biological imaging will drive this research 
in the very physical and computational field of metamaterials. 
Hence, this thesis is split into multiple chapters dealing with the different elements of this 
PhD research: Chapter 1 – Introduction & Background, covers the background research and 
theory for the entire PhD, combined with a literature review of current research in the fields 
relevant to this thesis; Chapter 2 – Design & Simulation, covers simulation work done to 
create a metamaterial design and simulate its structured evanescent field; Chapter 3 – 
Image Reconstruction, covers the development and implementation of SIM based image 
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reconstruction algorithms using metamaterial-based structured illumination; Chapter 4 – 
Fabricating & Characterising the Metalens, covers the fabrication methods used to create 
the metalens and to investigate its properties; Chapter 5 – Alternative Metalens Design, 
covers an alternative metamaterial design developed to address issues that arose with the 
original design, and image reconstruction using structured illumination produced in 
simulation by this alternative design; Chapter 6 – Conclusions & Evaluation, summarises the 
key findings and conclusions presented in this thesis, and proposes potential future work 
that could build upon this research project. 
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Chapter 2: Design & Simulation 
2.1 Introduction 
This Chapter describes the simulation work carried out during this research project and the 
resulting metamaterial designs. Simulations were performed to inform the metamaterial 
design of the metalens for the TIRF-SIM biomedical imaging system. The metalens design 
was required to produce a set of nine sinusoidally structured evanescent illumination 
patterns (three phases and three orientations), with as small a spatial wavelength as 
possible, to allow for greater resolution enhancement (ideally below 1µm thus making it 
considerably smaller than those produced by gratings36). This would allow for a standard SIM 
reconstruction algorithm to be used when reconstructing the images produced by the 
metalens-based imaging system. Moreover these simulations allowed for testing the design 
for robustness to manufacturing imprecisions. The results of these simulations – the 
resonant frequencies and the electromagnetic fields produced by the metamaterial – were 
then used for testing and validating the image reconstruction algorithms, see Chapter 3, 
required to produce a successful reconstruction of the structured illumination image, as well 
as for comparison to experimental results, see Chapter 4. 
2.1.1 Aims 
The aims of the simulation work were to: 
 Design a suitable metamaterial unit cell for the TIRF-SIM imaging system, including 
choosing parameters for the unit cell design, such as size, shape and materials used. 
 Test the design for robustness to manufacturing imprecisions, to see what effects if any 
imperfect manufacture has on the metamaterial properties. 
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 Simulate the final design with simulated samples to investigate the sensitivity of the 
metamaterial design’s structured evanescent field to a sample – can a sample be 
detected. 
 Provide a set of simulated SIM patterns for testing the image reconstruction algorithms. 
 Provide a set of simulated SIM patterns for comparison to those produced 
experimentally by the fabricated metamaterial. 
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2.2 Overall Microscope Design  
2.2.1 Introduction & Requirements 
The microscope is designed to emulate the capabilities of TIRF-SIM imaging systems 
pioneered by E. Chung, D. Kim D, and P.T. So in 200665,98. However, in terms of optical 
design, this microscope is more akin to a standard transmission brightfield or fluorescence 
microscope.  
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Figure 2.1: Diagram outlining a transmission fluorescence microscope and TIRF microscope, 
including light paths and key components3,4.  
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This novel design combines the simplicity of a brightfield microscope’s optical setup with the 
superior spatial resolution capability of the TIRF-SIM, made possible with the metamaterial 
lens.  For this design to be successful, an evanescent field must be produced in order to 
achieve the TIRF-like selective illumination, this evanescent field must be structured to 
generate a spatially structured pattern with the properties necessary to achieve super-
resolution imaging. The field will also be enhanced so that if being used with fluorophores, 
enhanced fluorescence can be achieved. However this incident evanescent field must not be 
so strong as to cause damage to biological samples, which can be controlled with a dielectric 
spacer of appropriate depth. Functionally, the incident evanescent field needs to be able to 
be altered in both phase and orientation in order to produce the multiple images required 
for SIM, although if not possible through electromagnetic affects, this can be achieved 
experimentally via physically rotating to achieve different orientations.   
2.2.2 Metamaterial Design Constraints 
The choice of metamaterial design places constraints upon the overall microscope design 
parameters. This is due to the electromagnetic response of the metamaterial affecting the 
optical requirements of the imaging system. The design was required to produce evanescent 
sinusoidally structured light, with the ability to change the phase and orientation of the 
structured light. At least three phases and three orientations, thus producing a set of nine 
structured illumination patterns, were desired, with a small spatial wavelength. In addition, 
the design had to be able to be fabricated using the facilities available. The intended use in 
biomedical imaging of the proposed imaging system also affected the choice of 
metamaterial design, in terms of choice of wavelengths and energies used for imaging. There 
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were many constraints associated with the design and fabrication of the metamaterial lens 
and the overall proposed imaging system:  
 Fabrication feasibility. Ultimately, fabrication feasibility often dictates what can be 
achieved with metamaterials; whether this is due to feature size, accuracy of the design 
compared to the theoretical design, size of sample to be fabricated, or design 
complexity. All fabrication methods or instruments are limited in what they can achieve 
in terms of these factors. With this in mind, the metamaterial design must be possible to 
fabricate with the resources available to this research project. 
 Metamaterial unit cell size and super-resolution. Generally the larger the metamaterial 
unit cell, the longer the wavelength of light it interacts with, and as a result fabrication 
limits can restrict the compatible wavelengths to the infra-red. The size of the 
metamaterial unit cell also dictates at what wavelength of light the imaging systems can 
be termed as being super-resolution, in order to be operating as a super-resolution 
system, the wavelength of light being used should be twice the size of the unit cell. In 
terms of LPSIM, the unit cell size dictates the spatial frequency of the structured light the 
metamaterial produces, and so can limit the super-resolution gains that having a finer 
pattern results in.  
 Resonant frequency of the metamaterial. The resonant frequency peaks of the 
metamaterial are where it is possible for the incident light to couple to the surface 
plasmons, meaning the metamaterial will be operating at its peak, producing a strong 
well-structured evanescent field. Ideally the metamaterial will have a strong resonant 
frequency peak in the optical frequency range as this is ideal for imaging biological 
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samples, however even into the near-infra-red region, it is still possible to image 
biological samples and near-IR fluorophores do exist.  
 Dielectric spacer. The electromagnetic fields at the surface of the metalens are generally 
very strong, so potentially pose a risk to biological samples. Moreover, this metalens was 
designed to produce a structured evanescent field, which is not fully structured at the 
surface of the metamaterial. Therefore a dielectric spacer is required to protect the 
sample and ensure the sample is illuminated by structured light. In addition, this spacer 
also protects the metamaterial from physical damage and provides a surface for the 
sample to be mounted, making the metalens potentially reusable and more robust. 
 Transmission setup due to the metamaterial. Unlike most modern fluorescence 
microscopes where the detector is on the same side of the sample as the light source, 
meaning the emission is collected via the same lenses as the excitation is focussed, the 
metalens requires that the detector be the opposite side of the sample. This means that 
the proposed microscope is a transmission setup, and this is because of the opacity of 
metal film metamaterials and more generally, the novel properties of a metalens would 
alter the emission detected. 
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2.2.3 Design Schematic 
 
The key aspects of the proposed metalens, as pictured in figure 2.2: 
1 -  A coherent light input is used of a wavelength appropriate to the metalens being used, 
which has been polarised and angled as required. 
2 -  Substrate for mounting the metamaterial, typically glass or SiO2. 
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Figure 2.2: Diagram outlining the proposed microscope and metalens, including light paths and 
key components.  
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3 -  The metamaterial, the design of which is described in detail below. 
4 -  Dielectric spacer, which is key to ensuring the sample is illuminated by a structured 
evanescent field, and not illuminated by the stronger unstructured fields immediately 
adjacent to the metamaterial. 
5 -  The evanescent field which is sinusoidally structured, resulting in a TIRF-SIM style 
illumination of the sample. 
6 -  The structured illumination, produced by the metamaterial, required for SIM style 
imaging.  
7 -  Sample, which can contain fluorophores for fluorescent imaging, but is not limited to 
this. Initial samples are metal strips, with the aim of expanding to biological, particularly 
platelet, samples. 
8 -  Detector, type to be determined by experimental constraints. 
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2.3 CST Microwave Studio  
CST Microwave Studio® (CST MWS) is a software package that specialises in simulating 
electromagnetic interactions with materials. It is one program within a suite of CST software, 
each adapted to different areas of physics simulation. All use Maxwell’s equations of 
electromagnetism as their scientific basis, and simulations are solved via finite element 
modelling, using an adaptable mesh throughout the simulation volume209,210.  
CST MWS is commonly used for the simulation of metamaterials, as the scale of the 
simulation elements and the frequency range of the electromagnetic waves are ideal for the 
nm to µm scale and the optical to infra-red frequencies typical of metamterials209-211. It is 
ideally suited for the simulations that form a key part of this study into the uses of 
metamaterials for biomedical imaging.  
The advantages of CST MWS, compared to other simulation software packages, in this case 
are: the ability to create large arrays of shapes, which replicates how a metamaterial is 
fabricated; its use of finite element modelling, allowing very detailed simulation of the 
physics of the metamaterial design and its interaction with electromagnetic light, at all 
points in the simulation volume; the library of available materials including many biological 
samples, making it more relevant to biomedical orientated research; the ability to create 
complex 3-dimensional shapes, allowing for a wider range of potential designs of 
metamaterial; the adaptability of the software - to different frequency ranges, different sizes 
of simulation, different mesh shapes and resolutions which can be varied across the 
simulation volume; the 3D visualisation and animation of the electromagnetic fields, 
enabling greater understanding of the physical problem; the ability to output the data, 1D – 
58 
 
3D, as plain text format, so that it can then be further processed and utilised in other 
programmes, particularly MATLAB in the case of this study; ease of use, the software is very 
user friendly and well supported with online help. However CST MWS has its limitations, 
including: the proprietary nature of the software means that the fundamental workings of 
the software cannot be altered or adapted, nor can its source code be accessed; there is a 
size limitation to the simulation volume; the software is computationally memory expensive, 
and large simulations require a long time to solve. Despite its limitations, CST MWS is well 
suited to the type of metamaterial simulation required by this study. 
Other methods were also considered, notably MATLAB and COMSOL MultiPhysics®. In 
particular, initial simulations of a basic dipole metamaterial unit cell, were carried out in 
MATLAB. However, MATLAB proved to be unsuitable as a simulation technique for these 
compared to CST MWS as it requires a completely ground up approach to the simulation of 
the electromagnetic and materials properties, which was unnecessarily complicated for very 
limited and inaccurate results. COMSOL MultiPhysics® is another software package similar to 
CST for the modelling and simulation of various physics-based problems from multiple fields 
including electromagnetism and optics. COMSOL is used in the field of metamaterials for 
simulation purposes and can be successful, but it proved to be less user-friendly than CST 
MWS; so any potential advantages in its sophisticated programming were outweighed by the 
greater usability of CST MWS leading to a lower potential for human error in its use. 
Moreover CST MWS is just as suitable as COMSOL in its ability to perform the type of 
simulations required, as described above. 
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The simulation work was thus carried out in CST MWS 2014, using the following parameters 
unless otherwise stated. 
 
  
CST Simulation Parameters Value used 
Mesh type Hexahedral, FPBA enhanced.  
Boundary conditions Periodic in x, y; Open in z. 
Energy cut off point -80dB. 
Frequency range 0 – 700 THz. 
Background material Normal. 
Incident wave Linear plane wave, polarised in x: Ex. 
Metal film material Gold, defined in figure 2.5, 40nm thickness. 
Simulation volume material Air, defined within the CST MWS Materials Library. 
E Field Probes 
Used at end of simulation volume, also if relevant at 
metamaterial surface. Probe position does not affect the 
electromagnetic spectra produced by the simulations. 
Electric Field Monitors Depending on simulation: 200, 280, 310, 400, 470, 560, 
640, 750THz. 
Electric field component exported Absolute value, EAbs. 
Data step size for exporting 10nm 
Figure 2.3: Table of key CST MWS simulation parameters.  
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2.4 Processing CST MWS data 
Although the CST MWS simulations themselves are very informative, with regards to the 
electromagnetic fields and frequency response of the metamaterials, being able to 
quantitatively analyse the data and convert it into a more universal format is crucial. 
Moreover, in order to be able to reconstruct images from the simulation data or utilising the 
simulated structured illumination, the simulation data needs to be processed. 
The CST MWS simulation can be exported as plain text (.txt file format), at which point it is 
possible for it to be imported into many different computer programming packages and 
mathematical software systems. The software of choice for this research was MATLAB. 
Specifically, the code developed for processing the CST MWS simulation data was produced 
using MATLAB R2012a. MATLAB was chosen as it is suitable for handling and displaying 
images of many file formats, particularly with the Image Processing Toolbox, implementing 
mathematical functions necessary for the image reconstruction algorithms discussed in 
Chapter 3, importing data from CST MWS, and as it is widely utilised it makes any code 
produced easily accessible and useable by others. 
Separate code was developed for processing the one-dimensional and two-dimensional CST 
MWS data, not only importing the data from the text file, but also then displaying it. For the 
two-dimensional data, the electric field data is exported to text as the following: 
x (nm) y (nm) z (nm) Real Ex 
(V/m) 
Real Ey 
(V/m) 
Real Ez 
(V/m) 
Imaginary 
Ex (V/m) 
Imaginary 
Ey (V/m) 
Imaginary 
Ez (V/m) 
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Consequently, from this data the electromagnetic field intensity then needs to be calculated 
for each coordinate in (x, y, z), using the following formula: 
𝐼 =  
𝑐∙𝑛∙𝜀0
2
|𝑬|
2
  [2.1] 
Where: c is the speed of light in a vacuum, n is the refractive index of the medium, ε0 is the 
electric permittivity of free space, and E is the complex electric field. 
 In addition, line profiles at chosen positions and their Fast Fourier Transforms can also be 
generated. The code developed for processing the simulation data is included in Appendix 
1.1.  
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2.5 Metamaterial Design  
2.5.1 Introduction & Requirements 
The initial simulation work performed was investigating potential metamaterial designs for 
use as a metamaterial lens for a TIRF-SIM biomedical imaging system.  
Simulations were also carried out to explore: the effects of a unit cell versus a larger scale 
simulation, the effects of an imperfect design, the effects of different sample types – 
materials and shapes, the effects of different size samples, how the material of the 
metamaterial affects its electromagnetic properties.  
2.5.2 Requirements of the Metamaterial Design 
In order to achieve the structured evanescent illumination required for a TIRF-SIM imaging 
system, the metamaterial unit cell has to fulfil certain conditions. Ideally, it has to produce a 
sinusoidal stripe pattern or a close approximation, for SIM to be possible, and enhancement 
of the electromagnetic field incident on the sample, to aid in fluorescence enhancement and 
ensure that the evanescent structured illumination is incident on the sample. In order to 
achieve this, a metamaterial unit cell design comprised of two elements at 45° to the normal 
was proposed. 
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Each of these elements acts analogously to a spring, and resonates when an appropriate 
frequency is applied, which depends of the size and shape of the elements. The choice of 
this basic design is based on the π phase change in the electric field component between the 
two elements of the unit cell, see figure 2.4. This π phase change should result in an 
evanescent field instead of a propagating field being produced by the metamaterial, as the 
zero-order components of the electromagnetic field produced would be eliminated. 
Moreover an array of unit cells with this π phase change should result in the field being 
sinusoidal. Consequently, this type of design should therefore produce an approximately 
sinusoidally structured evanescent field. 
Other types of metamaterial design have been proposed for metamaterial-based SIM 
imaging systems, including localised plasmonic SIM (LPSIM), although this is still a small field 
of research. Notable, is Ponsetto’s work where a silver nano-disc array embedded in glass 
was used for LPSIM, imaging a fixed neuron cell. This design was able to able to achieve ~3× 
resolution, imaging with a resolution down to 75nm, using structured near-field 
excitation118.  
Propagating  
wave 
Evanescent &  
propagating 
waves 
Metamaterial 
x 
y 
E
y
 
E
y
 
π phase change  
45° 45° 
z 
Figure 2.4: Schematic of the basic unit cell design and its geometry; schematic of the 
electromagnetic fields incident upon and produced by a metamaterial.  
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For this type of metamaterial design, other key considerations, besides the basic structural 
elements’ shapes, are whether the unit cell design will be constructed as nano-holes, 
whereby the structures are cut out from a metal film, or nano-rods, whereby the structural 
elements are themselves metal and generally mounted on a dielectric. Moreover the choice 
of metal, generally between gold, silver, copper and aluminium, and the substrate it is 
mounted on are also important 152,195,212. These design choices affect the properties of the 
metamaterial and have a great impact on the fabrication of it.  
The two key materials considered for the design were gold and silver. Both are suitable in 
terms of their metamaterial properties, they can both achieve resonant frequencies and 
surface plasmon resonances in the optical and infra-red frequencies desired for imaging. 
However gold was chosen for the design, due to generally being easier to utilise in 
fabrication and therefore likely to have a better fabrication outcome. It generally proves to 
coat a substrate more evenly, making fabrication of a thin metal film more consistent213,214. 
The Drude model parameters used within CST MWS for the simulation of gold were as 
follows: 
Drude Model 
Parameters 
Definition Values for Silver Values for Gold 
ε
∞
 Electrical 
permittivity at 
infinite frequency 
5.9 5.7 
ω
p
 Plasma frequency 1.37×1016  rad/s 1.37×1016  rad/s 
γ Collision frequency 1.2×1013  1/s 1.22×1014  1/s 
Figure 2.5: Table of Drude model parameters used for silver and gold materials created within 
CST MWS.  
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An alternative to using a metal would be to create an entirely dielectric metamaterial, using 
dielectric resonators as the meta-atoms. Research into dielectric metamaterials has grown, 
as they offer a potential solution to the losses seen for metallic metamaterials, particularly 
at optical frequencies. Moreover, dielectric metamaterials can exhibit unusual optical 
phenomena similar to those of metallic metamaterials. This reduction in losses could lead to 
significantly higher device performance, and with a suitable design, could lead to greater 
resolution improvement for the proposed microscope. Even with reduced losses which could 
lead to enhanced resolution due to improved signal, the spatial frequency of the structured 
illumination would also have to be higher for further resolution improvements, which as for 
a metallic metamaterial would be dependent on the design and size of the meta-atoms/ 
resonators. However, very few all-dielectric metamaterials have been reported due to the 
limitations of current nano-fabrication technologies. In addition, their use has not been 
demonstrated for plasmonic SIM. Consequently, only metallic metamaterial designs were 
considered for the proposed microscope design215. 
A nano-hole design was chosen over a nano-rod design. Both designs act as viable 
metamaterials, but because of fabrication constraints, nano-holes were more suitable. 
Individual nano-rods would be more challenging to fabricate successfully with the facilities 
available. The dielectric substrate chosen was silicon dioxide glass. This is a suitable dielectric 
substrate for optical imaging, and it was suitable for the fabrication techniques chosen.  
The key fabrication techniques chosen were electron-beam lithography and etching. 
Electron-beam lithography is micro/nano-fabrication technique that writes a pattern onto a 
resist on top of a substrate, using a focussed beam of electrons. The exposed areas can then 
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be developed, and in this case then etched, thus producing the ‘H’ shape cut-outs from the 
gold film. Feature sizes of a few nm’s can be patterned depending on the instrument and 
resists used, but areas of only ~100×100µm to 1×1mm can typically be patterned216. The 
alternative technique considered was focused ion beam lithography, which is very similar to 
electron-beam lithography but uses a beam of ions instead of electrons208. Electron-beam 
lithography was chosen due to the facilities available. 
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2.5.3 Potential Unit Cell Designs 
Based upon the constraints described above in Section 2.2.2 and the basic design concept 
described in Section 2.5.2, the initial design tested was a simple double dipole cut out 
design, with the two dipoles angled at ±45° to the normal, see figure 2.6. 
The efficacy of this basic two dipole design was then evaluated using CST MWS. The key 
feature examined was the resonant frequency plot for the simulation, which for a simulation 
comprised just of the unit cell and a simulation volume, describes the frequency response of 
the unit cell. For user chosen co-ordinate locations within the simulation volume, the 
resonant frequency plot cycles through the frequency range of the simulation, and any peaks 
demonstrate resonant frequencies. These resonant frequency peaks are determined by the 
size and shape of the metamaterial unit cell, and demonstrate where there will be strong 
surface plasmon resonance, and thus strong field enhancement and an efficient 
electromagnetic response by the metamaterial. 
200 nm 
100 
nm 
Gold 
Clear 
20 nm 
A B 
Figure 2.6: A – Schematic of initial basic unit cell, comprised of two rectangular nano-holes at 
±45° to the normal; B – Basic unit cell in CST MWS.  
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The key resonant peak seen is at 627 THz (478.47nm). The peak seen in this resonant 
frequency plot are due to periodicity of the unit cells and the shape of the dipoles, and 
demonstrate strong transmission by the metamaterial. 
In addition, the three-dimensional electromagnetic fields were also examined. The three-
dimensional electromagnetic fields are analysed at user chosen frequencies (using the field 
monitor tool, see figure 2.3), determined by the field monitors chosen to be used in the 
simulation. By including field monitors across a wide range of frequencies, particularly at 
Figure 2.7: 1D plot of the frequency response of the basic dipole unit cell across the frequencies 0-
750THz against the absolute electric field, data extracted from CST MWS and plotted in MATLAB.   
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resonant frequencies determined by the resonant frequency plot, the electromagnetic 
response of the metamaterial unit cell can be examined. 
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It can be seen that the electromagnetic field is strong and non-uniform at the metamaterial 
surface. In addition, at z = 200nm, as seen in figure 2.9, the strong central stripe shows 
promise for producing structured illumination. However, in order to see any structured 
Figure 2.8: Image of the basic unit cell simulation in CST MWS, looking at the absolute 
electromagnetic fields produced from an x-polarised plane wave at 640THz within the resonant 
peak.  
Figure 2.9: 2D MATLAB plot of the basic unit cell simulation from CST MWS, looking at the 
absolute electromagnetic fields produced from an x-polarised plane wave at 640THz within the 
resonant peak, at the end of the simulation volume: z=200nm .  
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illumination, an array of unit cells is required as the simulation volume around a single unit 
cell is not sufficiently large. Arrays of unit cells and the electromagnetic fields produced are 
explored further below, see Section 2.5.7. 
However, this basic design has demonstrated that it has a strong resonant peak, meaning it 
is has a frequency-specific response; and it shows promise for producing structured 
illumination, which requires larger simulations to confirm. More resonant peaks would give 
more working flexibility, as multiple frequencies could be utilised and still get a resonant 
response, which is desirable. Consequently, a more complex unit cell design was developed. 
Having demonstrated the efficacy of the basic design, a more complex unit cell design was 
proposed.  However, more complex shapes tend to be harder to fabricate successfully due to 
the added complexity of the shapes. The evolution of the basic metamaterial unit cell design 
needed to contain two elements at ±45° to the normal, in order to preserve the desired 
properties of producing a structured evanescent field. In addition, the design still had to be 
simple enough to be readily fabricated. The simple rectangular dipole was thus altered to an 
‘H’ shape. 
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These ‘H’ shapes have been utilised in metamaterials, but are uncommon, and have not 
been utilised for imaging. An example is the work by Choi, where ‘H’ shape (described as ‘I’ 
in text) gold nanostructures are used in the terahertz frequency range to produce a high 
refractive index material217.  
It can be seen that the dimensions and feature sizes are consistent with the original dipole. 
However this presented challenges in terms of fabrication, and the smallest feature size 
achievable with the lithography equipment available. With the electron-beam lithography 
equipment available at the School of Physics & Astronomy, University of Birmingham, U.K., 
the smallest feature size reliably achievable is ~50nm. Consequently, the ‘H’ shape design 
was scaled up when creating the unit cell, see figure 2.11. Yet by altering the unit cell design, 
this then impacts upon the metamaterial unit cell properties. Moreover, in order to be 
operating in super-resolution range, the wavelength of light used should be ~2 times greater 
40 
nm 
100 nm 
200 nm 
200 nm 
30 
nm 
Gold Clear 
30 
nm 
A 
B 
Figure 2.10: A – Schematic of initial basic ‘H’ shape, with dimensions comparable to the basic 
dipole; B – Basic ‘H’ shape in CST MWS.  
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than the unit cell size, for the imaging system to be beyond the diffraction limit, as the unit 
cell acts as the diffracting element in the system. For the original 200nm size unit cell, this is 
>400nm wavelength, which is in the visible range.  This then means that longer wavelengths 
of light need to be utilised for the metamaterial to be operating as a super-resolution lens. 
The unit cell design was as follows: 
This design has the required smallest feature size of 50nm, but as a result the unit cell size is 
600nm. Thus the super-resolution wavelength is >1200nm, which is in the infra-red range. 
Although this design was now able to be fabricated, the size is such that the super-resolution 
wavelength is now outside the visible range, which has implications for biomedical imaging, 
where fluorophores and optical imaging techniques are typically designed to operate in the 
visible range41,67,70,83. However, fluorophores that can operate at this excitation wavelength 
are available, particularly quantum dots92. Consequently, this larger unit cell design served 
as a prototype to test the overall design feasibility, and has the potential to be scaled down 
and operate in the visible range. 
300 nm 
600 nm 
Gold Clear 
80 nm 
Figure 2.11: Schematic of two ‘H’ unit cell, comprised of two ‘H’ shape nano-holes at ±45° to the 
normal.  
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As a result, this design was chosen for the metamaterial design, and was carried forward. 
This design was chosen for multiple reasons. The geometry of the design is the two elements 
at ±45° to the normal, cut out from a gold film, which should produce a structured 
evanescent film; the size and shape of the unit cell is able to be fabricated with the facilities 
available; the comparative complexity of the design should produce more resonant 
frequency peaks, giving more options for frequencies that can be utilised with the design. 
The results that were produced to investigate these hypotheses are detailed below. 
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2.5.4 Resonant Frequency Profile 
Below is the resonant frequency plot for the simulation, which describes the frequency 
response of the unit cell. Any peaks demonstrate resonant frequencies, which are 
determined by the size and shape of the metamaterial unit cell, and demonstrate where 
there will be strong surface plasmon resonance, and thus strong field enhancement and an 
efficient electromagnetic response by the metamaterial. 
 
It can be seen that the frequency profile is more complex than for the basic dipole unit cell, 
see figure 2.7, containing more peaks. The key peaks are at 307 THz (977.2nm) and 472 THz 
Figure 2.12: 1D plot of the frequency response of the two ‘H’ unit cell across the frequencies 0-
750THz against the absolute electric field, data extracted from CST MWS and plotted in MATLAB.   
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(635.59nm). Consequently, field monitors were present in simulations at 310THz and 
470THz, alongside others including 200THz. 200THz gives frequency information at a 
frequency which is greater than two times the unit cell size, so into the super-resolution 
range. 
2.5.5 Electromagnetic Field 
The electromagnetic fields as shown in CST MWS demonstrate what can be expected 
experimentally, and can be used to inform the proposed microscope design and ensure that 
the desired structured evanescent field is produced and under what conditions. 
  
Figure 2.13: Image of the two ‘H’ unit cell simulation in CST MWS, looking at the absolute 
electromagnetic fields produced from an x-polarised plane wave at 470THz within the resonant 
peak.  
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It can be seen that the electromagnetic field produced by the metamaterial design is 
distorted directly around the metamaterial. Hence, a dielectric spacer would be required 
between the metamaterial and the sample.This electromagnetic field profile dictated the 
size of dielectric spacer required to protect the sample from photo-damage, whilst still 
illuminating it with the structured evanescent field, and illuminating where the evanescent 
field has formed the structured pattern.  
  
Figure 2.14: MATLAB plots of the two ‘H’ unit cell simulation in CST MWS, looking at the absolute 
electromagnetic fields produced from an x-polarised plane wave at 470THz within the resonant 
peak, at: A – z = 40nm, at the surface of the metamaterial; B - z = 140nm, 100nm beyond the 
surface of the metamaterial. 
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As a result of these simulations a dielectric spacer of 100nm depth was chosen, to be 
reviewed with the addition of experimental results. 
 
2.5.6 Structured Illumination of the Metamaterial 
Testing that the metamaterial produces structured illumination is critical. If it does not, then 
a new design would be required. Of particular interest is the spatial frequency of the 
structured illumination, which is important to be fully characterised. Ideally, the structured 
illumination is approximately sinusoidal. By exporting the electromagnetic field data as a text 
file and importing it into MATLAB, it was possible to analyse quantitatively the structured 
evanescent field. In order to evaluate the structured illumination, simulations of an array of 
unit cells were required, so that the full profile could be seen. Data was recorded at 200, 
310, and 470THz based upon the unit cell frequency response, see Section 2.5.4, and 
collected at the end of the simulation volume. 
Dielectric 
spacer 
Volume Volume 
M
et
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at
er
ia
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40nm 100nm 
Figure 2.16: Schematic of 
the metamaterial and 
chosen spacer 
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The structured illumination can be clearly seen in A and C for 200THz and 470THz 
respectively, although it is not present for B (310THz). This is even more evident in line plots 
taken across data, from which the spatial frequencies of the structured illumination can be 
calculated. 
  
A B 
C 
Figure 2.17: MATLAB plots of a ten by five 
array of the two ‘H’ unit cell simulation in CST 
MWS, looking at the absolute electromagnetic 
fields produced from an x-polarised plane 
wave at z = 6000nm with frequencies of: A – 
200THz; B - 310THz; C -  470THz. 
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The periodic nature of the illumination is evident for A and C, and not B. The spatial 
wavelength of A (200THz) is 600nm, which corresponds to the periodicity of the unit cell; 
moreover the periodicity seen within the main stripes has a spatial wavelength of 300nm, 
which also corresponds to the unit cell size. The spatial wavelength of C (470THz) is 300nm, 
which may arise from the unit cell ‘H’ shapes as opposed to the overall unit cell. 
  
Figure 2.18: MATLAB line plots of a ten by five 
array of the two ‘H’ unit cell simulation in CST 
MWS, looking at the absolute electromagnetic 
fields produced from an x-polarised plane 
wave at z = 6000nm with an x-polarised plane 
wave, at: A – 200THz; B - 310THz; C -  470THz. 
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2.6 Testing the Metamaterial Design  
2.6.1 Introduction & Requirements 
Having established that the chosen metamaterial design can produce structured illumination 
at multiple frequencies, the design required further investigation into its functionality.  
2.6.2 Demonstrating the phase and orientation requirements of SIM 
In order for SIM to be implemented by this proposed microscope, it is necessary to capture 
multiple images of the sample with the structured illumination at multiple orientations and 
phases.   
Figure 2.19: Typical sinusoidal structured illumination patterns, generated in MATLAB, showing 
the use of three phases (0, 2π/3, and 4π/3) and three orientations ([0,1], cos(2π/3) rotation of 
[0,1], and cos(4π/3) rotation of [0,1]). 
0 phase 
2π/3 
phase 
[0,1] 
orientation 
4π/3 
phase 
Cos(2π/3) 
rotation of [0,1] 
orientation 
Cos(4π/3) 
rotation of [0,1] 
orientation 
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In order to achieve this with a metalens, as opposed to with separately projected pattern as 
in standard SIM, a different approach is required. To produce the different phases, the light 
incident on the metalens has its polarisation varied; to produce the different orientations, 
the light incident on the metalens has its incident angle varied, as described in Ponsetto’s 
work118. The simulations, for investigating the generation of the required phases and 
orientations for SIM, were conducted using a ten by five array of unit cells to produce a 
square volume cross-section. This was in order to make future image reconstructions from 
the simulation data simpler. Data was recorded at 200 and 470THz based upon the unit cell 
frequency response, see Section 2.5.4, and the results in Section 2.5.6. 
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Figure 2.20: MATLAB plots of a ten by five array of the two ‘H’ unit cell simulation in CST MWS, 
looking at the absolute electromagnetic fields produced at 200THz, with: A – an x-polarised plane 
wave (0); B - 2π/3 polarised relative to the x-polarised zero-point; C - 4π/3 polarised relative to 
the x-polarised zero-point. 
A 
B 
C 
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A 
B 
C 
Figure 2.21: MATLAB plots of a ten by five array of the two ‘H’ unit cell simulation in CST MWS, 
looking at the absolute electromagnetic fields produced at 470THz, with: A – an x-polarised plane 
wave (0); B - 2π/3 polarised relative to the x-polarised zero-point; C - 4π/3 polarised relative to 
the x-polarised zero-point. 
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It can be seen that the necessary phases for SIM are produced, by changing the incident 
plane wave’s polarisation from x-polarised (0) to 2π/3 and 4π/3 polarised relative to x-
polarised as the zero-point, the phase of the structured illumination also changed from 0 to 
2π/3 and 4π/3. In the case for 470THz, altering the polarisation and thus the phase has also 
changed the spatial wavelength from 300nm to 600nm, which is not the case for 200THz. 
This has an impact on any SIM-based image reconstruction, as the spatial wavelength of the 
illumination patterns should be consistent across all of the masks, making the 470THz data 
potentially not useable in a standard SIM reconstruction algorithm. Conversely, the 200THz 
data, which has consistent spatial phase, is less perfectly sinusoidal than for 470THz, indeed 
it contains two strong sinusoidal components, although the extra sinusoid is less apparent in 
the shifted patterns. This also has implications for image reconstruction, as any deviation 
from a perfectly sinusoidal mask deteriorates the final SIM image reconstruction quality, yet 
this can potentially be addressed by adapting the standard SIM reconstruction algorithm, 
see Chapter 3. 
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However, simulating the change in incident angle suggested for creating a change in 
orientation was not able to be successfully simulated. Nevertheless, this aspect could be 
tested experimentally should fabrication of the metamaterial be successful. In order to 
create a different orientation so that the simulation data could be tested within image 
reconstruction algorithms, the metamaterial array was rotated and illuminated with y-
polarised plane waves. Then to create phase changes in this different orientation, the 
polarisation was varied from y-polarised (0) to 2π/3 and 4π/3 polarised relative to y-
polarised as the zero-point. This orientation change would be equivalent to physically 
rotating the metalens, which would not be experimental valid as the sample would also 
rotate with the metalens, meaning no orientation change would be achieved. Nonetheless, 
this allowed a basis for testing the simulation data within image reconstruction algorithms, 
although with fewer orientations (two instead of three) than originally desired.   
A B 
Figure 2.22: 10 by 5 arrays of unit cells in CST MWS, rotated: A - 0°, B - 90°. 
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Figure 2.23: MATLAB plots of a ten by five array of the two ‘H’ unit cell simulation in CST MWS 
rotated 90°, looking at the absolute electromagnetic fields produced from a y-polarised plane 
wave at 200THz, at phases: A – 0; B - 2π/3; C -  4π/3. 
A 
B 
C 
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Figure 2.24: MATLAB plots of a ten by five array of the two ‘H’ unit cell simulation in CST MWS 
rotated 90°, looking at the absolute electromagnetic fields produced from a y-polarised plane 
wave at 470THz, at phases: A – 0; B - 2π/3; C -  4π/3. 
A 
B 
C 
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It can be seen that different phases can be successfully produced by altering the polarisation 
of the incident plane wave, and that for image reconstruction purposes, two different 
orientations were achieved by rotating the metamaterial and using polarised incident light 
to match the rotation (x-polarised light for 0° rotation, and y-polarised light for 90° rotation). 
Moreover, by varying the frequency of the incident light, the structured illumination is 
altered.  The structured illumination for 200THz has a spatial wavelength of 600nm, but the 
0 phase patterns, see figures 2.20A and 2.23A, have a distinct secondary sinusoidal 
component with a spatial wavelength of 300nm. Whereas for the 470THz structured 
illumination, the spatial wavelength is 300nm for the 0 phase patterns, see figures 2.21A and 
2.24A, but is 600nm for the 2π/3 and 4π/3 phases. These changes in the patterns across the 
different phases, will potentially negatively impact upon the image reconstruction. 
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2.6.3 Simulations with samples 
Once simulations to choose a unit cell design and characterise it had been conducted, it was 
then necessary to test the theoretical sensitivity of the design’s emitted light to a sample, 
ensuring that a sample could be detected and that the metamaterial design is potentially 
suitable for an imaging system. This was done by adding different samples, including metallic 
strips and gratings of various sizes, after the dielectric spacer into the CST simulations, and 
examining the electromagnetic fields at the end of the simulation volume and comparing 
them to a simulation with no sample. The setups and key results are described below. 
Figure 2.25: Images of a 1 by 10 array of unit cells with dielectric spacer and a gold strip sample 
(150×300×50nm in size), in CST MWS. 
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The impact of the sample on the electromagnetic field is clear, demonstrating that a sample 
will be detectable. These metallic sample represents the type of test sample that can be 
used experimentally to characterise the resolution and sensitivity of the proposed imaging 
system. 
  
Figure 2.26: MATLAB plots of the  intensity of  the absolute E-field at 200 THz for the metalens 
simulation of a 5 by 5 array of unit cells at z = 6000nm for a CST MWS simulation with: A, B – a 
150×400×50nm strip of gold as a sample, shown as an intensity plot (A) and as a line plot (B); C, 
D - no sample, shown as an intensity plot (C) and as a line plot (D). 
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2.6.4 Imperfect design simulations 
The metamaterial design was fabricated using electron beam lithography and etching 
techniques, see Chapter 4 for details. Unlike in simulation, these fabrication processes do 
not produce perfectly defined shapes, there is surface roughness, edges are not perfectly 
straight and there are defects. Consequently, simulations were carried out in CST MWS to 
investigate the potential effects on the electromagnetic properties of the metamaterial lens. 
The key features looked at were the effects on the resonant frequencies of the 
metamaterial, and the effects on the structured illumination produced by the metamaterial.  
A B 
C 
Figure 2.27: Prototype metamaterial fabrications demonstrating fabrication defects: metamterial 
fabricated using PMMA on a glass substrate (~6×6µm in size) were trialled and imaged using the 
non-commercial electron beam lithography system (combines a Philips XL 30 field emission SEM 
with Raith Elphy Plus hardware that interfaces with the SEM to run the patterns) at the School of 
Physics & Astronomy, University of Birmingham, UK. 
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As demonstrated by the SEM images of the fabricated ‘H’ shapes, see figure 2.27, the 
imperfections seen tend to be rounding or smoothing of the corners and jaggedness to the 
corners, so the ‘H’ shapes lack right-angled corners. Both of these effects were investigated. 
The corners of the uprights of the ‘H’ shapes were altered to be rounded or stepped, and the 
area to be altered on each corner was either 10nm by 10nm or 20nm by 20nm. This was 
done for each in five stages of alteration, and each of these imperfect unit cells could thus 
be referred to as: ‘Rounded/Stepped 10/20nm-1,2,3,4,5’. In fabrication, often larger scale 
defects are seen where large areas of the metal film are incorrectly patterned or are missing, 
however this will almost always make the metamaterial non-functional, so it has to be 
fabricated again. As a result, this large scale type of defect was not investigated. 
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Figure 2.28: Schematic of the imperfect ‘H’ shape defects investigated, both rounded and stepped 
profiles, applied to all corners on the uprights of the ‘H’ shapes, with: A – a 10nm by 10nm corner 
cut-out area; B – a 20nm by 20nm corner cut-out area. 
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All of these defects were simulated for a unit cell, and the results are as follows: 
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It can be seen that the different defects do have an effect on the resonant frequency profiles 
and on the electromagnetic fields. There is a distinct shifting of the main peaks to higher 
frequencies compared to the perfect unit cell, the peaks have sub-peaks within themselves, 
and more peaks are present in the spectra. Furthermore, the amplitudes of the peaks have 
decreased compared to the perfect unit cell in the case of the stepped defects and most of 
the rounded defects, but some peaks have greater amplitude for the rounded defects, 
particularly the 20nm-1 rounded unit cell. However, there does not appear to be a definite 
enough trend between the different defects, or degree of defect, compared to the ‘perfect’ 
unit cell. Beyond the main peaks shifting to higher frequencies, the trends are too 
inconsistent to be able to predict the effects of imperfect fabrication on the metamaterial 
produced, beyond saying that there will be an effect. Consequently, after fabrication of the 
metamaterial, it requires imaging with SEM to see how well it has been fabricated, and then 
extensive characterisation of the electromagnetic fields with methods including FTIR to 
investigate its properties and allow for adaptation of the spacer layer and the light source if 
required. 
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2.7 Conclusions 
The research presented in this Chapter has shown, via simulations in CST MWS, the 
development of a suitable metamaterial unit cell design, comprised of two nano-hole ‘H’ 
shapes at ±45° to the normal, cut out from a gold film. The efficacy of this design for 
producing a structured evanescent field suitable for TIRF-SIM type imaging was also 
investigated. Structured illumination was produced with a spatial wavelength of 600nm, and 
three different phases (0, 2π/3 and 4π/3) produced by changing the polarisation of the 
incident light. The three or more structured pattern orientations typically required for SIM 
imaging were not achieved. Although, two orientations ([0, 1] and [1, 0]) of the structured 
patterns were produced by rotating the metamaterial, suitable for testing a SIM image 
reconstruction algorithm. However, due to imperfections in the structured patterns 
produced, a standard SIM image reconstruction algorithm may not be suitable and may 
require adapting, which is investigated in Chapter 3. 
In addition, simulations in CST MWS have demonstrated that a sample can be detected in 
the electromagnetic fields produced by the chosen metamaterial design. The effects of 
imperfect fabrication on the metamaterial were also investigated, and although few clear 
trends were seen, any defects to the metamaterial design have a great impact on the 
functionality of the metamaterial. Consequently, this has to be taken into account when 
fabricating the metamaterial, see Chapter 4, and characterising the metamaterial using 
techniques such as SEM to visualise the material, and FTIR to investigate the frequency 
response of the metamaterial, is of even greater importance. 
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Chapter 3: Image Reconstruction 
3.1 Introduction 
This Chapter details the image reconstruction necessary to accompany the proposed 
metamaterial TIRF-SIM design, and the process of developing such an algorithm. As 
previously discussed, the basic premise of the image reconstruction algorithm was based on 
well-established SIM reconstruction algorithms. Consequently, a standard SIM 
reconstruction algorithm, described below, was developed and then tested with the 
metamaterial-produced structured illumination patterns. Furthermore, an image 
reconstruction method was developed for the structured light source that extends standard 
SIM methods, to optimise it for the metamaterial, and thus other non-standard SIM 
reconstruction applications. 
3.1.1 Aims 
The aims of the image reconstruction part of this thesis were as follows: 
 Implement a standard SIM image reconstruction algorithm in MATLAB, using typical, 
ideal structured illumination patterns. 
 Implement this standard SIM image reconstruction algorithm in MATLAB, using 
metamaterial structured illumination patterns, based upon the CST MWS simulations 
detailed in Chapter 2. 
 Determine whether a standard SIM reconstruction algorithm is suitable for these atypical 
patterns, based on the quality of reconstruction, as judged by any resolution 
improvement and artefacts in the reconstructed image. 
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 If necessary, develop new image reconstruction algorithms in order to accommodate 
these atypical metamaterial structured illumination patterns. 
 Implement the novel SIM image reconstruction algorithms in MATLAB, using simulated, 
ideal metamaterial structured illumination patterns. 
 Implement the novel SIM image reconstruction algorithms in MATLAB, using the actual 
simulated metamaterial structured illumination patterns. 
 Determine whether the novel SIM reconstruction algorithms are suitable for these 
atypical patterns. 
3.1.2 MATLAB 
The programming environment chosen for developing the SIM reconstruction algorithms 
was MATLAB. Specifically, the code developed was produced using MATLAB R2012a. 
MATLAB was chosen as it is suitable for handling and displaying images of many file formats, 
particularly with the Image Processing Toolbox, implementing mathematical functions 
necessary for the image reconstruction algorithm, importing data from CST MWS, and as it is 
widely utilised it makes any code produced easily accessible and useable by others. 
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3.2 SIM reconstruction 
3.2.1 Introduction & Requirements 
The SIM image reconstruction described below is referred to as ‘standard SIM’ in this thesis. 
This standard SIM is what was originally proposed by M.G.L. Gustafsson33, whereby a series 
of images of the same sample are acquired, each with a different projected pattern on the 
sample, and are then post-processed to produce a super-resolution image. In standard SIM, 
these patterns are sinusoidal and therefore appear as stripes across the image, and for a 2D 
image, nine different images are required with more images theoretically producing further 
resolution improvement, each with a different structured illumination pattern33,35,36.  
These nine different structured illumination patterns are based on three orientations and 
three phases of the basic sinusoidal stripes. By applying the structured patterns to the 
sample, higher frequency and thus higher resolution information is retained for the final 
image. Then by combining the nine or more images in the method described in Section 3.2.3, 
this higher resolution information is seen in the final image and the structured patterns are 
removed, producing a super-resolution image of ~2× resolution33. The sample to be imaged 
and the sinusoidal structured illumination incident upon it, act as the two patterns that are 
superposed, and as a result Moiré fringes appear which are coarser than either of the 
original patterns; these fringes represent information from the patterns that has been 
shifted in Fourier space as a result of the superposition. The observed image is the product 
of the mask and the sample, and contains the Moiré fringes. These fringes are easily 
observable, but contain information about the fine detail of the sample that is not 
observable because of the diffraction limit. Thus, in standard SIM, if the illumination pattern 
103 
 
is known, this higher resolution information from the sample can be accessed, creating a 
super-resolution imaging technique33,35,36. 
The final resolution improvement produced can depend on multiple factors. A primary factor 
is the number of structured illumination patterns and thus images used to produce the final 
image, generally the fewer used, the lower the final resolution, as less high resolution 
information will be retained for the final image. The design of the structured illumination is 
also important. Artefacts in the structured illumination patterns that make it deviate from 
being a perfect sinusoid generally result in artefacts and lower resolution in the final image. 
Moreover the spatial frequency of the structured illumination has an impact; the smaller the 
spatial frequency, the higher the final resolution, but with a greater potential for artefacts.  
Accurately describing the point spread function of the imaging instrument and the 
structured illumination patterns is key to producing a well-resolved, artefact free final image. 
The sample image can also impact the final image, as very structured or rectilinear images 
such as a chequerboard tends to result in artefacts and a bad final reconstruction, due to 
being very similar to the structured illumination patterns. Finally, parameters within the 
image reconstruction algorithm, such as the parameter that estimates the noise, can greatly 
impact upon the final image quality, but this impact depends on the sample image and 
structured patterns used, so has to investigated and ideal values determined on a case-by-
case basis. 
Based upon these factors that can affect image reconstruction quality, it was expected that 
performing a standard SIM reconstruction with atypical structured illumination patterns 
produced by metamaterials would not be successful. However, as the metamaterial-
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produced structured illumination patterns were predominantly sinusoidal, a standard SIM 
image reconstruction method was still potentially viable. Then, if this was not the case, 
standard SIM image reconstruction could form the basis for an algorithm optimised for the 
atypical patterns. 
3.2.2 Current Extant Software 
There is now open-access SIM reconstruction software, which has been developed and 
become available over the past few years. This software is designed to allow researchers 
utilising standard SIM to reconstruct their images outside of proprietary software attached 
to commercial SIM instruments34,218-221. The two main software packages available are 
FairSIM, developed by M. Müller, for use with ImageJ or FIJI220,221, and SIMToolbox, 
developed by P. Křížek et al, for use in MATLAB218,219. Both are effective, however as the 
intent of this research was to potentially develop new or adapted algorithms, starting from 
the fundamental mathematics was deemed necessary and therefore a basic SIM 
reconstruction algorithm was developed, as opposed to working with pre-existing software. 
3.2.3 Theory & Mathematics 
Although SIM was first proposed by M.G.L Gustafsson33, the mathematics for its 
reconstruction is comprehensively described by T. Lukeš et al. in the paper ‘Comparison of 
image reconstruction methods for structured illumination microscopy’34. It is this paper that 
forms the mathematical basis for this research into SIM image reconstruction.  
The initial expression of the collection of SIM images, that are comprised of the sample, the 
microscope’s point spread function, and the structured illumination pattern masks, forms 
the basis for the mathematical description of the image reconstruction process. 
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Where: gn(x) are the n SIM images, mn(x) are the structured illumination pattern masks, f(x) 
is the sample, h(x) is the microscope’s point spread function, x is a vector in the image plane, 
and ⊗ is the convolution operator. Therefore the images are formed from the sample 
multiplied by the masks, and then this is convolved with the PSF. This forms a set of n 
diffraction limited images, where the ‘perfect’ sample information is blurred by the PSF and 
is overlaid with the masks. 
By Fourier transforming this expression, it can be expressed in Fourier space as: 
Where: Gn(k), H(k), F(k), Mn(k) are the Fourier transforms of gn(x), h(x), f(x), mn(x) 
respectively, and k is (kx,ky) is a vector in the image plane in k-space. The matrix 
multiplication in real space has become a convolution, and vice-versa. The expression in 
Fourier space is useful as much of the image reconstruction algorithm is performed in 
Fourier space. 
This reconstruction method relies on prior knowledge of both the PSF, which can be 
modelled as a Gaussian or Airy function, and of the masks used. Thus a mathematical 
expression of the masks is required. In the case of a sinusoidal mask, it is as follows: 
Where: α is amplitude of the sinusoid, p is the modulation vector that describes the 
orientation and wavelength of the sinusoid, and φi is the spatial phase of the sinusoid, 
typically φi = 0, 2π/3, 4π/3. The use of a sinusoidal expression also means that it can be 
expanded to potentially describe any mask as a sum of sinusoids. 
𝑔𝑛(𝒙) = [𝑚𝑛(𝒙)𝑓(𝒙)] ⊗ ℎ(𝒙)    [3.1] 
𝑚𝑛(𝒙) = 1 +  𝛼 cos(2𝜋(𝒑 ∙ 𝒙) +  𝜑𝑖)   [3.3]  
𝐺𝑛(𝒌) = 𝐻(𝒌)[𝐹(𝒌) ⊗ 𝑀𝑛(𝒌)]    [3.2] 
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In Fourier space, this can be expressed as:  
Substituting equation [3.4] into [3.2], the SIM images in Fourier space can be expressed in 
terms of the modulation vector, p, which describes the orientation and spatial frequency of 
the masks, and the spatial phases, φi. This allows the frequency information that describes 
the images to be shifted and separated, which means that the higher resolution (higher 
frequency) information that is not present in a standard diffraction limited image can be 
retained in the low frequency signal via spatial frequency mixing. Moreover the masks can 
be separated and removed from the final reconstructed super-resolution image. This is the 
process for super-resolution SIM reconstruction.  
𝑀𝑛(𝒌) =  𝛿(𝒌) +  
𝛼
2
𝛿 (𝒌 − 𝒑) 𝑒2𝜋𝑖𝜑𝑖 + 𝛼
2
𝛿 (𝒌 + 𝒑) 𝑒−2𝜋𝑖𝜑𝑖  [3.4] 
𝐺𝑛(𝒌) = 𝐻(𝒌)[𝐹(𝒌) +  
𝛼
2
𝐹 (𝒌 − 𝒑) 𝑒2𝜋𝑖𝜑𝑖 + 𝛼
2
𝐹 (𝒌 + 𝒑) 𝑒−2𝜋𝑖𝜑𝑖   [3.5] 
𝑀(𝒌) =  න 𝑚𝑖(𝒙) ∙ 𝑒
−2𝜋𝑖𝒙∙𝒌 ⅆ𝒙  
∞
−∞
 
  
= න(1 +  
𝛼
2
(𝑒2𝜋𝑖(𝒑∙𝒙+𝜑𝑖) + 𝑒−2𝜋𝑖(𝒑∙𝒙+𝜑𝑖))
∞
−∞
∙ 𝑒−2𝜋𝑖𝒙∙𝒌 ⅆ𝒙 
= න(𝑒−2𝜋𝑖𝒙∙𝒌 +  
𝛼
2
(𝑒2𝜋𝑖𝜑𝑖𝑒−2𝜋𝑖(𝒌−𝒑)∙𝒙 + 𝑒−2𝜋𝑖𝜑𝑖𝑒−2𝜋𝑖(𝒌+𝒑)∙𝒙))
∞
−∞
∙ 𝑒−2𝜋𝑖𝒙∙𝒌 ⅆ𝒙 
=  𝛿(𝒌) +  
𝛼
2
𝛿 (𝒌 − 𝒑) 𝑒2𝜋𝑖𝜑𝑖 +
𝛼
2
𝛿 (𝒌 + 𝒑) 𝑒−2𝜋𝑖𝜑𝑖   
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By expressing equation [3.5] in matrix form (equation [3.6]), it creates the framework for 
creating a computational algorithm to perform the image reconstruction, as the images and 
variables will be arrays of numbers. In matrix form, for each value of p this becomes: 
Consequently, for three p’s there are three sets of this matrix equation [3.6], and n (nine) 
Gn’s, as there are i (three) phases, and three orientations. More images can be used, thus the 
number of orientations and/ or phases is increased, and this can result in improved spatial 
resolution in the final reconstruction as there is improved frequency coverage, but in this 
example nine images are used.  
The spectral components of these Gn’s then need to be separated, which is done by 
multiplying the Gn’s by the Hermitian conjugate of the central matrix containing the phases 
in equation [3.6]. Separating the components allows the masks to be removed from the final 
image and the higher resolution information to be retained. 
Where Cn are the separated components, and again there are three sets of equation [3.7] to 
give the total nine Cn’s. Unlike iterative methodologies for image reconstruction, such as 
Blind SIM, this method does not attempt to directly solve for the sample, f(x); instead, this 
reconstruction methodology uses the prior knowledge of the masks which have enabled 
retention of higher resolution information, and then separates and shifts the different 
[
𝐺1(𝒌)
𝐺2(𝒌)
𝐺3(𝒌)
] = [
1 𝑒2𝜋𝑖𝜑1 𝑒−2𝜋𝑖𝜑1
1 𝑒2𝜋𝑖𝜑2 𝑒−2𝜋𝑖𝜑2
1 𝑒2𝜋𝑖𝜑3 𝑒−2𝜋𝑖𝜑3
] [
𝐻(𝒌)𝐹(𝒌)
𝛼
2
𝐻(𝒌)𝐹(𝒌−𝒑)
𝛼
2
𝐻(𝒌)𝐹(𝒌+𝒑)
]  [3.6] 
[
𝐶1(𝒌)
𝐶2(𝒌)
𝐶3(𝒌)
] = [
1 1 1
𝑒−2𝜋𝑖𝜑1 𝑒−2𝜋𝑖𝜑2 𝑒−2𝜋𝑖𝜑3
𝑒2𝜋𝑖𝜑1 𝑒2𝜋𝑖𝜑2 𝑒2𝜋𝑖𝜑3
] [
𝐺1(𝒌)
𝐺2(𝒌)
𝐺3(𝒌)
]   [3.7] 
Central matrix: [𝟑. 𝟕] = [𝟑. 𝟔]𝑇∗ = [𝟑. 𝟔]𝐻  ∴  
108 
 
images to separate the higher resolution information from the masks and combine it with 
the lower resolution information. The masks are removed from the images and the multiple 
images are combined to create a final reconstruction of a single image that is a closer 
solution to f(x) than the diffraction-limited widefield image. Therefore, this SIM image 
reconstruction methodology is attempting to solve for f(x), but in an indirect manner, thus 
the Cn(k)’s in equation [3.7] do not represent a direct solution for f(x). 
After separating the components in equation [3.7], these separated components are then 
shifted in Fourier space by a factor dependent on the spatial wavelength that is a parameter 
of the p’s, this mixes spectral frequencies that are not observable due to the diffraction limit 
of the imaging system and its PSF with those that are observable. Thus, in Fourier space a 
greater area of spectral information is covered and thus more information is retained and a 
higher resolution final image can be produced. The shifts are 0 and ±p, for each p value. 
 
These shifted, separated components are then combined via a Wiener filter:  
𝐶𝑆1(𝒌) = 𝐶1(𝒌) 
𝐶𝑆2(𝒌) = 𝐶2 (𝒌 + 𝒑) 
𝐶𝑆3(𝒌) = 𝐶3 (𝒌 − 𝒑)  [3.8] 
𝑆(𝒌) =
∑ 𝑂𝑇𝐹𝑛(𝒌)
∗
𝐶𝑆𝑛(𝒌)
𝑁
𝑛=1
∑ |𝑂𝑇𝐹𝑛(𝒌)|
2
+ 𝑤𝑁𝑛=1
                 [3.9] 
∴ 𝐶𝑆1(𝒌) = 𝐺1(𝒌) +  𝐺2(𝒌) + 𝐺3(𝒌) 
𝐶𝑆2(𝒌) = 𝑒
−2𝜋𝑖𝜑1𝐺1 (𝒌 + 𝒑) + 𝑒
−2𝜋𝑖𝜑2𝐺2 (𝒌 + 𝒑) + 𝑒
−2𝜋𝑖𝜑3𝐺3 (𝒌 + 𝒑) 
𝐶𝑆3(𝒌) = 𝑒
2𝜋𝑖𝜑1𝐺1 (𝒌 + 𝒑) + 𝑒
2𝜋𝑖𝜑2𝐺2 (𝒌 + 𝒑) + 𝑒
2𝜋𝑖𝜑3𝐺3 (𝒌 + 𝒑)      [3.8b] 
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Where: S(k) is the reassembled image in Fourier space; OTFn is the n-th shifted OTF (Optical 
Transfer Function which is the PSF in Fourier space), shifted in the same way as the Cn’s are 
in equation [3.8]; * is the complex conjugate function; N is the total number of image 
components, typically nine; and w is a noise constant. A Wiener filter was used as it has been 
proven widely effective for image reconstruction, including for SIM, as it offers an optimal 
balance between reconstructing a higher resolution image and noise smoothing. 
This reassembled image in Fourier space is then apodized, which is a mathematical optical 
filtering technique to smooth discontinuities and particularly ringing artefacts common to 
SIM imaging, with the desired OTF. In this case, the desired OTF is the desired PSF of the 
system, so by reducing the width of the PSF by half, it should produce 2× resolution 
compared to the original widefield image. Finally, the image is then converted from Fourier 
space to real space, giving a super-resolution reconstructed SIM image. The aim of this is to 
get as close to the sample f(x), which would be a ‘perfect’ image, as possible. 
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3.2.4 MATLAB algorithm 
This mathematical process was converted into a MATLAB based algorithm. The algorithm is 
adaptable to different images, and can be used with simulated masks, or utilise inputted 
masks or images already overlaid with masks. The input image can be rescaled to match the 
size of inputted masks, and can be in any file format compatible with MATLAB. The PSF is 
based upon the Gaussian approximation of an Airy disc and is created using adjustable 
parameters for the simulated microscope’s wavelength, λ, numerical aperture, NA, and 
refractive index, n.  
The masks and the original image need to be the same size in order for the matrix 
mathematics to be possible. The final image is reassembled via a Wiener filter. The shifts are 
achieved by multiplying the appropriate Cn’s by a Fourier kernel: 
𝑃𝑆𝐹(𝑥, 𝑦) ≈ 𝑒
−(𝑥2+𝑦2) (2∙(0.45∙𝜆∙
𝑛
2∙𝑁𝐴
)
2
)⁄
  [3.10] 
𝐾(𝒙) =  𝑒±𝑖(𝒑∙𝒙)   [3.11] 
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Key parameters are: the nm-to-pixel ratio which describes the size of each pixel in nm, the 
PSF parameters described above, the mask phases φi, the mask orientations p, the spatial 
frequency of the masks, the noise parameter w, and the width of the desired OTF. The 
algorithm is presented in full in Appendix 2. 
3.2.5 Implementing the standard SIM image reconstruction algorithm 
The mathematical process of standard SIM described above, is now explained visually with 
an example image, simulated microscope PSF, and nine simulated sinusoidal masks, utilising 
the algorithm in Appendix 2. Using a laptop with an Intel® Core™ i5-2410M CPU@2.30 GHz 
and 6.00GB RAM and running Windows 7 (64 bit), image reconstructions typically took 
Reconstruct final image
Apodize with desired OTF Transform to real space
Reassemble image in Fourier space, S(k)
Wiener Filter
Shift components using K(x), CSn(k)
0, ±p for each p
Separate components, Cn(k)
Create images, Gn(k)
Gn(k) = H(k)[F(k)⊗Mn(k)]
Define masks, Mn(k)
Phases, φi; Orientations, p
Define PSF, h(x)
Gaussian approximation of Airy disk
Input base image, f(x)
Define nm-to-pix ratio
Figure 3.1: Diagram of SIM reconstruction key stages and parameters 
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approximately 1 - 2 minutes to run, depending on sample image size and the number of 
figures to be outputted by the MATLAB algorithm. 
The example image was the inbuilt MATLAB ‘Modified Shepp-Logan’ head phantom which is 
often used to test 2-dimensional image reconstruction algorithms222,223, image size was 
256×256 pixels. The nm-to-pixel ratio was 20; the PSF was defined by the parameters: λ = 
500nm, n = 1, NA = 1.49; three mask phases were used, φi = 0, 2π/3, 4π/3; three mask 
orientations were used, p = [1,0; cos(π/3),sin(π/3); cos(2π/3), sin(2π/3)]; the spatial 
wavelength of the masks was 50nm; the noise parameter, w = 0.1 ; and the width of the 
desired OTF was half that of the original PSF. These parameters were chosen to optimise the 
resolution improvement in the final image.  
The example image was treated as the ground-truth sample for this algorithm. 
A B 
Figure 3.2: A – Ground truth image, 256×256 modified Shepp-Logan phantom from MATLAB; B – 
Fast Fourier Transform (FFT) of the ground truth image (256×256 pixels). 
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It was then convolved with the PSF to demonstrate how the sample would appear under a 
brightfield microscope, the widefield image. 
  
A B 
C D 
Figure 3.3: A – Point spread function (PSF) used to blur the ground truth image, plotted in units of 
nm (51×51 pixels); B – FFT of the PSF, giving the optical transfer function (OTF) (51×51 pixels); C – 
the widefield image, created by convolving the ground truth image with the PSF (256×256 pixels); 
D – FFT of the widefield image(256×256 pixels). 
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The masks were then created as sinusoids for the different orientations and phases. 
  
Figure 3.4: The nine masks used (256×256 pixels), created as standard sinusoids using the 
following parameters: three phases were used, φi = 0, 2π/3, 4π/3; three mask orientations were 
used, p = [1,0; cos(π/3),sin(π/3); cos(2π/3), sin(2π/3)]; the spatial wavelength of the masks was 
50nm. 
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Then the nine images of the masks combined with the widefield image are created, gn(x) and 
Gn(k). 
A 
B 
Figure 3.5: A – The nine acquired images (256×256 pixels), created by multiplying the masks and 
the ground truth image, and then convolving with the PSF; B – Fast Fourier Transform (FFT) of 
the acquired images (256×256 pixels). 
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 The spectral components of the images in Fourier space can be clearly seen. These 
components are separated and then shifted, to give the nine CSn(k).  
 
  
A 
B 
Figure 3.6: A – The nine separated spectral components of the acquired images in Fourier space 
(256×256 pixels); B – the shifted, separated spectral components of the acquired images in 
Fourier space (256×256 pixels). 
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The OTF is also shifted in Fourier space.  
The components of the Wiener filter required to reassemble the image are then created. 
A 
B 
Figure 3.7: A – The original OTF (51×51 pixels); B – the shifted OTFs (256×256 pixels). 
Figure 3.8: The components of the Wiener filter (256×256 pixels). 
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The image is then apodized with the desired OTF as described above, to give the 
reconstructed image in Fourier space. This should have a distinct ‘flower’ shape composed of 
the different shifted spectra. If the ‘petals’ of the ‘flower’ (the shifted components’ do not 
meet around the central unshifted component, then there are gaps in the spectral 
frequencies that are in the final image, and there will be artefacts. If the ‘flower’ does not 
cover a larger area than the original widefield image in Fourier space, then there will not be 
any resolution improvement in the final image. This ‘flower’ shape is dictated by the number 
of images – the number of ‘petals’ and thus the spectral area covered in Fourier space, 
which is why at least nine images are recommended as this increases the spectral coverage 
and thus the amount of higher resolution information retained in the final image; the p 
values which dictate the shifts in Fourier space – and thus again the spectral coverage in 
Fourier space; and the spatial wavelength of the masks -  too small a spatial wavelength 
results in gaps in the ‘flower’, and too large a spatial wavelength means that the ‘flower’ 
covers a smaller spectral area in Fourier space and the resolution improvement will be 
smaller. 
  
119 
 
This is then finally converted back into real space to give the reconstructed image with 
improved resolution. 
A B 
Figure 3.9: A – The widefield image in Fourier space (256×256 pixels); B – the reconstructed 
image in Fourier space (256×256 pixels). 
Figure 3.10: The final reconstructed image (256×256 pixels). 
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By comparing the sample image, the widefield image, and the reconstructed image together, 
the resolution improvement is clear. 
There is definite resolution improvement in the reconstructed image compared to the 
widefield image, particularly in resolving the set of three grey shapes near the bottom of the 
image. However, there are distinct artefacts, a common problem in SIM 
A B 
C 
Figure 3.11: A – the ground truth 
image; B – the blurred widefield 
image; C – the reconstructed image, 
all (256×256 pixels). 
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imaging39,40,113,123,124. Further image processing, or refining of the reconstruction parameters, 
could ameliorate the artefacts. 
3.2.6 Further results 
This standard SIM algorithm was then also tested using a more "realistic" sample image. The 
phantom used has an unusual structure in k-space because of it large blocky areas and sharp 
edges. This image is more typical: an image of a sample of human platelets spread on a glass 
coverslip and stained for F-actin using phalloidin, provided by Dr Steve Thomas of the 
Institute of Cardiovascular Sciences, Institute of Biomedical Research, University of 
Birmingham, UK.  The image size was 256×256 pixels. The nm-to-pixel ratio was 20; the PSF 
was defined by the parameters: λ = 500nm, n = 1, NA = 1.49; three mask phases were used, 
φi = 0, 2π/3, 4π/3; two mask orientations were used, p = [1,0; 0,1]; the spatial wavelength of 
the masks was 50nm; the noise parameter, w = 0.1 ; and the width of the desired OTF was 
half that of the original PSF. These parameters were chosen to optimise the resolution 
improvement in the final image.  
The results are detailed below: 
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A 
B 
Figure 3.12: A – Ground truth image, 256×256 image of platelets courtesy of Dr Steve Thomas, 
University of Birmingham, UK; B – Fast Fourier Transform (FFT) of the ground truth image 
(256×256 pixels). 
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A B 
C D 
Figure 3.13: A – Point spread function (PSF) used to blur the ground truth image, plotted in units 
of nm (51×51 pixels); B – FFT of the PSF, giving the optical transfer function (OTF) (51×51 pixels); 
C – the widefield image, created by convolving the ground truth image with the PSF (256×256 
pixels); D – FFT of the widefield image (256×256 pixels). 
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Figure 3.14: The nine masks used (256×256 pixels), created as standard sinusoids using the 
following parameters: three phases were used, φi = 0, 2π/3, 4π/3; three mask orientations were 
used, p = [1,0; cos(π/3),sin(π/3); cos(2π/3), sin(2π/3)]; the spatial wavelength of the masks is 
50nm. 
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A 
B 
Figure 3.15: A – The nine acquired images (256×256 pixels), created by multiplying the masks and 
the ground truth image, and then convolving with the PSF; B – Fast Fourier Transform (FFT) of 
the acquired images (256×256 pixels). 
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A 
B 
Figure 3.16: A – The nine separated spectral components of the acquired images in Fourier space 
(256×256 pixels); B – the shifted, separated spectral components of the acquired images in 
Fourier space (256×256 pixels). 
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A 
B 
Figure 3.17: A – the shifted OTFs (256×256 pixels); B – the components of the Wiener filter 
(256×256 pixels). 
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A 
B 
Figure 3.18: A - the reconstructed image in Fourier space (256×256 pixels); B – the final 
reconstructed image (256×256 pixels). 
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It can be seen that the nine components are successfully separated and shifted in Fourier 
space. This results in the typical ‘flower’ shape in the FFT of the reconstructed image, 
demonstrating a successful Sim reconstruction. Moreover, as more of Fourier space is 
covered by the reconstructed image than by the widefield image, as a result of the shifts, 
resolution improvement should be seen. An improvement in resolution can clearly be seen 
in the reconstructed image, and is further demonstrated below. 
 
There is clear resolution improvement from the widefield image to the reconstructed image. 
Thus demonstrating the success of the standard SIM reconstruction algorithm. 
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A 
C 
B 
Figure 3.19: A – the ground truth 
image; B – the blurred widefield 
image; C – the reconstructed image, 
all (256×256 pixels). 
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3.2.7 The metamaterial patterns 
The next stage in the research was to apply the masks produced by the metamaterial design 
in simulation. From the simulation work performed in CST MWS, it was possible to create six 
potential SIM masks. These comprise three phases, 0, 2π/3 and 4π/3, created by changing 
the polarisation of the incident light, 0, 2π/3 and 4π/3 with respect to the original linear 
polarised light, and two orientations, created by rotating the metamaterial 0° and 90°. 
Ideally nine such masks would have been produced, but it was not possible to achieve the 
three orientations required for this, discussed in greater detail in Chapter 2. However, the 
lack of patterns may be ameliorated somewhat by the increased complexity of the pattern. 
There were two sets of the six patterns, created using different frequencies of incident light 
– 200 and 470THz. These sets of masks are shown below, see figures 3.20 and 3.21. 
It can be seen that for both sets of masks, they are very close to being the simple sinusoid 
typically used in SIM reconstruction, and demonstrated in Section 3.2.5. The masks produced 
at 470THz are sinusoidal in profile, however the spatial frequency of the sinusoid changes 
from 300nm for the 0 phase masks, to 600nm for the other two phases. This limits their use 
within a standard SIM reconstruction algorithm as the spatial wavelength should be 
constant, as it affects the coefficient of the orientations of the masks within the algorithm. In 
contrast, the spatial wavelength of the 200THz masks does not change, it is 600nm. Yet, the 
masks are not as sinusoidal as for 470THz. In particular the 0 phase masks have a distinct 
second component, spatial wavelength 300nm. This again makes SIM reconstruction 
challenging with the standard SIM reconstruction algorithm, as it models the masks as a 
simple sinusoid, which affects the separation and shifting of the components.  
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Both sets of masks have flaws that could potentially impact the quality of SIM 
reconstruction. It was decided to continue forward with the masks produced using 200THz 
incident light. This was because it was felt that the deviation from a simple sinusoid for some 
of the masks, would have less impact on the final reconstructed image than a change in 
spatial wavelength. However this did mean using a longer spatial wavelength overall, which 
means that resolution enhancement would be smaller. 
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Figure 3.20: The set of six metamaterial produced SIM masks for incident frequency 200THz.            
A, B, C – are for 0° rotation, orientation [0,1], phases 0, 2π/3 and 4π/3 respectively;                      
D, E, F – are for 90° rotation, orientation [1,0], phases 0, 2π/3 and 4π/3 respectively. 
A 
B 
C 
D 
E 
F 
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Figure 3.21: The set of six metamaterial produced SIM masks for incident frequency 470THz.            
A, B, C – are for 0° rotation, orientation [0,1], phases 0, 2π/3 and 4π/3 respectively;                      
D, E, F – are for 90° rotation, orientation [1,0], phases 0, 2π/3 and 4π/3 respectively. 
A 
B 
C 
D 
E 
F 
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3.2.8 Using non-standard patterns in standard SIM 
The standard SIM algorithm is now demonstrated using the atypical (non-sinusoidal) masks 
from the metamaterial patterns described in Section 3.2.7, specifically the 200THz x-
polarised structured pattern, which has two distinct sinusoidal components, see figure 3.20 
above. This was in order to determine how well the standard SIM reconstruction algorithm 
can reconstruct utilising masks that are not perfect sinusoids. The same example image 
scaled to the metamaterial masks, and simulated microscope PSF were used, utilising the 
algorithm in Appendix 3. However as the metamaterial only produces six patterns, fewer 
patterns were utilised, and the parameters were altered to match those of the metamaterial 
masks. The nm-to-pixel ratio was 20; the PSF was defined by the parameters: λ = 500nm, n = 
1, NA = 1.49; three mask phases were used, φi = 0, 2π/3, 4π/3; two mask orientations were 
used, p = [1,0; 0,1]; the spatial wavelength of the masks was 600nm; the noise parameter, w 
= 1 ; and the width of the desired OTF was half that of the original PSF.  
The results are as follows: 
  
A B 
Figure 3.22: A – Ground truth image, 301×301 modified Shepp-Logan phantom from MATLAB; B 
– Fast Fourier Transform (FFT) of the ground truth image (301×301 pixels). 
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A 
B 
C D 
Figure 3.23: A – Point spread function (PSF) used to blur the ground truth image, plotted in units 
of nm (51×51 pixels); B – FFT of the PSF, giving the optical transfer function (OTF) (51×51 pixels); 
C – the widefield image, created by convolving the ground truth image with the PSF (301×301 
pixels); D – FFT of the widefield image (301×301 pixels). 
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Figure 3.24: A - The six masks used (301×301 pixels), created in simulation using the 
metamaterial design seen in Chapter 2: three phases were used, φi = 0, 2π/3, 4π/3; two mask 
orientations were used, p = [1,0; 0,1]; the spatial wavelength of the masks was 600nm. 
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Figure 3.25: A – The six acquired images (301×301 pixels), created by multiplying the masks and 
the ground truth image, and then convolving with the PSF; B – Fast Fourier Transform (FFT) of 
the acquired images (301×301 pixels). 
B 
A 
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Figure 3.26: A – The six separated spectral components of the acquired images in Fourier space 
(301×301 pixels); B – the shifted, separated spectral components of the acquired images in 
Fourier space (301×301 pixels). 
B 
A 
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Figure 3.27: A - the shifted OTFs (301×301 pixels); B - the components of the Wiener filter 
(301×301 pixels). 
B 
A 
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Figure 3.28: A - The reconstructed image in Fourier space (301×301 pixels); B - the final 
reconstructed image (301×301 pixels). 
Figure 3.29: A – the ground truth 
image; B – the blurred widefield 
image; C – the reconstructed image, 
all (301×301 pixels). 
A B 
A B 
C 
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It is clear that any resolution improvement is minimal, indeed the reconstructed image is 
only a slight improvement over the widefield image. The lack of resolution improvement is 
potentially due to utilising fewer masks with different spatial wavelengths or using non-
sinusoidal masks. Another potential cause is the large spatial wavelength of the masks which 
would inhibit resolution improvement because the shift in Fourier space is very small. 
However there are few if any artefacts, which could potentially be expected due to 
reconstructing a non-sinusoidal mask with a standard SIM reconstruction algorithm.  
This use of non-standard masks with a standard SIM reconstruction algorithm was further 
investigated using an image of a sample of human platelets. The image size was scaled to 
301×301 pixels. The nm-to-pixel ratio was 20; the PSF was defined by the parameters: λ = 
500nm, n = 1, NA = 1.49; three mask phases were used, φi = 0, 2π/3, 4π/3; two mask 
orientations were used, p = [1,0; 0,1]; the spatial wavelength of the masks was 600nm; the 
noise parameter, w = 1 ; and the width of the desired OTF was half that of the original PSF. 
These parameters were chosen to optimise the resolution improvement in the final image. 
The key results are shown below: 
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A 
B 
C 
D 
E 
F 
Figure 3.30: A - the ground truth image, 301×301 image of platelets courtesy of Dr Steve Thomas, 
University of Birmingham, UK; B - the widefield image, created by convolving the ground truth 
image with the PSF; C – the final reconstructed image; D, E, F – Fast Fourier Transforms of A, B & 
C respectively, all (301×301 pixels). 
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Again, as with the phantom image, it is clear that any resolution improvement between the 
widefield and the reconstructed image is minimal. The lack of resolution improvement is 
potentially due to utilising fewer masks with different spatial wavelengths or using non-
sinusoidal masks. Another potential cause is the large spatial wavelength of the masks. 
However, as before, there are few if any artefacts, which could potentially be expected due 
to reconstructing a non-sinusoidal mask with a standard SIM reconstruction algorithm.  
3.2.9 Discussion  
It is clear that the standard SIM algorithm is effective for a set of simulated sinusoidal 
patterns. It produces the distinct ‘flower’ shape and there is clear resolution improvement, 
which could be potentially further optimised with altered parameters and masks. 
However, it can be seen that the final reconstruction using the metamaterial patterns is very 
similar to the widefield image. This could be as a result of the fewer images. It is also 
possible that the non-sinusoidal components of the mask patterns are the cause. 
Consequently, in order to try and produce the desired resolution improvement with these 
metamaterial masks, alternative SIM image reconstruction algorithms adapted for the 
metamaterial masks were investigated, using two mathematical expansions to the 
expression for the masks. 
  
145 
 
3.3 Expanding SIM for non-standard patterns – Fourier Series  
3.3.1 Introduction & Requirements 
Although the standard SIM reconstruction algorithm proved successful with the typical 
sinusoidal masks used in SIM, it was not successful when the metamaterial patterns were 
used. Therefore, in order to accommodate these atypical patterns, the underlying model and 
thus the MATLAB algorithm needed to be adapted. The new approach needed to be able to 
encompass a more comprehensive mathematical description of the metamaterial masks, 
and ideally accommodate for the fewer masks than the nine or more typically used1,3,7,16, 
and still provide resolution enhancement.  
The metamaterial masks were inadequately modelled by simple sinusoids. A new model is 
therefore introduced to better model the masks. The mathematical expansion first trialled 
was a Fourier Expansion, which describes the masks as a sum of sinusoids. By substituting a 
new expression for the masks into the standard SIM mathematics, the mathematics can be 
altered to better accommodate the atypical metamaterial masks, and theoretically provide a 
better final image reconstruction. 
3.3.2 Theory & Mathematics 
As before, the mathematics for this novel approach to SIM reconstruction is still based upon 
the mathematics in the paper by T. Lukeš et al., ‘Comparison of image reconstruction 
methods for structured illumination microscopy’34. However this mathematical basis for this 
research into SIM image reconstruction has been expanded to better describe the 
metamaterial masks, with a Fourier expansion of the original sinusoidal expression to give a 
Fourier series of summed sinusoids. The general expression for a Fourier Series, where: a0, 
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an, and bn are amplitude constants known as the Fourier coefficients; and n =1,2,3… numbers 
the terms in the series224, is given in equation [3.12]. 
The initial expression of the collection of SIM images, that are comprised of the sample, the 
microscope’s point spread function, and the structured illumination pattern masks, still 
forms the basis for the mathematical description of the image reconstruction process. 
Where: gn(x) are the n SIM images, mn(x) are the structured illumination pattern masks, f(x) 
is the sample, h(x) is the microscope’s point spread function, x is (x,y) is a vector in the image 
plane, and ⊗ is the convolution operator.  
By Fourier transforming this expression, it can be described in Fourier space as: 
Where: Gn(k), H(k), F(k), Mn(k) are the Fourier transforms of gn(x), h(x), f(x), mn(x) 
respectively, and k is (kx,ky) is a vector in the image plane in k-space. 
Then a mathematical expression of the masks is required. In the case of a sinusoidal mask, it 
is as follows: 
Where: α is amplitude of the sinusoid, p is the modulation vector that describes the 
orientation of the sinusoid, and φi is the spatial phase of the sinusoid, typically φi = 0, 2π/3, 
4π/3. 
However, in order to better describe the masks, a generalisation of this expression was 
developed to describe the masks as sums of sinusoids or Fourier Series. 
𝑔𝑛(𝒙) = [𝑚𝑛(𝒙)𝑓(𝒙)] ⊗ ℎ(𝒙)    [3.13] 
𝐺𝑛(𝒌) = 𝐻(𝒌)[𝐹(𝒌) ⊗ 𝑀𝑛(𝒌)]    [3.14] 
𝑚𝑛(𝒙) = 1 +  𝛼 cos(2𝜋(𝒑 ∙ 𝒙) +  𝜑𝑖)   [3.15]  
𝐹(𝑥) =
𝑎0
2
+ ∑ (𝑎𝑛 cos 𝑛𝑥)
∞
𝑛=1 + ∑ (𝑏𝑛 sin 𝑛𝑥)
∞
𝑛=1    [3.12] 
147 
 
Where: αamp, βamp are the amplitude of the sinusoids; αper, βper are the periodicities of the 
sinusoids; and θβ is the phase of the second sinusoid. 
More generally: 
In order to achieve the pattern produced by the metamaterial, which is comprised of a 
primary sinusoid and then a secondary sinusoid which is rotated 90° to the primary sinusoid, 
Per requires a rotation matrix to describe the secondary sinusoid, therefore: 
In Fourier space, the masks can be described as follows: 
 
Substituting equation [3.19] into [3.14], the SIM images in Fourier space can be expressed in 
terms of the modulation vector, p, and the spatial phases, φi, which allows the frequency 
information that describes the images to be shifted and separated, the process necessary for 
super-resolution reconstruction.  
  
𝑚𝑛(𝑥) = 1 +  𝛼𝑎𝑚𝑝 cos(2𝜋(𝛼𝑝𝑒𝑟𝒑) ∙ 𝒙 +  𝜑𝑖) + 𝛽𝑎𝑚𝑝 cos(2𝜋(𝛽𝑝𝑒𝑟𝒑) ∙ 𝒙 +  𝜃𝛽) +  ⋯ [3.16] 
𝑚𝑛(𝑥) = 1 + ∑ 𝐴𝑚𝑝𝑛 cos(2𝜋(𝑃𝑒𝑟𝑛𝒑) ∙ 𝒙 +  𝜃𝑛)
𝑁
𝑛=1    [3.17] 
𝑃𝑒𝑟2 =  𝛽𝑝𝑒𝑟 =  𝛽 ∙ 𝑹   𝑤ℎ𝑒𝑟𝑒   𝑹 =  [
0 −1
1 0
]   [3.18] 
𝑀(𝒌) =  𝛿(𝒌) +  ∑ 𝐴𝑚𝑝𝑛
2
𝛿(𝒌−𝑃𝑒𝑟𝑛𝒑)𝑒
2𝜋𝑖𝜃𝑛+𝐴𝑚𝑝𝑛
2
𝛿(𝒌+𝑃𝑒𝑟𝑛𝒑)𝑒
−2𝜋𝑖𝜃𝑛𝑁𝑛=1     [3.19] 
G(𝒌) = 𝐻(𝒌)[𝐹(𝒌) +  ∑ 𝐴𝑚𝑝𝑛
2
𝐹(𝒌−𝑃𝑒𝑟𝑛𝒑)𝑒
2𝜋𝑖𝜃𝑛+𝐴𝑚𝑝𝑛
2
𝐹(𝒌+𝑃𝑒𝑟𝑛𝒑)𝑒
−2𝜋𝑖𝜃𝑛]
𝑁
𝑛=1   [3.20] 
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In matrix form, for each value of p for the metamaterial mask in equation [3.20], this 
becomes: 
Consequently, for three p’s there are three sets of this matrix equation [3.21], and the total 
Gn’s. The spectral components of these Gn’s then need to be separated, which is done by 
multiplying the Gn’s by the Hermitian conjugate of the central matrix containing the phases. 
Separating the components allows the masks to be removed from the final image and the 
higher resolution information to be retained. 
Where Cn are the separated components, and again there are three sets of equation [3.22] 
to give the Cn’s. This gives more Cn’s than for standard SIM, however if θβ = 0, so there is no 
additional phase shift, and it can be simplified to the standard three Cn’s. These separated 
components are then shifted, this mixes spectral frequencies that are not observable due to 
the diffraction limit of the imaging system and its PSF with those that are observable. Thus, 
in Fourier space a greater area of spectral information is covered and thus more information 
is retained and a higher resolution final image can be produced. The shifts are 0 and ±p, for 
each p value.  
[
𝐺1(𝒌)
𝐺2(𝒌)
𝐺3(𝒌)
] = [
1 𝑒2𝜋𝑖𝜑1 𝑒−2𝜋𝑖𝜑1
1 𝑒2𝜋𝑖𝜑2 𝑒−2𝜋𝑖𝜑2
1 𝑒2𝜋𝑖𝜑3 𝑒−2𝜋𝑖𝜑3
    
𝑒2𝜋𝑖𝜃𝛽
𝑒2𝜋𝑖𝜃𝛽
𝑒2𝜋𝑖𝜃𝛽
   
𝑒−2𝜋𝑖𝜃𝛽
𝑒−2𝜋𝑖𝜃𝛽
𝑒−2𝜋𝑖𝜃𝛽
]
[
 
 
 
 
 
 
𝐻(𝒌)𝐹(𝒌)
𝛼𝑎𝑚𝑝
2
𝐻(𝒌)𝐹(𝒌−𝛼𝑝𝑒𝑟𝒑)
𝛼𝑎𝑚𝑝
2
𝐻(𝒌)𝐹 (𝒌 + 𝛼𝑝𝑒𝑟𝒑)
𝛽𝑎𝑚𝑝
2
𝐻(𝒌)𝐹(𝒌−𝛽𝑝𝑒𝑟𝒑)
𝛽𝑎𝑚𝑝
2
𝐻(𝒌)𝐹(𝒌+𝛽𝑝𝑒𝑟𝒑) ]
 
 
 
 
 
 
   [3.21] 
[
 
 
 
 
 
𝐶1(𝒌)
𝐶2(𝒌)
𝐶3(𝒌)
𝐶4(𝒌)
𝐶5(𝒌)]
 
 
 
 
 
=
[
 
 
 
 
1 1 1
𝑒−2𝜋𝑖𝜑1 𝑒−2𝜋𝑖𝜑2 𝑒−2𝜋𝑖𝜑3
𝑒2𝜋𝑖𝜑1
𝑒−2𝜋𝑖𝜃𝛽
𝑒2𝜋𝑖𝜃𝛽
𝑒2𝜋𝑖𝜑2
𝑒−2𝜋𝑖𝜃𝛽
𝑒2𝜋𝑖𝜃𝛽
𝑒2𝜋𝑖𝜑3
𝑒−2𝜋𝑖𝜃𝛽
𝑒2𝜋𝑖𝜃𝛽 ]
 
 
 
 
[
𝐺1(𝒌)
𝐺2(𝒌)
𝐺3(𝒌)
]   [3.22] 
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For this expanded SIM, the Fourier kernels that achieve these shifts need to be adjusted: 
These shifted, separated components are then combined via a Wiener filter: 
Where: S(k) is the reassembled image in Fourier space; OTFn is the n-th shifted OTF (Optical 
Transfer Function which is the PSF in Fourier space), shifted in the same way as the Cn’s are 
in equation [3.23]; * is the complex conjugate function; N is the total number of image 
components, typically nine; and w is a noise constant. 
This reassembled image in Fourier space is then apodized, which is a mathematical optical 
filtering technique to smooth discontinuities and particularly ringing artefacts common to 
SIM imaging, with the desired OTF. In this case, the desired OTF is the desired PSF of the 
system, so by reducing the width of the PSF by half, it should produce 2× resolution 
compared to the original widefield image. Finally, the image is then converted from Fourier 
space to real space, giving a super-resolution reconstructed SIM image. 
The MATLAB algorithm for this Fourier Series SIM is presented in Appendix 4 and 5. 
  
𝐶𝑆1(𝒌) = 𝐶1(𝒌) 
𝐶𝑆2(𝒌) = 𝐶2 (𝒌 + 𝒑) 
𝐶𝑆3(𝒌) = 𝐶3 (𝒌 − 𝒑)   [3.23] 
𝑆(𝒌) =
∑ 𝑂𝑇𝐹𝑛(𝒌)
∗
𝐶𝑆𝑛(𝒌)
𝑁
𝑛=1
∑ |𝑂𝑇𝐹𝑛(𝒌)|
2
+ 𝑤𝑁𝑛=1
                     [3.25] 
𝐾(𝒙) =  𝑒±𝑖(((𝛼𝑝𝑒𝑟+𝛽𝑝𝑒𝑟)𝒑)∙𝒙)   [3.24] 
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3.3.3 Simulating the patterns 
The patterns were simulated as a sum of two sinusoids. The primary sinusoid that forms the 
main ‘stripes’ had a spatial wavelength of 600nm. The secondary sinusoid that forms the 
blocks within the main stripes had a spatial wavelength of 300nm, and was rotated to be 
perpendicular the primary sinusoid. Both of the sinusoids were formed on the basis to 
provide the two orientations, [1, 0] and [0, 1], and three phases, 0, 2π/3 and 4π/3, seen in 
the metamaterial masks. The simulated masks and actual masks are compared below. 
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The simulated masks represent how the image reconstruction algorithm models the masks 
when reconstructing, and the closer this is to the metamaterial masks, the better the image 
reconstruction quality.  
A 
B 
Figure 3.31: A - The six metamaterial masks created in simulation using the metamaterial design 
(301×301 pixels); B – the six simulated masks created using a Fourier Series of two sinusoids 
(301×301 pixels). 
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It can be seen that the key ‘stripes’ and ‘blocks’ are achieved, as well as the phases and 
orientations of the patterns. Moreover, the ‘stripes’ and ‘blocks’ are matched in terms of 
positioning between the metamaterial and simulated masks. However, the simulated masks 
have wider, more continuous stripes compared to the metamaterial masks. Moreover, only 
two of the metamaterial patterns have the extra sinusoidal component, whereas the 
simulated masks all contain the expanded description. This means that the simulation is not 
identical to the metamaterial masks, but they are potentially more similar than a simple 
sinusoid and the metamaterial masks. This may impact the reconstruction quality, as was the 
case when using standard SIM image reconstruction, but as the masks are a closer estimate 
to the actual masks, the image reconstruction quality should be improved. 
3.3.4 Using simulated patterns 
The mathematical process of Fourier Series SIM described above, is now demonstrated with 
an example image, simulated microscope PSF, and six simulated Fourier Series masks based 
upon the metamaterial masks described in Section 3.3.3, utilising the algorithm in Appendix 
4. 
The example image was that of a sample of human platelets previously used. The nm-to-
pixel ratio was 20; the PSF was defined by the parameters: λ = 500nm, n = 1, NA = 1.49; 
three mask phases were used, φi = 0, 2π/3, 4π/3; two mask orientations were used, p = [1,0; 
0,1]; the spatial wavelengths of the masks were 600nm and 300nm; the noise parameter, w 
= 1 ; and the width of the desired OTF was half that of the original PSF. These parameters 
were chosen to optimise the resolution improvement in the final image, see figures 3.23, 
3.30 for details of the ground truth image and PSF used.  
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A 
B 
Figure 3.32: A - The six masks used (301×301 pixels), simulating the masks produced by the 
metamaterial design, three phases were used, φi = 0, 2π/3, 4π/3, two mask orientations were 
used, p = [1,0; 0,1]; B – the six acquired images (301×301 pixels), created by multiplying the 
masks and the ground truth image, and then convolving with the PSF. 
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A 
B 
Figure 3.33: A – The reconstructed image in Fourier space (301×301 pixels); B – the final 
reconstructed image (301×301 pixels). 
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These simulated masks were also used within the standard SIM reconstruction algorithm, to 
provide a basis of comparison when using a set of atypical masks, as opposed to the set of 
metamaterial masks where only two of the masks clearly contain additional components 
beyond a simple sinusoid. 
A B 
C D 
Figure 3.34: A – Ground truth image of platelets, courtesy of Dr Steve Thomas, University of 
Birmingham, UK; B – the widefield image, created by convolving the ground truth image with the 
PSF; C – the image as reconstructed using the Fourier Series SIM reconstruction algorithm;           
D – the image as reconstructed using the standard SIM reconstruction algorithm, all (301×301 
pixels).  
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It can be seen that there are strong artefacts in the Fourier Series based reconstruction, 
whereas the standard SIM reconstruction has produced clear resolution improvement, with 
minimal artefacts at the image edges. Furthermore, the use of the more complex masks has 
produced greater resolution improvement than the use of the actual metamaterial masks, 
see figure 3.34, with standard SIM image reconstruction. This could be because the extra 
sinusoidal term in the expanded simulated masks has expanded the coverage of the masks in 
Fourier space, meaning more high resolution information is retained in the reconstructed 
image. Thus compensating for only six images being used to reconstruct from as opposed to 
the typical nine required for resolution enhancement. The Fourier Series SIM reconstruction 
method was further investigated to see if it was suitable as a SIM image reconstruction 
method. 
3.3.5 Using the metamaterial patterns 
The mathematical process of Fourier Series SIM described above, is now demonstrated with 
an example image, simulated microscope PSF, and the six metamaterial masks described in 
Section 3.3.3, utilising the algorithm in Appendix 5. 
The example image was that of a sample of human platelets previously used. The nm-to-
pixel ratio was 20; the PSF was defined by the parameters: λ = 500nm, n = 1, NA = 1.49; 
three mask phases were used, φi = 0, 2π/3, 4π/3; two mask orientations were used, p = [1,0; 
0,1]; the spatial wavelength of the masks was 600nm; the noise parameter, w = 1 ; and the 
width of the desired OTF was half that of the original PSF. These parameters were chosen to 
optimise the resolution improvement in the final image.  
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A 
B 
Figure 3.35: A - The six masks used (301×301 pixels), produced by the metamaterial design, three 
phases were used, φi = 0, 2π/3, 4π/3, two mask orientations were used, p = [1,0; 0,1]; B – the six 
acquired images (301×301 pixels), created by multiplying the masks and the ground truth image, 
and then convolving with the PSF. 
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A 
B 
Figure 3.36: A – The reconstructed image in Fourier space (301×301 pixels); B – the final 
reconstructed image (301×301 pixels). 
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The metamaterial masks were also used within the standard SIM reconstruction algorithm, 
see Section 3.2.8. This reconstruction is shown alongside the Fourier Series reconstruction to 
provide a basis of comparison between the two methods when using the metamaterial 
masks. 
A B 
C 
D 
Figure 3.37: A – Ground truth image of platelets, courtesy of Dr Steve Thomas, University of 
Birmingham, UK; B – the widefield image, created by convolving the ground truth image with the 
PSF; C - the image as reconstructed using the Fourier Series SIM reconstruction algorithm; D – the 
image as reconstructed using the standard SIM reconstruction algorithm, all (301×301 pixels).  
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It can be seen that the standard SIM reconstruction method was more successful than the 
Fourier Series method, although any resolution improvement is minimal. Indeed the Fourier 
Series method has produced an image reconstruction worse than the widefield image. This is 
probably due to the metamaterial patterns being more similar to a standard sinusoid than 
the Fourier Series expansion, meaning the expanded algorithm produced artefacts as the 
masks and the description in the algorithm were not sufficiently similar. In addition, the 
metamaterial masks show little impact on the acquired images, see figure 3.35. This may be 
because there is not sufficient contrast between the peaks and troughs of the pattern; this 
would also lessen any resolution enhancement, as there would be a lesser interaction 
between the masks and the sample meaning less high resolution information would be 
retained in the final image. Moreover, the spatial wavelength may be too long to allow for 
super-resolution reconstruction. 
3.3.6 Discussion 
Although the mathematical theory of the Fourier Series expansion to the SIM reconstruction 
algorithm was robust, it has not proved successful when used with the metamaterial masks. 
This is potentially because the metamaterial masks are too close to being a simple sinusoid, 
there being too few masks, or the spatial wavelength of the masks being too large. This was 
then further investigated using a second mathematical expansion to the expression for the 
masks, as described below, see Section 3.4. 
However, the use of simulated masks based upon the metamaterial masks was able to 
produce resolution enhancement, particularly when used in the standard SIM image 
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reconstruction algorithm. This was in spite of only six masks being used and could have 
potential for reducing the number of masks needed for standard SIM image reconstruction.  
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3.4 Expanding SIM for non-standard patterns – Sinusoid Product-
based SIM  
3.4.1 Introduction & Requirements 
Although the standard SIM reconstruction algorithm proved successful with the typical 
sinusoidal masks used in SIM, it was not successful when the metamaterial patterns were 
used. The use of the Fourier Series expansion had proven mostly unsuccessful, see Section 
3.3, so another mathematical expansion was investigated. As before, the new approach 
needed to be able to encompass a more comprehensive mathematical description of the 
metamaterial masks, and ideally accommodate for the fewer masks than the nine or more 
typically used33,36,117,220, and still provide resolution enhancement.  
The metamaterial masks were inadequately modelled by simple sinusoids. A new model is 
therefore introduced to better model the masks. The mathematical expansion first trialled 
was a Fourier Expansion, but this method showed distinct artefacts, despite being able to 
create a reasonable approximation of the metamaterial masks. Consequently, a different 
mathematical expansion was trialled, describing the masks based upon a product of 
sinusoids. This produces a chequerboard of peaks and troughs that can be rotated and 
scaled to produce an approximation to the metamaterial masks. By substituting a new 
expression for the masks into the standard SIM mathematics, the mathematics can be 
altered to better accommodate the atypical metamaterial masks, and theoretically provide a 
better final image reconstruction. 
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3.4.2 Theory & Mathematics 
As before, the mathematics for this novel approach to SIM reconstruction is still based upon 
the mathematics in the paper by T. Lukeš et al., ‘Comparison of image reconstruction 
methods for structured illumination microscopy’34. However, this mathematical basis for this 
research into SIM image reconstruction has been expanded to better describe the 
metamaterial masks, by describing the masks in terms of a product of sinusoids.   
The initial expression of the collection of SIM images, that are comprised of the sample, the 
microscope’s point spread function, and the structured illumination pattern masks, still 
forms the basis for the mathematical description of the image reconstruction process. 
Where: gn(x) are the n SIM images, mn(x) are the structured illumination pattern masks, f(x) 
is the sample, h(x) is the microscope’s point spread function, x is (x,y) is a vector in the image 
plane, and ⊗ is the convolution operator.  
By Fourier transforming this expression, it can be described in Fourier space as: 
Where: Gn(k), H(k), F(k), Mn(k) are the Fourier transforms of gn(x), h(x), f(x), mn(x) 
respectively, and k is (kx,ky) is a vector in the image plane in k-space. 
Then a mathematical expression of the masks is required. In the case of a sinusoidal mask, it 
is as follows: 
𝑔𝑛(𝒙) = [𝑚𝑛(𝒙)𝑓(𝒙)] ⊗ ℎ(𝒙)  [3.26] 
𝐺𝑛(𝒌) = 𝐻(𝒌)[𝐹(𝒌) ⊗ 𝑀𝑛(𝒌)]  [3.27] 
𝑚𝑛(𝒙) = 1 +  𝛼 cos(2𝜋(𝒑 ∙ 𝒙) +  𝜑𝑖) [3.28]  
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Where: α is amplitude of the sinusoid, p is the modulation vector that describes the 
orientation of the sinusoid, and φi is the spatial phase of the sinusoid, typically φi = 0, 2π/3, 
4π/3. 
However, in order to better describe the masks, this expression was developed to describe 
the masks as a product of sinusoids. 
Where: φi, are the phases of the masks; p(1), p(2) are the orientations of the sinusoids and 
should be orthogonal, required to rotate the cos(x)cos(y) chequerboard into the stripes seen 
in the metamaterial masks; α is a periodicity constant; and a, b are the spatial frequencies of 
the sinusoids. The basic mask is orientated as p = [1,0] and is rotated to produce other 
orientations. 
This is a reasonable model as the product of two sinusoids forms a chequerboard of peaks 
and troughs that, once rotated, can replicate the ‘blocks’ seen in the stripes of the 
metamaterial masks, with the period of the sinusoids being adjusted to create the 
appropriate spatial frequencies of the metamaterial masks, see figure 3.38 below. 
  
𝑚𝑛(𝒙) = 1 + cos(2𝜋(𝛼𝒑
(𝟏) ∙ 𝒙)) × cos(2𝜋(𝛼𝒑(𝟐) ∙ 𝒙 +  𝜑𝑖)) [3.29] 
𝒑(𝟏) =  [
1
1
] ; 𝒑(𝟐) =  [
1
−1
] ; 𝒑(𝟏) ∙ 𝒑(𝟐) = 0;  𝛼 = [
𝑎
𝑏
] [3.30] 
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In Fourier space, the masks can be described as follows: 
 
 
𝑀𝑛(𝒌) =  𝛿(𝒌) +  
1
4
[𝛿 (𝒌 − 𝛼 (𝒑(𝟏) − 𝒑(𝟐))) 𝑒2𝜋𝑖𝜑𝑖 + 𝛿 (𝒌 + 𝛼 (𝒑(𝟏) − 𝒑(𝟐))) 𝑒−2𝜋𝑖𝜑𝑖
+ 𝛿 (𝒌 − 𝛼 (𝒑(𝟏) + 𝒑(𝟐))) 𝑒2𝜋𝑖𝜑𝑖 + 𝛿 (𝒌 + 𝛼 (𝒑(𝟏) + 𝒑(𝟐))) 𝑒−2𝜋𝑖𝜑𝑖]         [3.31] 
A 
B 
Figure 3.38: A - The six metamaterial masks created in simulation using the metamaterial design;    
B – the six simulated masks created using a product of two sinusoids. 
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Substituting equation [3.31] into [3.27], the SIM images in Fourier space can be expressed in 
terms of the modulation vector, p, and the spatial phases, φi, which allows the frequency 
information that describes the images to be shifted and separated, the process necessary for 
super-resolution reconstruction.  
In matrix form, for each value of p for the metamaterial mask in equation [3.32], this 
becomes: 
 
Consequently, for three orientations there are three sets of this matrix equation [3.33], and 
the total Gn’s. The spectral components of these Gn’s then need to be separated, which is 
done by multiplying the Gn’s by the Hermitian conjugate of the central matrix containing the 
phases. Separating the components allows the masks to be removed from the final image 
and the higher resolution information to be retained. 
[
𝐺1(𝒌)
𝐺2(𝒌)
𝐺3(𝒌)
] = [
1 𝑒2𝜋𝑖𝜑1 𝑒−2𝜋𝑖𝜑1
1 𝑒2𝜋𝑖𝜑2 𝑒−2𝜋𝑖𝜑2
1 𝑒2𝜋𝑖𝜑3 𝑒−2𝜋𝑖𝜑3
    
𝑒2𝜋𝑖𝜑1
𝑒2𝜋𝑖𝜑2
𝑒2𝜋𝑖𝜑3
   
𝑒−2𝜋𝑖𝜑1
𝑒−2𝜋𝑖𝜑2
𝑒−2𝜋𝑖𝜑3
]
[
 
 
 
 
 
 
 
𝐻(𝒌)𝐹(𝒌)
1
4
𝐻(𝒌)𝐹(𝒌−𝛼(𝒑(𝟏)−𝒑(𝟐)))
1
4
𝐻(𝒌)𝐹 (𝒌 + 𝜶(𝒑(𝟏) − 𝒑(𝟐)))
1
4
𝐻(𝒌)𝐹(𝒌−𝜶(𝒑(𝟏)+𝒑(𝟐)))
1`
4
𝐻(𝒌)𝐹(𝒌+𝛼(𝒑(𝟏)+𝒑(𝟐))) ]
 
 
 
 
 
 
 
      [3.33] 
𝐺𝑛(𝒌) = 𝐻(𝒌)[𝐹(𝒌) +  
1
4
[𝐹 (𝒌 − 𝛼 (𝒑(𝟏) − 𝒑(𝟐))) 𝑒2𝜋𝑖𝜑𝑖 + 𝐹 (𝒌 + 𝛼 (𝒑(𝟏) −
𝒑(𝟐))) 𝑒−2𝜋𝑖𝜑𝑖 + 𝐹 (𝒌 − 𝛼 (𝒑(𝟏) + 𝒑(𝟐))) 𝑒2𝜋𝑖𝜑𝑖 + 𝐹 (𝒌 + 𝛼 (𝒑(𝟏) + 𝒑(𝟐))) 𝑒−2𝜋𝑖𝜑𝑖]     [3.32] 
[
 
 
 
 
 
𝐶1(𝒌)
𝐶2(𝒌)
𝐶3(𝒌)
𝐶4(𝒌)
𝐶5(𝒌)]
 
 
 
 
 
=
[
 
 
 
 
1 1 1
𝑒−2𝜋𝑖𝜑1 𝑒−2𝜋𝑖𝜑2 𝑒−2𝜋𝑖𝜑3
𝑒2𝜋𝑖𝜑1
𝑒−2𝜋𝑖𝜑1
𝑒2𝜋𝑖𝜑1
𝑒2𝜋𝑖𝜑2
𝑒−2𝜋𝑖𝜑2
𝑒2𝜋𝑖𝜑2
𝑒2𝜋𝑖𝜑3
𝑒−2𝜋𝑖𝜑3
𝑒2𝜋𝑖𝜑3 ]
 
 
 
 
[
𝐺1(𝒌)
𝐺2(𝒌)
𝐺3(𝒌)
]   [3.34] 
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Where Cn are the separated components, and again there are three sets of equation [3.34] 
to give the Cn’s. This gives more Cn’s than for standard SIM, however if θβ = 0, so there is no 
additional phase shift, and it can be simplified to the standard three Cn’s. These separated 
components are then shifted, this mixes spectral frequencies that are not observable due to 
the diffraction limit of the imaging system and its PSF with those that are observable. Thus, 
in Fourier space a greater area of spectral information is covered and thus more information 
is retained and a higher resolution final image can be produced. The shifts are 0 and ±p, for 
each p value, where the base orientation p is described below, and the other p’s are 
rotations of this base p.  
Where pj are the orientations, and Rj are the rotation matrices used to produce the other 
orientations. 
For this expanded SIM, the Fourier kernels that achieve these shifts are not adjusted, except 
for the different method of defining the p’s. 
These shifted, separated components are then combined via a Wiener filter: 
𝐶𝑆1(𝒌) = 𝐶1(𝒌) 
𝐶𝑆2(𝒌) = 𝐶2 (𝒌 + 𝒑) 
𝐶𝑆3(𝒌) = 𝐶3 (𝒌 − 𝒑)   [3.36] 
𝑆(𝒌) =
∑ 𝑂𝑇𝐹𝑛(𝒌)
∗
𝐶𝑆𝑛(𝒌)
𝑁
𝑛=1
∑ |𝑂𝑇𝐹𝑛(𝒌)|
2
+ 𝑤𝑁𝑛=1
              [3.37] 
𝒑 =
1
2
𝛼 (𝒑(𝟏) − 𝒑(𝟐)) = 𝛼 [
0
1
]; 𝒑𝑗 = 𝑅𝑗[
1
2
𝛼 (𝒑(𝟏) − 𝒑(𝟐))] = 𝑅𝑗(𝛼 [
0
1
])  [3.35] 
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Where: S(k) is the reassembled image in Fourier space; OTFn is the n-th shifted OTF (Optical 
Transfer Function which is the PSF in Fourier space), shifted in the same way as the Cn’s are 
in equation [3.36]; * is the complex conjugate function; N is the total number of image 
components, typically nine; and w is a noise constant. 
This reassembled image in Fourier space is then apodized, which is a mathematical optical 
filtering technique to smooth discontinuities and particularly ringing artefacts common to 
SIM imaging, with the desired OTF. In this case, the desired OTF is the desired PSF of the 
system, so by reducing the width of the PSF by half, it should produce 2× resolution 
compared to the original widefield image. Finally, the image is then converted from Fourier 
space to real space, giving a super-resolution reconstructed SIM image. 
The MATLAB algorithms for this Sinusoid Product-based SIM is presented in Appendix 6 and 
7. 
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3.4.3 Simulating the patterns 
The patterns were simulated as a product of two sinusoids. The primary sinusoid that forms 
the main ‘stripes’ had a spatial wavelength of 600nm. The secondary sinusoid that forms the 
blocks within the main stripes had a spatial wavelength of 300nm, and together they form a 
chequerboard of peaks and troughs. This was rotated to form the two orientations achieved 
by the metamaterial patterns. Both of the sinusoids were formed on the basis to provide the 
two orientations, [1, 0] and [0, 1], and three phases, 0, 2π/3 and 4π/3, seen in the 
metamaterial masks. The simulated masks and actual masks are compared in figure 3.38. 
The simulated masks represent how the image reconstruction algorithm models the masks 
when reconstructing, and the closer this is to the metamaterial masks, the better the image 
reconstruction quality.  
It can be seen that the key ‘stripes’ and ‘blocks’ are achieved, as well as the phases and 
orientations of the patterns. Moreover, the ‘stripes’ and ‘blocks’ are matched in terms of 
positioning between the metamaterial and simulated masks. However, the simulated masks 
have wider, more continuous stripes compared to the more continuous stripes compared to 
the metamaterial masks. Moreover, only two of the metamaterial patterns have the extra 
sinusoidal component, whereas the simulated masks all contain the expanded description.  
This means that the simulation is not identical to the metamaterial masks, but they are 
potentially more similar than simple sinusoid and the metamaterial masks. This may impact 
the reconstruction quality, as was the case when using standard SIM image reconstruction, 
but as the masks are a closer estimate to the actual masks, the image reconstruction quality 
should be improved. This simulation of the masks is very similar to that seen for the Fourier 
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Series approach, see figure 3.31, therefore similar results were expected for image 
reconstruction, however the different mathematical approach would potentially produce 
improved image reconstructions. 
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3.4.4 Using simulated patterns 
The mathematical process of Sinusoid Product-based SIM described above, is now 
demonstrated with an example image, simulated microscope PSF, and six simulated Fourier 
Series masks based upon the metamaterial masks described in Section 3.4.3, utilising the 
algorithm in Appendix 6. 
The example image was that of a sample of human platelets previously used. The nm-to-
pixel ratio was 20; the PSF was defined by the parameters: λ = 500nm, n = 1, NA = 1.49; 
three mask phases were used, φi = 0, 2π/3, 4π/3; two mask orientations were used, p = [1,0; 
0,1]; the spatial wavelengths of the masks were 600nm and 300nm; the noise parameter, w 
= 1 ; and the width of the desired OTF was half that of the original PSF. These parameters 
were chosen to optimise the resolution improvement in the final image, see figures 3.23, 
3.30 for details of the ground truth image and PSF used. 
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A 
B 
Figure 3.39: A - The six masks used (301×301 pixels), simulating the masks produced by the 
metamaterial design, three phases were used, φi = 0, 2π/3, 4π/3, two mask orientations were 
used, p = [1,0; 0,1]; B – the six acquired images (301×301 pixels), created by multiplying the 
masks and the ground truth image, and then convolving with the PSF. 
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A 
B 
Figure 3.40: A – The reconstructed image in Fourier space (301×301 pixels); B – the final 
reconstructed image (301×301 pixels). 
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These simulated masks were also used within the standard SIM reconstruction algorithm, to 
provide a basis of comparison when using a set of atypical masks, as opposed to the set of 
metamaterial masks where only two of the masks clearly contain additional components 
beyond a simple sinusoid. 
A B 
C D 
Figure 3.41: A – Ground truth image, platelet image, courtesy of Dr Steve Thomas, University of 
Birmingham, UK; B – the widefield image, created by convolving the ground truth image with the 
PSF; C – the image as reconstructed using the Sinusoid Product-based SIM reconstruction 
algorithm; D – the image as reconstructed using the standard SIM reconstruction algorithm, all 
(301×301 pixels).  
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It can be seen that there are artefacts in both the Sinusoid Product-based and the standard 
SIM reconstructions at the image edges. However there is also resolution improvement in 
both compared to the widefield image. There is minimal difference in image quality between 
the two reconstructions, although the Sinusoid Product-based image reconstruction is 
potentially marginally better. The use of the more complex masks has produced greater 
resolution improvement than the use of the actual metamaterial masks, see figure 3.41, with 
both standard SIM and Sinusoid Product-based image reconstruction. This could be because 
the extra sinusoidal term in the expanded simulated masks has expanded the coverage of 
the masks in Fourier space, meaning more high resolution information is retained in the 
reconstructed image. Thus compensating for only six images being used to reconstruct from 
as opposed to the typical nine required for resolution enhancement. The Sinusoid Product-
based SIM reconstruction method was further investigated to see if it was suitable as a SIM 
image reconstruction method. 
3.4.5 Using the metamaterial patterns  
The mathematical process of Sinusoid Product-based SIM described above, is now 
demonstrated with an example image, simulated microscope PSF, and the six metamaterial 
masks described in Section 3.4.3, utilising the algorithm in Appendix 7. 
The example image was that of a sample of human platelets previously used. The nm-to-
pixel ratio was 20; the PSF was defined by the parameters: λ = 500nm, n = 1, NA = 1.49; 
three mask phases were used, φi = 0, 2π/3, 4π/3; two mask orientations were used, p = [1,0; 
0,1]; the spatial wavelengths of the masks were 600nm and 300nm; the noise parameter, w 
= 1 ; and the width of the desired OTF was half that of the original PSF. These parameters 
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were chosen to optimise the resolution improvement in the final image, see figures 3.23, 
3.30  for details of the ground truth image and PSF used. 
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A 
B 
Figure 3.42: A - The six masks used (301×301 pixels), produced by the metamaterial design, three 
phases were used, φi = 0, 2π/3, 4π/3, two mask orientations were used, p = [1,0; 0,1]; B – the six 
acquired images (301×301 pixels), created by multiplying the masks and the ground truth image, 
and then convolving with the PSF. 
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A 
B 
Figure 3.43: A – The reconstructed image in Fourier space (301×301 pixels); B – the final 
reconstructed image (301×301 pixels). 
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The metamaterial masks were also used within the standard SIM reconstruction algorithm, 
see Section 3.2.8. This reconstruction is shown alongside the Sinusoid Product-based 
reconstruction to provide a basis of comparison between the two methods when using the 
metamaterial masks. 
A B 
C D 
Figure 3.44: A – Ground truth image of platelets, courtesy of Dr Steve Thomas, University of 
Birmingham, UK; B – the widefield image, created by convolving the ground truth image with the 
PSF; C – the image as reconstructed using the Sinusoid Product-based SIM reconstruction 
algorithm; D –the image as reconstructed using the standard SIM reconstruction algorithm, all 
(301×301 pixels).  
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It can be seen that the standard SIM reconstruction method the Sinusoid Product-based 
method were both unsuccessful, as no resolution improvement can be seen. Indeed the 
Sinusoid Product-based method has produced an image reconstruction worse than the 
widefield image. This is probably due to the metamaterial patterns being more similar to a 
standard sinusoid than the Sinusoid Product-based expansion, meaning the expanded 
algorithm produced artefacts as the masks and the description in the algorithm were not 
sufficiently similar. In addition, as before for the Fourier Series expansion, the metamaterial 
masks show little impact on the acquired images, see figure 3.47. This may be because there 
is not sufficient contrast between the peaks and troughs of the pattern; this would also 
lessen any resolution enhancement, as there would be a lesser interaction between the 
masks and the sample meaning less high resolution information would be retained in the 
final image. Moreover, the spatial wavelength may be too long to allow for super-resolution 
reconstruction. 
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3.4.6 Discussion 
Although the mathematical theory of the Sinusoid Product-based expansion to the SIM 
reconstruction algorithm was robust, it has not proved successful when used with the 
metamaterial masks. This is potentially because the metamaterial masks are too close to 
being a simple sinusoid, there being too few masks, or the spatial wavelength of the masks 
being too large.  
However, the use of simulated masks based upon the metamaterial masks was able to 
produce resolution enhancement, both when used in the Sinusoid Product-based and the 
standard SIM image reconstruction algorithms. This was in contrast to the Fourier Series 
image reconstruction which had strong artefacts. This was in spite of only six masks being 
used and could have potential for reducing the number of masks needed for standard SIM 
image reconstruction. Furthermore, it shows there is potential for using expanded SIM 
reconstruction algorithms, although they may be of greater use with masks that are more 
different from the standard sinusoid. 
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3.5 Conclusions 
The results of the various SIM image reconstruction methods, using both the metamaterial 
patterns produced in simulation, and those simulated in MATLAB, produced in this Chapter 
can be summarised as follows:  
 The standard SIM image reconstruction algorithm was able to successfully reconstruct 
images using simulated sinusoidal masks, see figures 3.11 & 3.19.  
 The image reconstructions in standard, Fourier Series and Sinusoid Product-based SIM, 
using the metamaterial masks were all unsuccessful, showing no resolution improvement 
compared to the widefield image, see figures 3.30, 3.36 & 3.37. 
 The image reconstructions in standard SIM, using simulated approximations of the 
metamaterial masks simulated using both the Fourier Series and Sinusoid Product 
approaches, were successful. They showed distinct resolution improvement compared to 
the widefield image, although artefacts were present at the edges of the reconstructed 
images, see figures 3.34 & 3.41. 
 The image reconstruction in Fourier Series SIM, using simulated approximations of the 
metamaterial masks simulated using the Fourier Series approach, was partially 
successful. It showed some resolution improvement compared to the widefield image, 
although strong artefacts were present across the reconstructed image, see figure 3.34. 
 The image reconstruction in Sinusoid Product-based SIM, using simulated 
approximations of the metamaterial masks simulated using the Sinusoid Product 
approach, was successful. It showed distinct resolution improvement compared to the 
widefield image, although artefacts were present at the edges of the reconstructed 
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image. This resolution improvement was similar to that seen using the same masks in 
standard SIM, see figure 3.41.  
The image reconstructions performed using the metamaterial masks or simulated 
approximations of the metamaterial masks used the same sample image, PSF parameters, 
number of masks, and spatial wavelengths. However, only the simulated approximations of 
the metamaterial masks successfully reconstructed across both standard SIM and the 
expanded SIM methods, the metamaterial masks were unsuccessful in all reconstruction 
methods. Consequently, the cause of the unsuccessful image reconstructions using the 
metamaterial masks is due to these masks. Thus, it is not due to the number of masks used 
or the spatial wavelength of the masks, as this was the same across all of the 
reconstructions.  
Moreover, both the standard and the Sinusoid Product-based SIM image reconstruction 
methods were successful when using simulated approximations of the metamaterial masks, 
the Fourier Series method was less successful. Therefore, the method of modelling the 
masks is also not the cause of the unsuccessful image reconstructions using the 
metamaterial masks. Thus, it can be concluded that the metamaterial masks themselves are 
at fault, potentially due to the poor modulation of the patterns, something that the 
simulated approximations of the metamaterial masks did not suffer from. It could also be 
because the metamaterial masks are too close to being a simple sinusoid, and so the number 
of masks impacted the image reconstructions more than for the simulated patterns, which 
were more complex and thus their more complex Fourier components may have 
compensated for the number of masks used for reconstruction.  
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In conclusion, although the mathematical theory of the Fourier Series and Sinusoid Product-
based expansions to the SIM reconstruction algorithm were robust, they did not prove 
successful when used with the metamaterial masks. The standard SIM reconstruction was 
also unsuccessful, as again no resolution improvement was seen. This could be because 
there being too few masks, six instead of nine, or the modulation of the masks being too 
small, both of which could have impacted the expanded SIM reconstructions. The expanded 
SIM methodology is limited as the masks need to be approximately the same, so changes in 
spatial wavelength or type of pattern between masks, are not able to be included. The use of 
the metamaterial masks and the best image reconstruction method could be further 
investigated experimentally, with a built metalens.  
The results when using simulated masks based upon the metamaterial masks were more 
promising. In particular, resolution enhancement was seen with these masks both when 
used in the Sinusoid Product-based and the standard SIM image reconstruction algorithms. 
This was in contrast to the Fourier Series image reconstruction which had strong artefacts. 
This was in spite of only six masks being used and could have potential for reducing the 
number of masks needed for standard SIM image reconstruction. This could have a great 
impact in terms of computational time required to reconstruct the images, and the 
acquisition time for SIM images. Furthermore, it shows there is potential for using expanded 
SIM reconstruction algorithms, although they may be of greater use with masks that are 
more different from the standard sinusoid. 
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Chapter 4: Fabricating & Characterising the 
Metalens 
4.1 Introduction 
This Chapter covers the fabrication and subsequent characterisation of the metamaterial 
design, developed via simulation in CST MWS, and described in Chapter 2. The metamaterial 
is the main component of the metalens, which forms the crucial component of the proposed 
TIRF-SIM type microscope, that should allow for super-resolution imaging with a structured 
evanescent field. The fabrication of the metalens was done in collaboration with Dr Alex 
Robinson, School of Chemical Engineering, University of Birmingham, UK, in terms of 
fabrication protocol and design; and Dr Mark Rosamond and Professor Edmund Linfield of 
the School of Electronic and Electrical Engineering, University of Leeds, UK, in terms of 
fabrication work. 
The principal techniques used in fabrication of the metamaterial were electron-beam 
lithography and etching, with both positive and negative resist techniques trialled. Small 
area (~6×6µm) prototypes of the metamaterial were initially created to optimise the 
fabrication parameters. These were then followed by larger area fabrication (~100×100µm) 
to test fabrication over large areas, and to scale up to the final area size of 100×100µm, 
suitable for testing the proposed microscope. This size could be potentially be scaled up 
further, should the prototypes prove successful, to create a larger metalens, suitable for a 
larger field of view of a sample. Subsequent characterisation involved imaging of the 
metamaterial with electron microscopy, testing with spectroscopy techniques to determine 
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the resonant frequency of the metamaterial, and optical testing within a brightfield 
microscopy setup to test the efficacy of the metalens for TIRF-SIM type imaging. 
Successful fabrication of the metamaterial, as determined by the characterisation 
techniques, was aimed to be followed by implementation of the metalens within an optical 
setup to create the proposed TIRF-SIM type microscope. 
4.1.1 Aims 
The aims of this Chapter of the thesis were as follows: 
 Demonstrate the feasibility of fabricating the metamaterial design. 
 Develop a fabrication protocol. 
 Image the metamaterial with SEM to determine how well it has been fabricated. 
 Test the metamaterial with techniques including FTIR to determine its properties. 
 Compare the experimental findings to the simulations. 
 Evaluate the feasibility and efficacy of the metamaterial design, before implementing the 
proposed microscope.  
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4.2 Metalens Design  
4.2.1 Introduction & Requirements 
The design of metamaterial and dielectric spacer that form the metalens required for the 
proposed microscope design are discussed in Chapter 2. The key points that were considered 
in the design were ensuring the metamaterial produced approximately sinusoidally-
structured evanescent light, that the dielectric spacer layer was sufficient to ensure that the 
sample would be exposed only to the structured light and not the stronger, distorted 
patterns at the metamaterial surface, as seen in the CST MWS simulation work in Chapter 2, 
and that the design was feasible in terms of fabrication. The fabrication techniques chosen 
when determining feasibility were electron-beam lithography and etching techniques. 
Electron-beam lithography is a fabrication technique that uses a focussed beam of electrons 
to pattern onto a resist on top of a substrate. The exposed, or non-exposed, areas can then 
be developed, and in this case then etched. Feature sizes of a few nm’s can be patterned 
depending on the instrument and resists used, but areas of only ~100×100µm to 1×1mm can 
typically be patterned216. The alternative technique considered was focused ion beam 
lithography, which is very similar to electron-beam lithography but uses a beam of ions 
instead of electrons208. Electron-beam lithography was chosen due to the facilities available 
and the small feature sizes that are achievable, additionally it was deemed more suitable for 
the patterning the ‘H’ shapes than focused ion beam lithography, due to the relative 
complexity of the design. 
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4.2.2 Design Schematics 
The metamaterial and metalens designs are summarised in figure 4.1.  
Figure 4.1: A – Schematic of the geometry of the ‘H’ shape unit cell; B – schematic of the 
dimensions of the unit cell; C – schematic of the metalens components. 
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Figure 4.2: Diagram outlining the proposed microscope and metalens, including light paths and 
key components1,2.  
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4.3 Metamaterial Fabrication 
4.3.1 Introduction & Requirements 
Correct fabrication of the metamaterial was key to its final functionality and fitness for 
purpose. As already discussed the key fabrication techniques utilised were electron-beam 
lithography and etching. The general fabrication process was to sputter coat the gold film 
onto the glass substrate, a layer of the resist was then added onto the gold-glass substrate 
and patterned with electron-beam lithography. This was then developed and the gold 
etched to produce the cut-out ‘H’ shapes. Initial prototypes of the design using PMMA on a 
glass substrate (~6×6µm in size) were trialled using the non-commercial electron beam 
lithography system (combines a Philips XL 30 field emission SEM with Raith Elphy Plus 
hardware that interfaces with the SEM to run the patterns, capable of achieving sub-50nm 
feature size) at the School of Physics & Astronomy, University of Birmingham, UK. This was 
done to investigate if this instrument was capable of achieving the desired 50nm feature size 
for the desired ‘H’ shapes, pattern areas of the ‘H’ shapes in general.  
However, due to mechanical break-downs, the majority of fabrication work was carried out 
on the author’s behalf by Dr Mark Rosamond and Professor Edmund Linfield of the School of 
Electronic and Electrical Engineering, University of Leeds, using a JEOL JBX-6300FS electron-
beam lithography machine. As metamaterial fabrication was not done using gold at the 
University of Birmingham, these results were only used to inform the simulation work done 
to investigate the effects of imperfect fabrication on the metamaterial properties, see 
Chapter 2 Section 2.6.4. 
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The requirements of the fabrication were to achieve the 50nm feature size of the ‘H’ shapes, 
and successfully fabricate the metamaterial design outlined above as accurately as possible. 
Moreover, the gold film of the desired thickness (40nm) had to be successfully adhered to a 
dielectric substrate, and a dielectric spacer of appropriate depth (100nm) to be layered on 
top of the gold film. The fabrication of the metamaterial design needed to be uniform and 
consistent across the fabrication area, so that the structured illumination would be produced 
uniformly. 
A further consideration was attaching a sample to the metalens design on the dielectric 
spacer layer. By directly attaching a sample, the imaging capacity of the metalens could be 
evaluated more easily, as a sample could be used to determine the sensitivity and resolution 
capabilities of the metalens. The metalens without a sample would not be able to tested in 
terms of resolution and sensitivity. Consequently, the fabrication design was amended to 
include a metal grating sample, with varying metal strips of known dimensions. 
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4.3.2 Metamaterial design with integrated sample 
The amended metamaterial design with an integrated sample is shown in figure 4.3. The 
Chromium grating sample varies in pitch across the metamaterial, so that samples of 
different dimensions could be imaged, meaning that the resolution of the metalens and the 
resolution improvement of the SIM imaging could be evaluated. The inclusion of the grating 
required larger areas of metamaterial to be fabricated as prototypes, compared to the 
~6×6µm prototypes fabricated at the University of Birmingham, these were 100×100µm. 
  
Figure 4.3: Diagram outlining the metamaterial design, the Chromium grating sample and the 
whole metalens fabrication, created in collaboration with Dr Alex Robinson, School of Chemical 
Engineering, University of Birmingham, UK. 
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4.3.3 Fabrication procedure 
The basic fabrication procedure was as follows: 
Forming the base of the metalens: 
A) Gold coat the substrate by sputter coating it, forming the base for creating the 
metamaterial. A thin layer can be incorporated between the substrate and the gold to 
improve adhesion.  
Creating the H-shapes that give the metalens its functionality sample: 
B) Spin resist onto the gold. A thin anti-charging metal layer can be evaporated onto the 
resist to improve patterning of the gold, but must be removed with the resist. 
C) Expose the H shapes in the resist using electron-beam lithography, to act as a template to 
create them in the gold. 
D) Etch the gold, creating the metamaterial design. Remove the resist. 
Creating a surface for a sample, and the dielectric spacer: 
E) Spin coat Hydrogen Silsesquioxane (HSQ), which is a negative tone electron-beam resist,     
and use a fluorinated wafer to planarise the layer with pressure. This creates the flat surface 
required for the sample, and forms the dielectric spacer layer. 
F) Bake HSQ and release planarising wafer. This removes unwanted components. 
Creating the grating sample: 
G) Spin positive resist (150 nm PMMA), to form a template for the grating sample. 
H) Align and expose the gratings with electron-beam lithography, this also converts the HSQ 
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into silicon dioxide. 
I) Chromium coat and lift-off, forming the grating sample. 
The electron-beam lithography equipment used was the JEOL JBX-6300FS at the School of 
Electronic and Electrical Engineering, University of Leeds, UK. Fabrication was carried out by 
Dr Mark Rosamond and Professor Edmund Linfield of the School of Electronic and Electrical 
Engineering, University of Leeds, UK.  
Variations upon this fabrication procedure were also investigated to optimise the 
fabrication. The original glass substrate was replaced with quartz, and the original 100nm 
PMMA resist was replaced by ma-N2403 (85 nm), and gold and aluminium (10 nm) were 
used as anti-charging layers added between the gold and the substrate. A chromium layer 
was also tried to improve adhesion of the gold to the substrate. 
4.3.4 Fabrication issues 
There were multiple issues with fabrication of the metamaterial that limited its success. 
Some of these problems that impacted the fabrication quality are detailed below, as imaged 
with SEM.  
The fabrication protocol described above was mostly successful in producing the ‘H’ shape 
unit cell as a cut out from a gold film, with 50nm feature size, across 100×100µm areas, as 
can be seen in SEM images taken of the metamaterial, see figure 4.5. However, consistency 
of the fabrication was not achieved. The accuracy of the ‘H’ shapes was varied, with often 
ragged edges or parts of the ‘H’ not being patterned. These defects varied between different 
fabrication attempts and across the patterned areas, as can be seen in SEM images taken of 
the metamaterial, see figure 4.6. 
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There were also multiple issues with adherence between the gold and the substrate, 
resulting in sections of the gold not adhering and the subsequent stages of the fabrication 
then resulting in these sections being removed, leaving large voids in the metamaterial. This 
was attempted to be remedied by changing the substrate from glass to quartz and adding a 
chromium layer between the gold and the substrate, but with limited success as adhesion 
was still an issue. 
Furthermore, the lift off stage required often deformed the gold film as seen in SEM images 
taken of the metamaterial samples, see figure 4.7, making the metamaterial unusable. 
Consequently, adding the chromium grating layer was not able to be achieved, making 
testing the metamaterial in an optical microscopy setup more challenging in terms of 
investigating resolution and sensitivity of the proposed imaging system. The prototypes 
fabricated consisted only of the substrate and the patterned gold film layer, and the results 
of these fabricated prototypes are discussed below. 
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4.4 Testing the Metamaterial Design  
4.4.1 Introduction 
Having fabricated prototype samples of the metamaterial, in spite of defects and problems 
with the fabrication, the metamaterial was then analysed to determine how much of an 
impact the defects had on the functionality of the metamaterial. This included: imaging with 
Scanning Electron Microscopy (SEM) to look at the fabrication quality, testing with Fourier 
Transform Infra-Red Spectroscopy (FTIR) to investigate the frequency response and find its 
resonant frequencies, and testing in a non-commercial optical microscopy setup to test its 
suitability for optical microscopy and SIM. 
4.4.2 Sample Details 
Early prototypes were fabricated that informed the fabrication process, the difference 
between the early prototypes and the final fabricated metamaterial are shown below, see 
figure 4.6. The first metamaterial fabrications at the University of Birmingham, were used to 
check that the metamaterial design could be patterned using electron-beam lithography 
which it could, but as they were fabricated not using gold, were then only used to inform the 
simulation work done to investigate the effects of imperfect fabrication on the metamaterial 
properties, see Chapter 2 Section 2.6.4. The first prototypes fabricated with gold, done at 
the University of Leeds, demonstrated that adhesion between the resist and the gold was a 
major challenge, but again showed that the metamaterial design could be patterned using 
electron-beam lithography and the general fabrication protocol, although the ‘H’ shapes 
were imperfect. This was improved by changing the dielectric substrate from glass to quartz, 
and adding an anti-charging layer on top of the resist. 
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The final metamaterial sample, as already discussed did not include the chromium grating 
for use as an imaging sample due to fabrication issues.  
The final fabricated metamaterial sample consisted of 100×100µm areas of the ‘H’ shape 
unit cell metamaterial design repeated 160 times. The difference between each instance of 
the pattern was a combination of exposure dose and the programmed width of the ‘H’ 
shapes from the electron-beam lithography machine. The original metamaterial design was 
50nm wide but this was patterning as larger than 50nm at all doses, suggesting 
overexposure of the resist. Therefore, the width of the ‘H’ was varied between 50nm and 
22nm to reduce its width. This gave 20 doses each with 8 widths. This was done to find the 
optimal patterning parameters for the electron-beam lithography stage of fabrication.  
The substrate used was a quartz substrate, onto which the metamaterial gold film (40nm) 
was coated, with a ma-N 2403 (a negative resist for electron beam lithography and etching 
metals, available from Micro Resist Technology225) (85nm) resist and aluminium (10nm) as 
an anti-charging layer. The ma-N 2403 resist was exposed using electron-beam lithography 
and then etching was used to create the metamaterial. 
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Figure 4.4: Diagram outlining the final metamaterial sample. The sample areas A – T are the 
different doses used during patterning with electron-beam lithography, with A the highest dose 
and T the lowest dose.  Within the lettered sample areas are nine patterned areas of the 
metamaterial design, each 100×100µm in size. These nine areas are different programmed 
widths of the ‘H’ shapes, varying between 50nm (8) and 22nm (3). 
199 
 
4.4.3 SEM Imaging Results 
The SEM images were taken in order to determine fabrication success.  Key aspects that 
were looked at were the presence of defects across the whole metamaterial area, including 
over- or under-exposure of the metamaterial design, as well as areas of poor adhesion 
between the gold and the dielectric substrate, and areas where the patterning had not been 
successful. The accuracy of the metamaterial design at the individual ‘H’ shape level was also 
analysed, as deviation from a perfect ‘H’ shape impacts upon the metamaterials properties 
as seen in simulation, see Chapter 2. 
SEM images were taken by the author using a Philips XL-30 ESEM at the Centre for Electron 
Microscopy, University of Birmingham, UK, and by Dr Mark Rosamond of the School of 
Electronic and Electrical Engineering, University of Leeds, UK using a Zeiss EVO MA15 SEM. 
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Figure 4.5: SEM images of the metamaterial sample, areas: A – G7, B – E3. Images were taken by 
the author using a Philips XL-30 ESEM at the Centre for Electron Microscopy, University of 
Birmingham, UK. 
 
A 
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Figure 4.6: SEM images of the metamaterial samples demonstrating improvement in accuracy of 
the ‘H’ shape fabrication between A & B. A is an earlier prototype sample, not used for further 
results. The samples seen in A & B are equivalent except A used a gold charge dissolution layer 
and B used an aluminium charge dissolution layer, but B shows much more accurate fabrication of 
the ‘H’ shapes with fewer defects, both samples still suffered from large scale adhesion problems 
and defects. Images were taken by Dr Mark Rosamond of the School of Electronic and Electrical 
Engineering, University of Leeds, UK using a Zeiss EVO MA15 SEM. 
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Figure 4.7: SEM images of the metamaterial sample demonstrating issues with fabrication, 
particularly adhesion between the gold film and the substrate. Images were taken by Dr Mark 
Rosamond of the School of Electronic and Electrical Engineering, University of Leeds, UK using a 
Zeiss EVO MA15 SEM. 
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It can be seen that the desired ‘H’ shape was able to achieved fairly accurately, although less 
crisply than in simulation. Moreover, that the aluminium anti-charging layer improved the 
patterning accuracy compared to a gold anti-charging layer, as seen in figure 4.6. However, 
‘H’ shape was not consistently achieved, and even in the most successful fabrications, see 
figure 4.6B, the ‘H’ shapes were still rough around the edges.  
In addition, large scale defects can be clearly seen, see figure 4.7. These defects are caused 
by poor adhesion between the resist and the gold film with substrate, and deformation of 
the gold film during lift-off of the resist and anti-charging layer. Further adjusting the 
fabrication procedure could ameliorate these defects, and to this end variations on the 
fabrication protocol and the materials used were tried. However, the best results were 
produced with the sample described here. 
Nevertheless, the SEM images demonstrate that the metamaterial can be fabricated, and 
the effects of the roughness and defects can only be determined by testing the metamaterial 
with techniques such as FTIR.   
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4.4.4 FTIR Spectroscopy 
The areas of the metamaterial prototype, as seen in figure 4.4, with the fewest defects were 
then tested using FTIR spectroscopy. FTIR was utilised to determine the frequency response 
of the metamaterial and look for its resonant frequencies. FTRIR measurements were taken 
using both horizontally (x) polarised and vertically (y) polarised light relative to the sample. 
This was in order to see if there is a difference between the two polarisations in terms of the 
frequency response. This FTRIR data was also compared to data produced by simulations in 
CST MWS. The CST MWS simulations were of a unit cells with periodic boundary conditions 
to simulate a larger (approximately infinite) area of metamaterial. The simulations included 
quartz (SiO2) as the substrate and air as the rest of the simulation volume, thus matching the 
fabricated metamaterial as closely as possible. In addition, simulations were carried out for 
both x- and y-polarised light, and the frequency response data was collected at the extremity 
of the simulation volume to emulate the conditions in the FTIR. 
The sample areas chosen for data collection with the FTIR were the areas with the least 
visible large-area defects, as determined by SEM imaging and imaging with the brightfield 
microscope integrated within the FTIR system. 
FTIR data was acquired using a Vertex 70/70v FTIR spectrometer with HYPERION 1000 
Microscope, with LN-MCT detector and CaF2 beam splitter, in transmission mode, at the 
Metamaterials Research Centre, School of Physics & Astronomy, University of Birmingham, 
UK. 
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It can be seen that only one key peak is seen for all of the FTIR spectra collected, and that its 
amplitude is much smaller than for the simulated spectra (0.2 transmission compared to 0.5 
for the nearest simulated spectra peak). In addition, the simulated spectra contain many 
peaks, although some fall outside the detector range of the FTIR, compared to the FTIR 
spectra. The simulated spectra also show potential peak shifting between the different 
polarisations, or very different spectra between the two polarisations. Some changes to the 
FTIR spectra for the different polarisations are seen, but they are minor compared to the 
differences seen in the simulated spectra.  
The highest amplitude spectrum seen is for the metamaterial area E5, and the lowest 
amplitude is for the area E3. The higher amplitudes could relate to improved fabrication 
quality, however this is not born out by the SEM data. 
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Figure 4.9: SEM images of the metamaterial sample areas, A – E5, B – E3. Images 
were taken by the author using a Philips XL-30 ESEM at the Centre for Electron 
Microscopy, University of Birmingham, UK. 
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The highest amplitude seen for sample area E5 corresponds to over-exposed patterning, 
where the ‘H’ shapes have become almost square. Whereas the low amplitude seen for 
sample area E3 corresponds to a well-patterned area where the ‘H’ shapes are clearly 
defined. Consequently, the higher transmission amplitude, instead of corresponding to a 
better plasmonic resonance due to the metamaterial’s plasmonic properties, corresponds to 
larger transparent areas in the metamaterial. This is in spite of the FTIR spectra peaks being 
positioned at the same frequency as a distinct peak in the x-polarised simulated spectrum. 
Overall, the low amplitude and the limited number of peaks within the FTIR spectra 
compared to the simulated spectra, demonstrate that the fabrication of the metamaterial 
has been of limited success. Furthermore, the FTIR spectra do not indicate the plasmonic 
behaviour required for the metamaterial to have the plasmonic functionality required for it 
to be able to produce a structured evanescent field, as shown through there only being one 
peak in the spectra compared to many in the simulated spectra, and the higher amplitudes 
relating to a badly fabricated area of metamaterial.  
The differences between the FTIR and the simulated spectra could be due to inaccurate or 
flawed fabrication. However, even the areas that when imaged with SEM appear to have 
been successfully fabricated, do not show comparable spectra to the simulation spectra and 
still share the same spectrum profile as the other FTIR spectra. Thus, the FTIR results show 
that the fabricated metamaterial is unlikely to be suitable as a metalens for the proposed 
microscope design, but optical testing was also carried out to confirm this. 
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4.4.5 Optical Testing & Characterisation 
The metamaterial sample was placed within a non-commercial optical setup similar to a 
brightfield microscope, comprised primarily of an incident laser light source, objective lenses 
and CCD detector. This setup allowed the signal from the metamaterial sample to be 
investigated and imaging to be trialled.  
Having successfully aligned a patterned section of the metamaterial sample within the 
optical setup and aligned the laser and other components, the signal was examined. 
However, only negligible signal was seen and very high noise was seen which overwhelmed 
the signal, meaning no data was able to be collected. Moreover, imaging was not possible 
without the chromium grating sample or similar to act as a sample to be imaged. 
Consequently, optical testing was not successful. 
4.5 Conclusions 
In conclusion, a fabrication protocol was developed to fabricate the metamaterial and 
fabrication was partly successful. The ‘H’ shapes were successfully patterned, but the edges 
were still rough compared to simulation, and the desired feature size of 50nm was achieved. 
The roughness of the fabrication, which was expected based upon the initial prototypes, 
does appear to have affected the metamaterial and its functionality, as predicted from the 
simulation work, see Chapter 2 Section 2.6.4. However, the fabrication also suffered from 
large scale defects and distortion, due to poor adhesion between the resist and the gold plus 
dielectric substrate. This was in spite of the addition of anti-charging layers between the 
resist and the gold film and adaptations to the fabrication protocol. The metamaterial was 
imaged using SEM to determine the fabrication quality visually. 
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Nevertheless, as some of the fabrication was successful, it was still tested using FTIR and 
within a non-commercial optical setup similar to a brightfield microscope. The optical testing 
was unsuccessful as there was negligible signal and high levels of noise. The FTIR spectra 
produced were very different from the spectra produced using CST MWS simulations. Only 
one broad peak was seen in the FTIR spectra compared to the simulation spectra, which did 
correspond to a simulation peak. However, the transmission amplitude was much smaller for 
the FTIR spectra, and the differences seen between different polarisations of incident light 
seen for the simulation spectra were not seen to any great extent for the FTIR spectra. 
Consequently, the fabrication of the metamaterial was unsuccessful, both in terms of its 
visual appearance and in its functionality. Therefore, an alternative metamaterial design 
suitable for creating the structured illumination required for the proposed microscope was 
investigated, see Chapter 5. 
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Chapter 5: Alternative Metalens Design 
5.1 Introduction 
This Chapter covers the work to implement a metamaterial design developed in 
collaboration with Qilong Tan of the South China Normal University, Guangzhou, China, as an 
alternative to the design discussed in Chapters 2 & 4. As a result of being unable to 
successfully fabricate the ‘H’ shape based metamaterial, see Chapter 4, an alternative 
metamaterial of a simpler and thus more easily fabricated design was needed. This 
metamaterial could then be used to form the metalens, the crucial component of the 
proposed TIRF-SIM type microscope, that should allow for super-resolution imaging with a 
structured evanescent field. 
Beyond discussing this alternative metamaterial design, this Chapter details the structured 
illumination produced by it, and thus its use within the image reconstruction algorithms 
detailed in Chapter 3. As previously discussed, the basic premise of the image reconstruction 
algorithm was based on well-established SIM reconstruction algorithms. The alternative 
design metamaterial’s structured illumination patterns were applied in the standard SIM 
reconstruction algorithm, and in the adapted SIM reconstruction algorithms to optimise the 
image reconstruction for this metamaterial. 
5.1.1 Aims 
The aims of the alternative metamaterial design section of this thesis were as follows: 
 Discuss the alternative metamaterial design and its functionality. 
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 Analyse the structured illumination patterns produced by this metamaterial. 
 Implement these structured illumination patterns within the standard SIM image 
reconstruction algorithm in MATLAB, detailed in Chapter 3. 
 Determine whether a standard SIM reconstruction algorithm is suitable for these 
structured illumination patterns. 
 Implement these structured illumination patterns within the expanded Fourier Series 
SIM image reconstruction algorithm in MATLAB, if required, detailed in Chapter 3, using 
the metamaterial structured illumination patterns. 
 Implement these structured illumination patterns within the expanded Sinusoid Product-
based SIM image reconstruction algorithm in MATLAB, if required, detailed in Chapter 3, 
using the metamaterial structured illumination patterns. 
 Determine whether the novel SIM reconstruction algorithms are suitable for these 
metamaterial structured illumination patterns. 
 Compare the different image reconstruction algorithms used for their efficacy with these 
metamaterial structured illumination patterns. 
5.2 Metalens Design  
5.2.1 Introduction  
The metamaterial design detailed below was designed as an alternative to the design 
developed and fabricated in Chapters 2 & 4. This original design, although in simulations in 
CST MWS was able to produce the structured illumination required, was not able to be 
successfully fabricated. Alongside defects in fabricated samples, prototype samples that 
were fabricated had frequency profiles that were inconsistent with the simulation data and 
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were unsuitable for the requirements of this research. Moreover, optical testing proved 
unsuccessful as only negligible signal and high noise was observed. 
Consequently, an alternative metamaterial design was developed in collaboration with 
Qilong Tan of the South China Normal University, Guangzhou, China. This metamaterial was 
designed by Q. Tan and was shown to produced structured illumination. Thus, the design 
and results were analysed as a part of this research and applied to the development of a 
metamaterial based TIRF-SIM style microscope. This metamaterial is still in the simulation 
stage and has yet to be fabricated, thus all data is simulation based. 
5.2.2 Concept 
The original metamaterial design was formed of a periodic array of identical unit cells, each 
containing two ‘H’ shapes at ±45° to the normal, cut out from a gold film. By contrast, this 
alternative metamaterial design is formed from a substrate of silicon dioxide, with gold 
cuboids (30nm in height) of varying sizes arranged in unit cells, each unit cell containing nine 
of the gold cuboids, on top of it.  
The structured illumination of the original design was produced by the periodicity of the unit 
cells and the π phase change between the two ‘H’ shapes of the unit cell, as well as the 
wavelength of incident light utilised, determining the spatial frequency of the structured 
illumination. The change to the phase of the incident light produced the phase changes in 
the structured illumination. However, change in orientation of the structured illumination 
was only able to be produced by rotating the metamaterial, which is not experimentally 
viable. Although, it has been suggested that changing the incident angle would produce the 
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change in orientation118; but this was able to be simulated successfully, and due to 
fabrication issues, could not be demonstrated experimentally. 
The alternative metamaterial design’s structured illumination’s spatial wavelength is also 
dependent on the unit cell periodicity. The design of the unit cell is also important. The 
varying sizes of the gold cuboids in the unit cell provide the ability to alter the phase and 
orientation depending on the incident light. The alternative design of metamaterial has 
much simpler components to the unit cell, but the unit cell has more elements and thus is 
more complex. 
5.2.3 Design Schematic 
The metamaterial design is as follows: 
300nm×300nm 
S = 100nm 
Unit cell 
55×55      55×65      55×75 
65×55      65×65      65×75 
75×55      75×65      75nm×75nm 
Figure 5.1: Schematic of alternative metamaterial design, including the unit cell (300nm×300nm in 
size), the sizes of the gold cuboids that comprise the unit cell, and the pitch of the unit cell 
components (S = 100nm). Image courtesy of Q. Tan, South China Normal University, Guangzhou, 
China. 
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5.2.4 Potential advantages 
There are multiple advantages to this alternative metamaterial design. The key advantage is 
the more achievable fabrication, making this in the long-term a better design. This is due to 
the comparative simplicity of the unit cell elements. In addition, one of the key issues with 
the original design – potentially not being able to achieve different orientations of the 
structured illumination – is no longer an issue, having formed part of the metamaterial 
design, as shown in Section 5.3.2 below. 
5.3 Metalens Structured Illumination 
5.3.1 Introduction & Requirements 
This section describes the structured illumination produced by the alternative design. As 
previously stated, this metamaterial has yet to be fabricated, therefore the structured 
illumination is simulated. 
As with the original metamaterial, if possible this metamaterial should produce 
approximately sinusoidal structured illumination, which can have its phase and orientation 
varied to produce the nine or more images ideally required by standard SIM imaging. 
However, as shown in Chapter 3, successful image reconstruction can be achieved using 
fewer than nine images using simulated atypical masks, and by adapting the standard SIM 
reconstruction algorithm, simulated atypical masks can be successfully utilised for SIM 
reconstruction. However, the masks created by the original ‘H’ shape based metamaterial 
design were unsuccessful in image reconstruction for all of the SIM image reconstruction 
methods. 
216 
 
In order to successfully model the patterns beyond a simple sinusoid, the metamaterial 
patterns need to be successfully characterised, and their mathematical components 
identified. This having been done, they can be tested within the SIM reconstruction 
algorithms detailed in Chapter 3. 
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5.3.2 Structured Illumination 
The simulated structured illumination produced by the alternative metamaterial are shown 
below. 
Figure 5.2: Simulated structured illumination produced by the alternative metamaterial design: 
A1 – 2D plot, A2 – 3D plot using y-polarised light, wavelength 678nm; B1 – 2D plot, B2 – 3D plot 
using y-polarised light, wavelength 712nm;  C1 – 2D plot, C2 – 3D plot using y-polarised light, 
wavelength 792nm; D – 2D plot using x-polarised light, wavelength 678nm; E – 2D plot using x-
polarised light, wavelength 712nm; F – 2D plot using x-polarised light, wavelength 792nm.  Images 
courtesy of Q. Tan, South China Normal University, Guangzhou, China. 
Wavelength: 678nm  
Wavelength: 792nm  
Wavelength: 712nm  
Y polarization X polarization 
Wavelength: 678nm  
Wavelength: 712nm  
Wavelength: 792nm  
A1 
B1 
C1 
B2 
D 
C2 
E 
A2 
F 
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It can be seen that six structured illumination patterns have been produced successfully, 
which is fewer than ideally desired, but this can potentially be addressed in the image 
reconstruction algorithm. By switching between y-polarised and x-polarised light, two 
orientations of the structured illumination were achieved: [0, 1] and [1, 0] respectively. 
Furthermore, by switching between three different wavelengths of incident light - 678nm, 
712nm, and 792nm – three different phases of the structured illumination were achieved: -
2π/3, 0, and 2π/3 respectively. However, the structured illumination is not typically 
sinusoidal. Although there is a strong stripe pattern, each stripe is comprised of multiple 
discrete blocks, and for the 678nm wavelengths the stripes are asymmetric with a tail on one 
side of the stripe. Again, this deviation from a standard sinusoid could potentially be 
addressed within the adapted SIM reconstruction algorithms. 
The structured illumination shown corresponds to an area of metamaterial equivalent to the 
nine unit cells seen in figure 5.2. The spatial wavelength of the main stripes is 300nm, which 
corresponds to the unit cell size; the spatial wavelength of the blocks within the stripes is 
100nm, and probably results from the blocks that comprise the unit cells, as nine blocks are 
present in each row and column in the area of metamaterial used to produce the simulated 
structured illumination, and nine blocks are seen in each stripe of the structured 
illumination. 
5.3.3 Discussion 
The alternative metamaterial does produce structured illumination, however it has 
limitations. A potential limitation is that, like the original metamaterial design, the 
structured illumination is not perfectly sinusoidal, and instead has at least two main 
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sinusoidal components. However, this could also potentially be an advantage, if it results in a 
material with good optical properties. In addition, only six structured illumination patterns 
were produced, yet more could potentially be produced by further varying the polarisation 
of the incident light. However, non-x,y polarised light may not be compatible with the 
geometry of the metamaterial, due to the cuboid shapes of the unit cells only x-y polarised 
light may potentially produce suitable resonances for the structured illumination to be 
formed, which would require further investigation. Moreover, the adapted SIM 
reconstruction algorithms may compensate for the fewer patterns. As the patterns are not a 
simple sinusoid, they should have more Fourier components and thus cover a larger area in 
Fourier space. Thus meaning that when the images are shifted, a larger area of Fourier space 
will be present in the final reconstructed image, and thus more high-resolution information 
will be retained in the final image. Hence, the added complexity could still allow for 
resolution improvement in image reconstruction even with only six images, as was seen in 
Chapter 3. 
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5.4 Standard SIM Image Reconstruction 
5.4.1 Introduction  
The SIM image reconstruction described below is for what is referred to as ‘standard SIM’ in 
this thesis, and is discussed in greater detail in Chapter 3. In standard SIM, the patterns used 
are sinusoidal and therefore appear as stripes across the image, and for a 2D image, nine 
different images (three orientations and three phases of the basic sinusoidal stripes) are 
required with more images theoretically producing further resolution improvement, each 
with a different structured illumination pattern33,34.  
By applying the structured patterns to the sample, higher frequency and thus higher 
resolution information is retained for the final image. Then by combining the nine or more 
images in the method described in Chapter 3, this higher resolution information is seen in 
the final image and the structured patterns are removed, producing a super-resolution 
image of ~2× resolution33. 
It was expected that performing a standard SIM reconstruction with the atypical structured 
illumination patterns produced by this alternative metamaterial would not be very 
successful, as was seen with the original metamaterial. However, the adapted SIM 
reconstruction algorithms could be optimised for the atypical metamaterial patterns, and 
were expected to be more successful. 
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5.4.2 Results 
The mathematical process and the different stages of standard SIM are described in Chapter 
3. The image reconstruction has been performed with an example image, simulated 
microscope PSF, and the six metamaterial masks from the alternative design, utilising the 
algorithm in Appendix 3 and explained in detail in Chapter 3. The example image was the 
inbuilt MATLAB ‘Modified Shepp-Logan’ head phantom which is often used to test 2-
dimensional image reconstruction algorithms222,223, image size was 451×451 pixels. The nm-
to-pixel ratio was 20; the PSF was defined by the parameters: λ = 500nm, n = 1, NA = 1.49; 
three mask phases were used, φi = 0, 2π/3, 4π/3; two mask orientations were used, p = [1,0; 
0,1]; the spatial wavelength of the masks was 300nm; the noise parameter, w = 1 ; and the 
width of the desired OTF was half that of the original PSF. These parameters were chosen to 
optimise the resolution improvement in the final image. 
The results are detailed below: 
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A 
B 
C D 
A 
Figure 5.3: A – Ground truth image, 451×451 pixels modified Shepp-Logan phantom from 
MATLAB; B -  Point spread function (PSF) used to blur the ground truth image, plotted in nm 
(51×51 pixels); C – the widefield image (451×451 pixels), created by convolving the ground truth 
image with the PSF; D – FFT of the widefield image (451×451 pixels). 
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A 
B 
Figure 5.4: A - The six metamaterial masks used (451×451 pixels), created in simulation using the 
alternative metamaterial design, using the following parameters: three phases were used, φi = 0, 
2π/3, 4π/3, corresponding to incident wavelengths of 712, 792 and 678nm respectively; two 
mask orientations were used, p = [1,0; 0,1], corresponding to x- and y-polarised incident light 
respectively; the spatial wavelength of the masks is 300nm; B – the six acquired images (451×451 
pixels), created by multiplying the masks and the ground truth image, and then convolving with 
the PSF. 
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A 
B 
Figure 5.5: A – The reconstructed image in Fourier space (451×451 pixels); B – the final 
reconstructed image (451×451 pixels). 
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It can be seen that although the FFT of the reconstructed image covers a larger area of 
Fourier space than the FFT of the widefield image, meaning that there should be resolution 
improvement in the final reconstruction, the reconstructed image is poor. There are very 
strong artefacts in the reconstructed image, which obscure any potential resolution 
improvement. This is due to the use of standard SIM reconstruction using very abnormal SIM 
patterns, and thus the expanded SIM reconstruction methods developed in Chapter 3 were 
required to improve the image reconstruction quality. Another consideration is the FFT of 
the widefield image itself. As the phantom used is a constructed image, its Fourier 
components are atypical, as seen in the FFT of the widefield image. This may also have 
impacted the image reconstruction quality, as the Fourier components are critical to the 
reconstruction process. 
Consequently, the standard SIM reconstruction algorithm was then also tested using an 
image of a sample of human platelets spread on a glass coverslip and stained for F-actin 
using phalloidin, provided by Dr Steve Thomas of the Institute of Cardiovascular Sciences, 
Institute of Biomedical Research, University of Birmingham, UK.  The image size was 
256×256 pixels, scaled to 451×451 pixels to match the metamaterial masks. The nm-to-pixel 
ratio was 20; the PSF was defined by the parameters: λ = 500nm, n = 1, NA = 1.49; three 
mask phases were used, φi = 0, 2π/3, 4π/3; two mask orientations were used, p = [1,0; 0,1]; 
the spatial wavelength of the masks was 300nm; the noise parameter, w = 1 ; and the width 
of the desired OTF was half that of the original PSF. These parameters were chosen to 
optimise the resolution improvement in the final image.  
The results are detailed below: 
226 
 
 
  
A 
B 
C D 
Figure 5.6: A – Ground truth image, 451×451 pixels scaled platelet image, courtesy of Dr Steve 
Thomas, University of Birmingham, UK; B - Point spread function (PSF) used to blur the ground 
truth image, plotted in nm (51×51 pixels); C – the widefield image (451×451 pixels), created by 
convolving the ground truth image with the PSF; D – FFT of the widefield image (451×451 pixels). 
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A 
B 
Figure 5.7: A - The six metamaterial masks used (451×451 pixels), created in simulation using the 
alternative metamaterial design, using the following parameters: three phases were used, φi = 0, 
2π/3, 4π/3, corresponding to incident wavelengths of 712, 792 and 678nm respectively; two 
mask orientations were used, p = [1,0; 0,1], corresponding to x- and y-polarised incident light 
respectively; the spatial wavelength of the masks is 300nm; B – the six acquired images (451×451 
pixels), created by multiplying the masks and the ground truth image, and then convolving with 
the PSF. 
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Figure 5.8: A – The reconstructed image in Fourier space (451×451 pixels); B – the final 
reconstructed image (451×451 pixels). 
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Again, it can be seen that the reconstructed image is poor and there are very strong 
artefacts in the reconstructed image, which obscure any potential resolution improvement. 
The sample image did not have abnormal Fourier components, unlike the Modified Shepp-
Logan phantom used previously, thus it is unlikely that this has impacted the image 
reconstruction quality, meaning that the non-standard sinusoid masks are the cause. Thus 
the expanded SIM reconstruction methods developed in Chapter 3 could be utilised to 
improve the image reconstruction quality. Another consideration is the use of fewer than 
the ideal images, however this would not have produced the artefacts as in Fourier space 
there is good coverage. Instead this would have lessened any resolution improvement.  
5.4.3 Discussion 
The use of the standard SIM reconstruction algorithm has been demonstrated to be 
unsuccessful using the six masks produced by the alternative metamaterial design. There 
were significant artefacts that obscured any resolution improvement. As a result, the 
expanded SIM methods described in Chapter 3, involving mathematical expansions of the 
standard SIM reconstruction algorithm. Both a Fourier Series approach where a sum of 
sinusoids is used to describe the masks, and the use of a product of sinusoids were used to 
describe the masks produced by the original metamaterial design. However, these original 
patterns were not sufficiently different to a simple sinusoid to make these methods 
significantly better than the standard SIM reconstruction algorithm. Conversely, the patterns 
created by the alternative metamaterial design are very different to a simple sinusoid, so the 
expanded SIM methods should produce significantly better image reconstruction quality, in 
terms of lack of artefacts and in resolution improvement, compared to standard SIM. 
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5.5 Expanded SIM – Fourier Series SIM 
5.5.1 Introduction  
The standard SIM reconstruction algorithm proved unsuccessful with the metamaterial 
patterns. Therefore, in order to accommodate these atypical patterns, the adapted MATLAB 
algorithms were utilised.  Ideally, the adapted algorithms needed to be able to encompass a 
more comprehensive mathematical description of the metamaterial masks, and 
accommodate for the fewer masks than the ideal nine, and still provide resolution 
enhancement.  
The alternative metamaterial patterns are still predominantly sinusoidal, but with another 
sinusoidal component within the main sinusoid. The mathematical expansion first trialled 
was a Fourier Expansion, which describes the masks as a sum of sinusoids. By substituting a 
new expression for the masks into the standard SIM mathematics, the mathematics can be 
altered to better accommodate the atypical metamaterial masks, and theoretically provide a 
better final image reconstruction. This method was less successful than the Sinusoid 
Product-based algorithm, when reconstructing with the original metamaterial’s structured 
illumination patterns, but could prove more successful with these patterns. 
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5.5.2 Simulating the patterns 
The patterns were simulated as a sum of two sinusoids. The primary sinusoid that forms the 
main ‘stripes’ had a spatial wavelength of 300nm. The secondary sinusoid that forms the 
blocks within the main stripes had a spatial wavelength of 100nm, and was rotated to be 
perpendicular the primary sinusoid. Both of the sinusoids were formed on the basis to 
provide the two orientations, [1, 0] and [0, 1], and three phases, 0, 2π/3 and 4π/3, seen in 
the metamaterial masks. The simulated masks and actual masks are compared below. 
A 
B 
Figure 5.9: A - The six metamaterial masks created in simulation using the alternative 
metamaterial design; B – the six simulated approximations of the metamaterial masks created 
using a Fourier Series of two sinusoids in MATLAB. 
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The simulated masks represent how the image reconstruction algorithm models the masks 
when reconstructing, and the closer this is to the metamaterial masks, the better the image 
reconstruction quality.  
It can be seen that the key ‘stripes’ and ‘blocks’ are achieved, as well as the phases and 
orientations of the patterns. Moreover, the ‘stripes’ and ‘blocks’ are matched in terms of 
positioning between the metamaterial and simulated masks. However, the simulated masks 
have wider, more continuous stripes and are smoother compared to the discrete ‘blocks’ of 
the metamaterial masks. This means that the simulation is not identical to the metamaterial 
masks, but they are more similar than a simple sinusoid and the metamaterial masks. This 
may impact the reconstruction quality, as was the case when using standard SIM image 
reconstruction, but as the masks are a closer estimate to the actual masks, the image 
reconstruction quality should be improved. 
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5.5.3 Results 
The mathematical process and the different stages of this expanded Fourier Series SIM are 
described in Chapter 3. The image reconstruction has been performed with an example 
image, simulated microscope PSF, and the six metamaterial masks, utilising the algorithm in 
Appendix 5. 
The example image was the inbuilt MATLAB ‘Modified Shepp-Logan’ head phantom, image 
size was 451×451 pixels. The nm-to-pixel ratio was 20; the PSF was defined by the 
parameters: λ = 500nm, n = 1, NA = 1.49; three mask phases were used, φi = 0, 2π/3, 4π/3; 
two mask orientations were used, p = [1,0; 0,1]; the spatial wavelengths of the masks were 
300nm and 100nm; the noise parameter, w = 1 ; and the width of the desired OTF was half 
that of the original PSF. These parameters were chosen to optimise the resolution 
improvement in the final image.  
The results are detailed below, see figures 5.3 & 5.4 for details of the ground truth image, 
PSF, and masks used: 
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Figure 5.10: A – The reconstructed image in Fourier space (451×451 pixels); B – the final 
reconstructed image (451×451 pixels). 
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It can be seen that although the FFT of the reconstructed image covers a larger area of 
Fourier space than the FFT of the widefield image, meaning that there should be resolution 
improvement in the final reconstruction, the reconstructed image is poor. There are very 
strong artefacts in the reconstructed image, which obscure any potential resolution 
improvement. These artefacts are an improvement compared with the standard SIM 
reconstruction algorithm, see figure 5.5, but are still problematic. This is potentially due to 
the use of very abnormal SIM patterns even with an adapted image reconstruction 
algorithm, as the mathematical description of the patterns was not perfect. As discussed 
previously, another consideration is the FFT of the widefield image itself. As the phantom 
used is a constructed image, its Fourier components are atypical, as seen in the FFT of the 
widefield image. This may also have impacted the image reconstruction quality, as the 
Fourier components are critical to the reconstruction process. 
Consequently, the Fourier Series expanded SIM reconstruction algorithm was then also 
tested using the image of a sample of human platelets used above.  The image size was 
256×256 pixels, scaled to 451×451 pixels to match the metamaterial masks. The nm-to-pixel 
ratio was 20; the PSF was defined by the parameters: λ = 500nm, n = 1, NA = 1.49; three 
mask phases were used, φi = 0, 2π/3, 4π/3; two mask orientations were used, p = [1,0; 0,1]; 
the spatial wavelengths of the masks were 300nm and 100nm; the noise parameter, w = 1; 
and the width of the desired OTF was half that of the original PSF. These parameters were 
chosen to optimise the resolution improvement in the final image.  
The results are detailed below, see figures 5.6 & 5.7 for details of the ground truth image, 
PSF, and masks used:  
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Figure 5.11: A – The reconstructed image in Fourier space (451×451 pixels); B – the final 
reconstructed image (451×451 pixels). 
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It can be seen the reconstruction quality is much improved compared to the reconstructed 
phantom image. This indicates that the phantom image’s abnormal Fourier components did 
impact the reconstruction quality. There are artefacts at the edges of the reconstructed 
platelet image, but they are minimal, and are common in SIM reconstruction in 
general34,37,39,40,113,123,124. However, the image has reconstructed successfully with some 
resolution improvement. 
5.5.4 Compare reconstruction quality to widefield and standard SIM 
The original image, widefield image, standard SIM reconstructed image, and Fourier Series 
SIM reconstructed image are now presented together so that the reconstruction quality, in 
terms of resolution improvement and presence of artefacts, can be compared. See figure 
5.12 below. 
It can be seen that there is great improvement in reconstruction quality compared to the 
image reconstructed with standard SIM. Furthermore, there is resolution improvement 
compared with the widefield image. However, the Fourier Series reconstruction appears to 
have reconstructed the distinct edges of the stained actin more than other areas, thus 
expanding the dark centres of some the platelets compared to the ground truth image. This 
may be an issue with contrast in the image, and could be further post-processed to improve 
the image quality. If it is not related to contrast, then this aspect of the reconstruction needs 
to be taken into account with any other image reconstructions.  
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5.5.5 Discussion 
The image reconstruction with the Fourier Series SIM image reconstruction algorithm proved 
unsuccessful with a phantom sample image, but showed success with an image of platelets 
A 
C 
B 
D 
Figure 5.12: A – Ground truth image, 451×451 scaled platelet image, courtesy of Dr Steve 
Thomas, University of Birmingham, UK; B – the widefield image, created by convolving the 
ground truth image with the PSF; C – the image as reconstructed using the standard SIM 
reconstruction algorithm; D – the image as reconstructed using the Fourier Series SIM 
reconstruction algorithm. 
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stained for actin. This reconstruction showed minimal artefacts and resolution improvement. 
However, the reconstructed image did show ‘selective’ reconstruction in the areas with high 
actin staining, which could limit its practical use. Therefore, the other expanded SIM image 
reconstruction method was also used. The Fourier Series SIM reconstruction method was an 
improvement on standard SIM when used with the masks produced by the alternative 
metamaterial design, and could be further adapted for other atypical SIM masks.  
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5.6 Expanded SIM – Sinusoid Product-based SIM  
5.6.1 Introduction  
The standard SIM reconstruction algorithm proved unsuccessful with the metamaterial 
patterns. Therefore, in order to accommodate these atypical patterns, the adapted MATLAB 
algorithms were utilised.  Ideally, the adapted algorithms needed to be able to encompass a 
more comprehensive mathematical description of the metamaterial masks, and 
accommodate for the fewer masks than the ideal nine, and still provide resolution 
enhancement.  
The metamaterial patterns are still predominantly sinusoidal, but with another sinusoidal 
component within the main sinusoid. The mathematical expansion first trialled was a Fourier 
Expansion, but this method showed distinct artefacts, despite being able to create a 
reasonable approximation of the metamaterial masks. Consequently, a different 
mathematical expansion from the sinusoid was trialled, describing the masks based upon an 
expression which describes the masks as a product of sinusoids. This produces a 
chequerboard of peaks and troughs that can be rotated and scaled to produce an 
approximation to the metamaterial masks. By substituting a new expression for the masks 
into the standard SIM mathematics, the mathematics can be altered to better accommodate 
the atypical metamaterial masks, and theoretically provide a better final image 
reconstruction. The mathematics are described in Chapter 3. 
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5.6.2 Simulating the patterns 
The patterns were simulated as a product of two sinusoids. The primary sinusoid that forms 
the main ‘stripes’ had a spatial wavelength of 300nm. The secondary sinusoid that forms the 
blocks within the main stripes had a spatial wavelength of 100nm, and together they form a 
chequerboard of peaks and troughs. This was rotated to form the two orientations achieved 
by the metamaterial patterns. Both of the sinusoids were formed on the basis to provide the 
two orientations, [1, 0] and [0, 1], and three phases, 0, 2π/3 and 4π/3, seen in the 
metamaterial masks. The simulated masks and actual masks are compared below. 
A 
B 
Figure 5.13: A - The six metamaterial masks created in simulation using the alternative 
metamaterial design; B – the six simulated approximations of the metamaterial masks created 
using a product of two sinusoids. 
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The simulated masks represent how the image reconstruction algorithm models the masks 
when reconstructing, and the closer this is to the metamaterial masks, the better the image 
reconstruction quality. As for the Fourier Series based approximation of the metamaterial 
masks, it can be seen that the key features of the metamaterial masks (the spatial 
wavelengths, phases, orientations, and the ‘stripes’ and ‘blocks’ of the patterns) are 
achieved; but as before the metamaterial patterns were more blocky and less smooth than 
the simulated approximations of the masks, and the metamaterial and simulated masks are 
not identical. This simulation of the masks is very similar to that seen for the Fourier Series 
approach, see figure 5.9, therefore similar results were expected for image reconstruction. 
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5.6.3 Results 
The mathematical process and the different stages of this Sinusoid Product-based expanded 
SIM are described in Chapter 3. The image reconstruction has been performed with an 
example image, simulated microscope PSF, and the six metamaterial masks, utilising the 
algorithm in Appendix 7. 
The example image was the inbuilt MATLAB ‘Modified Shepp-Logan’ head phantom, image 
size was 451×451 pixels. The nm-to-pixel ratio was 20; the PSF was defined by the 
parameters: λ = 500nm, n = 1, NA = 1.49; three mask phases were used, φi = 0, 2π/3, 4π/3; 
two mask orientations were used, p = [1,0; 0,1]; the spatial wavelengths of the masks were 
300nm and 100nm; the noise parameter, w = 1 ; and the width of the desired OTF was half 
that of the original PSF. These parameters were chosen to optimise the resolution 
improvement in the final image.  
The results are detailed below, see figures 5.3 & 5.4 for details of the ground truth image, 
PSF, and masks used:  
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A 
B 
Figure 5.14: A – The reconstructed image in Fourier space (451×451 pixels); B – the final 
reconstructed image (451×451 pixels). 
245 
 
It can be seen as with the Fourier Series reconstruction of the phantom image, the image 
reconstruction is poor. Thus further indicating that this is due to the abnormal Fourier 
components of the phantom image. The FFT of the reconstructed image covers a larger area 
of Fourier space than the FFT of the widefield image, meaning that there should be 
resolution improvement in the final reconstruction, the reconstructed image is poor. There 
are very strong artefacts in the reconstructed image, which obscure any potential resolution 
improvement. These artefacts are an improvement compared with the standard SIM 
reconstruction algorithm, see figure 5.5, but are still problematic.  
Consequently, the Sinusoid Product-based expanded SIM reconstruction algorithm was then 
also tested using the image of a sample of human platelets as above.  The image size was 
256×256 pixels, scaled to 451×451 pixels to match the metamaterial masks. The nm-to-pixel 
ratio was 20; the PSF was defined by the parameters: λ = 500nm, n = 1, NA = 1.49; three 
mask phases were used, φi = 0, 2π/3, 4π/3; two mask orientations were used, p = [1,0; 0,1]; 
the spatial wavelengths of the masks were 300nm and 100nm; the noise parameter, w = 1; 
and the width of the desired OTF was half that of the original PSF. These parameters were 
chosen to optimise the resolution improvement in the final image.  
The results are detailed below, see figures 5.6 & 5.7 for details of the ground truth image, 
PSF, and masks used: 
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A 
B 
Figure 5.15: A – The reconstructed image in Fourier space (451×451 pixels); B – the final 
reconstructed image (451×451 pixels). 
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It can be seen that as with the Fourier Series SIM reconstruction of the platelet image, the 
image reconstruction is much better than for the phantom image. There are artefacts at the 
edges of the reconstructed platelet image, but they are minimal. However, the image has 
reconstructed successfully with some resolution improvement, and the coverage in Fourier 
space, by the typical ‘flower’ pattern of the FFT of the reconstructed image, is good and the 
‘flower’ pattern is clear. 
5.6.4 Compare reconstruction quality to widefield and standard SIM 
The original image, widefield image, standard SIM reconstructed image, and Sinusoid 
Product-based SIM reconstructed image are now presented together so that the 
reconstruction quality, in terms of resolution improvement and presence of artefacts, can be 
compared. See figure 5.16 below. 
It can be seen that there is improvement in reconstruction quality compared to the image 
reconstructed with standard SIM. Furthermore, there is resolution improvement compared 
with the widefield image. However, the Sinusoid Product-based reconstruction, as with the 
Fourier Series reconstruction, appears to have reconstructed the distinct edges of the 
stained actin more than other areas, thus expanding the dark centres of some the platelets 
compared to the ground truth image, and this aspect of the reconstruction needs to be 
taken into account with any other image reconstructions. 
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A 
D 
B 
C 
Figure 5.16: A – Ground truth image, 451×451 pixels scaled platelet image, courtesy of Dr Steve 
Thomas, University of Birmingham, UK; B – the widefield image, created by convolving the 
ground truth image with the PSF; C – the image as reconstructed using the standard SIM 
reconstruction algorithm; D – the image as reconstructed using the Sinusoid Product-based SIM 
reconstruction algorithm, all (451×451 pixels). 
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5.6.5 Compare reconstruction quality to Fourier Series SIM 
The original image, widefield image, Fourier Series SIM reconstructed image, and Sinusoid 
Product-based SIM reconstructed image are now presented together so that the 
reconstruction quality, in terms of resolution improvement and presence of artefacts, can be 
compared. See figure 5.17 below.  
It can be seen that the two expanded SIM reconstruction methods have reconstructed very 
similarly. Both show resolution improvement and similar artefacts at the edges of the 
reconstructed images. The two methods have the same modelling power, but the 
differences in that way that they have been formulated make the reconstruction processes 
different, which is in contrast to the results of Chapter 3 where for simulated masks the 
Sinusoid Product based SIM reconstruction was better than that for Fourier Series SIM. The 
image reconstruction for both is very successful when compared to standard SIM, however 
both are problematic in that the bright actin areas are more prominent and the dark centres 
of the cells are expanded compared to the ground truth image. This change between the 
ground truth and the reconstructed image could limit the practical applications of these 
image reconstruction methods, as the content of the image alters.  
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A 
D 
B 
C 
Figure 5.17: A – Ground truth image, 451×451 pixels scaled platelet image, courtesy of Dr Steve 
Thomas, University of Birmingham, UK; B – the widefield image, created by convolving the 
ground truth image with the PSF; C – the image as reconstructed using the Fourier Series SIM 
reconstruction algorithm; D – the image as reconstructed using the Sinusoid Product-based SIM 
reconstruction algorithm, all (451×451 pixels). 
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5.6.6 Discussion 
The image reconstruction with the Sinusoid Product-based SIM image reconstruction 
algorithm proved unsuccessful with a phantom sample image, but showed great success 
with an image of platelets stained for actin. This reconstruction showed minimal artefacts 
and resolution improvement. However, the reconstructed image did show ‘selective’ 
reconstruction in the areas with high actin staining, which could limit its practical use. This 
was also the case for the Fourier Series SIM reconstruction method. The Sinusoid Product-
based SIM reconstruction method was a great improvement on standard SIM when used 
with the masks produced by the alternative metamaterial design, and could be further 
adapted for other atypical SIM masks, either metamaterial produced or otherwise. 
5.7 Conclusions 
In conclusion, an alternative metamaterial design was developed in order to build upon the 
original ‘H’ shape based metamaterial design. This new design aimed to be simpler to 
fabricate whilst still producing the structured illumination required for the proposed TIRF-
SIM type microscope. This design was indeed simpler and thus should be more easily 
fabricated, although this was not possible within the scope of this research.  Furthermore, 
this alternative metamaterial design was capable in simulation of producing a form of 
structured illumination, with greater contrast between the peaks and troughs of the 
patterns compared to the original metamaterial design. It also had a shorter spatial 
frequency, 300nm compared to 600nm, than the original design, meaning that greater 
resolution improvement should be possible.  
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However, these patterns were even more different to the typical sinusoid used for standard 
SIM reconstruction than the original metamaterial design. Thus, standard SIM reconstruction 
was unsuccessful when using the masks produced by the alternative metamaterial design. 
Consequently, the two expanded SIM reconstruction methods were adapted to these masks 
and proved much more successful. Both the Fourier Series and the Sinusoid Product-based 
SIM reconstruction methods were able to reconstruct an image of platelets stained for actin 
successfully, with minimal artefacts and resolution improvement compared to the widefield 
image. Nonetheless there were issues with the reconstructions, as the actin stained areas 
were reconstructed differently to the dark areas within the cells. This could be potentially 
ameliorated with further post processing of the images or further adapting the 
reconstruction algorithms. The Fourier Series reconstruction and the Sinusoid Product-based 
reconstruction showed similar image reconstruction results. 
Other methods such as Blind SIM, discussed in Chapter 1, could prove more successful, but 
Blind SIM suffers from the challenges of iterative methods, such as reaching false solutions, 
computational processing power required, and potentially long running time120,124,127,128. In 
contrast, the expanded SIM reconstruction algorithms are not iterative, and thus are quick 
to run and do not require large amounts of computer processing power. The expanded SIM 
image reconstruction algorithms could be improved by improving the mathematical models 
of the masks, for example introducing extra terms into the Fourier Series description of the 
masks in the Fourier Series SIM algorithm. Furthermore, the algorithms could be further 
adapted to allow masks that differ beyond the changes in phase and orientation; as seen in 
the masks produced by the original metamaterial, where not all of the masks deviated from 
being a single sinusoid, and this reduced the efficacy of the simulation. However, the 
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expanded SIM algorithms using a Fourier Series and a Sinusoid Product-based expansion 
have demonstrated great potential for a novel approach to SIM reconstruction. 
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Chapter 6: Conclusions & Evaluation 
The key area of investigation of this research project was the application of metamaterials to 
super-resolution optical imaging. Specifically, an optical microscope was proposed to 
emulate a TIRF-SIM microscope, but using metamaterials to create a structured evanescent 
field.  
6.1 Summary of research 
This thesis has discussed the extant research that has motivated the research project, 
particularly in the fields of super-resolution optical microscopy and metamaterials. From this 
research, an optical microscope with the capabilities of a TIRF-SIM microscope was proposed 
and designed. Key to this design was the use of metamaterials to produce structured 
evanescent fields. These structured evanescent fields would allow for super-resolution 
imaging of the surfaces of samples, with the aim of applying the design to biomedical 
imaging. In order for this to be achieved, a metamaterial capable of producing sinusoidally 
structured illumination with multiple phases and orientations, resulting in at least nine 
sinusoidal masks, was required. 
A metamaterial design comprised of a thin gold film mounted on glass, with unit cells of two 
‘H’ shapes at ±45° to the normal cut out from the film, was developed. This metamaterial 
design was then simulated using CST MWS. These simulations demonstrated that the chosen 
metamaterial design was capable of producing sinusoidally structured illumination. In 
addition, by altering the polarisation of the incident light, it was possible to alter the phase 
of the structured illumination. Although, it was not possible in simulation to produce the 
desired changes to the orientation of the patterns, so only six patterns were produced by 
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the metamaterial design with a spatial wavelength of 600nm: three phases – 0, 2π/3, and 
4π/3, and two orientations – [0, 1] and [1, 0]. However, the structured illumination patterns 
produced by the metamaterial deviated from being the desired simple sinusoid. 
The next stage in this PhD was the development of a MATLAB algorithm for standard SIM 
image reconstruction, in order to be able to reconstruct the images produced by the 
proposed microscope. Then as a result of the atypical SIM masks produced in simulation, 
new approaches to SIM reconstruction were developed. These new approaches aimed to 
model the metamaterial patterns more closely than the sinusoid used in standard SIM, and 
thus improve the quality of image reconstruction by reducing artefacts and improving 
resolution enhancement in the final reconstructed image. Moreover, these new SIM image 
reconstruction methods aimed to provide resolution enhancement even with only six 
images, instead of the nine or more typically used in SIM. Two new image reconstruction 
approaches were created: Fourier Series SIM, which models the masks as a sum of sinusoids; 
and Sinusoid Product-based SIM, which models the masks as a product of sinusoids. The 
different SIM reconstruction methods were all mathematically robust, but proved 
unsuccessful when using the metamaterial masks; however clear resolution improvement 
was seen when using simulated approximations of the metamaterial masks.  
In addition to the work on image reconstruction, fabrication of prototypes of the chosen 
metamaterial design was being carried out. This fabrication work was done in collaboration 
with Dr Alex Robinson, School of Chemical Engineering, University of Birmingham, UK, and 
Dr Mark Rosamond and Professor Edmund Linfield of the School of Electronic and Electrical 
Engineering, University of Leeds, UK. A fabrication protocol was developed utilising the key 
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techniques of electron-beam lithography and etching to produce the metamaterial. 
However, although the 50nm feature size was achieved and the unit cell design was able to 
be patterned over 100×100µm areas, the patterning was very rough and adhesion problems 
meant that fabrication of the metamaterial was poor, as seen when imaged using SEM. Then 
samples of the metamaterial were tested using FTIR spectroscopy and the results compared 
to simulations from CST MWS. The FTIR spectra produced were very different from the 
spectra produced using CST MWS simulations. Furthermore, when tested using a non-
commercial optical setup similar to a brightfield microscope, there was negligible signal and 
high levels of noise. Consequently, the fabrication of the metamaterial was unsuccessful, 
both in terms of its visual appearance and in its functionality. 
Consequently, a new metamaterial design was then developed in collaboration with Qilong 
Tan of the South China Normal University, Guangzhou, China, as an alternative to the 
original ‘H’ shape based metamaterial design. This design was much simpler than the 
original, consisting of a substrate of silicon dioxide, with gold cuboids of varying sizes 
arranged in unit cells, each unit cell containing nine of the gold cuboids, on top of it. In 
simulation, this design was able to produce six structured illumination patterns, which again 
was fewer than ideally desired, with a spatial wavelength of 300nm and three phases (0, 
2π/3, and 4π/3) and two orientations ([0, 1] and [1, 0]). However, the structured illumination 
was not typically sinusoidal, deviating even more than for the masks produced by the 
original metamaterial design. These masks, produced by the alternative metamaterial 
design, were then used in the standard and the expanded SIM image reconstruction 
algorithms. The standard SIM reconstruction was unsuccessful when using these masks. 
Nevertheless, both the Fourier Series and the Sinusoid Product-based SIM reconstruction 
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methods were able to reconstruct successfully, with resolution improvement compared to 
the widefield image, but with artefacts. 
6.2 Key findings 
There were multiple findings from this research project that have been presented in this 
thesis. The first key finding was that the original ‘H’ shape based metamaterial design was 
unsuccessful, both in terms of fabrication and image reconstruction. The fabrication as 
imaged using SEM was flawed, and when tested using an optical setup and FTIR this was 
confirmed. Improving the fabrication methodology, by improving adhesion between the 
resist and the substrate or trying a different method such as focussed-ion beam lithography, 
could potentially improve this but was not possible within the scope of this PhD. Moreover, 
the masks produced by this metamaterial design in simulation using CST MWS were also 
unsuccessful, potentially due to their poor modulation depth.  
However, the alternative metamaterial design developed later was more promising, even 
though its structured illumination masks were very different to those of a standard sinusoid, 
and those produced in simulation by the original metamaterial design. This design was able 
to produce six masks (three phases produced by changing the incident wavelength, and two 
orientations produced by changing the incident polarisation), which was fewer than the nine 
or more desired but with potential to produce more. In addition, the metamaterial unit cell 
of gold cuboids on a silicon dioxide substrate is a much simpler design, and thus would be 
potentially less challenging to fabricate. Fabrication of this metamaterial to allow for 
experimental testing would be desirable, but was not possible within the time frame of this 
PhD. 
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The most important findings of this PhD were the multiple approaches to SIM image 
reconstruction that were developed in MATLAB. Firstly, a standard SIM image reconstruction 
algorithm was implemented. This was able to show resolution enhancement with simulated 
atypical patterns, even using only six masks. Therefore, not only could such masks be used to 
reduce the number needed for SIM image reconstruction, potentially reducing imaging time 
and complexity, and reconstruction time; but the use of simulated patterns produced in 
MATLAB means that SIM could potentially be implemented in post processing using a single 
microscopy image and simulated masks, without using an actual SIM microscope. This would 
rely on the PSF of the microscope used being fully characterised, and such a methodology 
would need extensive validation. 
Then novel SIM reconstruction methods were also developed. These methods used a new 
approach to SIM image reconstruction, by using different mathematical expressions (a sum 
of sinusoids and a product of sinusoids) to better model the metamaterial masks. These new 
methods were able to successfully reconstruct using the metamaterial masks from the 
alternative metamaterial design, when standard SIM was unsuccessful, meaning these new 
methods were required. With only six masks, distinct resolution improvement was seen 
although there were also image artefacts in the final reconstructed image. These novel 
methods could be further expanded to other atypical sets of SIM masks, or other 
mathematical expressions could also be implemented. 
6.3 Future work 
This thesis, as well as presenting novel results and techniques in the fields of optical 
microscopy and metamaterials, provides a foundation for future research. Directly building 
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upon this research, fabricating and testing the alternative metamaterial design would be the 
next step. Moreover, investigating if this metamaterial design has the capability to produce 
more than six masks, in order to be able to produce greater resolution enhancement and 
potentially reduce artefacts in the reconstructed image. Thus, if structured evanescent fields 
were produced, this metamaterial design could be implemented, as a metalens, in the 
original proposed super-resolution microscope design. Then its imaging capabilities could be 
evaluated, including determining any resolution improvement and suitability for biological 
samples, and then reconstructing super-resolution images. This image reconstruction could 
be done using the novel image reconstruction approaches discussed in Chapter 3. Another 
approach would be to try implementing Blind SIM image reconstruction, discussed in 
Chapter 1, using these metamaterial masks and comparing the results to those from the 
expanded SIM reconstruction methods. 
Furthermore, the Fourier SIM and Sinusoid Product-based SIM image reconstruction 
methods need to be used on more images, and a wide variety of images, to determine their 
validity. They could also be further adapted so that they could be applied to different 
atypical sets of structured illumination masks. In addition, the Fourier Series SIM image 
reconstruction method could be further expanded to more terms, and tested using either 
the alternative metamaterial masks, or other sets of masks. Other mathematical expressions 
for the metamaterial, or other, masks could also be investigated. All with the aim of 
improving SIM image reconstruction by better modelling the masks to enable better quality 
SIM image reconstructions, and by potentially reducing the number of masks required for 
super-resolution imaging, reducing imaging and image reconstruction time.  
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Appendices 
1) MATLAB code for reconstructing CST MWS data 
This script was used for importing data exported from CST MWS as a .txt file, processing the 
data from being electric field data to intensity, and then displaying it both as 2D intensity 
plots and 1D line plots. This was done in MATLAB R2012a. 
% Take E-field data from CST (as a txt file), look at the E-field at a 
% certain z, look at all x & y points along this plane (2D dataset), 
% reconstruct image here (treat end of volume as detector) 
  
% I = (c.n.e0/2)|E|^2 
% I = intensity, c = speed of light, n = refractive index, e0 = vacuum 
% permittivity, |E| = electric field complex amplitude 
  
clear all; 
close all; 
  
filename = 'filename.txt'; %remove titles (Non-numbers) 
no_rows = ;% no of lines in text file  
% in Notepad: Edit -> Go to -> choose line number > total number of lines 
 
fid = fopen(filename,'r'); 
  
for i=1:no_rows 
    file_data = str2num(fgetl(fid)); % read in info from file line by line 
    x_coord(i) = file_data(1); 
    y_coord(i) = file_data(2); 
    z_coord(i) = file_data(3); 
    Ex(i) = file_data(4); 
    Ey(i) = file_data(5); 
    Ez(i) = file_data(6); 
    Ex_im(i) = file_data(7); 
    Ey_im(i) = file_data(8); 
    Ez_im(i) = file_data(9); 
end 
 
% Now have all coordinate and E-field data from file 
% need to calculate amplitude of E at each point on z plane (detector) 
  
z_chosen = ; % chosen z coordinate to extract data for 
count = 0; 
for i=1:no_rows 
    if z_coord(i)==z_chosen 
        count=count+1; 
        Data_2D(count,1)= x_coord(i); 
        Data_2D(count,2)= y_coord(i); 
        Data_2D(count,3)= Ex(i); 
        Data_2D(count,4)= Ey(i); 
        Data_2D(count,5)= Ez(i); 
        Data_2D(count,6)= Ex_im(i); 
        Data_2D(count,7)= Ey_im(i); 
        Data_2D(count,8)= Ez_im(i); 
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    end 
end 
  
E_detected = zeros(count,3); 
for i=1:size(Data_2D,1) 
    E_detected(i,1) = Data_2D(i,1); % x coordinate 
    E_detected(i,2) = Data_2D(i,2); % y coordinate 
    E_detected(i,3) = 
((Data_2D(i,3)^2)+(Data_2D(i,6)^2)+(Data_2D(i,4)^2)+(Data_2D(i,7)^2)+ 
(Data_2D(i,5)^2)+(Data_2D(i,8)^2)); 
    % Ex^2 + Im(Ex)^2 + Ey^2 + Im(Ey)^2 + Ez^2 + Im(Ez)^2 
end 
  
c = 3e8; % speed of light 
n = 1; % refractive index 
e0 = 8.854e-12; % permittivity of free space/ electric constant 
constant = c*n*e0/2; 
  
Intensity(:,1) = E_detected(:,1); % x coordinate 
Intensity(:,2) = E_detected(:,2); % y coordinate 
Intensity(:,3) = constant*(E_detected(:,3)); % Intensity 
  
% if need to rescale data 
G = (Intensity(:,3)/max(Intensity(:,3))); 
G2 = G - round(min(G),1); 
Intensity_export = G2/max(G2); 
 
% Now plot data as image... 
figure; 
xval = unique(Intensity(:,1)); 
yval = unique(Intensity(:,2)); 
X = reshape(Intensity(:,3),numel(xval),numel(yval)); 
RX = reshape(Intensity(:,1),numel(xval),numel(yval)); % x coord list 
RY = reshape(Intensity(:,2),numel(xval),numel(yval)); % y coord list 
imagesc(Intensity(:,1),Intensity(:,2),X') 
axis equal 
xlabel('x');  
ylabel('y'); 
colorbar; 
  
% Find spatial wavelength(s)by looking at 1D line plots 
chosencoord = ;% chosen x or y coordinate 
figure,plot(RX(:,1),X(:,chosencoord)); % line plot in x 
xlabel('x');  
ylabel('Intensity'); 
figure,plot(real(fftshift(fft(X(:,chosencoord))))); % Fourier Transform of 
line plot in x 
  
figure,plot(RX(:,1),X(chosencoord,:)); % line plot in y 
xlabel('y');  
ylabel('Intensity'); 
figure,plot(real(fftshift(fft(X(chosencoord,:))))); Fourier Transform of 
line plot in y 
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2) MATLAB code for standard SIM image reconstruction using masks 
created in MATLAB 
This script was used for performing the standard SIM image reconstruction on a user 
imported image, using masks created within the MATLAB algorithm. This was done in 
MATLAB R2012a. 
close all; clear; 
% Scale image by factor n 
n= ; 
f = double(imresize(imread('image.tif'),n)); 
% or f = phantom(); 
figure('Name','Base Image'), imshow(f,[]); 
figure('Name','FFT Base Image'), imshow(log(abs(fftshift(fft2(f)))),[]); 
% Set the scale inverse to the magnification 
nmPerPx = ; 
x_px = size(f,2); 
y_px = size(f,1); 
  
% Image size in nm 
x_nm = x_px*nmPerPx; 
y_nm = y_px*nmPerPx; 
% Create image grid in nm 
[Xnm,Ynm] = meshgrid(nmPerPx*(0:x_px-1), nmPerPx*(0:y_px-1)); 
  
% Create the PSF, in nm 
wavelength = 500; 
NA = 1.49; 
[Xpsf,Ypsf] = meshgrid(-wavelength:nmPerPx:wavelength); 
create_psf =  
@(X,Y,wavelength,NA) exp(-(X.^2+Y.^2)/(2*(0.45*wavelength/(2*NA))^2)); 
psf = create_psf(Xpsf,Ypsf,wavelength,NA); 
figure('Name','PSF'), surf(Xpsf,Ypsf,psf); 
figure('Name','FFT PSF'), imshow(abs(fftshift(fft2(psf))),[]); 
  
% Plot widefield image and its FFT 
widefield = conv2(f,psf,'same'); 
figure('Name','Widefield Image'), imshow(widefield,[]); 
figure('Name','FFT Widefield Image'), 
imshow(log(abs(fftshift(fft2(widefield)))),[]); 
  
%% Create the patterns 
spatial_wavelength = ; 
phi = [0, 2*pi()/3, 4*pi()/3]; 
% Pattern orientations 
% Two Patterns 
% p = [1,0; 0,1]; 
% Three patterns 
p = [1,0; cos(pi()/3),sin(pi()/3); cos(2*pi()/3), sin(2*pi()/3)]; 
% Five patterns 
%p = [1,0; cos(pi()/5),sin(pi()/5); cos(2*pi()/5), sin(2*pi()/5); 
cos(3*pi()/5),sin(3*pi()/5); cos(4*pi()/5), sin(4*pi()/5)]; 
np = size(p,1); 
nphi = length(phi); 
spatial_freq = 2*pi()/spatial_wavelength; 
masks = cell(np,nphi); 
XY_vect = [reshape(Xnm,1,[]); reshape(Ynm,1,[])]; 
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for ii=1:np 
    for ij=1:nphi 
        masks{ii,ij} = 1+cos(spatial_freq*p(ii,:)*XY_vect+phi(ij)); 
        masks{ii,ij} = reshape(masks{ii,ij}, [x_px,y_px]); 
    end 
end 
figure('Name','Masks'); 
for ii=1:numel(masks) 
    subplot(np,nphi,ii); 
    imshow(masks{ii},[]); 
end 
  
%% Apply and display the patterns 
g = cell(size(masks)); 
figure('Name','Acquired Images'); 
for ii=1:numel(masks) 
    g{ii} = conv2(masks{ii}.*f,psf,'same'); 
    subplot(np,nphi,ii); 
    imshow(g{ii},[]); 
end 
  
%% Compute and display the FT of the images 
G = cell(size(masks)); 
figure('Name','FFT of acquired images'); 
for ii=1:numel(masks) 
    G{ii} = fftshift(fft2(g{ii})); 
    subplot(np,nphi,ii); 
    imshow(log(abs(G{ii})),[]); 
end 
  
%% Invert the phases 
C = cell(size(masks)); 
for ii=1:np 
    C{ii,1} = G{ii,1} + G{ii,2} + G{ii,3}; 
    C{ii,2} = G{ii,1} + exp(1i*phi(2))*G{ii,2} + exp(1i*phi(3))*G{ii,3}; 
    C{ii,3} = G{ii,1} + exp(-1i*phi(2))*G{ii,2} + exp(-1i*phi(3))*G{ii,3}; 
end 
 
figure('Name','Separated components'); 
for ii=1:numel(C) 
    subplot(np,nphi,ii); 
    imshow(log(abs(C{ii})),[]); 
end 
  
%% Shift the components 
% Do this in real space 
CS = cell(size(C)); 
otfk = cell(size(C)); 
otf = create_psf(Xnm-mean(Xnm(1,:)),Ynm-mean(Ynm(:,1)),wavelength,NA 
for ii=1:np 
    K = reshape(spatial_freq*p(ii,:)*XY_vect, [x_px,y_px]); 
    CS{ii,1} = C{ii,1}; 
    CS{ii,2} = fftshift(fft2(exp(-1i*K).*ifft2(fftshift(C{ii,2})))); 
    CS{ii,3} = fftshift(fft2(exp(1i*K).*ifft2(fftshift(C{ii,3})))); 
    otfk{ii,1} = fftshift(fft2(otf)); 
    otfk{ii,2} = fftshift(fft2(exp(-1i*K).*otf)); 
    otfk{ii,3} = fftshift(fft2(exp(1i*K).*otf)); 
end 
264 
 
 
figure('Name','Shifted, separated components'); 
for ii=1:numel(CS) 
    subplot(np,nphi,ii); 
    imshow(log(abs(CS{ii})),[]); 
end 
 
figure('Name','Shifted OTFs'); 
for ii=1:numel(CS) 
    subplot(np,nphi,ii); 
    imshow((abs(otfk{ii})),[]); 
end 
  
%% Apply the Wiener Filter 
num = 0; 
denom = 0; 
w = ; % noise factor 
figure('Name','Components of Wiener Filter'); 
for ii=1:numel(CS) 
    subplot(np,nphi,ii); 
    imshow(log(abs(conj(otfk{ii}).*CS{ii})),[]); 
    num = num + conj(otfk{ii}).*CS{ii}; 
    denom = denom + abs(otfk{ii}).^2 +w; 
end 
 
Sk = num./denom; 
figure('Name','FFT Reconstructed image'), imshow(log(abs(Sk)),[]); 
 
newotf = create_psf(Xpsf,Ypsf,wavelength/2,NA); 
% Choose wavelength/$ for resolution improvement of factor of $ 
newotf_k = fftshift(fft2(newotf)); 
S = abs(fftshift(ifft2((Sk)))); 
figure('Name','Reconstructed image'), imshow(conv2(S,newotf,'same'),[]); 
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3) MATLAB code for standard SIM image reconstruction using imported 
masks  
This script was used for performing the standard SIM image reconstruction on a user 
imported image, using masks imported by the user. This was done in MATLAB R2012a. 
close all; clear;  
% Scale image by factor n 
no_rowsh = ; % no of rows in masks .txt files 
image_size= ; % size of image used as sample 
n=no_rowsh/image_size; 
  
f = double(imresize(imread('image.tif'),n)); 
% or f = phantom(); 
figure('Name','Base Image'), imshow(f,[]); 
figure('Name','FFT Base Image'), imshow(log(abs(fftshift(fft2(f)))),[]); 
% Set the scale inverse to the magnification 
nmPerPx =; 
x_px = size(f,2); 
y_px = size(f,1); 
  
% Image size in nm 
x_nm = x_px*nmPerPx; 
y_nm = y_px*nmPerPx; 
% Create image grid in nm 
[Xnm,Ynm] = meshgrid(nmPerPx*(0:x_px-1), nmPerPx*(0:y_px-1)); 
  
% Create the PSF, in nm 
wavelength = 500; 
NA = 1.49; 
[Xpsf,Ypsf] = meshgrid(-wavelength:nmPerPx:wavelength); 
create_psf = @(X,Y,wavelength,NA) exp(-
(X.^2+Y.^2)/(2*(0.45*wavelength/(2*NA))^2)); 
psf = create_psf(Xpsf,Ypsf,wavelength,NA); 
figure('Name','PSF'), surf(Xpsf,Ypsf,psf); 
figure('Name','FFT PSF'), imshow(abs(fftshift(fft2(psf))),[]); 
  
% Plot widefield image and its FFT 
widefield = conv2(f,psf,'same'); 
figure('Name','Widefield Image'), imshow(widefield,[]); 
figure('Name','FFT Widefield Image'), 
imshow(log(abs(fftshift(fft2(widefield)))),[]); 
  
%% Create the patterns 
spatial_wavelength = ; 
phi = [0, 2*pi()/3, 4*pi()/3]; 
% Two Patterns 
p = [1,0; 0,1]; 
% Three patterns 
%p = [1,0; cos(pi()/3),sin(pi()/3); cos(2*pi()/3), sin(2*pi()/3)]; 
% Five patterns 
%p = [1,0; cos(pi()/5),sin(pi()/5); cos(2*pi()/5), sin(2*pi()/5); 
cos(3*pi()/5),sin(3*pi()/5); cos(4*pi()/5), sin(4*pi()/5)]; 
np = size(p,1); 
nphi = length(phi); 
spatial_freq = 2*pi()/spatial_wavelength; 
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masks = cell(np,nphi); 
XY_vect = [reshape(Xnm,1,[]); reshape(Ynm,1,[])]; 
 
%Create strings of filenames 
file_no = ['678'; '712'; '792']; 
file_no = cellstr(file_no); 
XorY = ['-x';'-y']; 
XorY = cellstr(XorY); 
filestr1 = 'E-'; 
filestr2 = '.txt'; 
  
for k = 1:np 
    for j=1:nphi 
        filenames{k,j} = [filestr1 file_no{j} XorY{k} filestr2]; 
    end 
end 
  
for ii = 1:np 
    for ij=1:nphi 
        fid = fopen(filenames{ii,ij},'r'); 
        for ik=1:no_rowsh 
            file_data = str2num(fgetl(fid));  
% read in info from file line by line 
            imageh(ik,:) = file_data(:); 
        end 
        fclose(fid); 
         
        masks{ii,ij} = flipud(imageh);  
  %Images of illumination.*sample (m.*f) 
    end 
end 
figure('Name','Masks'); 
for ii=1:numel(masks) 
    subplot(np,nphi,ii); 
    imshow(masks{ii},[]); 
end 
  
%% Apply and display the patterns 
g = cell(size(masks)); 
figure('Name','Acquired Images'); 
for ii=1:numel(masks) 
    g{ii} = conv2(masks{ii}.*f,psf,'same'); 
    subplot(np,nphi,ii); 
    imshow(g{ii},[]); 
end 
  
%% Compute and display the FT of the images 
G = cell(size(masks)); 
figure('Name','FFT of acquired images'); 
for ii=1:numel(masks) 
    G{ii} = fftshift(fft2(g{ii})); 
    subplot(np,nphi,ii); 
    imshow(log(abs(G{ii})),[]); 
end 
  
%% Invert the phases 
C = cell(size(masks)); 
for ii=1:np 
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    C{ii,1} = G{ii,1} + G{ii,2} + G{ii,3}; 
    C{ii,2} = G{ii,1} + exp(-1i*phi(2))*G{ii,2} + exp(-1i*phi(3))*G{ii,3}; 
    C{ii,3} = G{ii,1} + exp(1i*phi(2))*G{ii,2} + exp(1i*phi(3))*G{ii,3}; 
end 
 
figure('Name','Separated components'); 
for ii=1:numel(C) 
    subplot(np,nphi,ii); 
    imshow(log(abs(C{ii})),[]); 
end 
  
%% Shift the components 
% Do this in real space 
CS = cell(size(C)); 
otfk = cell(size(C)); 
otf = create_psf(Xnm-mean(Xnm(1,:)),Ynm-mean(Ynm(:,1)),wavelength,NA); 
for ii=1:np 
    K = reshape(spatial_freq*p(ii,:)*XY_vect, [x_px,y_px]); 
    CS{ii,1} = C{ii,1}; 
    CS{ii,2} = fftshift(fft2(exp(-1i*K).*ifft2(fftshift(C{ii,2})))); 
    CS{ii,3} = fftshift(fft2(exp(1i*K).*ifft2(fftshift(C{ii,3})))); 
    otfk{ii,1} = fftshift(fft2(otf)); 
    otfk{ii,2} = fftshift(fft2(exp(-1i*K).*otf)); 
    otfk{ii,3} = fftshift(fft2(exp(1i*K).*otf)); 
end 
 
figure('Name','Shifted, separated components'); 
for ii=1:numel(CS) 
    subplot(np,nphi,ii); 
    imshow(log(abs(CS{ii})),[]); 
end 
 
figure('Name','Shifted OTFs'); 
for ii=1:numel(CS) 
    subplot(np,nphi,ii); 
    imshow((abs(otfk{ii})),[]); 
end 
  
%% Apply the Wiener Filter 
num = 0; 
denom = 0; 
w = ; % noise factor 
figure('Name','Components of Wiener Filter'); 
for ii=1:numel(CS) 
    subplot(np,nphi,ii); 
    imshow(log(abs(conj(otfk{ii}).*CS{ii})),[]); 
    num = num + conj(otfk{ii}).*CS{ii}; 
    denom = denom + abs(otfk{ii}).^2 +w; 
end 
 
Sk = num./denom; 
figure('Name','FFT Reconstructed image'), imshow(log(abs(Sk)),[]); 
 
newotf = create_psf(Xpsf,Ypsf,wavelength/2,NA); 
% Choose wavelength/$ for resolution improvement of factor of $ 
newotf_k = fftshift(fft2(newotf)); 
S = abs(fftshift(ifft2((Sk)))); 
figure('Name','Reconstructed image'), imshow(conv2(S,newotf,'same'),[]);  
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4) MATLAB code for Fourier Series SIM image reconstruction using masks 
created in MATLAB 
This script was used for performing the Fourier Series SIM image reconstruction on a user 
imported image, using masks created within the MATLAB algorithm. This was done in 
MATLAB R2012a. 
close all; clear;  
% Scale image by factor n 
no_rows = ; % no of rows in masks .txt files 
image_size= ; % size of image used as sample 
n=no_rowsh/image_size; 
  
f = double(imresize(imread('image.tif'),n)); 
% or f = phantom(); 
figure('Name','Base Image'), imshow(f,[]); 
figure('Name','FFT Base Image'), imshow(log(abs(fftshift(fft2(f)))),[]); 
% Set the scale inverse to the magnification 
nmPerPx = ; 
x_px = size(f,2); 
y_px = size(f,1); 
  
% Image size in nm 
x_nm = x_px*nmPerPx; 
y_nm = y_px*nmPerPx; 
% Create image grid in nm 
[Xnm,Ynm] = meshgrid(nmPerPx*(0:x_px-1), nmPerPx*(0:y_px-1)); 
  
% Create the PSF, in nm 
wavelength = 500; 
NA = 1.49; 
[Xpsf,Ypsf] = meshgrid(-wavelength:nmPerPx:wavelength); 
create_psf = @(X,Y,wavelength,NA) exp(-
(X.^2+Y.^2)/(2*(0.45*wavelength/(2*NA))^2)); 
psf = create_psf(Xpsf,Ypsf,wavelength,NA); 
figure('Name','PSF'), surf(Xpsf,Ypsf,psf); 
figure('Name','FFT PSF'), imshow(abs(fftshift(fft2(psf))),[]); 
  
% Plot widefield image and its FFT 
widefield = conv2(f,psf,'same'); 
figure('Name','Widefield Image'), imshow(widefield,[]); 
figure('Name','FFT Widefield Image'), 
imshow(log(abs(fftshift(fft2(widefield)))),[]); 
  
%% Create the patterns 
N=2; % number of terms in Fourier Series 
spatial_wavelength1 = ;% nm, period of 'stripes' in metamaterial pattern, 
needs to scale with nmPerPx 
spatial_wavelength2 = spatial_wavelength1/$;% nm, period of 'blobs' within 
each 'stripe' in metamaterial pattern, choose $ 
spatial_freq1 = 2*pi()/spatial_wavelength1; 
spatial_freq2 = 2*pi()/spatial_wavelength2; 
  
phi = [0, 2*pi()/3, 4*pi()/3]; 
theta = zeros(size(phi)); 
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a = spatial_freq1; 
b = spatial_freq2; 
  
R = [0 -1; 1 0]; % rotation matrix 
Per{1,1} = a; 
Per{2,1} = b*R; 
  
% pattern orientations 
% Two patterns 
p = [1,0; 0,1]; 
% Three patterns 
%p = [1,0; cos(pi()/3),sin(pi()/3); cos(2*pi()/3), sin(2*pi()/3)]; 
% Five patterns 
%p = [1,0; cos(pi()/5),sin(pi()/5); cos(2*pi()/5), sin(2*pi()/5); 
cos(3*pi()/5),sin(3*pi()/5); cos(4*pi()/5), sin(4*pi()/5)]; 
np = size(p,1); 
nphi = length(phi); 
  
Phases = cell(N,1); % all the phases used in the Fourier expansion 
Phases{1,1} = phi; 
Phases{2,1} = theta; 
  
c = phi + 2*(N-1); % number of c's and thus CS's for each p 
  
masks = cell(np,nphi); 
XY_vect = [reshape(Xnm,1,[]); reshape(Ynm,1,[])]; 
  
for ii=1:np 
    for ij=1:nphi 
            Per_P{1} = (Per{1,1}*p(ii,:)'); 
            Per_P{2} = (Per{2,1}*p(ii,:)'); 
            masks{ii,ij} = 1 + 
(cos((Per_P{1}(1)*Xnm+Per_P{1}(2)*Ynm)+Phases{1,1}(ij)))... 
                + (cos((Per_P{2}(1)*Xnm+Per_P{2}(2)*Ynm)+Phases{2,1}(ij))); 
    end 
end 
  
  
figure('Name','Masks'); 
for ii=1:numel(masks) 
    subplot(np,nphi,ii); 
    imshow(masks{ii},[]); 
end 
  
%% Apply and display the patterns 
g = cell(size(masks)); 
figure('Name','Acquired Images'); 
for ii=1:numel(masks) 
    g{ii} = conv2(masks{ii}.*f,psf,'same'); 
    subplot(np,nphi,ii); 
    imshow(g{ii},[]); 
end 
  
%% Compute and display the FT of the images 
G = cell(size(masks)); 
figure('Name','FFT of acquired images'); 
for ii=1:numel(masks) 
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    G{ii} = fftshift(fft2(g{ii})); 
    subplot(np,nphi,ii); 
    imshow(log(abs(G{ii})),[]); 
end 
  
%% Invert the phases 
% Different in expanded SIM compared to standard SIM 
C = cell(np,nphi+2); 
for ii=1:np 
    C{ii,1} = G{ii,1} + G{ii,2} + G{ii,3}; 
    C{ii,2} = exp(-1i*(phi(1)))*G{ii,1} + exp(-1i*(phi(2)))*G{ii,2}+ ... 
        exp(-1i*(phi(3)))*G{ii,3}; 
    C{ii,3} = exp(1i*(phi(1)))*G{ii,1} + exp(1i*(phi(2)))*G{ii,2}+ ... 
        exp(1i*(phi(3)))*G{ii,3}; 
    C{ii,4} = exp(-1i*(theta(1)))*G{ii,1} + exp(-1i*(theta(2)))*G{ii,2}+ 
... exp(-1i*(theta(3)))*G{ii,3}; 
    C{ii,5} = exp(1i*(theta(1)))*G{ii,1} + exp(1i*(theta(2)))*G{ii,2}+ ... 
        exp(1i*(theta(3)))*G{ii,3}; 
end 
 
figure('Name','Separated components'); 
for ii=1:numel(C) 
    subplot(np,nphi+2,ii); 
    imshow(log(abs(C{ii})),[]); 
end 
  
%% Shift the components 
% Do this in real space 
% Different in expanded SIM compared to standard SIM 
CS = cell(size(masks)); 
otfk = cell(size(masks)); 
otf = create_psf(Xnm-mean(Xnm(1,:)),Ynm-mean(Ynm(:,1)),wavelength,NA); 
  
for ii=1:np 
    Per_P{1} = (Per{1,1}*p(ii,:)'); 
    Per_P{2} = (Per{2,1}*p(ii,:)'); 
    K1 = (Per_P{1}(1)*Xnm+Per_P{1}(2)*Ynm); 
    K2 = (Per_P{2}(1)*Xnm+Per_P{2}(2)*Ynm); 
    CS{ii,1} = C{ii,1}; 
    CS{ii,2} = fftshift(fft2(exp(-1i*(K1+K2)).*ifft2(fftshift(C{ii,2})))); 
    CS{ii,3} = fftshift(fft2(exp(1i*(K1+K2)).*ifft2(fftshift(C{ii,3})))); 
    otfk{ii,1} = fftshift(fft2(otf)); 
    otfk{ii,2} = fftshift(fft2(exp(-1i*(K1+K2)).*otf)); 
    otfk{ii,3} = fftshift(fft2(exp(1i*(K1+K2)).*otf)); 
end 
 
figure('Name','Shifted, separated components'); 
for ii=1:numel(CS) 
    subplot(np,nphi,ii); 
    imshow(log(abs(CS{ii})),[]); 
end 
 
figure('Name','Shifted OTFs'); 
for ii=1:numel(CS) 
    subplot(np,nphi,ii); 
    imshow((abs(otfk{ii})),[]); 
end 
  
271 
 
 
%% Apply the Wiener Filter 
num = 0; 
denom = 0; 
w = ; % noise factor 
figure('Name','Components of Wiener Filter'); 
for ii=1:numel(CS) 
    subplot(np,nphi,ii); 
    imshow(log(abs(conj(otfk{ii}).*CS{ii})),[]); 
    % complex conjugate very important 
    num = num + conj(otfk{ii}).*CS{ii}; 
    denom = denom + abs(otfk{ii}).^2 +w; 
end 
 
Sk = num./denom; 
figure('Name','FFT Reconstructed image'), imshow(log(abs(Sk)),[]); 
 
newotf = create_psf(Xpsf,Ypsf,wavelength/2,NA); 
% Choose wavelength/$ for resolution improvement of factor of $ 
newotf_k = fftshift(fft2(newotf)); 
S = abs(fftshift(ifft2((Sk)))); 
figure('Name','Reconstructed image'), imshow(conv2(S,newotf,'same'),[]); 
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5) MATLAB code for Fourier Series SIM image reconstruction using 
imported masks  
This script was used for performing the Fourier Series SIM image reconstruction on a user 
imported image, using masks imported by the user. This was done in MATLAB R2012a. 
close all; clear;  
% Scale image by factor n 
no_rowsh = ; % no of rows in masks .txt files 
image_size= ; % size of image used as sample 
n=no_rowsh/image_size; 
  
f = double(imresize(imread('image.tif'),n)); 
% or f = phantom(); 
figure('Name','Base Image'), imshow(f,[]); 
figure('Name','FFT Base Image'), imshow(log(abs(fftshift(fft2(f)))),[]); 
% Set the scale inverse to the magnification 
nmPerPx = ; 
x_px = size(f,2); 
y_px = size(f,1); 
  
% Image size in nm 
x_nm = x_px*nmPerPx; 
y_nm = y_px*nmPerPx; 
% Create image grid in nm 
[Xnm,Ynm] = meshgrid(nmPerPx*(0:x_px-1), nmPerPx*(0:y_px-1)); 
  
% Create the PSF, in nm 
wavelength = 500; 
NA = 1.49; 
[Xpsf,Ypsf] = meshgrid(-wavelength:nmPerPx:wavelength); 
create_psf = @(X,Y,wavelength,NA) exp(-
(X.^2+Y.^2)/(2*(0.45*wavelength/(2*NA))^2)); 
psf = create_psf(Xpsf,Ypsf,wavelength,NA); 
figure('Name','PSF'), surf(Xpsf,Ypsf,psf); 
figure('Name','FFT PSF'), imshow(abs(fftshift(fft2(psf))),[]); 
  
% Plot widefield image and its FFT 
widefield = conv2(f,psf,'same'); 
figure('Name','Widefield Image'), imshow(widefield,[]); 
figure('Name','FFT Widefield Image'), 
imshow(log(abs(fftshift(fft2(widefield)))),[]); 
  
%% Create the patterns 
N=2; % number of terms in Fourier Series 
spatial_wavelength1 = ;% nm, period of 'stripes' in metamaterial pattern, 
needs to scale with nmPerPx 
spatial_wavelength2 = spatial_wavelength1/$;% nm, period of 'blobs' within 
each 'stripe' in metamaterial pattern, choose $ 
spatial_freq1 = 2*pi()/spatial_wavelength1; 
spatial_freq2 = 2*pi()/spatial_wavelength2; 
  
phi = [0, 2*pi()/3, 4*pi()/3]; 
theta = zeros(size(phi)); 
  
a = spatial_freq1; 
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b = spatial_freq2; 
  
R = [0 -1; 1 0]; % rotation matrix 
Per{1,1} = a; 
Per{2,1} = b*R; 
  
% pattern orientations 
% Two patterns 
p = [1,0; 0,1]; 
% Three patterns 
%p = [1,0; cos(pi()/3),sin(pi()/3); cos(2*pi()/3), sin(2*pi()/3)]; 
% Five patterns 
%p = [1,0; cos(pi()/5),sin(pi()/5); cos(2*pi()/5), sin(2*pi()/5); 
cos(3*pi()/5),sin(3*pi()/5); cos(4*pi()/5), sin(4*pi()/5)]; 
np = size(p,1); 
nphi = length(phi); 
  
Phases = cell(N,1); % all the phases used in the Fourier expansion 
Phases{1,1} = phi; 
Phases{2,1} = theta; 
  
c = phi + 2*(N-1); % number of c's and thus CS's for each p 
  
masks = cell(np,nphi); 
XY_vect = [reshape(Xnm,1,[]); reshape(Ynm,1,[])]; 
 
%Create strings of filenames  
file_no = ['678'; '712'; '792']; 
file_no = cellstr(file_no); 
XorY = ['-x';'-y']; 
XorY = cellstr(XorY); 
filestr1 = 'E_'; 
filestr2 = '.txt'; 
  
for k = 1:np 
    for j=1:nphi 
        filenames{k,j} = [filestr1 file_no{j} XorY{k} filestr2]; 
    end 
end 
  
for ii = 1:np 
    for ij=1:nphi 
        fid = fopen(filenames{ii,ij},'r'); 
        for ik=1:no_rowsh 
            file_data = str2num(fgetl(fid));  
% read in info from file line by line 
            imageh(ik,:) = file_data(:); 
        end 
        fclose(fid); 
         
        masks{ii,ij} = flipud(imageh);  
  %Images of illumination.*sample (m.*f) 
    end 
end 
  
figure('Name','Masks'); 
for ii=1:numel(masks) 
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    subplot(np,nphi,ii); 
    imshow(masks{ii},[]); 
end 
  
%% Apply and display the patterns 
g = cell(size(masks)); 
figure('Name','Acquired Images'); 
for ii=1:numel(masks) 
    g{ii} = conv2(masks{ii}.*f,psf,'same'); 
    subplot(np,nphi,ii); 
    imshow(g{ii},[]); 
end 
  
%% Compute and display the FT of the images 
G = cell(size(masks)); 
figure('Name','FFT of acquired images'); 
for ii=1:numel(masks) 
    G{ii} = fftshift(fft2(g{ii})); 
    subplot(np,nphi,ii); 
    imshow(log(abs(G{ii})),[]); 
end 
  
%% Invert the phases 
% Different in expanded SIM compared to standard SIM 
C = cell(np,nphi+2); 
for ii=1:np 
    C{ii,1} = G{ii,1} + G{ii,2} + G{ii,3}; 
    C{ii,2} = exp(-1i*(phi(1)))*G{ii,1} + exp(-1i*(phi(2)))*G{ii,2}+ ... 
        exp(-1i*(phi(3)))*G{ii,3}; 
    C{ii,3} = exp(1i*(phi(1)))*G{ii,1} + exp(1i*(phi(2)))*G{ii,2}+ ... 
        exp(1i*(phi(3)))*G{ii,3}; 
    C{ii,4} = exp(-1i*(theta(1)))*G{ii,1} + exp(-1i*(theta(2)))*G{ii,2}+   
... exp(-1i*(theta(3)))*G{ii,3}; 
    C{ii,5} = exp(1i*(theta(1)))*G{ii,1} + exp(1i*(theta(2)))*G{ii,2}+ ... 
        exp(1i*(theta(3)))*G{ii,3}; 
end 
 
figure('Name','Separated components'); 
for ii=1:numel(C) 
    subplot(np,nphi+2,ii); 
    imshow(log(abs(C{ii})),[]); 
end 
  
%% Shift the components 
% Do this in real space 
% Different in expanded SIM compared to standard SIM 
CS = cell(size(masks)); 
otfk = cell(size(masks)); 
otf = create_psf(Xnm-mean(Xnm(1,:)),Ynm-mean(Ynm(:,1)),wavelength,NA); 
  
for ii=1:np 
    Per_P{1} = (Per{1,1}*p(ii,:)'); 
    Per_P{2} = (Per{2,1}*p(ii,:)'); 
    K1 = (Per_P{1}(1)*Xnm+Per_P{1}(2)*Ynm); 
    K2 = (Per_P{2}(1)*Xnm+Per_P{2}(2)*Ynm); 
    % Using 3 CS's see maths  
    CS{ii,1} = C{ii,1}; 
    CS{ii,2} = fftshift(fft2(exp(-1i*(K1+K2)).*ifft2(fftshift(C{ii,2})))); 
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    CS{ii,3} = fftshift(fft2(exp(1i*(K1+K2)).*ifft2(fftshift(C{ii,3})))); 
    otfk{ii,1} = fftshift(fft2(otf)); 
    otfk{ii,2} = fftshift(fft2(exp(-1i*(K1+K2)).*otf)); 
    otfk{ii,3} = fftshift(fft2(exp(1i*(K1+K2)).*otf)); 
end 
 
figure('Name','Shifted, separated components'); 
for ii=1:numel(CS) 
    subplot(np,nphi,ii); 
    imshow(log(abs(CS{ii})),[]); 
end 
 
figure('Name','Shifted OTFs'); 
for ii=1:numel(CS) 
    subplot(np,nphi,ii); 
    imshow((abs(otfk{ii})),[]); 
end 
  
%% Apply the Wiener Filter 
num = 0; 
denom = 0; 
w = ; % noise factor 
figure('Name','Components of Wiener Filter'); 
for ii=1:numel(CS) 
    subplot(np,nphi,ii); 
    imshow(log(abs(conj(otfk{ii}).*CS{ii})),[]); 
    % complex conjugate very important 
    num = num + conj(otfk{ii}).*CS{ii}; 
    denom = denom + abs(otfk{ii}).^2 +w; 
end 
 
Sk = num./denom; 
figure('Name','FFT Reconstructed image'), imshow(log(abs(Sk)),[]); 
 
newotf = create_psf(Xpsf,Ypsf,wavelength/2,NA); 
% Choose wavelength/$ for resolution improvement of factor of $ 
newotf_k = fftshift(fft2(newotf)); 
S = abs(fftshift(ifft2((Sk)))); 
figure('Name','Reconstructed image'), imshow(conv2(S,newotf,'same'),[]); 
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6) MATLAB code for Sinusoid Product-based SIM image reconstruction 
using masks created in MATLAB 
This script was used for performing the Sinusoid Product-based SIM image reconstruction on 
a user imported image, using masks created within the MATLAB algorithm. This was done in 
MATLAB R2012a. 
close all; clear;  
% Scale image by factor n 
no_rows = ; % no of rows in masks .txt files 
image_size= ; % size of image used as sample 
n=no_rowsh/image_size; 
  
f = double(imresize(imread('image.tif'),n)); 
% or f = phantom(); 
figure('Name','Base Image'), imshow(f,[]); 
figure('Name','FFT Base Image'), imshow(log(abs(fftshift(fft2(f)))),[]); 
% Set the scale inverse to the magnification 
nmPerPx = ; 
x_px = size(f,2); 
y_px = size(f,1); 
  
% Image size in nm 
x_nm = x_px*nmPerPx; 
y_nm = y_px*nmPerPx; 
% Create image grid in nm 
[Xnm,Ynm] = meshgrid(nmPerPx*(0:x_px-1), nmPerPx*(0:y_px-1)); 
  
% Create the PSF, in nm 
wavelength = 500; 
NA = 1.49; 
[Xpsf,Ypsf] = meshgrid(-wavelength:nmPerPx:wavelength); 
create_psf = @(X,Y,wavelength,NA) exp(-
(X.^2+Y.^2)/(2*(0.45*wavelength/(2*NA))^2)); 
psf = create_psf(Xpsf,Ypsf,wavelength,NA); 
figure('Name','PSF'), surf(Xpsf,Ypsf,psf); 
figure('Name','FFT PSF'), imshow(abs(fftshift(fft2(psf))),[]); 
  
% Plot widefield image and its FFT 
widefield = conv2(f,psf,'same'); 
figure('Name','Widefield Image'), imshow(widefield,[]); 
figure('Name','FFT Widefield Image'), 
imshow(log(abs(fftshift(fft2(widefield)))),[]); 
  
%% Create the patterns 
spatial_wavelength1 = ;% nm, period of 'stripes' in metamaterial pattern, 
needs to scale with nmPerPx 
spatial_wavelength2 = spatial_wavelength1/$;% nm, period of 'blobs' within 
each 'stripe' in metamaterial pattern, choose $ 
spatial_freq1 = 2*pi()/spatial_wavelength1; 
spatial_freq2 = 2*pi()/spatial_wavelength2; 
  
phi = [0, 2*pi()/3, 4*pi()/3]; 
  
a = spatial_freq1; 
b = spatial_freq2; 
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period_x{1} = a; 
period_x{2} = b; 
period_y{1} = b; 
period_y{2} = a; 
  
% pattern orientations to create chequerboard of peaks 
p1 = [1,1]; 
p2 = [1,-1]; 
p_orthog = dot(p1,p2); % check orthogonality, should be 0 
% p_angles = [0, pi()/3, 2*pi()/3]; % three orientations 
p_angles = [0, pi()/2]; % two orientations 
  
  
np = length(p_angles); 
nphi = length(phi); 
  
p = [0.5*[a,b].*(p1-p2); 0.5*[b,a].*(p1+p2)]; % basic orientation [1,0] 
 R = @(t) [cos(t),-sin(t);sin(t),cos(t)]; % rotation matrix 
  
  
phi_x{1} = zeros(1,nphi); % x poln P 
phi_x{2} = phi; % y poln P 
phi_y{1} = phi; % x poln P 
phi_y{2} = zeros(1,nphi); % y poln P 
  
masks = cell(np,nphi); 
XY_vect = [reshape(Xnm,1,[]); reshape(Ynm,1,[])]; 
for ii=1:np 
    for ij=1:nphi 
        masks{ii,ij} = 
1+(cos((R(p_angles(ii))*([a,b].*p1)')'*XY_vect).*cos((R(p_angles(ii))*([a,b
].*p2)')'*XY_vect+phi(ij))); 
        masks{ii,ij} = reshape(masks{ii,ij}, [x_px,y_px]); 
    end 
end 
  
figure('Name','Masks'); 
for ii=1:numel(masks) 
    subplot(np,nphi,ii); 
    imshow(masks{ii},[]); 
end 
 
%% Apply and display the patterns 
g = cell(size(masks)); 
figure('Name','Acquired Images'); 
for ii=1:numel(masks) 
    g{ii} = conv2(masks{ii}.*f,psf,'same'); 
    subplot(np,nphi,ii); 
    imshow(g{ii},[]); 
end 
  
%% Compute and display the FT of the images 
G = cell(size(masks)); 
figure('Name','FFT of acquired images'); 
for ii=1:numel(masks) 
    G{ii} = fftshift(fft2(g{ii})); 
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    subplot(np,nphi,ii); 
    imshow(log(abs(G{ii})),[]); 
end 
  
%% Invert the phases 
% Different in expanded SIM compared to standard SIM 
C = cell(np,nphi+2); 
for ii=1:np 
    C{ii,1} = G{ii,1} + G{ii,2} + G{ii,3}; 
    C{ii,2} = exp(-1i*(phi_x{ii}(1)-phi_y{ii}(1)))*G{ii,1}+ ... 
        exp(-1i*(phi_x{ii}(2)-phi_y{ii}(2)))*G{ii,2}+ ... 
        exp(-1i*(phi_x{ii}(3)-phi_y{ii}(3)))*G{ii,3} ; 
    C{ii,3} = exp(1i*(phi_x{ii}(1)-phi_y{ii}(1)))*G{ii,1}+ ... 
        exp(1i*(phi_x{ii}(2)-phi_y{ii}(2)))*G{ii,2}+ ... 
        exp(1i*(phi_x{ii}(3)-phi_y{ii}(3)))*G{ii,3} ; 
    C{ii,4} = exp(-1i*(phi_x{ii}(1)+phi_y{ii}(1)))*G{ii,1}+ ... 
        exp(-1i*(phi_x{ii}(2)+phi_y{ii}(2)))*G{ii,2}+ ... 
        exp(-1i*(phi_x{ii}(3)+phi_y{ii}(3)))*G{ii,3} ; 
    C{ii,5} = exp(1i*(phi_x{ii}(1)+phi_y{ii}(1)))*G{ii,1}+ ... 
        exp(1i*(phi_x{ii}(2)+phi_y{ii}(2)))*G{ii,2}+ ... 
        exp(1i*(phi_x{ii}(3)+phi_y{ii}(3)))*G{ii,3} ; 
end 
 
figure('Name','Separated components'); 
for ii=1:numel(C) 
    subplot(np,nphi+2,ii); 
    imshow(log(abs(C{ii})),[]); 
end 
  
%% Shift the components 
% Do this in real space 
% Different in expanded SIM compared to standard SIM 
CS = cell(size(masks)); 
otfk = cell(size(masks)); 
otf = create_psf(Xnm-mean(Xnm(1,:)),Ynm-mean(Ynm(:,1)),wavelength,NA); 
for ii=1:np 
    K = reshape(p(ii,:)*XY_vect, [x_px,y_px]); 
    % Using 3 CS's see maths  
    CS{ii,1} = C{ii,1}; 
    CS{ii,2} = fftshift(fft2(exp(-1i*K).*ifft2(fftshift(C{ii,2})))); 
    CS{ii,3} = fftshift(fft2(exp(1i*K).*ifft2(fftshift(C{ii,3})))); 
  
    otfk{ii,1} = fftshift(fft2(otf)); 
    otfk{ii,2} = fftshift(fft2(exp(-1i*K).*otf)); 
    otfk{ii,3} = fftshift(fft2(exp(1i*K).*otf)); 
end 
 
figure('Name','Shifted, separated components'); 
for ii=1:numel(CS) 
    subplot(np,nphi,ii); 
    imshow(log(abs(CS{ii})),[]); 
end 
 
figure('Name','Shifted OTFs'); 
for ii=1:numel(CS) 
    subplot(np,nphi,ii); 
    imshow((abs(otfk{ii})),[]); 
end 
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%% Apply the Wiener Filter 
num = 0; 
denom = 0; 
w = ; % noise factor 
figure('Name','Components of Wiener Filter'); 
for ii=1:numel(CS) 
    subplot(np,nphi,ii); 
    imshow(log(abs(conj(otfk{ii}).*CS{ii})),[]); 
    num = num + conj(otfk{ii}).*CS{ii}; 
    denom = denom + abs(otfk{ii}).^2 +w; 
end 
Sk = num./denom; 
figure('Name','FFT Reconstructed image'), imshow(log(abs(Sk)),[]); 
 
newotf = create_psf(Xpsf,Ypsf,wavelength/3,NA); 
newotf_k = fftshift(fft2(newotf)); 
S = abs(fftshift(ifft2((Sk)))); 
figure('Name','Reconstructed image'), imshow(conv2(S,newotf,'same'),[]); 
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7) MATLAB code for Sinusoid Product-based SIM image reconstruction 
using imported masks  
This script was used for performing the Sinusoid Product-based SIM image reconstruction on 
a user imported image, using masks imported by the user. This was done in MATLAB R2012a. 
close all; clear;  
% Scale image by factor n 
no_rowsh = ; % no of rows in masks .txt files 
image_size= ; % size of image used as sample 
n=no_rowsh/image_size; 
  
f = double(imresize(imread('image.tif'),n)); 
% or f = phantom(); 
figure('Name','Base Image'), imshow(f,[]); 
figure('Name','FFT Base Image'), imshow(log(abs(fftshift(fft2(f)))),[]); 
% Set the scale inverse to the magnification 
nmPerPx = ; 
x_px = size(f,2); 
y_px = size(f,1); 
  
% Image size in nm 
x_nm = x_px*nmPerPx; 
y_nm = y_px*nmPerPx; 
% Create image grid in nm 
[Xnm,Ynm] = meshgrid(nmPerPx*(0:x_px-1), nmPerPx*(0:y_px-1)); 
  
% Create the PSF, in nm 
wavelength = 500; 
NA = 1.49; 
[Xpsf,Ypsf] = meshgrid(-wavelength:nmPerPx:wavelength); 
create_psf = @(X,Y,wavelength,NA) exp(-
(X.^2+Y.^2)/(2*(0.45*wavelength/(2*NA))^2)); 
psf = create_psf(Xpsf,Ypsf,wavelength,NA); 
figure('Name','PSF'), surf(Xpsf,Ypsf,psf); 
figure('Name','FFT PSF'), imshow(abs(fftshift(fft2(psf))),[]); 
  
% Plot widefield image and its FFT 
widefield = conv2(f,psf,'same'); 
figure('Name','Widefield Image'), imshow(widefield,[]); 
figure('Name','FFT Widefield Image'), 
imshow(log(abs(fftshift(fft2(widefield)))),[]); 
  
%% Create the patterns 
spatial_wavelength1 = ;% nm, period of 'stripes' in metamaterial pattern, 
needs to scale with nmPerPx 
spatial_wavelength2 = spatial_wavelength1/$;% nm, period of 'blobs' within 
each 'stripe' in metamaterial pattern, choose $ 
spatial_freq1 = 2*pi()/spatial_wavelength1; 
spatial_freq2 = 2*pi()/spatial_wavelength2; 
  
phi = [0, 2*pi()/3, 4*pi()/3]; 
  
a = spatial_freq1; 
b = spatial_freq2; 
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period_x{1} = a; 
period_x{2} = b; 
period_y{1} = b; 
period_y{2} = a; 
  
% pattern orientations to create chequerboard of peaks 
p1 = [1,1]; 
p2 = [1,-1]; 
p_orthog = dot(p1,p2); % check orthogonality, should be 0 
 
% Pattern orientations 
% Two patterns 
p = [0.5*[a,b].*(p1-p2); 0.5*[b,a].*(p1+p2)]; 
 
np = size(p,1); 
nphi = length(phi); 
  
phi_x{1} = zeros(1,nphi); % x poln P 
phi_x{2} = phi; % y poln P 
phi_y{1} = phi; % x poln P 
phi_y{2} = zeros(1,nphi); % y poln P 
  
masks = cell(np,nphi); 
XY_vect = [reshape(Xnm,1,[]); reshape(Ynm,1,[])]; 
 
%Create strings of filenames  
file_no = ['678'; '712'; '792']; 
file_no = cellstr(file_no); 
XorY = ['-x';'-y']; 
XorY = cellstr(XorY); 
filestr1 = 'E-'; 
filestr2 = '.txt'; 
  
for k = 1:np 
    for j=1:nphi 
        filenames{k,j} = [filestr1 file_no{j} XorY{k} filestr2]; 
    end 
end 
  
for ii = 1:np 
    for ij=1:nphi 
        fid = fopen(filenames{ii,ij},'r'); 
        for ik=1:no_rowsh 
            file_data = str2num(fgetl(fid));  
% read in info from file line by line 
            imageh(ik,:) = file_data(:); 
        end 
        fclose(fid); 
         
        masks{ii,ij} = flipud(imageh);  
  %Images of illumination.*sample (m.*f) 
    end 
end 
 
figure('Name','Masks'); 
for ii=1:numel(masks) 
    subplot(np,nphi,ii); 
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    imshow(masks{ii},[]); 
end 
  
%% Apply and display the patterns 
g = cell(size(masks)); 
figure('Name','Acquired Images'); 
for ii=1:numel(masks) 
    g{ii} = conv2(masks{ii}.*f,psf,'same'); 
    subplot(np,nphi,ii); 
    imshow(g{ii},[]); 
end 
  
%% Compute and display the FT of the images 
G = cell(size(masks)); 
figure('Name','FFT of acquired images'); 
for ii=1:numel(masks) 
    G{ii} = fftshift(fft2(g{ii})); 
    subplot(np,nphi,ii); 
    imshow(log(abs(G{ii})),[]); 
end 
  
%% Invert the phases 
% Different in expanded SIM compared to standard SIM 
C = cell(np,nphi+2); 
for ii=1:np 
    C{ii,1} = G{ii,1} + G{ii,2} + G{ii,3}; 
    C{ii,2} = exp(-1i*(phi_x{ii}(1)-phi_y{ii}(1)))*G{ii,1}+ ... 
        exp(-1i*(phi_x{ii}(2)-phi_y{ii}(2)))*G{ii,2}+ ... 
        exp(-1i*(phi_x{ii}(3)-phi_y{ii}(3)))*G{ii,3} ; 
    C{ii,3} = exp(1i*(phi_x{ii}(1)-phi_y{ii}(1)))*G{ii,1}+ ... 
        exp(1i*(phi_x{ii}(2)-phi_y{ii}(2)))*G{ii,2}+ ... 
        exp(1i*(phi_x{ii}(3)-phi_y{ii}(3)))*G{ii,3} ; 
    C{ii,4} = exp(-1i*(phi_x{ii}(1)+phi_y{ii}(1)))*G{ii,1}+ ... 
        exp(-1i*(phi_x{ii}(2)+phi_y{ii}(2)))*G{ii,2}+ ... 
        exp(-1i*(phi_x{ii}(3)+phi_y{ii}(3)))*G{ii,3} ; 
    C{ii,5} = exp(1i*(phi_x{ii}(1)+phi_y{ii}(1)))*G{ii,1}+ ... 
        exp(1i*(phi_x{ii}(2)+phi_y{ii}(2)))*G{ii,2}+ ... 
        exp(1i*(phi_x{ii}(3)+phi_y{ii}(3)))*G{ii,3} ; 
end 
 
figure('Name','Separated components'); 
for ii=1:numel(C) 
    subplot(np,nphi+2,ii); 
    imshow(log(abs(C{ii})),[]); 
end 
  
%% Shift the components 
% Do this in real space 
% Different in expanded SIM compared to standard SIM 
CS = cell(size(masks)); 
otfk = cell(size(masks)); 
otf = create_psf(Xnm-mean(Xnm(1,:)),Ynm-mean(Ynm(:,1)),wavelength,NA); 
for ii=1:np 
    K = reshape(p(ii,:)*XY_vect, [x_px,y_px]); 
    % Using 3 CS's see maths  
    CS{ii,1} = C{ii,1}; 
    CS{ii,2} = fftshift(fft2(exp(-1i*K).*ifft2(fftshift(C{ii,2})))); 
    CS{ii,3} = fftshift(fft2(exp(1i*K).*ifft2(fftshift(C{ii,3})))); 
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    otfk{ii,1} = fftshift(fft2(otf)); 
    otfk{ii,2} = fftshift(fft2(exp(-1i*K).*otf)); 
    otfk{ii,3} = fftshift(fft2(exp(1i*K).*otf)); 
end 
 
figure('Name','Shifted, separated components'); 
for ii=1:numel(CS) 
    subplot(np,nphi,ii); 
    imshow(log(abs(CS{ii})),[]); 
end 
 
figure('Name','Shifted OTFs'); 
for ii=1:numel(CS) 
    subplot(np,nphi,ii); 
    imshow((abs(otfk{ii})),[]); 
end 
  
%% Apply the Wiener Filter 
num = 0; 
denom = 0; 
w = ; % noise factor 
figure('Name','Components of Wiener Filter'); 
for ii=1:numel(CS) 
    subplot(np,nphi,ii); 
    imshow(log(abs(conj(otfk{ii}).*CS{ii})),[]); 
    num = num + conj(otfk{ii}).*CS{ii}; 
    denom = denom + abs(otfk{ii}).^2 +w; 
end 
 
Sk = num./denom; 
figure('Name','FFT Reconstructed image'), imshow(log(abs(Sk)),[]); 
 
newotf = create_psf(Xpsf,Ypsf,wavelength/2,NA); 
newotf_k = fftshift(fft2(newotf)); 
S = abs(fftshift(ifft2((Sk)))); 
figure('Name','Reconstructed image'), imshow(conv2(S,newotf,'same'),[]); 
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