Abstract-This article deals with the identification of a space and time dependent material thermal diffusivity. Such parameter is involved in heat transfers described by partial differential equations. An iterative regularization method based on a conjugate gradient algorithm is implemented. Such approach is attractive in order to efficiently deal with measurement noises and model errors. Numerical results are illustrated according to several simulations.
I. INTRODUCTION
Partial differential equations (PDE) systems are commonly used to model thermal phenomena and resulting mathematical models are validated since pioneer works presented in [1] . If one or several model parameters are not known with the required accuracy, it is obvious that predicted results have to be considered suspiciously. In such a context, in the specific situation of a control strategy which has to be synthetized considering predicted system state, a preliminary stage of model identification is crucial. In the proposed study, the identification of a space x and time t dependent thermal diffusivity   , xt  is investigated.
Such inverse heat conduction problems are ill-posed [2] since weak disturbances in measurements induce erroneous parameter estimate. In order to deal with such complexity, an iterative regularization method could be numerically implemented. The proposed method is different from Kalman approach which strongly depends on discretization scheme and a priori information such as the noise distribution or the parameterization of the unknown input [3] , and from LPV (Linear Parameter-Varying) approach [4] . The method proposed in our communication is based on a Conjugate Gradient algorithm which is an iterative regularization method which is relevant for minimizing the effect of random perturbations in measurement as well as for dealing with model errors [5] . Usually, material thermal diffusivity    depends only on temperature  [6] .
However it may depends on space   x  , as for functionally graded materials [7] . This configuration is also investigated considering Sturm-Liouville operator and several methods have been developed for such class of PDE systems such as the inverse polynomial method (IPM) [8] or the Lie group adaptative method (LGAM) [9] .
For specific applications it may depends on space and time, as for instance phase change materials [10] or nuclear fusion plasmas [11, 12] . In the following, the general situation of a space and time dependent thermal diffusivity
is investigated using the Conjugate gradient method (CGM). To the best of our knowledge, this strategy has never been applied to this special case.
The article is organized as follows. In Section II, the studied model is presented and the inverse problem is formulated as a minimization problem. In Section III, the iterative regularization method is detailed and implemented. In the last Section IV, numerical results are provided and effects of a specific model error and measurement noises are investigated.
II. INVERSE ILL-POSED PROBLEM

A. Statement
In thermal context, several kinds of inverse problems related to heat conduction can be encountered [2] : retrospective problem (for initial state reconstruction for example [13] ), boundary inverse problem (heating flux identification for example [14] ), geometric inverse problem (an illustration to cavity detection is given in [15] ) and coefficient inverse problem. We are mainly interested in this last situation and in the determination of a thermophysical property which is space-time dependent. Except for academic situations, direct problem is usually solved according to numerical methods such as finite element method [16] [17] [18] [19] . In the following, such method is implemented considering Comsol® solver [20] . Let us consider the realistic input parameter listed in Table 1 . Previous inverse heat conduction problem is ill-posed due to the solution instability in the sense of Hadamard [21] since small variations on measurements can induce great variations on  . In practice, it is not possible to deal with exact data due to numerical errors induced by finite element resolution and noises in measurements. In such a context, pioneer works have been performed by Tikhonov for illposed problems and methods for the construction of stable solutions are named regularization methods [2, 21, 22] .
In order to obtain a stable solution, the basic principle is to consider a new problem involving a small parameter so that the new inverse problem is stable. The positive parameter is called the regularization parameter. Construction of regularizers is not trivial and in the next section, convergence of a regularization algorithm is discussed.
III. ITERATIVE REGULARIZATION METHOD
In order to obtain a stable solution, well-posed problems have to be solved at each iteration of the minimization algorithm. For usual descent methods, at each iteration a new value of the unknown parameter is obtained
In [2] , O.M Alifanov states that "such a method of damping the instability when specifying an approximate solution for an ill-posed problem is based on viscous properties of numerical algorithms of optimization".
Iterative minimization of quadratic cost function J based on CGM is known as a stable algorithm for inverse heat conduction problem. In [23] , stabilizing effect during the iterative minimization is highlighted. In an academic situation in a 1D geometry, analytical solution of direct problem is formulated. Then, it is shown that the main structure of the boundary heat flux is estimated in the first iterations. The CGM acts like a sequential filtering mechanism capable of rejecting random perturbations in measurements during the identification process. Iteration number acts as a regularization parameter. CGM algorithm can be presented as follows [24] : 
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Descent direction is defined as: Fig. 3 . Average residual temperature is about 0.19K and standard variation is about 1.51K. Identified thermal diffusivity is presented Fig. 4 . which can be compared to Fig. 1 . Temperature residuals are small enough to consider that the methodology is efficient. It is important to notice that the algorithm has converged in 53 iterations smaller than the number of unknown parameters (99). Average residual temperature is about 0.62K and standard variation is about 4.98K. Identified thermal diffusivity is presented in Fig. 6 . With measurement noises, regularizing effect is highlighted: the main structure of the thermal diffusivity is estimated in the first iterations. 
V. CONCLUDING REMARKS AND OUTLOOKS
Thermal diffusivity identification is a crucial requirement which bring a better understanding of many thermal system behaviors. When the dynamic system state is described by a parabolic partial differential equation system, parametric identification of space and time dependent parameters is not trivial. An approach dedicated to the resolution of ill-posed inverse problem has been proposed. It has been illustrated that both model errors and measurement errors are taken into account in order to sequentially filter perturbations during the identification process. The conjugate gradient algorithm acts as an iterative regularization method where iteration number can be considered as a regularization parameter.
Several outlooks are actually investigated in our institutes. In experimental situations, tracking of moving heating sources (in two-dimensional geometry) using mobile sensors will be based on sequential conjugate gradient method (on sliding time interval). This method seems to provide an attractive alternative to Kalman approach for quasi in-line estimation. From the numerical point of view, method of fundamental solutions (FMS) [27] could be an attractive alternative to the finite element method proposed for the well-posed problems resolution (direct, adjoint and sensitivity problems) and could reduce the computational time for quasi in-line identification purpose.
