To address the problem of 3D point matching where the poses of two point sets are unknown, we adapt a recently proposed path following based method to use similarity transformation instead of the original affine transformation. The reduced number of transformation parameters leads to more constrained and desirable matching results. Experimental results demonstrate better robustness of the proposed method over state-of-the-art methods.
regularized. The reason that the method of [5] performs poorly is that it uses affine transformation which has large number of parameters, thus resulting in high degree of transformation freedom and unconstrained matching results. To address this issue, we modify the method to use similarity transformation whose number of parameters is considerably smaller.
The RPM objective function
Suppose we are to match two point sets X = {x i , 1 ≤ i ≤ m} and Y = {y j , 1 ≤ j ≤ n} in R d .
For this problem, RPM uses the following mixed linear assignment−least square model: min Φ(P, s, R, t)= i,j p ij y j − sRx i −t 2 − µ1 m P 1 n = 1 m P y + s 2 x P 1 n − 2s · tr(RX P Y ) + 1 m P 1 n t 2 − 2t (Y P 1 m − sRX P 1 n ) − µ1 m P 1 n (1)
s ≤ s ≤ s
Here we use similarity transformation with R, s and t being rotation matrix, scale change and translation vector. The constants s ≥ 0 and s ≥ 0 are lower and upper bounds of s. The matching matrix P = {p ij } has p ij = 1 if two points i, j are matched and 0 otherwise. The last term in Φ is used to regularize the number of correct matches with µ being the balancing weight. · is the l 2 norm of a vector and tr() denotes the trace of a square matrix. 1 n represents the n-dimensional vector of all ones. The matrices X x 1 , . . . , x m , Y y 1 , . . . , y n and
It's easily seen that given the values of P , s and R, Φ is a convex quadratic function of t.
Hence, the optimal t minimizing Φ can be obtained via
Substituting t into Φ to eliminate t yields an energy function with reduced number of variables:
Let matrix
and let U SV be the singular value decomposition of A , where S is a diagonal matrix and the columns of U and V are orthogonal unity vectors. Then given s > 0, the optimal rotation 4 An objective function in one variable P
We aim to obtain an objective function only in one variable P , which can be achieved by minimizing Φ with respect to s and R, i.e.:
For Φ(P ), the following results can be established:
Proposition 1 Φ(P ) is concave under constraints (3).
Proof:Based on the aforementioned derivation, we have Φ(P, s, R) = min t Φ(P, s, R, t). Consequently, we have
For each s, R and t, Φ(P, s, R, t) is apparently a linear function of P . We see that Φ(P ) is the point-wise minimum of a family of linear functions, and thus is concave, as illustrated in Fig.   1 .
The fact that Φ(P ) is concave makes it easier for the PF algorithm to be applied to the minimization of our objective function as it requires two terms, a concave and a convex term, to be provided.
Proposition 2 There exists an integer solution for any local minima (including the global minimum) of function Φ(P ) under constraints (2) and (3).
Figure 1: Point-wise minimization of a family of linear functions Φ(P, s, R, t) (dashed straight lines) with respect to parameters s, R and t results in a concave function (solid piecewise straight line).
Proof:The polytope formed by constraint (2) satisfies the total unimodularity property [7] , which means that the coordinates of the vertices of this polytope are integer valued. We already proved that Φ(P ) is concave under constraints (3). It is well known that any local minima (including the global minimum) of a concave function over a polytope can be obtained at one of its vertices. Thus, the proposition follows.
This result implies that minimization of Φ(P ) by simplex-like algorithms results in integer valued solution. This is important as it avoids the need of discretizing solutions which can cause error and poor performance [8] .
To facilitate optimization of Φ, we needs to convert P into a vector. We define the vectorization of a matrix as the concatenation of its rows 1 , denoted by vec(). Let p vec(P ). To get the form of Φ in terms of vector p, new denotations are needed. Let vec(X P Y ) Bp, X P 1 n Cp, Y P 1 m Dp,
Here ⊗ denotes the Kronecker product. With the above preparation, Φ(P ) can be written in terms of vector p as
where mat() denotes converting a vector into a matrix, which can be seen as inverse of the operator vec().
To facilitate optimization of Φ, we need to get the formula of the gradient of Φ. As Φ involves minimization operations, it's difficult to directly derive the formula of ∂Φ ∂p . To address this issue, we appeal to the result of Danskin's theorem [9] (page 245 therein), which in our case states that if Φ(p, s, R) is concave in p for each s and R (this can be proved analogously as the proof of Proposition 1) and the feasible regions of s and R are compact, then Φ(p) = min s,R Φ(p, s, R) has gradient:
where s and R satisfy Φ(p, s, R) = min s,R Φ(p, s, R). The optimal s and R can be obtained by the method described previously. Here the vector r vec( R ) and I d denotes the d × d identity matrix.
PF based optimization
The PF algorithm [4] is used to optimize Φ by constructing an interpolation function between a convex function p 2 and the concave function Φ,
and gradually increasing λ from 0 to 1 so that E λ gradually transitions from the convex function p 2 to the concave function Φ. With each value of λ, E λ is locally minimized. We refer the reader to [5] for detail.
Experimental results
We compare our method with state-of-the-art methods including RPM-PF [5] , RPM [1] , Go-ICP [10] , CPD [6] and gmmreg [11] . To ensure fairness, for RPM-PF, transformation is not regularized. We implement all the methods in MATLAB on a PC with a 3.3 GHz CPU and 16 G RAM. For methods only outputting point correspondence, affine transformation is used to warp the model point set. For our method, we set parameters s = 0.5 and s = 1.5. 
