The method of Λ-operators developed by S. Derkachov, G. Korchemsky, A. Manashov is applied to a derivation of eigenfunctions for the open Toda chain. The Sklyanin measure is reproduced using diagram technique developed for these Λ-operators. The properties of the Λ-operators are studied. This approach to the open Toda chain eigenfunctions reproduces Gauss-Givental representation for these eigenfunctions.
Introduction
This work was inspired by the article [DKM] devoted to the Separation of Variables (SoV) method for XXX-model. The main idea of this method is to find an integral transformation such that eigenfunctions of quantum integrals of motion in new variables becomes the product of functions of one variable [Sk] . If everyone of these functions satisfies the Baxter equation, then the initial multivariable function becomes an eigenfunction. The kernel of this transform is called a transition function and can be constructed as consecutive application of operators Λ k (u): Λ N (γ 1 )Λ N −1 (γ 2 ) . . . Λ 1 (γ N ). Every operator Λ k (u) is an integral transformation, which maps a function of k − 1 variables onto function of k variables. The properties of the transition function can be translated to the properties of these operators (see section 5).
The transition function for the N-particle periodic Toda chain was obtained in the works [Gutz] , [Sk] , [PG] [KL1] . The transition function in this case is proportional to the eigenfunction of the (N − 1)-particle open Toda chain, with a factor depending on the N-th particle coordinate. We apply methods of the paper [DKM] to obtain these eigenfunctions as a product of Λ-operators reproducing the Gauss-Givental formula [GKLO] , [Giv] .
This form of eigenfunctions of the open Toda chain leads to an integral representation that appeared first in [Giv] employing a different approach. Recently it was interpreted from a group-theoretical point of view using the Gauss decomposition of GL(N, R) [GKLO] . Therefore, this integral representation of the eigenfunctions for the open Toda chain is called a Gauss-Givental representation.
The method of a triangulation of the Lax matrix described in [PG] was used in [DKM] . We also use a triangulation, which is implemented by a gauge transformation parameterized by variables y 0 , . . . , y N . In the periodic case one has to impose the condition y 0 = y N and the method described in [PG] produces Baxter's Q-operators [Bax] for the periodic Toda chain model. Following [DKM] we impose a different boundary condition: y 0 → −∞, y N → +∞ to construct Λ-operator. Thus Λ-operator and Baxter's Q-operator for the periodic Toda chain correspond to the different choice of the boundary conditions in the method of triangulation of the Lax matrices.
To describe the construction of eigenfunctions for open Toda chain we develop a kind of the Feynman diagram technique similar to one exploited in [DKM] . It allows to reduce calculations with kernels of Λ-operators to simple manipulations with diagrams.
The article is organized as follows. In section 2 we recall a definition of the open Toda chain model following [KL2, KL3] . Section 3 is devoted to a description of eigenfunctions in terms of the product of Λ-operators and formulation of a diagram technique developed in [DKM] . In section 4 we use this technique in order to prove that eigenfunctions satisfy an orthogonality condition. As a by-product of this calculation we obtain a Sklyanin measure, which is necessary to prove a completeness condition. Section 5 is devoted to algebraic properties of Λ-operators.
Open Toda chain model
The quantum N-particle open Toda chain is a one-dimensional model with the exponential interaction between the nearest particles. The hamiltonian of the system is equal to
where p n = −i ∂ ∂x n is an operator of momentum for the n-th particle. Due to the translational invariance, the total momentum
commutes with the hamiltonian, i.e. it is also an integral of motion. There are N functionally independent integrals of motion for this system. It is relevant to use the R-matrix formalism to find them. First of all, introduce the Lax operator of the Toda chain
and monodromy matrix for the N-particle Toda chain
where u is a spectral parameter.
The following recurrent relations, which are direct consequence of this definition, will be useful below:
These relations show that A N (u) and C N (u) are polynomials in u of degree N and N − 1 respectively. Analogously, B N (u) and D N (u) have degree N − 1 and N − 2.
The monodromy matrix satisfies to the quantum RT T -relation
with the rational R-matrix
where P is a permutation matrix: P ij,kl = δ il δ jk . Rewriting (2.8) by entries one obtains, in particular, the relation
This means that A N (u) is a generation function of the integrals of motion of the integrable system with N degree of freedom. Explicit calculations show that these are integrals for open Toda chain model:
11)
By virtue of (2.13) there exist common eigenfunctions of the integrals H k corresponding to the eigenvalues E k . They are defining by the equation 14) where
of real variables γ = (γ 1 , . . . , γ N ), one can rewrite equation (2.14) as follows
We also require the solutions of the equation (2.16) to be rapidly decaying in region x i ≫ x i+1 . This asymptotic properties of solutions correspond to the condition that the i-th particle is situated on the left of the (i + 1)-th particle.
Eigenfunctions of the open Toda chain
In this section we shall find eigenfunctions of the open Toda chain defined in the previous section by the equation (2.16). This equation is equivalent to the system of N equations
The eigenvalues (2.15) are invariant under the permutations of γ 1 , . . . , γ N . Therefore, it is reasonably to require the invariance of eigenfunction under these permutations, which we shall call the Weyl invariance: 2) where S N is a permutation group and σ(γ) = (γ σ(1) , . . . , γ σ(N ) ).
It is sufficiently to find a Weyl invariant solution of the unique equation
3) which will be a solution for the whole system (3.1) due to its Weyl invariance.
To solve the last equation we shall consider a gauge transformation of the Lax operators
by the matrices
The deformed N-particle monodromy matrix is
In particular, we have
Here L n (u) 21 is a lower off-diagonal entry of the matrix L n (u).
Let us consider the auxiliary equation
which has the following solution
It is clear that the function
is a solution to the equation
In the limit y 0 → −∞, y N → +∞ the formula (3.8) gives us the equality
Therefore, multiplying the equation (3.12) by −ie −y N e i u(y 0 +y N ) , taking the same limit as in (3.13) and setting u = γ 1 we arrive to the equation (3.3) with the solution ψ γ (x) = = Λ γ 1 (x; y), where
(3.14)
Let Λ N (u) be an operator with the kernel
Since |Λ u (x; y)| decays at y i → ±∞ the integral in the right hand side of (3.15) converges absolutely for the functions f (y) increasing sufficiently slowly in the infinity. Setting u = γ 1 in (3.15) we obtain a solution to (3.3). Since |Λ u (x; y)| decays in the region x i ≫ x i+1 this solution has the requiring asymptotic properties.
Theorem 1. The following solution to the equation (3.3)
ψ γ (x) = (Λ N (γ 1 ) · · · Λ 2 (γ N −1 )Λ 1 (γ N ) · 1)(x 1 , . . . , x N ), (3.16) where (Λ 1 (γ N ) · 1)(x 1 ) = e i γ N x 1 ,
is Weyl invariant, i.e. satisfies to the condition (3.2), and, therefore, is a solution to the equation (2.16) rapidly decaying in the region
Proof. It is sufficient to establish the invariance under the elementary permutations, i.e. we need to check the equality
To do it we shall use a diagram technique introduced in [DKM] . Let us denote
by a line pictured in the fig. 1a , the function fig. 1d and the
by a fig. 1e .
The function (3.16) can be represented in these graphical notations. For the case N = 5 it is pictured in fig. 2 , where bold bullets • signify that we integrate over corresponding variables.
Lemma 1. The equalities represented in the figures 3a, 3b, 3c are valid.
Proof. Integration over y k in the left hand side of fig. 3a yields
where K ν (z) is a Macdonald function [BE2] . Interchanging γ n−1 and γ n in (3.18) we obtain the expression for the integral in the right hand side of fig. 3a 2e
The ratio of (3.18) and (3.19) is exactly equal to
The equalities shown in the fig. 3b and 3c can be proved analogously.
Let us continue the proof of the theorem 1. It is shown in fig. 4 . The left hand side of (3.17) after application of fig. 3c is reflected in this diagram. Then, using the fig. 3a , one can move the vertical line picturing the function Y γ n−1 −γn (x j , z j−1 ) to the right, as shown in the figure. When this line has arrived to the right one can apply the fig. 3b . In each step the parameters γ n−1 and γ n are interchanged, and, eventually, one has the right hand side of (3.17).
Substituting the expression (3.15) for the operator Λ N (γ N ) with the kernel (3.14) to (3.16) one obtains the recurrent formula
The consecutive applications of this formula allow to derive the following integral representation for the eigenfunctions of open Toda chain model
This is a Gauss-Givental representation [GKLO] , [Giv] of the Toda chain transition function.
Integration measure
In this section we shall check the orthogonality condition using the diagram technique. The normalization function which appears in this calculation coincides exactly with the Sklyanin integration measure using in the SoV method for the periodic Toda chain model [Sk] , [KL1] , [KL2] , [KL3].
Theorem 2. The functions ψ γ (x) defined by the formula (3.16) satisfy to the orthogonality condition
is a symmetrized delta function and µ(γ) is the Sklyanin measure
The both sides of equality (4.1) are understand as distributions with arguments γ ′ 1 , . . . , γ ′ N , depending on the pairwise different parameters γ 1 , . . . , γ N .
Since the integrals of motion H k are Hermitian operators, the set of the functions ψ γ (x) is complete [GV] . This means that any function f (x) belonging to the Hilbert space L 2 (R N ) can be represented as an integral
for some summable function g(γ). As a consequence we have the completeness condition
. Proof of the theorem 2. First of all, we need to obtain a diagram representation of ψ γ (x) in order to calculate the integral in the left hand side of (4.1) using the diagram technique. Let us to consider the diagram for ψ γ (x), which are shown in fig. 2 for N = 5 and in fig. 6a for N = 3, and to implement the following steps.
First step. The imaginary unit is contained only in the functions J and Z. To reduce the conjugation of whole function ψ γ (x) to the conjugation of the functions Z we decompose J u (x k+1 , y k ) into the product Z −1 fig. 5a ). This corresponds to the transition from the fig. 6a to the fig. 6b . fig. 5b ) implementing the complex conjugation and arrive to the fig. 6c , in which the function ψ γ (x) is pictured.
u u fig. 5b Third fig. 5c and fig. 5d . It means that we can represent ψ γ (x) by the fig. 6d .
Fourth step. Now we replace the product Z −1
Fifth step. Finally, reflecting the fig. 6e with respect to a horizontal line we obtain the fig. 6f . fig. 6f x 2 x 3 y 1 y 2
To obtain a graphical representation for the integral in (4.1) we should join the diagrams shown in the figs. 6a for ψ γ (x) and 6f for ψ γ (x) in the points x 1 , . . . , x N and integrating over them. The diagram obtained like this in the case N = 4 is pictured in fig. 8a . Further we shall simplify it using the following equalities. fig. 7a and 7b mean the following equalities, which are consequence of the integral representation of the Gamma-function
The poles of Gamma-function are non-positive integers. Since the variables γ ′ j and γ k are not equal to each other and have only real values the right-hand sides of the equalities encoded in the figures 7a and 7b are defined correctly.
The calculation of the integral in the left hand side of (4.1) can be reduced to a calculation of this integral in the domain γ ′ j = γ k , j + k = N + 1. In order to do it we need a smooth partition of unity which is symmetric over γ with a component vanishing in some neihgbourhood of the plane γ
Since the variables γ k are pairwise different one can choose a positive number ǫ > 0 such that 6ǫ < min k =l |γ k − γ l |. Let η ǫ (x) be a smooth function of one variable such that 0 ≤ η ǫ (x) ≤ 1 for all x ∈ R, η ǫ (x) = 1 for |x| < ǫ, η ǫ (x) = 0 for |x| > 3ǫ. Let us set 5) where S N is the permutation group and σγ = (γ σ(1) , . . . , γ σ(N ) ). The formula (4.5) defines corectly a smooth function. To prove this it is sufficient to show that the denominator in the right hand side of this formula never vanishes. Since the functionsφ(γ ′ ; σγ) are non-negative we have to prove that for all γ ′ ∈ R N there exists a permutation σ ∈ S N such thatφ(γ ′ ; σγ) = 0. Now fix γ ′ ∈ R N and define this permutation σ ∈ S N in the following way: let us consider a subset of subscript pairs S(γ
It has the property following: if (j, k) ∈ S(γ ′ ) and (j, l) ∈ S(γ ′ ) then k = l. Indeed, if k = l we have a chain of inequalities 6ǫ
, which leads to contradiction. This property means that there exist a permutationσ ∈ S N such that j =σ(k) for all (j, k) ∈ S(γ ′ ). Now let us show thatφ(γ ′ ; σγ) = 0 for σ =σ −1 α, where α ∈ S N is the longest permutation:
The function (4.5) has the following properties:
1.
The property 1 is obvious. The property 2 follows from the fact that if |γ ′ j − γ k | < ǫ for some j, k such that j + k = N + 1 thenφ(γ ′ ; γ) = 0. The property 2 follows from the same fact. Indeed, fix γ ′ ∈ R N and suppose that |γ
In the other hand we have proved that there exists σ ∈ S N such thatφ(γ ′ ; σγ) = 0, that isφ(γ ′ ; γ) = 0. Hence
Due to the property 1 and the symmetry of the sought integral the last one can be rewritten in the form
where
Therefore, since the Sklyanin measure µ(γ) is symmetric over γ it is sufficient to derive the equality
The property 2 means that calculating I(γ ′ ; γ) one can use the lemma 2 for j + k = N + 1, because the poles of Gamma-functions will be nulled by function φ(γ ′ ; γ). The property 3 will be needed further.
The expression I(γ ′ ; γ) is the integral represented graphically in the fig. 8a multiplied by φ(γ ′ ; γ). It can be calculated by induction. We integrate step by step over the boundary points connected with γ 1 , γ ′ 1 . First, we integrate over the extremely left point and the extremely right point, i.e. over x 1 and x N , using the fig. 7a and 7b respectively, and we obtain the fig. 8b . Like in the fig. 4 , the vertical line arising in the left side is moved to right, where it is annihilated by the line arising from the right side. This process exchanges γ 1 with γ ′ 1 . After the integration the factor
arises, and thus one obtains the fig. 8c , where γ 1 , γ ′ 1 begin to be connected with another boundary points (boundary in sense of fig. 8a ), Now we integrate over these points. In k-th integration (k = 2, . . . , N − 1) γ 1 exchanges with γ ′ k and γ ′ 1 exchanges with γ k and one has the factor
The N-th integration leads to the factor
After this the variables γ 1 , γ ′ 1 , γ N and γ ′ N disappear completely from diagram -they have gone away to the factors (4.7), (4.8) and (4.9). The remaining diagram (the middle part of fig. 8e ) is exactly the initial diagram, but for N − 2 which is depend on γ 2 , . . . , γ N −1 , γ ′ 2 , . . . , γ ′ N −1 . Thereby we have obtained the recursion formula
Continuing the calculation for the integral (4.1) in the same manner we obtain the following result.
The support of distribution
. . , N, in which φ(γ ′ ; γ) = 1 due to the property 3. Substituting γ
the product of Gamma-functions in right hand side of (4.10) we derive (4.6) with the expression (4.2) for the Sklyanin measure.
Properties of the Λ-operators
Baxter's Q-operatorsQ N (u) described in [PG] for the periodic Toda chain satisfy the following properties. (c) Q-operator satisfies the Baxter equation
In this section the similar properties for the operators Λ N (u) defined in section 3 will be established. Proposition 1. Λ-operator has the following properties:
Proof. The equality (i) was proved in the theorem 1. Property (ii) have been proved in [GKLO] by the direct calculation. Below we give a simplified version of this property. Let us notice that (ii) is valid on arbitrary N − 1-particle eigenfunction ψ γ 1 ,...,γ N−1 (y 1 , . . . , y N −1 ). Indeed, in according with the equation (2.16) the left hand side of (ii) is
while the right hand side is
Comparing (5.1) and (5.2) one concludes that the equality (ii) is valid on the functions ψ γ (x). Due to the completeness of the system of these functions any function that belongs to the domain of definition of the operators A N −1 (u) and Λ N (u) can be represented in the form (4.3). Therefore the property (ii) is valid on any function of N − 1 variables where the action of the operators A N −1 (u) and Λ N (v) is well defined.
To prove (iii) we need the formula for an action of the operators A m (u) on the kernel of the operator Λ N (u):
for m = 0, . . . , N − 1, (A 0 (u) = 1 is implied). In the case m = 0 and m = 1 this equality is obvious. For m = 2, . . . , N − 1 it can be proved by induction using the relation (2.7). Indeed
The formula (5.3) for m = N − 1 and the relation (2.6) give
what means in turn the equality (iii).
Note that if one sets m = N in (5.4) then the term containing e xm−ym does not arise and, consequently, we obtain zero in the right hand side. Thus we have proved directly that the kernel Λ u (x; y) satisfies to the equation (3.1).
Analogously, to prove (iv) we used 5) and the action of operator B m (u) on the kernel of the operator Λ N (u)
e xs−ys Λ u (x; y) (5.6) which can be also proved by induction. Exploring the relation (5.5) and the formula (5.6) for m = N − 1, N − 2 we obtain
Let us note that the properties (iii), (iv) up to the factors (−i) ∓N −1 can be derived from (ii) using R-matrix formalism (see for example [KL3] , [KL2] , [KL1] ). Thes properties lead to the Baxter equation for operator Λ N −1 (u). Indeed, taking into account the recurrent relations (2.5) and D N (u) = −e x N B N (u), property (ii) for u = v and applying the properties (iii), (iv) one yieldŝ
6 Conclusion
The derivation of the eigenfunction of the open Toda chain can be considered as the fist step of the Separation of Variables problem for the periodic toda chain. As it was mentioned in the introduction the Separation of Variables is achieved by a special choice of the transition function. In the case of Toda chain this function should be chosen as follows [KL1] :
The eigenfunctions of the integrals of motion of the periodic Toda chain, which are the expansion coefficients for the operatort N (u), are represented in the form
The function (6.1) can be calculated by induction: having an expression for the (N −1)-particle transition function one can yield the expression for the N-particle one. This method was proposed in the work [KL2] . The authors of [KL2] obtain the recurrent formula integrating over the variables γ j : where µ(γ) is a Sklyanin measure described in section 4 and K(λ; γ) is some kernel. This formula leads to the Mellin-Barns representation for the transition function.
In the present paper it is shown that the recurrent integration can be realised in terms of the coordinates x n eq. (3.20) . This leads in turn to the Gauss-Givental representation (3.21), which was obtained in [Giv] , [GKLO] from the other circle of ideas. The integration over the coordinates in the formula (3.20) implies actually an action of the operator Λ N (γ N ) on the N-particle eigenfunction. The function (6.1) can be rewritten then in terms of the product of Λ-operators like (3.16). This results in the fact that the function (6.1) inherits the properties of the Λ-operators discussed in section 5. For example, the Weyl-invariance of this function is encoded in the property (i). Due to the properties (iii) and (iv) the equation (5.7) holds, and therefore the transition function (6.1) satisfy the Baxter equationt Availability of two kind of recurrent formulae -of type (6.2) and of type (3.20) -is explained by the fact that the function ψ γ (x) can be regarded as well as a function of x n satisfying the differential equations (2.16) and in other hand as a function of γ j satisfying difference equations in γ j [Bab] , i.e. as a wave function of some dual model. The duality of the same kind appears in the Representation Theory. The infinite-dimensional GelfandZetlin representation of Lie algebra gl(N) by shift operators in γ j allows to obtain the Mellin-Barns integral representation [GKL] , while the Gauss representation of the same Lie algebra by differential operators in x n leads to Gauss-Givental representation [GKLO] .
We hope the method proposed for the XXX-model in [DKM] and developed here for the Toda chain (including the use of diagram technique) can be applied to other more complicated integrable systems.
