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1. Introduction
One of the most celebrated integral inequalities by Grüss [1] in 1935 can be stated as follows∣∣∣∣ 1b− a
∫ b
a
f (x)g(x)dx−
(
1
b− a
∫ b
a
f (x)dx
)(
1
b− a
∫ b
a
g(x)dx
)∣∣∣∣ ≤ 14 (M −m)(N − n), (1)
provided that f and g are integrable functions on [a, b] and satisfy the condition
m ≤ f (x) ≤ M, n ≤ g(x) ≤ N,
for all x ∈ [a, b], wherem,M, n,N are given real constants.
In [2], Bohner and Matthews pointed out the time scale version of the Grüss inequality (1) as follows:∣∣∣∣ 1b− a
∫ b
a
f σ (x)gσ (x)∆x− 1
(b− a)2
∫ b
a
f σ (x)∆x
∫ b
a
gσ (x)∆x
∣∣∣∣ ≤ 14 (M −m)(N − n), (2)
where f , g ∈ Crd([a, b],R).
Gauchman [3] proved the q-Grüss integral inequality as follows:∣∣∣∣ 1b− a
∫ b
a
F(x)G(x)dqx− 1
(b− a)2
∫ b
a
F(x)dqx
∫ b
a
G(x)dqx
∣∣∣∣ ≤ 14 (M −m)(N − n),
wherem ≤ F(x) ≤ M, n ≤ G(x) ≤ N for all x ∈ [a, b].
Pachpatte [4] has given two new inequalities of the Grüss type involving functions of two independent variables. The aim
of this paper is to establish Pachpatte’s inequalities for double integrals on arbitrary time scales. We also apply our results
to the quantum calculus case.
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We first briefly introduce the time scales theory. By a time scale T we mean any closed subset of R with order and
topological structure present in canonical way. Since a time scale Tmay or may not be connected, we need the concept of
jump operators.
Let t ∈ T, where T is a time scale; then two mappings σ , ρ : T→ T satisfying
σ(t) = inf {s ∈ T : s > t} , ρ(t) = sup {s ∈ T : s < t}
are called the jump operators. If σ(t) > t , t ∈ T, we say t is right-scattered. If ρ(t) < t , t ∈ T, we say t is left-scattered. If
σ(t) = t , t ∈ T, we say t is right-dense. If ρ(t) = t , t ∈ T, we say t is left-dense.
A mapping f : T→ R is said to be rd-continuous if
(i) f is continuous at each right-dense point or maximal point of T;
(ii) at each left-dense point t ∈ T,
lim
s→t−
g(s) = g(t−)
exists.
The set of all rd-continuous functions from T→ R is denoted by Crd(T,R).
Let
Tκ =
{
T− {m} , if T has a left-scattered maximal pointm,
T, otherwise.
If f : T→ R is a function, then we define the function f σ : T→ R by f σ (t) = f (σ (t)) for all t ∈ T, i.e., f σ = f ◦ σ .
Assume that f : T → R and t ∈ Tκ , then we define f ∆(t) to be the number (provided it exists) with the property that
for any given any ε > 0, there is a neighborhood U of t such that∣∣f (σ (t))− f (s)− f ∆(t)[σ(t)− s]∣∣ ≤ ε |σ(t)− s|
for all s ∈ U . In this case f ∆(t) is called the delta derivative of f (t) at t . If f is differentiable at each t ∈ T, then f is said to be
delta differentiable on T.
A function F : TøR is called an antiderivative of f : T→ R if F∆(t) = f (t) for all t ∈ Tκ , and in this case, we define the
integral of f by∫ b
a
f (t)∆t = F(b)− F(a)
for all a, b ∈ T, and we say that f is integrable on T.
Also let us recall some essentials about partial derivatives on time scales:
Let T1 and T2 be two time scales. For i = 1, 2, let σi, ρi and ∆i denote the forward jump operator, the backward jump
operator, and the delta differentiation operator, respectively, on Ti. Suppose a < b are points in T1, c < d are points in
T2, [a, b) is the half-closed bounded interval in T1, and [c, d) is the half-closed bounded interval in T2. Let us introduce a
‘‘rectangle’’ in T1 × T2 by
R = [a, b)× [c, d) = {(t1, t2) : t1 ∈ [a, b), t2 ∈ [c, d)} .
Let f be a real-valued function on T1 × T2. At (t1, t2) ∈ T1 × T2 we say that f has a ‘‘∆1 partial derivative’’ f ∆1(t1, t2)
(with respect to t1) if for each ε > 0 there exists a neighborhood Ut1 , (open in the relative topology of T1), of t1 such that∣∣f (σ1(t1), t2)− f (s, t2)− f ∆1(t1, t2)(σ1(t1)− s)∣∣ ≤ ε |σ1(t1)− s|
for all s ∈ Ut1 . At (t1, t2) ∈ T1×T2 we say that f has a ‘‘∆2 partial derivative’’ f ∆2(t1, t2) (with respect to t2) if for each η > 0
there exists a neighborhood Ut2 , of t2 such that∣∣f (t1, σ2(t2))− f (t1, l)− f ∆2(t1, t2)(σ2(t2)− l)∣∣ ≤ η |σ2(t2)− l|
for all l ∈ Ut2 .
Let f be a real-valued function on T1×T2. The function f is said to be rd-continuous in t2 if for every α1 ∈ T1, the function
f (α1, t2) is rd-continuous on T2. The function f is said to be rd-continuousin t1 if for every α2 ∈ T2, the function f (t1, α2) is
rd-continuous on T1.
Let CCrd denote the set of functions f (t1, t2) on T1 × T2 with the properties
• f is rd-continuous in t1,
• f is rd-continuous in t2,
• if (x1, x2) ∈ T1 × T2 with x1 right-dense or maximal and x2 right-dense or maximal, then f is continuous at (x1, x2),
• if x1 and x2 are both left-dense, then the limit of f (t1, t2) exists as (t1, t2) approaches (x1, x2) along any path in the region
RLL(x1, x2) = {(t1, t2) : t1 ∈ [a, x1] ∩ T1, t2 ∈ [c, x2] ∩ T2} .
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Let CC1rd be the set of all functions in CCrd for which both the∆1 partial derivative and the∆2 partial derivative exist and
are in CCrd.
In [5] Bohner has defined the norm
‖f ‖ = sup
(x,y)∈[a,b]×[c,d]
|f (x, y)| + sup
(x,y)∈R
∣∣∣∣∂ f (x, σ2(y))∆1x
∣∣∣∣+ sup
(x,y)∈R
∣∣∣∣∂ f (σ1(x), y)∆2s
∣∣∣∣ (3)
where f ∈ CC1rd([a, b] × [c, d],R).
We refer the reader to [6] for a comprehensive development of the calculus of the∆ derivative and we refer the reader
to [5,7,8] for an account of the calculus of the partial derivative and double integral.
2. Main results
We give the following notations used to simplify the details of presentation,
k = (b− a)(d− c),
A(x, y) = g(x, y)
∫∫
R
f (σ1(t), σ2(s))∆2s∆1t + f (x, y)
∫∫
R
g(σ1(t), σ2(s))∆2s∆1t,
A1(x, y) = g(x, y)
∫∫
R
p(x, t)
∂ f (t, σ2(s))
∆1t
∆2s∆1t + f (x, y)
∫∫
R
p(x, t)
∂g(t, σ2(s))
∆1t
∆2s∆1t,
A2(x, y) = g(x, y)
∫∫
R
q(y, s)
∂ f (σ1(t), s)
∆2s
∆2s∆1t + f (x, y)
∫∫
R
q(y, s)
∂g(σ1(t), s)
∆2s
∆2s∆1t,
A3(x, y) = g(x, y)
∫∫
R
p(x, t)q(y, s)
∂2f (t, s)
∆1t∆2s
∆2s∆1t + f (x, y)
∫∫
R
p(x, t)q(y, s)
∂2g(t, s)
∆1t∆2s
∆2s∆1t,
H1(x) = h2(x, a)h2(x, b),
H2(y) = h2(y, c)h2(y, d),
M1(x, y) = |g(x, y)| ‖f ‖ + |f (x, y)| ‖g‖ ,
M2(x, y) = |g(x, y)|
∥∥∥∥∂2f (t, s)∆1t∆2s
∥∥∥∥+ |f (x, y)| ∥∥∥∥∂2g(t, s)∆1t∆2s
∥∥∥∥ ,
F(x, y) = (d− c)
∫ b
a
f (σ1(t), y)∆1t + (b− a)
∫ d
c
f (x, σ2(s))∆2s
G(x, y) = (d− c)
∫ b
a
g(σ1(t), y)∆1t + (b− a)
∫ d
c
g(x, σ2(s))∆2s
for f , g ∈ CC1rd([a, b] × [c, d],R) and p : [a, b] × [a, b] → R, q : [c, d] × [c, d] → R are given by
p(x, t) :=
{
t − a if t ∈ [a, x]
t − b if t ∈ (x, b], (4)
and
q(y, s) :=
{
s− c if t ∈ [c, y]
s− d if t ∈ (y, d]. (5)
In order to obtain our main results, we need the following lemmas.
Lemma 2.1. Let a, b ∈ T1, c, d ∈ T2 and f , g ∈ CC1rd([a, b] × [c, d],R). Then for all (x, y) ∈ R, we have
(i) |A1(x, y)| ≤ M1(x, y)(d− c)H1(x),
(ii) |A2(x, y)| ≤ M1(x, y)(b− a)H2(y),
(iii) |A3(x, y)| ≤ M2(x, y)H1(x)H2(y).
Proof. We can state that
|A1(x, y)| =
∣∣∣∣g(x, y) ∫∫
R
p(x, t)
∂ f (t, σ2(s))
∆1t
∆2s∆1t + f (x, y)
∫∫
R
p(x, t)
∂g(t, σ2(s))
∆1t
∆2s∆1t
∣∣∣∣
≤ |g(x, y)|
∫∫
R
|p(x, t)|
∣∣∣∣∂ f (t, σ2(s))∆1t
∣∣∣∣∆2s∆1t + |f (x, y)| ∫∫
R
|p(x, t)|
∣∣∣∣∂g(t, σ2(s))∆1t
∣∣∣∣∆2s∆1t.
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Using the definition of norm, we have
sup
(x,y)∈R
∣∣∣∣∂ f (t, σ2(s))∆1t
∣∣∣∣ ≤ ‖f ‖
and
sup
(x,y)∈R
∣∣∣∣∂g(t, σ2(s))∆1t
∣∣∣∣ ≤ ‖g‖ .
Then we obtain
|A1(x, y)| ≤ |g(x, y)| ‖f ‖
∫∫
R
|p(x, t)|∆2s∆1t + |f (x, y)| ‖g‖
∫∫
R
|p(x, t)|∆2s∆1t
= (|g(x, y)| ‖f ‖ + |f (x, y)| ‖g‖)
(∫ d
c
[∫ x
a
(t − a)∆1t +
∫ b
x
(b− t)∆1t
]
∆2s
)
= (|g(x, y)| ‖f ‖ + |f (x, y)| ‖g‖) (d− c)
[∫ x
a
(t − a)∆1t +
∫ b
x
(b− t)∆1t
]
= (|g(x, y)| ‖f ‖ + |f (x, y)| ‖g‖) (d− c)h2(x, a)h2(x, b)
= M1(x, y)(d− c)H1(x),
and the proof of inequality (i) is complete.
In a similar fashion, inequalities (ii) and (iii) can be proved. 
Similarly as in [9], the following integral identity can be shown for arbitrary time scales.
Lemma 2.2. Let a, b ∈ T1, c, d ∈ T2 and f , g ∈ CC1rd([a, b] × [c, d],R). Then for all (x, y) ∈ R, we have the representation
f (x, y) = 1
k
[∫∫
R
f (σ1(t), σ2(s))∆2s∆1t +
∫∫
R
q(y, s)
∂ f (σ1(t), s)
∆2s
∆2s∆1t
+
∫∫
R
p(x, t)
∂ f (t, σ2(s))
∆1t
∆2s∆1t +
∫∫
R
p(x, t)q(y, s)
∂2f (t, s)
∆1t∆2s
∆2s∆1t
]
(6)
where p : [a, b] × [a, b] → R, q : [c, d] × [c, d] → R and are given by (4) and (5), respectively.
Proof. We use the following identity, which can be easily proved by integration by parts,
g(u) = 1
β − α
∫ β
α
g(σ (z))∆z − 1
β − α
∫ β
α
k(u, z)g∆(z)∆z, (7)
where k : [α, β] × [α, β] → R is given by
k(u, z) :=
{
z − α if z ∈ [α, u]
z − β if t ∈ (u, β]
and g ∈ Crd([α, β],R).
Indeed, we have∫ u
α
(z − α)g∆(z)∆z = (u− α) g(u)−
∫ u
α
g(σ (z))∆z,
and ∫ β
u
(z − β)g∆(z)∆z = (β − u) g(u)−
∫ β
u
g(σ (z))∆z,
which produces, by summation, the desired identity (7).
Now, write the identity (7) for the map f (., y), y ∈ [c, d] to obtain
f (x, y) = 1
b− a
∫ b
a
f (σ1(t), y)∆1t + 1b− a
∫ b
a
p(x, t)
∂ f (t, y)
∆1t
∆1t (8)
for all (x, y) ∈ R.
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Also, if we write (7) for the map f (t, .), we get
f (t, y) = 1
d− c
∫ d
c
f (t, σ2(s))∆2s+ 1d− c
∫ d
c
q(y, s)
∂ f (t, s)
∆2s
∆2s (9)
for all (t, y) ∈ R.
The same formula (7) applied for the partial derivative ∂ f (.,y)
∆1t
will produce
∂ f (t, y)
∆1t
= 1
d− c
∫ d
c
∂ f (t, σ2(s))
∆1t
∆2s+ 1d− c
∫ d
c
q(y, s)
∂2f (t, s)
∆1t∆2s
∆2s (10)
for all (t, y) ∈ R.
Substituting (9) and (10) in (8), using Fubini’s theorem [5,7,8], we have
f (x, y) = 1
b− a
∫ b
a
[
1
d− c
∫ d
c
f (σ1(t), σ2(s))∆2s+ 1d− c
∫ d
c
q(y, s)
∂ f (σ1(t), s)
∆2s
∆2s
]
∆1t
+ 1
b− a
∫ b
a
p(x, t)
[
1
d− c
∫ d
c
∂ f (t, σ2(s))
∆1t
∆2s+ 1d− c
∫ d
c
q(y, s)
∂2f (t, s)
∆1t∆2s
∆2s
]
∆1t
= 1
k
[∫∫
R
f (σ1(t), σ2(s))∆2s∆1t +
∫∫
R
q(y, s)
∂ f (σ1(t), s)
∆2s
∆2s∆1t
+
∫∫
R
p(x, t)
∂ f (t, σ2(s))
∆1t
∆2s∆1t +
∫∫
R
p(x, t)q(y, s)
∂2f (t, s)
∆1t∆2s
∆2s∆1t
]
,
and the identity (6) is completely proved. 
Lemma 2.3. Let a, b, x ∈ T1 with a < x < b and c, d, y ∈ T2 with c < y < d and the rectangle R = [a, b)× [c, d) be a union
of four disjoint rectangles of forms R1 = [a, x)× [c, y), R2 = [a, x)× [y, d), R3 = [x, b)× [c, y) and R4 = [x, b)× [y, d), and
f , g ∈ CC1rd([a, b] × [c, d],R). Then∫∫
R
p(x, t)q(y, s)
∂2f (t, s)
∆1t∆2s
∆2s∆1t = kf (x, y)− (d− c)
∫ b
a
f (σ1(t), y)∆1t − (b− a)
∫ d
c
f (x, σ2(s))∆2s
+
∫∫
R
f (σ1(t), σ2(s))∆2s∆1t. (11)
Proof. We have the equality∫∫
R1
p(x, t)q(y, s)
∂2f (t, s)
∆1t∆2s
∆2s∆1t =
∫ x
a
∫ y
c
(t − a)(s− c) ∂
2f (t, s)
∆1t∆2s
∆2s∆1t
=
∫ x
a
(t − a)
[
(y− c) ∂ f (t, y)
∆1t
−
∫ y
c
∂ f (t, σ2(s))
∆1t
∆2s
]
∆1t
= (y− c)
∫ x
a
(t − a) ∂ f (t, y)
∆1t
∆1t −
∫ y
c
(∫ x
a
(t − a) ∂ f (t, σ2(s))
∆1t
∆1t
)
∆2s
= (y− c)
[
(x− a)f (x, y)−
∫ x
a
f (σ1(t), y)∆1t
]
−
∫ y
c
[
(x− a)f (x, σ2(s))−
∫ x
a
f (σ1(t), σ2(s))∆1t
]
∆2s
= (y− c)(x− a)f (x, y)− (y− c)
∫ x
a
f (σ1(t), y)∆1t
− (x− a)
∫ y
c
f (x, σ2(s))∆2s+
∫∫
R1
f (σ1(t), σ2(s))∆2s∆1t. (12)
Also, by similar computations we have∫∫
R2
p(x, t)q(y, s)
∂2f (t, s)
∆1t∆2s
∆2s∆1t =
∫ x
a
∫ d
y
(t − a)(s− d) ∂
2f (t, s)
∆1t∆2s
∆2s∆1t
=
∫ x
a
(t − a)
[
(d− y) ∂ f (t, y)
∆1t
−
∫ d
y
∂ f (t, σ2(s))
∆1t
∆2s
]
∆1t
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= (d− y)
∫ x
a
(t − a) ∂ f (t, y)
∆1t
∆1t −
∫ d
y
(∫ x
a
(t − a) ∂ f (t, σ2(s))
∆1t
∆1t
)
∆2
= (d− y)
[
(x− a)f (x, y)−
∫ x
a
f (σ1(t), y)∆1t
]
−
∫ d
y
[
(x− a)f (x, σ2(s))−
∫ x
a
f (σ1(t), σ2(s))∆1t
]
∆2s
= (d− y)(x− a)f (x, y)− (d− y)
∫ x
a
f (σ1(t), y)∆1t
− (x− a)
∫ d
y
f (x, σ2(s))∆2s+
∫∫
R2
f (σ1(t), σ2(s))∆2s∆1t. (13)
Now, ∫∫
R3
p(x, t)q(y, s)
∂2f (t, s)
∆1t∆2s
∆2s∆1t =
∫ b
x
∫ y
c
(t − b)(s− c) ∂
2f (t, s)
∆1t∆2s
∆2s∆1t
=
∫ b
x
(t − b)
[
(y− c) ∂ f (t, y)
∆1t
−
∫ y
c
∂ f (t, σ2(s))
∆1t
∆2s
]
∆1t
= (y− c)
∫ b
x
(t − b) ∂ f (t, y)
∆1t
∆1t −
∫ y
c
(∫ b
x
(t − b) ∂ f (t, σ2(s))
∆1t
∆1t
)
∆2s
= (y− c)
[
(b− x)f (x, y)−
∫ b
x
f (σ1(t), y)∆1t
]
−
∫ y
c
[
(b− x)f (x, σ2(s))−
∫ b
x
f (σ1(t), σ2(s))∆1t
]
∆2s
= (y− c)(b− x)f (x, y)− (y− c)
∫ b
x
f (σ1(t), y)∆1t
− (b− x)
∫ y
c
f (x, σ2(s))∆2s+
∫∫
R3
f (σ1(t), σ2(s))∆2s∆1t (14)
and finally∫∫
R4
p(x, t)q(y, s)
∂2f (t, s)
∆1t∆2s
∆2s∆1t =
∫ b
x
∫ d
y
(t − b)(s− d) ∂
2f (t, s)
∆1t∆2s
∆2s∆1t
=
∫ b
x
(t − b)
[
(d− y) ∂ f (t, y)
∆1t
−
∫ d
y
∂ f (t, σ2(s))
∆1t
∆2s
]
∆1t
= (d− y)
∫ b
x
(t − b) ∂ f (t, y)
∆1t
∆1t −
∫ d
y
(∫ b
x
(t − b) ∂ f (t, σ2(s))
∆1t
∆1t
)
∆2s
= (d− y)
[
(b− x)f (x, y)−
∫ b
x
f (σ1(t), y)∆1t
]
−
∫ d
y
[
(b− x)f (x, σ2(s))−
∫ b
x
f (σ1(t), σ2(s))∆1t
]
∆2s
= (d− y)(b− x)f (x, y)− (d− y)
∫ b
x
f (σ1(t), y)∆1t
− (b− x)
∫ d
y
f (x, σ2(s))∆2s+
∫∫
R4
f (σ1(t), σ2(s))∆2s∆1t. (15)
If we add equalities (12)–(15), we have∫∫
R
p(x, t)q(y, s)
∂2f (t, s)
∆1t∆2s
∆2s∆1t = kf (x, y)− (d− c)
∫ b
a
f (σ1(t), y)∆1t − (b− a)
∫ d
c
f (x, σ2(s))∆2s
+
∫∫
R
f (σ1(t), σ2(s))∆2s∆1t. 
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Our main results are given in the following theorems.
Theorem 2.1. Let a, b ∈ T1, c, d ∈ T2 and f , g ∈ CC1rd([a, b] × [c, d],R). Then∣∣∣∣1k
∫∫
R
f (x, y)g(x, y)∆2y∆1x− 12
(
1
k
∫∫
R
f (x, y)∆2y∆1x
)(
1
k
∫∫
R
g(σ1(x), σ2(y))∆2y∆1x
)
− 1
2
(
1
k
∫∫
R
f (σ1(x), σ2(y))∆2y∆1x
)(
1
k
∫∫
R
g(x, y)∆2y∆1x
)∣∣∣∣
≤ 1
2k2
∫∫
R
[M1(x, y) ((d− c)H1(x)+ (b− a)H2(y))+M2(x, y)H1(x)H2(y)]∆2y∆1x.
Proof. From identity (6), we have the following identities
kf (x, y) =
∫∫
R
f (σ1(t), σ2(s))∆2s∆1t +
∫∫
R
q(y, s)
∂ f (σ1(t), s)
∆2s
∆2s∆1t
+
∫∫
R
p(x, t)
∂ f (t, σ2(s))
∆1t
∆2s∆1t +
∫∫
R
p(x, t)q(y, s)
∂2f (t, s)
∆1t∆2s
∆2s∆1t (16)
and
kg(x, y) =
∫∫
R
g(σ1(t), σ2(s))∆2s∆1t +
∫∫
R
q(y, s)
∂g(σ1(t), s)
∆2s
∆2s∆1t
+
∫∫
R
p(x, t)
∂g(t, σ2(s))
∆1t
∆2s∆1t +
∫∫
R
p(x, t)q(y, s)
∂2g(t, s)
∆1t∆2s
∆2s∆1t (17)
for (x, y) ∈ R. Multiplying (16) by g(x, y), (17) by f (x, y), and adding the resulting identities, we have
2kf (x, y)g(x, y) = A(x, y)+ A1(x, y)+ A2(x, y)+ A3(x, y). (18)
Integrating (18) on R, we get∫∫
R
f (x, y)g(x, y)∆2y∆1x = 12k
[(∫∫
R
f (x, y)∆2y∆1x
)(∫∫
R
g(σ1(x), σ2(y))∆2y∆1x
)
+
(∫∫
R
f (σ1(x), σ2(y))∆2y∆1x
)(∫∫
R
g(x, y)∆2y∆1x
)]
+ 1
2k
∫∫
R
[A1(x, y)+ A2(x, y)+ A3(x, y)]∆2y∆1x.
From (i), (ii) and (iii) in Lemma 2.1, we have∣∣∣∣1k
∫∫
R
f (x, y)g(x, y)∆2y∆1x− 12k2
(∫∫
R
f (x, y)∆2y∆1x
)(∫∫
R
g(σ1(x), σ2(y))∆2y∆1x
)
− 1
2k2
(∫∫
R
f (σ1(x), σ2(y))∆2y∆1x
)(∫∫
R
g(x, y)∆2y∆1x
)∣∣∣∣
≤ 1
2k2
∫∫
R
[|A1(x, y)| + |A2(x, y)| + |A3(x, y)|]∆2y∆1x
≤ 1
2k2
∫∫
R
[|A1(x, y)| + |A2(x, y)| + |A3(x, y)|]∆2y∆1x
≤ 1
2k2
∫∫
R
[M1(x, y) ((d− c)H1(x)+ (b− a)H2(y))+M2(x, y)H1(x)H2(y)]∆2y∆1x. 
Theorem 2.2. Let a, b ∈ T1, c, d ∈ T2 and f , g ∈ CC1rd([a, b] × [c, d],R). Then∣∣∣∣1k
∫∫
R
f (x, y)g(x, y)∆2y∆1x+ 12
(
1
k
∫∫
R
f (x, y)∆2y∆1x
)(
1
k
∫∫
R
g(σ1(x), σ2(y))∆2y∆1x
)
+ 1
2
(
1
k
∫∫
R
f (σ1(x), σ2(y))∆2y∆1x
)(
1
k
∫∫
R
g(x, y)∆2y∆1x
)
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− 1
2k2
∫∫
R
(g(x, y)F(x, y)+ f (x, y)G(x, y))∆2y∆1x
∣∣∣∣
≤ 1
2k2
∫∫
R
M2(x, y)H1(x)H2(y)∆2y∆1x.
Proof. From identity (11), we have the following identities
kf (x, y) = F(x, y)−
∫∫
R
f (σ1(t), σ2(s))∆2s∆1t +
∫∫
R
p(x, t)q(y, s)
∂2f (t, s)
∆1t∆2s
∆2s∆1t (19)
and
kg(x, y) = G(x, y)−
∫∫
R
g(σ1(t), σ2(s))∆2s∆1t +
∫∫
R
p(x, t)q(y, s)
∂2g(t, s)
∆1t∆2s
∆2s∆1t (20)
for (x, y) ∈ R. Multiplying (19) by g(x, y), (20) by f (x, y), and adding the resulting identities, we have
2kf (x, y)g(x, y) = g(x, y)F(x, y)+ f (x, y)G(x, y)− A(x, y)+ A3(x, y). (21)
Integrating (21) on R, we get∫∫
R
f (x, y)g(x, y)∆2y∆1x = 12k
∫∫
R
(g(x, y)F(x, y)+ f (x, y)G(x, y))∆2y∆1x
− 1
2k
[(∫∫
R
f (x, y)∆2y∆1x
)(∫∫
R
g(σ1(x), σ2(y))∆2y∆1x
)
+
(∫∫
R
f (σ1(x), σ2(y))∆2y∆1x
)(∫∫
R
g(x, y)∆2y∆1x
)]
+ 1
2k
∫∫
R
A3(x, y)∆2y∆1x. (22)
From (22) and (iii) in Lemma 2.1, we have∣∣∣∣1k
∫∫
R
f (x, y)g(x, y)∆2y∆1x+ 12
(
1
k
∫∫
R
f (x, y)∆2y∆1x
)(
1
k
∫∫
R
g(σ1(x), σ2(y))∆2y∆1x
)
+1
2
(
1
k
∫∫
R
f (σ1(x), σ2(y))∆2y∆1x
)(
1
k
∫∫
R
g(x, y)∆2y∆1x
)
− 1
2k2
∫∫
R
(g(x, y)F(x, y)+ f (x, y)G(x, y))∆2y∆1x
∣∣∣∣
≤ 1
2k2
∫∫
R
|A3(x, y)|∆2y∆1x
≤ 1
2k2
∫∫
R
M2(x, y)H1(x)H2(y)∆2y∆1x
and the proof is complete. 
If we apply the Grüss type inequalities to quantum time scales, we will get some new results. For instance, consider the
following special case,
(a) T1 is a time scale, T1 =
{
t : t = t1qn1, n is a nonnegative integer
} ∪ {0}, where t1 ∈ R and 0 < q1 < 1,
(b) T2 is a time scale, T2 =
{
s : s = t2qn2, n is a nonnegative integer
} ∪ {0}, where t2 ∈ R and 0 < q2 < 1,
(c) R is a rectangle in T1 × T2.
Corollary 2.1. Let a, b ∈ T1, c, d ∈ T2 and f , g ∈ CC1rd([a, b] × [c, d],R). Then∣∣∣∣1k
∫∫
R
f (x, y)g(x, y)∆2y∆1x− 12
(
1
k
∫∫
R
f (x, y)∆2y∆1x
)(
1
k
∫∫
R
g(q1x, q2y)∆2y∆1x
)
− 1
2
(
1
k
∫∫
R
f (q1x, q2y)∆2y∆1x
)(
1
k
∫∫
R
g(x, y)∆2y∆1x
)∣∣∣∣
≤ 1
2k2
∫∫
R
[M1(x, y) ((d− c)H1(x)+ (b− a)H2(y))+M2(x, y)H1(x)H2(y)]∆2y∆1x.
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Here, H1 and H2 reduce to the following:
H1(x) = (x− a)(x− q1a)+ (x− b)(x− q1b)q1 + 1
and
H2(y) = (y− c)(y− q2c)+ (y− d)(y− q2d)q2 + 1 .
Corollary 2.2. Let a, b ∈ T1, c, d ∈ T2 and f , g ∈ CC1rd([a, b] × [c, d],R). Then∣∣∣∣1k
∫∫
R
f (x, y)g(x, y)∆2y∆1x+ 12
(
1
k
∫∫
R
f (x, y)∆2y∆1x
)(
1
k
∫∫
R
g(q1x, q2y)∆2y∆1x
)
+ 1
2
(
1
k
∫∫
R
f (q1x, q2y)∆2y∆1x
)(
1
k
∫∫
R
g(x, y)∆2y∆1x
)
− 1
2k2
∫∫
R
(g(x, y)F(x, y)+ f (x, y)G(x, y))∆2y∆1x
∣∣∣∣
≤ 1
2k2
∫∫
R
M2(x, y)H1(x)H2(y)∆2y∆1x,
where H1 and H2 are defined as in the previous corollary.
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