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CHAPTER 1  
INTRODUCTION 
Recently different media devices, which people can easily carry with them and use 
while moving, have become common. A device type that is becoming more popular is 
a smart phone, which combines mobile phone and advanced features related to, for 
instance, media, email, and WWW browsing [s60c]. It is estimated that during the 
second quarter of the year 2006, the worldwide sales of smart phones were 18.3 
million devices compared to 12 million units of the same quartile of the previous year 
[Nokia]. This indicates that people are aware of and interested in the possibilities 
that smart phones offer, especially related to music and digital imaging as their 
driving features. 
The fast growth of smart phone sales also implies that a wider variety of people has 
the need for managing media on these devices. A lot of related research has been 
done on desktop computing (see for example [Bentley et al., 2006; Kang & 
Shneiderman, 2003; Sun et al., 2002; Voida et al., 2005]), but they focus mainly on 
use and management of a single media type, such as image or music. In addition, 
research on mobile devices and media is still on its infancy. Therefore we are 
interested in finding common enablers that are required to aid further management 
of multimedia regardless of its type in smart phones – especially from the user’s 
point of view. 
1.1 EXPANDING MOBILE PHONE USE BEYOND 
COMMUNICATION 
Initially the driver for mobile phones was voice communication (calling) between two 
persons. Compared to fixed line telephones, mobile phones offered a possibility to 
call a person regardless of time and place. In the beginning of 90’s, mobile phones 
were used only by businessmen as the prices of the devices and their use were high. 
Nonetheless, during the mid 90’s mobile phones gained popularity fast and they 
became devices for layman. During that time period, short messaging service (SMS) 
became a next big hit in some parts of the world by making asynchronous mobile 
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communication to one or more recipient as affordable and less disturbing alternative 
for calling. 
The first initiative aimed at expanding the mobile phone usage beyond 
communication purposes was Wireless Application Protocol (WAP) in the late 1990’s. 
WAP is a standard for wireless access to the Internet and its services via mobile 
phones. More recently, the technical evolution of mobile phones has been rapid and 
it has been driven by features and technologies related to mobile multimedia, such as 
digital images, video, music and games. Technical advances are related to, for 
example, increasing computing power and storage capacity; larger high resolution 
color displays; embedded megapixel digital cameras; new and faster networking 
technologies with the Internet access; and stereophonic audio with hardware codecs. 
Consequently the growth of new applications and features in the mobile phone 
turned them from mere tools for voice communication to so-called smart phones 
[S60a]. It should be noticed that regardless of the improvements, mobile devices 
cannot provide similar computing performance and experience to desktop computers 
due to, for instance, power consumption, heating issues, display real estate and cost 
of device and services. 
Before continuing we introduce definitions that are essential in the scope of this work. 
An object can be something mental or physical perceived by the human senses and a 
thought, a feeling, or an action may be directed towards it. Content implies the actual 
presence of a substance within the object, such as a physical detail, or information in 
a work of art as in comparison with form that refers to the shape and structure of 
object. Here, the term information refers to the communication or acquisition of 
knowledge by understanding of a science, art, or technique. To summarize, a content 
object is an object where the content may be considered to be the more important 
than the form or the material. There are many types of content, such as text, images 
and video. An example of a physical content object is a book that is made of paper, 
has a form in the real world and content refers to textual information it contains. 
Digital information (data) refers to information that is described in the binary form 
and thus readable for the computing devices [Merriam-Webster]. Digital object 
refers to data object stored in a computing system, which may be a file, a database 
record, or a data stream, depending on the system. 
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1.1.1 Towards mobile multimedia 
Functionality related to multimedia is now integrated into the smart phones. 
Consequently, the amount of content stored in the phones is exploding as their 
storage capacity have increased from 4 MB to 4 GB [7650; N91] within five years. As 
a result, the smart phones will face content management challenges similar to what 
desktop computers have experienced for a long time. A prominent example of 
content explosion is music. Currently lots of music in MP3 (MPEG-1 audio layer 3) 
format is listened to with portable music players while the users are moving. The 
sales of MP3 players have surged fast and a recent forecast estimates that by the year 
2009 MP3 player sales are close to one billion devices [IDC]. However, by then the 
majority of the sales (over 700 million) consists of the devices that support audio 
playback as a secondary feature (for instance, mobile phones and DVD players). In 
addition, it is estimated that the maximum storage capacity of a portable MP3 player 
using Flash memory will increase from 1GB to 16 GB between 2004 and 2007. 
Essentially, this means that people may store thousands of songs in their device and 
even search and acquire more via network stores, such as Apple iTunes that offers 
currently more than 2 000 000 songs [iTunes]. However, due to limitations and 
nature of the mobile device and its user interface, new and novel methods for 
managing the content are required. 
Alternatively, self-created mobile content – such as digital images and video – can be 
used to facilitate social interaction. Capturing and sharing experiences between loved 
ones is easy and fast as the users are able to capture events of their lives and share 
the created content with the same device instantly, for example, via multimedia 
messages (MMS). However, most likely a person, who receives an image, cannot 
perceive all the various aspects related to the situation if they were not present when 
the image was created. These aspects could be described by attaching a brief message 
to the image (for example, MMS) as in the old days, or providing a possibility to 
create a textual annotation to the item’s metadata [Wilhelm et al., 2004]. Both 
methods may not be feasible due to the limited interaction capabilities of a smart 
phone as they require a lot of text entry. 
An easier solution would be embedding information that describes various aspects of 
the situation (i.e. context) in the content objects automatically. To some extent, the 
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media objects already contain some of these attributes, such as the time and date of 
creation, and creator. But to utilize context more widely, mobile devices should have 
some understanding of the characteristics of real world and the situations their users 
are experiencing. 
1.1.2 The disintegration of the mobile user interface 
Unfortunately the aforementioned evolution has a downside: the new technology 
may increase the number of applications and features and consequently, the devices 
are becoming harder to use even though the mobile phone manufacturers are paying 
substantial attention to their ease-of-use. The exact number of features is difficult to 
count; however a trend can be seen, for instance, by comparing the number of textual 
strings that may be displayed to the user while using the phone. In the year 1992, 
Nokia model 1011 contained 406 display texts and ten years later Nokia 6610 had 
3085 texts strings [Lindholm et al, 2003]. It should be noticed, that these numbers 
refer to text strings – not single words – and therefore the increment of this 
magnitude cannot only be caused by providing more detailed help to the user. 
In essence, there are two trends that cause the growth of features. First, the users 
want and need more versatile gadgets to deal with a wide variety of tasks (this 
phenomenon is known as user pull) and second, the manufacturers introduce new 
and better technology (technology push), which is often considered as a selling 
argument, a differentiation point from the competitors, but also a user benefit. 
The feature growth causes an enormous strain on the user interface of the smart 
phone. The user interface (UI) refers to the part of the computing system that 
provides means for the user to interact and communicate with the system. The user 
interface is the most visible part of the computing system, because the rest of the 
system is hidden somewhere where the user cannot see. If the user interface is poorly 
designed, the users will be unable to perform their tasks, and eventually, they will 
become frustrated and may even refrain from using the system. Moreover, the 
importance of the user interface is emphasized, since the background and the skills 
of the potential users may vary greatly. Also, the users cannot be expected to have 
much training or will to read manuals – especially when mobile. 
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The physical size of the mobile phones is decreasing, partly because the users 
demand smaller devices that are easy and lightweight to carry. Comparing the device 
volumes in cubic centimeters provides a concrete example, how the device size has 
decreased in ten years. This measure is convenient as the effect of form-factor of a 
device that is a single unit (such as monoblock or flip phone) may be ignored. Using 
the same phones as an example as earlier, the volume of the devices decreased from 
340 cm3 (Nokia 1011) to 71 cm3 (Nokia 6610) [Lindholm et al., 2003]. As a result, the 
mobile phones have less and less space available on their surfaces for adding more 
interaction devices (for instance, display and hardware keys) in locations where they 
can be used conveniently. 
An argument against the size reduction is caused by the fact that the space, which the 
physical UI requires, originates from human physiology. The size of the interaction 
devices cannot be reduced ad infinitum, because otherwise the device will become 
difficult to operate. For example, the size of a finger dictates the size of a key, and the 
physical size of display is linked to the accuracy and resolution of human vision. 
Therefore, the advances in interaction devices have concentrated on enhancing 
performance and quality. This is easy to notice when comparing mobile phones from 
1995 and today: in the majority of the phones essentially all the interaction devices, 
such as display, keypad, softkeys, and scroll keys, are alike. Naturally the evolution 
will go on in the field of interaction devices and technologies to offer solutions that 
are not only tied to traditional mobile devices and user interfaces. For example, 
Tokunaga et al. [2005] use different sensors and camera for providing more intuitive 
user interfaces and Ballagas et al. [2006] review different techniques for interacting 
with the environment via smart phone. However, this is still research that is not yet 
deployed in devices aimed at mass markets. As a result, the aforementioned slow 
progress of physical UI implies that in the near future the evolution of the mobile 
user interfaces is more likely related to software instead of hardware. 
1.1.3 Scope of the research 
This dissertation focuses on finding ways to enable the management of personal 
content stored in or accessible via a smart phone. We study how mobility as the 
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essential characteristic of a smart phone could enrich metadata and thus could be 
used for facilitating the management of the content. 
The approach is related to enhancing the user interface of a smart phone when 
considering personal content management as the amount of information that needs 
to be interacted with is bound to increase. Because visual perception is the most 
important way for a human to acquire that information, we focus on presenting data 
graphically in order to interact with it. We take the current interaction devices of 
smart phones for granted and aim at coping with the limitations of the existing input 
and output devices, since the evolution of a UI is likely to take place on the software 
side. 
Personal content management with smart phones is a vast and complex issue, which 
requires several fields of research in addition to those described above. Such fields 
are: 
• User and sociological, for instance, privacy, and specific tasks with certain 
content types 
• Technical, such as hardware, security, networking, encoding, rendering, and 
storing 
• Legal, related to copyrights and ownership 
• Economics, for example, trading, pricing, and distribution 
However, these perspectives fall out of the scope of this thesis, since the focus is on 
the users’ side of the user interface – especially, interaction and visual representation 
of the information. 
The rest of Chapter 1 is organized as follows. First mobility as a fundamental 
characteristic of a smart phone and context awareness are examined in Section 1.2. 
We then introduce mobile personal content (Section 1.3) and the notion of metadata, 
which is one of the main enablers for managing the content (Section 1.3.1). The next 
section (1.4) provides an overview to smart phone user interfaces in general and 
explains how mobility affects on them. Section 1.4.2 combines the previous topics 
and describes the current state of content management from the user interface point 
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of view. We use this as a starting point for defining the research questions, which are 
presented in Section 1.5 and the research methods (Section 1.6). Chapter 2 provides 
an overview to the published articles and shows their relevance to the research. 
Chapters 3 – 7 consist of five published articles, which form the main body of the 
research. Finally, the last chapter draws the conclusions and summarizes the 
research. 
1.2 UTILIZING MOBILITY FOR CONTEXT AWARENESS 
Mobile (as an adjective) refers to something that is either “capable of moving” or 
“being moved” [Merriam-Webster].  Therefore from the device perspective, mobility 
relates to “capable of being moved” which is a fundamental characteristic of a smart 
phone since it makes them very different from stationary desktop computers. 
Mobility of the device concerns the physical form of the device, for instance, is the 
device small and lightweight enough to be carried by the user. We described in the 
previous section how the mobile phones have become easier to carry during the last 
ten years as their size has decreased. At the same time the network coverage, for 
example, has got better as well as advances in battery technology and energy 
management have increased stand-by and talk time, which extend the mobility even 
further. 
Mobile computing devices may be divided into two categories depending on whether 
their use is continuous or nomadic, which relates to mobility from the user’s point of 
view. Continuous use refers to a situation where the user is capable of moving (for 
instance, by foot or driving a car) and operating the device at the same time. 
Nomadic use relates to use situation, where the device is first being moved from one 
place to another and then used stationary. However, both types of mobile devices 
may be used while the user is being moved, for example, by train or by airplane 
[Lehikoinen, 2002; Merriam-Webster; Rosenberg, 1998]. 
An example of a nomadic device is a laptop computer; it is mobile, because the user 
can easily carry it from one place to another, but operating it requires immobility. 
Essentially, mobile computers for continuous use are truly mobile devices, since the 
user is able to use them even though they are moving. In addition to smart phones, 
Personal Digital Assistants (PDA) are designed for continuous mobile use. Initially 
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PDA (or a hand-held) was a pocket-sized computing device without wireless 
connectivity features, designed for organizing personal data (such as calendar, notes, 
address book, and office documents) and synchronizing information with desktop 
computer. Recently PDAs have started to get telephone and wireless connectivity 
features while phones have got more PDA features, thus blurring the distinction 
between a smart phone and a PDA [Lehikoinen, 2002; Merriam-Webster; Palm; 
Rosenberg, 1998; S60a]. 
Continuous use causes difference between the usage patterns of a mobile device and 
a desktop computer. Typically the active use of a mobile device’s controls requires a 
short period of time when the user is moving, whereas the user is assumed to use a 
desktop computer for relatively long periods of time. For instance, when the user is 
walking and listening to music, he changes the track or adjusts the volume and lays 
the device aside, because he has to pay attention to the environment in order to avoid 
any dangerous situations. 
In mobile computing, the changes in environment may be more remarkable than in 
desktop computing. For instance, when the user enters a library from a noisy street, 
the various characteristics of the situation change significantly. In general, 
information related to the situation is called context and it may be defined as follows. 
“Context is any information that can be used to characterize the situation of 
an entity. An entity is a person, place, or object that is considered relevant to 
the interaction between a user and an application, including the user and 
applications themselves [Dey, 2001].” 
In addition, more fine-grained definitions of context information exist. For example, 
ePerSpace [2004] uses the following categorization to highlight various elements of 
context: 
• Environmental context, which describes the entities around and the 
environment where the user and the device currently are. The information 
describes, for example, other devices, other users, brightness, temperature, 
and humidity. 
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• Personal context refers to physiological and mental context related to the 
user. The first part consist of information, such as blood pressure and pulse, 
and the latter, for instance, mood, and stress. 
• Task context describes information related to on-going tasks 
• Social context defines the relationships between users nearby. It can contain 
information about friends, co-workers, relatives, and so forth. 
• Spatio-temporal context means the location in the real world at a certain 
moment of time 
• Terminal’s context relates to the device status and capabilities, for instance, 
characteristics of the terminal (e.g., screen size, weight), and status of 
power and memory. 
• Service context describes what services are available and if the user is using 
some of them. This includes information, such as service name, state of the 
service (e.g. running or suspended), and cost of the service. 
• Access context describes the status of the network connectivity. 
Context information can be obtained by the technology with various mechanisms, for 
example, by sensors embedded in the device, by accessing network services, or by 
deriving the information from other information. Often context information is 
processed in the background and the acquired context information may be utilized 
immediately, or stored for later use. 
In some occasions, the use of a mobile device disturbs the user’s current task in an 
inconvenient way. For example, it may be impolite to start reading a text message 
while engaged in a conversation with somebody. In some situations, the use of a 
mobile device is not even possible, because the user is occupied with another task, 
such as driving. Therefore it could be beneficial for the user if the mobile devices had 
some awareness of the current context. A system that takes the context into account 
for users benefit is called context-aware. More formally: 
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“A system is context aware, if it uses context to provide relevant information 
and/or services to the user, where relevancy depends on the user’s task [Dey, 
2001]” 
Context could be used to improve ease-of-use with an interactive system by the 
following ways [Cheverst, 2001; Dey, 2001]: decreasing the need for user input; 
reducing the amount of information that the user has to process; increasing the 
quality of presented information; adding context to information in order to support 
later information retrieval; and reducing the complexity of rules constituting the 
user’s mental model of the system. Norman [1990] defines mental models as the 
user’s own representations of reality that are needed to understand some phenomena 
based on their prior knowledge. These models help the user to understand 
experiences, predict the outcomes of actions, and handle unexpected occurrences. 
1.3 MOBILE PERSONAL CONTENT 
During the last decade the content has transformed from analog to digital media, 
which introduced new possibilities and challenges especially in content management. 
Before discussing personal content management, we define and discuss mobile 
personal content. Next, we introduce the concept of metadata that is seen as a crucial 
enabler for the content management. Content management with smart phones is 
discussed at the end of the section. 
Smart phones, as mobile phones in general, are often considered extremely personal 
devices and, for example, the user may loan the device only for a short period of time 
to a person they trust. This may be due to reasons such as the device is used for 
intimate tasks, such as personal communication, and because the device is carried 
along nearly constantly, it will affect the relationship between the user and the device. 
The fact that the device contains usually highly personal and even confidential 
content (for example, contacts, calendar, messages, and images) is also an important 
reason why the device is considered personal and intimate. 
Personal content may be defined as: 
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“… Data targeted at human access, including individual data objects and 
combinations and collections thereof. It is meaningful to the person dealing 
with it. In addition, the person has a voluntary relationship with personal 
content and is in possession of it or has control over it [Aaltonen et al., 2005]” 
The definition relates to content that is self-created or acquired from other sources 
(such as bought, traded or downloaded) as long as it satisfies the requirements 
described above. The aforementioned definition uses the term data object since the 
content can be stored in various ways, such as file, database record, or file stream. 
Also, personal content may be not only a single object, but a combination (for 
instance, multimedia message (MMS) may contain audio, still images, text and 
video) or a collection (for example, a playlist consisting of several songs). However, 
personal content excludes corporate information, since often the employee is not in 
legal possession and control of it. 
It should also be noticed that mobile use of smart phones have and will most likely 
generate many new content types, which are not widely used in desktop environment. 
Examples of these are: phonebook contacts, landmark information, and device 
profiles. In addition, (mobile) personal content may be used in new and novel ways, 
which are yet unknown, in the future. Recently emerged examples of this trend are 
mobile blogs, digital maps for wayfinding, and podcasts. 
This dissertation concentrates on the content types, which can be created with the 
current smart phones (for instance, images, video clips, and audio recordings), or on 
content, which consuming is typical and feasible for most of the mobile use situations 
(such as music). There are several mobile content types, which fall out of the scope. 
For example, we do not consider executable files as personal content, since they are 
applications for creating or consuming objects (for example, a drawing application 
may be used for creating images, or a player for listening to MP3 songs). In addition, 
broadcasted media (radio and TV via digital video broadcast DVB-H) is not discussed, 
since the user’s ability to possess and control the media is rather limited. Managing 
broadcasted media is mostly about interaction with pre-set channels. Streaming 
media (e.g., video-on-demand) may be important in the future, but currently they 
require a high storage capacity and network bandwidth. For more details about 
distributed streaming media management, see for instance [Cranor et al, 2003]. 
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The emergence of file formats, such as MP3 for audio files and JPEG for images, has 
made it possible to compress digital information while retaining good quality. This 
together with broadband network technology has made accessing and sharing digital 
content versatile [Cranor et al., 2003; Pachet, 2003]. Distributed media refers to a 
phenomenon, where digital content is distributed to media devices (such as DVD 
player, MP3 player, DVB set-top-box and desktop computer) capable of storing, 
managing and rendering content at homes, other buildings and vehicles. One of the 
consequences of distributing media is that the smart phone does not need to store all 
the content, but should be able to access the content. Smart phones usually support 
different connection methods and network technologies (for example, Bluetooth, 
WLAN, USB cable connections, and access to cellular GSM and WCDMA networks). 
An example of enabling technology is Universal Plug and Play (UPnP), which is a 
distributed open network architecture. For more information concerning the 
technical aspects of connecting devices, see for example [UPnP]. 
Accessing distributed content is seen important as all content may not be stored in 
the local device anymore. In practice, UPnP may be used to connect a smart phone to 
other media devices and the user can access the content, but it does not truly aid in 
managing content. For example, the users may wish to listen to the latest songs they 
have purchased with the desktop computer and in order to do so they must download 
the songs to the mobile device. Or the users are mobile and in order to show some 
digital photos to a friend, they may need to access content that is not stored locally 
on their mobile device. 
1.3.1 Metadata 
Some file formats, such as MP3 and JPEG, enable storing information that can be 
used to characterize content. This information is referred to as metadata and it can 
be defined as: 
“Data about data [Berners-Lee, 2000]” 
Metadata describes information related to a content object with pairs of attributes 
and values in machine understandable form and metadata can be embedded in the 
object or stored separately [Berners-Lee, 2000].  For example, a song in MP3 format 
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is a content object and in addition it may contain ID3 metadata. Examples of 
metadata attribute-value pair describing a song would be “Artist name – Depeche 
Mode”, “Track name – Enjoy the Silence” and “Bit rate – 196 kb/s”. However, 
metadata without meaning (semantics) may be useless from the user perspective as 
the semantics of metadata attribute is not always obvious. For example, what does 
“bit rate – 128 kb/s” really mean – is the quality of audio good or bad? Or who 
should be considered as the creator of an image that presents a famous painting 
[Salminen et al., 2005]. 
The values for metadata attributes need to be acquired in some way and there are 
two ways for doing it: automatic or manual. Manual metadata refers to data that the 
user has added manually as a part of the object’s metadata. This means that the user 
interprets and describes the information that the object contains by, for example, 
adding textual annotations, keywords and ratings. The benefit is that the user can 
create personally meaningful metadata, but the downside is that adding metadata 
requires tedious manual typing. Automatic metadata denotes data that has been 
added automatically when, for instance, the object was created or edited. Examples 
of automatic metadata are bit rate or track duration for MP3 files, or camera model 
or exposure time for digital photos in JPEG format. In addition, there are systems 
that enable the computer to recognize, for instance, a human face from an image, but 
obviously it is easier for the computer to use the textual string “Person: John” than to 
decode this information from the image. However, these kinds of recognition 
systems are computationally expensive and not yet suitable for mobile use. 
Metadata is considered as a vital enabler for digital content management as it 
enables describing the actual content of the object in a form that is easy for a 
computer to manipulate. For example, metadata could describe which songs are 
performed by certain artist and to which album they belong. The computing device 
can then categorize the songs by artists and albums making management of songs 
easier for the user. In practice, the main benefit from the user’s point of view is that 
metadata may be used to organize a large number of media objects automatically. In 
addition, metadata attributes offer more flexibility for organization, because there is 
a wider range of possible attributes and the user may define attributes and values 
that have more personal meaning. Metadata can be used for grouping, defining the 
display order and aiding searching for the objects [Sarvas, 2005]. 
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1.3.2 Managing mobile personal content 
Over the decades the advances in storage, encoding and networking technologies 
have introduced new types of content objects and tasks resulting a situation where 
large amounts of content are now distributed over the network and available for 
multiple users [Cranor et al., 2003]. 
This has caused a demand for managing the content instead of files, since file 
attributes (such as filename, date, size, and access rights) cannot describe the subtle 
differences between the content objects without understanding information that the 
objects contain. For example, the user cannot tell the differences between images 
that have been captured one after the other only based on file name, size and date 
without viewing the images. In addition, digital content is often considered as a 
synonym for file and as a consequence content management is considered equal to 
file management. To emphasize the difference between file and content management, 
file management relates to managing files and file structure (for instance, the user 
creates, copies, deletes, and moves the actual files and directories) by explicit 
interaction with the file system regardless of the information that the files contain, 
while content management (with the aid of metadata) relates to managing the 
information that the content objects contain with tools for indexing, archiving, 
controlling versions, sharing, searching and so forth. 
Personal content management refers to: 
“Actions performed on personal content”. 
In Section 1.3 we described various types of mobile personal content and obviously 
the same action may differ greatly depending on content type. For instance, editing 
an audio clip requires totally different kind of operations, etc. than editing an image. 
In order to understand what kind of different actions are related to personal content 
management, we use the GEMS (Get, Enjoy, Maintain, Share) model that categorizes 
the personal content lifecycle as the following distinguished phases [Salminen et al., 
2005]: 
• Getting content relates to the users’ actions, which all are targeted at 
acquiring a digital content object. Examples of these actions and related 
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applications and objects in smart phones are: receiving an image via email, 
creating a text note, capturing an image or recording a video with an 
integrated camera, searching a text document, and purchasing and 
downloading a song from the Internet [S60c; UIQ]. 
• Enjoying content refers to the users’ actions related to use of the content 
object. We use the verb enjoy instead of commonly used consume, since 
consume implies that the object is deleted after the use. Again, depending 
on a content type and user tasks, actions of content enjoyment may differ 
greatly. In smart phones related applications include, for example, audio 
players for listening to songs, editors for modifying and viewers for 
displaying videos, images or text notes [S60c; UIQ]. 
• Maintaining content consists of actions for keeping the media content 
manageable and controllable from the users’ perspective. The actions 
include, for example, deleting, organizing, archiving, making back-ups, and 
synchronizing. Smart phones provide an application for browsing and 
organizing files and often their manufacturers provide PC software that 
enables connecting the phone and PC in order to, for instance, synchronize, 
back-up, and organize content [S60c; UIQ; PC suite]. 
• Sharing content undoubtedly is one of the essential drivers for the personal 
content. Related actions, applications and content objects in smart phones 
include: sending an image as MMS message, printing a document via 
Bluetooth connection, and showing the object on screen [S60c; UIQ]. 
In essence, personal content management in smart phones requires use of different 
applications that are dedicated to specific content types and tasks. This suggests that 
smart phones are still closer to file management than content management as the 
applications are targeted for certain file types and they exploit metadata only in a 
limited manner. 
Because of the content explosion and distribution, a single content management task, 
which has become more and more crucial from the user perspective, is searching. 
People have intimate relationship with personal content and, for example, searching 
for music in a personal collection is very different from searching in a traditional 
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digital library. The users may just browse the titles, since they may not know how to 
formulate a query or they cannot recall the exact characteristics of the object they are 
looking for [Pachet, 2003]. 
When searching content with a smart phone, we need tools that enable the user to 
locate and access content rapidly and effortlessly. Search user interfaces for mobile 
devices have been studied earlier (see, for example [Jones et al., 2002]), but their 
focus is often on searching for information in the World Wide Web (WWW)  instead 
of locally stored personal content. An important enabler for searching is metadata, 
because extracting and examining features from multimedia content (such as images 
and songs) is computationally more demanding for the device than processing 
textual metadata. Typically, metadata related to searching consists of keywords and 
ratings. 
As stated earlier, personal content is often distributed between different media 
devices and therefore (some of) its management actions may be done on different 
computing devices. For example, multimedia messages (MMS) are specific and 
intended for mobile phones, which means that they are often composed, managed 
and sent via a mobile phone. However PC applications, such as Popwire’s Message 
Composer 1.0, blur this line as these enable creation and management of MMS 
messages with a PC [Popwire]. The benefit for the users is that they can use a more 
powerful user interface and access more content when they compose the message. 
The composed messages are then transferred to the phone via cable or wireless 
connection for sending. 
1.4 USER INTERFACES FOR MANAGING PERSONAL 
CONTENT 
This dissertation concentrates on visual interaction, which refers to communication 
between the user and the system with strong emphasis on graphical elements on the 
display of the device and use of sense of sight. Especially, we focus on smart phones 
and consider how mobility influences their user interfaces in relation to content 
management that was discussed in Section 1.3.2. Consequently, we do not aim at 
reviewing all the possible aspects related to mobile user interfaces and content 
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management. Before reviewing the user interfaces for personal content management 
in smart phones, we introduce the related main concepts briefly. 
From the user perspective the purpose of an interactive system is to help them in 
accomplishing goals in some area of expertise and knowledge related to a real-world 
activity (domain). Therefore, the user performs tasks that are operations to 
manipulate concepts of the domain [Dix et al., 2003]. However, we should notice 
that many current systems involve multiple users and other systems as well as the 
users belong to organizations and complex social structures, which have affect the 
user’s tasks and roles [Van Setten et al., 1997]. 
Interactive system (Figure 1) contains the following components: user, system, input 
and output. Interaction refers to communication between the system and the user. 
Input and output form the interface between the system and the user and they can 
use different interaction modalities. An interaction modality refers to human 
communication channels for input and output, such as vision, speech and sense of 
touch. Each component corresponds to a translation from component to another in 





Figure 1. Translations (arcs) between the components  
of interactive system [Dix et al., 2003] 
The interactive cycle depicted in Figure 1 starts when the user formulates a task for 
achieving a goal and starts manipulating the system through input. The system 
transforms itself based on the operations translated from the input. As a result of this 
so-called execution phase, the system is in a new state and the state needs to be 
communicated to the user during the next (evaluation) phase. The current values of 
system attributes are presented to the user and it is the user’s responsibility to 
compare and relate the output to the original goal. This ends evaluation phase and 
one cycle [Dix et al., 2003] 
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Although the interaction is a lot about the dialog between the user and the system, 
we should consider other aspects, such as the current state of a work situation that 
consists of many aspects like people, roles, objects, work processes, tasks, 
technological possibilities and constraints [Van Setten et al., 1997]. In addition, the 
user interface may be seen to contain related documentation and training programs 
[Preece et al, 1994], which however are outside the scope of this research as our focus 
is on how the information is displayed on the screen and how the user may interact 
with it. 
Several different types of user interfaces exist, such as speech, and command line 
dialogues, but currently the most popular is known as graphical user interface (GUI) 
that relies heavily on visual metaphors and presentation of information. For the last 
two decades, the dominating GUI metaphor has been a desktop that tries to mimic 
the real-world desktop. Another acronym that is often used for characterizing 
desktop GUIs is WIMP (windows, icons, menus, and pointing devices), where the 
windows are used for presenting information and the user can access different 
functions by using menus. The purpose of the icons is to present familiar objects 
graphically to the user. Pointing devices (such as a mouse or a touch pad) refers to 
direct manipulation interaction style, where the user can interact with the objects 
(such as icon or part of the UI) on the screen directly [Dam, 1997; Shneiderman, 
1998].  The windows contain user interface components (widgets) that are graphical 
elements, which provide output based on the user’s input [Myers, 1996]. 
The rest of the section is organized as follows. In Section 1.4.1 we introduce smart 
phone user interface elements that are relevant to personal content management and 
which make the smart phone user interface fundamentally different from user 
interfaces in desktop computing. We then (1.4.2) outline the user interfaces for 
personal content management with desktop computers briefly as personal content 
management is on its infancy with smart phones. Last in Section 1.4.3 we discuss the 
current state of personal content management with smart phones. 
1.4.1 Smart phone UIs 
The graphical user interfaces and WIMP interaction style that have been widely 
deployed in PC computing may not be utilized in smart phones directly. The visual 
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representation and feedback demand often a large display and require a lot of user‘s 
attention that cannot be provided by smart phones in mobile use situations. In 
addition, mobile continuous use may be difficult with a pointing device, since 
targeting at small icons requires accuracy that cannot be achieved easily while 
walking and using the device with one hand [Dam, 1997; Shneiderman, 1998]. 
Often mobile UIs do not have enough screen real estate to display information in 
parallel. For instance, the device may not be able display both the monthly and daily 
views in the calendar at the same time and navigating between the different parts of 
the view may be too cumbersome without a mouse. To deal with a small screen size 
and alleviate the interaction limitations, mobile UIs divide information into smaller 
parts that fit on the screen and are then displayed sequentially. This kind of 
presentation requires menu selection interaction style, which is also popular in many 
other mobile devices, such as MP3 players (for example, [iPod]) and GPS navigators 
(for instance, [eXplorist]). In a menu selection interaction style, all the options 
available for a user selection at the certain moment of time are presented on the 
screen, where the user selects the most appropriate item. One should notice that 
menu selection denotes here the main style of interaction with the device, whereas in 
WIMP menus refer to user interface components used for providing access to the 
system’s functionality and aid the main interaction method, which is direct 
manipulation. 
The benefit of menu selection interaction style is that if the structure and the 
terminology are clear and familiar to the user, it requires little learning 
[Shneiderman, 1998]. Moreover, the list may be used with only four keys (two keys 
or a scroll wheel for changing the selected item and keys for making or canceling the 
selection), which makes it suitable for the mobile devices. 
Menu selection interaction style and list presentation have disadvantages. For 
example, the information may form hierarchies, but because of the small screen the 
structure of the hierarchy is not visible. Therefore, the users can browse one level at 
the time and to move deeper in hierarchy they have to make a navigation step which 
reveals the new level and hides the previous. This increase the users’ cognitive load, 
because they have to remember the preceding navigation choices, understand how 
the visible items relate to the structure, and anticipate what kind of items may be 
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revealed from the next level(s). In addition, often only a fraction of the content may 
be displayed at once on the small screen. As a result, the user may not know what 
choices are available without scrolling the view, which may be a laborious task if the 
list contains a large number of items. Obviously there are techniques for aiding 
interaction with the lists. For example, the user may sort or filter the list based on 
some criteria. However, if the user cannot explicitly name the desired item, these 
methods are of little use and the user must perform a search. 
The current smart phone user interfaces are hybrids between WIMP and menu 
selection interaction styles. For instance, the mobile UIs allows multiple application 
windows and swapping between them, but usually only one window at the time is 
visible since it occupies the entire display area [s60b]. Different kinds of lists are 
used extensively in smart phone UIs for presenting content, tree structures, settings, 
forms and so forth. Although the information is presented in the list, the functions 
related to the items are accessible via a separate menu. 
A display is a central component of a physical UI, because the interaction with a 
smart phone relies heavily on graphical information and visual perception. Over the 
years, displays have improved in quality, color-depth, and resolution, but their 
physical size both in terms of pixels and centimeters is still small compared to 
desktop computers.  Figure 2 characterizes this by comparing two display resolutions 
(208×176 pixels and 320×240 pixels) of the Series 60 smart phone platform with a 
typical laptop computer’s XGA resolution (1024×768 pixels). 
 
Figure 2. Relative screen sizes of some display resolutions 
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Counting the number of available pixels shows that a quarter VGA display has 
roughly one tenth of the pixels of a XGA display (76 800 vs. 786 432) and Series 60 
has even poorer a ratio: over one to twenty (36 608 vs. 786 432). This highlights the 
fact why the sequential presentation of information is required with the smart 
phones. It also implies that mobile UIs need ways for economizing screen space. We 
will discuss this topic later in Section 1.4.3. 
Depending on the users’ task and their preferences also other output modalities than 
visual are important for the current smart phone UI. For instance, audio may be used 
for notifying and providing feedback on operations, such as key presses. Current 
devices are capable of producing polyphonic tones and playback audio files, which 
make the use of audio versatile and appealing. A prominent difference between 
mobile and desktop UIs is the use of vibration as an output modality. In desktop 
computers, vibration (for example, via a vibrating mouse) has not gained popularity, 
whereas phones use vibration for notifying, for instance, about an incoming call. The 
benefit of tactile feedback is that in a noisy environment the user does not have to 
pay attention to the phone constantly, but take a closer look after sensing a vibration 
as the device may be placed in a pocket. 
A typical element for many mobile UIs is a softkey. Basically it is a hardware key that 
is located near the screen of the device, so its label is visible on the display. The 
function of the key (such as open a menu) and thus the label change depending on 
the current state of the phone. 
Often the primary text input device is a keypad, which 3×4 grid layout is based on a 
standard and consists of numbers 0–9 and characters # and * [ITU]. To input text, 
three or four characters are assigned to each number key and, for example, to type 
character B the user presses the key ‘2’ twice. Other text entry methods are based on, 
for instance, predicting the word that the user is typing, and also other keypad 
layouts (e.g., QWERTY) exist. 
For pointing to an object or moving a selection on the display, the smart phone has a 
4 -way joystick or cursor keys with or without center select. Navigation devices with 
half-cardinal points (for example, north-east) are rare, because they could produce 
navigation errors when the device is used while moving. Also stylus and touch-
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sensitive screen are used to move a cursor, select an object and typing text [7710]. 
Some attempts to use limited speech recognition for, e.g., speed dialing [6680], and 
camera for hand written character recognition has been done [Motorola]. 
Obviously continuous mobile use situations, for instance, riding a bike, may be such 
that the user would benefit of using the device hands and eyes free. However, this 
would require speech input, which is limited with the current smart phones. 
Therefore the interaction device needs to be designed so that the user may use the 
input device with one hand, since the other hand may be occupied, for example, for 
carrying a shopping bag. In few cases two-handed use may be applied as it is typically 
intended for experienced users [S60b]. 
1.4.2 Visualizing personal content 
The biggest advances for user interfaces for personal content management are 
currently occurring in desktop computing. For example, Apple iLife’06 [iLife] is a 
collection of applications that enables the user to collect, edit and organize various 
content types (such as images, videos, and audio), which can be shared as photos, 
DVDs, podcasts and blogs. Desktop computers have better computing resources 
(such as processing power, storage, displays, and input devices) available and 
content management has been an important task performed with them for several 
years. 
At the moment there are a myriad of applications available for managing large 
amounts of personal content [iLife; MediaPlayer; Photoshop; Picasa]. Considering 
what is a”large amount”, for example, Apple iPhoto 6 supports up to 250 000 images 
[iPhoto]. Often the applications are designed mainly for either audio content or 
images, but seldom both, because the user tasks with digital content objects and the 
way the objects are organized and presented differ greatly. However, managing video 
content is often supported by both application types; on the one hand video is visual 
content and it can be created with most digital cameras. On the other hand, video 
requires play controls similar to music. Some of the most popular examples of 
applications for managing digital images and video are Google Picasa 2 [Picasa], 
Adobe Photoshop Album 2.0 [Photoshop] and Apple iPhoto 6 [iPhoto]. For digital 
music instances of popular applications are Apple iTunes [iTunes] and Microsoft 
 23 
Windows MediaPlayer [MediaPlayer]. The aforementioned applications enable the 
users to manage their media collections and provide different kind of automated 
tools for organizing, editing, sharing, and creating back-ups. In order to aid 
maintaining the collections, these programs typically allow the users to rate, 
annotate and add keywords to the content objects and the collections. 
Related to visual interaction in personal content management, we have one central 
aspect yet to be covered: How to visualize personal content and related metadata on 
the screen of the smart phone as the number of content objects and the amount of 
related metadata may be high, and the screen area for displaying the data will remain 
small. Defining what and how to display is essential as the user can pay attention to 
the device’s display only a short time while moving. From the user perspective, how 
the information related to personal content is transformed into visual form in order 
to enable them to browse, observe, and understand the information is an essential 
aspect when managing personal content. Information visualization is a field of 
research, which is defined as 
“… using computer-supported, interactive, visual representation of abstract 
data to amplify cognition [Card et al., 1999].” 
The following ways, for example, are proposed for amplifying cognition: shifting 
workload from a human’s cognitive system to their perceptual system, reducing 
searching, and enhancing recognition of patterns [Card et al., 1999]. 
Card et al. [1999] have created a theoretical reference model for information 
visualization that describes how the raw data can be transformed into view on a 
screen. From the visual interaction perspective, the most interesting aspects of the 
model relate to creating the visual form which consists of two phases: defining visual 
structure, and views. 
In order to create a visual form, the desired data needs to be mapped into visual 
structures. Visual structure defines how the space in itself is used and it is expressed 
with axes. For instance, a map has two orthogonal, quantitative axes that have 
specialized physical coordinates. Visual structure may encode information 
temporally, which is useful as human perception is sensitive for changes in position 
and/or graphical properties. The defined space contains visible occurrences that are 
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called marks, which may be points, lines, areas or volumes. Spatial position in a 
space is a powerful method for encoding information and several techniques (such as 
composition, alignment, and recursion) have been developed to increase the amount 
of encoded information. Marks have also graphical properties (such as color, shape, 
texture and size) that are used to encode more information. Relations and structures 
may be presented by combining point and line marks, such as trees and graphs [Card 
et al., 1999]. Figure 3 shows an example of a one-dimensional visual structure that 
uses only one quantitative axis in the space and contains three marks. The marks are 






A visual structure using one (y) 
quantitative axis 
2D marks with the following properties:
shape, size, color and position in space
 
Figure 3. 1D visual structure consisting of three marks. 
The visual structures are converted into views that are specified by graphical 
parameters (such as position, scaling, and clipping) and the conversion requires view 
transformations. Common view transformations are location probes, viewpoint 
controls, and distortions. Location probes use location in a visual structure to show 
more information, for instance, as when selecting an object opens a pop-up window 
for detailed information. Viewpoint controls either transform the viewpoint or 
magnify the visual structure. Distortion modifies the visual structure in order to 
create a view, where the viewpoint information is manipulated in such a way that it 
enables seeing an important object in detail, while preserving the broader context to 
which the object belongs. 
During preparatory steps the user may affect the creation of visualization, for 
instance, what kind of raw data is gathered; how the raw data is transformed; what 
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kind of properties do the marks of the visual structure have; and what kind of 
viewpoint is used to display data [Card et al., 1999]. 
Next, we discuss briefly the most common views used for visualizing personal 
content. These visualizations are dominantly based on 1-dimensional (a list) and 2-
dimensional (a grid) visual structures, because 3D interaction may be difficult for 
users and therefore prone to errors in addition to the fact that 3D input devices are 
still rare and expensive. The marks used in structures are typically a combination of 
text and graphics, such as a thumbnail image or an icon. 
A list view may be used for displaying a set of any kind of content objects with the aid 
of the visual structure of one axis. It is useful for showing any kind of objects (textual 
or graphical). Depending on available screen space the list may have one or more 
columns (see Figure 4a and b) in order to provide more information about the 
objects in a way that it is easy for the user to scan. Figure 4c is an example of a list, 
where the list items may also be graphics and more than one line of text. It should be 
noted that the axis of the list may not be linear, but it can be bended, for example, in 
the shape of ring (Figure 4d) in order to display more information on screen while 
preserving the list-like interaction. 
 
                       (a)                                (b)                              (c)                         (d) 
Figure 4. Examples of different kind of lists without (a), with columns  
(b), with thumbnail images (c) and with the ring-shaped axis (d). 
The graphical content, such as images, is often shown in a form of a grid, which 
means that the visual structure utilizes two axes. In addition to graphics, a grid item 
may contain also one or more rows of labels. The benefits of using a grid is that 
because the visual structure and navigation in it are two dimensional, the user is able 
to see more content and access it with fewer navigation steps than in the list (Figure 
5). 
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Figure 5. Example of image grid without labels (left)  
and with labels (right) 
If the content objects form a hierarchy, it is typically presented with a tree view as in 
Figure 6. A hierarchy related to music could consist of, for example, artist, their 
albums, and tracks of each album. 
 
Figure 6. An example of tree view 
Typically the user may change the way how the content is organized in the views by 
using different criteria, such as creation time or content type. Because most of the 
current media management applications support the use of manually created 
metadata, the user is able to, for example, filter, sort and group the objects in a way 
that may be personally more meaningful than using automatic metadata or file 
attributes (such as file size and date). 
MediaBrowser [Drucker et al., 2004] is an example of application that uses manually 
added keywords to organize images and videos. It also provides a so-called time 
cluster view, where media objects are grouped automatically based on their temporal 
proximity. The visible clusters are presented as a stack of images that are next to each 
other on a horizontally tilted plane and each cluster consists of objects created during 
a certain period of time. The benefit of using tilted plane is that the user is able to 
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perceive the size of each stack and even though they do not see all the images fully, 
the user is able to see some parts of the objects that the stack contains. 
Search user interfaces have been studied a lot and they are also relevant to the 
dissertation. In essence, these user interfaces consist of two parts: one for 
formulating the search query and the other for displaying the search results. As most 
of the searching is based on textual data (either content or metadata), the user 
interface for creating the query is often a single textbox, where the user can type the 
search criteria. Obviously the user may enhance the search by adding advanced 
search criteria, such as time, file type, size and so forth. After the search is performed 
the search results may be presented in a similar view (for example, in a form of list or 
grid) that is used for browsing the content and typically the result set is ordered by 
the computed relevancy of the results. 
1.4.3 User interfaces for personal content management in smart phones 
Until recently, content management has not been an issue with smart phones, 
because the number of content objects has been small and somehow controllable. 
Also, the whole file system of a smart phone is usually hidden from the user, which 
means that the smart phone does not provide a full browser for maintaining the file 
system, but functionality for handling certain file types via different applications due 
to limitations related to screen space and interaction [S60c; UIQ]. 
An example of a media content management application is Gallery in the Series 60 
platforms (Figure 7), which provides a partial view to the smart phones file structure 
and shows certain branches of folders and media files that they contain. The 
application may be used for organizing and browsing images, videos, sound clips or 
streaming links [S60c]. 
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Figure 7. Gallery application for managing content in Series 60 [3230] 
To emphasize, Figure 7 shows how the folder structure is presented sequentially 
screen by screen instead of using a tree view. Since personal content forms often 
hierarchies, the aforementioned visualizations fail to provide more information 
about the folder hierarchy than, for example, a tree view, which will impede the 
navigation. 
Another example for content management is Lifeblog [Lifeblog] that is a 
combination of PC and mobile software designed to store, organize, browse, search, 
and edit personal content files, such as images, videos and messages the users have 
collected with their mobile phones. The content is presented as a timeline with a grid 
of thumbnails of the associated objects (Figure 8). 
 
Figure 8. A grid of six objects in Lifeblog application [Lifeblog] 
An attempt to minimize the need for scrolling the view is flip zooming technique 
[Björk & Redström, 1999] that is depicted in Figure 9. In flip zooming the user 
navigates through a number of objects that have a sequential order like flipping 
through pages in a book. The objects are presented in rectangular areas and one of 
them has the focus. The object in focus is bigger than others and it is placed in the 




Figure 9. A browser utilizing flip zooming technique [Björk & Redström, 1999] 
The biggest problem with a list presentation is that if the number of items is great, it 
is wearing to scroll through to find a desired item. The grid view overcomes this 
problem partially as it typically enables presenting more items simultaneously than a 
list.  While finding ways to present information is important, it is as crucial to 
discover ways to save screen space. Techniques, such as perspective distortion, may 
be used for that purpose and an example of it is depicted in Figure 10. In the figure, 
an image grid is tilted vertically and due to that, screen space is preserved for 
presenting an options list at the same time [Lehikoinen & Aaltonen, 2003]. 
 
Figure 10. Perspective distortion on image grid. This  
is a synthesized image [Lehikoinen & Aaltonen, 2003] 
Another way to distort the view is known as the fisheye lens, which enables seeing an 
important object in detail while preserving the broader context in which the object 
belongs. An example of this technique is the rubber sheet view that is suitable for 
small displays [Sarkar et al., 1993]. Instead of transforming the view, Kamba et al. 
[1996] introduced user interface components that are hidden until they are needed. 
When the UI component becomes visible, it is partially transparent in order not to 
hide any relevant information. 
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1.5 RESEARCH QUESTIONS 
We are already witnessing the rise of mobile personal content in several fronts. In 
Section 1.1 we stated that the mobile multimedia technologies drive the current 
evolution of smart phones by providing the technical possibilities (especially large 
storage capacity) for capturing, storing and sharing experiences. The next section 
provided an overview to the characteristics of mobility and Section 1.3 introduced 
different actions that may be performed on personal multimedia content on smart 
phone, followed by an overview of smart phone user interfaces in general and of 
content management in Section 1.4. 
As the amount of personal content in smart phones is growing rapidly, we need to 
find new and better ways for enabling and aiding the user to perform actions (as 
described in section 1.3.2) related to content regardless of content type. However, the 
action and the related user interface depend heavily on the content type: for instance, 
editing a message requires totally different kind of a functionality and user interface 
than editing an image. Therefore, the overall question motivating the thesis is: 
“What is required to facilitate management of personal content on a mobile 
device with limited interaction capabilities?” 
The main question may be divided further into more specific sub-questions, but first 
we discuss what is required from the user perspective. Content management was 
defined earlier as “actions performed on content.” Therefore the first step is to 
choose a set of objects to which the actions can be targeted. If the location of the 
content objects is known, the user may browse and select the files. In the opposite 
case, when the object’s location is unknown, the user must perform a search. After 
the desired content objects have been located, they must be visualized. Visualizing 
may not be a trivial task as it depends on several factors, such as the task, device 
capabilities, user preferences, and the content object itself. Related to visualization 
we must define how to interact with the objects. After the aforementioned process, 
we have selected the objects, displayed them and defined how the user may interact 
with them. Now, the user may truly start the content management and desired 
actions related GEMS model that were discussed in Section 1.3.2. 
Based on the previous, the more specific sub-questions are: 
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Q1: What characteristics of a mobile device will aid content management? 
Q2: How content is selected to be displayed? 
Q3: How should the chosen content be displayed? 
Q4: How to interact with the visible content on the display? 
Next, we discuss each sub-question in more detail. 
Q1: What characteristics of a mobile device will aid content management? 
Mobility is the fundamental characteristic of a smart phone, which is mainly 
considered as a problem, or at least a design constraint from the user interface 
point of view. However, we can take an alternative view and study how we could 
use the different contexts to enhance the management of personal content. We 
mentioned earlier that a content object may not depict all the aspects of the 
context in which the object was created. For example, an image cannot describe 
the current temperature or people that are nearby although not visible in the 
picture. Since media file formats already contain some attributes of context (for 
instance, creator, time, and date in EXIF metadata of JPEG image format), we 
could enrich metadata further by storing any context information with the file. 
Q2: How content is selected to be displayed? 
Personal content may be distributed between different media devices at home. 
In order to access the content, the user must first locate it. In a familiar 
environment, such as home, the user may know which device stores the content. 
Nonetheless, we must have a way to present the devices that are available for 
the user in the home. 
Searching for content is a key task, which often needs to be done in order to 
carry out other content management activities. Mobile phones are designed for 
social interaction between people, but they can be also considered tools for 
collaboration between people [Häkkilä & Mäntyjärvi, 2005]. Searching is 
considered a social process [Wilson, 1981] and collaborative searching for 
content could enhance the selection of content. Although personal content may 
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be private and sensitive, not all of it is like that. For instance, the users may 
have received content from others, or they may wish to purchase something 
new from the Internet store. These cases are examples that would benefit of 
utilizing other people’s help. In addition, in peer-to-peer (P2P) networks, which 
are one of the dominant networking technologies for distributed content, 
searching is the only way to locate content, since P2P networks provide no 
ability to browse content without a preceding search. Therefore, the question is 
how can we utilize metadata and the features of smart phone in searching? 
Q3: How should the chosen content be displayed? 
Metadata may be utilized for selecting and sorting the objects and related 
information, which will be displayed, but we could study more ways to utilize it 
in order to create a visual presentation. 
If we consider context information as a part of metadata, we need to take into 
account the process of transforming raw context data into visual form, because 
the context information is rarely visible to the user. This could increase the 
user’s perception of context by making it more explicit. In addition, this would 
be beneficial as the graphical information is often faster to encode by humans 
than textual information, because reading a long text requires more eye 
movements than perceiving an image. In essence, to visualize context we need 
to understand what kinds of mechanisms are required to transform context 
information from raw data to meaningful visual presentation. Also, we could 
assume that a media object visualizes the context information in a way that is 
easier to interpret than symbolic presentations and the user can relate to the 
situation that they have experienced earlier. 
Due to limited screen space in smart phones, the selection of visual 
presentation technique is fundamental. The smart phone platforms typically 
support running multiple simultaneous applications, but only one of them can 
be visible at a time. Further, the current ways of presenting multimedia content 
rely on 1D (list) or 2D (grid) visual structures, which often lead to a sequential 
presentation of information. Dividing the information into parts that are 
displayed sequentially may increase the users’ cognitive load, because they 
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cannot utilize visual search in the structure. Instead, the users have to 
memorize the path they have navigated as well as anticipate the forthcoming 
steps. Therefore, we need to find better ways to enhance the presentation of the 
structure. 
Q4: How to interact with the visible content on the display? 
The study of this question is limited due to the fact that our user interface 
designs are relying on the existing input and output technologies that are often 
designed for one-handed use. This means that in order to interact with the user 
interface the user can use the 5-way joystick, two softkeys, or the ITU-T alpha 
keypad. 
1.6 RESEARCH APPROACH & METHODS 
The research tradition of the dissertation is influenced by human-computer 
interaction (HCI), which is a study of  
“How people design, implement, and use interactive computer systems, and 
how computers affect individuals, organizations and society [Myers et al., 
1996].” 
The research has focused especially on two relevant areas of HCI that are interaction 
and user interfaces.   
To answer to the research questions, the research is mainly based on a constructive 
research method. Constructive research enables studying whether creation of a new 
artifact based on existing research is possible or not. Furthermore, it aims at solving 
problems by constructing a plan or a prototype, which simulates some of the features 
of the intended system, instead of building the real system [Järvinen, 2004]. In 
addition, part of our constructive research aims at developing theoretical research by 
enhancing the existing Information Visualization Reference Model [Card et al., 1999]. 
On the other hand, the articles that form the main body of the thesis may be seen as 
separate case studies related to facilitating personal content management and 
focusing on user interaction. Case study research is a method applied in social 
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sciences and it suits well when the research tries to answer questions starting with 
“How…” [Yin, 2002].  
Creating prototypes of our concepts is one of our key research methods. For concept 
development, we mostly used a method that loosely follows the waterfall software 
development model. In waterfall model the development of the software is seen as 
moving through the consecutive phases of requirements analysis, design, 
implementation, testing, integration, and maintenance, but our focus was mainly on 
the first three phases. In addition, the concept development process was iterative, 
which means that work in one phase affects work in other phases [Dix et al., 2003]. 
The main reason for utilizing the model was that during the early phase design, the 
progress was typically rapid and the iterations were based on heuristic evaluations on 
low-fidelity (paper) prototypes and sketches. As the development was part of projects 
with rigid schedules, we had to end the concept design phase before starting 
implementation of the prototype. The prototypes were then evaluated with usability 
tests. 
The research can also be considered as empirical as in two of the case studies we have 
developed and evaluated our concepts to study their acceptability and usability. In 
our studies, we utilized the following research methods: interviews, heuristic 
evaluations, and – when applicable – usability tests for iterating and validating the 
design. 
Interviews are informal one-to-one situations, where the potential user of the system 
describes their opinions, facts, routines, concerns and so forth related to the topic. 
Typically, the interview is structured, which means that the interviewer has a set of 
(open) questions to which the interviewee then answers. Often the questions start 
from more general and lead to more specific questions. The benefit of the method is 
that it can be used in very early stage of the design to reap the benefits of the 
interviewee’s experience. Since the actual interview is often informal, the interviewer 
can quickly identify misunderstandings and correct them as well as notice new 
perspectives to the topic that can be instantly discussed in more detail [Dix et al., 
2003]. 
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Heuristic evaluation is usability evaluation method that can be done practically in 
any phase of the design in order to identify potential usability problems. Several 
usability or user interface experts validate the design independently based on 
relevant design principles or guidelines (heuristics). Each of them reports the 
problems they encounter, rate their severity, and suggest ways to fix the problems. 
The benefit of the method is that even though one expert cannot spot all usability 
problems, the evaluations of several (e.g. from three to five) independent experts 
may be aggregated to cover most of the severe problems. The method is very flexible 
and inexpensive compared to many other usability evaluation methods [Dix et al., 
2003; Nielsen & Molich, 1990]. 
Usability testing is enables to collect empirical data how (intended) users use the 
system while performing a set of key tasks. Even though the testing may aim at 
formal testing of hypothesis, we used it for iterating the design by removing usability 
problems and thus, the form of testing is exploratory. Exploratory usability testing 
can be conducted in early phase of design in order to examine the effectiveness of 
early design concepts [Rubin, 1994].  
In essence, in a usability test session a test subject performs a pre-defined set of tasks 
with a (prototype of a) system either in a lab or the real world environment. While 
the user is performing tasks, they are encouraged to think aloud to verbalize their 
thoughts, perceptions, opinions, and highlight problems that they encounter. 
Typically, each test session is recorded for later analysis, but often there is an 
observer in a same room with the test subject to guide the user in a case of problem. 
After the test session is customary to have a post-test interview, where the user can 
answer questions related to the tested system as well as share their perceptions and 
thoughts. Based on the recordings, observer notes, and the interviews, the difficulties 
that each test subject encountered are documented and used for developing the 
design further. The benefit of the method is to collect empirical data [Dix et al., 
2003; Rubin, 1994].  
In our studies the tests were done in laboratory environment instead of using the 
devices in a mobile context.  This is mainly due the fact that our prototypes run on a 
desktop computer instead of mobile devices. The reason for this was that by the time 
of the research prototype building for a PC was much faster, easier, and flexible than 
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for mobile devices. Currently it is relatively easy and fast to build small prototypes by 
using, for example, Adobe Flash. 
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CHAPTER 2  
OVERVIEW OF THE ARTICLES 
The previous chapter has provided the research questions. In this chapter, we will 
provide an overview to the main body of the thesis that consists of five articles. 
Chapter 3: Aaltonen Antti, Huuskonen Pertti, and Lehikoinen Juha. Context 
Awareness Perspectives for Mobile Personal Media. Information Systems 
Management 22(4), September 2005, Auerbach Publications, pp. 43–55. 
The article reviews the evolution of the concept of context-awareness and discusses 
the significance of contextual information for content management. It proposes that 
embedding context information in the metadata of a media object could be beneficial, 
since it offers new ways to manage content in more automatic manner that is 
relevant to the user. As a part of the chapter, we introduce and illustrate how context 
information and metadata could aid in presenting personal content with a diary 
application.  
The article was written in cooperation between all the authors. In addition, Antti 
Aaltonen created the concept, the design, and the prototype application described in 
the Context Comic chapter.  
Chapter 4: Aaltonen Antti and Lehikoinen Juha. Redefining visualization reference 
model for context information. Personal and Ubiquitous Computing 9(6), December 
2005, Springer Verlag London, pp. 381–394. 
The chapter argues that the current context should be presented visually to the user 
in order to make context-aware system responses more understandable. Because 
context data can be obtained in large amounts from various sources, transforming 
the data to visual form needs to be considered in detail. We propose a refinement to 
the well-known Information Visualization Reference Model by Card et al. [1999] and 
demonstrate with different use cases how the redefined model could be applied. 
Juha Lehikoinen provided helpful comments and insight to the article as well as 
wrote parts of the first two sections of the article. 
 38 
Chapter 5: Hakala Tero, Lehikoinen Juha, and Aaltonen Antti. Spatial interactive 
visualization on small screen. In Proceedings of 7th international conference on 
Human Computer Interaction with Mobile Devices and Services (MobileHCI ’05), 
Salzburg, Austria, 2005, ACM Press, pp. 137–144. 
The chapter focuses on exploring the spatial design space for small screen user 
interfaces by incorporating additional dimensions into the visual representation. Our 
aim is to present more information at once on a small display, especially as the 
current mobile applications for personal content fail to visualize the folder structure. 
Tero Hakala was the originator of the concept and the creator of the demo used in 
the tests. Juha Lehikoinen and Antti Aaltonen participated actively in the concept 
creation and development and wrote the article together in a close cooperation. 
Chapter 6: Aaltonen Antti and Röykkee Mika. Interacting with Home and Home 
Appliances in a Hand-Held Terminal. In Proceedings of the 17th conference of the 
computer-human interaction special interest group (CHISIG) of Australia on 
Computer-human interaction, Brisbane, Australia, 2003, Computer-Human 
Interaction Special Interest Group (CHISIG) of Australia, pp. 52–61. 
In this chapter we concentrate on dealing with distributed media and associated 
devices in the home environment. We discuss how people perceive the floor plan of 
their homes. We introduce a simplified interactive visualization for a house and its 
appliances, which is more suitable for a small display and limited interaction than 
utilizing a traditional floor plan. 
Mika Röykkee planned and conducted the user tests described, where we studied 
how people perceive floor plans. 
Chapter 7: Lehikoinen Juha, Salminen Ilkka, Aaltonen Antti, Huuskonen Pertti, and 
Kaario Juha. Metasearches in peer-to-peer networks. Personal and Ubiquitous 
Computing 10(6), October 2006, Springer Verlag London, pp. 357-367. 
The chapter focuses on searching in order to interact with a media object that is not 
stored in a smart phone. It presents a method for making collaborative searches (i.e. 
meta-search) in peer-to-peer networks. The method supports using other users’ 
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previous searches on a same or similar topic without any additional effort from the 
user. In addition, we present a design for the embodiment of the method. 
Antti Aaltonen created the original concept of peer-to-peer meta-searching in 
collaboration with Juha Lehikoinen. In addition, Antti Aaltonen participated actively 
in writing and commenting, especially related to collaborative searching and user 
tasks. Ilkka Salminen, Juha Lehikoinen and Pertti Huuskonen focused on algorithms 
and implementation issues. Juha Kaario provided helpful overall insights for the 
article. 
Chapter 3, Chapter 4, and Chapter 7 are published or will appear in peer reviewed 
journals and two of the articles (Chapter 5 and Chapter 6) are presented in peer 
reviewed conferences. Only the layout and the decimal numbering of the included 
articles are edited for readability and the references of the articles have been moved 
and integrated in a single list at the end of the dissertation. The contents of the 
articles are the same as in the corresponding publications. 
In this thesis, we discuss personal mobile content and novel ways of visualizing and 
interacting with it with the aid of context information and metadata. Chapter 3 
defines the boundaries for the thesis. Further, this chapter introduces a novel 
information visualization technique for personal content that reaps the benefit of 
metadata. Chapter 4 provides a new approach for modeling visualization techniques 
for context information. Chapters 5 and 6 show examples of novel information 
visualization techniques for smart phones and down-scaled interaction. Chapter 7 
adds a collaborative point of view for searching personal content with the aid of 
usage metadata. 
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CHAPTER 3  
CONTEXT AWARENESS 
PERSPECTIVES FOR MOBILE 
PERSONAL MEDIA1 
3.1 CONTEXT AND METADATA 
Context awareness and personal media are currently being investigated at several 
fronts, due to the rise of mobile devices (e.g., the iPod phenomenon, PDAs, smart 
phones, and digital cameras). Context awareness refers to an approach in which 
context information is applied to the users’ benefit. Essentially, it is a question of 
knowing where the user is, what he or she is currently doing or about to do, what the 
states of the user and the environment and the relationship between these two are. 
Finally, context awareness also requires that the obtained knowledge assists the 
users in performing their tasks more efficiently and in reaching their goals 
[Lehikoinen, 2002]. 
In addition, more and more content is already available in a digital form making its 
consuming and sharing easier and faster as the different network access methods 
(such as WiFi and xDSL) become available for the consumers. We analyze the 
technologies behind these phenomena and the likely evolution of context awareness 
related to personal media. We promote the notion of “file context” to emphasize the 
strong interplay between context and metadata. We then discuss the various uses 
that context information can have in this domain and implications to research and 
development. 
                                                   
1 This chapter is based on "Context Awareness Perspectives for Mobile Personal Media," which 
appeared in the Fall 2005 issue of Information Systems Management published by Auerbach 
Publications, © Auerbach Publications 2005. Used with permission of the Publisher. 
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3.1.1 Context Awareness 
Context awareness is a popular topic in mobile computing, evidenced by its 
applicability over several domains (see e.g., [Chalmers et al., 2004; Dey, 2001; Dey & 
Mankoff, 2005; Ferscha et al., 2004; Ljungstrand, 2001, Tähti et al., 2004]). Since 
computing (and communication) devices are now moving with people, it is 
increasingly important for the devices to have some understanding of the situations 
their users encounter. Decoding this “user context” is a key to improving usability by 
decreasing the need for user input and reducing perceived complexity [Cheverst et al., 
2001]. These developments are, together with ubiquitous long-range and short-range 
communication capabilities, expected to offer a plethora of new services [Chen, 
2000; Abowd, 2002; Baldauf & Dustdar, 2004]. 
Most applications on currently dominating computing platforms (PCs) have very 
little understanding of what the users are doing. They do not really know whether the 
users are alone, in a meeting, having a break, listening to a speech, participating in a 
think tank, in a phone conversation, or not involved in any activity. The few notable 
exceptions are help systems that are aware of the current application context (i.e., 
they know the state of the application and when the users requests for help, the 
relevant help page is available right away), and the widely used popup menu UI 
component. However, in all cases the context is understood in a severely limited 
fashion, since only the application context is taken into consideration. The users’ 
context is simply assumed, not measured. 
The usual applications (text editors, spreadsheets, email, IM, browsers, etc) were 
designed to be used on a desktop computer, where the physical context was rarely 
changing much. The interaction mechanisms have largely settled into a norm defined 
by the corporate office environment. Since the context awareness is not relevant 
there, users have to manually input some of the information that could have been 
obtained automatically. Substantial efficiency increases are possible if context 
information can be used to decrease the amount of user input, and, at the same time, 
the cognitive load. 
The situation becomes more pronounced as computing moves onto portable 
platforms. The mobile workforce is moving around in the world, in a richer variety of 
 42 
situations than earlier. Their computing and communication devices should 
moderate the information flow to suit the situations they encounter. For instance, it 
is probably not useful in terms of traffic safety to announce new email as a traveling 
salesman is maneuvering a busy freeway. The devices should be able to better know 
what information to deliver, where, and when. 
An essential benefit for context awareness is increasing the efficiency of information 
management. Many large corporations are already drowning in information, but this 
is rapidly becoming a major problem for individuals and small companies as well. As 
working cultures are constantly evolving towards more distributed, asynchronous 
work groups, information management calls for better tools in document indexing, 
version control, sharing, and searching. Context information can potentially offer 
increased automation for these tasks, which can increase productivity. 
As an example, consider PowerPoint attachments in email. According to our 
observations, few people actually seem to have well-defined strategies for organising 
the attachments they receive. The received files are stored in some folders in an ad-
hoc manner, and may get easily lost. Many high-achieving professionals we have met 
no longer try to archive the attachments separately, but instead rely on their email 
applications to search the files on the basis of contextual information, such as the 
sender of the message, the subject, and a rough idea of the date. This search, based 
on the context of the file, appears in some cases to be preferable to a rigid file-folder 
structure. 
As stated above, the information overflow problems that are becoming imminent for 
office workers are now attacking non-office users as well. Many homes are now full of 
electronic devices with gigabytes of music, images, video, and priceless memories 
stored in them. Organising and maintaining them appears to be a daunting task. We 
believe that the device manufacturers will soon need to offer solutions for managing 
personal content similar to ones that corporate IT departments are now creating for 
managing corporate document bases. Since the personal environments are less 
controlled, and the users can’t be expected to have much training, the solutions have 
to be much more streamlined. However, many of the underlying techniques will 
necessarily be similar. 
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We claim that context can offer significant value in managing information, be it in 
the home, in the workplace, or on the street. We discuss next sources of context 
information and continue by exploring some of the ways it can augment personal 
media files. 
3.1.2 Sources of Context Information 
There are many ways to obtain context information from a number of sources. For 
our purposes, we want to emphasize the contextual information that is available to 
the mobile devices that people carry with them. The view is thus necessarily device-
centric (i.e., the mobile device itself is the most important source and consumer of 
context information, and performs most of the information processing) instead of a 
distributed approach to acquiring and analyzing context. 
Figure 11 describes one view to the context information regarding a user of a mobile 
device (here, a smart phone). 
 
Figure 11. Elements of personal context 
The Environment context includes information about the recognizable devices and 
objects (and through them, people). A mobile phone is a personal device, which 
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many people carry with them most of the time. Therefore, if someone’s mobile phone 
is nearby, it is reasonable to assume that the person is also not very far away. This 
can give clues to presence of people, which in turn can be used to adjust the behavior 
of applications. The ambient illumination, temperature, and other physical 
parameters can be obtained from the various sensing devices installed both in the 
environment and in mobile devices. Since all our activities take place in time and 
space, location and time are the essential characteristics of context with mobile 
device. Since, by definition, a mobile device does not remain stationary, the 
importance of location is further emphasized. Not surprisingly location is a key 
enabler for several context-aware services (such as way- or friend-finding, location-
aware shopping or information services). As for time, many our daily routines are 
temporally consistent, and therefore a potential source for understanding user 
behavior and predicting future activities. Finally, the services that are available 
locally (for instance, over Bluetooth) can be used to recognize situations; such as 
visiting a museum, art gallery or a shopping mall. Essentially, all context information 
described above could be used for a variety of purposes such as, for example, 
augmenting information related to digital photo in order to enable better automatic 
organization of content or advanced search features. 
The mobile device itself has an internal informational context, which refers to, e.g., 
the currently active applications, the open files, and the actions that the user initiates 
through the user interface. If the items related to daily life (e.g., calendar events) are 
found in the devices, they can give cues to the past, current and upcoming events. 
These cues may be, for example, the topic, location, and participants of the event. 
Also the device’s internal sensors and events that take place in communicating with 
networks can offer context information. 
For socially aware applications – that is, applications that know who the people in 
close vicinity are or whether the user is alone – we would need to understand the 
context of the users: their moods, thoughts, intentions, and the social situations they 
encounter. However, this is usually quite difficult, since the mental processes of the 
users are not easy to detect. We can, nevertheless, resort to some indirect measures, 
such as the number of people in a room, the use of conversation, movement, or 
biological measurements. If we have some knowledge of the users’ preferences and 
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habits – their behavioral profiles – we can more easily look for patterns in their 
behavior, which helps context detection and prediction. 
Above, we have discussed context from a human perspective. In addition to users, 
the term context can also be applied to other entities present in the current situation, 
such as software and devices. Next, we will discuss personal content and its 
relationship to context. 
3.1.3 Personal Media 
The amount of local memory in mobile devices increases rapidly and key functions 
for creating content – such as audio recording and digital imaging – are being 
integrated into many kinds of devices. Consequently, since the creation of digital 
content such as photos and video becomes easier and more widely available, the 
amount of locally stored content is bound to increase. To support end-users in 
managing content, new means of accessing, organizing, browsing and enjoying the 
content are needed. 
Since no widely agreed definition of personal content exists, we offer this 
characterization: 
Personal content is data targeted at human access, including individual data 
objects and combinations and collections thereof. It is meaningful to the 
person dealing with it. In addition, the person has a voluntary relationship 
with personal content and is in possession of it or has control over it. 
Personal content includes self-created content, but also objects received from others, 
downloaded, or ripped, as long as it fulfills these requirements. We thus acknowledge 
the user’s perception that they actually own the commercial content that is stored in 
their devices, even though this often does not hold legally. 
We explicitly exclude corporate information from our definition, since the employer 
is usually in possession and control of it. Nevertheless, as workplace cultures more 
and more evolve towards “societies of freelancers” that emphasize individual 
freedom, we feel that the principles behind personal content management will be 
also relevant for many information–based businesses. 
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The success story of the iPod has clearly demonstrated the market value of mobile 
digital music. Even though the content there is not usually created by the users 
themselves, they seem to feel that, for all their typical uses, it is, indeed, their 
personal content. 
Besides music, we believe that there are plenty of other new potential content types 
emerging in the near future, such as presence information, profiles, personalization 
files, landmarks, playlists, and so forth, with equally significant business potential. 
One advantage of mobile use is that the content can be made context dependent, 
reacting to the place of creation and/or consumption. This makes new services and 
devices possible. We cover these aspects in following sections. 
3.2 ENHANCED MEDIA 
In this section, we combine context and metadata into the concept of file context, 
which in our view is a significant abstraction, helping to manage personal media files. 
We propose a few ways the file context can be used through analyzing scenarios and 
prototypes. 
Metadata is a key enabler in efficient content management and it can be defined as 
“data about data” (for a thorough discussion, see e.g., [Dovey, 2000]). We use the 
term metadata to describe all information that provides information of a content 
object. Each individual piece of metadata is referred to as a metadata attribute. As an 
example, a digital photo might be the content object. All information describing the 
image is its metadata, and the color depth is a metadata attribute that has a certain 
value. 
3.2.1 File Context 
A main driver for mobile communication is social interaction and, as a part of it, 
sharing personal experiences. Devices such as smart phones with embedded digital 
cameras enable users to capture important events of their lives easily. However, 
simply showing or sharing a single image will not fully depict various aspects of the 
event that were present as the item was created. Naturally, the user could describe 
the context either as text, or editing the metadata attributes and values associated 
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with the item, but this requires a lot of laborious manual work – especially with the 
limited interaction capabilities of a hand-held device. 
Embedding context in the images automatically can alleviate the entry problem while 
also increasing the potential uses of the image. The metadata contained in an image 
(or other media files) already describes the context of the image to some extent. The 
time, date, and creator information all talk about the context of the image. Moreover, 
the various optical parameters stored by some cameras can be used to indirectly 
derive environmental context information. For instance, the white balance setting 
can give a hint as to whether the image was taken indoors or outdoors. This kind of 
information could, for example, be used to filter out non-relevant images when the 
user tries to find a particular image among hundreds. 
We propose to enhance the media file’s metadata to explicitly store any context 
information that was available at the time of capturing (or editing, viewing, etc.) the 
file. We call this information the file context. We believe that metadata in media files 
can grow to be possibly the most important place of storing context. The same notion 
is surfacing with similar names and slightly different meanings, e.g. context 
metadata [Sorvari et al., 2004]. 
The file context does not only describe the context of a single media object but also 
indirectly the context of other related objects. Consider a slide show, which is a 
sequential presentation of images together with annotations, possibly synchronized 
with music or other media. Chances are that the various images belonging in the 
same presentation will be related to each other in some further way. For instance, 
they could have been shot on the same holiday, all being images with birds, or all 
inspiring similar moods. Therefore, the rest of the images in the presentation can be 
offered as related items, if a single image of it has been found via search. 
The file context also captures context that can be used to derive the context of other 
objects that were created at the same time. For instance, the weather forecast 
obtained from a web service before a sailing movie was shot can imply the weather 
conditions for the footage, although the creator of the movie did not include such 
information explicitly. 
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Attaching context to a media object increases the value of both. The context 
information gains added semantics from the object’s metadata, and vice versa. This, 
in turn, allows for more flexible use of the object – easier filtering, sorting, searching, 
interpreting, etc. 
The concept of file context also helps in interaction with the user. Since the media 
object probably already has some significance to the user, it offers a valuable way to 
visualize the context information. The user can more easily relate to the situation 
that he/she has already experienced. In this way, file context shows context in a way 
that is easier to understand, as compared to plain symbolic context presentations. 
We apply this principle later in the section “Context Comic,” in which we introduce a 
new software application that utilizes the concept of file context. 
Traditionally, context information is processed in the background and is therefore 
not directly visible to the user, although it affects the behavior of the application. 
This may lead to situations where the application's response seems odd to the user, 
because the relationship between user actions and application behavior is not 
straightforward. A way to increase the user’s awareness of the consequences of 
exploiting context is to make the context more explicit and visible. [Aaltonen & 
Lehikoinen, 2005] 
3.2.2 An Example of File Context 
Figure 12 shows an example of a context-enhanced media file, where the metadata in 
the file suggests that Ann has sent this picture from her phone during a holiday in 
Europe. Many of the metadata entries in the file are obtained automatically from the 
device’s internal operation at the time the picture was taken, including the time/date, 
device name, and camera illumination parameters. The location name, filled on the 
basis of cellular network positioning information, has either been predefined by the 
user or obtained from a service. The names for the nearby phones and services have 
been found through a proximity network search via Bluetooth and WLAN. The 
profile is the operating mode of the phone, as set by the user. The user’s presence 
fields (Availability, Status text) have been manually set by the user to inform her 
friends about her holiday, although they could have been obtained from her phone 
calendar as well. The phone has cached the weather information from a web-based 
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weather service. Finally, the transfer history tells the current user (possibly Ann’s 
mother) where the picture was received from and where it has been used since. Some 
of the field contents offer links for further browsing. 
Time: 25-Oct-2004, 10:23AM 
Location: Amsterdam
Device: Ann’s handy 
Illumination: Daylight 
Phones around: Kenny, Lizzie, anon924, Nokia 
6630… [MORE]




Status text: Checkin’ out Europe :) 
Weather: +20C, overcast, 3 SW 
Transfer history: Received from Ann 26-Oct-
2004, Forwarded to PrintIt 26-Oct-2004, Filed 
to My Pictures 27-Oct-2004. 
Figure 12. Example of file context 
The example shows that there are several sources of context information that can be 
included in media objects semi-automatically. We believe this information will make 
it easier to manage the media objects as the objects sharing similar metadata may be 
grouped and organized automatically, to search for them with more detailed search 
criteria, and to automatically generate user-visible enhancements, such as automatic 
views and labels. 
In the next section, we will use an application concept for illustrating how media 
objects with their associated context and metadata could be weaved into a rich 
tapestry that can display significant aspects of our lives. 
3.2.3 Context Comic 
As discussed earlier, smart phones have a set of applications (e.g. gallery and 
messaging) for sharing and viewing experiences, but no single application could be 
used for both purposes. In addition, the current applications do not fully utilize 
metadata, for example, for generating different kinds of views to the content. 
Therefore, we designed an application called Context Comic (CC; please note that 
“Comic” in this context refers to the cartoon-like visualization of the application 
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content and not to its ability to generate an amused response) that provides different 
perspectives of using metadata. 
An essential driver for our concept was that with the help of file context it should be 
effortless for the user to depict events and related content in his/her daily life. 
However, CC is not only designed for personal use, but for sharing experiences and 
browsing the CC’s of other people. Sharing a large quantity of graphical information 
with mobile phones may be slow and expensive. So, we decided to limit the 
timeframe that may be displayed by CC to three weeks (two weeks for recent events 
and one week for the future events). 
For ages, people have used diaries for marking and collecting their experiences for 
their personal and/or work purposes. Typically, keeping a diary requires a lot of 
effort, since it may contain a lot of text enhanced with drawings, clippings, photos, 
etc. The information is added to the diary after the actual event has gone, which 
strains the human memory and may alter the description of the event. 
Computer support for human memory by capturing information about the user’s 
activities and surroundings has been studied for a while. Forget-me-not [Lamming & 
Flynn, 1994] was one of the first approaches to capture different kinds of information 
about the user’s context and ease his/her memory load. Unfortunately, technology 
required for this was not commercially available at that time. A more recent 
approach is MyLifeBits [Gemmel et al., 2002] extending Vannevar Bush’s [1945] 60-
year old vision of a device that could store all the media user accesses or his/her 
communication. 
Closest to Context Comic application concept is Lifeblog [Lifeblog], which is a 
combination of PC and mobile software (Figure 13). It is designed for creating a 
personal diary that consists of images, videos and messages the user has collected 
with his/her mobile phone. The user’s personal diary is presented as a timeline with 
thumbnails of the associated content objects. 
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Figure 13. Screenshot of Lifeblog PC application[Lifeblog] 
One of the main differences between Context Comic and the previous work is that CC 
does not try to capture everything all the time, but instead utilizes of the stored 
contextual information in personal content items. In addition to content that 
Lifeblog uses, CC exploits calendar events, address book contacts, to-do notes, text 
notes, bookmarks, communication logs, and up- and downloaded files stored in the 
device for generating the diary. Since storing every piece of content is difficult, 
personal content has precedence since it has great personal importance and value to 
its creator and owner. 
The use of file context information and other metadata embedded to objects is three-
fold. Firstly, metadata is exploited for selecting the contents of the diary. The objects’ 
metadata attributes related to the people (e.g. creator, editor, sender, or receiver) 
may be used for selecting the events and objects to be presented to the viewer. 
Secondly, the items are grouped as events based on, e.g., one of the following events: 
• A calendar event 
• (Ad hoc) meeting with people as long the people are close (within Bluetooth 
range) to each other 
• Arriving to a new or rarely visited location 
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• Several images have been taken in a short period of time 
• Extraordinary change(s) in context, such as a high temperature 
The selected base events are expanded with file context information. For example, all 
the actions, such as recording video, capturing images, and sending messages made 
while the calendar event has been active have an effect when collecting all the 
associated objects together and calculating the weight of the event. Yet another 
example of exploring the importance of media object is using its file context 
information and checking the number of times the object has been opened or sent to 
somebody. Thirdly, the metadata is utilized for generating the layout for the diary, 
which will be discussed later in detail. 
Personal content has a strong temporal aspect, so how to present it on a small 
screen? The displays of mobile devices are small in terms of pixels and centimeters 
when compared to desktop computers and visualization techniques used in, for 
example, MyLifeBits are not applicable. An obvious solution is to use calendar views 
displaying time as a list (day or week) or grid (month) with the images. These views 
are familiar to the users and navigating between events is easy, but they may leave a 
lot of empty space visible depending on the user’s (in-) activity. In Lifeblog’s 
visualization the empty days are removed from the timeline, and so the screen space 
is used more efficiently. But if we wish to display the most interesting events of the 
three weeks time period on a single screen, how to fit them in? In addition, one day 
could contain several events that are not related, so summarizing them as a single 
item may hide something important. 
As a result we chose a visualization where the timeline, instead of being presented in 
a linear fashion, moves along the entire screen area not unlike a comic strip: left-to-
right, top-to-bottom (this is referred to as a folding timeline). The main advantages 
of a comic strip approach are the following: 
• A familiar visualization to people regardless of age and background 
• May use first person view (the content is seen as through one’s own eyes 
instead of another person’s), making it suitable for personal content 
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• Order of comic panels is chronological, but without uniform interval 
• Comic panel size may reflect the amount of detail or the importance of the 
information. 
• Panel contains information relevant for the story. Graphics and text are 
without unnecessary details making it usable for a small screen. 
Our visualization may be seen as focus+context visualization, because it enables the 
user to see the most important events in higher detail as well as displaying the other 
events (i.e. context) at the same time. Focus+Context is a quite popular visualization 
technique for mobile devices (see, e.g., [Björk & Redström, 2000]). Figure 14 shows 
screenshots of Context Comic PC demo, which depict the main views that the 
application provides. 
 
Figure 14. Context Comic main menu (left), overview (center)  
and detailed view for the selected item (right) 
On the left in Figure 4 is the main view that is displayed as the application starts. It 
shows the list of comics that are available to the user. The labels of each list item 
shows the comic owner’s name and the time when the user has last viewed the comic. 
The icon on the left of the item indicates that the content has changed since the last 
visit. As the user selects a list item, a comic strip is displayed as shown in Figure 4 
(center). The Comic consists of nine panels and the thick border shows the 
highlighted panel. In our current version, the layout algorithm for the comic view is 
not yet optimal, because empty space is left around the comic and text cannot be 
displayed. Basically, the layout algorithm works as the follows: 
 54 
• Collect information about the events to be displayed. For each event: 
Calculate the weight based on the metadata and select image or icon to be 
used in overview for presenting the event 
• Form a base grid for the comic by taking the square root of the total number 
of events and round it up. Place the images presenting events on the grid. 
Multiply each image’s size based on the associated event’s weight. 
• Shrink the whole grid in such a way that it fits on the device’s screen 
Figure 14 (right) shows an opened panel, where all the objects associated with the 
event are displayed as a list. Selecting an object opens the application for 
manipulating the object (e.g., image viewer for image). 
Since Context Comic utilizes personal content and information, privacy is an 
important issue. In order to not compromise users’ privacy, the application provides 
different kind of views for the owner of the device than the other viewers. The 
metadata related to people and objects as well as device’s address book might be used 
for granting access rights to each viewer and tailoring views for users. In addition, 
the owner of Context Comic may filter off events that occur during certain times (e.g., 
during work hours) and communication between certain numbers. 
Compared to current mobile applications, which are designed for single users’ 
purposes, Context Comic extends management of personal media towards other 
people in order to enhance social interaction between them. Firstly, it enables the 
user to browse other users’ comics and see what they have experienced recently. 
Second, Context Comic provides a snapshot to the user’s own life and aids automatic 
management of his/her personal content with the help of metadata. Last, the 
application provides an automatic method of sharing personal experiences with other 
people. 
Context Comic can be extended beyond personal content. One possibility is to apply 
its past/present/future views into workgroup communications. The application could, 
for example, be adapted to track the various documents produced in multi-member 
project groups. This would naturally call for multi-platform versions of the 
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application, which currently runs on mobile phones. Sharing the documents could 
then become convenient both at work and on the move. 
Since open communications is among the most important factors for a successful 
organisation, is it beneficial to offer various alternative methods for linking staff 
members. Context Comic emphasizes sharing with colleagues. In a way, Context 
Comic could form a timeline view, a journal into the communications of a group. 
Such a view can also function as a launch pad to related corporate information, as 
long as sufficient file context information is included in the documents, enabling 
efficient search. Ultimately, the application could be used for gathering the tacit 
knowledge which in many cases is not recorded in official project deliverables but 
does get communicated between project members. 
3.3 CONTEXT EVOLUTION 
We feel the necessary building blocks for context-enhanced media are already 
emerging. More context sources become available as sensors and proximity networks 
are added into mobile devices. Communication channels are constantly improving 
with new mobile networks. Metadata definitions for important subclasses of personal 
media, such as IDv3 tags in MP3 files and EXIF information in digital photos, are 
becoming available. Ontologies (metadata structures describing concepts and their 
relationships, typically within a specific context or domain) are becoming available 
for networked support of distributed metadata. 
Widespread deployment and commercialization of any new technology takes time. 
The solutions often are initially tried out with limited, single-purpose systems, and 
only later extended with more general functionality. If the solutions are deemed 
successful in the market, wide adoption and standardisation can follow. 
Context technology can evolve in a similar way. Before widespread adoption, the 
initial successes are individual features in limited applications. It is relatively simple 
to add a new sensor-based feature to a single device by a single manufacturer, as 
compared to having similar functionality widely deployed over the industry. As 
context-aware systems are opened to communicate with each other, standardization 
is needed to achieve interoperability. Distribution of context awareness functionality 
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between user devices and networked servers adds such levels of complexity that it 
will take time before the dominating solutions emerge. 
We believe that the widespread adoption of context awareness can follow this 
pattern: it will start with limited local functionality, then interdevice communication 
will be added, and later the systems will become distributed. Obviously this will not 
apply to all systems, but to context technology in general. Together with the added 
complexity that distribution brings, also privacy and usability call for deeper thought. 
We now discuss the likely evolution of context awareness with the help of a 
simplified, three-phase view. 
3.3.1 Evolution Phases 
From the device-centric perspective, the evolution of context awareness consists of 
three phases, where complexity in terms of technical (or economical or 
organizational) issues increases when moving from one phase to the next. Note that 
for many systems, the phases will overlap, so this view should not be considered as a 
timeline. Note that the “device” here denotes any personal device that a user carries 
most of the time and that possesses sufficient processing and communication 
capabilities. We use the mobile phone as an example of such a device.. 
The first phase of the evolution is called “Inbound” since the decisions and actions 
are made in a single device containing a context-aware engine. It receives sensor, 
context and service information from local sources over proximity links, and also 
from networked sources where applicable. The device is also aware of its own status. 
The emphasis here is in local operation, and the main data flow direction is inwards, 
towards the user. This limits the operation to a single device and thus a single user, 
which in turn relaxes privacy requirements. Since most information is just coming 
towards the user, there is relatively little risk of exposing sensitive personal 
information to outsiders. The context-awareness info is targeted for individual use 
only, thus privacy issues are a minor concern. 
The next phase, “Shared”, expands the scope to include other devices as part of the 
context aware system. The devices can share context data (and obviously many other 
kinds of data as well) over data links. The links here can be any data carriers: cellular 
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data networks, the Internet, proximity networks, and others. This allows for joint 
applications where several people participate in data creation, usually motivated by 
personal interests. A simple presence service would be typical here, allowing people 
to view each other’s context online. The networks assume just a “bit-pipe” role, with 
the emphasis in passive data transfer from a device to another. Interoperability 
becomes a greater issue, as context needs to be shared between several different 
devices from several manufacturers. This obviously calls for some standards for 
context exchange. Privacy issues also start to play a role as soon as one’s personal 
context is being revealed outside the device. 
The third phase, “Network-assisted”, assumes that servers in networks start to take 
part into the processing, storage, decisions and actions of a context-aware system. 
Applications become distributed, with equally important functions happening in 
devices and servers which can in principle reside anywhere along the networks. The 
servers allow for incorporation of substantial databases, such as those needed for 
major networked ontologies, and web services, allowing for functionality and cost 
optimization. Privacy becomes a major issue for some users, as their context 
information can potentially be passed to any interested party in the network. Strong 
standards are required for interoperability, as there are numerous interfaces between 
the various parts of the distributed system. 
3.3.2 Metadata in Context Evolution 
The above evolution of context functionality can also be found with metadata in 
personal media. We expect that file context (stored as metadata) can evolve through 
similar phases. 
In the “Inbound” phase, metadata is stored locally in media objects and is used to 
benefit local applications. As an example, consider a magazine-sponsored discussion 
channel that gathers around the theme of car tuning. 
Serge, a columnist for the CarNova magazine, is attending a motor vehicle 
trade show. As he paces the hall in search of news, he collects press releases 
and brochure material wirelessly into his PDA. He shoots images and video of 
the displayed vehicles, and the results are automatically named by the event, 
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venue and booth number.  He manages to catch a brief interview of a new 
prominent car interior designer, who wirelessly gives his business card to 
Serge, complete with samples of his design portfolio. Scanning his context 
comic, Serge finds that the same designer in last night’s reception was 
accompanied by a Hollywood star. Serge makes a note to pass on his comic 
clip to his colleague Jane, who loves to report on car industry celebrities. 
In the “Shared” phase, metadata gets shipped with media objects to other people. 
Through suitable interface and protocol definitions, parts of the file context could 
also be shared without sharing the media object. 
Serge dutifully skips lunch to provide their online edition audience with the 
latest news. He edits the interview in a backstage office into a podcast, which 
he immediately posts to the magazine’s web pages. The images he has taken 
have already been sent to their roadshow blog automatically, complete with 
context info. Serge sees that the first readers have already commented. Their 
posts all relate to the red hot tuning chip for the new G-type Jaguar. One 
reader has posted a video of a 3.5-liter engine with the new chip, which was 
apparently filmed in a tuning shop just next door – unless the context data has 
been tricked. That reader also seems to be attending the same show, judging 
by his context comic. Serge initiates a shared context comic feed with the 
reader, who Serge hopes would be later available for a reader profile 
interview. 
In the “Network-assisted” phase, metadata is processed in several places throughout 
the network. Classifiers, enhancers, harvesters and other software applications 
produce new (often higher-level) metadata on the basis of existing metadata and the 
actual media objects.  To have the semantics of the metadata interpreted in the same 
way in the different parts of the network, ontologies are crucial. 
This year, many of the carmakers have finally put their ontologies into use. 
Most new models come complete with metadata about the various subsystems 
of the car, down to the individual components. The owners of the car – and 
journalists such as Serge – can now refer to these definitions in their online 
articles and applications, which allows automated linking to further details 
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and comparisons. One software company has announced third party in-car 
software that gives drivers a chance to discuss their vehicles perfornance on-
line. The posts can include real-time measurement data and images from the 
vehicle, together with context data to validate the claims. Cross-indexing and 
statistics are automated. The software also has a function that offers help 
articles on the most recently activated switch in the dashboard, apparently 
aimed for inexperienced drivers. Serge finds another company that sells 
aluminum wheels with visual metadata tags that allow his phone to 
automatically check if the available tyres are a good match to the wheel 
profile. 
3.3.3 Context Comic vs. Evolution 
The current applications in mobile devices may be seen belonging to the first phase 
of the context evolution, since they do not gain fully from the context information. 
They are designed for single users, and the data comes mainly from the device. 
Context Comic is a step towards the second phase, where the network is utilized as a 
bit pipe between the devices for sharing the information automatically. It could also 
be extended towards the third phase in such a way that, for example, persons that 
have participated in the same event could access and share each other’s content 
seamlessly. This would be very beneficial to the users, since Content Comic does not 
rely on capturing everything from the users context. Therefore, it is very presumable 
that if we have a union of all the participants’ content (indexed by the metadata), it 
will add value when compared to the content created by a single user. 
In addition, CC offers a novel small screen visualization method and provides 
different views to the personal content automatically based on file context 
information. File context information is used for selecting the content objects for 
displaying and generating the layout. 
3.4 KEY LEARNING POINTS 
We see no better way to decrease the imminent information overload of personal 
content than having metadata raise the conceptual level of the content. Certain 
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metadata features are already in routine commercial use – for instance, IDv3 tags in 
MP3 files or EXIF fields in digital images. Others are just coming, hopefully in time 
before end users will need to become deep experts in complexities of version control, 
synchronization, archiving. These functions have already become necessary with the 
current generation of mobile phones, for instance. Not all of this complexity can be 
hidden from the users unless the machinery has better information to work with. 
As a general rule, decreasing the number of user actions for a given task means 
improved usability of the applications. Context metadata achieves just that: it can 
decrease the amount of data that the users need to enter. (However, this only holds 
for automatically obtained metadata – a need to manually enter metadata can again 
decrease usability). 
3.4.1 Context is the Enabler 
Context must be recognized as an important area of metadata – for some 
applications, the most important. So far the researchers in the field of metadata have 
essentially been isolated from context researchers. The transition from research to 
practice is now taking place. In some areas, such as mobile positioning, commercial 
applications are already available. We expect the number of location aware 
applications to surge in the next few years. 
Context awareness is an enabling technology for a variety of applications. It may 
generate some new business, for example, in the area of context provisioning, where 
wireless operators could provide context information of the proximity to mobile 
users. However, a more significant near term business impact will probably come 
from using context metadata as an enabler of new features or enhancer of existing 
features in existing applications. 
We have shown a few example cases where context metadata can offer benefits. In 
our view, companies who offer products or services in the domain of personal media 
will need to incorporate similar functionality in their products quite soon. The use of 
metadata in digital imaging is commonplace, but the use of context is not yet that far. 
Location aware image databases are just emerging as we write this. 
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A significant source of context awareness innovation is free software, where the first 
applications, toolkits, and platforms are becoming available. See [Raento et al., 
2005] for an example platform for mobile phones. 
3.4.2 Standards through Ontologies 
First seeds of including context into metadata standards are visible (see [Hawkins, 
2005] as an example) but not yet established. More standards are needed for 
allowing interoperability between various vendors. Given the large amount of 
different content types and the devices used to handle them, this seems a formidable 
task. It seems quite likely that metadata standards will be created within limited 
domains by focused industrial alliances, as often seems to be the case today. (As an 
example, witness the progress of JPEG2000, http://www.i3a.org/index.html) 
An alternative to heavy standardization is to offer better technology that decreases 
the need for standardization. This is precisely the reason why ontologies can become 
so important. With suitable vocabularies of machine-understandable concepts, it 
becomes possible for different metadata worlds be quite isolated but still share 
significant portions of their definitions. At the very least, compatible ontologies make 
it more feasible to convert between these worlds with generic tools. 
Creating ontologies for the various topics related to human life (or, even those 
dealing with personal media) is a major task. It needs to occur piecemeal, starting 
from individual domains, which are then connected through the Semantic Web. 
Semantic Web can be defined as follows [Berners-Lee et al., 2001]: 
“An extension of the current web in which information is given well-defined 
meaning, better enabling computers and people to work in cooperation.” 
For successful integration of the individual ontologies, a supervising body (such as 
the W3C committee) needs to assume a steering role. 
We envision significant future business for software tools and services in the area of 
metadata and ontologies. Looking at the amount of research into the Semantic Web 
and related concepts, it seems that the technology is ready to be deployed in limited 
domains. There will be business opportunities with developer tools first, corporate 
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applications next, and ultimately with personal devices both at home and on the road. 
With the rise of metadata use, there will also be increasing demand for metadata 
processing in media transmission chains. For instance, converters from still image 
metadata into news agency metadata are needed in news production. 
An interesting area for development is metadata harvesters – software miners that 
gather metadata from untagged media files. For instance, a speech-to-metadata 
harvester could scan audio files for speech, translate the utterances to text and 
concepts, and try to recognize constructs, which could function as metadata entries 
for the file. However, more research is needed for anything other than trivial tag 
discovery. The toolbox of practical high level machine perception is still quite limited. 
It is less clear when context information as such will become so common that people 
will perceive and handle it as they do with files today. Sensor networks will take a 
long time to be widely deployed. The practical present-day contexts, such as location 
and proximity, are already being used in mobile applications, but still offer 
challenges for developers. We believe that the file context, as carried by media 
objects, can be the next major enabler of context aware mobile (and non-mobile) 
applications. It is highly probable that mobile service providers and device makers 
will begin to offer “context snapshots” for end users to augment their media objects. 
This can happen hidden within the applications, but could also have some visibility 
to the end users. 
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CHAPTER 4  
REDEFINING VISUALIZATION 
REFERENCE MODEL FOR 
CONTEXT INFORMATION2 
4.1 INTRODUCTION 
Hand-held devices, such as personal digital assistants (PDAs) and smart phones, 
have become popular during the last ten years. Although the device manufacturers 
are paying substantial attention to the usability of these devices, the use of them is 
becoming harder as they contain more and more functionality. An indication of their 
complexity can be seen in, e.g., the growth of number of the different text strings 
displayed to the user, which reflects the number of software features. In the year 
1992 Nokia 1011 mobile phone had 406 display texts, but ten years later Nokia 6610 
had 3085 texts. 
At the same time, another trend in hand-held devices has been decreasing the 
physical size of the terminal. The device should be small since it should fit into user’s 
hand and it should be easy to carry all the time. For example, the physical extent of 
the phone has decreased from Nokia 1011’s 340 cubic centimeters to 71 centimeters 
of Nokia 6610. This results in devices with small displays in terms of pixels and 
centimeters when compared to desktop computers, although the display quality and 
resolution has improved in mobile terminals. In addition, the device’s size limits also 
interaction capabilities because there is no space for, e.g., a full-sized keyboard. 
[Kamba et al., 1996; Lindholm et al., 2003; Rieck, 1996]. 
One solution for coping with the interaction limitations is to increase the use of 
context information made available for computer. This could simplify the user’s 
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understanding of and interaction with the mobile computing system [Chevrest et al., 
2001]. The term context information can be defined in several ways (see for example, 
[Schmidt et al., 1999; Pascoe, 1998; Schlit et al., 1994]). In this paper we apply Dey’s 
definition: “context information is any information, which characterizes the situation 
of an entity that is relevant to the usage situation [Dey, 2001].” 
In some sense the current mobile phones are already context sensitive although most 
of that information is completely invisible to the user, as it is used for power 
management.  The phone constantly measures all sorts of things to keep the power 
consumption as low as possible. All of than information is visualized in a small, 
battery strength indicator on the display. In addition, the so-called softkeys may be 
seen as context sensitive technology, since soft key is a hardware button, which label 
changes according to a current state of the phone. 
The approach, where the context information is being applied to benefit the users, is 
referred to as context awareness. In essence, it is a question of [Lehikoinen, 2002] 
• knowing where the user is, what he or she is currently doing or about to do, 
what the state of the user and the environment is, and what the 
relationships are between them; and 
• applying the obtained knowledge to assist the user in performing his or her 
tasks more efficiently and reaching his or her goals. 
An essential characteristic of hand-held devices is mobility – they are designed to be 
carried along all the time. “Always on, always with” context-awareness is there to 
take mobility into account and to process the obtained information for the user’s 
benefit. Consequently, location information is often the primary attribute in 
determining the context. However, the other aspects of context should be taken into 
consideration whenever possible. As an example, in the above characterization the 
user’s state does not include only his or her mental and physical state, including 
emotions, but also the social state. 
Context-awareness does not come for free, however. There are numerous issues and 
research areas involved, such as accessing the raw information, processing this 
information to form meaningful contexts, and presenting the obtained results to the 
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user in an informative way. As stated, traditionally context-aware information is not 
visible to the user, but it affects on the execution of application. In some cases this 
may lead to situations where the application performs actions, where the relationship 
between user’s action and applications behavior is not anymore straightforward and 
the user becomes distracted. One means to increase the user’s awareness of the 
consequences of exploiting context-awareness is to make the context more explicit. 
In this paper, we focus on situations where the context information can be presented 
graphically on the screen of hand-held terminal. 
Information visualization has its roots in scientific visualization. Scientific 
visualization is typically based on physical data that is displayed in order to see 
phenomenon in it. According to Card et al. [1999], information visualization is about 
using “ computer-supported, interactive, visual representation of abstract data to 
amplify cognition.” 
Card  et al. [Card  et al., 1999] present ways to amplify cognition with information 
visualization (such as shifting work from cognitive to perceptual system, reducing 
searching, and enhancing recognition of patterns). Amplifying cognition will become 
increasingly important as the amount of information in mobile computing systems 
increases. Currently, a growing number of hand-held devices are capable of taking 
digital images and it is possible to store tens of megabytes of image and other type of 
data in those devices. 
In this paper, we aim at a generic visualization framework that could be applied to a 
wide variety of contextual information and context-aware applications. As a result, 
we present an adaptation of the visual reference model [Card et al., 1999], targeted at 
context visualization in mobile use. 
The text is organized as follows. First, we briefly review the related work in the area 
of context-awareness. Next, we discuss the information visualization issues that are 
related to presenting context information visually with hand-held devices. We then 
propose a modification to the visualization reference model [Card et al., 1999] for 
generating context information visualizations to the user. Finally, we discuss the 
generalizability of the model, and conclude the paper. 
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4.2 RELATED WORK 
Context-awareness is a vastly and actively studied research area. Pascoe [Pascoe, 
1998] defined the core capabilities of context awareness. These capabilities – 
independent of application, function, or interface – are as follows: 
• Contextual sensing. The environmental states are detected and presented to 
the user in understandable terms (sensing the environment). 
• Contextual adaptation. The computer, the software, and the user interface 
sense the context and react accordingly (reacting to the changes in the 
environment). 
• Contextual resource discovery. The system makes use of the contexts of 
other entities by discovering other resources in the current context 
(interacting with the environment). 
• Contextual augmentation. The environment is augmented with additional 
digital information. 
According to these capabilities, our work is mainly related to contextual adaptation. 
We do not consider how the information is gathered nor processed to form the 
context. 
As can be implied above, context-awareness relies on numerous information sources 
to construct the current context. Both software and hardware are needed to provide 
and interpret the contextual information. However, we are not aware of any studies 
directly addressing the visualization models or methods for the context. Therefore, 
we aim at answer this important question: how should the context be presented to 
the user? We do not consider the context acquiring mechanics, nor the processes 
needed to form higher-level abstractions on the basis of collected raw data, but 
concentrate on forming a generic method for designing visualization techniques for 
contextual information. 
Context recognition techniques have been addressed in quite some studies. As an 
example, Clarkson et al. [Clarkson et al. , 2000] used a wearable camera and 
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microphone to recognize the context. They considered only coarse-level locations and 
events. A camera-based approach was also used by Starner et al. [Starner et al., 1998]. 
In addition to visual presentation, also other modalities – for example gestures and 
haptics – could be used for conveying context information. A promising approach is 
to use audio-only interface as in Nomadic Radio [Sawhney & Schmandt, 1998; 
Sawhney & Schmandt, 2000]. Nomadic Radio is based on several auditory 
techniques such as spatial audio and speech recognition. The goal is to provide the 
user with notification, passive awareness, and user interface navigation and control. 
As the name suggests, Nomadic Radio makes use of a radio metaphor to present 
audio sources. Instead of stereo headphones that would block the outdoor soundfield 
more or less completely, Nomadic Radio uses directional speakers on the user’s 
shoulders. This approach allows using spatial audio without interfering with the real 
world soundscape. The spatial audio, in turn, is used to position the audio messages 
around the user according to the time of arrival: they form a round clock dial around 
the user. 
4.2.1 Information Visualization with Hand-held Devices 
When it comes to hardware capabilities, current hand-held devices resemble of 
desktop PC computers of early 80’s (low resolution; limited processing power; and 
input methods that rely on keyboard), but the tasks that they are designed for are 
fundamentally different. Most of the computers twenty years ago were tied to a 
certain location, which was quite often an office environment; consequently, the 
tasks were affiliated with office domain. Nowadays, hand-held devices are mainly 
designed for personal information management (PIM) and communication, although 
a dominant trend for their use is linked with media consuming (i.e. imaging and 
listening music). Thus, all the existing visualization techniques cannot be directly 
applied to the domain of hand-held computing. 
Another fundamental difference between desktop computers and mobile devices 
deals with expected usage patterns. A person sitting next to a workstation is expected 
to work on it, whereas for mobile device users using the device is in many cases a 
secondary task; it is sometimes rather rude to fiddle with the phone when, for 
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example, discussing with others. Sometimes it is not even possible because the user 
is occupied with another task, such as driving or walking. 
One of the current popular trends in designing visualizations for hand-held devices is 
to use techniques known as focus+context visualizations (see e.g. [Björk & Redström, 
2000]). Focus+context visualizations enable the user to see an interesting object in 
detail while having the overview (context) displayed at the same time. One way to 
achieve this is to distort the view, which means that the viewpoint information is 
manipulated in such a way that it enables seeing important object in detail, while 
preserving the broader context in which the object belongs. A well-known example of 
distortion technique is the Fisheye view [Furnas, 1986] and its successor the rubber 
sheet [Sarkar et al., 1993]. 
Yet another promising set of techniques, although not yet widely applied to mobile 
usage, is overview and detail. Overview and detail techniques have two windows, 
which are linked and used together. One window provides overview to the whole 
information space while the other shows a details-on-demand view to a smaller 
portion of it [Shneiderman, 1996]. Other techniques, such as Magic Lenses [Fishkin 
& Stone, 1995], could be used to filter the amount of data displayed on a small screen. 
Zoomable user interface (ZUI), e.g. PAD++ [Benderson & Hollan, 1994], is a way of 
presenting large information spaces even on a small screen. The information is 
presented on a 2D space, and the user can pan the view as well as zoom in and out of 
any part of that space. The view transition is animated to maintain the broader 
context of the local detailed information. 
Kamba et al. [Kamba et al., 1996] present way of saving screen space regardless of 
the selected visualization technique. They introduced pop-up type of interface 
components that are hidden until needed and when they come visible they are 
partially transparent; their design also includes movable interaction elements that 
can be arranged on the screen so that maximum work area is retained. 
4.2.2 Visualizing Context 
Several previous studies address visualizing context information to some extent. In 
most cases, the context-awareness is closely related to location information (for 
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further discussion about viewing location-based information, see [Suomela & 
Lehikoinen, 2004]). 
An early ancestor for context aware systems was Active Badge Location System 
[Want et al., 1992]. The system tracked infrared signals from the badges that people 
wore and displayed peoples’ locations and probabilities how correctly those locations 
are recognized. The information was rendered as a text list on the computer’s screen. 
Cyberguide by Abowd et al. [Abowd et al., 1997]  is a context-aware tour guide 
implemented on a hand-held computer. It assists the user by displaying a map of the 
nearby area, as well as contextual information. Icons on the screen represent the 
context objects. 
Most of the location-aware systems do not consider objects outside the current view. 
However, Baudish and Rosenholz [Baudish & Rosenholz, 2003] describe an 
interesting technique called Halo for presenting off-screen map object locations. Its 
central idea is to surround each object, which does not fit on the current view with a 
ring that is large enough to appear on the border region of the current view. Based on 
the visible portion of the ring the users are able to interpret the location of and the 
distance to the off-screen object. 
We have earlier studied extensively wearable computing and navigational issues. The 
research culminated in a way-finding application for wearable computers with head-
worn displays, called WalkMap [Lehikoinen  & Suomela, 2002]. One part of 
WalkMap is Context Compass [Suomela & Lehikoinen, 2000], a linear compass 
visualized on the upper edge of a head-worn display (Figure 1). In addition to 
compass points, context compass also displays contextual objects that are available 
in the environment; as the user turns his/her head, the objects on the compass 
display move accordingly. 
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Figure 1. Context Compass is displayed on  
top of the screen. This is a synthesized image 
As a result, the object that the user is currently looking at is displayed in the middle 
of the compass. Our preliminary user evaluation revealed that Context Compass is a 
promising technique for accessing contextual objects, especially those that represent 
some real world objects [Suomela & Lehikoinen, 2000]. The Context Compass 
visualization imposes some challenges to the visualization, however. Especially the 
limited use of screen space, while being an advantage as such when it comes to the 
real world visibility through the head-worn display, severely reduces the readability 
of context with dozens of contextual objects. Hence, we developed the method 
further to cover a broader set of context-related tasks and to make the method more 
general. 
We extended the work made in Context Compass to create a simple model for 
displaying context information with wearable computers [Aaltonen, 2002]. Our aim 
was to exploit contextual information in determining what location-dependent 
information is displayed to the user and how. In addition, our model could act as a 
template regardless of used visualization technique. It would allow building different 
visualizations for the available context information. 
The model for wearable computers (Figure 2) had two central components: 
• The visibility range r (as in Context Compass), i.e. how large is the 
geographical area that belongs to the observed context 
• The view angle α (compare to Context Compass that always displays full 
360°) for determining a visible portion of the observed context 
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Figure 2. A Context visualization model for wearable computers 
In the middle of the figure is a triangle depicting the You-Are-Here (YAH) symbol 
that shows the user’s current location and the direction of sight. The context area 
contains objects that are inside the circle defined by the radius r. However, only the 
objects in a sector defined by the radius r and view angle α are visualized. The angle α 
may have any value between 0 – 360°. In practice, this implies that the user can see 
the objects that are currently in her/his field of vision accompanied with the nearby 
objects of interest. 
The benefit of the model is that varying the values of these two components 
dynamically based on a set of user-defined rules, the amount of context information 
that needs to be displayed is reduced. This offers the following advantages: Only the 
relevant contextual information to the user is visible. This helps the user to see the 
nearest objects in detail, while the objects further away from him/her still belong to 
the context. In addition, this could aid picking up details of importance and interest 
in the environment while discarding irrelevant content. Another advantage of the 
model is that the hardware limitations of mobile computing may be bypassed. 
Essentially, our model extends the visual system of a human by widening human’s 
high-resolution field of vision when s/he is moving. For example, depending on the 
walking speed the actual value for the view angle of our model could vary between 10 
and 40 degrees. In any case the model extends the human’s high-resolution field of 
view, which is only about 1.4 degrees [Card et al., 1999]. Widening the model’s view 
angle is unnecessary since our model’s other component – visibility range – takes 
that aspect into account. Both components affect the visible area, which is widened 
proportionally to the range. 
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Location information is easy to visualize because we can use map-like presentations, 
which are familiar to many users. However, not all the visualizations of context 
information are related to location information. Ljungblad et al. [Ljungblad et al., 
2004] present an interesting approach called Context Photography, where the 
context information is captured when the digital image is taken and the non-visual 
context data is transferred into visual effects in an image. Hansen [Hansen, 2002] 
describes a system for visualizing document collections. If several different 
documents contain similar textual information, they are grouped together to form a 
context and visualized by using a Kohonen map (also known as a self-organizing map, 
SOM; see e.g. [Lagus et al.,1996]). Yet another example comes from the field of social 
sciences. Brandes and Wagner [Brandes & Wagner, 2000] visualize social structures 
as a graph. Visualizing contextual information in this case is related to displaying the 
relative status of the actors in the network, which is mapped to vertical coordinates. 
4.2.3 Information Visualization Reference Model 
Card et al. have presented a general visualization reference model [Card et al., 1999], 
which they have applied successfully to different visualizations.  Essentially, the 
model presents what kinds of phases are needed in mapping raw data and 
transforming it into visual form. The model is described in Figure 3. We will next 
briefly introduce the model. 
 
Figure 3. Reference model for visualization [Card et al., 1999] 
In the first step, raw data is mapped into data tables based on (a series of) data 
transformations. Data tables are often a set of mathematical relations that are more 
structured and therefore easier to map during the next step of the model. Data tables 
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use metadata to present data as mathematical relations. Metadata can be very 
important in choosing visualizations and it may be used, for example, to present the 
order of rows in a table. It is also important to notice that data transformations often 
involve the loss (e.g. discarding low quality data) or gain (for example, deriving 
information based on statistical analysis) of information. 
An essential part of the model is the creation of visual mappings during the next step 
of the model. The purpose of the mappings is to transform data tables into visual 
structures. One should notice that this mapping can be done in several ways, but it is 
of utmost importance to use visual structure that preserves the data without brining 
out unwanted features. 
The use of space is the most dominant factor of the visualization, and it is defined in 
visual structure. The space (or spatial substrate) has a structure that can be 
expressed with different axes. For example, a map has two orthogonal, quantitative 
axes that have specialized physical coordinates. If something visible is occurring in 
the defined space, it is called a Mark. The marks have graphical properties (such as 
type, colour, and retinal properties) that may be used to encode information. 
The last step of the model converts visual structures into actual views based on view 
transformations. Views are specified by graphical parameters such as position, 
scaling, and clipping. The user may affect how the data is transformed, or mapped to 
visual structures as well as how s/he wants to view it. 
The three most common transformations are location probes, viewpoint controls, 
and distortions. Location probes use location in a visual structure to reveal more 
information. An example of this could be selecting an object of interest on a screen, 
which will cause a pop-up window for detailed information to be opened. Also, Magic 
Lenses [Bier et al., 1993] is an example of probe that augments the visual structure. 
Viewpoint controls – as their name states – either transform the viewpoint or 
magnify the visual structure. Two examples of these are zoomable user interfaces 
[Benderson & Hollan, 1994] and overview+detail technique [Suh et al., 2002]. 
Finally, distortion modifies the visual structure in order to create focus+context view 
(see e.g. [Lamping & Rao, 1994]). 
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During each of the previous steps the user may affect the creation of visualization. 
For example, s/he can decide what kind of raw data is gathered; how the raw data is 
transformed; what kind of properties do the marks of the visual structure have; and 
what kind of viewpoint is used to display data. 
4.3 VISUALIZATION REFERENCE MODEL FOR CONTEXT 
INFORMATION 
Earlier studies have introduced ways for visualizing context information, but none of 
these studies have tried to build a formal and generic model for this purpose. The 
model could be used as a basis for discussions about context information 
visualizations. A reference model would offer a formal mechanism for categorizing 
and comparing different context visualizations. Moreover, a context visualization 
reference model could provide us a tool that would help in developing and designing 
new ways to present contextual information visually. 
Fortunately, we don’t have to start from the scratch and build a completely new 
model for this purpose; on the contrary we can use the visualization reference model 
by Card et al. [Card et al., 1999] as a starting point. 
If we wanted to apply this model to context-awareness directly, we should consider 
the following issues: 
• Context objects may be in different types depending on the sensor. 
• Different contexts and their objects may require totally different kind of 
visual structures. 
• The recognized context most often has a probability value attached to it: this 
should also be visible to the user. 
• Some objects and their values may be hard to visualize, since they may mean 
different things to different users: e.g. “in a hurry”, or “a lot”. 
The first problem is related to the fact that some objects may be presented as a single 
numeric value (e.g. outdoor temperature), while some objects may be in a structured 
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form (for example, a calendar event). Further, many context objects are nested, i.e. 
they consist of other context objects. 
The second problem relates to the nature of mobile computers, since location in itself 
is a fundamental part of context in the case of hand-held devices. So, to visualize 
location information Suomela and Lehikoinen [Suomela & Lehikoinen, 2004] 
provide a two-dimensional taxonomy that can also be used for identifying basic 
visual structures for representing contexts. The taxonomy uses two factors: The 
environment model (from zero-dimensional to three-dimensional model) used in 
visualization, and the viewpoint (a first or a third person view). Also, digital 
information and services can be bind to a certain location as virtual objects. 
Presenting location information is obviously related to the user’s task. For example, 
in a familiar environment when checking whether a person is in his/her office or not 
it may be sufficient to display location as a (1D) text list (as in [Want et al., 1994]), in 
contrast to using a tourist guide with a digital map when searching for a certain place 
in an unfamiliar city (e.g. [Abowd et al., 1997]). 
To resolve these problems, we need to redefine data table and visual structures in the 
original model. To achieve this, we made two major modifications: We incorporated 
rules into data table and renamed it as context table to highlight the difference 
between these models. In addition, we divided visual structures to several layers, 
which each may contain a separate visual structure. Our extended model is presented 
in Figure 4 below. 
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Figure 4. The reference model for context visualizations 
A short note regarding our terminology is in order. By context objects we mean a 
hierarchical structure of objects that express the current context in machine-readable 
form. A context object may be a single reading from a hardware sensor, such as 
temperature in Centigrade, or it may consists of several context objects, such as 
current weather (which consists of temperature, humidity, and so forth). Further, the 
next context level may consist of many context objects, such as weather, device 
system status, and so on. Actually, the term “current context” is an arbitrarily 
complex set of nested context objects; each application can interpret and exploit the 
current context at the level it sees fit. 
4.3.1 Rules and Context Table 
Redefining the data table highlights a fundamental modification to the original 
model. In the original model raw data is transformed in some way to data table, but 
in our refinement the transformation is mainly based on context rules (user may also 
affect this transformation). The role of actions is five-folded: They map context 
objects directly to context table (1). Rules may transform raw data (2), and create a 
derived object (3) as well as they are used for mapping certain context to visual 
structures (4). Finally, the rules may trigger actions, which will cause displaying of 
certain contextual information (5). 
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The first two roles for the rules are linked with data transformations of the model. In 
practice, they may cause loss of information as they reduce the amount and diversity 
of information that is offered to the user. These filters can then be altered 
dynamically, either manually by the user or automatically by defining triggers that 
activate a specific set of filters. In any case, filtering visible information using context 
is a demanding task as Cheverst et al. [Cheverst et al., 2001] state, since it could 
inappropriately over-determine the user’s interaction. On the other hand, rules may 
gain information by, in turn, allowing building user profiles that define higher-level 
context objects (such as “when the user is outside the office on a weekday at noon, he 
or she is most probably going to lunch”). 
In our model context rules are a simple structures for logical inference (if-then-else) 
that are similar to conditional structures used in programming languages. Rules may 
have logical operators (and, or, not) and comparison operators (equal, not equal, less 
than, greater than, etc.) operations. In other words, each rule has a condition and if 
the condition is true, a given action(s) will be performed. This approach is not new, 
since rules for triggering actions have been used in context-aware systems earlier 
(see e.g. [Brown, 1998]). In order to perform data transformations and data 
mappings, the rules may contain conditional for loop structures. 
In order to implement a context-aware system, we would need a rule engine for 
interpreting rules and the rules should be formally defined. However, for design 
purposes, rules do not need to be defined formally; their role is merely to guide the 
design process and take different aspects of context into account. For example, it is 
important to understand what kind of context objects will require a different view 
from the current one. Consequently, defining and interpreting rules is beyond the 
scope of this paper. 
One should remember that rules depend heavily on several different things, such as 
the user’s current task, system setup, context sensors and so forth. In addition, many 
variables cannot be expressed with mere numbers and they should be treated in 
more qualitative way, based on, e.g., long time logging (see, e.g. [Ashbrook & Starner, 
2002]). 
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4.3.2 Visual Structures and Mappings 
Once the data has been transformed through rules, the next step, as in the original 
model, is to map formed contexts and visual structures. Different contexts may 
require different kind of visual structures and hence, the visual mappings step of the 
original model is divided further in our refinement. Our model contains several 
layers and each layer contains a spatial substrate, marks and properties required for 
presenting a certain kind of context. 
The mapping of visual structures is handled by the rules. In order to couple context 
with visual structure, we need to analyze what kinds of objects belong to the context. 
After the analysis, adding metadata to the context table does the actual mapping of 
the context and the structure. In practice, selecting a suitable visual structure could 
be done when constructing rules for determining contexts. 
The conventions we use for presenting the rules are as follows. All the reserved words 
are typed in the boldface characters (i.e., if, then, else, begin, end, for). The 
comparison operators are ‘<’, ‘>’, and ‘=’ and the operator ‘:=’ is used for assigning a 
value to an attribute. Attribute names begin with capital letter and predefined 
attribute values are presented with uppercase letters. In some cases we use structures 
for compressing our presentation. If the attribute is a structure, it is presented by 
using two brackets (‘{‘ and ‘}’) and semicolons separate single values of the structure. 
An attribute of an object may be referenced to using attributes name and these 
attributes may be linked by separating them with the dot character. 
The following fictional example (Figure 5) illustrates a simple case where the current 
context is mapped to one visual structure based on a single rule. The example does 
not consider how this context data is acquired or what kinds of rules are used in 
order to transform it into a context. 
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Figure 5. An example of mapping a context and a visual structure 
In the example we have one rule that is applied when the current context is “Walking 
outdoor”. In essence, the rule says that if the current context contains an object, 
which has a 2-dimensional map associated with it; the system should display 
“Layer1” on the screen of the hand-held terminal. An essential difference between 
layers is what kind of visual substrate they use. For example, one-dimensional (1D) 
layer could contain a list of available services in a certain context; 2D layer may be a 
floor plan of a building; and 3D view could be a third person view to a certain multi-
floor building. 
The visual structure of “Layer1” is for a digital map that has two axes, and the axes 
have quantitative metrics based on, e.g., GPS coordinates. The user direction of sight 
is not known and therefore the map is aligned a “NORTH_UP” which means that up 
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on the map corresponds to the north in the environment (for more information 
about map alignment refer to, e.g., [Lehikoinen, 2002]). 
The digital map that is used as a background image is titled “paris_map”. To be 
precise, the context object “paris_map” consists of data table, which is required for 
creating the background image. The layer is aligned in such a way that the YAH 
symbol will be in the centre of the view. In addition, the layer consists of two 
markers: One for the YAH symbol, and one for presenting the destination. The 
“Layer1” contains also properties (such as shape, color and location) for these 
markers. 
A rule also determines whether the layer is visible or not. In some cases, several 
layers may be required for constructing the actual view during the last phase. This is 
due to the nature of the context information that it is being applied to in order to 
decrease the need for human interaction. 
As in the original model, our model allows the user to modify the visual mappings. 
Naturally, depending on the context object the nature of this modification may vary 
significantly. For example, a quite simple case would be that the user selects what 
kind of marker is used for presenting the YAH symbol whereas changing the way in 
which his/her route is displayed can be more complex (e.g. line type can present 
means of transportation, line width means speed, and transparency means accuracy 
of tracking the user’s current location). 
4.3.3 Views 
The last phase of our model is to display the actual views. The view is constructed 
based on the layers that are set visible. 
If we have several layers that are visible at the same time we should align them. 
Therefore, we must have a common reference point for this purpose. For example, in 
Figure 5, the reference point for the view is NORTH_UP and the user’s 
CURRENT_LOCATION_IN_CENTER of the view. One should notice that it might 
be very difficult to align layers that have different kind of visual structure. 
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Naturally, from the hardware point of view, constructing actual views depends on the 
display device and its image displaying capabilities. Screen size is the most 
significant factor both in terms of physical measures and resolution. For example, in 
Nokia’s mobile phones the pixel count varies from 96×65 to 640×320 pixels. Some 
terminals are capable of displaying colors while others provide only black-and-white 
views [7710; 1100]. 
Most probably this phase requires more frequent user interaction than other phases 
of the model, since the user may have to perform different kind of view 
transformations in order to get information for completing his/her task. Hence, it is 
highly probable that all of the three common view transformations are required when 
interacting with context information on a small screen. It is most likely that manual 
human interaction is required although the use of context information aims to 
decrease it. For example, a location probe that will display detail-on-demand in a 
new pop-up window may hide other relevant information on a small screen and 
therefore the user needs to interact with the window. 
Context-aware computing can be classified as active (application adapts 
automatically to discovered context) or passive (application presents discovered 
context or makes it accessible for later use) context-awareness [Chen et al., 2000]. In 
order to fully benefit of context awareness, some view transformations may be 
initiated automatically, thus the system uses context information actively. A 
straightforward example could be panning a map view as the user moves in order to 
keep the YAH symbol in the center of the screen (as in, e.g., Cyberguide [Abowd et al., 
1997]); or, the distortion of the view could depend on the user’s speed so that when 
s/he is moving fast s/he would have time to react for some information [Aaltonen, 
2002]. 
Figure 6 presents an example of transforming a visual structure into a view.  This 
view consists of a view area and two controls for transforming the view. These 
controls zoom the view in or out; the current zoom factor (or scale) is attached as a 
property of “Layer 1”. The view is two-dimensional and its background is a digital 
map of Paris. Two marks (the YAH symbol and destination marker) are 
superimposed on the map. 
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Figure 6. Constructing a view from a single layer. 
As can be seen, the “Layer1” is designed for displaying location-based context 
information that is associated with the 2D digital map. 
In this section, we have presented the building blocks of our extended visualization 
reference model and described their purpose and functionality. Next, we will show 
some examples of applying the model to various tasks that may benefit from context 
awareness. 
4.4 APPLYING THE EXTENDED MODEL 
In order to demonstrate how our extended visualization reference model works, we 
present a fictional example. The scenario we use is based on our earlier work (see 
[Lehikoinen & Suomela, 2002] for further details). It contains tasks related to 
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wayfinding and controlling home appliances in a smart home via hand-held terminal. 
The drivers for this kind of example are the following: Location is the most dominant 
feature of context and it is often related to wayfinding. In addition, home 
environment is a rich source of context information but the environment is familiar, 
location information does not have as important role as in an unfamiliar 
environment. 
The following scenario tries to take into account different kinds of contexts that exist 
without concentrating on security and privacy issues. 
“The morning lectures are over and Jim is leaving the class room. He has 
promised to have lunch with Jenny and he decides to check with his hand-held 
device where Jenny is. Jim opens the application and queries Jenny’s 
whereabouts. As the query results are displayed Jim notices that Jenny is 
already near the cafeteria, but she is not alone. Jim checks who these persons 
are and notices that they are Jenny’s friends and classmates. 
After the school day Jim has to go to buy a book for the chemistry course. He 
uses his hand-held device and checks the book stores near the campus area 
whether they sell the desired book and what is their price for it. Unfortunately, 
all the chemistry books are sold out from the nearby stores and Jim has to go 
to a mall that is a bit further away from the school. Jim has not been in that 
mall earlier and he needs to ask instructions in order to get there. He sets the 
mall as his waypoint and starts walking.” 
When examining the scenario we notice that it contains at least the following 
different kind of tasks that benefit from using different presentations for contextual 
information: 
Locating Jenny in the school 
Presenting the social relationships of the people near Jenny 
Searching for book store that is selling the chemistry book near the school 
Finding the way to the mall and to the bookstore 
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In the following sections we will discuss presenting these tasks and using our 
extended model for creating these visualizations in detail. We do not claim that the 
visualizations we chose to use are the ultimate best and the most usable for the 
selected purposes; our aim is merely to utilize the model for different tasks and 
visualizations. Further, our context tables are pretty naïve; they contain only 
information relevant to the tasks. We do not describe how the context information is 
gathered or how it is transformed for creating the contexts. 
4.4.1 Locating Jenny in the school 
The easiest way to show Jenny’s location would be a simple text string that presents, 
e.g., the street address of her location. However, it is most likely that this kind of 
information is showed on top of a digital map as icons superimposed on the map, 
because visual presentation of a location may be easier to perceive than a textual 
information, especially in a familiar environment. 
Because the actual visualization and the required visual structure and context 
information are very similar compared to the examples of sections 3.1.2 and 3.1.3, we 
do not discuss it further. The aim of this task is to provide context for the next task, 
which is more interesting since we do not need to use coordinates of the physical 
world. 
4.4.2 Presenting the social relationships of the people near Jenny 
The second task is initiated as a location probe view transformation of a selected 
marker (in this case marker of Jenny) from the view of the task 1. In our model this 
means that we follow the human interaction arrow from task “bubble” back to data 
transformations step, which – in turn – activates a new rule required for 
constructing the desired view. 
The rule we are applying uses three context objects in order to construct view 
structure and the desired view. In the previous task we noticed that Jim’s current 
context contains a forthcoming event with Jenny and the view presented her current 
whereabouts. For the second task we need detailed information about people sharing 
the same location as Jenny. In this example, we have defined a point of interest (POI) 
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context object for “Café” that contains information about the persons inside that 
point (within the radius of 10 m). 
The visual structure is based on one-dimensional spatial substrate with a nominal 
axis. Essentially, in the view we have a circle that is divided to as many sections as 
there are markers for persons in the POI. Figure 7 illustrates this. 
 
Figure 7. Context table, visual structure and view for displaying co-located persons 
As stated, we have one axis that is bent in order to form a circle (Mark[4]). The axis 
has nominal metric i.e. the region is divided into subregions. Each subregion is 
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reserved for a marker for a person. The person marker is presented with icon in a 
view and the rule says that color property for selected person is in a black color. Also, 
if the person belongs to group “Phonebook” (i.e. person can be found from the 
contacts list of the user’s device’s) the associated marker will be dark gray; otherwise 
the color is light gray. 
One could add more social context information based on, e.g., phonebooks and call 
logs of the hand-held devices. By doing this, we would actually create a graph, where 
the nodes present persons and arcs connecting the nodes depict the relations 
between the persons. Also, the arc’s line width could present the weight of this 
relation (for example, the wider the line, the more calls between persons). In order to 
do this, we would need to add new metadata and rows to the context table of the 
previous example. This would contain structures that describe the relations (from – 
to) and total duration of calls to that person. The structure could be as in the 
following example: 
{“Jenny”; “Jim”; 8:23:23} 
{“Jim”; ”Jenny”; 15:23:02} 
4.4.3 Searching for book store that is near the school 
This task would benefit from using a digital map if we are only interested in locating 
bookstores. Before locating the store we would probably like to compare their prices 
and it is easier to compare information if we present the exact values in a textual 
form. Consequently, the search results are presented as a 1D text list, which can be 
scanned quickly through. The list is sorted based on the relevancy of the search result 
in descending order. The relevancy is a sum of three factors: Price, distance from the 
current location and number of available books. The overall relevancy is calculated 
based on these factors and it is presented as floating point number varying between 
0.0 and 1.0. 
The actual view is a list that contains four columns; name of the bookstore, price, 




Figure 8. Context table, visual structure and view for displaying search results 
4.4.4 Finding the way to the mall 
For the way-finding task we utilize the Context Compass [Lehikoinen & Suomela, 
2002] that is a linear compass. It shows the accessible context objects in front of and 
around the user along with compass points. The main difference between Context 
Compass and a traditional compass is that Context Compass is relative to the user 
whereas a traditional compass is relative to the North Pole. That is why the directions 
of Context Compass are ‘‘in front of’’ and ‘‘behind’’ instead of points of compass. 
We use Context Compass for the following reasons: It’s easy to construct, it does not 
need a large display, colors, or a lot of computing power. It is easy to interact with 
when moving and it displays only information that is relevant for the task. 
Consequently, it is suitable for hand-held terminals. 
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In order to construct a Context Compass view, we need one-dimensional spatial 
substrate that has a quantitative axis based on angular metrics. The example is 
depicted in Figure 9. 
 
Figure 9. Context table, visual structure and view for Context Compass 
This example is quite simple since we have to display only a single object (“Mall”) 
over the compass. The rule we apply in this case states that we should update the 
view and display the “Layer1” if the user has set a waypoint and the waypoint has not 
been updated for 30 seconds. The spatial substrate is 1D quantitative axis that is 
divided to 360 regions (degrees) and in the view the center of the compass is the 
direction of the user’s sight. The location for the mark in the axis is then the 
difference between the direction of sight and the direction of the object. 
4.5 DISCUSSION AND CONCLUSIONS 
We presented a model for visualizing context information in hand-held devices, 
which is based on the original visualization reference model by Card et al. [Card et al., 
1999]. The main differences between the original model and our refinement are rules 
and layers that take into account the special requirements of contextual information. 
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The rules are also the most complex part of our extended reference model since they 
are used for several different purposes. The rules function as mapping and 
transforming context information to suitable visual structure that can be displayed 
on the screen of a hand-held device. If thinking about implementation of a context-
aware system and using our model, the real challenge is formulating a solid set of 
rules and designing a rule inference engine. Essentially, our model just requires a 
mapping from context objects to context values. In this treatment we have used rules 
for mapping. Other possibilities besides rules include neural networks, Bayes 
networks, decision tables and other formalisms used in expert systems. 
If we are actually building a context visualization system we need to have a 
mechanism that is used for gathering contextual information. This mechanism 
should also be simple and generic, so that it will not restrict our model or link it to a 
certain implementation. For this purpose we use a mechanism introduced by Abowd 
et al. [Abowd et al., 1998]: 
1. Collect information on the user’s physical, informational, social or emotional 
sense. 
2. Analyze the information, either by treating it as an independent variable or by 
combining it with other information collected in the past or present. 
3. Perform action based on the analysis. 
4. Repeat from step 1, with some adaptation based on previous iterations. 
Because the step 1 is related to gathering context data it is out of the scope of our 
model. Our model takes the steps 2–4 of the mechanism into account as follows. In 
the step 2, we analyze information (context objects) by using the rules. For some 
information we perform data transformation in order to combine it with other 
information. Finally, some rules may trigger actions as in the step 3 or step 4. 
One aspect we have not yet discussed is a need for careful task analysis before 
applying our extended model. The task analysis is required for several purposes, such 
as identifying the users’ tasks, the contexts and their objects; events that cause the 
context to change; and requirements for displaying the context information. 
Especially when considering the fact that depending on the current context and the 
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user’s task, the visualization of the context information may differ greatly. This is 
also the reason why visual structures in our model are divided into a set of layers. 
Our model is focused on hand-held terminals, but it does not rule out other kinds of 
mobile computers, such as wearable computers, that apply context to benefit the 
users. In fact some may argue that hand-held terminals are a subset of wearable 
computers, because they are “worn” or carried in a pocket all the time. At least the 
price of the system is a factor, which differentiates between real wearable computers 
from hand-held terminals. Wearable computers are set of expensive, unique devices 
that are actually worn as a part of clothes and a common way of displaying 
information is via head-worn display (see e.g. [Lehikoinen, 2002]). 
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CHAPTER 5  
SPATIAL INTERACTIVE 
VISUALIZATION ON SMALL 
SCREEN3 
5.1 INTRODUCTION 
One of the most frequent tasks with the desktop computers is document (or file) 
management, but still it may be one the most difficult things to learn for the novice 
users. Similarly, as the memory capacity of mobile devices increases the need for 
better file management tools for them emerges. However, the characteristics of the 
mobile devices, such as small screen, poor interaction devices and limited 
computational power [Rieck, 1996], makes the design and implementation of these 
kinds of tools even more demanding task than with desktop computers. 
We set out to study the issues related to applying spatial cues to a document 
management application on small screen devices, including visualization, graphical 
design, and interaction. Therefore, the purpose of this paper is not to compare spatial 
design with alternative solutions for file management, but rather to explore the 
design space. 
The rest of the paper is organized as follows. First, we review the relevant related 
work, followed by a presentation of our approach and design, including detailed 
description of the graphical design. 
We also consider the possibilities and limitations of small screen graphics. We then 
describe a preliminary usability study, followed by discussion and conclusions. 
                                                   
3 © ACM, 2005. The definitive version was published in Proceedings of the 7th international 
Conference on Human Computer interaction with Mobile Devices & Services (Salzburg, Austria, 
September 19-22, 2005). MobileHCI '05, vol. 111, ACM Press, New York, NY, 137-144. 
http://doi.acm.org/10.1145/1085777.1085800 
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5.2 RELATED RESEARCH 
Our approach to the design problem was three-folded. First, we wanted to review the 
previous document management methods that use either two or three-dimensional 
visualizations. Then, the experiences of the earlier information visualization 
techniques that are suitable for small screens were studied. Third, we wanted to learn 
the results of the earlier studies of the effect of 3D graphics and spatial cognition. 
5.2.1 Document Management 
Suitable ways for presenting file structure and information in desktop computing 
environment have been studied for decades and different kinds of visualization 
techniques have been presented. Perhaps the most common way for document 
management is to use tree visualization, such as the visualization of a file structure 
with Microsoft Windows Explorer. In addition, other two-dimensional visualizations 
that rely on more graphical presentation of the data exist, such as the tree map 
[Johnson & Shneiderman, 1991] and the hyperbolic browser [Lamping & Rao, 1994]. 
Three-dimensional tree structures, such as cone tree [Robertson et al., 1991], have 
also been presented. 
Data Mountain [Robertson et al., 1998] is a file management technique that uses 
more than two dimensions in order to take advantage on spatial memory. Data 
Mountain allows users to arrange ‘thumbnail’ images of documents on an inclined 
3D plane. 
An approach very similar to ours is File System Navigator, or FSN [SGI]. It provides 
a view to the files as a 2D tree layout projected on a 3D ground plane, and uses a 
spotlight metaphor for selection. In runs on desktop computers, though. 
Although MAPA [Durand & Kahn, 1998] was designed for displaying the structure of 
large Web sites (and thus, improving the navigation) and not directly for document 
managing, it is an example of displaying a tree structure in a 3D space on inclined 
plane, where the pages are displayed as squares. A page that has a focus is placed at 
the front and its child pages form a row behind it. Then each child page and its 
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children behind it form a single column. This provides a layout mechanism with 
minimal visual clutter. 
5.2.2 Information Visualization 
Basically there are several techniques for presenting large information spaces in a 
compressed form. Noik [Noik, 1994] has classified these as follows: implicit (use of 
perspective), filtered (removal of objects with low degree of interest), distorted (size, 
shape and position), and adorned (changing attributes such as color). 
Many of the current visualization methods aimed at small screens rely on distorting 
the view; i.e. the viewpoint information is manipulated in a way that enables seeing 
important object in detail, while preserving the broader context in which the object 
belongs. For example, the rubber sheet [Sarkar et al., 1993] is a view distortion 
technique that allows the user to choose areas on the screen to be enlarged. 
Therefore, the whole information space can be displayed at once with very low 
amount of detail. Should the user want to see some areas in more detail, he or she 
stretches the rubber sheet on the particular screen location, effectively zooming into 
the information on that area. In electronic document reading, displaying the 
overview and the detail at the same time is also found more beneficial than the 
traditional linear format [Hornbæk &Frøkjær, 2001]. 
Zooming and zoomable user interfaces (ZUI), such as PAD++ [Benderson & Hollan, 
1994], are another way of presenting large information spaces even on a small screen. 
The information is presented on a 2D space, and the user can pan the view as well as 
zoom in and out of any part of that space. The view transition is animated to 
maintain the broader context of the local detailed information. Combs and Bederson 
[Combs & Benderson, 1999] studied image browsers and found out that their system, 
based on a ZUI method (as well as 2D thumbnail grid), outperformed 3D browsers in 
terms of retrieval time and error rate. 
Kamba et al. [Kamba et al., 1996] present way of saving screen space by using pop-up 
type of interface components (the controls are hidden until needed), and movable 
interaction elements (the elements can be arranged on the screen so that maximum 
work area is retained). 
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Fitzmaurice et al. [Fitzmaurice et al., 1993] present probably the first study towards 
3D (virtual reality in this case) in small terminals. They simulated a handheld 
portable display by attaching a 4” display to a Silicon Graphics workstation. The 
graphics were displayed on the workstation screen. A video camera captured the 
large screen and displayed the equivalent image on the small display. Hence, they 
were able to simulate a portable display with computational capabilities of a powerful 
workstation. 
Gutwin and Fedak [Gutwin & Fedak, 2004] have studied different techniques for 
accessing information on a small screen: panning, zoming, and fish-eye (distortion). 
The found out that for web navigation, the fisheye-view was the most efficient. 
5.2.3 3D and spatial cognition 
Since the real world we live in is three-dimensional in nature, it may be easier for us 
to think in terms of three dimensions than in two with regard to the computers as 
well. Further, humans seem to have a very strong spatial sense that helps us in 
orienting and navigating in the real world and when 2.5D graphics are applied to 
computing, these same skills could help us to adopt to using the computer (see e.g. 
[Fitzmaurice et al., 1993]). Robertson et al. [Robertson et al., 1998] make an 
important notion that the benefit that the spatial cognition provides has been used in 
many two and three-dimensional document management techniques. These kinds of 
presentations aid the user’s ability to recognize and understand spatial relationships 
of the objects and especially the 3D interfaces enable displaying more data without 
causing additional cognitive load, since the changes of the objects size that is caused 
by perspective indicate spatial relations at a distance. 
The performance of three-dimensional visualizations has been studied, but some of 
these results discourage to exploit the use of the 3D since the performance does not 
either differ or improve from the 2D (see e.g. [Carswell et al., 1991]). However, 
contradictory results have also been reported, e.g., by Ware and Franck [Ware & 
Frank, 1996]. 
In the case of two- or three-dimensional visualization of document management, the 
results that Cockburn and McKenzie [Cockburn & McKenzie, 2001] found are 
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discouraging in terms of performance. They noticed that people performed (although 
not significantly) better with a 2D interface. However, the subjective measures 
showed that the users felt the 3D interface more natural and more preferable. In 
addition, the authors provide more evidence in their latter study [Cockburn & 
McKenzie, 2002] that the inclined plane (they called that 2.5D condition) performs 
better than the 3D in document management. 
Incorporating 3D into small screens requires some thinking. The design space is 
rather limited in terms of both information visualization and interaction. The small 
number of available pixels alone makes it hard to use many of the effects required to 
create a 3D scene. Further, since the physical size of the screen is also small, the 
resulting images are either very small, or only a few can be displayed simultaneously. 
As a result, many researchers have concluded that it is not feasible to have any 3D 
graphics at all on mobile terminals (see e.g. [Bergman, 2000]). 
Another fact is that actual 3D object manipulation has not been done on hand-held 
terminals at all. One may ask if it is even a reasonable task to try out. Most probably 
complex 3D object and scene manipulations require larger displays, either physical 
or virtual (such as head-worn displays). Not to mention the requirements for the 
rendering hardware. These issues are considered in [Roimela, 2001]. 
One more aspect is purely aesthetic. One may have flat 2D graphics that are operated 
on a 2D input device; however, the objects that are manipulated may have 3D look in 
order to appear more pleasant. To achieve cosmetic 3D, one can use several depth 
cues. However, e.g. Mullet and Sano [Mullet & Sano, 1995] state that the 3D should 
not be used only for decoration. 
In conclusion, one may state that previous research does not provide strong 
argumentation for the benefits of using more than two dimensions in a graphical 
user interface as far as task efficiency is concerned. However, we were interested in 
exploring the spatial design space for small screens in more detail, particularly to 
gather information regarding the challenges and promises that spatial cues may 
imply. We chose document management as a concrete application domain for the 
exploration. 
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5.3 OUR APPROACH 
We began to design a document managing system called Space Manager for a mobile 
terminal that combines some of the benefits of the previous studies. It uses tree view, 
which is a familiar way for most of the users for presenting the file structure. 
However, instead of the normal 2D tree visualization, we decided to add also the 
depth dimension in order to reap the benefits of spatial memory. 
Bringing depth cues into small screens requires very careful crafting. In order to find 
the optimum techniques and enhancements, one has to create both conceptual still 
images and animated sequences. Our study is no exception: we created dozens of still 
images and a number of different animated versions of the concept until we were 
satisfied with the result and were able to proceed. In this section, we will briefly 
describe the design goals, constraints, and the application itself, followed by the 
design principles and why they were adopted. 
The purpose of this method is to allow the user of a mobile terminal to get a spatial 
overview of the contents of his/her mobile terminal file structure. This means that 
instead of a plain list that contains all the files and folders on the terminal, the 
structure is presented in a more informative way in three dimensions. This implies 
that each folder receives an additional attribute – its location in space. Hence, a 
folder has a structural location in the folder hierarchy, and it also has a spatial 
location that defines its location on the screen (of course, higher-level folders still 
precede those that are deeper in the hierarchy). 
The design is mostly constrained by hardware factors. Our target platform is Nokia 
7650, an imaging mobile phone equipped with a built-in digital camera (VGA 
resolution) and 176×208 pixel display capable of using 4096 colors. The input device 
is a four-way joystick with a selection button in the middle (Figure 1). The two soft 
keys can be used for additional operations; however, we avoided using these buttons 
as much as possible in order to keep the concept more general. Further, the available 
space for the content is 176×144 pixels, which sets another remarkable design 
constraint. Making this concept work on such a small display ensures that it can be 
scaled up. 
The design goals may be stated as follows: 
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G1. Present visually the contents of the file structure stored in a terminal, using 
depth cues where appropriate in order to produce a 3D-like view. 
G2. Aim at displaying as much of the structure as possible at a time, i.e. avoid 
panning. 
G3. Retain the clarity and readability of the fonts. 
G4. Apply “in-place activation” where possible. 
 
Figure 1. The Nokia 7650. The keypad can be slid out from  
behind the display, revealing the camera lens on the back [7650] 
In brief, we ended up into a spatial file manager, called SpaceManager (Figure 2). 
The design is based on two levels: There is the navigation level, which shows the 
folder structure only. The folders are displayed so that the root folder resides on the 
bottom edge of the screen, and the subfolders are displayed above it. The user can 
navigate in this structure by using the four joystick directions. When a folder is 
opened, the user enters the folder level, where he/she gets access to the contents of 
the folder and tools that are relevant for that folder. 
 
Figure 2. The Space Manager concept 
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When entering the folder level, the folder is opened and zoomed in on the screen. 
The folder opens like a box with the cover open and facing the user (Figure 3). The 
transition from the navigation level to the folder level is smooth and animated, 
indicating that the folder is opened in-place with the viewpoint brough closer to the 
folder. At this point, the user has four basic options to make. They can click the up 
button to start browsing the individual files in the folder (i.e., to go inside the folder); 
or click down to return to the previous state (i.e., to close the folder and zoom out to 
the navigation level). Left button allows browsing the contents of the folder in regular 
2D filelist mode, and right button activates content-specific folder tools. 
 
Figure 3. The animation sequence when a folder is opened 
Once the user is browsing the files, s/he can use the four directional buttons to reach 
any file rapidly (Figure 4). The files are flipped as the user is browsing, just like 
browsing unsorted paper photos that are stored in a shoebox. Selecting a file opens it. 
This causes the view to zoom into the file (i.e., the file is opened in-place instead of 
explicitly launching another application). Once the user chooses to exit/close the file, 
the view is returned back to the state it was in before opening the file. When 
browsing the files in a file list mode, the Exit button (left softkey in the terminal) is 
used to return to the previous level. 
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Figure 4. Browsing the files. 1) The folder open. 2) The user has clicked “up” and 
starts browsing files. 3) Files are flipped when browsing (with “up” and “down”) 
5.3.1 The Flashlight Metaphor and Navigation Model 
One of the crucial aspects was the choice of a selection method. There are two basic 
choices available: either the user is controlling a pointer (e.g., a cursor) that moves 
around the structure, or the user is manipulating the structure itself. In the latter 
case, a static location on the screen resembles the selection area: the part of the 
structure that is currently in that area can be selected. 
We chose the former approach and ended up to a flashlight metaphor: the user is 
holding a flashlight in his/her hand, and can point the light on any neighboring 
folder on the surface. The highlight can be moved to any of these folders by using the 
four directional buttons. By clicking the up button, the highlight is moved to the 
closest folder on the next level in the hierarchy. The user can choose either to move 
deeper into the structure by further clicking the up-arrow, or alternatively move left 
or right in order to move between the folders on the same level. In case all the folders 
do not fit on the screen at once, the view pans as the user is about to move out of the 
screen. By clicking the down button, the user can return to the previous level, and 
finally reach the root level by clicking the down button again. Any folder can be 
opened by clicking the selection button. 
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The working principle of the flashlight is shown in Figure 5, where the user is moving 
from MyData to Misc and then to Pics. Note the slight view transition during the 
movement in order to keep the target object visible. 
 
Figure 5. The flashlight metaphor 
There are obvious reasons for choosing a brightness-based metaphor. The most 
important of these, of course, is the ability to conserve screen real estate: no 
additional pixels are needed for the selection indicator, but only the pixel brightness 
values are modified. Further, flashlight is a common artifact in everyday life, making 
it easy to comprehend its behavior. Adding a “light source” is also one means of 
increasing the feel of additional dimensions on the screen. 
Our navigation model implies an important difference compared to any other 
hierarchical navigation method that is based on discrete input. In our model, the 
navigation is not restricted by the folder structure, but the navigation occurs on 
spatial level. In other words, the user is able to move to any spatially neighboring 
folder even it it does not belong to the same hierarchy with the current folder. 
While navigating, the viewpoint is fixed, i.e. the user is not able to move freely in 3D 
space. The only viewpoint changes take place at predetermined occasions, such as 
when opening a folder. The choice to restrict the viewpoint was deliberate, otherwise 
we would have needed quite more complex interaction devices or techniques. 
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5.3.2 On the graphical model 
Creating a 3D graphical model that looks pleasant to a user is not trivial, especially so 
on a small screen. There are many factors, which have to be taken into consideration 
when creating a 3D environment, and using badly (or not using at all!) one of the 
factors will ruin the whole graphical model. People will recognise and explore 3D 
environments only if they look realistic enough. 
In our model the first objective was to find and define the proper camera angle. Many 
experiments were made in the beginning. At first, the angle was as low as 23º. With 
this viewpoint, the folders in the forefront were clear and easily readable, but the 
subsequent folders were more messy and created undesired visual noise on the whole 
scene. We tried to solve this by adding fog to the background in order to lessen the 
clutter (Figure 6). The resulting scene appeared visually better, but deliberately 
decreasing the clarity of a part of the screen is not a preferred method when the aim 
is to have more information on the screen. 
 
Figure 6. An experimental “fog-model” version of the Space Manager 
In order to increase the visual appearance further, we continued experimenting with 
the camera angle.  We lifted the camera up to 60º. This resulted in a clearly improved 
scene. Since the objects are viewed from higher, the screen space taken by an object 
is less than in the previous model. Consequently, the objects do not overlap as often 
as before, resulting in a more clear overall view. Likewise, locating the flashlight 
became easier due to the decreased overlapping. The folder labels were forced to tilt 
straight against the camera to avoid font distortion (Figure 7). If the labels were not 
folded, the text would not be readable anymore, especially when the camera angle is 
as high as ours. 
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The use of light and shadow is important; these factors will create a realistic 
impression of the 3D world. They provide a final touch to the depth appearance of 
the view. Without light and shadow the impression is more or less “flat”. The light 
source should be placed beside either side of the viewing point and vertically either 
up or down of the viewing point, otherwise the shadow is minimal and the feeling of 
the depth will decrease. In our model, target light comes from the left-down direction, 
which creates quite a natural feeling. Changing the light direction a lot will cause 
inconvenient results: long shadows or light saturated details in a model. Also, the 
light hotspot and falloff radius have to be relative to the object size. 
 
Figure 7. The font used in the folder labels is tilted straight against the camera 
The colors we used are yellow for the folders and green for the ground. The colors 
could be something else, of course, but these colours are already familiar to the user, 
yellow folders from the PC-interface and green as grass color in a ground. The 
background color is blended from black to white downwards; this makes the whole 
model look like it is floating in space. 
A small screen with small 3D elements is a challenge, even more so when there is also 
text involved. The majority of the text on the screen should always be readable. When 
texts are in the background in a 3D graphical model but not well readable, fonts 
could still give valuable hints to the user. A user could guess the meaning if he/she is 
already familiar with the content. A text in a very small and not readable size should 
not be used at all; it will give no information but increases visual noise. The folder 
and file shapes in our 3D graphical model are generally known from traditional 
desktop interfaces, which help the user to recognise them straight away. 
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The focal length in our 3D graphical model is equivalent to SLR cameras 35 mm. This 
means it will emphasize the forefront a little. Increasing the focal length will 
noticeable change the view: the folders seem to be more compressed to each other 
(see Figure 8). When decreasing the value, the forefront will get more space, and 
aberration in objects’ shape will increase. 
The viewing angle in our model, 60 degrees, is quite high. The reason for this is to 
maximize the amount of visible folders. Folders are still well recognizable even from 
this view of angle.In general, the forefront folders should not overlap, while some 
background folders may overlap a little. Text is shown always straight to to viewer, 
distorting text in a small size will not work. 
 
Figure 8. Three shots with different focal lengths but an equal  
camera angle. Notice the changes in e.g. the edge of the Docs folder 
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An overview of the graphical model is shown in Figure 9. The top-left icon denotes 
the camera, the boxed cross in the middle is the omni light, and the arrow close to 
the plane is the target direct light. 
5.4 EVALUATION 
In order to gain initial response from the users, we arranged an evaluation. The goals 
of the evaluation were to find subjective opinions on using a document manager like 
ours, and to find any major usability problems. 
 
Figure 9. An overview of the graphical model 
5.4.1 Participants 
There were 10 subjects with various bacgrounds, including engineers, students, and a 
sociologist. The ages varied between 20 and 38 years. None of the participants was 
had seen Space Manager prior to the experiment. 
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5.4.2 Apparatus 
The evaluation was performed on a Windows 2000 workstation. We replaced the 
standard PC keyboard with a numeric keypad with all but directional and selection 
keys removed. We implemented an interactive 7650 simulator in Macromedia 
Director v8.5. The images required in the simulation were constructed with 3ds Max 
v4.26 by Discreet, and retouched in Adobe’s Photoshop 7.0. The file structure used in 
the evaluation is as in Figure 2. 
5.4.3 Procedure 
A test session began with an introduction. The subject was explained the idea of 
Space Manager and the way the simulator is controlled. The test procedure was also 
explained. 
The introduction was followed by 10 test tasks. The tasks were as follows (comments 
for the tasks are in italics): 
1. Enumerate orally the immediate subfolders of “MyData” (How does the user 
move? First up and then left/right or directly left/right?) 
2. Move back to “MyData” (Does the user do this with a single click or by using 
the same route?) 
3. Move to “Pics/Vacation” and open a file called “NewYork.jpg” (Moving, 
opening a folder, browsing files) 
4. Go back to “MyData” (Moving) 
5. Enumerate orally the subfolders of “Resource” (This task prepares for the task 
#8) 
6. Move to “Docs/Project X” (Does the user move sideways or via the root 
folder?) 
7. Move to “Pics/Vacation” (This task prepares for the task #8) 
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8. Move to “Resource/Comp” (Does the user move sideways or via the root 
folder?) 
9. Go back to “MyData” 
10. Enumerate orally the subfolders of “Business” 
Finally, the emulator was closed and the user was asked to draw the file structure as 
s/he remembered it by hand on a sheet of paper. The user was not told about this 
portion of the evaluation until the interactive tasks were finished. This task verified 
whether the user had implicitly learned the folder structure. 
The tasks were performed one at a time. Once a task was finished, the user clicked a 
button, after which the next task was shown on the screen. The user was asked to 
think aloud while navigating. 
After the drawing sessions, there was a semi-formal interview. As a whole, the test 
took around 30 minutes. The results were collected by observing the usage of the 
actual test tasks, recording the results of the interviews, and visually analyzing the 
drawings. 
5.5 RESULTS 
All test sections provided promising results. The usage sessions revealed that the 
users adopted the navigation rapidly. They also commented that the ability to move 
sideways greatly facilitates navigation, especially in cases where the folders did not 
belong to the same tree branch. 
One aspect concerning navigation was the root folder. Even though with current 
model it is easy to return to the root, many users would have wanted a ‘home’ key 
that would return the focus immediately to the root folder. 
There were evident problems with the navigation when it was not certain which 
folder is to receive the focus next (e.g., when clicking up and there were two folders 
above the current folder, it was not always obvious which of these folders is to receive 
the focus when moving up). One user commented: “Sometimes it is very annoying, 
 107 
because you don’t know beforehand where you will end up.” Further, the users 
commented that when moving sideways, the next folder should always be visible. 
The users appreciated the spotlight metaphor, especially when combined with folder 
opening. However, an experienced user should be allowed to turn the animation off 
in order to speed up navigation. Concerning opened folders, the users commented 
that the file browsing (Figure 4) works fine for images, but raised a concern whether 
it would work equally well with other file types. 
The users learned to locate the folder locations easily. Both the actual test tasks and 
the drawing section confirmed this observation. This was true even though the 
structure was not familiar to any user. This was due to the fact that the spatial layout 
made the folder locations easier to remember, and it was possible to see more folders 
on the screen than with a regular treemap. The problem concerning the layout was 
that it was not always clear which folders belong to the same hierarchy level; the 
users commented that different levels should be indicated more clearly. 
The combined results of the drawing section are shown in Figure 10, where the 
folders that the users remembered (i.e., both their name and the location) area 
drawn. The numbers in each folder indicate the number of users who remembered 
that folder. The success of the actual test tasks would have indicated a higher number 
of remembered folders in this section. However, probably the users concentrated on 




Company X (2) 
Misc (2) Docs (4) Pics (8) Resource (3)
Vacation (3)
Vacation (1) Conf (1) 
Company (2) Corporate (2) 
 
Figure 10. The results of the drawing section 
On using 3D in general, some users commented that it facilitates navigation, while 
some thought that it does not make any difference, or it looks a bit strange. However, 
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even these users commented that they would be ready to use this kind of 
visualization on their phone if it were available. 
The overall appearance was considered appealing and clear. 
5.6 DISCUSSION AND FUTURE WORK 
Clearly, the problem that our current navigation model implies deals with 
predictability. When the user click the up button, it is not explicit that which folder 
receives the focus on the next level. Therefore, the model could be improved by 
adding visual cues showing the destination folder for each direction. Further, the 
algorithm could be improved by preferring the routes the user has taken before. 
In addition to the PC simulator, we have also implemented a limited version of 
SpaceManager for the Symbian platform, using a proprietary Nokia 3D engine. This 
version remains to be finalized and thoroughly evaluated. Preliminary evaluations 
revealed that the navigation is very intuitive with the five-way joystick found on e.g. 
Nokia 7560, while displaying fonts in a readable fashion seems to be challenging. 
Our results show that it is feasible, yet not trivial, to develop spatial user interfaces 
even for small screen devices. Therefore, more research on the topic is needed, 
including additional design alternatives and more thorough, comparative usability 
evaluations. 
5.7 CONCLUSIONS 
We have explored the spatial design space for small screen devices by developing a 
document manager application. The manager relies on the strong human spatial 
memory, and is based on a tilted plane that displays the document structure of the 
terminal. Any folder on the plane can be selected by operating a four-way input 
device; once the folder is activated, its contents are opened on the screen. We have 
also implemented a PC simulator and conducted qualitative usability studies. The 
results showed that the use of Space Manager can be learned rapidly, and that the 
spatial structure indeed makes it easier to perceive the contents of the phone. Spatial 
design for small screens deserves additional studies. 
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CHAPTER 6  
INTERACTING WITH HOME AND 
HOME APPLIANCES IN A HAND-
HELD TERMINAL4 
6.1 INTRODUCTION 
A future vision of living often paints a picture of something that happens in a home 
full of network connected computer-enhanced appliances. These smart devices are 
always accessible and make everyday life easier and more comfortable. This kind of 
scenario is a part of late Mark Weiser’s [Weiser, 1993] vision of what he called 
ubiquitous computing. If we want this kind of system to become popular, the 
usability and the interaction with these appliances is one of the major aspects. In 
addition, visualizing these appliances and their functionality to the user plays an 
important role. 
Nowadays it is typical that there is one remote control for each home appliance that 
is usually near the appliance and this means that tables are overcrowded with remote 
controls. The interaction with different kinds of remote controls is not very 
straightforward since each manufacturer has its own symbols and conventions for 
the interaction. For some user groups, such as kids and elderly users, this is a major 
problem since they may have to learn to master several different devices. 
Another question is that how to locate and control the appliances, which are not in 
the same room with the user. This requires presenting the floor plan (in a one way or 
another) with the hand-held terminal, which causes at least two major problems. 
First, how to present the floor plan of a single-family house on a small display and 
second, how to enter the floor plan in the terminal with the limited input capabilities 
of the terminals. 
                                                   
4  Publication is with the permission of the authors and CHISIG. The original source of the 
publicationis the OZCHI Proceedings, CHISIG, The Ergonomics Society of Australia Inc. 
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Our approach is based on using a hand-held terminal (either Personal Digital 
Assistant or smart phone) in order to provide a unified user interface for multiple 
home appliances in the house. 
The rest of the paper is organized as follows. First, we discuss about the related 
research. Next, we introduce our design drivers as well as the first design. After this, 
we describe the next iteration cycle as well as the associated user experiment, where 
we tested three different floor plan visualizations. This is followed by the design of 
the high fidelity prototype and its user tests. Finally, we discuss about the current 
version and conclude the paper. 
6.2 RELATED RESEARCH 
Using a PDA as a universal (programmable) remote controller for home appliances is 
not a new idea. For example, Pacific Neotek's OmniRemote for Palm  enables the use 
of PDA as remote controller [OmniRemote]. There are also programmable remote 
controls with touch screen and stylus on the market, for example, OneForAll URC–
9990 Mosaic [OneForAll]. Controlling smart homes via hand-held terminals has 
been studied earlier (see for example, [Chung et al., 2003; Kohtake et al., 2001; 
Nichols et al., 2002]). However, these papers have not focused on visualization and 
navigation issues considering a home and its appliances. 
The visualization of a home is related to displaying a hierarchy that is consisted of 
rooms and their appliances. There are several techniques that are suitable for 
visualizing hierarchical data. Perhaps the most common way is to use tree 
visualization, although other two-dimensional visualizations exist – such as 
SunBurst [Stasko et al., 2000] and Tree map [Johnson & Shneiderman, 1991]. 
Hierarchical data may be visualized in three-dimensions, (for example, Cone tree by 
[Robertson et al., 1991]) but 3D interaction may cause difficulties with limited 
interaction capabilities of a hand-held terminal. In addition, three-dimensional 
visualizations are may become computationally demanding for hand-held terminals. 
Kamba et al. [Kamba et al., 1996] point out that one of the main aspects with hand-
held terminals is the limited screen space available for content and controls. One way 
to tackle this problem is to use so-called focus+context visualizations (see e.g. [Björk 
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& Redström, 2000]). These visualizations enable the user to see an interesting object 
in detail while having the overview (context) available at the same time. One of the 
best-known focus+context visualization is the fisheye view [Furnas, 1986]. Sarkar et 
al. [Sarkar et al., 1993] continued that work and created a rubbersheet view, which is 
suitable for small displays. Also combined overview and detail presentations, such as 
Magic Lenses [Viega et al., 1996] could be used to filter the amount of data displayed 
on a small screen. Anyhow, the problem in our case is that it is impossible (or at least 
difficult) to display all the home appliances on a small screen of a hand-held terminal. 
Because the hand-held terminals have typically limited interaction capabilities [Rieck, 
1996], we wanted to eliminate the need for scrolling and focus manipulation and 
decided to start studying the use of zoomable user interface (ZUI) for presenting the 
hierarchy. Zoomable user interfaces have been studied for a while (e.g. PAD [Perlin & 
Fox, 1993], PAD++ [Bederson & Hollan, 1995] and EtchaPAD [Meyer, 1996]). In the 
current graphical user interfaces the viewable content is limited by the size of the 
window that it is in. If the content size is larger than the size of the window, the 
window content needs to be scrolled. A ZUI uses the screen itself and the user can 
pan and zoom the content. 
The benefit of using a ZUI is that it eliminates some of the problems of traditional 
GUI. It does not have overlapping windows and the scrolling may also be avoided. 
Although a zoomable UI uses screen space efficiently – the window borders and 
window controls (scroll bars, minimize and maximize buttons etc.) do not consume 
screen space – it may use the same user interface components (widgets) as GUI 
applications, which are already familiar to users. Also, as in focus+context 
visualizations the zoomable UI may preserve the spatial relationships of the objects. 
6.3 DESIGN DRIVERS FOR OUR USER INTERFACE 
As stated earlier, the primary goal of our design was to create a user interface for a 
remote control for a smart home that could be used for controlling appliances 
anywhere in the house. In addition, we wanted to keep the design and interaction of 
the user interface as simple as possible in order to make it usable for inexperienced 
users, for example, children and elderly users. 
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In order to identify proper views and hierarchy as well as the appliances that the 
users would like to control, we interviewed 12 potential users of the system. Six of 
them were male and six were female. Their age varied from 23 to 54 years (average 
age was 37 years). Nine of them lived in a single-family house and the rest in an 
apartment building with a residence of two or more rooms. Based on the interviews, 
we recognized the following views: 
• Yard and courtyard buildings. Eleven users (92 %) said that it is important 
to have an access and control the devices outside the building. Eight users 
(67 %) wanted to have access to devices in courtyard buildings (e.g. for 
turning off the shed lights). 
• House. Naturally, all the users wanted to have a view to the house and two 
thirds of them wanted to see the whole floor plan at once (for example, 
turning off the kitchen radio while sitting in the living room and watching 
TV). 
• Room. Rather self-evidently all the users wanted to have this view; half of 
them believed that it is unnecessary to have any further levels. 
However, four users (33 %) wanted to divide Room level further in order to control 
only the devices that are in immediate proximity of the user. Since the meaning of 
immediate proximity is vague, we defined it as an area which radius is three meters. 
This is actually caused by the technical limitations of our custom-made proximity 
sensors that we use. We named this view as the closest devices. The following 
scenario explains the use of this hierarchy level. 
“The person is sitting on a chair and he decides to stop reading and start to 
watch television. Since the reading light and the television are near to the 
person, he does not need to see all the devices of the room, instead he can select 
the view, which displays only the devices that are right next to him. “ 
Lastly, only two users wanted to have access to recently used devices. They believed 
that the pool of controlled devices would be so small that after a while, all the 
necessary devices would fit into this view. 
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All interviewed persons agreed that the most probable target devices would be 
entertainment appliances, such as a TV set, DVD and CD players, and radio. 
However, they felt that it would be very beneficial if they could also control other 
frequently used electric devices, such as lamps and radiators. Although several other 
electric appliances – such as washing machine, refrigerator, coffee maker or 
microwave oven  – exist in homes but we thought that need for controlling these 
devices is rare or linked with safety issues (for example, turning coffee maker on 
unintentionally). 
Based on these interviews we studied the functionality of remote controlled home 
appliances, which were discussed during the interviews. We found out that in most of 
the cases the number of the most frequently used functions was eight or less. In 
addition to these devices, we add heating and lighting devices to the list of 
controllable devices. Table 1 summarizes the main functionality of the home 
appliances, which could be controlled by our application. 
Table 1. The functionality and the appliances to be controlled with our application 
Appliances Main functions 
Tuners – e.g.  
TV, radio 
Power on/off, volume up, volume down, mute, 
next channel, previous channel 
Players – e.g. cassette, 
DVD, CD, MD 
Power on/off, volume up, volume down, mute, 
next track, previous track, play, stop 
Heating 
Air condition 
Power on/off, colder, warmer 
Lighting Power on/off, dimmer, lighter 
6.4 THE INITIAL VERSION 
The physical location of the user is difficult to record and we decided to use the 
location of the terminal for the basis of the views. If the user controls an appliance 
with the terminal, the terminal’s location is same as the user’s location. 
As a starting point, we decided to design for Compaq iPAQ [iPaq]. Its colour display 
has 320×240 pixels (¼ VGA resolution) and the display is touch-sensitive. Touch-
sensitive displays have been used in remote controllers earlier, for example, 
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OneForAll’s Mosaic [OneForAll]. Moreover, Enns and MacKenzie [Enns & 
MacKenzie 1998] studied the use of graffiti symbols for controlling the television 
with touch pad and stylus equipped remote control. We also discussed about using 
other input techniques, such as speech (as e.g. [Yates et al., 2003]), or gestures. 
We were fascinated by the benefits of a zoomable user interface, but we decided to 
give up the idea of stepless zooming in order to simplify the interaction with the 
application. We believed that stepless zooming and panning the view might cause 
usability problems, such as disorientation, for inexperienced users. 
Based on the interviews we end up to five discrete zoom levels (views). In our design, 
the closest devices view was for controlling appliances and the other views enable 
navigation between rooms and devices (Table 2). 






Access the courtyard buildings and control outdoor devices. 
Selecting a device changes the view to the Closest devices view 




Enables navigation between rooms in a building. 
Selecting a room navigates to the Room view 
Room Enables the access to any device in a room. 
Selecting a device opens the Closest device view. 
Closest 
devices 
A pie menu for controlling devices near the terminal. 
Terminal 
(PDA) 
Enables the access to applications (e.g. calendar and messaging) 
that are in the terminal 
 
The result of our design was a set of sketches that were used to write down the design 
solutions (Figures 1a–d). The basic screen layout can be seen in Figure 1a. On the top 
of the screen there is a message area that displays information (name and/or status) 
about the selected item. The center of the screen is the content area that provides a 
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view to the selected level. The zoom level is indicated with a bar on the right side of 
the content area. The bottom of the screen is reserved for iPAQ’s command button 
indicators. The first and the second buttons are for changing the selected item and 
the last two are for changing the zoom level. 
 
 
Figure 1. The first set of sketches for the concept: (a) the house & yard view, 
(b) the house view, (c) the room view, and (d) the closest devices view 
Figure 1a presents the house & yard view, where the yard lamp is currently selected. 
If the user selects a house icon, the zoom level changes to house level. If the user 
selects an appliance, an associated pie menu for controlling it will be displayed. 
The floor plan of a fictional family-house as a hyperbolic tree is displayed in Figure 
1b. There were two reasons for discarding actual floor plan visualization. Firstly, 
constructing a floor plan into system will be difficult and secondly, displaying floor 
plan on a small screen is problematic. If the floor plan is displayed as the most of the 
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interviewed persons wanted (view all the floors of a house at the same time), it will 
not fit on a small screen and it requires panning and scrolling. Other solution would 
be downscaling, but it would throw away details. Therefore, we thought of using the 
hyperbolic tree [Lamping & Rao, 1994] for displaying the floor plan. It would enable 
displaying the relationships of the rooms without having to depict the actual floor 
plan of a house into system.  Hyperbolic tree distorts the view, which enables 
presenting a large house on a small display. The focus – the selected room – would 
be on the center of the screen. 
In order to locate and select a certain device quickly, the room view (Figure 1c) 
should promote visual scanning. The devices are presented as a list of icons. Every 
icon would have a text label, which could be used to name a certain item. The labels 
could be based on, e.g., the information accessed via RF-ID tag and the user could 
edit and personalize them. Obviously, the number of devices in a room would 
probably be much higher than shown in Figure 1c, but we estimated that at least 18 
icons would easily fit to this view. The rooms next to the selected room are displayed 
in order to provide shortcuts for the user. After tapping the device icon, the view 
changes to the closest device view. 
As mentioned, the closest device view was designed for controlling the home 
appliances and we decided to use a pie menu as the main interface for an appliance 
(see Figure 1d). In the pie menu, items are placed along the circumference of a circle 
and each menu item holds an equal portion of the area. When compared to normal 
pull-down menus, pie menus reduce target-seeking time and lower error rates. Users 
also considered them subjectively equivalent to pull-down menu style [Callahan et al., 
1988]. 
In our design, the pie menu contains the most frequently used functions of the 
selected home appliance. Figure 1d shows the pie menu for the living room TV. Below 
the pie menu there is a scroll bar, which is used for selecting the device to control. 
The closest devices – previous, selected and the next device – are shown as icons, 
while the remaining devices are hidden. The scroll bar indicates that three out of the 
seven appliances that the room contains are displayed. 
 117 
The last zoom level is the hand-held terminal itself. This terminal may be, for 
example, a PDA or a smart phone and it may provide other applications, such as a 
calendar or an address book. 
In addition to identifying the proper views and controllable devices, a big issue is 
how to create actual views based on this information. Although this is out of the 
scope of this paper we will discuss it briefly. Firstly, our design is based on using 
short-range radio frequency identification (RF-ID) tags that are networked and 
connected to a home server. The simplest solution for creating the views would be 
scanning manually the devices around the house and then generating the actual 
views with an appropriate manager application. With the application, the user would 
drag and drop icons depicting rooms and devices in order to create a graphical 
presentation of a house and its contents. Since the devices that are designed to be 
controlled with our application have a fixed or very stationary location, the user does 
not have to edit the views constantly. We also considered a more advanced solution 
that is based on an automatic, dynamic service discovery and registration. This 
would probably be easier from the user point of view. This kind of solution would 
enable registering these devices, their location and current status in the system via a 
bi-directional link, which in turn would be closer to the ubiquitous nature of the 
devices. 
Some other issues, which are not discussed, are related with several people 
interacting simultaneously with different hand-held terminals. 
6.5 THE SECOND VERSION 
We had captured most of the user requirements in the first version, but it contained 
some problems. Firstly, we aimed to simple interaction and navigation, but in our 
design every view had a different kind of interaction and the views lacked graphical 
consistency and clarity. We considered this as a major problem, since we believed 
that the visualization is one of the key aspects when interacting with multi-device 
smart environment. Secondly, presenting a house as a tree or a graph has some 
drawbacks although it may be easier to depict into system as a real floor plan. A 
graph is an abstract, mathematical presentation, which may be difficult to interpret 
by the user. In addition, the navigation in a graph may be difficult without pen or 
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mouse. Thirdly, we believed that our initial design was not aesthetically appealing, 
and we decided to ask for help from our graphical designer as well as look out other 
solutions. 
As a result the screen layout was changed to a set of nested circles that present the 
zoom levels. The currently selected view has icons on its circumference, presenting 
the content of the level. A sketch for the circular layout is shown in Figure 2. 
 
Figure 2.  The sketch of the room view in the new design 
Although the look of the new design was very different compared to the initial design, 
the interaction in and between different views remained the same. However, the 
main advantage of the new design was that it provided a coherent look and feel 
between the different zoom levels. We were pleased with the new design, but we were 
worried whether the users were able to navigate in the house with it since the new 
design did not explicitly show the relationships between the rooms. Hence, we 
decided to conduct a user experiment with low-fidelity prototypes before the 
implementation. 
6.5.1 User Experiment 
In our experiment, one test session with a subject consisted of three phases: drawing 
a floor plan, testing an icon set, and navigating in a house by using a different kind of 
visualizations. 
In the drawing phase we asked a test subject to draw a floor plan of his/her own 
home. This was done because we wanted to study how the test subject perceived 
his/her house. In addition, we wanted to observe what items (e.g. doors and 
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furniture) are drawn in the floor plan and how these items are presented. We 
emphasized the fact that the phase was not a drawing contest. Only the issues 
concerning presenting a floor plan and room order were important. 
In the second phase we presented the users a set of icons on a paper and asked the 
first impressions about the icons and what particular room or appliance a certain 
icon represented. 
In the last phase, we presented three different visualizations of a room order: a floor 
plan, a graph, and our circular layout (see Figure 3). The floor plan worked as a 
reference to the other visualizations because it is a well-known and common way to 
present room order in comparison with these two other choices. The visualizations 
were presented as paper prototypes and the order of presenting them was 
systematically varied. 
   
Figure 3. Three visualizations (the floor plan, the graph  
and the circular) of a room order of the same house 
The purpose of the last phase was to study the subject’s first impression about the 
visualizations and how (s)he navigates when using one of these visualizations. 
Especially, we wanted to found out, if displaying the relationships of the rooms has 
any significance to the user. Furthermore, we asked the subject to rate the best way 
to visualize his/her own home. 
In the beginning of a session, we made a brief background interview with the subject. 
A session took approximately 30 minutes per user including the interview. 
Prior to the actual user experiment we conducted a pilot test with one subject in 
order to see whether our test set-up was working properly. Since we did not have any 
problems we started to conduct the actual study. 
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We had 18 test subjects (10 male and 8 female) in our experiment, aged between 23 
and 62 years. The average age was 33 year. The subjects were from various 
professions and backgrounds. 
6.5.2 Results 
As a result of the drawing phase, almost all of our subjects drew a so-called quick & 
dirty floor plan. They started the floor plan by drawing exterior walls and continued 
by drawing the interior walls. This resulted rooms, which shape was roughly correct 
but the room sizes were mere approximations. In almost every case, the subject drew 
doors, but surprisingly none of them drew windows in their floor plans. There was no 
particular order in drawing different rooms. Only three out of eighteen subjects drew 
furniture or other details in the floor plan. The function of furniture was to indicate 
the purpose of the room. Also, four subjects (one of these users belongs to the group 
that marked other items to floor plan) indicated the purpose of the room by text or 
abbreviation. 
The icons that we plan to use for indicating rooms and devices were generally 
considered easy to understand and 92 % were recognized correctly. Only the TV and 
microwave oven icons were mixed with each other; further, one user interpreted the 
sauna stove as a safe deposit box. Common icons – such as a flower (we though of 
using this icon for e.g. a green house) – were ambiguous and thus difficult to map to 
a certain room. The high recognition percentage backed up the fact that the 
recognition of the icons will not affect the navigation study in the last phase. 
The first impression of the test subjects was that the floor plan is the best way to 
visualize the room order, because it is the most common and they are familiar with it. 
However, after the navigation tests, also the circular layout was considered a good 
way to visualize room order. The graph did not get endorsement at all in comparison 
with other two ways to visualize the room order. A majority of the subjects felt that 
the relationships between the rooms need to be shown. Thus some of them said that 
there is no need to display them explicitly (like in arcs in a graph) because they know 
where the rooms are in their houses. In navigation between the rooms, there were no 
particular differences between any of these three visualizations and not a single user 
made a mistake in navigation. Few test subjects pointed out that it might be much 
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easier to visualize room order on the PDA display with the circular layout than with 
the floor plan, because it may be quite hard to visualize all rooms as such. 
6.5.3 Conclusion 
Based on the drawing phase, we noticed that generally the test subjects did not draw 
any details (e.g. windows or furniture). If furniture was drawn, it acted as an icon 
that indicated the purpose of the room. The subjects were familiar with the room 
order of their own home and therefore they did not need any additional cues for 
recognizing the room. This is a reason why a single icon is enough for presenting a 
room. 
The subjects recognized the icons remarkably well – the overall result was that 92% 
of the icons were recognized and when the flower icon was left out the percentage 
rose to 96%. Hence, a basic set of icons for future use was selected as such. 
Because the subjects did not make mistakes in navigation with these visualizations, it 
seems that the biggest issue was how intuitive the icons were. The test subjects liked 
the circular layout (although they admitted that they were used to the traditional 
floor plan) and they said that it provides adequate cues for room relations. 
Some subjects said that a room order might be easy to convert to the circular form 
(see Figure 4). 
 
Figure 4. An example of converting a floor plan  
of a house to the circular layout visualization 
We felt that the relationships between rooms had to be taken into account in some 
way in the floor plan visualizations, because it will help the person in using his/her 
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visual-spatial memory more effectively. The visual-spatial memory is one way to aid 
the users to use the circular representation similarly than the floor plan. 
As a conclusion, we were confident that these results encourage us to implement the 
circular layout further. 
6.6 THE THIRD VERSION 
Based on the previous user experiment we decided to make adjustments to our 
design. Because of the lack of the screen space, it may be impossible to display all the 
home appliances of a room in a single display, without scrolling or panning the view. 
We decided to make a rule that if the number of devices in the room was higher than 
eight, some of the devices are to be hidden. Figure 5 presents a part of the room view 
as an example in a situation when all of the devices of the room cannot be shown. 
Five items are hidden, which is shown as a number at the bottom of the circle. 
 
Figure 5. An example of a room view when  
all of the devices in a room are not displayed 
If the user needs to access a hidden device (s)he can click the number at  the bottom 
of the circle and after the click, the circle rotates clockwise and these previously 
hidden items became visible while some icons became hidden. The devices to be 
hidden are selected by using the information gathered with the proximity sensors, 
which actually means that the closest devices view and the room view are combined. 
The fact that the pie menu could be shown on the room view level made the closest 
devices view useless in the circular model. Therefore, the closest devices level was 
changed to display the most recently used devices in order to provide shortcuts for 
 123 
controlling these devices. A need of this view was also mentioned in the first 
interviews with the users. Table 3 summarizes the levels and their purposes. 
Table 3.  The zoom levels of the high-fidelity prototype 
Zoom level Purpose 
House & Yard Access courtyard buildings and control outdoors devices. 
Selecting a device opens a pie menu. Selecting a building opens 
the house view. 
House Navigate between rooms. 
Selecting a room opens the room view. 
Room Control a device in a room. 
Selecting a device opens a pie menu associated with the device. 
Recently Used 
Devices 
Access up to eight appliances and their pie menu that are 
recently being used. 
Terminal Access to applications of the terminal 
 
Based on these results, we created a high-fidelity prototype with Borland C++ 
Builder (Figure 6). The prototype runs in a normal laptop-PC and the interaction 
with the PDA’s touch screen was emulated with the mouse. 
 
Figure 6. A screen shot of the high-fidelity prototype,  
which is showing the pie menu for the living room TV 
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In the high-fidelity prototype, we removed the zoom indicator that we used in the 
initial version in order to save screen space. Instead of it, the zoom levels are 
displayed with as push buttons with icons at the bottom of the display and they can 
be used for navigating between the zoom levels. Since the tests with the low-fidelity 
prototype were encouraging and no other changes for the design were needed, we 
decided to conduct a smaller user study than the previous experiment. The main 
objective of this study was to find a trend that validates our work. 
6.6.1 User Test 
The high fidelity prototype was tested with 9 users (5 male and 4 female) and their 
ages varied from 27 to 55 years. The users were divided into three categories (three 
persons in each group). The first category – novice users, were people that were not 
aware our concept. In addition, these people do not use computers for their work nor 
do they use computers in their spare time. The second group contained so-called 
immediate users; people that use computers for their work as well as for their 
hobbies. However, these people were not familiar with our design. The last group was 
experts, which means that the users are information technology specialists and also 
familiar with the concept. 
The tests were made on a laptop PC-computer. Before a test, only minimal 
information was given in order to study the immediate usability of the concept. We 
just told that the concept was an application for controlling the electric devices in a 
home and it would run in a hand-held terminal and the mouse is used to simulate the 
touch screen and stylus. The test contained eight tasks, which were focused on two 
aspects: 
• navigation within a room (e.g. in a previous task the user has interacted with 
the living room TV and in the next task, (s)he has to turn the dome lamp off 
in the same room), and 
• between the rooms (for example, in order to complete a task, the user must 
navigate from the room view to the house & yard view and again back to the 
room view). 
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After the tasks were completed, a brief interview was made. One test session took 
approximately 20 minutes per subject. 
6.6.2 Results 
We had two dependent variables that we studied in our experiment: task completion 
times and mouse clicks needed for completing a task. These variables were calculated 
based on the log files created by the prototype. 
For the novice users, it seemed that the orientation to the user interface took two 
tasks (generally, under one and a half minutes) and they started to perform as well as 
the intermediate users. After the task five, even though the test sessions were quite 
short and the concept of using a single remote control for all the home appliances 
was not familiar to the majority of the users, the difference between the user groups 
virtually disappeared (Figure 7). 
 
Figure 7.  The average task completion times by the user groups 
Figure 8 presents the difference between the number of average and minimum 
number of mouse clicks that were required for completing task grouped by 
experience. The number zero represents the optimal performance in terms of mouse 
clicks. 
The users experienced problems with the pie menus only in the task number five. 
The problem that they encountered was that they did not turn the TV on before they 
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tried to change the channel. Otherwise the test subjects said that the pie menu was 
simple and easy to use. 
Another reason for the higher number of mouse clicks was unnecessary navigation 
steps. For example, the user moved via the house view to the house & yard view 
although he could have selected the house & yard view directly. 
 
Figure 8. The difference between the minimum and the average number  
of mouse clicks that were required for completing a task by user group 
These results were promising, because the performance of the novice and 
intermediate users started to approach the performance of the expert users both in 
the terms of the number of the steps and the task completion time. 
A few other observations were made during the test. We found out that the 
conceptual model of the zoom levels that was used in the high-fidelity prototype has 
to be changed. Rather obviously, the recently used devices view should not be one of 
the zoom levels. Instead, it should be totally separated from the zooming concept. In 
order to emphasize its different nature, it could be displayed as a list in association 
with the pie menu. Also, some of the users wanted to use circles directly for 
navigation instead of the push buttons in the bottom of the screen. 
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6.7 THE CURRENT VERSION 
Using the user test results with the high-fidelity prototype, we started to implement 
the next version, which is a working prototype as a MIDP [MIDP] application in 
Nokia 9210 Communicator [9210]. 
Because the Communicator has a different display size (a MIDP application can use 
an area of 463 ×168 pixels) than the iPAQ, the screen layout is slightly changed. The 
Communicator does not have a touch screen and therefore we had to made slight 
modifications to the interaction model of the application. Now, the interaction is 
based on using the cursor keys and so-called command buttons. 
We use custom-made short-range RFID tags for identifying devices and their 
proximity. The idea of using these tags is two-folded. Firstly, if the terminal 
recognizes a new device with an RF tag, it fetches the user interface (pie menu) for it. 
After this, it proposes a room for the new device in order to put it on a right place in 
the hierarchy. Secondly, this proximity information is used in situations when the 
room contains more than eight devices and some of the devices must be hidden in 
the room view. 
Currently the prototype can control only devices – such as table lamp, via X-10 
protocol [X10], but we are studying what other appliances could also be used via this 
MIDP version. 
6.8 CONCLUSIONS AND FUTURE WORK 
After the user studies and iteration cycles, the current prototype provides a simple 
user interface for navigating between the rooms and devices in a home. The user 
interface enables an access to any (networked) device regardless of its location. The 
pie menu – the main user interface for the main functionality of home appliances – 
provides a unified look and feel for any device. In other words, the interface of the 
device looks always the same regardless of device manufacturer and the interaction 
with it is always consistent. In addition, the hand-held terminal where our 
application runs can be used as it was intended, which enables personal computing 
and communication. 
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The most of the future work is aimed at enhancing the usability of the concept, but 
we have also discussed about some new features. For example, one of the guidelines 
that Robertson et al. [Robertson et al., 1996] suggested for multiple-device 
interaction was that the information should be distributed across the appropriate 
devices because they differ in their strengths. Therefore, we have thought of enabling 
the information distribution via the application. For example, if the terminal is 
capable of receiving a digital image, the user could distribute this information from 
the terminal to the TV where it could be more conveniently viewed. Also, the 
unauthorized use of devices could be prevented with the concept. If the personal 
terminal does not have appropriate access rights for some device or service, it may 
not be accessible through the user interface. We have also discussed about the 
personalization of the user interface. For example, the room and the device icons 
could be replaced with small digital images of actual rooms and devices, which could 
make them to more familiar and thus easier to recognize for special groups, such as 
children and elderly people. 
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The amount of digitally stored information increases rapidly. The hard disks of 
today’s computer users are filled with thousands and thousands of files in a myriad of 
different formats, some of which are more important than others. In addition, file 
repositories outside of a user’s personal computing system – including those in the 
web as well as those stored on other network users’ computers – are frequently 
needed, increasing the number of accessible files significantly. 
In order to be able to access and manage this huge information space, proper tools 
are needed. The user must be able to locate and get access to the desired piece of 
information rapidly and effortlessly, as well as get computational support for filtering, 
categorizing, organizing, and processing information. 
One of the most important components in efficient content management  is search: it 
provides means to locate the required information source and is hence needed before 
any further management can take place. In digital domain, search engines are used 
to retrieve the documents that fulfill the search query formulated by the user. 
An interesting aspect in digital searching is collaboration. Information retrieval 
researchers have suggested that information seeking has always been a social process 
[Wilson, 1981]. Collaborative searching may concern search query generation, result 
browsing, or both. Romano et al. [Romano et al., 1999] have studied integrating 
information retrieval with group support systems. They point out that even though 
searching for relevant material is often vital to the progress of many groupware 
                                                   
5 With kind permission of Springer Science and Business Media. © Springer-Verlag London Ltd. 
Lehikoinen J, Salminen I, Aaltonen A, Huuskonen P, Kaario J. Meta-searches in peer-to-peer 
networks. To appear in Personal and Ubiquitous Computing, 2006. 
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sessions, no support for collaborative searching is provided within groupware 
systems. Further, they combine the two paradigms and introduce Collaborative 
Information Retrieval Environment (CIRE). 
One form of collaborative searching is collaborative filtering [Maltz & Ehrlich, 1995]. 
Collaborative filtering allows users among other things to annotate documents; the 
annotations can then be used as search criteria. In order to function properly, 
collaborative filtering requires a critical mass of users and annotations. 
Liu et al. [Liu et al., 2002] proposed another approach to collaborative effort in 
search. Instead of using filtering, their approach is to allow users to express search 
goals in natural language and use "common sense" reasoning to translate the 
question into an effective query. They use the Open Mind knowledge base [Singh, 
2002] for the source in reasoning. The Open Mind project allows a web-community 
to collaboratively build a knowledge base of simple facts, such as "A golden retriever 
is a kind of dog". Open Mind Common Sense project proves there is potential in 
using knowledge of a web-community in reasoning and information searches. 
Peer-to-peer (P2P) networking is a potential, yet largely unexplored (especially from 
the user’s point of view) technology for providing support for collaborative searching.  
Peer-to-peer networking can be defined as follows [Schollmeier, 2002]: 
Distributed network architecture may be called a Peer-to-Peer (P-to-P, P2P,…) 
network, if the participants share a part of their own hardware resources 
(processing power, storage capacity, network link capacity, printers,…). These 
shared resources are necessary to provide the Service and content offered by 
the network (e.g. file sharing or shared workspaces for collaboration). They 
are accessible by other peers directly, without passing intermediary entities. 
The participants of such a network are thus resource (Service and content) 
providers as well as resource (Service and content) requestors (Servent-
concept). 
As one can see, the point in P2P is sharing, i.e. both getting something from others 
while at the same time providing the others with something. Resources that can be 
shared include content, disk space, CPU cycles, or network capability. We aim at yet 
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another form of sharing – sharing personal information regarding the success of 
prior searches. 
In this paper, we present an enhanced collaborative search mechanism for peer-to-
peer networks. Our method takes P2P searching beyond mere individual search 
experience by allowing implicit, anonymous, and asynchronous collaborative 
searching. This is achieved by taking into account the searches made by other 
network users in the past, and creating a result relevancy indicator based on the 
previous searches. 
The rest of the paper is organized as follows. First, we review the related work on the 
area, including peer-to-peer networks in general, and search techniques in P2P 
networks. We then present our own approach, including the concept, followed by the 
design description. Finally, the method is discussed and the paper concluded. 
7.2 RELATED WORK 
Even though definitions – such as the one above – for P2P exist, there is no clear 
consensus on the exact semantics of P2P. As Singh puts it [Singh, 2001]: 
P2P can be defined most easily in terms of what it is not: the client-server 
model. 
On the one hand, P2P is seen to drive a major paradigm shift in distributed 
computing, implying numerous novel application areas. On the other hand, e.g. 
[Waters, 2001] states that P2P is not a novel technique; the term has been used for 
decades in somewhat different contexts. Nevertheless, in this paper we follow loosely 
the Schollmeier’s definition given above. 
Content sharing is the most common public embodiment of P2P. The most common 
Internet-based content sharing technologies include Gnutella and FastTrack. The 
basic idea is to allow any connected member to share his/her content to any other 
member, as well as to download shared content from others. For discussions on the 
upsides and downsides of P2P content sharing, including considerations for potential 
application areas beyond file sharing, see [Parameswaran et al., 2001]. For a concise 
comparison with some P2P projects, see [Wiley, 2001]. 
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One of the most common pure P2P networks today is Gnutella. In order to connect to 
Gnutella network, the user needs a client application adhering to the Gnutella 
protocol. This application then connects to one of the several known hosts that are 
almost always available and have a permanent broadband Internet connection. These 
hosts, in turn, forward the port and IP addresses to other peers. The interaction 
between peers takes place by the means of messages. For more information on the 
Gnutella protocol, refer to [Gnutella]. For discussion on Gnutella network topology, 
refer to e.g. [Ripeanu, 2001]. 
Another concept used in Gnutella is the message time-to-live (TTL), or horizon 
[Oram, 2001, p. 110]. Each message in Gnutella contains a number describing how 
many hops between the peers it is allowed to do before it dies (6-7 by default). In 
some cases this prevents a certain node from reaching a node that would offer the 
content it requests. 
An interesting feature in Gnutella networks is its ability to act as a very dynamic 
search engine. The Gnutella protocol allows each node to respond to a query 
whichever way it likes, therefore potentially allowing for many specialized search 
engines. A more advanced effort, InfraSearch (later purchased by Sun and renamed 
to JXTA), is a specialized search engine based on Gnutella protocol 
(http://search.jxta.org; for technical documentation, see 
http://search.jxta.org/JXTAsearch.pdf). 
Information searching is an essential operation in content sharing; knowing how to 
find the desired content may not be trivial. Technically, searching in P2P is very 
different from traditional client-server searches. When searching using a search 
engine (e.g. Google), the search is performed against a huge index file maintained by 
numerous servers in the search engine site: it does not target real web pages and is 
therefore not real-time. P2P searches, on the contrary, are based on propagating the 
search query to the network via participating peers (until the TTL expires), which 
results in dynamic, nearly real-time answers and results that were found on the very 
computers where the information is stored. For more discussion on P2P searches, 
refer to e.g. [Miller, 2001, pp. 194-203]. 
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Enhancing P2P search efficiency has been studied earlier. One such study concerns a 
distributed search service for mobile applications [Lindemann & Waldhorst, 2002]. 
The ´study introduces Passive Distributed Indexing (PDI), which is a search service 
targeted at file sharing applications. The focus is on the design of the service, as well 
as performance analysis. 
Even though we are not aware of any research activities dealing with P2P 
collaborative searching, efforts towards P2P collaboration in general do exist. For 
example, Groove is a P2P application (http://www.groove.net), described as “a peer-
empowering form of groupware”; it is also called peerware [Waters, 2001]. It is 
aimed at a P2P collaboration tool, for working in “secure mobile shared spaces”. 
Groove provides group members with tools to collect all documents, messages and 
applications related to the group’s activity. Everything is replicated to each member’s 
computer(s), and is available for online or offline use. Groove may support activities 
such as shared real time editing. 
An interesting concept impromptu collaboration [Kortuem et al., 2001]. In essence, 
it is proximity-based ad hoc interactions using mobile devices. The characteristics of 
impromptu collaboration are as follows: 
• it is opportunistic: it allows people to take advantage of and make use of an 
opportunity that presents itself 
• it is spontaneous: no prior human planning or preparation is required 
• it is proximity-based: collaboration is made possible by physical proximity 
of two or more users 
• it is transient: interactions are short-lived, seldom lasting more than a few 
minutes (or even seconds). 
Kortuem et al. further present several usage scenarios concentrating on impromptu 
MP3 file sharing. They also analyze the differences between Internet and mobile PAN 
file sharing and point out issues in social, usage, and technical context. 
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7.3 OUR APPROACH 
Searching for content is one of the most frequently performed tasks in P2P 
computing. One of the keys to success is formulating an effective search query. 
However, Spink et al. [Spink et al., 1999] found out that search engine users were 
quite unsure of how to formulate search queries that contain multiple search terms. 
The users were not certain if the words act as a phrase or if they are connected with a 
Boolean operator (such as OR, AND, or NOT). Therefore, it would be very useful to 
have support from the people who can generate efficient queries. 
Since a P2P system enables computers to communicate with each other, it also 
implies that the users of these computers can collaborate via this system. Therefore, 
we decided to study how collaboration could be brought into P2P searching process. 
The need for collaboration is emphasized by the fact that computers in P2P system 
are often geographically distributed, which means that the users do not have the 
support of co-located peers. Also, other forms of collaboration over distance than 
communication via media channel (such as chat or audio) need to be discovered 
since people often face problems caused by the limited social interaction [Mark et al., 
2003]. 
Our approach is based on augmenting the received search result set with query-
related metadata automatically. For every search result set that the user receives for 
his/her query, the user’s interaction with this set is tracked and stored as metadata. 
These metadata reflect the importance and the relevancy of a single item to the 
creator of the query. The augmented results try to answer the question “How well 
does a certain result item satisfy the query the user has just entered?” These 
augmented result sets can then be used for enhancing the user’s subsequent queries, 
as well as for other peers’ future queries. Naturally, in some cases a more direct peer 
support might be beneficial. For example, the user could start a chat session with or 
send an instant message to the peer who has provided some piece of relevant 
information. 
In PDI [Lindemann & Waldhorst, 2002], the results from queries, i.e. indices of 
found files, are stored in local caches. In our approach, we store the actual queries 
and their relevancy or “goodness” for producing desired outcome. 
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7.3.1 Concept 
On a conceptual level, the meta-search works as follows. When a user performs an 
enhanced peer-to-peer network search, s/he types in the keywords needed to obtain 
desired results as usual. Once the results are retrieved, they are presented to the user 
(as usual). In addition to traditional results listing containing only the matching 
documents or links, this enhanced list also displays relevance information for each 
link. In other words, it conveys how the obtained results have been used in the past 
queries by other users. This information is sent along with the regular result listing. 
It can be used in judging whether a link is relevant or not. An important aspect is that 
the relevancy is always based on a particular query instead of a particular file. Figure 
1 depicts the overall functionality of meta-search. 
 
Figure 1. The overall schematics of the meta-search method. 
The very nature of the P2P query propagation makes it possible to enhance the 
search query as described above. Since the query travels through a very large number 
of peers, it can be effortlessly augmented with relevance information collected along 
the route. The downside, obviously, is increased network traffic. 
The following imaginary example further clarifies the concept: 
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“Bob types a query “depeche mode, frame” on his computer and starts the 
search and the query is then sent to the peer-to-peer network. The search 
software in each peer receives the query, and checks whether the content 
stored in the local computer satisfies the search criteria. One of these 
computers belongs to Alice and her computer contains an image file titled 
“Depeche Mode – A broken frame.jpg”. Since this file satisfies the query, her 
computer sends a link to this file back to Bob. Further, Alice has herself earlier 
typed a similar query, which resulted in many items on different peer 
computers. Of these items, Alice has downloaded the image from Charles. Now, 
Alice’s search software sends also this information back to Bob’s computer (i.e., 
the address of Charle’s computer as well as other query-related metadata). 
After sending the results, Alice’s computer propagates the query to her peers. 
As the query travels along in the network, Bob starts to receive results. These 
results are links to the actual resources where the match for the query is found, 
augmented with search-related metadata of how they were obtained. Bob 
notices that Alice’s terminal has a matching file; he also sees that Alice has 
downloaded the image from Charles. Therefore, this is a potential link to 
follow. More results come in, and Bob notices that many others have also 
downloaded from Charles. He then concludes that it might be a relevant 
source, and starts downloading himself.” 
Our approach enhances the searching process and provides at least the following 
benefits: 
• it provides peer support automatically without explicitly asking their help. 
The user is able to estimate the relevancy and quality of a file based on the 
augmented metadata of previous queries; 
• it saves the previous searches, thus collecting a search history. Collecting 
search history has been pointed out as an important aspect by previous 
studies[Spink et al., 1999; Spink et al., 2001]; and 
• it helps sharing knowledge within peers as well as makes it manageable by 
making relevant information retrievable. In addition, the method allows 
people with knowledge to be accessed. 
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Browsing previously made searches adds a learning aspect to the searching since the 
user is able to view search queries that have produced good results. This may help 
the user to construct similar queries and/or search strategies. Accessing peers’ saved 
searches expands the process to collaborative learning. A potential downside of the 
method is that the users may feel that their privacy is compromised when their 
searching behavior is revealed. 
7.4 DESIGN 
There are two major components related to meta-search: matching similar searches, 
and calculating the relevancy value for each match. Further, we need to specify the 
relevancy file format. We will next describe each of these components in detail. 
7.4.1 Calculating the Relevancy Value 
The relevancy value is a single integer number that describes how well a previously 
performed search result item matches the current search query. In order to calculate 
the relevancy, user interaction with the previous query and result set must be stored. 
There are two potential approaches: 
A1. Track the user interactions during the query and download. 
A2. In addition to A1, track also user interactions after downloading  (e.g., how 
many times a document has been opened, how long has been spent 
reading/viewing/listening to it, and so forth). 
The approach A2 is much more powerful and provides detailed relevancy 
information on the result item; however, it requires an extensive system that tracks 
the file and the applications that can be used to access the file. As a consequence, we 
decided to take the approach A1 in the first phase. 
What, then, are relevant metadata to collect? In our present design, at least the 
following interactions with each item of any search result set are tracked. The list 
below is not exhaustive, but merely an indication of potentially useful pieces of 
information. 
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Indicator Description Quantification 
File exists If a file matching the 
search criteria in relevancy 
file is found on the peer, it 
usually means that the 
search was successful 
Discrete function with two points 
in the range. 1 if file exists, 0 if it 
does not. No negative values. 
File downloaded Even if there is no 
matching file on the peer, 
the P2P client can tell that 
some file was actually 
downloaded but later 
deleted. This is a weaker 
indicator having less 
weight than the previous 
but still positive indicator 
for successful search. 
Discrete function with two points 
in the range. 1 if file was 








If a file matching the 
received query is accessed 
close to the time when the 
query is made, it probably 
indicates that the file is 
still considered relevant. 
A decreasing function of time 
with form f(t) = 1/t, where f(t) is 







The longer the time 
between the download 
time and last access data, 
usually indicates good 
match since the file is still 
considered relevant. 
An increasing function of time 
with form f(t)=sqrt(t), where f(t) 













The creation date of the 
file may be available from 
the metadata included in 
the file. The shorter the 
time between the 
download and creations, 
the fresher the file is. This 
freshness of the file is 
naturally a subjective 
indicator 
A decreasing function of time 
with form f(t) = 1/t, where f(t) is 
always between ]0,1]. No 
negative values. 
Integrity Any data that is available 
from the network. For 
example, Kazaa and 
Gnutella offer integrity 
values. 
Discrete function where integrity 
value is mapped  to the range [-1, 
1] 
Preview During the download, it is 
possible to preview the 
Discrete multipart function 
where f(n) = -1 if file has been 
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file. If the file has been 
previewed and then 
disregarded, that is clear 
indication of failed search. 
On the other hand if after 
the preview the download 
is successfully finished, the 
preview can be used as a 
positive indicator 
previewed and then cancelled, 0 
if no preview, and then a linear 
function of n with values 
between ]0,1] if positive number 
of previews with no cancel. n is 
the number of previews. 
Subjective 
relevance 
The P2P client can ask the 
user how well the query 
succeeded and this 
feedback can be used as a 
subjective indicator. 
Discrete function from the user 
input that has a single value 
between [-1,1] 
Number of results The number of results the 
query returned. 
Discrete linear function mapped 




Indicates whether the user 
has aborted already 
started download of the 
file matching the query. 
Discrete function with two values 
in the range. –1 if download has 
been aborted, 0 otherwise. 
Download paused Indicates whether the file 
matching the query was 
started to download but 
the user paused the 
download to continue 
later. 
Discrete decreasing function f(p) 
gets values from [1,0]. p is 




Indicates whether the user 
chose the search more 
option available in some 
P2P clients. 
Discrete function with 0 if search 
more is not chosen and 1 if it 
was. 
Query aborted Indicates whether the user 
aborted the whole query 
before it was finished. 
Decreasing function of time in 
form f(t) = 1/t – 1, where t is 
positive amount of time from 
starting the query and where f(t) 
is always between [-1, 0] 
 
Each item has a function that results in a real number between [-1,1]. In the table, the 
functions have not been strictly defined but only their form or shape is given. It is left 
to future study to find out what are actually the best functions to use. 
For each file matching the query in relevancy file, a vector of interaction values can 
be now created on the receiving peer. This vector is returned with query results to the 
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query originator, which then further quantifies the vector to a scalar value calculating 
the dot product with a weight vector. 
The values in the weight vector are also real values in the range [-1,1] but these values 
are subjective by their nature; i.e. every user has his or her preferences how to weight 
the interaction items. Therefore, it is important that the client gives the user a 
possibility to give his or her own values, although a good set of initial default values 
should also be available. Putting negative weight value for an interaction item 
actually transposes the meaning of the value function, i.e., the interaction item that 
usually would indicate a good query, weakens the query with negative weight value. 
So, for each file matching the query, there is an index number between [-n, n] where 
n is the number of interaction items used to calculate it, 13 in the above table. The 
index indicates how good the query was related to the results. Negative values 
indicate poor quality, while positive values indicate a good quality query. To make 
things easier, a maximum index from all matching files is chosen to represent the 
whole query and that query index is then used to rank all queries in the relevancy file. 
These queries can be ordered according to the rank. 
7.4.2 Query Matching Algorithms 
When a query from outside arrives into a terminal, the recipient must check if there 
already exist results from previous queries that match the new query. In order to do 
that we need to create a way to compare two queries to see if the results returned 
from one query are relevant to another. If there is a common result set between two 
queries we can say that there is a match between the queries and they are relevant to 
each other. 
A rough initial test for matching is performed with simple string comparison. For 
each search term in the received query, we compare each term in each previous query. 
Any previous queries are discarded from further study if they do now share any 
terms with the received query. 
We then test the set of previous queries that contained matching strings for logical 
relevance with the received query. We use either or both the following algorithms: 
the Tree-levelling algorithm or the Minterm algorithm. 
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7.4.2.1 The Tree-levelling Algorithm 
In simple cases the subset relation can be used to make the match. If query A is a 
subset of query B then its results can be directly used for query B. The Boolean 
operator AND requires that all parts of AND operation must match. Therefore a 
query with an AND operation is a subset of all the queries that can be formed by 
taking the parts alone. 
Likewise, the OR operation extends queries. To match it is sufficient that any of the 
search terms in an OR query matches. Therefore a query without OR is a subset of 
the query with OR. Putting this together, we can match queries based on search 
terms and boolean operators. If search terms match, then queries with OR have the 
largest result set and all queries with AND or without any Boolean operator can be 
used as a common query. Similarly, if received query does not contain any operator, 
AND queries can be used as a common query. 
Problems arise when the received query contains both AND and OR operators 
possibly ordered with parenthesis. For example, if there are two queries: Query A is 
“(Depeche AND Mode) OR (Broken AND Frame)” and query B is “Depeche OR 
Frame”. In these cases, we need to determine whether the results from query A are 
included in the results of the query B or vice versa. 
In order to make comparisons between these queries, they must be first reordered 
and made structurally equivalent. All queries form tree structures where there is a 
Boolean operator as a root and search terms or other Boolean operators as children. 
In the leaf nodes, there is always a search term. In cases with no Boolean operators, 
an implicit OR node is assumed between the search terms. To make queries easier to 
compare, the query that has less nested operations, i.e. it’s query tree is lower, is 
transformed to equal height with the compared query tree. An OR-node is added as a 
parent to the transformed query and the original query is the left child of the new 
root node. The left child is then copied to the right side of the root. This new query 
has exactly the same semantic meaning as the original query. If needed the operation 
can be repeated until both queries have the same structure. 
Ordering the queries starts by creating the query tree. In the previous example, the 
queries form trees as shown in Figure 2. 
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Figure 2. Two query trees that are to be compared. 
In the example above, after creating a query tree, all search terms are arranged into 
alphabetical order. It is also seen that both queries start with an OR -query and the 
A-query on the left contains two AND queries as sub-queries for the OR query. The 
B-query on the right has no boolean operators under OR query. Since search terms 
on the B-query are also in the AND terms of the A-query, the results from the A-
query are also relevant to the B-query. The following algorithm can be deduced. 
1. Let B be the received query and A the query in the relevancy file 
2. Create an ordered query tree if the search engine has not already done so. 
3.1. Order the search terms into alphabetical order. 
3.2. Make both queries equal in height by adding implicit OR nodes as 
parents to nodes in the lower query tree and copying the query as a 
right child of the new implicit OR node. 
3.3. Repeat 2.2 as many times as needed to make both trees equal in height. 
(Note that the lower tree will be a complete binary tree with many 
unneeded nodes.) 
3. Start with the root node and compare the queries. 
3.4. If the B-query has an AND relation then also A must have an AND 
relation and in order for the queries to match, both left and right 
subtrees of B must also match to their counterparts in A. 
3.5. If the B-query has an OR relation, then it is sufficient that either of its 
subtrees match to its counterparts in A. 
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4. Two subtrees match if the subtrees are leaf nodes and they have the same 
search term. If they are not leaf nodes, then they are compared recursively like 
in step 3. 
5. If the root node matches, then the query in relevancy file can be used for the 
query B. 
In the example above, we need to add an OR node in the query B (see Figure 3). Since 
B has an OR node as a root, the whole query matches if either of the subtrees match. 
Next the left and right subtrees of the root node of B are checked if they match with 
the respective left and right subtrees of the root of A. 
 
Figure 3. Adding an OR-node in the query B. 
B has OR nodes so again, it is sufficient to see if either of the subtrees match. At the 
next level, there are only search terms, so in order to match, both queries must have 
the same search terms. In A the first search term is “broken” and in B it is “depeche” 
so there is no match. The right subtrees have terms “frame” in A and “frame” in B so 
these terms match. That means that the OR parent of the search terms in B also 
matches. Again this means that the whole B-query matches with A and A is therefore 
relevant to query B with regard to the term “frame”. 
In implementation, when making both trees to equal height and structure, there is no 
need to actually create trees with extra nodes. Only those that are actually used can 
be copied using pointers or other similar methods that require less memory. 
7.4.2.2 The Minterm Algorithm 
This algorithm is a direct adaptation of the well known boolean algorithms used for 
optimising digital logic circuits, such as the Quine-McCluskey method [McCluskey, 
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1986]. However, the aim here is not to find minimal representations of query 
functions but to detect their equivalence. 
Let the received query be denoted with B and a previous query denoted with A. The 
search terms contained in B are denoted with (B1, B2, … BM) and the terms in A with 
(A1, A2, … AN). We consider A and B as Boolean functions over the space of their 
possible binary input values, or fA(A1, A2, … AN) and fB(B1, B2, … BN). A true value ‘1’ 
(one) of a variable denotes that the corresponding term results in a match among 
files of the peer. A false ‘0’ (zero) denotes that there are no matching files. 
The union of the both functions is then f = (A1, A2, … AN, B1, B2, … BM). We create for 
the union a truth table with 2N+M columns and K rows, where K is N+M+the sum of 
the number of subtrees in A and B. The columns list the minterm expansions (sum-
of-products, or possible logical combinations of the products of input variables or 
their complements) of f. 
We then list all the variables in A and B in the rows, and fill the truth table cells with 
‘1’ where the minterm contain the true variable, and ‘0’ otherwise. 
Next we traverse the query trees A and B (as in the Tree-levelling algorithm): 
For each subtree in A and B, create a new row, and fill the row cells recursively as 
following: 
For each subtree that has an AND operator for its subtrees, a cell in the row is 
‘1’ if all of the subtrees have ‘1’ in their corresponding cells (recurse). 
For each subtree that has an OR operator for its subtrees, a cell in the row is ‘1’ 
if any of the subtrees have ‘1’ in their corresponding cells (recurse). 
For each subtree that consists of just one variable, a cell in the row is ‘1’ for cells 
where the corresponding minterm is true for the variable, and ‘0’ otherwise 
(end of recursion). 
The resulting truth table has rows for fA and fB. The queries are equal if the rows are 
equal. Query A is a superset of B if an AND operation between rows A and B = B. 
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This algorithm suffers from combinatorial explosion with large M and N, but in 
practice usual queries are rather small, and the resulting truth table will then remain 
relatively compact. 
7.4.3 The Relevancy File 
An essential component of the meta-search method is the relevancy file. This is an 
XML (eXtended Markup Language) file containing information on both the query 
and the results. When the user types in a query, the file is created, containing only 
the first section (see below for an example file). This file is then sent to the peers seen 
by the user. The peers check whether a match is found. 
When a query arrives and a match is found, the original sender is replied with 
information on the match (this is called a direct match). In addition to its local files, a 
peer may also scan through its own previous relevancy files. If any of them contains a 
subset of the requested query, the relevancy file in question is also transmitted. The 
links contained in these files are called indirect matches. Finally, the peer forwards 
the original relevancy file to the peers it can see (excluding the one that it received 
the file from). 
Once the sender starts receiving direct and indirect matches, it adds each direct 
match to the current relevancy file (unless it is already included), and collects 
information from the indirect matches. For each link found in BOTH direct and 
indirect matches, it updates the current relevancy file to contain the metadata 
information from indirect matches. Thus, only those resulting links that satisfy the 
original query are included in the results by default. However, the user is also able to 
view the links that are not included in direct matches by manually choosing to 
include these results in the list. 
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Once the user starts interacting with the result set, another relevancy file is created. 
This file is identical to the one created earlier, with the exception that it only contains 
the links the user him/herself has visited, and the visiting information, visiting time, 
and downloaded content by this user only. Once the searching session is terminated, 
the original relevancy file is destroyed and the file containing only the user’s own 
interactions is kept. This is necessary to avoid cumulating the relevancy information. 
7.4.4 Implementation Issues 
We have developed our own networked application development platform called 
Message Exchanger or MEX. It was originally designed for wearable computing but 
can easily extended to generic network application design. The MEX is described in 
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detail in [Lehikoinen et al., 1999]. The MEX architecture is designed to be flat and 
modular without distinction between client and server applications, any application 
can either use or provide services to other applications. A concept of application is, 
actually, a collection of services provided or requested through the Message 
Exchange. The MEX enables inserting and removing components dynamically and it 
allows them to communicate with each other even if they don’t have any previous 
knowledge of each other. The key idea behind MEX is anonymous services in the 
sense that they don’t know who is going to use the service they provide nor do they 
care where the information they receive came from. 
The original MEX does not have pure P2P architecture but we have further 
developed MEX to pure P2P system called MexNet. MexNet has been implemented 
and used for usability tests in [Suomela et al., 2001]. 
However, our meta-search design does not require MexNet or any particular P2P 
infrastructure to work. It has been designed to be implementable on any system, only 
requirements are the system allows making queries and returning data back to query 
originator. Obviously, all file sharing networks fulfill these requirements. 
On MexNet, searching files and returning relevancy vectors can be implemented as 
seen on figure 4. 
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Figure 4. Implementing file search on MEX and MexNet 
Since MexNet is fairly simple extension to MEX to form P2P network of MEX nodes, 
the meta-search queries are here presented as they should occur on single MEX node. 
Each MEX node may have one or more clients attached to it. MEX takes commands 
from clients and sends them to other clients that have claimed interest on those 
commands. In part 1 of figure 4, a new client attached itself to MEX node. It 
introduces itself to MEX and tells what commands are in its interest. In part 2 and 3, 
one node sends a query into network. It does not specify any particular recipient, so 
MEX distributes the query to all its clients that have announced interest in receiving 
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queries. In part 4, one client returns its own results for the query with the relevancy 
vector. Similarly, all other nodes would return results of the query and all relevancy 
vectors they may have. 
The part 5 of the figure 4 shows how in MexNet, the MEX nodes can form P2P 
network. In MexNet, queries and their results are distributed throughout the whole 
network. 
7.5 DISCUSSION & FUTURE WORK 
Sending the interaction values of the user in the peer receiving the query back to the 
originating peer reveals some personal information. Naturally, this disclosure of 
potentially private information must be made clear to anybody using the system and 
agreeing to help others in their searches. One way to mitigate the problem is to send 
the weight information with the query and to do the computation on the receiving 
peer, and then only aggregate information is sent back.  This method consumes 
computing power on every machine the query reaches and therefore uses resources 
of those who help instead of the resources of the person who asks for help. Even 
doing the relevancy calculations on the receiving query does not totally prevent a 
determined attacker to get details. He or she could send the same query several times 
and every time use a different weight vector with one non-zero value and all other 
weights as zero. Then combining the results will produce the original relevancy 
values. 
An inherent feature of P2P networks is its real-time nature, i.e. search results reflect 
the current state of the peers. Therefore, a peer referenced to in a previously stored 
match may not be online when the relevancy is used. In most cases, this is not the 
problem – P2P networks are known to be very dynamic as peers come and go, and it 
is normal behavior for a download to be interrupted and then continued again. 
One attractive feature of the meta-search design described in this paper is that it is 
relatively effortless to implement and integrate into existing P2P clients. The current 
design only uses information internal to the client (i.e., interactions with it), and the 
files in the shared folder(s). Further, since relevancy files are treated as any other 
 150 
files, they do not interfere with non-enhanced clients. On the contrary, relevancy files 
can be downloaded as any other files on the shared folder(s). 
Probably the most challenging issue with meta-search deals with privacy. Users are 
not willing to reveal any additional information that is not considered necessary. 
Even though the users of meta-search enabled clients must be allowed to enable and 
disable the feature at will, this remains an open issue. It should be noted, however, 
that the users of P2P systems are already used to the concept of allowing unknown 
peers access to their very own computer hard disks. 
A potential approach to decrease the fear of compromized privacy is to allow the 
users to define public and private interaction metadata elements; only the public 
information would be transferred when a query is received. 
A promising approach is to extend meta-search beyond using only information 
internal to the clients. However, this increases the complexity of the implementation, 
as well as the risk of compromized privacy. This extension should be designed with 
great care. 
One problem in the peer-to-peer network queries will be redundancy in search and 
integrity of the search results. The redundancy can be tackled with relevancy file 
rather effectively, like presented earlier. However, users are likely to use different 
ranking of value in their metadata. This creates challenges to integrity and the 
relevancy value will be compromized. Thus, a successful search will need more 
redundancy in queries to statistically determine the relevancy value. One possible 
solution to this is the use of common sense knowledge, such as Open Mind Common 
Sense [Singh, 2002]. The common sense knowledge would be used to determine the 
value proposition of the metadata, for example to state: "Bob always listens to newly 
downloaded songs within 24 hours." and "Alice probably listens to new songs within 
one week." In this example both of the users value the music as much, so the 
relevancy value is equal with very different numeric time value .As the data resides 
on a web-community knowledge base, the query needs only a binary value whether 
two peers in the network are using same knowledge for values of their metadata. This 
topic needs obviously more research, but it has potential of utilizing effectively the 
social nature of peer-to-peer networks. 
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The next step in developing meta-search further is to implement a prototype version 
and experiment with issues such as traffic increase and the most potential attributes 
to be tracked and functions to use with them. 
7.6 CONCLUSION 
We have designed an asynchronous, implicit collaborative search method for peer-
to-peer networks, called meta-search. The purpose of meta-search is to make 
searching more efficient by exploiting previous queries made by other peers. This is 
done by tracking the user’s interaction with a search query and result set. When a 
peer then receives a query, it not only checks whether it has any matching files on 
share, but it also checks its previous queries to see if it has performed similar queries 
in the past. It then informs the requesting peer on the success of those previous 
searches by providing a relevancy value for each match. Meta-search consists of three 
main components: the relevancy calculation algorithm; the query matching 
algorithm; and the relevancy file format. 
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CHAPTER 8  
CONCLUSIONS 
In the introduction of the dissertation, we showed how mobile multimedia is 
currently leading the evolution of smart phones. Accordingly the amount of personal 
content that is created, processed, stored, and shared with the devices is growing 
rapidly. In order to manage personal content, we need to find new and better ways 
for enabling the user to perform various tasks related to different personal content 
objects. On the other hand, novel methods are required to deal with the limitations of 
the physical user interface of a smart phone. Therefore we are focusing on the 
software part of the UI and construct innovations that enhance the use of screen and 
interaction. Although the smart phones are in the spotlight, the results may be 
generalized to other small screen, mobile computing devices such as personal digital 
assistants (PDA). 
We will now first systematically answer our research questions. Then we will 
summarize our research contributions. Finally we will provide a research agenda in 
Section 8.3. 
8.1 RESEARCH QUESTIONS 
In this section, we first examine in detail each sub-question Q1 – Q4 and how they 
have been addressed by the papers presented in from Chapter 3 to Chapter 7. The 
overall question motivating the research will then be discussed at the end of this 
section 
Q1: What characteristics of a mobile device will aid content management? 
The smart phone is carried by the user most of the time, which makes the 
device a rich source of context information that can be used in creating new 
features and services. However the question remains: how the context 
information could be used to facilitate personal content and its management? 
In Chapter 3, we introduced the notion of file context, which stresses the strong 
interplay between context information and metadata as the context information 
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obtains extra semantics from the object’s metadata, and vice versa. The file 
context means that multimedia file metadata has been augmented with any 
kind of context information that may relate to creation and use (for instance, 
editing, browsing, printing, or sharing) of the file. 
Adding context information automatically in the files could decrease difficulties 
in the text entry; increase the potential uses of the file; and offer significant 
value in management (for example, easier filtering, sorting, searching, and 
interpreting). Text input could be reduced, because the context of a single 
object could express indirectly the context of other similar objects created at the 
same time. For instance, an image could propagate parts of its metadata to 
other images that belong to the same collection.  Furthermore, the context of an 
object could be used to derive the context of other objects that are created at the 
same time. In Chapter 3, the usefulness of file context was demonstrated with 
digital images. Images created and stored with a smart phone make an excellent 
target for file context, because they are self-created and often intimate content, 
which is easy to share (via MMS or Bluetooth), but performing searches on 
them is very difficult since the content is not in a textual form, which is easier 
for the device to read and interpret. 
A multimedia object, which has been stored, implies that the object has some 
importance to the user as it is saved. In addition, an audio-visual multimedia 
object may present the context information in such a way that the information 
is easier for the user to understand than symbolic presentations, because the 
user can relate it to the situation that he has already experienced. In addition, 
we claim that making the context more explicit and visible will help the user in, 
for example, understanding actions that the context triggers. If the context 
information is to be embedded in multimedia object metadata, it would be 
beneficial to display this information. Otherwise, the user may not know what 
kind of context attributes have been stored or what values they have. 
Transforming context information from raw data to visual presentation is not 
straightforward, because the amount of context information may be huge as 
well as the number of sources. In Chapter 4, we extended the well-known 
Information Visualization Reference Model [Card et al., 1999] to take into 
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account the specific characteristics of mobile use and context information. We 
present the design of the redefined model comprehensively, and discuss its 
applicability to a variety of contexts and tasks by providing several use cases. 
Q2: How content is selected to be displayed? 
The Visualization Reference Model [Card et al., 1999] – described in Chapter 4 
– utilizes metadata for sorting the data tables and selecting what information is 
to be displayed. Although the research is focusing on a single domain – 
personal content management – the answer depends heavily on the user’s task. 
For example, consider the following cases: finding duplicates of files in order to 
free storage space; sharing video to friends; adding tracks to a playlist; and 
composing a slideshow. Each of the tasks benefits from using metadata for, e.g., 
selecting, filtering, highlighting and ordering content objects, but it is self-
evident that there is no single method that would fit for all the cases. 
In Chapter 3, the Context Comic exploits metadata that is enhanced with file 
context for selecting the contents of the diary. The objects’ metadata attributes 
related to the people (e.g. creator, editor, sender, or receiver) may be used for 
selecting the events and objects to be presented to the viewer. In addition, the 
items are grouped as events based on, for example, a calendar event; meeting 
with people, arriving to a new visited location, etc. The selected base events are 
expanded with file context information. For example, all the actions, such as 
recording video, capturing images, and sending messages made while the 
calendar event has been active have an effect when collecting all the associated 
objects together and calculating the weight of the event. Yet another example of 
exploring the importance of a media object is using its file context for checking 
the number of times the object has been opened or sent to somebody. 
Distributed media at home should be easily accessible and controllable to the 
user via a smart phone. In Chapter 6, we examined how the user may navigate 
through a hierarchy, which consists of rooms and appliances in order to locate 
an appliance and interact with it. We proposed a minimalist approach to 
visualize the floor plan of a house and present the appliances that are located in 
the rooms in order to simplify visual interaction. In addition, we provided a 
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unified user interface based on a so-called pie menu for controlling the main 
functionality of the available devices. 
Even though search is a content management action according to the GEMS 
model, in some situations the user must search for the content objects in order 
to perform further content management. Chapter 7 introduces a collaborative 
search mechanism where the received search result set is augmented 
automatically with metadata in peer-to-peer (P2P) networks. In essence, the 
mechanism works as follows: when the user creates a search query and receives 
the result set for it, the interaction with the result set is tracked and saved as 
metadata, because it reflects the importance and relevancy of an item to the 
creator. Later, when a user is performing a similar query, the augmented results 
can be used for improving the search. The main benefit of our approach is that 
it takes into account the social nature of searching and provides at least the 
following benefits: automatic peer support by seeing how the other users have 
interacted with the results of similar search query, search histories are saved for 
later use, and aids in sharing knowledge among peers. 
Q3: How should the chosen content be displayed? 
As stated earlier, in order to use file context, the user should be aware of the 
current context that is stored as a part of object’s metadata. Chapter 4 discusses 
broadly from a theoretical perspective what is required for displaying context 
information. 
Again the way the content is presented depends heavily on its type, related task, 
the amount of information, the desired level of detail and the properties of the 
display device. For example, it is beneficial to the user to see a preview of an 
image as a thumbnail since the content is in visual from. On the other hand, 
familiar music tracks are faster to browse if they are presented textually (for 
example, artist, track name and album) instead of listening to a short snippet. 
A common aspect for most self-created personal content is a strong relationship 
with certain events in time (such as holiday, birthday, party, etc.), which affects 
its presentation. There are several methods to depict information with temporal 
relationships (for example, a timeline or calendar views), but they are often 
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more suitable for large screen or they may not use the screen space efficiently. 
Hence, Context Comic (Chapter 3) suggests a comic-like visualization, where 
the timeline is folded: the time flows from left-to-right and top-to-bottom. This 
visualization provides (at least) the following advantages: 
• A familiar visualization technique to many users regardless of their age and 
background 
• Suitable for personal content, because it may use first person view (the 
content is seen as through one’s own eyes instead of another person’s)  
• Comic panels are in chronological order, but without a linear time scale. 
This indicates that, for example, the difference in time between three panels 
is not equal 
• The size of a comic panel can reflect the amount of detail or the importance 
of the information 
• Panels contain only visual information that is relevant for the plot of the 
story.  Graphics and text are without unnecessary details making it suitable 
for a small screen. 
Personal content may form complex hierarchies that are difficult to display on a 
small screen. The UBIZUI concept – presented in Chapter 6 – introduces a 
simplified visualization for the user’s device ecosystem at home. Presenting the 
rooms and devices may be converted into displaying a hierarchy of rooms and 
their devices. Because the UBIZUI may be used for controlling also other than 
media devices, we need to be able to show the spatial relationships in the 
visualization. However, because of the environment where the system is used 
we do not have to mimic the real world, but we can greatly simplify the visual 
representation and the interaction. Instead of using a floor plan, the UBIZUI 
displays the room-device hierarchy with the aid of nested circles. 
Another approach to visualizing hierarchy is presented in Chapter 5. 
SpaceManager explores how to incorporate more dimensions in the graphical 
representation. The main driver for this is that as the real world is three-
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dimensional, more than two-dimensional visualizations enable the user to 
exploit spatial sense that aids in, for example, orienteering and navigation as 
well as recognizing and understanding relations between objects. Spatial sense 
has been utilized already in several 2D and 3D large screen visualizations, but 
very little for small screens. Three-dimensional visualization requires advanced 
interaction devices that enable the user to navigate and select objects in 3D 
space, and thus SpaceManager uses so-called 2.5D visualization. In 2.5D 
visualization all the content that the user can interact with is displayed on a 
tilted plane that floats in 3D space.  To facilitate navigation in folder structure, 
SpaceManager visualizes as much as possible of it while avoiding panning and 
scrolling if possible. It uses depth cues (such as position and shadow) in order 
to produce a 3D-like view. For in-folder navigation, SpaceManager uses a shoe-
box metaphor for browsing the contents of a folder like photographs stored in a 
shoebox. 
Q4: How to interact with the visible content on the display? 
Since our designs rely on the interaction devices for one-handed use of the 
current smart phones, the design space is rather constrained. 
UBIZUI is an example of an application that could also utilize two-handed 
interaction with stylus and touch screen (Chapter 6). However, we implemented 
also a version of it that could be used with a 4-way rocker key and two-
hardware keys (labeled as “Select” and “Back”). 
Interacting with a more than two-dimensional visualization (as in Chapter 5) is 
a challenge with smart phones, because they only provide a 2D input device (for 
example, joystick or a rocker key). The benefit of utilizing 2.5D visualization is 
that the interaction remains two-dimensional and is therefore suitable for a 5-
way joystick and one-handed use. 
Due to the use of three-dimensional objects on a two-dimensional plane, we 
need to consider how to highlight an item for selection in SpaceManager 
(Chapter 5). Framing the item would cause visual noise and therefore, we 
utilized a flashlight metaphor for highlighting. The use of this metaphor is 
advantageous on small screens since presenting it does not require any extra 
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pixels. Instead, we just vary the brightness values of the object, where the 
flashlight is targeted. 
The overall question of the thesis is: 
“What is required to facilitate management of personal content on a mobile 
device with limited interaction capabilities?” 
As all the sub-questions are now answered, we can answer to this question. From the 
smart phone user interface perspective, enhancing mobile content management 
regardless of content type requires taking three common, fundamental enablers into 
account in order to deal with the increasing amount of distributed content and to 
perform further content management actions. These enablers are: 
• Context information that is embedded to the content object’s metadata 
• Different visual presentations depending on the user’s task and content type. 
In essence, we should exploit techniques that use screen space economically 
and preserve the interaction 2-dimensional. 
• Different methods for locating desired content objects since the exact 
location of (distributed) personal content may be familiar or unknown. 
Because of mobility, a smart phone is potentially a rich source of context information, 
which may be used for improving ease-of-use by decreasing the need for user input 
as well as reducing perceived complexity and the user’s cognitive load. In a sense, 
metadata of a content object may contain already attributes that relate to context 
(such as creation time and date) and therefore, file context is a logical continuation 
for it. We claim that adding more context information, especially about the user’s 
actions with the object, would be a significant enabler for new and novel ways to 
manage content as described in Chapter 3. In order to depict different elements of 
context, we defined a mechanism that can be used to make the context more visible, 
unambiguous and easier to understand, thus increasing the user’s awareness of the 
current context as shown in Chapter 4. 
Presenting information is a central part of visual interaction. To cope with 
discrepancy between the available screen space and the amount of information, we 
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may introduce new ways to select, group, filter and order visible content, for example, 
with the aid of file context as in the Context Comic (Chapter 3). In addition, we need 
visualizations that fit on the small screen and are usable with the limited interaction 
devices of a smart phone. 
Personal content forms different kind of groups (such as images captured during a 
certain day) and hierarchies (for example, music is often depicted as hierarchy 
consisting of the following levels: artist, album and songs). Therefore, it is important 
that we can represent them on a small screen and we introduced two different 
approaches for this. Chapter 6 introduced a new visualization, where a traditional 
and established way of presenting information (a floor plan) was redesigned and 
simplified in order to be better suited for smart phones. The opposite approach was 
taken in Chapter 5, where we actually increased the amount of information on screen 
by adding a spatial dimension in the presentation to provide a better overview of the 
folder structure. 
The last enabler relates to methods for locating desired content objects that are 
nowadays distributed to different devices at homes. It would be valuable for users to 
access this content via a smart phone, for instance, when they wish to listen to new 
songs that are not yet transferred to the smart phone. In some cases, the user is 
familiar with the location of the object and therefore we described a user interface for 
locating and controlling the devices (Chapter 6). Sometimes it is inevitable that users 
need to search for content if they, for instance, do not know or cannot remember the 
object’s exact name or location. In Chapter 1, we discussed how personal content 
facilitates social interaction and sharing experiences between people. Basically meta-
search does the same for searching: social interaction refers to enabling peer support 
and sharing experiences relates to letting other people know about your interaction 
with search results. 
We have discussed how the personal content management can be facilitated in the 
user interface of a smart phone in order to get, enjoy, maintain, and manage 
distributed personal content objects. As a result, we claim that context information, 
new and novel visualizations, and searching as a method for locating a content object 
are prerequisite for enabling the personal content management on smart phones. 
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8.2 KEY CONTRIBUTIONS 
The main contribution of this dissertation was presented by answering the research 
questions in the previous section and this section will summarize the key 
contributions. 
8.2.1 Utilizing context in personal content management 
We described earlier (Chapters 1 and 3) how smart phones can gather rich context 
information from their environment in different ways and this information could be 
used to characterize various aspects of the situation when a media object is created or 
used. As the media files already contain metadata that describes their context to 
some extent, adding more context information (file context) automatically to them 
can relieve the problem of entering keywords and annotations manually as well as 
may introduce new ways to, for instance, search, select, group and emphasize objects 
that are relevant and interesting to the user. 
In Chapter 4 we described what visualizing context information requires. We 
extended the Information Visualization Reference Model [Card et al., 1999] and 
provided use cases with the purpose of describing how it works. 
Furthermore, as a part of Context Comic concept (Chapter 3), we introduced a novel 
comic-like information visualization technique for personal content that utilizes 
context information as a part of metadata, for selecting the visible content, for 
defining the layout and for grouping objects. 
8.2.2 Locating and accessing personal content 
A fundamental precondition to further content management is to access the desired 
content object that may not be located on the smart phone as more and more 
personal content is distributed between different devices. 
If the location of the object is known, the user may just browse the available devices 
and navigate to the desired device and object as discussed in Chapter 6. If the 
location is not known to the user, he must perform a search. Therefore, there are 
situations when it would be beneficial to the user to see how other users who have 
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performed similar searches and how they have interacted with the results (Chapter 7). 
Although some personal content may be sensitive and private, not all of it is. 
8.2.3 Enhancing visual interaction in smart phones 
Chapters 3, 5, and 6 introduced new user interface concepts designed for smart 
phones. Each concept approaches visualizing information related to personal content 
from a different perspective. Depending on device technical capabilities, we may 
simplify a complex presentation (as in Chapter 6) or add dimensions (Chapter 5) to 
utilize human spatial memory. In Chapter 3 we described visualization technique for 
content that has a strong temporal dimension. It also provides an example how the 
file context information could be used for defining the layout and visible objects of 
the UI. 
8.2.4 Discussion & future work  
The dissertation has illustrated how the management of mobile personal content will 
be a central topic in the near future as the amount of content and the available space 
for storing the content objects in the mobile device increases. Smart phones as one 
mobile device category will be utilized for various content tasks related, e.g., to 
creating, enjoying, and sharing. We claim that it is of utmost importance to facilitate 
personal content management in smart phones by utilizing context information, 
providing different means of locating and accessing content, and enhancing visual 
interaction with it.  
However, this is only a starting point. The aforesaid enables a change from file 
management to content management, if the device can provide a common 
foundation to its applications that allow further tasks related to content management. 
In other words, e.g., the available attributes for searching, the behavior of the search, 
and the visualizations for displaying the results and browsing are consistent between 
the various applications and always accessible regardless of application.  
To create smart phones that truly aid the user in reaching their goals, we should seek 
for concrete ways to utilize file context to the users’ benefit. One practical example 
would be coupling file context and meta-searching, which should be relatively easy 
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from a technical perspective and useful from the users’ perspective. For instance, 
when the user receives a result set which contains interaction metadata, he may 
check what content has been downloaded and based on the file contexts study how 
the file has been used after the download. 
This also implies that we must have a solid understanding of the actual content 
management tasks with different content types in different contexts as well as how 
these tasks relate to each other. For instance, the following case relates to three 
phases of GEMS model: the user captures an image, edits it by removing red eyes, 
renames it and sends the edited image to a recipient. The highlighted issue falls out 
of the scope of this thesis, but yet it is fundamental to study further as a task may not 
happen in isolation from other tasks. 
Browsing content is elementary task, may it be related to going through search 
results or some other set of content. As a first step towards mobile content 
management, we provided examples of visualizations that are designed only for a 
single content type. Most likely it would be also beneficial to study visual 
presentations that are designed for multiple content types that rely on different 
modalities. For instance, how to present search results that consist of audio, video, 
images, slideshows and messages. 
Secondly, we must study and develop a flexible visual presentation for personal 
content that supports different mobile use situations. For example, create interactive 
visualizations that take into account presentation requirements for different content 
types and modify the visual presentation (for instance, level of detail and layout) 
based on the context. This would be beneficial, as the user cannot pay a lot of 
attention on the display while moving and on the other hand, when the user is sitting, 
he may focus on more fine-grained information. Related to different contexts, we 
should try to support interaction better in the situations, where the user may have 
both hands free (2-handed use) or, alternatively, has both hands occupied (hands 
free use). 
In addition, presenting large hierarchies with simple (visual) interaction should be 
studied further. A starting point could be, for example, enhancing the visualization 
used in the UBIZUI so that it provides a view to actual content available via the 
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device as well as supports the navigation better. On the other hand, currently the 
SpaceManager consists of two discrete levels, which may increase the user’s cognitive 
load. Therefore, we should try to seek how to merge the levels into a single view. One 
possible solution would be utilizing distortion in such a way, that the selected folder 
is expanded and the rest of the structure is minimized along the edges of screen. 
The results of the research are aimed at smart phones that contain rich set of features, 
support multiple content types, and provide a platform for the 3rd party application 
development. However, they can be applied to some extent for devices and 
applications that are designed for managing large amounts of personal content, such 
as MP3 players, digital cameras, hand-held game consoles, and so forth. 
 164 
REFERENCES 
[1100] Nokia 1100 Product pages. Available as http://www.nokia.com/nokia/0,8764,42132,00.html. Link 
checked 16.01.2006 
[3230] Nokia 3230 phone support. Interactive Demonstrations. Available as 
http://nds2.nokia.com/tutorials/support/global/phones/3230/english/index.html. Link checked 15.01.2006 
[6680] Nokia 6680 phone support. Interactive Demonstrations. Available as 
http://nds2.nokia.com/tutorials/support/global/phones/6680/english/index.html. Link checked 15.01.2006 
[7650] Nokia 7650 Product pages. Available as http://www.nokia.co.uk/nokia/0,,18202,00.html. Link checked 
16.01.2006 
[7710] Nokia 7710 Product pages. Available as http://www.nokia.com/nokia/0,,65385,00.html. Link checked 
16.01.2006 
[9210] Nokia 9210. Available as http://www.nokia.com/phones/9210/ Link checked 21.8.2003. 
[Aaltonen & Lehikoinen, 2005] Aaltonen A. & Lehikoinen J. Redefining visualization reference model for context 
information. Personal and Ubiquitous Computing 9(6), December 2005, Springer Verlag, pp. 381–394. 
[Aaltonen & Röykkee, 2003] Aaltonen A. & Röykkee M. Interacting with Home and Home Appliances in a Hand-
Held Terminal. In Proceedings of OZCHI, Brisbane, Australia, CHISIG, The Ergonomics Society of Australia Inc, 
2003, pp. 52–61 
[Aaltonen et al., 2005] Aaltonen A., Huuskonen P., & Lehikoinen J. Context Awareness Perspectives for Mobile 
Personal Media. Information Systems Management 22 (4), September 2005, Auerbach Publications, pp. 43–55 
[Aaltonen, 2002] Aaltonen A. A Context Visualization Model for Wearable Computers. In Proceedings of the 6th 
International Symposium on Wearable Computers (ISWC), Seattle, Washington, USA, IEEE Computer Society 
Press, 2002, pp.158–159 
[Abowd et al., 1997] Abowd G.D., Atkeson C.G., Hong J., Long S., & Kooper R. Pinkerton M. Cyberguide: a mobile 
context-aware tour guide. Wireless Networks 3(5), 1997, pp. 421–433 
[Abowd et al., 1998] Abowd D., Dey A.K., Orr R., & Brotherton J. Context-awareness in wearable and ubiquitous 
computing. Virtual Reality 3, Springer Verlag, 1998, pp. 200–211 
[Abowd et al., 2002] Abowd G.D., Ebling M., Gellersen H-W., Hunt G. & Lei H. Context-Aware Computing. IEEE 
Pervasive Computing 3, 2002, pp. 22-23 and 24-79. 
[Ashbrook & Starner, 2002] Ashbrook D. & Starner T. Learning Significant Locations and Predicting User 
Movement with GPS. In Proceedings of the 6th International Symposium on Wearable Computers (ISWC), 
Seattle, Washington, USA, IEEE Computer Society Press, 2002, pp. 101–108 
[Baldauf & Dustdar, 2004] Baldauf M. & Dustdar S. A Survey on Context-aware systems. Vienna University of 
Technology, Technical report, TUV-1841-2004-24, 2004. 
[Ballagas et al., 2006] Ballagas R., Rohs M., Sheridan J., & Borchers J. The Smart Phone: A Ubiquitous Input 
Device. IEEE Pervasive Computing 5(1), Jan-Mar 2006, IEEE CS, pp. 70-77. 
[Baudish & Rosenholtz, 2003] Baudish P. & Rosenholtz R. Halo: a technique for visualizing off-screen objects. In 
Proceedings of ACM Conference on Human Factors and Computing Systems (CHI), Ft. Lauderdale, Florida, 
USA, ACM Press, 2003, pp. 481–488 
[Benderson & Hollan, 1994] Bederson B.B. & Hollan J.D. Pad++: A Zooming Graphical Interface for Exploring 
Alternate Interface Physics. Proceedings of the ACM Symposium on User Interface Software and Technology 
(UIST), 1994, ACM Press, 17- 26. 
[Benderson & Hollan, 1995] Bederson B. & Hollan J. Pad++: A Zooming Graphical Interface System 
Demonstrations. In Proceedings of the SIGCHI conference on Human factors in computing systems (CHI) 2, 
Denver, Colorado, United States. ACM Press, 1995, pp. 23-24. 
[Bentley et al., 2006] Bentley F., Metcalf C., & Harboe G. Personal vs. commercial content: the similarities 
between consumer use of photos and music. In Proceedings of the SIGCHI conference on Human Factors in 
computing systems (CHI), Montréal, Québec, Canada, ACM Press, 2006, pp. 667 – 676. 
[Bergman, 2000] Bergman E. Information Appliances and Beyond - Interaction Design for Consumer Products. 
Morgan Kaufmann, 2000. 
[Berners-Lee, 2000] Berners-Lee T. Metadata Architecture. Available as 
http://www.w3.org/DesignIssues/Metadata. Link checked 20.05.2006 
 165 
[Berners-Lee et al., 2001] Berners-Lee T., Hendler J. & Lassila O. The Semantic Web. Scientific American 284(5), 
May 2001, pp.34-43. 
[Bier et al., 1993] Bier E.A., Stone M., Pier K., & Buxton W. DeRose. T. Toolglass and magic lenses: the see-
through interface. In Proceedings of SIGGRAPH '93, Anaheim, California, USA, ACM Press, 1993, pp. 73–80 
[Björk & Redström, 1999] Björk S. & Redström J. An Alternative to Scrollbars on Small Screens. In Proceedings 
of Conference on Human Factors in Computing Systems (CHI), Pittsburg, Pensylvania, ACM Press, 1999, pp. 316 
- 317 
[Björk & Redström, 2000] Björk S. & Redström J. Redefining the Focus and Context of Focus+Context 
Visualizations. In Proceedings of IEEE Symposium on Information Visualization (IV), Salt Lake City, Utah, USA, 
IEEE Computer Society Press, 2000, pp.85-89. 
[Brandes & Wagner, 2000] Brandes U. & Wagner D. Contextual Visualization of Actor Status in Social Networks. 
In Proceedings of 2nd Joint Eurographics and IEEE TCVG Symposium on Visualization (Data Visualization 
2000), Saarbrücken, Germany, Springer, 2000, pp. 13–22 
[Brown, 1998] Brown P.J. Triggering information by context. Personal Technologies 2(1), 1998, pp. 1–9 
[Bush, 1945] Bush V. As We May Think. The Atlantic Monthly 176(1), July 1945, pp.101-108. 
[Callahan et al., 1988] Callahan J., Hopkins D., Weiser M. & Shneiderman B. An Empirical Comparison of Pie vs. 
Linear Menus. In Proceedings of the SIGCHI conference on Human factors in computing systems (CHI) 1, 
Washington, D.C., United States, ACM Press. 1988, pp. 95-100. 
[Card et al., 1999] Card S.K., Mackinlay J.D. & Shneiderman B. Readings in Information Visualization: Using 
Vision to Think. Morgan Kaufman Publishers, 1999 
[Carswell et al., 1991] Carswell C., Frankenberger S. & Bernhard D. Graphing in depth perspectives on the use of 
three-dimensional graphs to represent lower-dimensional data. Behavior and Information Technology 10(6), 
1991, pp. 459-474. 
[Chalmers et al., 2004] Chalmers D., Dulay N. & Sloman M. A framework for contextual mediation in mobile and 
ubiquitous computing applied to the context-aware adaptation of maps. Personal and Ubiquitous Computing 
8(1), Springer-Verlag, 2004, pp. 1-18. 
[Chen & Kotz, 2000] Chen G. & Kotz D. A Survey of Context-Aware Mobile Computing Research, Department of 
Computer Science Dartmouth College, Technical Report TR2000-381, 2000. 
[Cheverst et al., 2001] Cheverst K., Davies N., Mitchell K. & Efstratiou C. Using Context as a Crystal Ball: Rewards 
and Pitfalls. Personal and Ubiquitous Computing 5(1), February 2001, Springer-Verlag, pp. 8 - 11 
[Chung et al., 2003] Chung K.H., Oh K.S., Lee C.H., Park J.H., Kim S., Kim S.H., Loring B. & Hass C. A user-
centered approach to designing home network interfaces. In Proceedings of the SIGCHI conference on Human 
factors in computing systems (CHI) 2, Ft. Lauderdale, Florida, United States. ACM Press, 2003, pp. 648-649. 
[Clarkson et al., 2000] Clarkson B., Mase K. & Pentland A. Recognizing User Context via Wearable Sensors. In 
Proceedings of the 4th International Symposium on Wearable Computers (ISWC), Atlanta, Georgia USA, IEEE 
Computer Society Press, 2000, pp.69–75 
[Cockburn & McKenzie, 2001] Cockburn A. & McKenzie B. 3D or not 3D? Evaluating the Effect of the Third 
Dimension in a Document Management System. In Proceedings of ACM Conference on Human Factors and 
Computing Systems (CHI), Seattle, Washington USA, ACM Press, 2001, pp. 434-441. 
[Cockburn & McKenzie, 2002] Cockburn A. & McKenzie B. Evaluating the Effectiveness of Spatial Memory in 2D 
and 3D Physical and Virtual Environments. In Proceedings of ACM Conference on Human Factors and 
Computing Systems (CHI), Minneapolis, Minnesota USA, ACM Press, 2002, pp. 203-210. 
[Combs & Benderson, 1999] Combs T.T.A. & Bederson B.B. Does zooming improve image browsing? In 
Proceedings of the 4th ACM conference on Digital libraries ’99, ACM Press, 1999, pp. 130-137. 
[Cranor et al., 2003] Cranor C.D., Ethington R., Sehgal A., Shur D, Sreenan C. & van der Merwe J.E. Design and 
implementation of a distributed content management system. In Proceedings of the 13th international workshop 
on Network and operating systems support for digital audio and video (NOSSDAV), ACM Press, 2003, pp. 4 - 11 
[Dam, 1997] van Dam A. Post-WIMP User Interfaces. Communications of the ACM 40(2), February 1997, pp. 63-
67 
[Dey & Mankoff, 2005] Dey A.K. & Mankoff J. Designing mediation for context-aware applications. ACM 
Transactions on Computer-Human Interaction (TOCHI) 12(1), ACM Press, 2005, pp. 53-80 
[Dey, 2001] Dey A. K. Understanding and Using Context, Personal and Ubiquitous Computing 5(1), Springer 
Verlag, 2001, pp 4-7. 
 166 
[Dix et al., 2003] Dix A., Finlay J., Abowd G., & Russel B. Human-Computer Interaction (3rd edition). Prentice 
Hall, 2003. 
[Dovey, 2000] Dovey M.J. "Stuff" about "Stuff" - the different meanings of metadata. VINE 116, January 2000, 
pp. 6-13. 
[Drucker et al., 2004] Drucker S.M., Wong C., Roseway A., Glenner S., De Mar S. MediaBrowser: Reclaiming the 
Shoebox. In Proceedings of the working conference on Advanced Visual Interfaces (AVI), Gallipoli Italy, ACM 
Press, 2004, pp. 433 - 436. 
[Durand & Kahn, 1998] Durand D.G. & Kahn P. MAPA: A System for Inducing and Visualizing Hierarchy in 
Websites. In Proceedings of Hypertext, ACM Press, 1998, pp. 66-78. 
[Enns & MacKenzie, 1998] Enns, N.R.N. & MacKenzie I.S. Touchpad-Based Remote Control Devices. In 
Proceedings of the SIGCHI conference on Human factors in computing systems (CHI) 2 Los Angeles, California, 
United States. ACM Press, 1998, pp. 229-230. 
[ePerSpace, 2004] ePerSpace - IST integrated project. Report of State of the Art in Personalisation. Common 
Framework. 2004. Available as http://www.ist-eperspace.org/deliverables/D5.1.pdf. Link checked 18.01.2006 
[eXplorist] Magellan eXplorist 100 Europe. Available as 
http://www.magellangps.com/en/products/product.asp?PRODID=1053. Link checked 27.3.2006 
[Ferscha et al., 2004] Ferscha A., Holzmann C. & Oppl S. Context awareness for group interaction support, In 
Proceedings of the 2nd international workshop on Mobility management & wireless access protocols, ACM 
Press, 2004, pp. 88-97 
[Fishkin & Stone, 1995] Fishkin K. & Stone M.C. Enhanced dynamic queries via movable filters. In Proceedings of 
ACM Conference on Human Factors and Computing Systems (CHI), Denver, Colorado, USA, ACM Press, 1995, 
pp. 415–420. 
[Fitzmaurice et al., 1993] Fitzmaurice G.W., Zhai S. & Chignell M.H. Virtual reality for palmtop computers. ACM 
Transactions on Information Systems 11(3), 1993, pp. 197-218. 
[Furnas, 1986] Furnas G.W. Generalized Fisheye views. In Proceedings of ACM Conference on Human Factors 
and Computing Systems (CHI), Boston, Massachusetts, USA, ACM Press, 1986, pp. 16–23. 
[Gemmell et al., 2002] Gemmell J., Bell G., Lueder R., Drucker S. & C. Wong. MyLifeBits: Fulfilling the Memex 
Vision. In ACM Multimedia '02, Juan Les Pins, France, ACM Press, 2002, pp. 235-238 
[Gnutella] The Gnutella protocol specification v0.4. [Online]. Available as 
http://www9.limewire.com/developer/gnutella_protocol_0.4.pdf. Last checked 30.01.2004. 
[Gutwin & Fedak, 2004] Gutwin C. & Fedak C. Interacting with Big Interfaces on Small Screens: a Comparison of 
Fisheye, Zoom, and Panning Techniques. In Proceedings of the 2004 conference on Graphics interface, ACM 
Press, pp. 145-152. 
[Hakala et al., 2005] Hakala T., Lehikoinen J. & Aaltonen A. Spatial interactive visualization on small screen. In 
Proceedings of 7th international conference on Human Computer Interaction with Mobile Devices and Services 
(MobileHCI), Salzburg, Austria, ACM Press, 2005, pp. 137–144 
[Häkkilä & Mäntyjärvi, 2005] Häkkilä J. & Mäntyjärvi J. Collaboration in Context-Aware Mobile Phone 
Applications. In Proceedings of the 38th Annual Hawaii International Conference on System Sciences 
(HICSS'05), IEEE Computer Society, 2005, p. 33.1 
[Hansen, 2002] Hansen T.R. Swapper - Self-Organizing Automatic Context Visualization. In Proceedings of the 
Baltic Conference, Baltic DB & IS 2002 1, Institute of Cybernetics at Tallinn Technical University, Tallinn Estonia, 
2002, pp. 189–200 
[Hawkins, 2005] Hawkins, J. Proposal for EXIF Location IFD, 2005. Available as 
http://www.exif.org/proposals/location.html. 
[Hornbæk &Frøkjær, 2001] Hornbæk K. & Frøkjær E. Reading of electronic documents: the usability of linear, 
fisheye, and overview+detail interfaces. In Proceedings of ACM Conference on Human Factors and Computing 
Systems (CHI), Seattle, Washington USA, ACM Press, 2001, pp. 293-300. 
[iLife] Apple iLife’06. Available as http://www.apple.com/ilife/. Link checked 22.06.2006. 
[IDC] IDC Forecast and Analysis Finds MP3 All Over The Place. Available as 
http://www.idc.com/getdoc.jsp?containerId=prUS00256605. Link checked 8.1.2006 
[iPaq] Compaq iPAQ H3650. Page available as http://www.shopping.hp.com/cgi-
bin/hpdirect/shopping/scripts/home/store_access.jsp?template_type=storefronts&category=handhelds&aoid=1
462. Link checked 21.8.2003. 
[iPhoto] Apple iLife'06. iPhoto. Available as http://www.apple.com/ilife/iphoto/. Link checked 20.3.2006. 
 167 
[iPod] Apple iPod. Available as http://www.apple.com/ipod/. Link checked 27.3.2006. 
[ITU] International Telecommunication Union, Telecommunications Standardization Sector. ITU 
Recommendation E.161 (02/01), Arrangement of Digits, Letters and Symbols on Telephones and Other Devices 
That Can Be Used for Gaining Access to a Telephone Network. 
[iTunes] Apple iTunes. Apple - iPod + iTunes. Available as http://www.apple.com/itunes/ 
[Johnson & Shneiderman, 1991] Johnson B. & Shneiderman B. Tree-maps: A space filling approach to the 
visualization of hierarchical information structures. In Proceedings of the IEEE Visualization '91, San Diego, 
California, United States, IEEE Computer Society, 1991, pp. 284-291. 
[Jones et al., 2002] Jones M., Buchanan G. & Thimbleby H. Sorting out Searching on Small Screen Devices. In 
Proceedings of the international conference on Human Computer Interaction with Mobile Devices and Services 
(MobileHCI), Springer, 2002, pp 81-94. 
[Järvinen, 2004] Järvinen, P. On research methods. Tiedekirjakauppa TAJU, 2004. 
[Kamba et al., 1996] Kamba T., Elson S., Harpold T., Stamper T. & Sukaviriya P. Using Small Screen Space More 
Efficiently. In Proceedings of ACM Conference on Human Factors and Computing Systems (CHI) 1, Vancouver, 
British Columbia, Canada, ACM Press, 1996, pp. 383–390. 
[Kang & Shneiderman, 2003] Kang H. & Shneiderman B. MediaFinder: an interface for dynamic personal media 
management with semantic regions. In Proceedings of the SIGCHI conference on Human Factors in computing 
systems (CHI), Ft. Lauderdale, Florida, USA, ACM Press, 2003, pp. 764 – 765. 
[Kohtake et al., 2001] Kohtake N., Rekimoto J., & Anzai1 Y. InfoPoint: A Device that Provides a Uniform User 
Interface to Allow Appliances to Work Together over a Network. Personal and Ubiquitous Computing 5(4), 
Spriger-Verlag, 2001, pp. 189-196. 
[Kortuem et al., 2001] Kortuem G., Schneider J., Preuitt D., Thompson T.G.C., Fickas S. & Segall Z. When Peer-
to-Peer comes Face-to-Face: Collaborative Peer-to-Peer Computing in Mobile Ad hoc Networks. In Proceedings 
of the First International Conference on Peer-to-Peer Computing (P2P’01), 2001, pp. 75-91. 
[Lagus et al., 1996] Lagus K., Honkela T., Kaski S. & Kohonen T. Self-organizing maps of document collections: A 
new approach to interactive exploration. In Proceedings of the Second International Conference on Knowledge 
Discovery and Data Mining, Menlo Park, California USA, AAAI Press, 1996, pp. 238–243 
[Lamming & Flynn, 1994] Lamming M. & Flynn M. "Forget-me-not" Intimate Computing in Support of Human 
Memory. In Proceedings FRIEND21 Symposium on Next Generation Human Interfaces, 1994. 
[Lamping & Rao, 1994] Lamping J. & Rao R. Laying out and visualizing large trees using a hyperbolic space. In 
Proceedings of the 7th annual ACM symposium on User interface software and technology (UIST), Marina del 
Rey, California, United States, ACM Press, 1994, pp. 13–14 
[Lehikoinen & Aaltonen, 2003] Lehikoinen J. & Aaltonen A. Saving Space by Perspective Distortion when 
Browsing Images on a Small Screen. In Proceedings of OZCHI, Brisbane, Australia, CHISIG, The Ergonomics 
Society of Australia Inc, 2003, pp. 216–219 
[Lehikoinen & Suomela, 2002] Lehikoinen J. & Suomela R. WalkMap: developing an augmented reality map 
application for wearable computers. Virtual Reality 6(1), Springer-Verlag, 2002, pp. 33-44. 
[Lehikoinen et al., 1999] Lehikoinen J., Holopainen J., Salmimaa M. & Aldrovandi A. MEX: a distributed 
software architecture for wearable computers. In Proceedings of the Third International Symposium on 
Wearable Computers (ISWC), 1999, pp. 52 -57. 
[Lehikoinen et al., 2006] Lehikoinen J., Salminen I., Aaltonen A., Huuskonen P. & Kaario J. Metasearches in 
peer-to-peer networks. Personal and Ubiquitous Computing 10(6), October 2006, Springer Verlag London, pp. 
357-367  
[Lehikoinen, 2002] Lehikoinen J. Interacting with wearable computers: techniques and their application in 
wayfinding using digital maps. Doctoral dissertation, Department of Computer and Information Sciences, 
University of Tampere. Report A-2002-2, 2002. Available as http://acta.uta.fi/pdf/951-44-5460-X.pdf. Link 
checked 30.12.2005 
[Lifeblog] Nokia Lifeblog. Available as http://www.nokia.com/nokia/0,1522,,00.html?orig=/lifeblog. Link 
checked 20.3.2006. 
[Lindemann & Waldhorst, 2002] Lindemann C. & Waldhorst O.P. A Distributed Search Service for Peer-to-Peer 
File Sharing in Mobile Applications. In Proceedings of the Second International Conference on Peer-to-Peer 
Computing (P2P’02), 2002, pp. 73-81. 
[Lindholm et al., 2003] Lindholm C., Keinonen T., & Kiljander H. Mobile Usability: How Nokia Changed the 
Face of the Mobile Phone. McGraw-Hill, 2003 
 168 
[Liu et al., 2002] Liu H., Lieberman H. & Selker T. GOOSE: A Goal-Oriented Search Engine With Commonsense. 
in Adaptive Hypermedia and Adaptive Web-Based Systems, P. deBra, P. Brusilovsky, and R. Conejo, Ed. Berlin: 
Springer-Verlag, 2002, pp. 253-263. 
[Ljungblad et al., 2004] Ljungblad S., Hakansson M., Gaye L. & Holmquist L.E. Context photography: modifying 
the digital camera into a new creative tool. In Proceedings of ACM Conference on Human Factors and 
Computing Systems (CHI), Vienna, Austria, ACM Press, 2004, pp. 1191–1194. 
[Ljungstrand, 2001] Ljungstrand P. Context Awareness and Mobile Phones. Personal and Ubiquitous Computing 
5(1), Springer-Verlag, 2001, pp. 58-61 
[Maltz & Ehrlich, 1995] Maltz D. & Ehrlich K. Pointing the way: Active collaborative filtering. In Proceedings of 
the SIGCHI conference on Human factors in computing systems (CHI) 2, Denver, Colorado, United States. ACM 
Press, 1995, pp. 202-209. 
[Mark et al., 2003] Mark G., Abrams S.& Nassif N. Group-to-Group Distance Collaboration: Examining the 
‘Space Between. In Proceedings of the Eight European Conference on Computer Supported Cooperative Work 
(ECSCW), 2003, pp. 99-118. 
[McCluskey, 1986] McCluskey E.J. Logic Design Principles with emphasis on testable semicustom circuits. New 
York: McGraw-Hill, 1986. 
[MediaPlayer] Microsoft Windows MediaPlayer 10. Available as 
http://www.microsoft.com/windows/windowsmedia/mp10/default.aspx. Link checked 20.3.2006. 
[Merriam-Webster] Merriam-Webster Online. Online Dictionary. Available as http://www.m-w.com. Link 
checked 19.05.2006. 
[Meyer, 1996] Meyer J. EtchaPad - Disposable Sketch Based Interfaces. In Proceedings of the SIGCHI conference 
on Human factors in computing systems (CHI) 2, Vancouver, British Columbia, Canada, ACM Press, 1996, pp. 
195-196. 
[MIDP]Mobile Information Device Profile (MIDP). Available as http://java.sun.com/products/midp/. Link 
checked 19.05.2006. 
[Miller, 2001] Miller M. Discovering P2P. Sybex, Inc., 2001. 
[Motorla] Motorola. Ming – Technology – Business card reader. Available as 
http://www.motorola.com.hk/eng/motomobile/a/a1200/features03.asp. Link checked 22.05.2006 
[Mullet & Sano, 1995] Mullet K. & Sano D. Designing Visual Interfaces: Communication Oriented Techniques. 
SunSoft Press/Prentice Hall, 1995. 
[Myers, 1996] Myers B.A. User Interface Software Technology. ACM Computing Surveys 28(1), March, 1996, pp. 
189-191. 
[Myers et al., 1996] Myers B., Hollan J. & Cruz I (eds.) Strategig directions in human computer interaction. ACM 
Computing Surveys 28(4), 1996, pp. 794-809. 
[N91] Nokia N91 product pages. Available as 
http://www.nokia.com/nseries/index.html?loc=inside,main_n91&lang=en&country=GB. Link checked 
08.08.2006. 
[Nielsen & Molich, 1990] Nielsen J. & Molich R. Heuristic Evaluation of User Interfaces. In Proceedings of the 
SIGCHI conference on Human factors in computing systems (CHI), Seattle, Washington, US, ACM Press, 1990, 
pp. 249-256. 
[Nichols et al., 2002] Nichols, J., Myers, B.A., Higgins, M., Hughes, J., Harris, T.K., Rosenfeld, R., & Pignol M. 
Generating remote control interfaces for complex appliances. In Proceedings of the 15th annual ACM symposium 
on User interface software and technology (UIST), Paris, France, ACM Press, 2002, pp. 161-170. 
[Noik, 1994] Noik E. A Space of Presentation Emphasis Techniques for Visualizing Graphs. In Proceedings of 
Graphics Interface (GI), 1994, pp. 225-233. 
[Nokia] Nokia Q2 2006. Quarterly and annual information. Available as 
http://www.nokia.com/link?cid=EDITORIAL_10934. Link checked 08.08.2006 
[Norman, 1990] Norman D.A. The Design of Everyday Things. Bantam Doubleday Dell Publishing Group, 1990. 
[OmniRemote] Pacific Neotek. OmniRemote™ Software. Page available as 
http://www.pacificneotek.com/omnisw.htm. Link checked 21.8.2003. 
[OneForAll] OneForAll. Mosaic Touch Screen Remote specifications. Page available as http://www.oneforall-
int.com/english/products/urc/URC-mosaic_spe.htm 
[Oram, 2001] Oram A. Peer-to-peer: Harnessing the Power of Disruptive Technologies. O’Reilly & Associates, 
2001. 
 169 
[Pachet, 2003] Pachet F. Content Management for Electronic Music Distribution. Communications of ACM 
46(4), April 2003, pp. 71-75. 
[Palm] Palm Source. Palm Os. Available as http://www.palmsource.com/palmos/. Link checked 18.5.2006. 
[Parameswaran et al., 2001] Parameswaran M., Susarla A. & Whinston A. P2P Networking: An Information-
Sharing Alternative. IEEE Computer 34(7), 2001, pp. 31-38. 
[Pascoe, 1998] Pascoe J. Adding generic contextual capabilities to wearable computers. In Proceedings of the 
Second International Symposium on Wearable Computers (ISWC), Pittsburgh, Pennsylvania, USA, IEEE 
Computer Society Press, 1998, pp. 92–99 
[PC suite] Nokia PC Suite. Overview. Available as http://europe.nokia.com/nokia/0,8764,75871,00.html. Link 
checked 20.3.2006 
[Perlin & Fox, 1993] Perlin K. & Fox D. Pad: An Alternative Approach to the Computer Interface. In Proceedings 
of the 20th annual conference on Computer graphics and interactive techniques (SIGGRAPH) , Anaheim, 
California, United States, ACM Press, 1993, pp. 57-64. 
[Photoshop Album] Adobe. Adobe Photoshop Album. Available as 
http://www.adobe.com/products/photoshopalbum/main.html. Link checked 20.3.2006. 
[Picasa] Google. Picasa. Available as http://picasa.google.com. Link checked 20.3.2006 
[Popwire] Popwire. Message Composer 1.0. Available as 
http://www.popwire.com/documents/prod/MC_ProductSheet.pdf. Link checked 20.3.2006. 
[Preece et al., 1994] Preece J., Rogers Y., Sharp H., Benyon D., Holland S. & Carey T. Human-Computer 
Interaction. Addison Wesley. 1994 
[Raento et al., 2005] Raento M., Oulasvirta A., Petit R.& Toivonen H. ContextPhone - A prototyping platform for 
context-aware mobile applications, IEEE Pervasive Computing, 4 (2), 2005, pp. 51-59. 
[Rieck, 1996] Rieck A. Aspects of User Interfaces in Mobile Environments. In Workshop IMC’96 Information 
Visualization and Mobile Computing, Rostock, Germany, 1996 
[Ripeanu, 2001] Ripeanu M. Peer-to-Peer Architecture Case Study: Gnutella Network. In Proceedings of the First 
International Conference on Peer-to-Peer Computing (P2P’01), 2001, pp. 99-100. 
[Robertson et al., 1991] Robertson G., Mackinlay J. D., & Card S. K. Cone Trees: Animated 3D Visualizations of 
Hierarchical Information. In Proceedings of the SIGCHI conference on Human factors in computing systems 
(CHI) New Orleans, Louisiana, United States, ACM Press, 1991, pp. 189-194. 
[Robertson et al., 1996] Robertson S., Wharton C., Ashworth C., Franzke M. Dual Device User Interface Design: 
PDAs and Interactive Television. In Proceedings of the SIGCHI conference on Human factors in computing 
systems (CHI) 1, Vancouver, British Columbia, Canada, ACM Press, 1996, pp. 79-86. 
[Robertson et al., 1998] Robertson G., Czerwinski M., Larson K., Robbins D., Thiel D., & van Dantzich M. Data 
Mountain: Using spatial memory for document management. In Proceedings of the 11th annual ACM symposium 
on User interface software and technology (UIST), ACM Press, 153-162. 
[Roimela, 2001] Roimela, K. 3D Graphics in Mobile Terminals. M.Sc. Thesis, Tampere University of Technology, 
Finland, 2001. 
[Romano et al., 1999] Romano Jr. N.C., Roussimov D., Nunamaker Jr. J.F., & Hsinshun C. Collaborative 
Information Retrieval Environment: Integration of Information Retrieval with Group Support Systems. In 
Proceedings of the 32nd Hawaii International Conference on System Sciences, 1999, pp. 1-10. 
[Rosenberg, 1998] Rosenberg R. Computing without Mice and Keyboards: Text and Graphic Input Devices for 
Mobile Computing. Doctoral Dissertation, Department of Computer Science, University of London, 1998. 
[Rubin, 1994] Rubin J. Handbook of Usability Testing: How to Plan, Design, and Conduct Effective Tests. John 
Wiley & Sons. 
[S60a] Series 60.com.Series 60 Overview. Available as http://www.s60.com/life/thisiss60/overviewS60. Link 
checked 18.05.2006. 
[S60b] Series 60.com.Series 60. S60 UI style guide. Available as http://series60.com/file?id=268. Link checked 
18.05.2006 
[S60c] Series 60.com.Series 60 platform 3rd edition overview. Available as 
http://series60.com/pics/pdf/Series_60_Platform_3rd_Edition_Overview_Oct05.pdf. Link checked 
18.05.2006 
[Salminen et al., 2005] Salminen I., Lehikoinen J., & Huuskonen P. Developing an Extensible Mobile Metadata 
Ontology. In Proceedings IASTED conference of Software Engineering and Applications (SEA), ACTA Press, 
2005, pp. 266-272. 
 170 
[Sarkar et al., 1993] Sarkar M., Snibbe S., Tversky O. & Reiss S. Stretching the Rubbersheet: A Metaphor for 
Viewing Large Layouts on Small Screens. In Proceedings of the 6th annual ACM symposium on User interface 
software and technology (UIST '93), Atlanta, Georgia, United States, ACM Press, 1993, pp. 81-91. 
[Sarvas, 2005] Sarvas R. User-centric Metadata for Mobile Phones. In Pervasive Image Capture and Sharing 
Workshop. Ubicomp 2005, Tokyo Japan., 2005. Avilable as 
http://pong.hiit.fi/dcc/papers/Sarvas_UserCentricMetadata_final.pdf. Link checked 21.3.2006. 
[Sawhney & Schmandt, 1998] Sawhney N. & Schmandt C. Speaking and listening on the run: design for wearable 
audio computing. In Proceedings of the Second International Symposium on Wearable Computers (ISWC), 
Pittsburgh, Pennsylvania, USA, IEEE Computer Society Press, 1998, pp. 108–115 
[Sawhney & Schmandt, 2000] Sawhney N. & Schmandt C. Nomadic radio: speech and audio interaction for 
contextual messaging in nomadic environments. ACM Transactions on Computer-Human Interaction (TOCHI) 
7(3), 2000, pp. 353–383 
[Schlit et al., 1994] Schilit B., Adams N., & Want R. Context-Aware Computing Applications. In Proceedings of 
the Workshop on Mobile Computing Systems and Applications (MCSA'94), Santa Cruz, California, IEEE 
Computer Society Press, 1994, pp. 85–90 
[Schmidt et al., 1999] Schmidt A., Aidoo K., Takaluoma A., Tuomela U., Van Laerhoven K., & Van de Velde W. 
Advanced Interaction in Context. In Proceedings of International Symposium on Handheld and Ubiquitous 
Computing (HUC'99), Karlsruhe, Germany, Springer Verlag, 1999, pp.89–101 
[Schollmeier, 2002] Schollmeier R.A. Definition of Peer-to-Peer Networking for the Classification of Peer-to-Peer 
Architecture and Applications. In Proceedings of the Second International Conference on Peer-to-Peer 
Computing (P2P’02), 2002, pp. 101-102. 
[Van Setten et al., 1997] van Setten M, van der Veer G.C, & Brinkkemper S. Comparing interaction design 
techniques: a method for objective comparison to find the conceptual basis for interaction design. In Proceedings 
of the conference on Designing interactive systems (DIS), ACM Press, 1997, pp. 349 – 357. 
[SGI] SGI. File System navigator. Available at http://www.sgi.com/fun/freeware/3d_navigator.html. Last 
checked Jul 29, 2004. 
[Shneiderman, 1996] Shneiderman B. The Eyes Have It: A Task by Data Type Taxonomy for Information 
Visualizations. In Proceedings of IEEE Workshop of Visual Languages’96, Boulder, Colorado, USA. IEEE 
Computer Society Press, 1996, pp. 336–343 
[Shneiderman, 1998] Shneiderman, Ben. Designing the User Interface (2nd edition). Addison Wesley, 1998 
[Singh, 2001] Singh M.P. Peering at Peer-to-Peer Computing. IEEE Internet Computing 5(1), 2001, pp. 4-5. 
[Singh, 2002] Singh P. The Open Mind Common Sense project. MIT Media Lab, 2002. Available as 
http://www.kurzweilai.net/meme/frame.html?main=/articles/art0371.html. Last checked Jan 30, 2004. 
[Sorvari et al., 2004] Sorvari A., Jalkanen J., Jokela R., Black A., Koli K., Moberg M. & Keinonen T. Usability 
issues in utilizing context metadata in content management of mobile devices. In Proceedings of the Third Nordic 
Conference on Human-computer interaction, 2004, pp.357-363 
[Spink et al., 1999] Spink A., Bateman J., & Jansen B.J. Searching the Web; a survey of Excite users. Internet 
research: Electronic Networking Applications and Policy 9(2), 1999, pp.117-128. 
[Spink et al., 2001] Spink A., Wolfram D., Jansen B.J., & Saracevic T. Searching the Web: The public and their 
queries. Journal of the American Society for Information Science and Technology 52(3), 2001, pp. 226-234. 
[Starner et al., 1998] Starner T., Schiele B. & Pentland A. Visual Contextual Awareness in Wearable Computing. 
In Proceedings of the Second International Symposium on Wearable Computers (ISWC), Pittsburgh, 
Pennsylvania, USA, IEEE Computer Society Press, 1998, pp. 50–57 
[Stasko et al., 2000] Stasko J., Catrambone R., Guzdial M. & McDonald K. An evaluation of space-filling 
information visualizations for depicting hierarchical structures. International Journal of Human Computer 
Studies 53(5), 2000, pp. 663-694. 
[Suh et al., 2002] Suh B., Woodruff A., Rosenholtz R. & Glass A. Popout Prism: Adding Perceptual Principles to 
Overview+Detail Document Interfaces. In Proceedings of ACM Conference on Human Factors and Computing 
Systems (CHI), Minneapolis, Minnesota USA, ACM Press, 2002, pp. 251–258. 
[Sun et al., 2002] Sun Y., Zhang H., Zhang L., & Li M. MyPhotos: a system for home photo management and 
processing. In Proceedings of the 10th ACM international conference on Multimedia, Juan-les-Pins, France, 
ACM Press, 2002, pp. 81 – 82. 
[Suomela & Lehikoinen, 2000] Suomela R. & Lehikoinen J. Context Compass. In Proceedings of the 4th 
International Symposium on Wearable Computers (ISWC), Atlanta, Georgia USA, IEEE Computer Society Press, 
2000, pp. 147–154. 
 171 
[Suomela & Lehikoinen, 2004] Suomela R. & Lehikoinen J. Taxonomy for Visualizing Location-Based 
Information. Virtual Reality 8(2), Springer Verlag, June 2004, pp. 71-82 
[Suomela et al., 2001] Suomela R., Lehikoinen J., & Salminen I. A System for Evaluating Augmented Reality User 
Interfaces in Wearable Computers. In Proceedings of the Fifth International Symposium on Wearable 
Computers (ISWC), IEEE Computer Society, 2001, pp.77-84. 
[Tokunaga et al., 2005] Tokunaga E.,Kimura H., Kobayashi M. & Nakajima T. Virtual tangible widgets: seamless 
universal interaction with personal sensing devices. In Proceedings of the 7th international conference on 
Multimodal interfaces (ICMI), Torento, Italy, ACM Press, 2005, pp. 325 - 332. 
[Tähti et al., 2004] Tähti M, Rautio V-M. & Arhippainen L. Utilizing context-awareness in office-type working life. 
In Proceedings of the 3rd international conference on Mobile and ubiquitous multimedia, ACM Press, 2004, pp. 
79 – 84. 
[UIQ] UIQ Technology. UIQ 2.1 Product Description. Avilable as 
http://www.uiq.com/uiq/main.nsf/0/03C8C2EB84DF8706C1256F00005D94CD/$FILE/UIQ%202.1%20Produ
ct%20Description%20REV%201.00.pdf. Lin checked 15.01.2006 
[UPnP] Universal Plug and Play Forum, Understanding UPnP™: A White Paper. Available as 
http://www.upnp.org/download/UPNP_UnderstandingUPNP.doc. Link checked 12.01.2006 
[Viega et al., 1996] Viega J., Conway M. J., Williams G. & Pausch R. 3D Magic Lenses. In Proceedings of the 9th 
annual ACM symposium on User interface software and technology (UIST), Seattle, Washington, United States, 
ACM Press, 1996, pp. 51-58. 
[Voida et al., 2005] Voida A., Grinter R.E., Ducheneaut N., Edwards K.W., & Newman M.W. Listening in: 
practices surrounding iTunes music sharing. In Proceedings of the SIGCHI conference on Human Factors in 
computing systems (CHI), Portland, Oregon, USA, ACM Press, 2005, pp. 191-200. 
[Want et al., 1992] Want R., Hopper A., Falcão V., & Gibbons J. The Active Badge Location System. ACM 
Transactions on Information Systems 10 (1), 1992, pp. 91–102 
[Ware & Frank, 1996] Ware, C., and Franck, G. Evaluating stereo and motion cues for visualizing information 
nets in three dimensions. ACM Transaction on Graphics 15(2), 1996, pp. 121-139. 
[Waters, 2001] Waters J.K. Peer-to-peer computing: The new old thing. Application Development Trends 8(1), 
2001, pp. 20-27. 
[Weiser, 1993] Weiser, M. Some Computer Science Issues in Ubiquitous Computing. Communications of ACM 
36(7), 1993, pp. 74-83. 
[Wiley, 2001] Wiley B. Interoperability through Gateways. In Peer-to-peer: Harnessing the Power of Disruptive 
Technologies (ed. Oram A.) O’Reilly & Associates, 2001, pp. 381-392. 
[Wilhelm et al., 2004] Wilhelm A., Takhteyev Y., Sarvas R., Van House N. & Davis M. Photo Annotation on a 
Camera Phone. In Proceedings of ACM Conference on Human Factors and Computing Systems (CHI), Vienna, 
Austria, ACM Press, 2004, pp. 1403 - 1406 
[Wilson, 1981] Wilson T.D. On User Studies and Information Needs. Journal of Documentation 37(1), 1981, pp. 3 
- 15 
[X10] X-10 Resource and Technology Forum. Available as http://www.x10.org/aboutx10.html. Link checked 
21.8.2003. 
[Yates et al., 2003] Yates A., Etzioni O., & Weld D. A reliable natural language interface to household appliances. 
In Proceedings of the 2003 international conference on Intelligent user interfaces (IUI), Miami, Florida, United 
States. ACM Press, 2003, pp. 189-196. 
[Yin, 2002] Yin  R.K. Case Study Research: Design and Methods (3rd edition). Applied research methods series, 
Vol.5., Sage Publications, 2002. 
