Inferring the most probable explanation to a set of variables, given a partial observation of the remaining variables, is one of the canonical computational problems in Bayesian networks, with widespread applications in AI and beyond. This problem, known as MAP, is computationally intractable (NP-hard) and remains so even when only an approximate solution is sought. We propose a heuristic formulation of the MAP problem, denoted as Inference to the Most Frugal Explanation (MFE), based on the observation that many intermediate variables (that are neither observed nor to be explained) are irrelevant with respect to the outcome of the explanatory process. An explanation based on few samples (often even a singleton sample) from these irrelevant variables is typically almost as good as an explanation based on (the computationally costly) marginalization over these variables. We show that while MFE is computationally intractable in general (as is MAP), it can be tractably approximated under plausible situational constraints, and its inferences are fairly robust with respect to which intermediate variables are considered to be relevant.
Introduction 1
Abduction or inference to the best explanation refers to the process of 2 finding a suitable explanation (the explanans) of observed data or phenom-3 1 Other relationships have been proposed that compete in providing 'sufficiently rational' relations between observed phenomena and their explanation that can be used to describe why we judge one explanation to be preferred over another [28, 44] . Examples include maximum likelihood [29] , which does not take the prior probabilities of the hypotheses into account, the conservative Bayesian approach [6] , generalized Bayes factor [66] , and various Bayesian formalisms of coherence theory [5, 15, 26, 49] . While the posterior probability of such explanations is not the deciding criterion to prefer one explanation over another, it is typically so that explanations we consider to be good for other reasons also have a high posterior probability compared to alternative explanations [27, 44] . ticular inference query [14] . We propose to utilize this property of Bayesian tion (MSE) formalism [35] where there is no marginalization at all, i.e., all As an example, consider that a high breathing pressure was detected
140
(PRSS = high) and that minute ventilation was low (MINV = low); all 141 other observable variables take their default (i.e., non-alarming) value. From 142 these findings a probability of 0.92 for the diagnosis 'kinked tube' (KINK = 143 2 See, e.g., http://www.cs.huji.ac.il/site/labs/compbio/Repository/ true) can be computed. Likewise, we can compute that the most probable joint explanation for the diagnostic variables, given that PCWP (pulmonary 145 capillary wedge pressure) and BP (blood pressure) are high, is that HYP 146 = true (hypovolemia, viz., loss of blood volume) and all other diagnostic 147 variables are negative. This joint value assignment has probability 0.58. The 148 second-best explanation (all diagnostic variables are negative, despite the 149 two alarming conditions) has probability 0.11. 
Complexity theory

151
In the remainder, we assume that the reader is familiar with basic con-152 cepts of computational complexity theory, such as Turing Machines, the com-153 plexity classes P and NP, and intractability proofs. For more background we 154 refer to classical textbooks like [22] and [50] . In addition to these basic con-155 cepts we will introduce concepts that are in particular relevant to Bayesian 
206
For readability, we will liberally mix integer and rational parameters in the 207 remainder. 
Most Frugal Explanations
209
In real-world applications there are many intermediate variables that are 210 neither observed nor to be explained, yet may influence the explanation.
211
Some of these variables can considerably affect the outcome of the abduction 212 process. Most of these variables, however, are irrelevant as they are not 213 expected to influence the outcome of the abduction process in all but maybe 214 the very rarest of cases [14] . To compute the most probable explanation of is, take their prior or conditional probability distribution into account. This 217 seems like a waste of computing resources in cases where we might as well 218 have assigned an arbitrary value to these variables and still arrive at the 219 same explanation.
220
One way of ensuring tractability of inference may be by ' we might take into account, for example whether he has to change trains.
258
A whole lot of variables are typically not taken into account because they 259 are normally not relevant in most of the cases, for example the color of Mr.
260
Jones's coat, or whether walked on the left or right pavement in 11th Street.
261
Only in the awkward coincidence that Mr. Jones was in the wrong place at 262 the wrong time they become relevant to explain why he is not at work.
263
Our approach is not to reduce the network to only include those interme- for which argmax h Pr(h, e, i, i) is not identical for all i ∈ Ω(I).
376
As computing the relevance of a variable I is NP-hard, i.e., intractable Note that the size of the effect on the probability distribution of H is not taken into account here, only that the distribution alters sufficiently enough for the most probable joint value assignment to 'flip over' to a different value.
based on heuristics, previous knowledge, or by approximating the relevance, i.e., a value assignment e to the evidence nodes E.
387
Example 5. Let, in the ALARM network, pulmonary capillary wedge pres- 
Complexity Analysis
407
To assess the computational complexity of MFE, we first define a decision . . . As an example, consider the formula candidate assignments to the explanation set; solving an inference problem over the variables in the set I + , and deciding upon a threshold of the joint value assignments to the set I − . While the 'selecting' aspect is typically associated with problems in NP, 'inference' and 'threshold testing' are typically associated with problems in PP. Hence, as these three sub-problems work on top of each other, the complexity class that corresponds to this problem is NP
Figure 3: Example of the construction of B ϕex for the Boolean formula
Proof. of joint value assignments x M 2 to X M 2 . We conclude that the corre- A measure on the probability distribution [42], denoting the probability that for a given evidence set E with evidence e and explanation set H, two random joint value assignments i 1 and i 2 to the irrelevant variables I − would yield the same most probable explanations.
Decisiveness is high if a robust majority of the joint value assignments to I − yields a particular most probable explanation. Choose i ∈ I − at random
3:
Determine h = argmax h Pr(H = h, i, e)
4:
Collate the joint value assignments h 5: end for 6: Decide upon the joint value assignment h maj that was picked most often 
Simulations
585
In Section 3 we illustrated, using the ALARM example, that computing 586 MFE can give similar results as when MAP is computed, while requiring 587 less variables to be marginalized over. In this section, we will simulate MFE 588 on random graphs to obtain empirical results to support that claim. We 589 will also illustrate that, in order to obtain a good explanation using only 590 few samples, the decisiveness of the probability distribution indeed must be 
Method
599
We generated 100 random Bayesian networks, each consisting of 40 vari- 
MAP distribution
Figure 4: MAP distribution and MFE results for the 16 most probable joint value assignments of one of the random networks (#99) for a particular set of relevant intermediate variables, using 1000 samples. The light gray bar denotes the cumulative MFE result of the five most probable joint value assignments. Note that the most probable joint value assignment (which has a probability of 0.0131) is also the most frugal explanation, as it is the MAP for about 40% of the joint value assignments to the irrelevant intermediate variables. The 'second-best MAP', while it has a relative high posterior probability, is always 'second-best': there are no joint value assignments to the irrelevant intermediate variables in which this particular explanation has the highest probability. There are other explanations, with a lower posterior probability, that become the most probable explanation for some particular value assignments to these irrelevant intermediate variables. Note that in this situation there is no error as the most probable and most frugal explanation are identical.
Tracking Truth
619
We compared the MAP explanation with the MFE explanation using 100 
MAP distribution
Figure 5: A similar plot as in Figure 4 , but in this random network (#68) the most frugal explanation is the second most probable explanation, yielding a difference between the 'marginalizing' and the 'sampling' approach. Note, however, that both explanations are almost as good: they differ in a single variable, and the probability ratio is 0.965, meaning that the probability of the most frugal explanation is only slightly lower than the probability of the most probable explanation. probable explanation, and (3) the ratio of the MFE probability and the MAP 631 probability, indicating the proportion of probability mass that was allocated 632 to the MFE explanation. how likely it is that an arbitrary singleton sample will yield an explanation 640 with the maximum, respectively a relatively high, posterior probability.
641
The results are summarized in Table 2 and Figure 6 . The scatter plots 642 in Figure 6 Table 2 : Overview of simulation results. In this simulation the partition between relevant and irrelevant variables was varied and ranged from 'none' (all variables are irrelevant), 'best 5' (the five variables with the highest relevance are deemed relevant, to a relevance threshold between 0.50 and 0.00, yielding an average I + size between 11.32 and 16.35.
Number of Samples
651
As shown in Section 3.3, approximating the MFE (i.e., finding the ex- 
MAP distribution
Figure 7: This plot shows part of the MAP distribution and MFE results using 1000 samples for a random network (#93) with a very steep distribution of the MFE explanations. This network is strongly skewed towards the most probable explanation which is picked in 83% of the samples, so that an arbitrary singleton sample is quite likely to be the MFE; we can be guaranteed to obtain the most frugal explanation with 95% confidence by generating thirteen samples and decide which explanation is most often picked. Even a single sample is guaranteed to correspond to one of the five most probable examples.
However, even when there is no explanation which stands out, the sam-663 pling algorithm can still give good results. In Figure 9 we show a typical No explanation really stands out; the most frugal explanation being picked in just over 3% of the samples. In this network, that is not at all skewed towards any particular explanation, an arbitrary sample can have a low posterior probability, and we will need a massive number of samples to decide with reasonable confidence about which explanation is the MFE.
Other parameters 671
Obviously, the I + /I − partition influences the quality of the MFE solution tion set, the average probability of each of them is lower, and so it is expected 681 that the average probability of the most probable explanation is also lower.
682
The results of the correlation analysis are shown in Table 3 , and can be 
MAP distribution
Figure 9: This plot shows part of the MAP distribution and MFE results using 1000 samples for a random network (#70) where three explanations are often picked as the most probable, and quite some samples are needed to decide on the most frugal explanation with confidence. However, since one of these three (almost equally probable) most probable explanations is picked in 61% of the samples, we can expect that few samples, possibly just a singleton sample, may return a quite good explanation.
probability of the most probable explanation (MPE) correlates with the ratio 685 between probability of MPE and probability of MFE. There is a weak corre-686 lation between explanation set size and rank, and a weak negative correlation 687 between probability of MPE and rank: the bigger the explanation size, the 
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. . . . we will find the MFE in about 40% of the cases, and an explanation that is 737 one of the five best in about 60% of the cases.
Conclusion
738
In future work we wish to investigate the possible explanatory power 
