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WEB CALCULUS AND TILTING MODULES IN TYPE C2
ELIJAH BODISH
ABSTRACT. Using Kuperberg’s B2/C2 webs, and following Elias and Libedinsky, we describe
a ”light leaves” algorithm to construct a basis of morphisms between arbitrary tensor products
of fundamental representations for so5 ∼= sp4 (and the associated quantum group). Our argu-
ment has very little dependence on the base field. As a result, we prove that when [2]q 6= 0,
the Karoubi envelope of the C2 web category is equivalent to the category of tilting modules
for the divided powers quantum group UZq (sp4).
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0. INTRODUCTION
Let g be a complex semisimple Lie algebra and let Rep(g) denote the category of finite
dimensional modules for g. By Weyl’s theoremRep(g) is a semisimple category, so its Morita
equivalence class is determined by the number of simple objects. The finite dimensional
simple g modules are in bijection with the dominant integral weights. If we denote the set
of dominant integral weights for g by X+, then this bijection can be realized as λ ∈ X+ 7→
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2 ELIJAH BODISH
L(λ) ∈ Rep(g). Where L(λ) is the irreducible of highest weight λ. For any semisimple
Lie algebra, the set X+ is countably infinite. By elementary set theory, if g′ is any other
semisimple Lie algebra, then there is a bijection X+ ∼= X ′+. Thus, Rep(g) ∼= Rep(g′) as
abelian categories.
A Lie algebra acts on the tensor product of two representations, so Rep(g) is a monoidal
category. Viewing Rep(g) as a monoidal semisimple category, we capture much more in-
formation about g (the amount of information can be made precise through Tannaka-Krein
duality). One then may ask for a presentation by generators and relations of the monoidal
category (Rep(g),⊗). The modern point of view on this problem is to find a combinatorial
replacement for Rep(g) and then use planar diagrammatics to describe the combinatorial
replacement by generators and relations.
By combinatorial replacement, we mean a full subcategory of Rep(g) monoidally gener-
ated by finitely many objects, such that all objects in Rep(g) are direct sums of summands of
objects in the subcategory. We will focus on the combinatorial replacement Fund(g), which
is the full subcategory of Rep(g) monoidally generated by the irreducible modules L($) for
all fundamental weights $. Note that Fund(g) is not an additive category.
We use the terminology g−webs to refer to a diagrammatic category equivalent toFund(g).
The history of g-webs begins with the Temperley-Lieb algebra [19] for sl2 and Kuperberg’s
”rank two spiders” [10] for sl3, sp4 ∼= so5, and g2. Kuperberg’s student Kim gave a conjectural
presentation for sl4-webs [9], and then Morrison gave a conjectural description of sln-webs.
Proving that the diagrammatic category was equivalent to Fund(sln) proved difficult, but
was eventually carried out by Cautis, Kamnitzer, and Morrison using Skew-Howe duality
[2]. Recently a conjecture for what to use as sp6 webs has appeared in a preprint by Rose and
Tatham for sp6 [15] (the author independently found a different but equivalent description
of sp6-webs in unpublished work).
The category of g-webs turn out to have q deformations, and to have an integral form,
which we denote by Dg, over Z[q, q−1] (or Z[q, q−1] localized at [m]q for some integer m).
On the representation theory side we have Lusztig’s divided powers form of the quantum
group, denoted UZq (g). This algebra has modules V Z($), which are integral versions ofL($),
for each fundamental weight. The full subcategory monoidally generated by the modules
V Z($) will be denoted Fund(UZq (g)).
Let k be a field and let q ∈ k×. Now we can specialize the integral versions of both the di-
agrammatic category and the combinatorial replacement category to k. It is natural to ask if
these two categories are equivalent. An answer to this question seems to have first appeared
in a paper of Elias [3]. Elias takes ideas from Libedinsky’s work [11] on constructing bases
for maps between Soergel bimodules, and constructs a basis for the diagrammatic category
Dsln over Z[q, q−1]. Then Elias argues that k⊗Dsln is equivalent to k⊗Fund(UZq (sln)) for any
field k and parameter q. More recently, by interpreting sln-webs in terms of the Schur alge-
bra, Brundan, Entova-Aizenbud, Etingof, and Ostrik [1] were able to use results of Donkin
to reprove that k⊗Dsln is equivalent to k⊗ Fund(UZq (sln)) for any field when q = 1.
Taking all sums of summands of objects in Fund(k ⊗ UZq (g)), one obtains the category
of tilting modules Tilt(k ⊗ UZq (g)). So these results can be interpreted as k ⊗ Dsln being a
generators and relations presentation for the category of Tilting modules over k.
Kuperberg proved [10] the equivalence between D and Fund for sp4, when k = C and
q = 1 or when k = C(q). Our goal is to prove this equivalence for as many k and q as
possible.
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The present work is completely indebted to Elias’s approach, and the basis we construct
for Kuperberg’s sp4 webs is the analogue of Elias’s light ladder basis for sln-webs in [3].
However, our argument takes less effort, since we can rely on Kuperberg’s result [10] that
non-elliptic webs span Dsp4 over Z[q, q−1], and are a basis for Dsp4 over C, when q = 1.
The following theorem is the main result of the paper.
Theorem 0.1. If k is a field and q ∈ k× is such that q + q−1 6= 0, then the functor
eval : k⊗DC2 −→ Fund(k⊗ UZq (sp4)).
is a monoidal equivalence, and therefore induces a monoidal equivalence between the Karoubi envelope
of k⊗DC2 and the category Tilt(k⊗ UZq (sp4)).
Remark 0.2. If q + q−1 = 0, then the fundamental representation k ⊗ V Z($2) is not tilting.
So if one is interested in tilting objects the category Fund(g) is not the correct category to
study. Also, the category DC2 is not defined when q + q−1 = 0, because some relations have
coefficients with q + q−1 in the denominator. One could clear denominators in the relations
and obtain a category which is defined when q + q−1 = 0. However, all known proofs that
D is equivalent to Fund require fundamental representations to be tilting. So it is not clear
what the diagrammatic category would describe on the side of representation theory.
The following result follows from our main theorem, but is new even in the cases k = C,
q = 1 and k = C(q).
Theorem 0.3. Let k be a field and let q ∈ k× so that q + q−1 6= 0. The double ladder diagrams
defined in section (1.4) form a basis for the morphism spaces in k⊗DC2 .
Remark 0.4. It should be possible to reprove Kuperberg’s result that counting non-elliptic
webs (which obviously span) give the dimension of invariant spaces by adapting the argu-
ments in [3]. This paper gives half of the argument so it remains to prove that double ladder
diagrams span Dsp4 .
Currently, Victor Ostrik and Noah Snyder are working on the analogous problem for Ku-
perberg’s g2-webs. They are using methods which slightly differ from those in this paper.
The main difference is they work with a combinatorial replacement of Tilt which contains
only one of the fundamental representations (allowing them to have only one trivalent vertex
in their diagrammatic category). We plan to eventually provide details about a light ladder
basis of Fund in type G2, which will require using both generating trivalent vertices from
[10]. We believe having such a basis is important for applications.
0.1. Potential Applications. Let k = C and let q = e2pii/2`. Soergel conjectured [16] and then
proved [17] a formula for the character of a tilting module for k⊗ UZq (g) when ` > h, where
h is the Coxeter number of g.
The results of this paper allow one to adapt the algorithm in [8] from the context of Soergel
bimodules to sp4-webs. So one can compute tilting characters for the quantum group at a
root of unity as long as ` ≥ 3 (the ` = 2 case is ruled out by the assumption in our theorem
that q + q−1 6= 0). The Coxeter number of sp4 is h = 4. This means that when ` = 3,
Soergel’s conjecture for tilting characters does not apply but our diagrammatic category does
still describe tilting modules.
There should be a conjecture for the characters of tilting modules of quantum groups that
includes ` ≤ h, along the lines of Riche and Williamson’s Theorem 1.6 in [14]. The conjecture
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would relate tilting characters for the quantum group at a root of unity to parabolic, anti-
spherical Kazhdan-Lusztig polynomials. One could use sp4 webs to check this conjecture for
small weights, but we are not aware of any avenue to approach proving such a conjecture.
There are other open questions related to tilting modules when ` is large enough for the
diagrammatic category to be equivalent to the category of tilting modules, but ` is still less
than the Coxeter number. For example, what is the semisimplification of the category of
tilting modules for such `? The solution to this problem when ` > h is very well known, and
provides a wealth of examples of finite tensor categories. The main result of [1] solves the
analogous problem for gln when q = 1 and char k < h. The answer is a semisimple monoidal
category, which may have infinitely many objects, and is related to cell theory in the affine
Hecke algebra.
When Soergel’s results on tilting characters of the quantum group are known to hold,
Ostrik proved [13] that there is a bijection between cells in the antispherical module for the
affine Hecke algebra associated to B2 and thick monoidal ideals in the category of tilting
modules for k ⊗ UZq (sp4). On the other hand, a deep theorem of Lusztig [12] is that there
is also a bijection between cells in the antispherical module for affine B2 and orbits in the
nilpotent cone of SO5.
In this case, the maximal thick monoidal ideal in the category of tilting modules corre-
sponds to the ”highest” cell in the antispherical module and to the regular nilpotent orbit.
This maximal ideal coincides with the ideal of negligible morphisms, denoted by N , and
therefore the quotient Tilt(k⊗UZq (sp4))/N is what is referred to as the semisimplification of
the category of tilting modules.
Since Soergel’s result breaks down when ` < h, so does Ostrik’s. When ` = 3, we still have
a nontrivial semisimplification (this is not the case when ` = 2) and now the ”highest” cell
should be replaced by the unique reduced expression cell. The unique reduced expression
cell corresponds via Lusztig’s bijection to the sub regular nilpotent orbit Osubreg. The group
SO5 acts on this orbit by conjugation. Now, fix a point u ∈ Osubreg in the orbit. The stabilizer
of u is an algebraic group with maximal reductive quotient, denoted Gu, a two component
disconnected group with a one dimensional torus for the identity component. As an ab-
stract group Gu is an extension of Z/2 by C×. We conjecture that Gu is a split but nontrivial
extension.
Motivated by these observations, we are currently working to prove the following. Let
k = C and let q ∈ C be a primitive third root of unity. There is an equivalence of monoidal
categories Tilt(k ⊗ UZq (sp4))/N −→ Rep(C× o Z/2). Other work in progress which stems
from the results in this paper are adapting Elias’s clasp conjectures [3] and algebraic Satake
equivalence [4] to typeB2/C2. As well as finding a diagrammatic description of the category
of tilting modules when p = 2, and using the diagrammatic category to study the structure
of the monoidal ideals.
0.2. Structure of the Paper. Chapter 1: We discuss how to decompose tensor products of
representations for sp4. Then use the plethysm patterns to describe an algorithm for light
ladder diagrams. Finally we define the double ladder diagrams. Chapter 2: We define a
functor from the diagrammatic category to the representation theoretic category FundZ. Af-
ter reviewing some of the theory of tilting modules for quantum groups/reductive algebraic
groups, we interpret FundZ as an integral form of the category of tilting modules. Then we
argue that the main theorem follows from linear independence of the image of the double
ladder diagrams. Chapter 3: We argue that the double ladder diagrams are linearly indepen-
dent.
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1. LIGHT LADDERS IN TYPE C2
1.1. C2-Webs. Let A = Z[q, q−1]
[
1
[2]q
]
. Let DC2 be the A-linear monoidal category defined
as follows. The objects are words in the alphabet 1 and 2, the monoidal structure is concate-
nation of words, and the monoidal unity is the empty word. The morphisms are k-linear
combinations of colored graphs with boundary, up to isotopy and the relations recorded
below. The colors are either 1 or 2 and the only vertices are trivalent
with two edges colored 1 and the remaining edge colored 2.
FIGURE 1. The identity morphism of 1211.
FIGURE 2. A diagrammatic morphism from 12111 to 1122.
The relations on diagrams are the usual isotopy relations and the following local relations.
= − [6]q[2]q
[3]q
=
[6]q[5]q
[3]q[2]q
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= 0
= 0
= −[2]q
=
1
[2]q
+ − 1
[2]q
When k is an A-algebra, we can base change the category DC2 to k, denoted k⊗DC2 . The
category k ⊗ DC2 has the same objects as DC2 and we apply k ⊗A (−) to homomorphism
spaces.
Remark 1.1. OverA[√[2]q], the category DC2 is the B2 spider category defined by Kuperberg
in [10]. But we rescaled Kuperberg’s trivalent vertex by
1√
[2]q
. The trivalent vertex in DC2
may seem less natural since the relations now require us to insist [2]q is invertible, but when
we connect the diagrammatic category to representation theory below the rescaled trivalent
vertex in DC2 will be more natural.
Remark 1.2. We have given a presentation of this category as a pivotal category (in other
words isotopy is implicit in the relations). To give an honest generators and relations presen-
tation we would have the following generating morphisms.
Then we would impose the above relations in addition to the isotopy relations pictured be-
low.
= =
= =
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= =
Remark 1.3. We use the letter D to remind ourselves we are working in a diagrammatically
defined category. The definition of DC2 is inspired by the category Rep(sp4(C)) (C2 is the
Dynkin type of the Lie algebra sp4(C)).
1.2. Decomposing Tensor Products in Rep(sp4(C)). Let X = Z1⊕Z2 be the weight lattice
for sp4(C). The weights $1 = 1 and $2 = 1 + 2 are called the fundamental weights, and
X+ = Z≥0$1⊕Z≥0$2 is the set of dominant weights. The Weyl groupW is a Coxeter group,
generated by simple reflections s and t where
s(1) = 2 and s(2) = 1
while
t(1) = 1 and t(2) = −2
(note that stst = tsts). Furthermore, if ρ = $1 +$2, then there is a ρ-shifted dot action of W
on the weight lattice where
w · λ = w(λ+ ρ)− ρ.
Recall that Fund(sp4(C)) is the full monoidal subcategory of Rep(sp4(C)) generated by
L($1) and L($2). The decomposition
(1.1) L($1)⊗ L($1) ∼= L(2$1)⊕ L($2)⊕ L(0).
implies there is a one-dimensional space of maps between L($1) ⊗ L($1) and L($2). We
will later prove that there is a choice for this map so that sending the trivalent vertex to
the chosen map gives a well defined monoidal functor from our diagrammatic category to
Fund(sp4(C)). We will then work even harder to show that this functor is full and faithful.
For now we will take the equivalence on faith, and use it to guide our intuition for con-
structing a basis for Hom spaces in DC2 . We begin with a review of the following general
phenomenon in the representation theory of semisimple Lie algebras. Let λ and µ be domi-
nant integral weights. There is a direct sum decomposition
(1.2) L(λ)⊗ L(µ) ∼=
⊕
ν∈X(λ,µ)⊂wt(L(µ))
L(λ+ ν),
where wt(L(µ)) is the multiset of weights in L(µ) and X(λ, µ) is a submultiset. To determine
the set X(λ, µ) is what Fulton and Harris call plethysm [5].
The plethysm problem has a standard solution, which we will now review in the case of
sp4(C) when µ is a fundamental weight. Weyl’s character formula says that in the Grothendieck
group of Rep(sp4(C))
(1.3) [L(λ)] =
∑
w∈W
(−1)l(w)[∆(w · λ)].
In particular, every finite dimensional irreducible has a ∆ character with a unique domi-
nant ∆ factor. Using that the product on the Grothendieck group is determined by linearly
extending [V ][W ] = [V ⊗W ] we find
(1.4) [L(λ)⊗ L($i)] =
∑
w∈W
(−1)l(w)[∆(λ)⊗ L($i)].
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Using Lie’s Theorem and the following relationship between induction and tensor product
(1.5) Indgb(−)⊗W ∼= Indgb((−)⊗ ResgbW ),
one deduces that tensoring a Verma module by a finite dimensional representation results
in a new module which is filtered by Verma modules. On the level of Grothendieck groups
(1.5) means that if V is a finite dimensional representation and λ is any weight
(1.6) [∆(λ)⊗ V ] =
∑
µ∈wt(V )
[∆(λ+ µ)].
Thus,
(1.7) [L(λ)⊗ L($i)] =
∑
µ∈wt(L($i))
∑
w∈W
(−1)l(w)[∆(w · λ+ µ)].
The left hand side is a sum of finite dimensional irreducible modules. Therefore, if ν ∈
X+, the multiplicity of L(ν) in L(λ) ⊗ L($i) is the coefficient of ∆(ν) in the ∆ character of
L(λ) ⊗ L($i). The right hand side allows us to compute the ∆ character. One then checks
that for µ a weight of a fundamental representation, the only elements w ∈ W for which
w · λ+ µ could be dominant are 1, s, and t. We then deduce that
(1.8) [L(λ)⊗ L($i)] =
∑
w∈{1,s,t}
∑
µ∈wt(L($i))
w·λ+µ∈X+
(−1)l(w)[L(w · λ+ µ)].
To simplify notation, we may write L(a, b) in place of L(a$1 + b$2). After determining
when w · (a$1 + b$2) is dominant as a function of (a, b), we can use (1.8) to work out the
following formulas.
(1.9a)
L(a, b)⊗L(1, 0) ∼=

L(1, 0), if a = b = 0
L(a+ 1, 0)⊕ L(a− 1, 1)⊕ L(a− 1, 0), if a ≥ 1, b = 0
L(1, b)⊕ L(1, b− 1), if a = 0, b ≥ 1
L((a+ 1, b)⊕ L(a− 1, b+ 1)⊕ L(a− 1, b)⊕ L(a+ 1, b− 1), if a ≥ 1, b ≥ 1
(1.9b)
L(a, b)⊗L(0, 1) ∼=

L(0, 1), if a = b = 0
L(0, b+ 1)⊕ L(2, b− 1)⊕ L(0, b− 1), if a = 0, b ≥ 1
L(1, 1)⊕ L(1, 0), if a = 1, b = 0
L(1, b+ 1)⊕ L(1, b)⊕ L(3, b− 1)⊕ L(1, b− 1), if a = 1, b ≥ 1
L(a, 1)⊕ L(a, 0)⊕ L(a− 2, 1), if a ≥ 2, b = 0
L(a, b+ 1)⊕ L(a+ 2, b− 1)⊕ L(a, b− 1)⊕ L(a, b)⊕ L(a− 2, b+ 1), if a ≥ 2, b ≥ 1
Each direct sum decomposition is multiplicity free so the decomposition into irreducible
summands is canonical.
Notation 1.4. We will write L(1) = L($1) = L(1, 0) and L(2) = L($2) = L(0, 1) as well as
wt 1 = $1 and wt 2 = $2. Also, for a sequence w = (w1, ..., wn), wi ∈ {1, 2} we will write
L(w) = L(w1)⊗ ...⊗ L(wn).
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Fix a sequence w = (w1, ..., wn), wi ∈ {1, 2}. If we begin with L(∅) = C and tensor with
L(w1), there is only one irreducible summand. This summand corresponds to the dom-
inant weight in wtL(w1), which we record as µ1. Then we tensor L(w1) by L(w2) and
note that L(w1) ⊗ L(w2) contains L(µ1) ⊗ L(w2) as a summand. Choose a summand of
L(µ1) ⊗ L(w2) and record this choice by the weight µ2 ∈ wtL(w2) so that the chosen sum-
mand is isomorphic to L(µ1 + µ2). Next, we tensor L(w1) ⊗ L(w2) by L(w3), observe that
L(w1)⊗L(w2)⊗L(w3) contains a summand isomorphic to L(µ1 +µ2)⊗L(w3), and choose a
weight µ3 ∈ wtL(w3) so that L(µ1 + µ2 + µ3) is a summand of L(µ1 + µ2)⊗ L(w3). Iterating
this procedure, we end up with a sequence of weights (µ1, ..., µn) and a summand in L(w)
isomorphic to L(µ1 + ...+µn). Furthermore, all summands of L(w) can be realized uniquely
as the end result of the process we just described.
Definition 1.5. Let w = (w1, ..., wn) with wi ∈ {1, 2}. A sequence (µ1, ..., µn) where µi ∈
wt(L(wi)) is a dominant weight subsequence of w if
(1) µ1 is dominant.
(2) L(µ1 + ...+ µi−1 + µi) is a summand of L(µ1 + ...+ µi−1)⊗ L(wi)
If we write E(w) for the set of all dominant weight subsequences of w, then
(1.10) L(w) := L(w1)⊗ ...⊗ L(wn) ∼=
⊕
(µ1,...,µn)∈E(w)
L(µ1 + ...+ µn).
In particular, if we denote the multiplicity of L(λ) as a summand of L(w) by [L(λ) : L(w)]
and write
(1.11) E(w, λ) := {(µ1, ..., µn) ∈ E(w) : µ1 + ...+ µn = λ},
then
(1.12) [L(λ) : L(w)] = #E(w, λ).
We have arrived at an inductive procedure with which we can find the multiplicities
[L(λ) : L(w)]. Using (1.9) compute all dominant weight subsequences of w, then count
the number of subsequences which sum to λ. The inductive procedure, rather than a closed
form formula for [L(λ) : L(w)], is what will be useful in the rest of the paper.
To motivate the light ladders algorithm in the next section, we outline a construction of
a basis of homomorphism spaces in the category Fund(sp4(C)). Let u = (u1, ..., un) be a
sequence with ui ∈ {1, 2}. Recall that by Weyl’s theorem and Schur’s lemma
(1.13) dim Homsp4(C)(L(w), L(u)) =
∑
λ∈X+
[L(λ) : L(w)][L(λ) : L(u)].
Fix λ ∈ X+, and suppose that (µ1, ..., µm) ∈ E(w, λ). For i = 1, ...,m there is a projection
map P(µ1,...,µi) : L(w1)⊗ ...⊗ L(wi) −→ L(µ1 + ...+ µi). The map P(µ1,...,µi) is the projection
P(µ1,...,µi−1) : L(w1) ⊗ ... ⊗ L(wi−1) −→ L(µ1 + ... + µi−1) postcomposed with the projection
pµi : L(µ1 + ...+ µi−1)⊗L(wi) −→ L(µ1 + ...+ µi). The maps P(µ1,...,µn) are built inductively
out of the pµi ’s in a way that is analogous to how we will define light ladder maps in terms
of elementary light ladders.
Let (ν1, ..., νn) ∈ E(v, λ). Now, for i = 1, ..., n there are inclusion maps I(ν1,...,νi) : L(ν1 +
... + νi) −→ L(u1) ⊗ ... ⊗ L(ui). The inclusion map I(ν1,...,νn) : L(λ) −→ L(u) is analogous
to what we will call upside down light ladder maps. Composing the projection with the
inclusion we get a map I(ν1,...,νn) ◦ P(µ1,...,µm) : L(w) −→ L(u), factoring through L(λ). We
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will define double ladders as the composition of a light ladder and an upside down light
ladder, in analogy with the I ◦ P ’s.
Since [L(λ) : L(w)] = E(w, λ) and [L(λ) : L(u)] = E(u, λ), the maps
(1.14)
⋃
λ∈X+
(µ1,...,µm)∈E(w,λ)
(ν1,...,νn)∈E(u,λ)
{I(ν1,...,νn) ◦ P(µ1,...,µm)}
form a basis in Homsp4(C)(L(w), L(u)). We will eventually argue that double ladders are also
a basis for this homomorphism space.
Remark 1.6. The projection and inclusion maps we discuss here are not the image inFund(sp4(C))
of the light ladders diagrams. There are at least two reasons for this. One reason is that the
object L(λ) is not in the category Fund(sp4(C)), so we have to construct light ladder maps
not from L(w) to L(λ), but from L(w) to L(x) where wtx = λ. Another reason is that we
want to construct a basis for the diagrammatic category which descends to a basis in Fund
for fields other than C. Over other fields the representation theory is no longer semisimple
so L(λ) may not be a summand of L(w). There will still be the same number of maps from
L(w) to a suitable version of L(λ) but they may not be inclusions and projections.
There is more than an analogy between the maps just discussed and the diagrammatic
morphisms constructed below. To make the analogy precise means we should discuss clasps
[10][3]. Since clasps are not necessary for this paper, we will wait to discuss them in a follow
up paper.
1.3. Light Ladders Algorithm. Now we define some morphisms in the diagrammatic cate-
gory.
Definition 1.7. An elementary light ladder (diagram) is one of the following diagrams in
DC2 .
L(−1,0) L(1,−1) L(−1,1) L(1,0)
L(0,−1) L(−2,1) L(0,0) L(2,−1) L(0,1)
Definition 1.8. A neutral (diagram) is any diagram which is the horizontal and/or vertical
composition of identity maps and the following basic neutral diagrams.
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FIGURE 3. A neutral diagram from 112221 to 221211.
Given an object w = (w1, ..., wn) inDC2 and (µ1, ..., µn) a dominant weight subsequence of
w, we will describe an algorithm to construct a diagram with source w and target any object
v in DC2 such that if
(1.15) L(v) = L(v1)⊗ ...⊗ L(vm),
then wt v1 + ...+ wt vm = µ1 + ...+ µn. This diagram will be denoted LL
v
w,(µ1,...,µn)
.
We define the diagrams inductively, starting by defining LL∅∅,(∅) to be the empty diagram.
Suppose we have constructed LLuw≤n−1,(µ1,...,µn−1), where wt(u) = µ1 + ... + µn−1. Then we
define
(1.16) LLvw,(µ1,...,µn) = N
v
? ◦ (id⊗Lµn) ◦
(
N?u ⊗ id
)
◦
(
LL
u
w≤n−1,(µ1,...,µn−1)
⊗ idwn
)
where N?? is a neutral diagram with appropriate source (subscript) and target (superscript).
The following schematic is key to understanding this algorithm.
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FIGURE 4. A schematic for the inductive definition of a light ladder diagram
To further aid the readers understanding of the light ladders construction we give an ex-
ample and some clarifying comments.
FIGURE 5. A light ladder diagram LL1121212,((0,1),(1,−1),(−1,0),(2,−1)).
Our convention of rectangles and trapezoids is to indicate whether a diagram is a neutral
diagram or a diagram of the form id⊗ elementary light ladder diagram. We omitted the
first step corresponding to µ = (0, 1). In practice we omit all steps which correspond to
the highest weights (1, 0) and (0, 1) since the corresponding elementary light ladder is the
identity diagram.
The reason we need neutral diagrams is that the elementary light ladder maps have fixed
source and target. As a result one can construct LLuw≤n−1,(µ1,...,µn−1), then see that L(µn) a
summand of L(µ1 + ...+ µn−1)⊗ L(wn), but still not guarantee there is an object y in DC2 so
that ywn is the source of id⊗Lµn .
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FIGURE 6. An example of what can go wrong without neutral maps.
Lemma 1.9. Let (µ1, ..., µn) be a dominant weight subsequence of w (in particular, L(µn) is a sum-
mand of L(µ1 + ...+ µn−1)⊗ L(wn)). Suppose we have constructed LLuw≤n−1,(µ1,...,µn−1). There is
an object y in DC2 and a neutral map N
y
w≤n−1 such that y ⊗ wn is the source of the map id⊗Lµn .
Proof. We will argue this for the elementary diagram L(1,−1), so µn = (1,−1) and wn = 1.
The rest of the cases being entirely analogous. From the plethysm formula (1.9) we see that
L(1,−1) being a summand of L(µ1 + ...+ µn−1) implies that, if µ1 + ...+ µn−1 = a$1 + b$2,
then b ≥ 1. Thus, in the sequence u = (u1, ..., uk) there is some k so that uk = 2. Applying
basic neutral maps we can shuffle the sequence u to a sequence which ends in 2. The target
of this neutral map will be an object y such that y ⊗ 1 is the source of id⊗L(1,−1).

FIGURE 7. Using a neutral map to fix the problem.
Remark 1.10. Given two sequences from 1 and 2 so that both sequences have the same number
of 1’s as well as the same number of 2’s, there is a neutral diagram from one to the other.
There is even a ”distinguished choice” of neutral diagram corresponding to the minimal
coset representative in the symmetric group realizing the shuffle from one sequence to the
other.
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Comparing the plethysm formula (1.9) with the elementary light ladder diagrams it is ap-
parent that dominant weight subsequences always produce a light ladder diagram. Neutral
maps from one word to another are not unique. The choice of neutral map could result in
several different light ladders diagrams for a given dominant weight subsequence. To rem-
edy this we fix a choice of neutral map for every pair of sequences which differs by a neutral
map.
1.4. Double Ladders. There is a duality D on the categoryDC2 which fixes objects and turns
diagrams upside down. We will call the diagrams of the form D(LLvw,(µ1,...,µn)) upside down
light ladder diagrams.
FIGURE 8. An upside down light ladder diagram D(LL121112121,((1,0),(1,0),(−2,1),(1,0),(2,−1),(−1,1))).
Definition 1.11. For each dominant weight λ fix a word xλ in the letters 1 and 2 correspond-
ing to a sequence of fundamental weights which sum to λ. For all words w and for each
dominant weight subsequence (µ1, ..., µn) ∈ E(w, λ), we choose one light ladder diagram
from w to xλ. From now on we denote this chosen light ladder by LLw,(µ1,...,µn). We use the
convention that if w = xλ and each µi is dominant, then we choose the identity light ladder.
Having fixed this data, we can define the double ladder diagrams (associated to this
choice of xλ’s and our choice of light ladder maps) as follows. If w and u are fixed words in
1 and 2 and λ is a dominant weight, then for (µ1, ..., µm) ∈ E(w, λ) and (ν1, ..., νn) ∈ E(u, λ)
we obtain a double ladder diagram
(1.17) LLu,(ν1,...,νn)w,(µ1,...,µm) = D(LLu,(ν1,...,νn)) ◦ LLw,(µ1,...,µm)).
FIGURE 9. A schematic for the double ladder diagram
LLw,(µ1,...,µm))
D(LLu,(ν1,...,νn))
We will write LLuw for the set of all double ladder diagrams from w to u, so
(1.18) LLuw =
⋃
λ∈X+
{
LLu,(ν1,...,νn)w,(µ1,...,µm) : (µ1, ..., µm) ∈ E(w, λ), (ν1, ..., νn) ∈ E(u, λ)
}
.
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Note that light ladders ending in xλ are double ladders, where the upside-down light ladder
happens to be the identity map.
Our next goal is to define an evaluation functor from DC2 to the category Fund(sp4),
and then to prove that the functor is an equivalence. Kuperberg’s paper [10] defines non-
elliptic B2 webs. He then points out that non-elliptic webs are an obvious spanning set of
the diagrammatic category, independent of k. The main result of that paper is the number of
non-elliptic webs equals the dimension of the invariant spaces for sp4(C). Thus,
(1.19) dim Homk⊗DC2 (w, u) ≤ dim Homsp4(C)(L(w), L(u)).
Kuperberg does not conclude whether non-elliptic webs are linearly independent for arbi-
trary k, or equivalently that the inequality in (1.19) is an equality.
We have defined a set LLuw of double ladders in DC2 , and
(1.20) #LLuw =
∑
λ∈X+
#E(w, λ)#E(u, λ) = dim Homsp4(C)(L(w), L(u)).
We want to show linear independence of the set of double ladders, or equivalently that the
inequality of dimensions in (1.19) is in fact an equality, for a general choice of base ring k.
To this end we will define an evaluation functor from the diagrammatic category k ⊗ DC2
to the representation theoretic category Fund(k ⊗ UZq (sp4)), and interpret the image of the
evaluation functor in terms of tilting modules. If we can show that the image of the double
ladder diagrams under the evaluation functor is a linearly independent set, then the double
ladder diagrams must be linearly independent in DC2 . This implies that the inequality in
(1.19) is an equality, and it follows that the evaluation functor maps a basis to a basis, so is
fully faithful.
Remark 1.12. We will outline a variation of the argument from [10] which gives us the very
important inequality (1.19). First, Kuperberg introduces a 1-labelled crossing which is a 90
degree rotation invariant endomorphism of 1 ⊗ 1. This diagram can be used to remove all
internal 2 labeled edges in our spanning set. Then Kuperberg computes local relations which
reduce triangular faces, bigons, and monogons to sums of diagrams with fewer crossings.
This means non-elliptic webs (i.e. webs with no faces having one, two, or three adjacent
edges) with no internal 2 edges span DC2 . On the other hand, the dimension of the sp4(C)
invariants in L(1)⊗2n is known [18] to be equal to the number of matchings of 2n points on
the boundary of a disc so that there is no 6-point star in the matching. One can argue that the
local condition of being non-elliptic implies the global condition of having no six point star.
Then, noting that non-elliptic diagrams have no Reidemeister moves and therefore have a
unique representative up to isotopy, it follows that there is a bijection between non-elliptic
diagrams and matchings without a 6-point star.
2. THE EVALUATION FUNCTOR AND TILTING MODULES
2.1. Defining eval on Objects. We are now going to be more precise about what represen-
tation category associated to sp4 we are considering. Our discussion of quantum groups
follows Jantzen’s book [6]. Recall that sp4(C) gives rise to a root system Φ and a Weyl group
W . We choose simple roots ∆ = {αs = 1 − 2, αt = 22}. There is a unique W invariant
symmetric form (−,−) on the root lattice ZΦ such that the short roots pair with themselves
to be 2. This is the form (i, j) = δij , restricted to the root lattice. For α ∈ Φ we define the
coroot α∨ = 2α/(α, α), in particular α∨s = αs and α∨t = αt/2 and the Cartan matrix ((α∨i , αj))
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is (
α∨s (αs) α∨s (αt)
α∨t (αs) α∨t (αt)
)
=
(
2 −2
−1 2
)
.
Now we define the algebra Uq(sp4(C)) as the C(q) algebra given by generators
Fα,Kα, Eα for α ∈ ∆,
and relations determined by the form (−,−) and the Cartan matrix. We do not reproduce
the relations, but they can be found in [6].
To simplify notation we may writeEs instead ofEαs etc. We also use the standard notation
for quantum integers: [n]v :=
vn − v−n
v − v−1 .
Recall thatA = Z[q, q−1]
[
1
[2]q
]
. Let UZq (sp4) denote Lusztig’s Z[q, q−1] integral form of the
quantum group base changed to A. Let V Z($1) denote the free Amodule with basis
(2.1) v(1,0), v(−1,1), v(1,−1), v(−1,0),
and action of UZq (sp4) given by:
(2.2) v(−1,0)
Es=1−−−→
Fs=1←−−−v(1,−1)
Et=1−−−→
Ft=1←−−−v(−1,1)
Es=1−−−→
Fs=1←−−−v(1,0).
Also, let V Z($2) denote the free Amodule with basis
(2.3) v(0,1), v(2,−1), v(0,0), v(−2,1), v(0,−1),
and action of UZq (sp4) given by:
(2.4) v(0,−1)
Et=1−−−→
Ft=1←−−−v(−2,1)
Es=1−−−→
Fs=[2]q←−−−−−
v(0,0)
Es=[2]q−−−−−→
Fs=1←−−−
v(2,−1)
Et=1−−−→
Ft=1←−−−v(0,1).
The elements Kα act on the basis vectors by
(2.5) Ks · v(i,j) = qiv(i,j) and Kt · v(i,j) = q2jv(i,j).
Our convention is that whenever we do not indicate the action of Eα or Fα they act by zero.
The action of higher divided powers on these modules can be extrapolated from the given
data.
Remark 2.1. Why are we using A instead of Z[q, q−1]? This is the one mild assumption we
need from here on. When [2]q = 0, the Weyl module k ⊗ V Z($2) is not irreducible and the
correct choice of combinatorial category seems to be the monoidal category generated by
V = L($1) and Λ2(V ). The module Λ2(V ) is an extension of the trivial module by L($2)
which splits when [2]q 6= 0 and is indecomposable when [2]q = 0.
We will define a functor eval : DC2 −→ UZq (sp4)-mod. The functor eval will send 1 to
V Z($1) and send 2 to V Z($2). The algebra UZq (sp4) is a Hopf algebra with structure maps
(∆, S, ) defined on generators by formulas the reader can find in [6]. So the algebra will act
on the tensor product of representations through the coproduct ∆. The evaluation functor
will be monoidal, so it will send words in 1 and 2 to the tensor product of V Z($i)’s, which
we may denote by V Z(w). For example
(2.6) eval(122) = V Z(122) = V Z($1)⊗ V Z($2)⊗ V Z($2).
Using the antipode S, we can define an action of UZq (sp4) on
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(2.7) V Z($1)∗ = HomA(V Z($1),A)
by
(2.8) − q4v∗(1,0)
Es=1−−−→
Fs=1←−−−q
3v∗(−1,1)
Et=1−−−→
Ft=1←−−− − qv
∗
(1,−1)
Es=1−−−→
Fs=1←−−−v
∗
(−1,0),
and on
(2.9) V Z($2)∗ = HomA(V Z($2),A)
by
(2.10) q6v∗(0,−1)
Et=1−−−→
Ft=1←−−− − q
4v∗(−2,1)
Es=1−−−→
Fs=[2]q←−−−−−
q2[2]qv
∗
(0,0)
Es=[2]q−−−−−→
Fs=1←−−−
− qv∗(2,−1)
Et=1−−−→
Ft=1←−−−v
∗
(0,1).
2.2. Caps and Cups. Comparing (2.2) and (2.8) we see there is an isomorphism of UZq (sp4)
modules
(2.11) ϕ1 : V Z($1)→ V Z($1)∗
such that basis elements in (2.2) are sent to the basis elements in (2.8). By comparing (2.4)
and (2.10) we similarly obtain an isomorphism
(2.12) ϕ2 : V Z($2)→ V Z($2)∗
sending basis elements in (2.4) to the basis elements in (2.10).
If V is any finite rank A lattice with basis ei, there are maps:
(2.13) A u−→ V ⊗HomA(V,A) c−→ A
(2.14) A u′−→ HomA(V,A)⊗ V c
′−→ A
where u(1) =
∑
ei ⊗ e∗i , u′(1) =
∑
e∗i ⊗ ei, c(v ⊗ f) = f(v), and c′(f ⊗ v) = f(v). It turns out
that the maps u and u′ are independent of the choice of basis.
If we use these maps for V = V Z($i), then the following Z[q, q−1] linear maps, for i = 1, 2,
are actually maps of UZq (sp4) modules
(2.15) A cupi:=(id⊗ϕ
−1
i )◦ui−−−−−−−−−−−−→ V Z($i)⊗ V Z($i) capi:=c
′
i◦(ϕi⊗id)−−−−−−−−−−→ A.
HereA is the trivial module. The functor eval will send the cups and caps from the diagram-
matic category to the maps cupi and capi
The module V Z($1) has basis
(2.16) {v(1,0), v(−1,1) = Fsv(1,0), v(1,−1) = FtFsv(1,0), v(−1,0) = FsFtFsv(1,0)},
and the module V Z($2) has basis
(2.17)
{v(0,1), v(2,−1) = Ftv(0,1), v(0,0) = FsFtv(0,1), v(−2,1) = F (2)s Ftv(0,1), v(0,−1) = FtF (2)s Ftv(0,1)}.
With respect to this basis, we can write cup1 : A → V Z($1)⊗ V Z($1) as
(2.18) 1 7→ −q−4v(1,0) ⊗ v(−1,0) + q−3v(−1,1) ⊗ v(1,−1) − q−1v(1,−1) ⊗ v(−1,1) + v(−1,0) ⊗ v(1,0),
and cup2 : A → V Z($2)⊗ V Z($2) as
(2.19)
1 7→ q−6v(0,1)⊗v(0,−1)−q−4v(2,−1)⊗v(−2,1)+
q−2
[2]q
v(0,0)⊗v(0,0)−q−2v(−2,1)⊗v(2,−1)+v(0,−1)⊗v(0,1).
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To write the maps capi in our basis we use the matrices
(2.20) cap1(vi, vj) =
v(−1,0) v(1,−1) v(−1,1) v(1,0)

v(−1,0) 0 0 0 −q4
v(1,−1) 0 0 q3 0
v(−1,1) 0 −q 0 0
v(1,0) 1 0 0 0
and
(2.21) cap2(vi, vj) =
v(0,−1) v(−2,1) v(0,0) v(2,−1) v(0,1)

v(0,−1) 0 0 0 0 q6
v(−2,1) 0 0 0 −q4 0
v(0,0) 0 0 q
2[2]q 0 0
v(2,−1) 0 −q2 0 0 0
v(0,1) 1 0 0 0 0
.
Let V be a finite rank A lattice with basis ei and maps u, u′, c, and c′ as above. It is well
known that
(2.22) (idV ⊗c′) ◦ (u⊗ idV ) = idV = (c⊗ idV ) ◦ (idV ⊗u′)
and
(2.23) (idV ∗ ⊗c) ◦ (u′ ⊗ idV ∗) = idV ∗ = (c′ ⊗ idV ∗) ◦ (idV ∗ ⊗u).
Fix an isomorphism ϕ : V → V ∗ and write cap = c ◦ (ϕ ⊗ id) and cup = (id⊗ϕ−1) ◦ u.
Using (2.22) and (2.23) we find that
(2.24) (idV ⊗cap) ◦ (cup⊗ idV ) = idV = (cap⊗ idV ) ◦ (idV ⊗cup).
= =
= =
2.3. Trivalent Vertices. Next, consider the module V Z($1) ⊗ V Z($1). We observe that the
vector q−1v(1,0)⊗v(0,1)−v(0,1)⊗v(1,0) is annihilated by Es and Et. The action ofKs scales this
vector by 1 and the action of Kt scales the vector by q2. Usual highest weight theory implies
that we obtain a UZq (sp4)-module homomorphism
(2.25) i : V Z($2)→ V Z($1)⊗ V Z($1).
such that i(v(0,1)) = q−1v(1,0) ⊗ v(−1,1) − v(−1,1) ⊗ v(1,0). The morphism i will be the image
under eval of the following diagram.
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In our basis we have
(2.26) i : V Z($2)→ V Z($1)⊗ V Z($1)
v(0,1) 7→ q−1v(1,0) ⊗ v(−1,1) − v(−1,1) ⊗ v(1,0)
v(2,−1) 7→ q−1v(1,0) ⊗ v(1,−1) − v(1,−1) ⊗ v(1,0)
v(0,0) 7→ q−1v(1,0) ⊗ v(−1,0) + q−2v(−1,1) ⊗ v(1,−1) − v(1,−1) ⊗ v(−1,1) − q−1v(−1,0) ⊗ v(1,0)
v(−2,1) 7→ q−1v(−1,1) ⊗ v(−1,0) − v(−1,0) ⊗ v(−1,1)
v(0,−1) 7→ q−1v(1,−1) ⊗ v(−1,0) − v(−1,0) ⊗ v(1,−1).
One can check the equality of UZq (sp4)-module maps
(2.27) (id2⊗cap1) ◦ (id2⊗ id1⊗cap1 ⊗ id1) ◦ (id2⊗i⊗ id1⊗ id1) ◦ (cup2 ⊗ id1⊗ id1)
and
(2.28) (cap1 ⊗ id2) ◦ (id1⊗cap1 ⊗ id1⊗ id2) ◦ (id1⊗ id1⊗i⊗ id2) ◦ (id1⊗ id1⊗cup2).
These equalities imply that we can unambiguously denote this map by
(2.29) p : V Z($1)⊗ V Z($1)→ V Z($2).
=
(2.27)
=
p (2.28)
2.4. The Definition of eval.
Theorem 2.2. There is a monoidal functor
eval : DC2 → UZq (sp4)−mod.
defined on objects by defining eval(1) = V Z($1) and eval(2) = V Z($2) and then extending
monoidally. The functor eval is defined on morphisms by first defining
7→ cup1
7→ cap1
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7→ cup2
7→ cap2
7→ i
7→ p
and then extending monoidally.
2.5. Checking Relations. To verify the theorem we must check that the diagrammatic rela-
tions hold in UZq (sp4)−mod
Proof. The isotopy relations follow from (2.24) and the equality of (2.27) and (2.28).
To check the monogon relation
= 0
we need to show cap1 ◦ i = 0. Since the module V Z($2) is generated by the higest weight
vector v(0,1) it suffices to show that cap1 ◦ i(v(0,1)) = 0. This calculation goes as follows:
cap1 ◦ i(v(0,1)) = c′1 ◦ (ϕ1 ⊗ id)(q−1v(1,0) ⊗ v(−1,1) − v(−1,1) ⊗ v(1,0))
= c′1(q
−1v∗(−1,0) ⊗ v(−1,1) − (−qv∗(1,−1))⊗ v(1,0))
= q−1v∗(−1,0)(v(−1,1)) + qv
∗
(1,−1)(v(1,0)) = 0.
Next, we want to show that the bigon relation
= −[2]q
holds in UZq (sp4) −mod. Since we defined p as a twist of i this is equivalent to checking the
following relation.
= −[2]q
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We can again check the relation on the highest weight vector v(0,1), computing
(2.30) (cap1 ⊗ id) ◦ (id⊗cap1 ⊗ id⊗ id) ◦ (i⊗ i⊗ id) ◦ (id⊗cup2)(v(0,1)).
Using (2.19) and (2.26) we find
(2.31) (i⊗ i⊗ id) ◦ (id⊗cup2)(v(0,1)) = X ⊗ Y
where
(2.32) X = q−1v(1,0) ⊗ v(−1,1) − v(−1,1) ⊗ v(1,0)
and
(2.33)
Y = q−6i(v(0,1))⊗v(0,−1)−q−4i(v(2,−1))⊗v(−2,1)+
q−2
[2]q
i(v(0,0))⊗v(0,0)−q−2i(v(−2,1))⊗v(2,−1)+i(v(0,−1))⊗v(0,1).
Using (2.26) to expand each term in Y we find
(2.34) i(v(0,1))⊗ v(0,−1) =
(
q−1v(1,0) ⊗ v(−1,1) − v(−1,1) ⊗ v(1,0)
)⊗ v(0,−1)
(2.35) i(v(2,−1))⊗ v(−2,1) =
(
q−1v(1,0) ⊗ v(1,−1) − v(1,−1) ⊗ v(1,0)
)⊗ v(−2,1)
(2.36)
i(v(0,0))⊗v(0,0) =
(
q−1v(1,0) ⊗ v(−1,0) + q−2v(−1,1) ⊗ v(1,−1) − v(1,−1) ⊗ v(−1,1) − q−1v(−1,0) ⊗ v(1,0)
)⊗v(0,0)
(2.37) i(v(−2,1))⊗ v(2,−1) =
(
q−1v(−1,1) ⊗ v(−1,0) − v(−1,0) ⊗ v(−1,1)
)⊗ v(2,−1)
(2.38) i(v(0,−1))⊗ v(0,1) =
(
q−1v(1,−1) ⊗ v(−1,0) − v(−1,0) ⊗ v(1,−1)
)⊗ v(0,1).
Then, by (2.20) we find
(2.39)
(cap1⊗id)◦(id⊗cap1⊗id⊗ id)(X⊗Y ) = (cap1⊗id)◦(id⊗cap1⊗id⊗ id)(X⊗
(
i(v(0,−1))⊗ v(0,1)
)
)
and
(2.40)
(cap1⊗id)◦(id⊗cap1⊗id⊗ id)(X⊗Y ) =
(
(q−2 + 1)(cap1(v(−1,1) ⊗ v(1,−1)) · cap1(v(1,0) ⊗ v(−1,0)))
)⊗v(0,1).
Thus,
(2.41)
(cap1⊗id)◦(id⊗cap1⊗id⊗ id)◦(i⊗i⊗id)◦(id⊗cup2)(v(0,1)) = (q−2+1)(−q·1)v(0,1) = −[2]qv(0,1).
Verifying the trigon relation
= 0
or
= 0
is left as an exercise to the reader (Hint: apply the map to the vector v(0,1) and use (2.26) and
(2.20)).
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Now we endeavor to check
=
1
[2]q
+ − 1
[2]q
or the following equivalent relation.
[2]q −[2]q = −
This means we need to show
(2.42)
[2]q(id⊗i)◦(cap1⊗id⊗ id)◦(id⊗i⊗id)◦(id⊗cup2)−[2]q(i⊗id)◦(id⊗ id⊗cap1)◦(id⊗i⊗id)◦(cup2⊗id)
is equal to
(2.43) id⊗cup1 − cup1 ⊗ id .
The equality of (2.42) and (2.43) follows from checking that the maps (2.42) and (2.43) agree
on v(1,0). From (2.20), (2.21), and (2.26) it follows that
(2.44) [2]q(id⊗i) ◦ (cap1 ⊗ id⊗ id) ◦ (id⊗i⊗ id) ◦ (id⊗cup2)(v(1,0))
is equal to
(2.45) − q−3v(1,0) ⊗ i(v(0,0)) + q−2[2]qv(−1,1) ⊗ i(v(2,−1))− [2]qv(1,−1) ⊗ i(v(0,1))
and
(2.46) − [2]q(i⊗ id) ◦ (id⊗ id⊗cap1) ◦ (id⊗i⊗ id) ◦ (cup2 ⊗ id)(v(1,0))
is equal to
(2.47) q−3[2]qi(v(0,1))⊗ v(1,−1) − q−1[2]qi(v(2,−1))⊗ v(−1,1) + qi(v(0,0))⊗ v(1,0)
Using (2.20), we also find that
(2.48) id⊗cup1(v(1,0))
is equal to
(2.49)
v(1,0) ⊗
(−q−4v(1,0) ⊗ v(−1,0) + q−3v(−1,1) ⊗ v(1,−1) − q−1v(1,−1) ⊗ v(−1,1) + v(−1,0) ⊗ v(1,0))
and
(2.50) − cup1 ⊗ id(v(1,0))
is equal to
(2.51)(
q−4v(1,0) ⊗ v(−1,0) − q−3v(−1,1) ⊗ v(1,−1) + q−1v(1,−1) ⊗ v(−1,1) − v(−1,0) ⊗ v(1,0)
)⊗ v(1,0)
Using (2.26) to show that (2.45) + (2.47) = (2.49) + (2.51) is left as an exercise.
To verify the relation
= − [6]q[2]q
[3]q
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it suffices to show that
(2.52) cap1 ◦ cup1(1) = − [6]q[2]q
[3]q
.
Using (2.18) and (2.20) we find
(2.53) cap1 ◦ cup1(1) = −q−4 · 1 + q−3 · (−q)− q−1 · q3 + 1 · (−q4) = − ([5]q − [1]q) .
The desired equality (2.5) comes from the quantum number calculation
(2.54) [5]q − [1]q = ([5]q − [1]q) [3]q
[3]q
=
[7]q + [5]q + [3]q − [3]q
[3]q
=
[6]q[2]q
[3]q
.
To show that the relation
=
[6]q[5]q
[3]q[2]q
is satisfied, we leave it as an exercise to check that
(2.55) cap2 ◦ cup2(1) = [6]q[5]q
[3]q[2]q
.

2.6. The Image of eval and Tilting Modules. Next, we want to understand the image of
the functor eval, and discuss the relationship to tilting modules. A good reference for this
material is Jantzen’s book [7] (only the second edition contains the appendix on representa-
tions of quantum groups). First, we define the category FundZ(UZq (sp4)), which is the full
subcategory of Rep(UZq (sp4)) with objects V Z(w) where w is a word in the letters 1 and 2. The
image of eval lies in the category FundZ(UZq (sp4)).
For each λ ∈ X+ there is a Weyl module, denoted V Z(λ) ∈ UZq (sp4) −mod which is free
and finite rank over A. Thanks to the Hopf algebra structure indicated above, UZq (sp4) acts
on V Z(λ)∗ = HomA(V Z(λ),A) and we call these modules dual Weyl modules.
Remark 2.3. In general the dual Weyl module is V Z(−w0λ)∗, where w0 is the longest element
in the Weyl group. But in type C2 the longest element acts on the weight lattice as −1.
Let k be a field and let q ∈ k× so that q + q−1 6= 0. We will write V k(λ) := k⊗ V Z(λ). The
Weyl modules have a unique simple quotient, denoted Lk(λ), and the dual Weyl modules
have a simple socle which is isomorphic to Lk(λ).
Remark 2.4. Everything that we say is true over k should be true over any complete local
A-algebra. Even some of what we say is true over k may also be true over A. But since our
reference [7] gives these results over a field, we stick to that case.
Definition 2.5. A tilting module is a module which has a (finite) filtration by Weyl modules,
and a (finite) filtration by dual Weyl modules.
The following theorem is non-trivial.
Theorem 2.6. Over k, the tensor product of two Weyl modules
V k(λ1)⊗ V k(λ2)
has a filtration by Weyl modules.
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Applying the duality, we see that the tensor product of dual Weyl modules
V k(λ1)
∗ ⊗ V k(λ2)∗
has a filtration by dual Weyl modules.
Corollary 2.7. The tensor product of two tilting modules is a tilting module.
Lemma 2.8. The following are equivalent.
(1) V k(λ) ∼= V k(λ)∗
(2) The Weyl module V k(λ) is simple.
(3) The Weyl module V k(λ) is a tilting module.
Both V Z(λ) and V Z(λ)∗ have the same formal character as L(λ). In particular V Z(λ) and
V Z(λ)∗ both have one dimensional λweight spaces. One deduces that Weyl modules or dual
Weyl modules give a basis for the Grothendieck group of UZq (sp4). For a tilting module T , we
will write (T : V k(λ)) to denote the filtration multiplicity. It is a fact that (T : k ⊗ V Z(λ)) =
(T : k⊗ V Z(λ)∗).
The category of tilting modules, denoted Tilt(k ⊗ UZq (sp4)), is closed under direct sum-
mands, and the indecomposable tilting modules are in bijection with X+. We will write
Tk(λ) for the indecomposable tilting module corresponding to the dominant integral weight
λ. The module Tk(λ) is the unique indecomposable tilting module with a one dimensional
λ highest weight space.
Thanks to the assumption that q + q−1 6= 0, the Weyl modules V k($1) and V k($2) are
simple. So by (2.8) objects in the image of the functor eval, all of which are of the form
V k(w), for some word w in 1 and 2, are tensor products of tilting modules and therefore are
tilting modules.
Remark 2.9. When q + q−1 = 0 the Weyl module V k($1) is still simple and therefore tilting.
But the Weyl module V k($2) has two Jordan-Holder factors, a simple socle isomorphic to
L(0) and the simple quotient L($2).
The following theorem is another important but non-trivial part of the general theory.
Theorem 2.10. Let λ, µ ∈ X+, then
(2.56) Exti(V k(λ), V k(µ)∗) = δi,0δλ,µk · id .
The next theorem can be deduced from (2.56) and a long exact sequence argument.
Theorem 2.11. Let T and T ′ be tilting modules, then
(2.57) dim Homk⊗UZq (sp4)(T, T
′) =
∑
λ∈X+
(T : V k(λ))(T ′ : V k(λ)∗).
The last piece of the puzzle for us is that the Weyl module filtration of V k(w) can be
computed as follows. Suppose that we are working with sp4(C) again and
(2.58) L(w) ∼=
⊕
λ
L(λ)mλ ,
then (V k(w) : V k(λ)) = mλ. An immediate consequence is that for all w and u we have
(2.59) dimk Homk⊗UZq (sp4)(V
k(w), V k(u)) = dimCHomsp4(C)(L(w), L(u)).
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Now we are in a position to look back and put some of this together. We have defined a
functor eval from DC2 to UZq (sp4)-mod, and therefore by the discussion above get a functor
(2.60) eval : k⊗DC2 → Fund(k⊗ UZq (sp4)).
Our goal is to prove that for all k as above, the double ladders in DC2 are a basis for the
diagrammatic category k ⊗ DC2 , and that they map under the functor eval to a basis for
Fund(k ⊗ UZq (sp4)). In the next section we will argue that the double ladders evaluate to a
linear independent set in Fund(k⊗ UZq (sp4)). Noting that
(2.61) #LLuw = dimCHomsp4(C)(L(w), L(u)) = dimk Homk⊗UZq (sp4)(V
k(w), V k(u)),
we see the linear independence of double ladder maps (not diagrams) implies that eval takes
double ladder diagrams to a basis in Fund(k⊗UZq (sp4)). This in turn implies that the double
ladder diagrams are linearly independent in k⊗DC2 , and since Kuperberg showed [10] that
(2.62) dim Homk⊗DC2 (w, u) ≤ dim Homsp4(C)(L(w), L(u))
we deduce that the double ladders are a basis for k⊗DC2 . Finally, this implies the following
theorem.
Theorem 2.12. The functor
eval : k⊗DC2 −→ Fund(k⊗ UZq (sp4)).
is a monoidal equivalence.
Now, to connect the diagrammatic category with the category of tilting modules. As long
as q+q−1 6= 0, each Tk(λ) occurs as a direct summand of a tensor product of V k(w) for some
w. It follows that the Karoubi envelope of Fund(k ⊗ UZq (sp4)) is equivalent to the category
of tilting modules. So what we arrive at is the following theorem.
Corollary 2.13. The functor eval induces a monoidal equivalence between the Karoubi envelope of
k⊗DC2 and the category Tilt(k⊗ UZq (sp4)).
Remark 2.14. So far our discussion seems to be focused on tilting modules for quantum
groups. Most likely the reader has in mind the situation when q is a root of unity and k
has characteristic zero. If we instead take k to be a field of characteristic p > 0 and let q = 1,
then Tilt(k ⊗ UZq (sp4)) is equivalent to the category of tilting modules for the reductive al-
gebraic group Sp4(k) [7]. Very little is known about tilting modules for reductive groups in
characteristic p > 0, and our results apply in this setting as well for all p > 2.
3. DOUBLE LADDERS ARE LINEARLY INDEPENDENT
3.1. Warming Up. We continue to assume that k is a field and q ∈ k× such that [2]q 6= 0. In
this section we will also write V k(λ) for k⊗ V Z(λ). Recall that the module V k($1) has basis
{v(1,0), v(−1,1) = Fsv(1,0), v(1,−1) = FtFsv(1,0), v(−1,0) = FsFtFsv(1,0)}
and the module V k($2) has basis
{v(0,1), v(2,−1) = Ftv(0,1), v(0,0) = FsFtv(0,1), v(−2,1) = F (2)s Ftv(0,1), v(0,−1) = FtF (2)s Ftv(0,1)}.
For w = (w1, ..., wn), a word in the alphabet 1 and 2, we define vw,+ ∈ V k(w) by
(3.1) vw,+ = vw1 ⊗ vw2 ⊗ ...⊗ vwn
26 ELIJAH BODISH
where v1 = v(1,0) and v2 = v(0,1). Also, for any sequence of weights (ν1, ..., νn) (i.e. not just
for dominant subsequences), where νi ∈ wtV k(wi), we also define
(3.2) vw,(ν1,...,νn) = vν1 ⊗ ...⊗ vνn ∈ V k(w).
Definition 3.1. The subsequence basis is the set of vectors vw,(ν1,...,νn) ∈ V k(w), where
(ν1, ..., νn) runs over all weight sequences such that νi ∈ wtV Z(wi).
Lemma 3.2. The subsequence basis is a basis.
Proof. This is clear. 
Recall that for each weight µ in a fundamental representation we have an elementary light
ladder diagram. In this section, we use the same notation for diagrammatic morphisms and
their image under the functor eval. The reader should verify that the image of the elementary
light ladders, under the evaluation functor are:
L(1,0) = id1 : V
k($1)→ V k($1)
L(−1,1) = p : V k($1)⊗ V k($1)→ V k($2)
L(1,−1) = (id1⊗cap1) ◦ (i⊗ id1) : V k($2)⊗ V k($1)→ V k($1)
L(−1,0) = cap1 : V k($1)⊗ V k($1)→ k
L(0,1) = id2 : V
k($2)→ V k($2)
L(2,−1) = (id1⊗cap2 ⊗ id1) ◦ (i⊗ i) : V k($2)⊗ V k($2)→ V k($1)⊗ V k($1)
L(0,0) = (cap1 ⊗ id1) ◦ (id1⊗i) : V k($1)⊗ V k($2)→ V k($1)
L(−2,1) = p ◦ (id1⊗cap1 ⊗ id1) ◦ (id1⊗ id1⊗i) : V k($1)⊗ V k($1)⊗ V k($2)→ V k($2)
L(0,−1) = cap2 : V k($2)⊗ V k($2)→ k.
We also have two simple neutral diagrams, and their images under the evaluation functor
are:
N2112 = (p⊗ id1) ◦ (id1⊗i) : V k($1)⊗ V k($2)→ V k($2)⊗ V k($1)
and
N1221 = (id1⊗p) ◦ (i⊗ id1) : V k($2)⊗ V k($1)→ V k($1)⊗ V k($2).
There is a partial order on the set of weights defined by µ ≤ ν if ν − µ ∈ Z≥0Φ−. Here Φ−
denotes the negative roots. We restrict this partial order to the set wtV Z($1) ∪ wtV Z($2).
This partial order can then be refined to be a total order by insisting that every weight in
V k($1) is less than every weight in V k($2). All said and done this gives us
(3.3) (−1, 0) < (1,−1) < (−1, 1) < (1, 0) < (0,−1) < (−2, 1) < (0, 0) < (2,−1) < (0, 1).
There is an induced lexicographic order on the set of sequences (µ1, ..., µn) such that µi ∈
wtV Z($1) ∪ V Z($2). This total order restricts to a total order on E(w), for all words w in
the letters 1 and 2. To be consistent with the above notation, we will write + to denote the
maximal element of E(w).
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3.2. Light Ladder Calculations.
Lemma 3.3. Let w and u be words in 1 and 2, and suppose that µ is a weight in V k(∗) where
∗ ∈ {1, 2}. Then id⊗Lµ is a map V k(w)⊗ V k(∗)→ V k(u), and for ν ∈ wt(V k(∗)) we have
(3.4) id⊗Lµ(vw,+ ⊗ vν) =

0 if ν > µ
ξvu,+ if ν = µ
”lower terms” if ν < µ.
(In the statement of the lemma, ξ is just some invertible element of k and ”lower terms” refers to
elements in V k(u) which, expressed in the subsequence basis only have nonzero coefficient for basis
vectors which are less than vu,+ in the lexicographic order.)
Proof. It suffices to check this for Lµ and not all id⊗Lµ. The claim is obvious for L(1,0) and
L(0,1). For the rest of the cases, the claim follows from the calculation below. Note that in the
Lµ step of the calculation, the first non-zero entry is vµ 7→ ξv?,+.
(3.5) L(−1,1)(v(1,0) ⊗ (−)) : V k($1)→ V k($2)
v(1,0) 7→ 0
v(−1,1) 7→ −v(0,1)
v(1,−1) 7→ −v(2,−1)
v(−1,0) 7→
−q
[2]q
v(0,0),
(3.6) L(1,−1)(v(0,1) ⊗ (−)) : V k($1)→ V k($1)
v(1,0) 7→ 0
v(−1,1) 7→ 0
v(1,−1) 7→ −v(1,0)
v(−1,0) 7→ −v(−1,1),
(3.7) L(−1,0)(v(1,0) ⊗ (−)) : V k($1)→ k
v(1,0) 7→ 0
v(−1,1) 7→ 0
v(1,−1) 7→ 0
v(−1,0) 7→ 1,
(3.8) L(2,−1)(v(0,1) ⊗ (−)) : V k($2)→ V k($1)⊗ V k($1)
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v(0,1) 7→ 0
v(2,−1) 7→ v(1,0) ⊗ v(1,0)
v(0,0) 7→ v(1,0) ⊗ v(−1,1) + q−1v(−1,1) ⊗ v(1,0)
v(−2,1) 7→ v(−1,1) ⊗ v(−1,1)
v(0,−1) 7→ −v(1,0) ⊗ v(−1,0) + v(−1,1) ⊗ v(1,−1),
(3.9) L(0,0)(v(1,0) ⊗ (−)) : V k($2)→ V k($1)
v(0,1) 7→ 0
v(2,−1) 7→ 0
v(0,0) 7→ −q−1v(1,0)
v(−2,1) 7→ −v(−1,1)
v(0,−1) 7→ −v(1,−1),
(3.10) L(−2,1)(v(1,0) ⊗ v(1,0) ⊗ (−)) : V k($2)→ V k($2)
v(0,1) 7→ 0
v(2,−1) 7→ 0
v(0,0) 7→ 0
v(−2,1) 7→ v(0,1)
v(0,−1) 7→ v(2,−1),
(3.11) L(0,−1)(v(0,1) ⊗ (−)) : V k($2)→ k
v(0,1) 7→ 0
v(2,−1) 7→ 0
v(0,0) 7→ 0
v(−2,1) 7→ 0
v(0,−1) 7→ 1.
(here

Remark 3.4. The maps in (3.3) are just linear transformations, not k⊗ UZq (sp4) intertwiners.
Lemma 3.5. Let w and u be words in 1 and 2 and let N : V k(w)→ V k(u) be a neutral map. Then
N(vw,+) = ξvu,+. Furthermore, if (µ1, ..., µn) is a sequence of weights so that µi ∈ wtV k(wi), and
N(vw,(µ1,...,µn)) has a nonzero coefficient for vu,+ after being written in the subsequence basis, then
vw,(µ1,...,µn) = vw,+. (In the statement of the lemma, ξ is just some invertible element in k.)
Proof. Since neutral maps are compositions of identity maps and of the maps N2112 and N
21
12
the lemma reduces to verifying its validity for the two basic neutral maps. One can easily
compute that the maps
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(3.12) b2112 : V
k($1)⊗ V k($2)→ V k($2)⊗ V k($1)
and
(3.13) b2112 : V
k($2)⊗ V k($1)→ V k($1)⊗ V k($2)
defined by
(3.14) b2112 = qN
21
12 + q
−1D(L(1,−1)) ◦ L(0,0)
and
(3.15) b1221 = q
−1N1221 + qD(L(0,0)) ◦ L(1,−1)
are mutual inverses.
The maps D(L(1,−1)) ◦ L(0,0) and D(L(0,0)) ◦ L(1,−1) factor through V k($1). Since V k($1)
contains no vectors of weight (1, 1), it follows that
(3.16) D(L(1,−1)) ◦ L(0,0)(v(1,0) ⊗ v(0,1)) = 0
and
(3.17) D(L(0,0)) ◦ L(1,−1)(v(0,1) ⊗ v(1,0)) = 0.
Since b2112 and b
12
21 are isomorphisms, they preserve weight spaces, and since the (1, 1)
weight spaces of V k($1) ⊗ V k($2) and V k($2) ⊗ V k($1) are one dimensional, it follows
that N2112 sends the vector v(1,0) ⊗ v(0,1) to a non-zero scalar multiple of v(0,1) ⊗ v(1,0) and N2112
sends v(0,1)⊗v(1,0) to a non-zero multiple of v(1,0)⊗v(0,1). Furthermore, the only subsequence
basis vector in V k($1) ⊗ V k($2) which N2112 sends to a nonzero multiple of v(0,1) ⊗ v(1,0) is
v(1,0) ⊗ v(0,1), and the only subsequence basis vector which N1221 sends to a nonzero multiple
of v(1,0) ⊗ v(0,1) is v(0,1) ⊗ v(1,0).

We have given an inductive construction of a light ladders diagram associated to any
dominant weight subsequence. Applying the functor eval we obtain a light ladders map for
any dominant weight subsequence.
Proposition 3.6. Let w be a word in the letters 1 and 2 and let (µ1, ..., µn), (ν1, ..., νn) ∈ E(w) be
dominant weight subsequences. There is a light ladders map LLw,(µ1,...,µn) : V
k(w) → V k(u), for
some word u in 1 and 2, as well as a vector vw,(ν1,....,νn) ∈ V k(w). Furthermore,
(3.18) LLw,(µ1,...,µn)(vw,(ν1,...,νn)) =

0 if (ν1, ..., νn) > (µ1, ..., µn)
ξvu,+ if (ν1, ..., νn) = (µ1, ..., µn)
”lower terms” if (ν1, ..., νn) < (µ1, ..., µn).
(Where ξ and ”lower terms” have the same meaning as in lemma (3.3).)
Proof. By the inductive definition of the light ladders map LLw,(µ1,...,µn) and of the vector
vw,(ν1,...,νn), this proposition follows from repeated use of lemmas (3.3) and (3.5).

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3.3. Upside Down Light Ladder Calculations. In this section we prove the analogue of
proposition (3.6) for upside down light leaves.
Lemma 3.7. Let w and u be words in 1 and 2, and suppose that µ is a weight in V k(∗) where
∗ ∈ {1, 2}. Then id⊗D(Lµ) is a map V k(u)→ V k(w)⊗ V k(∗) such that
(3.19) D(Lµ)(vu,+) = ξvw,+ ⊗ vµ + ”lower terms”.
Furthermore, if vu,(ν1,...,νk) ∈ V k(u) and vu,(ν1,...,νn) < vu,+, then
(3.20) D(Lµ)(vu,(ν1,...,νn)) = ”lower terms”.
(Here ξ is some invertible element of k, vµ ∈ V k(∗), and ”lower terms” refers to vectors in V k(w)⊗
V k(∗) which when expressed in the subsequence basis have nonzero coefficient only for basis vectors
which are lower than vw,+ ⊗ vµ in the lexicographic order.)
Proof.
(3.21) D(L(−1,1)) : V k($2)→ V k($1)⊗ V k($1)
v(0,1) 7→ q−1v(1,0) ⊗ v(−1,1) − v(−1,1) ⊗ v(1,0)
v(2,−1) 7→ q−1v(1,0) ⊗ v(1,−1) − v(1,−1) ⊗ v(1,0)
v(0,0) 7→ q−1v(1,0) ⊗ v(−1,0) + q−2v(−1,1) ⊗ v(1,−1) − v(1,−1) ⊗ v(−1,1) − q−1v(−1,0) ⊗ v(1,0)
v(−2,1) 7→ q−1v(−1,1) ⊗ v(−1,0) − v(−1,0) ⊗ v(−1,1)
v(0,−1) 7→ q−1v(1,−1) ⊗ v(−1,0) − v(−1,0) ⊗ v(1,−1),
(3.22) D(L(1,−1)) : V k($1)→ V k($2)⊗ V k($1)
v(1,0) 7→ −q−3v(0,1) ⊗ v(1,−1) + q−1v(2,−1) ⊗ v(−1,1) −
q
[2]q
v(0,0) ⊗ v(1,0)
v(−1,1) 7→ −q−3v(0,1) ⊗ v(−1,0) −
q−1
[2]q
v(0,0) ⊗ v(−1,1) − v(−2,1) ⊗ v(1,0)
v(1,−1) 7→ −q−3v(2,−1) ⊗ v(−1,0) −
q−1
[2]q
v(0,0) ⊗ v(1,−1) − v(0,−1) ⊗ v(1,0)
v(−1,0) 7→
−q−3
[2]q
v(0,0) ⊗ v(−1,0) + q−2v(−2,1) ⊗ v(1,−1) − v(0,−1) ⊗ v(−1,1),
(3.23) D(L(−1,0)) : k→ V k($1)⊗ V k($1)
1 7→ −q−4v(1,0) ⊗ v(−1,0) + q−3v(−1,1) ⊗ v(1,−1) − q−1v(1,−1) ⊗ v(−1,1) + v(−1,0) ⊗ v(1,0),
(3.24) D(L(2,−1)) : V k($1)⊗ V k($1)→ V k($2)⊗ V k($2)
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v(1,0) ⊗ v(1,0) 7→ −q−2v(0,1) ⊗ v(2,−1) + v(2,−1) ⊗ v(0,1)
v(1,0) ⊗ v(−1,1) 7→
−q−1
[2]q
v(0,1) ⊗ v(0,0) +
q
[2]q
v(0,0) ⊗ v(0,1)
v(1,0) ⊗ v(1,−1) 7→
−q−1
[2]q
v(2,−1) ⊗ v(0,0) +
q
[2]q
v(0,0) ⊗ v(2,−1)
v(1,0) ⊗ v(−1,0) 7→ q−3v(0,1) ⊗ v(0,−1) − q−1v(2,−1) ⊗ v(−2,1) +
q2
[2]2q
v(0,0) ⊗ v(0,0)
v(−1,1) ⊗ v(1,0) 7→
−q−2
[2]q
v(0,1) ⊗ v(0,0) +
−1
[2]q
v(0,0) ⊗ v(0,1)
v(−1,1) ⊗ v(−1,1) 7→ −q−2v(0,1) ⊗ v(−2,1) + v(−2,1) ⊗ v(0,1)
v(−1,1) ⊗ v(1,−1) 7→ −q−2v(0,1) ⊗ v(0,−1) +
q−1
[2]2q
v(0,0) ⊗ v(0,0) + v(−2,1) ⊗ v(2,−1)
v(−1,1) ⊗ v(−1,0) 7→
q−1
[2]q
v(0,0) ⊗ v(−2,1) +
q
[2]q
v(−2,1) ⊗ v(0,0)
v(1,−1) ⊗ v(1,0) 7→
−q−2
[2]q
v(2,−1) ⊗ v(0,0) +
−1
[2]q
v(0,0) ⊗ v(2,−1)
v(1,−1) ⊗ v(−1,1) 7→ −q−2v(2,−1) ⊗ v(−2,1) +
−q
[2]2q
v(0,0) ⊗ v(0,0) + v(0,−1) ⊗ v(0,1)
v(1,−1) ⊗ v(1,−1) 7→ −q−2v(2,−1) ⊗ v(0,−1) + v(0,−1) ⊗ v(2,−1)
v(1,−1) ⊗ v(−1,0) 7→
q−1
[2]q
v(0,0) ⊗ v(0,−1) +
q
[2]q
v(0,−1) ⊗ v(0,0)
v(−1,0) ⊗ v(1,0) 7→
−q−2
[2]2q
v(0,0) ⊗ v(0,0) + q−1v(−2,1) ⊗ v(2,−1) − qv(0,−1) ⊗ v(0,1)
v(−1,0) ⊗ v(−1,1) 7→
−q−2
[2]q
v(0,0) ⊗ v(−2,1) +
1
[2]q
v(−2,1) ⊗ v(0,0)
v(−1,0) ⊗ v(1,−1) 7→
−q−2
[2]q
v(0,0) ⊗ v(0,−1) +
1
[2]q
v(0,−1) ⊗ v(0,0)
v(−1,0) ⊗ v(−1,0) 7→ −q−2v(−2,1) ⊗ v(0,−1) + v(0,−1) ⊗ v(−2,1),
(3.25) D(L(0,0)) : V k($1)→ V k($1)⊗ V k($2)
v(1,0) 7→
−q−3
[2]q
v(1,0) ⊗ v(0,0) + q−2v(−1,1) ⊗ v(2,−1) − v(1,−1) ⊗ v(0,1)
v(−1,1) 7→ −q−3v(1,0) ⊗ v(−2,1) +
q−1
[2]q
v(−1,1) ⊗ v(0,0) − v(−1,0)v(0,1)
v(1,−1) 7→ −q−3v(1,0) ⊗ v(0,−1) +
q−1
[2]q
v(1,−1) ⊗ v(0,0) − v(−1,0) ⊗ v(2,−1)
v(−1,0) 7→ −q−3v(−1,1) ⊗ v(0,−1) + q−1v(1,−1) ⊗ v(−2,1) −
q
[2]q
v(−1,0) ⊗ v(0,0),
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and
(3.26) D(L(0,−1)) : k→ V k($2)⊗ V k($2)
1 7→ q−6v(0,1)⊗v(0,−1)−q−4v(2,−1)⊗v(−2,1)+
q−2
[2]q
v(0,0)⊗v(0,0)−q−2v(−2,1)⊗v(2,−1)+v(0,−1)⊗v(0,1).
To see the lemma for the map
(3.27) D(L(−2,1)) : V k($2)→ V k($1)⊗ V k($1)⊗ V k($2)
we use that
(3.28) D(L(−2,1)) = D(L(−1,1) ◦ id⊗L(0,0)) = D(id⊗L(0,0)) ◦ D(L(−1,1))
to reduce this case to the previous calculations. 
Proposition 3.8. Let w be a word in the letters 1 and 2 and let (µ1, ..., µn), (ν1, ..., νn) ∈ E(w)
be dominant weight subsequences. We get an upside down light ladders map D(LLw,(µ1,...,µn)) :
V k(u)→ V k(w), for some word u in 1 and 2, as well as a vector vw,(ν1,....,νn) ∈ V k(w). Furthermore,
(3.29) D(LLw,(µ1,...,µn))(vw,(ν1,...,νn)) =
{
ξvu,+ if (ν1, ..., νn) = (µ1, ..., µn)
”lower terms” if (ν1, ..., νn) < (µ1, ..., µn).
(Where ξ and ”lower terms” have the same meaning as in lemma (3.7).)
Proof. By the inductive definition of the light ladders map LLw,(µ1,...,µn) and of the vector
vw,(ν1,...,νn), this proposition follows from repeated use of lemmas (3.7) and (3.5).

3.4. Proof of Linear Independence. Recall that to construct light ladders/double ladders
we need to fix a word xλ in 1 and 2 for all λ ∈ X+, and make some choices of neutral maps
in the algorithmic construction. When we were arguing above we had in mind some choice,
but not a fixed choice. Now, we fix an xλ for all λ ∈ X+ and fix a light ladder diagram
LLw,(µ1,...,µm) for all w and all (µ1, ..., µm) ∈ E(w). This allows us to construct double ladder
maps (the image of double ladder diagrams under the evaluation functor).
Theorem 3.9. Let w and u be words in 1 and 2, then the set
(3.30)
⋃
λ∈X+
{
LLu,(ν1,...,νn)w,(µ1,...,µm) : (µ1, ..., µm) ∈ E(w, λ), (ν1, ..., νn) ∈ E(u, λ)
}
is a linearly independent subset of Homk⊗UZq (sp4)(V
k(w), V k(u)).
Proof. Let vw,(µ′1,...,µ′m) be a weight sequence basis vector in V
k(w). By the propositions above,
(3.31)
LLu,(ν1,...,νn)w,(µ1,...,µm)(vw,(µ′1,...,µ′m)) =

0 if (µ′1, ..., µ′n) > (µ1, ..., µn)
ξvu,(ν1,...,νn) + ”lower terms” if (µ
′
1, ..., µ
′
n) = (µ1, ..., µn)
”lower terms” if (µ′1, ..., µ′n) < (µ1, ..., µn).
(Where ξ is some invertible element of k and lower terms means in the span of the vectors
vu,(ν′1,...,ν′n) for (ν
′
1, ..., ν
′
n) < (ν1, ..., νn)).
If there were a non-trivial linear dependence in Homk⊗UZq (sp4)(V
k(w), V k(u)) among the
double ladder maps, then there would be maximal (µ1, ..., µm) ∈ E(w) so that some double
ladder with that subscript would have a non-zero coefficient. Among these double ladders
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there is a maximal (ν1, ..., νn) ∈ E(u) such that one of these double ladders has this sub-
sequence as a superscript. Looking at the image of the vector vw,(µ1,...,µm) under the linear
combination of double ladders we see that this vector must go to a nonzero multiple of
vu,(ν1,...,νn) plus lower terms. But this is a contradiction, since we assumed the linear combi-
nation of double ladders is identically zero.

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