In this article, we introduce and study accelerated Landweber methods for linear ill-posed problems obtained by an alteration of the coefficients in the three-term recurrence relation of the ν-methods. The residual polynomials of the semi-iterative methods under consideration are linked to a family of co-dilated ultraspherical polynomials. This connection makes it possible to control the decay of the residual polynomials at the origin by means of a dilation parameter. Depending on the data, the approximation error of the ν-methods can be improved by altering this dilation parameter. The convergence order of the new semi-iterative methods turns out to be the same as the convergence order of the original ν-methods. The new algorithms are tested numerically and a simple adaptive scheme is developed in which an optimal dilation parameter is computed in every iteration step.
Introduction
The aim of this article is to present and to investigate specific accelerated Landweber schemes that constitute an extension of the well-known ν-methods and which, depending on the given data, are able to give a reduced approximation error. For the necessary notation, we give first a short summary about linear ill-posed problems and semi-iterative methods. The theoretical background on ill-posed problems and their numerical solution is mainly taken from the monographs [10] and [31] . Further introductions can be found in [14, 23, 24, 26] and the references therein.
In the Hilbert space setting of linear ill-posed problems, one considers a bounded linear operator A : H 1 → H 2 between two Hilbert spaces H 1 and H 2 and the solutions of the linear equation
If the range R(A) of A is not a closed subspace of H 2 , the solution f of (1) does not depend continuously on the initial data g and the linear system (1) is called ill-posed.
To find the minimum norm least squares solution of (1) a general class of iterative solution schemes is given by the so called semi-iterative or accelerated Landweber methods (see [9] , [10, Chapter 6] , [16] , [18] , [31, Section 5.2] and [33] ). For these methods, the iterate f n+1 can be written as a Krylov space element f n+1 = p n (ωA * A)ωA * g with a generating polynomial p n (y) of degree n. Here, the operator A * : H 2 → H 1 denotes the adjoint of A and ω > 0 is a relaxation parameter. Introducing the residual polynomials r n+1 (y) := 1 − yp n (y), the difference between f n+1 and the minimum norm solution f of the normal equation A * Af = A * g is given by (cf. [10, formula (6.12) ]):
If ω A * A < 1 holds and the sequence of the residual polynomials r n is uniformly bounded on [0, 1] and converges pointwise to zero on (0, 1), the spectral decomposition of the positive semidefinite operator A * A ensures the convergence of the iterate f n+1 to f (see [10, Theorem 4 .1 and Theorem 6.7]).
In order to evaluate the polynomials p n and r n in a cost-effective way, it is advantageous to use sequences of orthogonal polynomials (see [16] ). If P n (x), n ∈ N 0 , denote monic polynomials of degree n orthogonal with respect to a weight function w supported on the reference interval [−1, 1], the polynomials P n can be evaluated cheaply by the three-term recurrence relation (cf. [5, I. Theorem 4.1]) P n+1 (x) = (x − α n )P n (x) − β n P n−1 (x), P 0 (x) = 1, P 1 
It is well-known that the coefficients α n ∈ R and β n > 0 are uniquely given and that P n (1) > 0 holds for all n ∈ N 0 . Now, if we define the residual polynomials r n on [0, 1] by r n (y) := P n (1 − 2y) P n (1) , (4) the constraint r n (0) = 1 is satisfied and (3) yields the following recurrence formula: r n+1 (y) = (1 − α n − 2y) P n (1) P n+1 (1) r n (y) − β n P n−1 (1) P n (1) P n (1) P n+1 (1) r n−1 (y), n ≥ 1,
r 0 (y) = 1, r 1 (y) = 1 − 2 1 − α 0 y.
Also the coefficients μ n+1 := P n (1) P n+1 (1) can be computed recursively via (3) as μ n+1 = P n (1) P n+1 (1) = P n (1) (1 − α n )P n (1) − β n P n−1 (1) = 1 (1 − α n ) − β n μ n .
The resulting recursion formula for the generating polynomials p n (y) = 1−r n+1 (y) y yields the following semi-iterative algorithm (stated with a slightly different notation in [16] ):
Algorithm 1 Semi-iterative method based on monic orthogonal polynomials on [−1, 1]
1−α 0 f 0 = 0, f 1 = 2μ 1 ωA * g while (stopping criterion false) do μ n+1 = 1 1−α n −β n μ n f n+1 = f n + ((1 − α n )μ n+1 − 1)(f n − f n−1 ) + 2μ n+1 ωA * (g − Af n ) n → n + 1 end while Setting α n = β n = 0, Algorithm 1 describes the classical Landweber iteration [25] . Other well-known examples of Algorithm 1 are based on the Chebyshev polynomials U n of the second kind and the Jacobi polynomials P (ν−1/2,−1/2) n , ν > 0. In the first case, the scheme is known as Chebyshev method of Stiefel, in the second case as the ν-methods of Brakhage [3] . For ν = 1, the scheme is known as Chebyshev method of Nemirovskii and Polyak (see [29] ). We remark that in this article the parameter ν of the ν-methods is set twice as large as normally used in the literature. In this way, the parameter ν coincides with the parameter of the ultraspherical polynomials. As a stopping criterion for Algorithm 1, several choices are possible (see [16] ). In the presence of noisy data, a common choice is the discrepancy principle of Morozov and some generalizations of it.
To analyze the convergence of Algorithm 1, we consider smooth solutions f of (1) in subspaces X s := R((A * A) s 2 ), s ≥ 0, of the Hilbert space H 1 We will use the modulus a ε s (n) if the residual polynomial r n (y) converges to zero at y = 1 and ε s (n) otherwise. In the first case, if f = (ωA * A) s 2 h ∈ X s holds with h ∈ H 1 and ω A * A ≤ 1, the spectral theorem yields the error estimate (see [16, Theorem 3.2] ) f − f n ≤ a ε s (n) h . (6) In the second case, we assume that ω A * A < 1 holds such that id −ωA * A is an invertible operator on H 1 . Then, a similar argumentation as in [16, Theorem 3.2] yields the bound f − f n ≤ ε s (n)
The convergence rate of the Landweber method is known to be of order ε s (n) = O(n − s 2 ), while the ν-methods reveal a ε s (n) = O(n −s ) for 0 < s ≤ ν (see [10, Chapter 6] , [16] ).
The main goal of this article is to present and investigate families of co-dilated orthogonal polynomials P * n such that the resulting semi-iterative scheme in Algorithm 1 leads to order optimal extensions of the classical ν-methods. We want to construct these extensions in such a way that, depending on the given data, the approximation error f n − f can be reduced compared to the ν-methods by altering a dilation parameter λ. However, a well-known result (cf. [16, Theorem 4.1] , [18] ) states that the convergence order a ε s (n) = O(n −s ), 0 < s ≤ ν, of the ν-methods is already optimal and that it is not possible to obtain semi-iterative methods with a better order.
Searching for new semi-iterative schemes, we focus therefore on a different aspect: the decay of the residual polynomials r n (y) at y = 0. For linear ill-posed problems, the operator A * A on H 1 is typically compact and its spectrum is clustered at the origin. In this case, the error f n − f depends strongly on the decay of the residual polynomials r n (y) in the neighborhood of y = 0. For this reason, various concepts of fast decaying polynomials have been studied in the literature (see [18] and the references therein).
If the residual polynomials r n are orthogonal, the decay of r n (y) at y = 0 is directly linked to the location of the smallest root y n,1 of r n (y) in the interval [0, 1]. The smaller y n,1 is, the faster r n (y) decays at y = 0. To construct residual polynomials with differing y n,1 , we alter particular coefficients in the recurrence relation of the orthogonal polynomials linked to the ν-methods. This altering with a dilation parameter λ leads directly to a family of co-dilated orthogonal polynomials, many of whose characteristics are known in the literature, see [8, 21, 27, 32, 34] . Based on these co-dilated polynomials, we will construct the new semi-iterative methods and investigate some of their properties.
To compare the approximation properties of the new semi-iterative methods, we investigate the influence of the smallest zero y n,1 of r n on the approximation error f n −f . To this end, we give in Section 2 a refined version of the error estimates (6) and (7) based on the sum of two different error terms. The first error Err Z s (n) in this sum depends strongly on the smallest zero y n,1 of r n and describes the quality of the approximation at the small eigenvalues σ k ≤ y n,1 of the operator ωA * A. The second error Err N s (n) is mainly influenced by the moduli of smoothness ε s (n), a ε s (n) and describes the approximation behavior at the large eigenvalues σ k > y n,1 of ωA * A. To compare the new semi-iterative methods, we will analyze the influence of the dilation parameter λ on the error terms Err Z s (n) and Err N s (n). As a motivating example, we will consider in Section 2 the co-dilated Chebyshev polynomials.
The theoretical fundamentals for the co-dilated orthogonal polynomials are laid in Section 3. Here, the behavior of the extremal roots as a function of the dilation parameter λ is investigated. Section 4 is then devoted to the particular family of co-dilated ultraspherical polynomials and their properties. In Section 5, the transition from the co-dilated ultraspherical polynomials to the co-dilated ν-methods, the aimed-at extension of the classical ν-methods, is illustrated. The main results of Sections 4 and 5, formulated in Theorem 4.4 and Corollary 5.2, state that for λ < 2ν, ν > 1 2 , the convergence order of the new semi-iterative methods is the same as for the classical ν-methods.
Solving the ill-posed problem (1) with a semi-iterative method given a perturbed right hand side g δ , g − g δ < δ, the initial data error is amplified in every iteration step. This amplification can be estimated by (cf. [31, Theorem 5.2.3] ) 1] |r n (y)|.
If the semi-iterative methods are used as regularization methods, this data error has to be taken into account. For the constructed extensions of the ν-methods, the corresponding estimates depend on the dilation parameter λ and are given in Corollary 5.6. In particular, Corollary 5.2 and Corollary 5.6 imply that for λ < 2ν, ν > 1 2 the co-dilated ν-methods together with a suitable stopping criterion like the discrepancy principle yield order optimal regularization methods.
For the new semi-iterative methods it is a priori not clear how the dilation parameter λ has to be chosen for a given ill-posed linear problem. Further, the choice of a favorable λ depends also on the iteration number n. In Section 6, it is therefore shown how for the co-dilated 1-method the dilation parameter can be fitted optimally to minimize the norm Af n − g of the residual. In the adaptive Algorithm 5, the corresponding optimal parameter λ depending on A and the right hand side g is computed in every iteration step n. In the final section, we will conduct some numerical tests to compare and illustrate the performance of different co-dilated methods depending on the dilation parameter λ and on the number n of iterations.
The semi-iterative methods considered in this article are, with exception of the adaptive Algorithm 5, linear schemes and the corresponding coefficients α n and β n in Algorithm 1 a priori given. A powerful alternative outperforming these linear methods is given by the method of conjugate gradients where all coefficients α n and β n depend on A and g (see [10, Chapter 7] , [12] , [17] , [31, Section 5.3] ). A deep analysis of the cg-algorithm as a regularization tool and a comparison with the ν-methods can be found in [10, Chapter 7] , [16] , [17] and [31, Section 5.3 ].
The role of the smallest zero in the approximation error
In this section, we investigate the impact of the smallest zero y n,1 of r n (y) on the error f − f n . Based on the subsequent estimate (9) of the error f − f n , we present a simple strategy to utilize the dependency on y n,1 in order to decrease f − f n . The idea of this strategy is illustrated with help of the Chebyshev polynomials. The general theory based on co-dilated orthogonal polynomials is then elaborated in the next sections.
To analyze the approximation error f − f n , we use the eigenvalue decomposition (σ k , e k ) k∈N of the compact operator ωA * A in which (σ k ) k∈N denote the positive eigenvalues of ωA * A and (e k ) k∈N the corresponding eigenfunctions. Further, we use the fact that the residual polynomial r n as an orthogonal polynomial on [0, 1] is strictly monotonically decreasing and convex for 0 ≤ y ≤ y n,1 . Together with the normalization r n (0) = 1, this implies the estimate r n (y) ≤ (1 − y y n,1 ) on the interval [0, y n,1 ]. Now, if the solution f is an element of X s with the representation f = (ωA * A) s 2 h, h ∈ H 1 , we can estimate the approximation error f − f n as follows:
In the last inequality we used the fact that the function y s 1 − y y n,1 2 attains its maximum in the interval [0, y 0 ] at the point y = y n,1 s s+2 . If the residual polynomial r n does not converge pointwise to zero at y = 1, we can argue similar as in (7) and get alternatively ε s (n) 2 (1−ω A * A ) s σ k >y n,1 | h, e k | 2 for the error term Err N s (n) 2 on the right hand side.
The inequality (9) is a refined version of the estimate in (6) . For fixed n ≥ 1, the estimate for the approximation error splits into an error Err Z s (n) describing the quality of the approximation at the small eigenvalues σ k ≤ y n,1 and an error Err Z s (n) related to the large eigenvalues σ k > y n,1 of ωA * A. The trade-off between the two errors depends on the decay of the given eigenvalues σ k , as well as on the structure of the eigenvectors e k and the solution f . If the error Err Z s (n) dominates Err N s (n), it is advantageous to search for semi-iterative methods which decay fast at the origin and for which y n,1 is as small as possible. On the other hand, if Err Z s (n) is very small compared to Err N s (n) it is not reasonable to search for semi-iterative methods with small y n,1 . In this case, it is rather important that the moduli a ε s (n) and ε s (n) are small. If a ε s (n) 2 (as a sequence in n) converges with the same or a higher order of convergence than the sequence y s n,1 , the second error term Err N s (n) dominates the estimate (9) for large n. In this case, inequality (9) reduces to the well-known estimate (6) .
In the following, we will provide a strategy to construct families of semi-iterative methods for which it is possible to handle the trade-off between the two errors Err Z s (n) and Err N s (n) based on a dilation parameter λ. As a motivation for this strategy, we start with the Chebyshev polynomials. For x = cos t, t ∈ [0, π], the monic Chebyshev polynomials of the first and the second kind are explicitly given as (cf.
[13, p. 28]) T n (cos t) = 1 2 n−1 cos nt, U n (cos t) = 1 2 n sin(n + 1)t sin t .
Further, we consider linear combinations of U n and T n , i.e.
The last two identities in (10) follow from simple trigonometric conversions. In order to use these polynomials in a semi-iterative scheme, we introduce according to (4) the residual polynomials
In Fig. 1 , the normalized polynomials U 6 (x)/U 6 (1), T 6 (x)/T 6 (1) and U * 6 (x)/U * 6 (1) with λ = 1.5 are plotted. For −1 < x < 1, the polynomials U n (x)/U n (1) converge pointwise to zero as n → ∞. Thus, also the residual polynomials r * n (y, 1) converge pointwise to zero for y ∈]0, 1[. They form a convergent semi-iterative scheme, the so-called Chebyshev method of Stiefel (cf. [31, p. 116] ). On the other hand, the polynomials T n (x)/T n (1) do not converge pointwise to zero on [−1, 1]. Nevertheless, the largest root of T n is much closer to x = 1 than the corresponding root of the polynomial U n . This implies that the smallest root y * n,1 of the respective residual polynomial r * n (y, 2) is closer to y = 0 and that r * n (y, 2) decays faster at y = 0 than the polynomial r * n (y, 1). Thus, although not giving a convergent iterative scheme, the residual polynomial r * n (y, 2) has the favorable property to have a smaller y n,1 and to decay fast at the origin. In order to combine both requests, a convergent scheme and a fast decay at y = 0, we consider now the linear combinations U * n of U n and T n . With the identities (see [ Fig. 1 The Chebyshev polynomials U 6 /U 6 (1), T 6 /T 6 (1) and the linear combination U * 6 /U * 6 (1), λ = 1.5, on the interval [−1 , 1] we get by a simple computation the following formula for the derivative of U * n at x = 1:
Hence, for λ < 2, U * n (1)/U * n (1) is an increasing function of the parameter λ. Therefore, also the decay r * n (0) = −U * n (1)/U * n (1) of the residual polynomials at y = 0 gets faster with increasing λ < 2. Further, we will show in the next section that also the smallest root y * n,1 is a decreasing function of the parameter λ. So, we can conclude that for 1 < λ ≤ 2 the residual polynomials r * n (y, λ) have a faster decay at y = 0 than the residual polynomials r * n (y, 1) of the Chebyshev method. On the other hand, it is visible in Fig. 1 that the oscillations of the polynomial U * n (x), λ = 1.5, in the interval [−1, 1] have a larger amplitude compared to the polynomial U n (x). This holds generally for 1 < λ < 2 and is also visible in the following convergence result.
For the residual polynomial r * n (y) =
on [0, 1] and the moduli of convergence a ε s (n), 0 < s ≤ 1, we get the estimates
Proof By the third identity in (10), we get for λ < 2 and x = cos t, t ∈ [0, π], the bound
Dividing both sides by √ 1 − x 2 + 1 n+1 , we can conclude for n ≥ 3:
The estimates for the residual polynomials r * n (y) and the moduli ε s (n), 0 < s ≤ 1, follow immediately from the estimate of U * n (x).
Theorem 2.1 states that for all λ < 2 the symmetric modulus ε s (n), 0 < s ≤ 1, has the same order O(n −s ) of convergence. However, the factor 1+|1−λ| 2−λ in (13) has a considerable impact on the error term Err N s (n) in (9) if λ is close to 2. If λ = 2, the polynomials U * n correspond to the Chebyshev polynomials T n of the first kind and the corresponding semi-iterative scheme is not convergent.
Therefore, for increasing λ < 2, the residual polynomials r * n (y, λ) decay faster at y = 0 but implicate larger error bounds for Err N s (n) in (9) . An appropriate choice of the parameter λ depends now on the structure of the operator A and the solution f . If the error Err Z s (n) is much larger than Err N s (n), a value of λ close to 2 is favorable. On the other hand, if Err N s (n) is dominating, λ should be chosen such that the modulus ε s (n) is as small as possible.
Finally, we derive the recurrence coefficients of the semi-iterative schemes based on the polynomials U * n . For the polynomials U * n , we have first the three-term recurrence relation
It is well-known that the monic polynomials T n and U n satisfy (14) with λ = 2 and λ = 1. Then, it follows immediately that (14) holds for the linear combination U * n . In view of (14), the polynomials U * n turn out to be a particular family of codilated orthogonal polynomials constructed by dilating a coefficient in the recurrence relation of the polynomials U n by a factor λ. This special construction and the consequences regarding the roots of U * n are investigated in more detail in the next section. In the following, the polynomials U * n are referred to as co-dilated Chebyshev polynomials.
The coefficients μ n+1 in Algorithm 1 can also be computed explicitly as
Therefore, using the recurrence coefficients of the polynomials U * n in Algorithm 1, we get the following recurrence formula for the iterates:
For λ = 1, this iteration corresponds precisely with the Chebyshev method of Stiefel (see [31, p.116] ).
Symmetric co-dilated orthogonal polynomials
In this section, we generalize the concept of the co-dilated Chebyshev polynomials to arbitrary symmetric orthogonal polynomials on the interval [−1, 1]. We denote by P n the monic polynomials of degree n orthogonal with respect to an axisymmetric weight function w supported on [−1, 1]. In this case, the coefficients α n , n ∈ N 0 , in (3) vanish and we obtain the three-term recurrence relation
with positive coefficients β n > 0, n ∈ N. The monic co-dilated orthogonal polynomials P * n (x) ≡ P * n (x, λ, m) are now derived from the original polynomials P n on [−1, 1] by dilating the coefficient β m in the three-term recurrence relation by a factor λ ∈ R.
. If λ > 0, Favards Theorem ensures that P * n (x), n ∈ N, is a family of orthogonal polynomials. For m = 1, the co-dilated orthogonal polynomials P * n (x) were firstly introduced in [7] by Dini and then generalized in [8, 32] . Many properties of the zeros of the co-dilated orthogonal polynomials like interlacing behavior and the distribution of the zeros are well-known and studied in [21] , [27] and [34] . We will add some more properties in the course of this section.
First of all, the co-dilated polynomials can be represented with help of the numerator polynomials associated to P n (see [27] ). Therefore, we denote by P (m) n (x) the m-th. numerator polynomials of P n defined by the shifted recursion formula
Then, by a simple induction argument, the co-dilated polynomials P * n can be written as
Now, we investigate the behavior of the zeros of P * n if the dilation parameter λ in the recurrence relation (16) is altered. We denote by x n,j and x * n,j , 1 ≤ j ≤ n, the n zeros of P n and P * n in ascending order. Then, we get the following result for the extremal roots of P * n and P n .
The largest zero x * n,n of P * n (x) is a monotonically increasing function of the dilation parameter λ, the smallest zero x * n,1 is a monotonically decreasing function of λ. In particular, for λ > 1, we have x * n,n = x n,n and x * n,1 = x n,1 for n ≤ m, x * n,n > x n,n and x * n,1 < x n,1 for n > m.
In conclusion, the smallest zero y * n,1 of the residual polynomial r * n (y) = P * n (1−2y) P * n (1) is a monotonically decreasing function of the parameter λ.
Proof We deduce Theorem 3.1 from a general result on the monotonicity of the extremal zeros based on the Hellman-Feynman theorem (see [11] , [22, Section 7.3 and 7.4] and the references therein). This general result states that if the coefficients α n and β n are differentiable monotonically increasing functions of the parameter λ, then also the largest root is an increasing function of λ. In our case, the derivatives of the coefficients α n and β n with respect to the dilation parameter λ are given by
and therefore nonnegative. Thus, by [11, Theorem 1.1] the largest root x * n,n of P * n (x) is a monotonic increasing function of λ. For n ≤ m, equation (18) implies that the polynomials P n and P * n and therefore also the zeros x n,n and x * n,n coincide. For n > m, the Hellman-Feynman theorem implies the formula (see [11, formula (2) 
for the derivative of x * n,n with respect to the parameter λ, where l * n,n > 0 denotes the Christoffel number corresponding to the zero x * n,n . So, for n > m and λ > 1, the root x * n,n is strictly larger than x n,n . By the symmetry of the polynomials P * n , we have x * n,1 = −x * n,n . This implies the statement for the smallest roots. The statement for the smallest zero y * n,1 follows directly from the definition of the residual polynomials r * n (y).
Remark 3.2 Alternatively, it is also possible to prove Theorem 3.1 with the Perron-Frobenius theory. One way to do this consists in adopting [22, Theorem 7.4 .1] to the setting of Theorem 3.1. For the case m = 1, even stronger statements can be shown. For λ > 1, Slim proved in [34] the following interlacing properties for the zeros x * n,j and x n,j :
In order to get residual polynomials r * n that are small in the interior of [0, 1], it is important that all the zeros of the co-dilated polynomials P * n are in the interior of the interval [−1, 1]. Restricting the dilation parameter λ appropriately, this can indeed be proven. 
with the constant L m given by
Proof By induction we prove the following identity for the numerator polynomials P (m) n :
For n = m, this is clearly the recurrence formula for P m+1 . Assuming that (20) holds for an integer n > m, we show that (20) holds also for n + 1. To this end we adopt the three-term recurrence formulas (15) and (17) and get: 
This implies first of all that 0 ≤ L m < 1 exists. Further, by the identity (18) we get P * n (1) P (m) n−m (1)P m (1) = λ P n (1) P (m) n−m (1)P m (1)
Therefore, if λ ≤ 1 1−L m , then P * n (1) > 0 and P * n (x) does not change sign for x ≥ 1 for all n ≥ 1. On the other hand, if λ > 1 1−L m , there exists an n ∈ N such that P * n (1) < 0. Since the polynomials P * n (1) are monic, this implies that there exists a root of P * n (x) larger than 1. Since P * n (−x) = (−1) n P * n (x), the respective statements hold also for x ≤ −1. (20) is also well-known, see [5, Equation 4 .4].
The next Lemma shows that the critical point λ = 1 1−L m in Lemma 3.3 is also a critical point for the asymptotic behavior of the normalizing factor P * n (1).
Lemma 3.5
Let L m > 0 and λ < 1 1−L m . The sequence P * n (1)/P n (1) , n ∈ N, is monotonically decreasing and its limit is given by
If λ = 1 1−L m , then lim n→∞ P * n (1)
Proof Using formula (18), we obtain
By (21), the sequence P (m) n−m (1)P m (1) P n (1) is monotonically increasing and converges to 1 L m . Therefore, P * n (1) P n (1) is a monotonically decreasing sequence and for the limit n → ∞ we get lim n→∞ P * n (1) P n (1)
Since 0 < L m < 1, the function f is strictly monotonically decreasing in the variable λ. Moreover, we have f ( 1 1−L m ) = 0. This implies the statement of Lemma 3.5.
Semi-iterative methods based on co-dilated ultraspherical polynomials
As a main example of accelerated Landweber methods based on co-dilated orthogonal polynomials, we consider the ultraspherical polynomials P (ν) n , ν > − 1 2 , and its co-dilated relatives P (ν) * n . The orthogonality weight function of the ultraspherical polynomials on [−1, 1] is given by the function w ν (x) = (1 − x 2 ) ν− 1 2 with the mass
.
The coefficients β n of the three-term recurrence relation (15) can be written explicitly as (see [13, p. 29] )
In this section, we will only consider co-dilated polynomials in which the first coefficient β 1 is altered, i.e. in which m = 1 holds. To simplify the notation we will use the symbol Q (ν) n to denote the first order numerator polynomials of P (ν) n . They can be represented as (see [5, Chapter III, formula (4.6)])
We are using this representation to compute the critical value L 1 .
For (1) , n ∈ N, diverges. Therefore, for the ultraspherical polynomials P (ν) n (x), the constant L 1 in Lemma 3.3 is given by 
More generally, using the Rodriguez formula [35, (4.7.12) ] for the ultraspherical polynomials P (ν) n , n ≥ 0, we get the following integral formula
Integration by parts of the right hand side yields (using, as in equation (26), [22, (4 
Now, if ν > 1 2 , we can choose ε = 1 and formula (24) for the numerator polynomials in combination with (26) and (27) gives
On the other hand, if − 1 2 < ν ≤ 1 2 , we choose ε < ν + 1 2 and get with (26) and (27):
Therefore, we can find an n ε ∈ N such that
for all n ≥ n ε .
Since ε can be chosen arbitrarily close to ν + 1 2 , the term on the right hand side can be arbitrarily large. Hence, in this case the sequence Q (ν) n−1 (1)/P (ν) n (1), n ∈ N, diverges. The formulas for the constant L 1 follow from the definition (1) . 
Proof For the ultraspherical polynomials with the parameter ν ≥ 0, it is wellknown (see [36] and the references therein) that |P (ν) n (x)| ≤ P (ν) n (1) and |Q (ν) n (x)| ≤ Q (ν) n (1) holds for all x ∈ [−1, 1], n ∈ N. In the case 0 ≤ λ ≤ 1, we get therefore by formula (18) 
Similarly, we get for 1 < λ < 2ν or λ < 0:
In the last inequality, we used the fact that L 1 = 2ν−1 2ν = lim n→∞ P (ν) n (1) Q (ν) n−1 (1) ≤ P (ν) n (1) Q (ν) n−1 (1) holds for all n ∈ N (see formula (21) in the proof of Lemma 3.3).
The weight function w (1) ν of the numerator polynomials Q (ν) n is supported on the interval [−1, 1] and can be stated explicitly as (see [15, formulas (28) and (106)])
We will soon see that for λ < 2ν and x ∈] − 1, 1[, the normalized co-dilated ultraspherical polynomials P (ν) * n (x)/P (ν) * n (1) converge pointwise to zero. The proof is based on the fact that for ν > 1 2 the weight function w (1) ν is a generalized Jacobi weight (see [30, Definition 9.28]), i.e. w (1) ν is of the form (29) with a continuous and strictly positive function ν (x) on [−1, 1] whose modulus of continuity ω satisfies 1 0 δ −1 ω( ν , δ)dδ < ∞. 1 2 , the weight function w (1) ν is a generalized Jacobi weight.
Lemma 4.3 For ν >
Proof We show that for ν > 1 2 the function ν is strictly positive and Höldercontinuous on [−1, 1]. Then, it follows immediately that 1 0 δ −1 ω( ν , δ)dδ < ∞ holds and, thus, that w (1) ν is a generalized Jacobi weight. Clearly, the weight function w ν (x) = (1 − x 2 ) ν− 1 2 of the ultraspherical polynomials is Hölder-continuous on [−1, 1] with exponent min{1, ν − 1 2 }. The function q ν on the other hand is continuously differentiable on the open interval (−1, 1) . So, to complete the proof it remains to show that q ν satisfies a Hölder-condition and is nonzero at x = 1 and x = −1. Because of the symmetry of the weight function w (1) ν , we have to study the behavior of q ν (x) only at x = 1. To investigate the integral formula, we proceed similar as Szegő in [35, Section 4 .62] for the Jacobi polynomials of the second kind. We expand the factor (1 + t) ν+ 1 2 in the integral formula (30) of q ν (x) in a power series in the variable (1 − t). Then, if ν > 1 2 and ν − 1 2 is not an integer we obtain
with a power series M 1 (y) convergent for |y| < 1 and M 1 (0) = 0. Thus, in this case the function q ν is nonzero at x = 1 and satisfies a Hölder-condition with exponent min{ν − 1 2 , 1}. If n = ν − 1 2 ≥ 1 is an integer, we get in the integrand of (30) the power series expansion (see [35, p. 76 
Integrating with respect to t yields a logarithmic term and a power series M 2 (y) with M 2 (0) = 0 converging for |y| < 1 such that
Thus, in this case q ν (x) is Lipschitz-continuous at x = 1 if n ≥ 2, and Höldercontinuous with an arbitrary coefficient 0 < α < 1 if n = 1. (1) on [0, 1] and the moduli of convergence ε s (n), 0 < s ≤ ν, we get
Proof Since both, w ν and w (1) ν , are generalized Jacobi weights, we get for P (ν) n and Q (ν) n the uniform bounds (see [1, Lemma 1.3] or [30, Lemma 9.29]): . This yields the following estimate for the co-dilated polynomials: 
For the ultraspherical polynomials, the quotient P (ν)
w ν can be computed explicitly as (for the formulas, see [13, p. 30] )
Using two inequalities related to the formula of Gosper for the Gamma function (x) (see [28, Theorem 1] ), we get for ν > 1 2 the following lower bound:
Now, including this inequality in the estimate (31), we get a constant C ν independent of λ < 2ν, x ∈ [−1, 1] and n ∈ N such that
The estimates for the residual polynomial r (ν) * n on [0, 1] and the moduli ε s (n), 0 < s ≤ ν, follow directly from the respective definitions. (9) when altering the dilation parameter λ. The error term Err Z s (n) is a decreasing function of the dilation parameter λ while the estimates for the second error Err N s (n) get larger for increasing 0 ≤ λ < 2ν. Thus, with help of the parameter λ it is possible to control the trade-off between the two error terms Err Z s (n) and Err N s (n).
Finally, for the co-dilated ultraspherical polynomials, we compute the coefficients μ n+1 in Algorithm 1 explicitly. To this end, we need first of all an explicit formula for the quotient P (ν) n (1)/P (ν) n+1 (1) . We obtain this quotient by using formula (32) 
Now, using formula (25) , we get the coefficients μ n+1 , n ≥ 1, explicitly.
With a simplified expression for μ n+1 , the semi-iterative method based on the co-dilated ultraspherical polynomials is summarized in Algorithm 2.
Algorithm 2 Semi-iterative method based on co-dilated ultraspherical polynomials
f n+1 = f n + (μ n+1 − 1)(f n − f n−1 ) + 2μ n+1 ωA * (g − Af n ) n → n + 1 end while
Co-dilated ν-methods
The ν-methods correspond to Algorithm 1 with the recurrence coefficients α n , β n of the monic Jacobi polynomials P (ν− 1 2 ,− 1 2 ) n on [−1, 1]. These particular orthogonal polynomials are linked to the ultraspherical polynomials P (ν) n by the formula (see [35, Theorem 4.1] , using the normalization of the monic polynomials)
In other words, the polynomials P 
, y ∈ [0, 1].
Compared to the semi-iterative methods based on the ultraspherical polynomials, the ν-methods have the advantage to converge if ω A * A = 1. A similar approach for arbitrary symmetric orthogonal polynomials leads us now to semi-iterative methods that generalize the ν-methods.
In general, if P 2n (x) is an arbitrary even polynomial of degree 2n on the interval [−1, 1], then P 2n ( √ 1 − y) defines a polynomial of degree n in the variable y on the interval [0, 1]. In this case, we can define asymmetric residual polynomials a r n by a r n (y) :
Moreover, if the symmetric polynomials P n satisfy the three-term recurrence formula (15), we can deduce directly a three-term recurrence relation for the residual polynomials a r n . Applying the relation (15) twice, we get first for the even polynomials P 2n the recurrence
Inserting (35) in the definition (34), yields the following recursion formula for the residual polynomial a r n (y) on [0, 1]:
By the formula (35) , also the factors a μ n+1 = P 2n (1) P 2n+2 (1) can be computed recursively. This results in the following semi-iterative Algorithm 3.
Algorithm 3
Semi-iterative method based on asymmetric residual polynomials a r n
In the light of (34), we can introduce asymmetric residual polynomials also for the co-dilated orthogonal polynomials P * n by setting a r * n (y) := P * 2n (
,
In view of the recurrence relation (16) of the co-dilated polynomials P * n , the residual polynomials a r * n satisfy the same recurrence relation (36) as the polynomials a r n except that the two coefficients including β m are altered. Families of orthogonal polynomials in which more than one coefficient is altered are known as co-modified orthogonal polynomials. As the co-dilated polynomials, they are well studied in the literature, see [8, 27, 32] . From Theorem 3.1 and the Lemmas 3.3 and 3.5, we can moreover deduce the following results about the zeros of the polynomials a r * n . The statements follow directly from the relation (37) of the polynomials a r * n to the polynomials P * 2n . Finally, for m = 1, we consider in more detail the co-dilated ν-methods based on the asymmetric residual polynomials a r (ν) * n (y) = P (ν) * 2n ( 
The constant C ν is independent of n, y and λ. Remark 5.4 The convergence orders a ε s (n) = O(n −s ) obtained in Corollary 5.2 are substantial for the usage of the co-dilated ν-methods as regularization methods. In particular, [10, Theorem 6.11] implies that the co-dilated ν-method with λ < 2ν based on the residual polynomials a r (ν) * n is a regularization method of optimal order for f ∈ X s with 0 < s ≤ ν − 1 if the iteration f n is stopped according to the discrepancy principle, i.e. if Af n − g < τδ. Here, δ denotes the noise level of the data and the parameter τ is chosen larger than the uniform bound sup y∈[0,1] | a r (ν) * n (y)| given in Lemma 4.2. Using a generalized discrepancy principle as stopping rule, as described in [10, Algorithm 6.17] and [19] , the co-dilated ν-methods even provide an order optimal regularization method for 0 < s ≤ ν (see [10, Theorem 6.18] ).
Remark 5.5 Regarding the error terms Err Z s (n) and Err N s (n) in the refined estimate (9) we obtain the following statements for the co-dilated ν-methods. Corollary 5.1 implies that for fixed n, ν and 0 < s ≤ ν, the first error term Err Z s (n) in (9) is a decreasing function of the parameter λ < 2ν. Corollary 5.2 on the other hand yields estimates for the moduli of smoothness a ε s (n) and the error term Err N s (n) that are increasing functions of the parameter 0 ≤ λ < 2ν. Thus, also in the case of the codilated ν-methods it is possible to influence the trade-off between the errors Err Z s (n) and Err N s (n) with help of the dilation parameter λ.
If in equation (1) a perturbed right hand side g δ , g −g δ < δ, is given the general estimate (8) and Lemma 4.2 give the following bound on the data error.
Corollary 5.6
For m = 1, ν > 1 2 and λ < 2ν, the data error for the co-dilated ν-methods based on the residual polynomials a r (ν) * n (y) can be estimated by
Thus, Corollary 5.6 implies that for the co-dilated ν-methods the data error gets larger for increasing 1 ≤ λ < 2ν. This negative impact for λ close to the critical value 2ν has to be taken into account if the corresponding semi-iterative methods are used as regularization methods.
In Algorithm 3, the coefficients a μ n+1 for the co-dilated ultraspherical polynomials are given explicitly as a μ n+1 = μ 2n+1 μ 2n+2 , the factors μ n+1 given in (33) . With the recursion coefficients β n of the ultraspherical polynomials given in (23) , we summarize the co-dilated ν-methods in Algorithm 4.
Algorithm 4 Co-dilated ν-methods
+ a μ n+1 ωA * (g − Af n ) n → n + 1 end while 6 Adaptive choice of the dilation parameter λ for the co-dilated 1-method
In the algorithms of the last sections it is a priori not clear how the dilation parameter λ has to be chosen. Usually, the exact solution f of (1) and therefore also the approximation error f − f n are not known explicitly. To measure the accuracy of the approximation in the semi-iterative algorithms we can however use the norm Af n − g of the residual. In the following, we provide for the co-dilated 1-method a simple adaptive scheme that computes for every step n of the iteration an optimal λ such that the norm Af n − g is minimized.
For ν = 1, the ultraspherical polynomials P (1) n coincide with the Chebyshev polynomials U n of the second kind. This yields in Algorithm 4 the coefficients
resulting in the iterative scheme
For λ = 1, this iteration is precisely the Chebyshev method of Nemirovskii and Polyak (see [31, p. 150] ). Due to the particular three-term recurrence formula (14) of the Chebyshev polynomials U n , it is possible to calculate the iterates f n for all different λ at one stroke. Namely, by the last identity in equation (10) the residual polynomials a r * n (y) := a r n (1) * (y) can be written as
In this way, every residual polynomial a r * n (y) can be computed as an affine combination of the residual polynomials a r n and a r n−1 . This enables us to introduce a low-cost adaptive algorithm in which in every step n the parameter λ is chosen optimally. If f λ n denotes the iterate in (38) with respect to a fixed parameter λ ∈ R, we have
The minimum on the right hand side is obtained if the vector f 1
Thus, in view of (39), the optimal λ after n steps of the iteration (38) is given by
. Further, we consider the two different right hand sides g 1 and g 2 given by
The exact solution of equation (40) is given by the second derivative g (t) of the respective right hand side. It is well known that the eigenfunctions (e k ) k∈N of the operator A * A (and also of the operator A) are given by
The right hand sides g 1 and g 2 are chosen such that the corresponding solutions f 1 and f 2 of (40) have smoothness s = 1 and can be written as f 1 = (ωA * A) 1 2 h 1 and
. For a qualitative comparison of the two problems, we consider the expansion coefficients h 1 , e k and h 2 , e k in the basis of the eigenfunctions e k . These coefficients are plotted in Fig. 2 .
A discretized version of the integral equation (40) based on the Galerkin method is included as test problem deriv2 in the regularization toolbox of Hansen [20] . The discretization of the right hand sides g 1 and g 2 is not included in [20] and has to be added correspondingly. As a number of discretization points in deriv2 we chose N = 100. In Algorithm 4, we chose the parameter ω = 96.45 such that ω A * A < 1 is satisfied.
We consider first the test problem Af 1 = g 1 . The approximation errors after n = 20, 100 and 1000 iterations are displayed in Tables 1 and 2 . For this test example, Fig. 2 illustrates that the odd expansion coefficients | h 1 , e 2k+1 | are decaying only slowly for increasing k ∈ N. This explains in Tables 1  and 2 for λ = 1 the similar magnitude of the errors Err Z s (n) and Err N s (n) and the fact that the ratio Err Z s (n)/Err N s (n) decreases only slowly for larger n. For ν = 1, λ = 1, n = 20 and ν = 2, λ = 1, n = 20, 100, the error Err Z s (n) is slightly larger than Err N s (n). In this case, the numbers in Tables 1 and 2 show that an increasing λ reduces the approximation error f 1,n − f . However, if the value λ is too close to the critical value 2ν, the error Err N s (n) gets dominant and the error f 1,n − f large.
For ν = 1, λ = 1, n = 100, 1000 and ν = 2, λ = 1, n = 1000, the error Err N s (n) is larger than Err Z s (n). In this case, an increasing λ has no or only a negative influence on the approximation error f 1,n − f .
Next, we consider the test problem Af 2 = g 2 . The right hand side g 2 can be considered as a small perturbation of the eigenvector e 10 / √ 2 with the corresponding eigenvalue σ 10 = 9.74 · 10 −5 . This fact is also visible in the distribution of the expansion coefficients of h 2 illustrated in Fig. 2 . For this example, the errors of Algorithm 4 depending on the dilation parameter λ are illustrated for n = 20, 100, 1000 and 2000 in Tables 3 and 4. In this test example, for the smaller iteration numbers n = 20, 100 and λ = 1 the dominating term in the error estimate (9) is the first error Err Z s (n). However, once the value λ is chosen large enough such that the smallest zero y * 1,n gets smaller than σ 10 , the dominating error term in (9) is Err N s (n). The trade-off between these two errors can be seen very clearly in Table 3 . Here, it is also visible that already small perturbation of λ can have a large influence on the effective approximation error. For n = 1000, 2000, the error Err Z s (n) plays only a minor role for the approximation error. However, also for these larger iteration numbers the approximation error is influenced by the dilation value λ. These more profound influences can however not be explained by the estimates of Corollary 5.2. Table 4 Approximation errors after n = 1000 and n = 2000 steps of Algorithm 4 for different values of λ and ν to solve the discretized test problem Af 2 = g 2 ν λ y *
In Table 2 , it is visible that the modulus of smoothness ε 1 (n) is a slightly decreasing function of the parameter λ for values of λ not too close to the critical value 2ν. This numerical observation can also not be explained by the results of Corollary 5.2 and show that the estimates in Corollary 5.2 give only a rough picture of the dependence of ε 1 (n) on the dilation parameter λ.
