In most of today's exactly solved classes of polyominoes, either all members are convex (in some way), or all members are directed, or both. If the class is neither convex nor directed, the exact solution uses to be elusive. This paper is focused on polyominoes with hexagonal cells. Concretely, we deal with polyominoes whose columns can have either one or two connected components. Those polyominoes (unlike the well-explored column-convex polyominoes) cannot be exactly enumerated by any of the now existing methods. It is therefore appropriate to introduce additional restrictions, thus obtaining solvable subclasses. In our recent paper, published in this same journal, the restrictions just mentioned were semidirectedness and an upper bound on the size of the gap within a column. In this paper, the semidirectedness requirement is made looser. The result is that now the exactly solved subclasses are larger and have greater growth constants. These new polyomino families also have the advantage of being invariant under the reflection about the vertical axis.
Introduction
In our previous paper [2] , we began to search for polyomino models which are more general than column-convex polyominoes, but still have reasonably simple area generating functions. In [2] , we introduced level m cheesy polyominoes (m = 1, 2, 3, . . .), and here we shall introduce another sequence of models, which we call level m polyominoes with cheesy blocks (m = 1, 2, 3, . . .).
At every level, both cheesy polyominoes and polyominoes with cheesy blocks have a rational area generating function. However, at any given level, cheesy polyominoes are a rather small subset of polyominoes with cheesy blocks. The latter set of polyominoes has a greater growth constant than the former set. For example, the growth constant of level one cheesy polyominoes is 4.114907 . . . , while the growth of level one polyominoes with cheesy blocks is 4.289698 . . . . (By the growth constant we mean the limit lim n→∞ n √ a n , where a n denotes the number of n-celled elements in a given set of polyominoes.) In addition, if we reflect a polyomino with cheesy blocks about the vertical axis, we get a polyomino with cheesy blocks again. This kind of invariance under reflection is enjoyed by column-convex polyominoes, but not by cheesy polyominoes. Admittedly, counting level m polyominoes with cheesy blocks requires some more effort than counting level m cheesy polyominoes. Anyway, at level one, polyominoes with cheesy blocks are not very hard to count. In this paper, the level one model is solved in full detail, the solution of the level two model is outlined, and the result for the level three model is stated with no proof. (Just as with cheesy polyominoes, as level increases, the computations quickly gain in size.) Our computations are done by using Bousquet-Mélou's [1] and Svrtan's [3] "turbo" version of the Temperley method [4] .
If the reader is interested in the history of polyomino enumeration, or in the role which polyominoes play in physics and chemistry, then he/she may refer to the recently published book [5] . However, if the reader would settle for a few lines, then it could be enough to see the introduction of our previous paper [2] .
Definitions and conventions
Some of the relevant definitions were already stated in the section "Definitions and conventions" of our previous paper [2] . Those "old" definitions are not repeated here because, whether we repeat them or not, it is natural to read [2] before reading this paper.
In this paper, we deal with polyominoes with hexagonal cells. When we write "a polyomino", we actually mean "a hexagonal-celled polyomino".
Suppose that P is such a polyomino that the first (i.e., leftmost) column of P has no gap and that, in every pair of adjacent columns of P , every connected component of the right column has at least one edge in common with the left column. Then we say that P is a rightward-semidirected polyomino.
A polyomino P is a level m cheesy polyomino if the following holds:
• P is a rightward-semidirected polyomino, Figure 1 : A level one cheesy polyomino.
• every column of P has at most two connected components,
• if a column of P has two connected components, then the gap between the components consist of at most m cells.
See Figure 1 . Suppose that P is such a polyomino that the last (i.e., rightmost) column of P has no gap and that, in every pair of adjacent columns of P , every connected component of the left column has at least one edge in common with the right column. Then we say that P is a leftward-semidirected polyomino.
A polyomino P is a bird if the following holds:
• P has exactly one gap-free column (a, say),
• if we take the union of a and of all (zero or more) columns lying to the left of a, the result is a leftward-semidirected polyomino,
• if we take the union of a and of all (zero or more) columns lying to the right of a, the result is a rightward-semidirected polyomino.
See Figure 2 . A polyomino P is a level m polyomino with cheesy blocks if the following holds:
• there exist positive integers k and i 1 , i 2 , . . . , i k such that the first i 1 columns of P form a bird, the next i 2 columns of P form a bird,. . . , the last i k columns of P form a bird,
• every column of P has at most two connected components, Figure 2 : A bird.
• if a column of P has two connected components, then the gap between the components consists of at most m cells.
See Figure 3 .
Notice that a polyomino with cheesy blocks may have more than one decomposition into birds. Nevertheless, this ambiguity will not bother us during the enumeration. Namely, our enumeration method is not a bird-by-bird one, but rather a column-by-column one. Next, it is easy to see that, if P is a cheesy polyomino, then P is also a polyomino with cheesy blocks. For example, say that a cheesy polyomino P has 10 columns and that the 1st, 4th and 5th columns are gap-free, whereas each of the remaining 7 columns does have a gap. Then the first 3 columns form a bird, the 4th column itself forms a bird, and the last 6 columns form a bird as well.
Furthermore, if we reflect a bird about the vertical axis, we get a bird again. Therefore, if we reflect a polyomino with cheesy blocks about the vertical axis, we get a polyomino with cheesy blocks again.
If a polyomino P is made up of n cells, we say that the area of P is n. Let a be a column of a polyomino P . By the height of a we mean the number of those cells which make up a plus the number of those (zero or more) cells which make up the gaps of a. For example, in Figure 2 , the highlighted column has height 3, and the next column to the left has height 3, too.
Let R be a set of polyominoes. By the area generating function of R we mean the formal sum By the area and last column generating function of R we mean the formal sum P ∈R q area of P · t the height of the last column of P .
Level one polyominoes with cheesy blocks
Let E = E(q, t) be the area and last column generating function for level one polyominoes with cheesy blocks. Let E 1 = E(q, 1) and F 1 = ∂E ∂t (q, 1). Let U be the set of all level one polyominoes with cheesy blocks. When we build a column-convex polyomino (resp. a cheesy polyomino) from left to right, adding one column at a time, every intermediate figure is a columnconvex polyomino (resp. a cheesy polyomino) itself. However, when we build a polyomino with cheesy blocks, this is no longer the case. A "left factor" of an element of U need not itself be an element of U .
We say that a figure P is an incomplete level one polyomino with cheesy blocks if P itself is not an element of U , but P can be made into an element of U by adding an extra column on the right side of P . When we build a level one Let V be the set of all incomplete level one polyominoes with cheesy blocks. Let
For P ∈ U ∪ V , we define the body of P to be all of P , except the rightmost column of P .
We write U α for the set of level one polyominoes with cheesy blocks which have only one column. For P ∈ U \ U α , we define the pivot cell of P to be the lower right neighbour of the lowest cell of the second last column of P . As Figure 4 clearly shows, the pivot cell of a polyomino P ∈ U \U α is not necessarily contained in P . Let U β = {P ∈ U \ U α : the body of P lies in U , the last column of P has no hole, and the pivot cell of P is contained in P },
the body of P lies in U , the last column of P has no hole, and the pivot cell of P is not contained in P },
the body of P lies in U , and the last column of P has a hole} and
The sets U α , U β , U γ , U δ and U ǫ form a partition of U . We write E α , E β , E γ , E δ and E ǫ for the parts of the series E that come from the sets U α , U β , U γ , U δ and U ǫ , respectively.
We have Figure 5 : The last two columns of two elements of U β .
If a polyomino P lies in U β , then the last column of P is made up of the pivot cell, of i ∈ {0, 1, 2, 3, . . .} cells lying below the pivot cell, and of j ∈ {0, 1, 2, 3, . . .} cells lying above the pivot cell. See Figure 5 . Hence,
Consider the following situation. A polyomino P ∈ U ends with a column I. We are creating a new column to the right of I, and the result should be an element of U γ . Then, whether or not the column I has a hole, we can put the lowest cell of the new column in exactly m places, where m is the height of I. See Figure 6 . Hence
Let us proceed to another situation. A polyomino P ∈ U ends with a column J. We are creating a new column to the right of J, and the result should be an element of U δ . Then, whether or not the column J has a hole, we can put the hole of the new column in exactly n − 1 places, where n is the height of J. See Figure 7 . The new column is made up of i ∈ {1, 2, 3, . . . } cells lying below the hole, of a hole of height one, and of j ∈ {1, 2, 3, . . . } cells lying above the hole. Altogether,
Now, let P be an element of U ǫ . By the definition of U ǫ , P is a polyomino with cheesy blocks, but the body of P is not a polyomino with cheesy blocks. So, we can decompose P into birds (in one or more ways), but we cannot decompose the body of P into birds. The only possible reason is the following. The body of P ends with some "problematic" holed columns, while P itself ends with a hole-free column. When this hole-free column is added to the "problematic" columns, the resulting figure is a bird (with no right "wing").
Let us translate these remarks into mathematical formulae. In the second last column of P there is a hole, and in the last column of P there are two cells with which the hole is filled. In addition to this two-celled "cork", the last column contains i ∈ {0, 1, 2, . . .} cells lying below the "cork" and j ∈ {0, 1, 2, . . .} cells lying above the "cork". See Figure 8 . Hence Since
Setting t = 1, from Eq. (6) we get
Differentiating Eq. (6) with respect to t and then setting t = 1, we get
Now we turn to incomplete polyominoes with cheesy blocks. Firstly, we see that an incomplete polyomino with cheesy blocks always ends with a holed column.
We write V α for the set of incomplete level one polyominoes with cheesy blocks which have only one column. Let P ∈ V \ V α . If the body of P lies in U , then the said body is in contact with just one of the two connected components of P 's last column. The non-contacting component of the last column is located either wholly above or wholly below the second last column of P . We define the lower pivot cell of P ∈ V \ V α to be the lower right neighbour of the lowest cell of the second last column of P . In addition, we define the upper pivot cell of P ∈ V \ V α to be the upper right neighbour of the highest cell of the second last column of P . Let V β = {P ∈ V \ V α : the body of P lies in U , and the hole of the last column of P coincides either with the lower pivot cell of P or with the upper pivot cell of P } and
the body of P lies in U , and the hole of the last column of P lies either below the lower pivot cell of P or above the upper pivot cell of P }.
Let us move on to the case when the body of P ∈ V \ V α lies in V . Then the second last column of P has two connected components. It is easy to see that each of those two components must be in contact with the last column of P . (This does not mean that each of the two connected components of the last column must be in contact with the second last column.) Now, it may or may not happen that one connected component of P 's last column is in contact with both connected components of P 's second last column. Accordingly, we define the following two sets:
the body of P lies in V , and the hole of the last column of P touches the hole of the second last column of P } and V ǫ = {P ∈ V \ V α : the body of P lies in V , and the hole of the last column of P does not touch the hole of the second last column of P }.
The sets V α , V β , V γ , V δ and V ǫ form a partition of V . We write G α , G β , G γ , G δ and G ǫ for the parts of the series G that come from the sets V α , V β , V γ , V δ and V ǫ , respectively.
The set V α contains every two-part column (with one-celled hole) having i ∈ {1, 2, 3, . . . } cells below the hole and j ∈ {1, 2, 3, . . . } cells above the hole. Thus,
If P ∈ V β , then the body of P lies in U . The hole of the last column has two possibilities: to coincide with the lower pivot cell of P or to coincide with the upper pivot cell of P . Anyhow, the last column is made up of i ∈ {1, 2, 3, . . . } cells lying below the hole and j ∈ {1, 2, 3, . . . } cells lying above the hole. See Figure 9 . Therefore,
Now let P ∈ V γ . The body of P again lies in U . If the hole of the last column lies below the lower pivot cell of P , then the last column of P is made up of:
• i ∈ {1, 2, 3, . . . } cells lying below the hole,
• j ∈ {0, 1, 2, . . . } cells lying above the hole and below the lower pivot cell,
• the lower pivot cell, and
• k ∈ {0, 1, 2, . . . } cells lying above the lower pivot cell.
If the hole of the last column lies above the upper pivot cell of P , then the last column of P is made up of: • i ∈ {1, 2, 3, . . . } cells lying above the hole,
• j ∈ {0, 1, 2, . . . } cells lying above the upper pivot cell and below the hole,
• the upper pivot cell, and
• k ∈ {0, 1, 2, . . . } cells lying below the upper pivot cell.
See Figure 10 . Altogether,
If P ∈ V δ , then the body of P lies in V . The second last and last columns of P both have a hole. The hole of the last column is either the lower right neighbour or the upper right neighbour of the hole of the second last column. In the last 
Let P ∈ V ǫ . Once again, the second last and last columns of P both have a hole. However, to the right of the hole of the second last column, there are two cells which both belong to P .
If this two-celled "cork" is contained in the upper component of the last column, then the last column is made up of:
• i ∈ {1, 2, 3, . . . } cells lying below the hole of the last column,
• j ∈ {0, 1, 2, . . . } cells lying above the hole and below the "cork",
• the two cells forming the "cork", and
• k ∈ {0, 1, 2, . . . } cells lying above the "cork".
If the said cork is contained in the lower component of the last column, then the last column is made up of:
• i ∈ {1, 2, 3, . . . } cells lying above the hole, Figure 12 : The last two columns of two elements of V ǫ .
• j ∈ {0, 1, 2, . . . } cells lying above the cork and below the hole,
• the two cells forming the cork, and
• k ∈ {0, 1, 2, . . . } cells lying below the cork.
See Figure 12 . Consequently,
Since
Eqs. (7), (8) and (14) form a system of three linear equations in three unknowns, E 1 , F 1 and G. Solving this system yields the following result.
Proposition 1 The area generating function for level one polyominoes with cheesy blocks is given by
The complex roots of the denominator of E 1 are 1 r 1 = −6.109867, r 2 = 0.233117, r 3 = 0.449922 − 0.087757 · i, r 4 = 0.449922 + 0.087757 · i, r 5 = 0.988454 − 1.537589 · i and r 6 = 0.988454 + 1.537589 · i. The root with smallest absolute value is r 2 = 0.233117, and 1 r2 is equal to 4.289698. By decomposing E 1 into partial fractions and expanding the partial fractions into Taylor series, we establish the following fact.
Corollary 1 The number of n-celled level one polyominoes with cheesy blocks [q
n ]E 1 has the asymptotic behaviour
Thus, the growth constant of level one polyominoes with cheesy blocks is 4.289698. For comparison, the growth constants of level one cheesy polyominoes and column-convex polyominoes are 4.114908 and 3.863131, respectively. The increase from 4.114908 to 4.289698 is certainly respectable, although not quite so large as the increase from 3.863131 to 4.114908.
Level two polyominoes with cheesy blocks
In this enumeration, if the last column of a polyomino (or of an incomplete polyomino) has two connected components, we often need to record not only the overall height of the last column, but also the height of the last column's upper component and the height of the last column's lower component. Hence, in addition to the "old" variables q and t, we introduce two new variables, u and v. As before, the exponent of q is the area and the exponent of t is the overall height of the last column 2 . The exponent of u is the height of the upper component of the last column, and the exponent of v is the height of the lower component of the last column.
The four main generating functions in this enumeration are A = A(q, t), C = C(q, t, u, v), G = G(q, u, v) and J = J(q, u, v). Those generating functions are used for the following purposes:
• A is a generating function for level two polyominoes with cheesy blocks whose last column either has no hole or has a one-celled hole,
• C is a generating function for level two polyominoes with cheesy blocks whose last column has a two-celled hole,
• G is a generating function for incomplete level two polyominoes with cheesy blocks whose last column has a one-celled hole,
• J is a generating function for incomplete level two polyominoes with cheesy blocks whose last column has a two-celled hole. 1, 1, 0) , (14) for G. Recall that the proof of Eq. (6) breaks into five cases. Namely, we partition the set of all level one polyominoes with cheesy blocks (denoted U ), into five subsets: U α , U β , U γ , U δ and U ǫ . Now, here we have to establish four functional equations, one for each of the generating functions A, C, G and J. The proofs of the functional equations for A, C, G and J break into nine, two, ten and twelve cases, respectively. It would take quite a lot of space to consider all those cases. Hence, as a kind of compromise, we shall only prove the functional equation for C. That will suffice to get a taste of all the four proofs.
Let S be the set of those level two polyominoes with cheesy blocks whose last column either has no hole or has a one-celled hole. Let T be the set of those level two polyominoes with cheesy blocks whose last column has a two-celled hole. As in Section 3, for P ∈ T , we define the body of P to be all of P , except the rightmost column of P . Let T α = {P ∈ T : the body of P lies in S}, and T β = {P ∈ T : the body of P lies in T }.
The sets T α and T β form a partition of T . We write C α and C β for the parts of the series C that come from the sets T α and T β , respectively.
Let P be an element of S and let c be a column with a two-celled hole. Suppose that we want to glue c to P so that P ∪ c lies in T α , and so that P and c are the body and the last column of P ∪ c, respectively. In how many ways P and c can be glued together? In principle, the number of ways is (the height of the last column of P ) minus two. See Figure 13 . However, if P ends with a one-celled column, then we can glue c to P in zero ways, and not in minus one ways. Thus, we have
Let P be an element of T and let c be a column with a two-celled hole. Suppose that we want to glue c to P so that P ∪ c lies in T β , and so that P and c are the body and the last column of P ∪ c, respectively. In how many ways P Figure 13 : The last two columns of two elements of T α . and c can be glued together? First, there are (the height of the last column of P ) minus two ways to satisfy these two necessary conditions:
• the bottom cell of the upper component of c is either identical with or lies lower than the upper right neighbour of the top cell of the last column of P , and
• the top cell of the lower component of c is either identical with or lies higher than the lower right neighbour of the bottom cell of the last column of P .
See Figure 14 . So, if there were no special cases, then C β would be equal to
However, special cases do exist. There are two of them:
1. The upper component of the last column of P ∈ T has at least two cells and the lower component of the two-component column c has just one cell.
2. The lower component of the last column of P ∈ T has at least two cells and the upper component of the two-component column c has just one cell.
In case 1, it is (so to speak) dangerous to glue c to P in such a way that the one-celled lower component of c becomes a common neighbour of the two cells which form the hole of the last column of P . This dangerous operation produces an object which is not a polyomino and hence does not lie in T β .
In case 2, it is dangerous to glue c to P in such a way that the one-celled upper component of c becomes a common neighbour of the two cells which form the hole of the last column of P . Again, the dangerous operation produces an object which is not a polyomino and hence does not lie in T β . Now, Eq. (16) is actually a generating function for the union of T β with the set of objects produced by the two dangerous operations. The generating function for the objects produced by the first dangerous operation is
The generating function for the objects produced by the second dangerous operation is
Subtracting Eqs. (17) and (18) 
(19) Since C = C α + C β , Eqs. (15) and (19) imply that
Setting t = u = v = 1, from Eq. (20) we get
Differentiating Eq. (20) with respect to t and then setting t = u = v = 1, we get
Next, we differentiate Eq. (20) with respect to u and then set t = 1, u = 0 and v = 1. The result is
Also, we differentiate Eq. (20) with respect to v and then set t = 1, u = 1 and v = 0. The result is
Eqs. (21)-(24) make part of a system of altogether 13 linear equations in 13 unknowns:
The other 9 equations of that linear system are obtained from the functional equations for A, G and J. The computer algebra system Maple quickly solved the linear system and then summed the generating functions A 1 and C 1 . The result can be seen in the following proposition. So, the growth constant of level two polyominoes with cheesy blocks is 4.462811.
Level three polyominoes with cheesy blocks
In this section, we skip everything but the final results.
Proposition 3 The area generating function for level three polyominoes with cheesy blocks is given by
where 6 Taylor expansions and the limit value of the growth constants
To see how many polyominoes of a given type have 1, 2, 3, . . . cells, we expanded the area generating functions into Taylor series. The results are shown in Table 1. In Table 2 , we display the growth constant of column-convex polyominoes, together with all the growth constants which we computed in this paper and in [2] . Now, it is natural to ask the question: to what value do the growth constants tend as level tends to infinity? Our database is too small for giving a precise answer. Anyway, we shall permit ourselves to make a vague estimate. In the case of polyominoes with cheesy blocks, computing the first differences of the growth constants, we obtain the numbers 4.290 Table 2 : The growth constants. By level 0 cheesy polyominoes, and so too by level 0 polyominoes with cheesy blocks, we mean the usual column-convex polyominoes.
