We present a heuristic model for the energy spectrum of the one-dimensional phase turbulence in the steady state of the Kuramoto-Sivashinsky equation. Our model contains an energy transfer mechanism from low-to high-wave-vector modes. The energy transfer is written as the sum of local and nonlocal interactions. Our analytical results show good agreement with numerical simulations, particularly for the hump in the energy spectrum, which is mainly due to the local interactions. DOI: 10.1103/PhysRevE.64.057301 PACS number͑s͒: 47.27.Eq, 05.45.Ϫa, 47.52.ϩj, 47.54.ϩr A satisfactory understanding of spatially extended systems, although fascinating, is a difficult task. The evolution of these systems is generally described by nonlinear partial differential equations where analytical results are rather scarce ͓1͔. Phase turbulence is the irregular behavior of an extended system described by the paradigmatic KuramotoSivashinsky equation ͑KSE͒, one of the simplest partial differential equations exhibiting chaotic behavior ͓2͔. It appears in a variety of physical systems driven away from equilibrium such as reaction-diffusion chemical systems ͓3͔ or flame front propagation ͓4͔. In one dimension it reads
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with , Ͼ0. Defining uϭ x as the velocity field, one gets the alternative equation u t ϩuu x ϩu xx ϩu xxxx ϭ0. ͑2͒
This equation can also be written in the standard scaled form u t ϩuu x ϩu xx ϩu xxxx ϭ0. The periodic boundary conditions normally used are u(xϩL)ϭu (x) , u x (xϩL)ϭu x (x), etc. L is the length of the system. In the thermodynamic limit (L →ϱ) there is no free control parameter. The unstable growth of fluctuations given by the term u xx acts as an energy source in the large-wavelength region. In the shortwavelength region the fluctuations are attenuated by the term u xxxx which acts as a stabilizing energy sink. We can say that and play the roles of an ''antiviscosity'' and a ''hyperviscosity,'' respectively. Several papers have addressed the study of the longwavelength behavior-the hydrodynamic limit-of the KSE in one dimension. It was conjectured by Yakhot ͓5͔, using a perturbative renormalization group approach, that the statistical behavior of the KSE, written as in Eq. ͑2͒, is equivalent to the stochastic Burgers equation ͓6͔ u t ϩuu x Ϫ u xx ϩ u ϭ0, where Ͼ0 is a renormalized viscosity and u is a Gaussian white noise forcing. Alternatively, the KSE written as in the Eq. ͑1͒, is equivalent to the Kardar-Parisi-Zhang ͑KPZ͒ equation ͓7͔ t ϩ x 2 /2Ϫ xx ϩ ϭ0. The numerical work of Sneppen et al. ͓8͔ strongly supports Yakhot's conjecture. An analytical demonstration of the connection between KS and KPZ equations was given by Chow and Hwa ͓9͔ by explicitly coarse-graining the KSE. Generically, the system forms cells of a preferred size. These cells are locally compressed or stretched giving rise to cell creation or annihilation. This mechanism provides a positive renormalized viscosity and the cell interactions are sufficiently uncorrelated to give rise to the random forcing .
One of the quantities of primary interest when the KSE is numerically integrated is the mean energy of the k mode, E(k), which is the Fourier transform of the two-point correlation function of u(x,t). Numerical simulation results for the energy spectrum E(k) have shown three main characteristics: ͑i͒ a flat region for low wave number k, ͑ii͒ a hump near kϭ1, and ͑iii͒ a strongly decaying region for high k ͓10-14͔. Despite the paradigmatic relevance of this model there are only a few analytical results for E(k), just two as far as we know. Pomeau et al. ͓10͔ considered a local energy flux as the product of E(k) with an ad hoc k 4 factor in order to take into account the assumed k Ϫ4 power law in the observed spectrum. They obtained a constant energy flux by ignoring energy injection. In particular, the flat region of the spectrum is absent. Toh ͓11͔ obtained E(k) by a statistical model in which pulses with imposed rigid shapes are created and annihilated. The rigid shapes were calculated by numerically solving the static KSE (u t ϭ0).
In this work we calculate the energy spectrum analytically, using a heuristic model for the energy transfer among modes, resulting in very good agreement with the numerical simulations. First of all, we derive a basic dynamic equation for equal time correlation functions of the KSE. Using u ϭu(x,t) and uЈϭu(xЈ,t)ϭu(xϩr,t), we easily find
͑3͒
Taking the spatial average of the above equation we obtain
where C 2 (r,t)ϭ͗uЈu͘ and C 3 (r,t)ϭ 1 2 ͗(u 2 uЈϪuЈu)͘ are, respectively, the two-and three-point correlation functions. Equation ͑4͒ is similar to the von Kármán-Howarth equation for fluid turbulence ͓15͔. The energy spectrum is defined by 
In the steady state ‫ץ‬E(k,t)/‫ץ‬tϭ0 and we can easily see that T is subject to the constraint ͐ 0 ϱ dkT(k)ϭ0. This important integral condition shows us that no energy is generated or lost by T, but it is redistributed among the modes. In other words, the transfer mechanism cannot directly affect the energy injection I or the dissipation D. There is a net energy flow from small to high k and it can be stated as IϩTϭD.
With the previous constraint we can express T as
where ⌸(k) is an energy flux due to the nonlinear term. The steady state for the energy spectrum can be rewritten in the integral form
All previous expressions are exact and to solve them one needs some approximation to disconnect the three-from the two-point correlation functions C 3 and C 2 in Eq. ͑4͒. Expressing ⌸ as a function of k and E(k), Eq. ͑5͒ is immediately closed. Our first assumption for closing Eq. ͑5͒ is to write ⌸ as the sum of local ⌸ L and nonlocal ⌸ NL contributions:
For ⌸ L we admit the energy transfer as coming from the injection I and dissipation D at the same k value,
For ⌸ NL we assume that the energy flux at a particular k depends on all values of k,
where S(p,q)dpdq can be interpreted as the specific rate of transferred energy from modes in the range (p,pϩdp) to modes in the range (q,qϩdq ϭ2. It is physically reasonable to put n p ϭn q ϭ1/2 since we assume that I and D are on the same footing. For simplicity we also assume only positive integers for m p and m q and we can easily see that the only possibilities for a net flux from low to high k are m p ϭ2 and m q ϭ0. Assuming ϭϭ1 from now on, which means a rescaling of the KSE, we finally obtain
The model parameters ␥ and are dimensionless. We are now able to obtain a differential equation for the spectral function. Writing the integral Eq. ͑8͒ with the model expressions for ⌸ L and ⌸ NL we get
with the definition ͱE(k)ϭe(k). Deriving this equation three times with respect to k, rearranging the terms, and defining e(k)ϭ f (k)/k 2 , we finally obtain the following homogeneous differential equation:
This is a very interesting equation and despite its linear form we were not able to find exact solutions, except the trivial f ϭconst. Nevertheless, we get particular solutions in two cases. Local case. ␥ϭ0, corresponding to a local energy transfer. The energy spectrum is E L ϰk Ϫ4 e Ϫ(kϩ1/k)/ . Nonlocal case. ϭ0, corresponding to a nonlocal energy transfer. An interesting solution in this case, without poles and zeros in the energy spectrum, corresponds to ␥ϭ3 implying E NL ϰ(1ϩk)
Ϫ8 . In order to obtain the well established result from numerical simulations that show a flat region in the energy spectrum for k→0, the condition ␥/ϭ3 must be fulfilled in Eq. ͑14͒. This relevant condition links the local and nonlocal parameters and ␥. It implies a null flux of energy (⌸ϭ0) in the absence of dissipation (Dϭ0). In the limit of k→ϱ the re-sult emerging from Eq. ͑14͒ gives Eϰk Ϫ8 , corresponding also to a null flux, now in the absence of injection (Iϭ0).
We solve the differential equation analytically in the lowand high-k limits and obtain the following nontrivial solutions:
The above four parameters B 0 , b 0 , B ϱ , and b ϱ are the integration constants written in a convenient way. The complete energy spectrum is obtained by matching the two asymptotic solutions above with a third one, which is obtained as a series solution in the interval ͓k l ,k h ͔ around the regular point kϭ1. This point separates the region k Ͻ1 where I dominates from the region kϾ1 where D dominates. We rewrite Eq. ͑14͒ replacing the variable k by zϭ1 Ϫk and we find the series solutions h(z) near zϭ0. The three solutions are the trivial h 0 ϭconst and the series solution h 1 (h 2 ) beginning with a z(z 2 ) term. Admitting that the factor Fϭexp͓Ϫ(kϩ1/k)/͔ from the local solution will survive near kϭ1 in the global solution, we find FӍaϩbz 2 ϩ••• after expanding it around zϭ0. To fulfill the previous condition we are restricted to h 0 and h 2 , resulting in the following solution:
B 1 and b 1 are integration constants. We have to determine the six integration constants in Eqs. ͑15͒-͑17͒. Nevertheless, their number is reduced to only two by matching the solutions and their first derivatives at the matching points k l and k h . We have normalized the numerical results ͓10-14͔ to E max (k)ϭ1 and we observe that they are almost collapsed into a single curve with E(0)Х0.0892. We choose one of these curves to represent all the numerical results, the curve Z in Fig. 1 , which was obtained by Zalesky ͓12͔. Using the numerical values for E max (k) and E(0) together with the matching points k l ϭ0.5 and k h ϭ1.5, eventually we obtain the complete energy spectra for different values of the local parameter . The nonlocal parameter ␥ is linked to the local one by ␥/ϭ3.
Our results show an overall agreement with the numerical results and they are summarized by the curves A, B, and L in Fig. 1 . The curve A, corresponding to ϭ1/3, shows a particular good fitting at the right side of the hump. This agreement is important since some authors ͓1,10͔ admit the existence of an inertial subrange in this region. However, the maximum of the hump is shifted to left. The curve B, corresponding to ϭ1/6, shows a better agreement with the hump, in particular near the maximum. All curves show the strong characteristic decay in the dissipative region of the spectrum. The curve L represents only the local contribution for the energy flux and a good fitting is obtained with ϭ1/5. As we can see, the local contribution gives an adequate description of the spectrum in the irregular region. It may be seen as a manifestation of the division of thick cells and the coalescence of thin cells as in the Chow-Hwa model ͓9͔. This mechanism, involving only local change of wave numbers and providing a band of states with nearby wave numbers, seems to be a convincing physical interpretation for our local model.
In conclusion, we have presented a heuristic model for the KSE energy spectrum based on dimensional analysis in the Kolmogorov way. The main characteristic of our model is that it contains a natural mechanism of energy transfer from low-to high-k modes. The energy flow is given as the sum of local and nonlocal interactions. The analytical results provided by our model show overall excellent agreement with the numerical calculations. In particular, the plateau for low k, the hump at kϷ1, and the decay for high k are clearly observed. Our model does not have a strong dependence on the free parameter ; however, the local part of the energy flux accounts for the strong hump in the spectrum. 
