Long-time dynamics of Kirchhoff wave models with strong nonlinear damping  by Chueshov, Igor
J. Differential Equations 252 (2012) 1229–1262Contents lists available at ScienceDirect
Journal of Differential Equations
www.elsevier.com/locate/jde
Long-time dynamics of Kirchhoff wave models with strong
nonlinear damping
Igor Chueshov
Department of Mechanics and Mathematics, Kharkov National University, Kharkov, 61077, Ukraine
a r t i c l e i n f o a b s t r a c t
Article history:
Received 12 January 2011
Revised 27 July 2011
Available online 31 August 2011
MSC:
primary 37L30
secondary 37L15, 35B40, 35B41
Keywords:
Nonlinear Kirchhoff wave model
State-dependent nonlocal damping
Supercritical source
Well-posedness
Global attractor
We study well-posedness and long-time dynamics of a class of
quasilinear wave equations with a strong damping. We accept the
Kirchhoff hypotheses and assume that the stiffness and damping
coeﬃcients are functions of the L2-norm of the gradient of
the displacement. We prove the existence and uniqueness of
weak solutions and study their properties for a wide class of
nonlinearities which covers the case of possible degeneration
(or even negativity) of the stiffness coeﬃcient and the case of
a supercritical source term. Our main results deal with global
attractors. For strictly positive stiffness factors we prove that in
the natural energy space endowed with a partially strong topology
there exists a global ﬁnite-dimensional attractor. In the non-
supercritical case this attractor is strong. In this case we also
establish the existence of a fractal exponential attractor and give
conditions that guarantee the existence of a ﬁnite number of
determining functionals.
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1. Introduction
In a bounded smooth domain Ω ⊂ Rd we consider the following Kirchhoff wave model with a
strong nonlinear damping:
{
∂ttu − σ
(‖∇u‖2)∂tu − φ(‖∇u‖2)u + f (u) = h(x), x ∈ Ω, t > 0,
u|∂Ω = 0, u(0) = u0, ∂tu(0) = u1.
(1.1)
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1230 I. Chueshov / J. Differential Equations 252 (2012) 1229–1262Here  is the Laplace operator, σ and φ are scalar functions speciﬁed later, f (u) is a given source
term, h is a given function in L2(Ω) and ‖ · ‖ is the norm in L2(Ω).
This kind of wave models goes back to G. Kirchhoff (d = 1, φ(s) = ϕ0 + ϕ1s, σ(s) ≡ 0, f (u) ≡ 0)
and has been studied by many authors under different types of hypotheses. We refer to [4,29,42]
and to the literature cited in the survey [33], see also [5,18,20,23,32,35–38,47–50] and the references
therein.
Our main goal in this paper is to study well-posedness and long-time dynamics of the problem
(1.1) under the following set of hypotheses:
Assumption 1.1. (i) The damping σ and the stiffness φ factors are C1 functions on the semi-axis
R+ = [0,+∞). Moreover, σ(s) > 0 for all s ∈R+ and there exist ci  0 and η0  0 such that
s∫
0
[
φ(ξ) + η0σ(ξ)
]
dξ → +∞ as s → +∞ (1.2)
and
sφ(s) + c1
s∫
0
σ(ξ)dξ −c2 for s ∈R+. (1.3)
(ii) f (u) is a C1 function such that f (0) = 0 (without loss of generality),
μ f := lim inf|s|→∞
{
s−1 f (s)
}
> −∞, (1.4)
and the following properties hold:
(a) if d = 1, then f is arbitrary;
(b) if d = 2, then
∣∣ f ′(u)∣∣ C(1+ |u|p−1) for some p  1;
(c) if d 3, then either
∣∣ f ′(u)∣∣ C(1+ |u|p−1) with some 1 p  p∗ ≡ d + 2
d − 2 , (1.5)
or else
c0|u|p−1 − c1  f ′(u) c2
(
1+ |u|p−1) with some p∗ < p < p∗∗ ≡ d + 4
(d − 4)+ , (1.6)
where ci are positive constants and s+ = (s + |s|)/2.
Remark 1.2. (1) The coercive behavior in (1.2) and (1.3) holds with η0 = c1 = 0 if we assume, for in-
stance, that lim infs→+∞{sφ(s)} > 0. A standard example is φ(s) = φ0 + φ1sα with φ0 ∈R, φ1 > 0 and
α  1. However we can also take φ(s) with ﬁnite support, or even φ(s) ≡ const  0. In this case we
need additional hypotheses concerning the behavior of σ(s) as s → +∞. We note that the physically
relevant scenario (see, e.g., the survey [33]) corresponds to the case when the stiffness coeﬃcient
φ(s) is positive almost everywhere. However we include into the consideration the case of possibly
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in a rather mild form (see, e.g., (1.2) and (1.3)).
(2) We note that in the case when d 2 or d 3 and (1.5) holds with p < p∗ the Nemytski oper-
ator u → f (u) is a locally Lipschitz mapping from the Sobolev space H10(Ω) into H−1+δ(Ω) for some
δ > 0. If d 3 and (1.5) holds with p = p∗ this fact is valid with δ = 0. These properties of the source
nonlinearity f (u) are of importance in the study of wave dynamics with strong damping (see, e.g.,
[6,7,39,46] and the references therein). Below we refer to this situation as to non-supercritical (sub-
critical when δ > 0 and critical for the case δ = 0). To deal with the supercritical case (the inequality
in (1.5) holds with p > p∗) we borrow some ideas from [24] and we need a lower bound for f (u) of
the same order as its upper bound (see the requirement in (1.6)). The second critical exponent p∗∗
arises in the dimension d 5 from the requirement H2(Ω) ⊂ Lp+1(Ω) (see Remark 2.5 below).
(3) We also note that in the case (1.6) the condition in (1.4) holds automatically (with μ f = +∞).
This condition can be relaxed depending on the properties of φ. For instance, in the case when φ(s) =
φ0 + φ1sα with φ1 > 0 instead of (1.4) we can assume that
f (s)s−c1|s|l − c2 for some lmin
{
2α + 2− ε,2d/(d − 2)+
}
with arbitrary small ε > 0. Therefore for this choice of φ we need no coercivity assumptions concern-
ing f in the non-supercritical case provided p < 2α + 1. However we do not pursue these possible
generalizations and prefer to keep hypotheses concerning φ and σ as general as possible.
Well-posedness issues for Kirchhoff type models like (1.1) were studied intensively last years. The
main attention was paid to the case when the strong damping term −σut is absent and the source
term f (u) is either absent or subcritical. The reader is referred to [20,37,50] and also to the survey
[33]. In these papers the authors have studied sets of initial data for which solutions exist and are
unique. The papers [20,37] consider also the case of a degenerate stiffness coeﬃcient (φ(s) ∼ sα near
zero). We also mention the paper [32] which deals with global existence (for a restricted class of
initial data) in the case of a strictly positive stiffness factor of the form φ(s) = φ0 + φ1sα with a
nonlinear damping |ut |qut and the source term f (u) = −|u|pu for some range of exponents q and p,
see also the recent paper [44] which is concentrated on the local existence issue for the same type of
damping and source terms but for a wider range of the exponents p and q.
Introducing the strong (Kelvin–Voigt) damping term −σut provides an additional a priori esti-
mate and simpliﬁes the issue. There are several well-posedness results available in the literature for
this case (see [5,34,36,38,47,49,48]). However all these publications assume that the damping coeﬃ-
cient σ(s) ≡ σ0 > 0 is a constant and deal with a subcritical or absent source term. Moreover, all of
them (except [38]) assume that the stiffness factor is non-degenerate (i.e., φ(s)  φ0 > 0). However
[38] assumes small initial energy, i.e., deals with local (in phase space) dynamics.
Recently the existence and uniqueness of weak (energy) solutions of (1.1) was reported (without
detailed proofs) in [24] for the case of supercritical source satisfying (1.6). However the authors in [24]
assume (in addition to our hypotheses) that d = 3, the damping is linear (i.e., σ(s) = const > 0) and
the stiffness factor φ is a uniformly positive C1 function satisfying the inequality
∫ s
0 φ(ξ)dξ  sφ(s)
for all s 0. As for nonlinear strong damping to the best of our knowledge there is only one publica-
tion [27]. This paper deals with nonlinear damping of the form σ(‖Aαu‖2)Aαut with 0< α  1. The
main result of [27] states only the existence of weak solutions for uniformly positive φ and σ in the
case when f (u) ≡ 0.
The main achievement of our well-posedness result is that
(a) we do not assume any kind of non-degeneracy conditions concerning φ (this function may be
zero or even negative);
(b) we consider a nonlinear state-dependent strong damping and do not assume uniform positivity
of the damping factor σ ;
(c) we cover the cases of critical and supercritical source terms f .
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are many papers on stabilization to zero equilibrium for Kirchhoff type models (see, e.g., [1,5,32,
33] and the references therein) and only a few recent results devoted to (non-trivial) attractors for
systems like (1.1). We refer to [35] for studies of local attractors in the case of viscous damping and to
[18,36,47–49] in the case of a strong linear damping (possibly perturbed by nonlinear viscous terms).
All these papers assume subcriticality of the force f (u) and deal with a uniformly positive stiffness
coeﬃcient of the form φ(s) = φ0 +φ1sα with φ0 > 0. We can point only the paper [1] which contains
a result (see [1, Theorem 4.4]) on stabilization to zero in the case when φ(s) ≡ σ(s) = a + bsγ with
a > 0 and possibly supercritical source with the property f (u)u + aμu2  0, where μ > 0 is small
enough. In this case the global attractor A= {0} is trivial. However this paper does not discuss well-
posedness issues and assumes the existence of suﬃciently smooth solutions as a starting point of the
whole considerations.
Our main novelty is that we consider long-time dynamics for much more general stiffness and
damping coeﬃcients and cover the supercritical case. Namely, under some additional non-degeneracy
assumptions we prove the existence of a ﬁnite-dimensional global attractor which uniformly attracts
trajectories in a partially strong sense (see Deﬁnition 3.1). In the non-supercritical case this result can
be improved: we establish the convergence property with respect to the strong topology of the phase
(energy) space. Moreover, in this case we prove the existence of a fractal exponential attractor and
give conditions for the existence of ﬁnite sets of determining functionals. To establish these results we
rely on a newly developed approach (see [13] and also [14] and [15, Chapters 7, 8]) which involves
stabilizability estimates, the notion of a quasi-stable system and also the idea of “short” trajectories
due to [30,31]. In the supercritical case to prove that the attractor has a ﬁnite dimension we also use
a recent observation made in [24] concerning stabilizability estimate in the extended space. In the
non-supercritical case we ﬁrst prove that the corresponding system is quasi-stable in the sense of the
deﬁnition given in [15, Section 7.9] and then apply the general theorems on properties of quasi-stable
systems from this monograph.
We also note that the long-time dynamics of second order equations with nonlinear damp-
ing was studied by many authors. We refer to [3,12,21,25,40,41] for the case of a damping with
a displacement-dependent coeﬃcient and to [13–15] and to the references therein for a velocity-
dependent damping. Models with different types of strong (linear) damping in wave equations were
considered in [6,7,24,39,46], see also the literature quoted in these references. The Kirchhoff wave
model with a structural damping of the form σ(‖∇u‖2)(−)θut with 1/2  θ < 1 was studied in
[10] at an abstract level.
The paper is organized as follows. In Section 2 we introduce some notations and prove Theo-
rem 2.2 which provides us with well-posedness of our model and contains some additional properties
of solutions. Some technical details of the arguments are postponed to Appendix A. In Section 3 we
study long-time dynamics of the evolution semigroup S(t) generated by (1.1). We ﬁrst establish some
continuity properties of S(t) (see Proposition 3.2) and its dissipativity (Proposition 3.5). These results
do not require any non-degeneracy hypotheses concerning the stiffness coeﬃcient φ. Then in the case
of strictly positive φ we prove asymptotic compactness of S(t) (see Theorem 3.9 and Corollary 3.10).
Our main results in Section 3 state the existence of global attractors and describe their properties
in both the general case (Theorems 3.12 and 3.13) and the non-supercritical case (Theorems 3.16
and 3.18).
2. Well-posedness
We ﬁrst describe some notations.
Let Hσ (Ω) be the L2-based Sobolev space of order σ with the norm denoted by ‖ · ‖σ and let
Hσ0 (Ω) be the completion of C
∞
0 (Ω) in H
σ (Ω) for σ > 0. Below we also denote by ‖ · ‖ and (· , ·) the
norm and the inner product in L2(Ω) and use the notation (· ; ·) for arrays.
In the space H = L2(Ω) we introduce the operator A = −D with the domain
D(A) = {u ∈ H2(Ω): u = 0 on Ω}≡ H2(Ω) ∩ H10(Ω),
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a linear self-adjoint positive operator densely deﬁned on H = L2(Ω). The resolvent of A is compact
in H . Below we denote by {ek} the orthonormal basis in H consisting of eigenfunctions of the opera-
tor A:
Aek = λkek, 0 < λ1  λ2  · · · , lim
k→∞
λk = ∞.
We set H = [H10(Ω) ∩ Lp+1(Ω)] × L2(Ω). In the non-supercritical case (when d  2 or d  3 and
p  p∗ = (d + 2)(d − 2)−1) we have that H10(Ω) ⊂ Lp+1(Ω)1 and thus the space H coincides with
H10(Ω) × L2(Ω). We deﬁne the norm in H by
∥∥(u0;u1)∥∥2H = ‖∇u0‖2 + α‖u0‖2Lp+1(Ω) + ‖u1‖2, (2.1)
where α = 1 in the case when d 3 and p > p∗ and α = 0 in the other cases.
Deﬁnition 2.1. A function u(t) is said to be a weak solution to (1.1) on an interval [0, T ] if
u ∈ L∞
(
0, T ; H10(Ω) ∩ Lp+1(Ω)
)
, ∂tu ∈ L∞
(
0, T ; L2(Ω)
)∩ L2(0, T ; H10(Ω)) (2.2)
and (1.1) is satisﬁed in the sense of distributions.
Our main result in this section is Theorem 2.2 on well-posedness of problem (1.1). This theorem
also contains some auxiliary properties of solutions which are needed to show the results on the
asymptotic dynamics.
Theorem 2.2 (Well-posedness). Let Assumption 1.1 be in force and (u0;u1) ∈ H. Then for every T > 0 problem
(1.1) has a unique weak solution u(t) on [0, T ]. This solution possesses the following properties:
1. The function t → (u(t);ut(t)) is (strongly) continuous in H = [H10(Ω) ∩ Lp+1(Ω)] × L2(Ω) and
utt ∈ L2
(
0, T ; H−1(Ω))+ L∞(0, T ; L1+1/p(Ω)). (2.3)
Moreover, there exists a constant CR,T > 0 such that
∥∥ut(t)∥∥2 + ∥∥∇u(t)∥∥2 + c0∥∥u(t)∥∥2Lp+1(Ω) +
t∫
0
∥∥∇ut(τ )∥∥2 dτ  CR,T (2.4)
for every t ∈ [0, T ] and initial data ‖(u0;u1)‖H  R, where c0 = 1 in the case when (1.6) holds, while
c0 = 0 in the other cases. We also have the following additional regularity:
ut ∈ L∞
(
a, T ; H10(Ω)
)
, utt ∈ L∞
(
a, T ; H−1(Ω))∩ L2(a, T ; L2(Ω))
for every 0< a < T and there exist β > 0 and cR,T > 0 such that
1 To unify the presentation we suppose that p 1 is arbitrary in all appearances in the case d = 1.
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t+1∫
t
[∥∥utt(τ )∥∥2 + c0
∫
Ω
∣∣u(x, τ )∣∣p−1∣∣ut(x, τ )∣∣2 dx
]
dτ  cR,T
tβ
(2.5)
for every t ∈ (0, T ], where as above ‖(u0;u1)‖H  R and c0 > 0 in the supercritical case only.
2. The following energy identity
E(u(t),ut(t))+
t∫
s
σ
(∥∥∇u(τ )∥∥2)∥∥∇ut(τ )∥∥2 dτ = E(u(s),ut(s)) (2.6)
holds for every t > s 0, where the energy E is deﬁned by
E(u0,u1) = 1
2
[‖u1‖2 + Φ(‖∇u0‖2)]+
∫
Ω
F (u0)dx−
∫
Ω
hu0 dx, (u0;u1) ∈ H,
with
Φ(s) =
s∫
0
φ(ξ)dξ and F (s) =
s∫
0
f (ξ)dξ.
3. If u1(t) and u2(t) are two weak solutions such that ‖(ui(0);uit(0))‖H  R, i = 1,2, then there exists
bR,T > 0 such that the difference z(t) = u1(t) − u2(t) satisﬁes the relation
∥∥zt(t)∥∥2−1 + ∥∥∇z(t)∥∥2 +
t∫
0
∥∥zt(τ )∥∥2 dτ  bR,T (∥∥zt(0)∥∥2−1 + ∥∥∇z(0)∥∥2) (2.7)
for all t ∈ [0, T ], and, if (1.6) holds, we also have that
T∫
0
[∫
Ω
|z|p+1 dx+
∫
Ω
(∣∣u1∣∣p−1 + ∣∣u2∣∣p−1)|z|2 dx]dτ  bR,T (∥∥zt(0)∥∥2−1 + ∥∥∇z(0)∥∥2). (2.8)
4. If we assume in addition that u0 ∈ (H2 ∩ H10)(Ω), then u ∈ Cw(0, T ; (H2 ∩ H10)(Ω)), where Cw(0, T ; X)
stands for the space of weakly continuous functions with values in X, and under the condition
‖(u0;u1)‖H  R we have that
∥∥ut(t)∥∥2 + ∥∥u(t)∥∥2  CR(T )(1+ ‖u0‖2) for every t ∈ [0, T ]. (2.9)
Proof. Let Σ(s) = ∫ s0 σ(ξ)dξ . For every η > 0 we introduce the following functional on H:
Eη+(u0,u1) = ‖u1‖2 +
[
Φ
(‖∇u0‖2)+ ηΣ(‖∇u0‖2)− a(η)]+ α‖u0‖p+1Lp+1(Ω) + ‖u0‖2 (2.10)
with a(η) = infs∈R+{Φ(s) + ηΣ(s)}, where α = 1 in the case when (1.6) holds and α = 0 in the other
cases. By (1.2) this functional is ﬁnite for every η η0.
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Wη,ν(u0,u1) = E(u0,u1) + η
[
(u0,u1) + 1
2
Σ
(‖∇u0‖2)
]
+ ν‖u0‖2. (2.11)
One can see that for every η  η0 we can choose ν = ν(η,μ f )  0, positive constants ai and a
monotone positive function M(s) such that
a0Eη+(u0,u1) − a1 Wη,ν(u0,u1) a2Eη+(u0,u1) + M
(‖∇u0‖2), ∀(u0;u1) ∈ H. (2.12)
To prove the existence of solutions, we use the standard Galerkin method. We start with the case
when u0 ∈ (H2 ∩ H10)(Ω) and assume that ‖(u0;u1)‖H  R for some R > 0. We seek for approximate
solutions of the form
uN(t) =
N∑
k=1
gk(t)ek, N = 1,2, . . . ,
that satisfy the ﬁnite-dimensional projections of (1.1). Moreover, we assume that
∥∥(uN(0);uNt (0))∥∥H  CR and ∥∥uN(0) − u0∥∥2 → 0 as N → ∞.
Such solutions exist (at least locally), and after multiplication of the corresponding projection of (1.1)
by uNt (t) we get that u
N (t) satisﬁes the energy relation in (2.6). Similarly, one can see from (1.3) and
(1.4) that
d
dt
[(
uN ,uNt
)+ 1
2
Σ
(∥∥∇uN∥∥2)]= ∥∥uNt ∥∥2 − φ(∥∥∇uN∥∥2)∥∥∇uN∥∥2 − ( f (uN),uN)+ (h,uN)

∥∥uNt ∥∥2 + C1Σ(∥∥∇uN∥∥2)+ C2∥∥uN∥∥2 + C3.
One can see from (1.2) that for every η > η0 there exist ci > 0 such that
Σ(s) c1
[
Φ(s) + ηΣ(s) − a(η)]+ c2, s ∈R+.
Thus using (2.12) we have that the function Wη,νN (t) ≡ Wη,ν(uN (t),uNt (t)) satisﬁes the inequality
d
dt
Wη,νN (t) η
(∥∥uNt ∥∥2 + C1Σ(∥∥∇uN∥∥2)+ C2∥∥uN∥∥2 + C3) c1Wη,νN (t) + c2
for η > η0 with ν depending on η and f . Therefore, using Gronwall’s Lemma combined with (2.12)
we obtain
Eη+
(
uN(t);uNt (t)
)
 CR,T for all t ∈ [0, T ], N = 1,2,3 . . . ,
for every η > η0. By the coercivity requirement in (1.2) we conclude that
∥∥(uN(t);uNt (t))∥∥H  CR,T for all t ∈ [0, T ], N = 1,2,3 . . . . (2.13)
Since σ(s) > 0, this implies that σ(‖∇uN (t)‖2) > σR,T for all t ∈ [0, T ]. Therefore the energy relation
(2.6) for uN yields that
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0
∥∥∇uNt (t)∥∥2 dt  C(R, T ), N = 1,2, . . . , for any T > 0. (2.14)
Now we use the multiplier −u (below we omit the superscript N for the sake of brevity). We readily
obtain
d
dt
[
−(ut,u) + 1
2
σ
(‖∇u‖2)‖u‖2]+ φ(‖∇u‖2)‖u‖2 + ( f ′(u), |∇u|2)
 ‖∇ut‖2 + σ ′
(‖∇u‖2)(∇u,∇ut)‖u‖2 + ‖h‖‖u‖. (2.15)
In the case when d 3 and (1.6) holds, we have
(
f ′(u), |∇u|2) c0
∫
Ω
|u|p−1|∇u|2 dx− c1‖∇u‖2, c0, c1 > 0.
In other (non-supercritical) cases, due to the embedding H1(Ω) ⊂ Lp+1(Ω), from the uniform bound-
edness in (2.13) we have the relation |( f ′(u), |∇u|2)| cR,T ‖u‖2. This implies that
d
dt
[
−(ut ,u) + 1
2
σ
(‖∇u‖2)‖u‖2] ‖∇ut‖2 + cR,T (1+ ‖∇ut‖) · ‖u‖2 + CR,T , (2.16)
for every t ∈ [0, T ]. Let
Ψ (t) = E(u(t),ut(t))+ η
[
−(ut,u) + 1
2
σ
(‖∇u‖2)‖u‖2]
with η > 0. We note that there exists η∗ = η(R, T ) > 0 such that
Ψ (t) αR,T ,η
[‖ut‖2 + ‖u‖2]− CR,T , t ∈ [0, T ], (2.17)
for every 0< η < η∗ . Therefore using the energy relation (2.6) for the approximate solutions and also
(2.16) one can choose η > 0 such that
d
dt
Ψ (t) c0
[
Ψ (t) + c1
](
1+ ‖∇ut‖2
)
, t ∈ [0, T ],
with appropriate ci > 0. By (2.14) and (2.17) this implies the estimate
∥∥uNt (t)∥∥2 + ∥∥uN(t)∥∥2  CR(T )[1+ ∥∥uN(0)∥∥2], t ∈ [0, T ].
The above a priori estimates show that (uN ; ∂tuN ) is ∗-weakly compact in
WT ≡ L∞
(
0, T ; H2(Ω) ∩ Lp+1(Ω)
)× [L∞(0, T ; L2(Ω))∩ L2(0, T ; H10(Ω))] for every T > 0.
Moreover, using the equation for uN (t) we can show in the standard way that
T∫ ∥∥∂ttuN(t)∥∥2−m dt  CT (R), N = 1,2, . . . , (2.18)
0
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(uN ;uNt ) is also compact in
C
(
0, T ; H2−ε(Ω))× [C(0, T ; H−ε(Ω))∩ L2(0, T ; H1−ε(Ω))] for every ε > 0.
Thus there exists an element (u;ut) in WT such that (along a subsequence) the following convergence
holds:
max[0,T ]
∥∥uN(t) − u(t)∥∥22−ε +
T∫
0
∥∥uNt (t) − ut(t)∥∥21−ε dt → 0 as N → ∞.
Moreover, by the Lions Lemma (see Lemma 1.3 in [28, Chapter 1]) we have that
f
(
uN(x, t)
)→ f (u(x, t)) weakly in L1+1/p([0, T ] × Ω).
This allows us to make a limit transition in the nonlinear terms and prove the existence of a weak
solution under the additional condition u0 ∈ H2(Ω)∩ H10(Ω). One can see that this solution possesses
the properties (2.3), (2.4), (2.9) and satisﬁes the corresponding energy inequality.
We now prove that (2.7) (and also (2.8) in the supercritical case) hold for every couple u1(t)
and u2(t) of weak solutions. We use the same idea as [24] and start with the following preparatory
lemma.
Lemma 2.3. Let u1(t) and u2(t) be weak solutions to (1.1) with different initial data (ui0;ui1) ∈ H such that
∥∥uit(t)∥∥2 + ∥∥∇ui(t)∥∥2  R2 for all t ∈ [0, T ] and for some R > 0. (2.19)
Then for z(t) = u1(t) − u2(t) we have the relation
d
dt
[
(z, zt) + 1
4
σ12(t) · ‖∇z‖2
]
+ 1
2
φ12(t) · ‖∇z‖2 +
(
f
(
u1
)− f (u2), z)
+ φ˜12(t)
∣∣(∇(u1 + u2),∇z)∣∣2
 ‖zt‖2 + CR
(∥∥∇u1t ∥∥+ ∥∥∇u2t ∥∥)‖∇z‖2 (2.20)
for almost all t ∈ [0, T ], where σ12(t) = σ1(t)+σ2(t) and φ12(t) = φ1(t)+φ2(t) with σi(t) = σ(‖∇ui(t)‖2)
and φi(t) = φ(‖∇ui(t)‖2). We also use the following notation
φ˜12(t) = 1
2
1∫
0
φ′
(
λ
∥∥∇u1(t)∥∥2 + (1− λ)∥∥∇u2(t)∥∥2)dλ. (2.21)
Remark 2.4. It follows directly from Deﬁnition 2.1 that (2.3) holds for every weak solution. This and
also (2.2) allows us to show that (z, zt) + σ12(t)‖∇z‖2/4 is absolutely continuous with respect to t
and thus the relation in (2.20) has a meaning for every couple of weak solutions.
Proof. One can see that z(t) = u1(t) − u2(t) solves the equation
ztt − 1σ12(t)zt − 1φ12(t)z + G
(
u1,u2; t)= 0, (2.22)2 2
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G
(
u1,u2; t)= −1
2
{[
σ1(t) − σ2(t)
]

(
u1t + u2t
)+ [φ1(t) − φ2(t)](u1 + u2)}+ f (u1)− f (u2).
Since G ∈ L2(0, T ; H−1(Ω)) + L∞(0, T ; L1+1/p(Ω)) and z ∈ L∞(0, T ; (H10 ∩ Lp+1)(Ω)) for any couple
u1 and u2 of weak solutions, we can multiply Eq. (2.22) by z in L2(Ω). Therefore using the inequality
∣∣σ ′12(t)∣∣ CR(∥∥∇u1t ∥∥+ ∥∥∇u2t ∥∥)
and also the observation made in Remark 2.4 we conclude that
d
dt
[
(z, zt) + 1
4
σ12(t) · ‖∇z‖2
]
+ 1
2
φ12(t) · ‖∇z‖2 +
(
G
(
u1,u2, t
)
, z
)
 ‖zt‖2 + CR
(∥∥∇u1t ∥∥+ ∥∥∇u2t ∥∥) · ‖∇z‖2.
One can see that φ1(t) − φ2(t) = 2(∇(u1 + u2),∇z) · φ˜12(t), where φ˜12 is given by (2.21), and
∣∣[σ1(t) − σ2(t)](∇(u1t + u2t ),∇z)∣∣ CR(∥∥∇u1t ∥∥+ ∥∥∇u2t ∥∥) · ‖∇z‖2.
Thus using the structure of the term G(u1,u2; t) we obtain (2.20). 
We return to the proof of relations (2.7) and (2.8).
Let u1 and u2 be weak solutions satisfying (2.19) and also the inequality ‖ui(t)‖Lp+1(Ω)  R for all
t ∈ [0, T ] in the supercritical case. Moreover we assume that
T∫
0
∥∥∇uit(τ )∥∥2 dτ  CR , i = 1,2.
We ﬁrst note that in the non-supercritical case by the embedding H1(Ω) ⊂ Lr(Ω) for r = ∞ in the
case d = 1, for arbitrary 1 r < ∞ when d = 2 and for r = 2d(d−2)−1 in the case d 3 we have that
∥∥ f (u1)− f (u2)∥∥−1  CR∥∥∇(u1 − u2)∥∥, u1,u2 ∈ H10(Ω), ∥∥∇ui∥∥ R, (2.23)
which implies that |( f (u1)− f (u2), z)| CR‖∇z‖2. Therefore it follows from Lemma 2.3 and from the
coercivity property of the force f (u) in the supercritical case (see Lemma A.1 in Appendix A) that
d
dt
[
(z, zt) + 1
4
σ12(t)‖∇z‖2
]
+ 1
2
φ12(t)‖∇z‖2 + c0
[∫
Ω
|z|p+1 dx+
∫
Ω
(∣∣u1∣∣p−1 + ∣∣u2∣∣p−1)|z|2 dx]
 ‖zt‖2 + CR
(
1+ ∥∥∇u1t ∥∥+ ∥∥∇u2t ∥∥)‖∇z‖2, (2.24)
where c0 is positive in the supercritical case only.
We now consider the multiplier A−1zt . Since H2−η(Ω) ⊂ Lp+1(Ω) for some η > 0 under the
condition p < p∗∗ = (d + 4)/(d − 4)+ , we easily obtain that
∥∥A−1zt∥∥2L  C∥∥A−η/2zt∥∥2  ε‖zt‖2 + Cε∥∥A−1/2zt∥∥2 for every ε > 0. (2.25)p+1
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1
2
d
dt
∥∥A−1/2zt∥∥2 + 1
2
φ12(t)(z, zt) + 1
2
σ12(t)‖zt‖2 +
(
G
(
u1,u2; t),A−1zt)= 0, (2.26)
where
(
G
(
u1,u2; t),A−1zt)= G1(t) + G2(t) + G3(t). (2.27)
Here
G1(t) = −1
2
[
σ1(t) − σ2(t)
](

(
u1t + u2t
)
,A−1zt
)
,
G2(t) = φ˜12(t)
(∇(u1 + u2),∇z)(∇(u1 + u2),∇A−1zt)
with φ˜12(t) given by (2.21), and G3(t) = ( f (u1) − f (u2),A−1zt).
One can see that |G1(t) + G2(t)| CR‖zt‖ · ‖∇z‖. In the non-supercritical case by (2.23) we have
the same estimate for |G3(t)|. In the supercritical case we readily obtain that
∫
Ω
∣∣ f (u1)− f (u2)∣∣∣∣A−1zt∣∣dx
 ε
∫
Ω
(
1+ ∣∣u1∣∣p−1 + ∣∣u2∣∣p−1)|z|2 dx+ Cε
∫
Ω
(
1+ ∣∣u1∣∣p−1 + ∣∣u2∣∣p−1)∣∣A−1zt∣∣2 dx
 ε
∫
Ω
(
1+ ∣∣u1∣∣p−1 + ∣∣u2∣∣p−1)|z|2 dx
+ Cε
[∫
Ω
(
1+ ∣∣u1∣∣p+1 + ∣∣u2∣∣p+1)dx]
p−1
p+1 ∥∥A−1zt∥∥2Lp+1 . (2.28)
Therefore using (2.25) we have that
∣∣(G(u1,u2; t),A−1zt)∣∣ CR‖zt‖ · ‖∇z‖
+ ε
[∫
Ω
(∣∣u1∣∣p−1 + ∣∣u2∣∣p−1)|z|2 dx+ ‖z‖2 + ‖zt‖2
]
+ Cε(R)
∥∥A−1/2zt∥∥2
for any ε > 0. Thus from (2.26) we obtain
1
2
d
dt
∥∥A−1/2zt∥∥2 + 1
2
σ12(t)‖zt‖2  CR‖zt‖ · ‖∇z‖
+ εc0
[∫
Ω
(∣∣u1∣∣p−1 + ∣∣u2∣∣p−1)|z|2 dx+ ‖z‖2 + ‖zt‖2
]
+ c0Cε(R)
∥∥A−1/2zt∥∥2 (2.29)
for any ε > 0, where c0 = 0 in the non-supercritical case. Let
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2
∥∥A−1/2zt∥∥2 + η
[
(z, zt) + 1
4
σ12(t)‖∇z‖2
]
(2.30)
for η > 0 small enough. It is obvious that for η η0(R) we have
aRη
[∥∥A−1/2zt∥∥2 + ‖∇z‖2] Ψ (t) bR[∥∥A−1/2zt∥∥2 + ‖∇z‖2]. (2.31)
From (2.24) and (2.29) we also have that
dΨ
dt
+
[
1
2
σ12(t) − η − cε
]
‖zt‖2 + c0η
∫
Ω
|z|p+1 dx+ c0(η − ε)
∫
Ω
(∣∣u1∣∣p−1 + ∣∣u2∣∣p−1)|z|2 dx
 Cε(R)
(
1+ ∥∥∇u1t ∥∥+ ∥∥∇u2t ∥∥)Ψ.
After selecting appropriate η and ε this implies the desired conclusion in (2.7) and (2.8).
We now use (2.7) and (2.8) to prove the existence of weak solutions for initial data (u0;u1) ∈ H
by a limit transition from smoother solutions. Indeed, we can choose a sequence (un0;un1) of elements
in [(H2(Ω) ∩ H10(Ω)] × L2(Ω) such that (un0;un1) → (u0;u1) in H. Owing to (2.7) and (2.8) the corre-
sponding solutions un(t) converge to a function u(t) in the sense that
max
t∈[0,T ]
{∥∥unt (t) − ut(t)∥∥2−1 + ∥∥un(t) − u(t)∥∥21}+
T∫
0
∥∥un(τ ) − u(τ )∥∥p+1Lp+1(Ω) dτ → 0.
From the boundedness provided by the energy relation in (2.4) for un we also have ∗-weak conver-
gence of (un;unt ) to (u;ut) in the space
L∞
(
0, T ; H1(Ω))∩ Lp+1(Ω)) × [L∞(0, T ; L2(Ω))∩ L2(0, T ; H10(Ω))].
This implies that u(t) is a weak solution. By (2.7) this solution is unique. Moreover, this solution
satisﬁes the corresponding energy inequality.
The regularity properties stated in (2.5) follows by the standard multiplier procedure (see, e.g.,
[24,39] and also [2]). To prove that the function t → (u(t);ut(t)) is (strongly) continuous in H =
[H10(Ω) ∩ Lp+1(Ω)] × L2(Ω) and to establish energy equality (2.6) we use the same idea as in [28].
The reader is referred to Appendix A for a detailed proof of these facts.
The proof of Theorem 2.2 is complete. 
Remark 2.5. We do not know how to avoid the assumption p < p∗∗ = (d+4)/(d−4)+ (which arises in
dimension d greater than 4) in the proof of well-posedness. The point is that we cannot use smother
multipliers like A−2l zt and A−2l z to achieve our goal because the term ‖∇z‖2 goes into picture in the
estimate for G . If we had used the multipliers A−2l zt and z in the proof of uniqueness of solutions,
then a problem would have arisen with the corresponding two-sided estimate for the corresponding
analog of the function Ψ (t) given by (2.30).
As for the existence of weak solutions in the absence of the requirement p  p∗∗ in the case
d 4 we note that the standard a priori estimates for uN (t) (see (2.13), (2.14) and (2.18)) can be also
easily obtained in this case. The main diﬃculty in this situation is the limit transition in the nonlocal
terms φ(‖∇uN (t)‖2) and σ(‖∇uN (t)‖2). To do this we can apply the same procedure as in [5] with
σ = const, f (u) ≡ 0. We do not provide details because we do not know how to establish uniqueness
for this case.
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Φ(s) ≡
s∫
0
φ(ξ)dξ → +∞ as s → +∞ and μ f > 0, (2.32)
or else
μˆφ := lim inf
s→+∞ φ(s) > 0 and μˆφλ1 + μ f > 0, (2.33)
where μ f is deﬁned by (1.4) and λ1 is the ﬁrst eigenvalue of the minus Laplace operator in Ω with
Dirichlet boundary conditions (if μˆφ = +∞, then μ f > −∞ can be arbitrary). In this case it is easy
to see that (2.12) holds with η = ν = 0. Therefore the energy relation in (2.6) yields
sup
t∈R+
E0+
(
u(t),ut(t)
)
 CR provided E0+(u0,u1) R, (2.34)
where R > 0 is arbitrary and E0+ is deﬁned by (2.10) with η = 0. Now using either (2.32) of (2.33) we
can conclude from (2.34) that
sup
t∈R+
∥∥∇u(t)∥∥ CR and inf
t∈R+
σ
(∥∥∇u(t)∥∥2) σR > 0. (2.35)
Therefore under the conditions above the energy relation in (2.6) along with (2.34) implies that
sup
t∈R+
E0+
(
u(t),ut(t)
)+
∞∫
0
∥∥∇ut(τ )∥∥2 dτ  CR (2.36)
for any initial data such that E0+(u0,u1)  R . We note that in the case considered the energy type
function E0+ is topologically equivalent to the norm on H in the sense that E0+(u0,u1) R for some
R > 0 if and only if ‖(u0;u1)‖H  R∗ for some R∗ > 0.
3. Long-time dynamics
3.1. Generation of an evolution semigroup
By Theorem 2.2 problem (1.1) generates an evolution semigroup S(t) in the space H by the for-
mula
S(t)y = (u(t); ∂tu(t)), where y = (u0;u1) ∈ H and u(t) is a weak solution to (1.1). (3.1)
To describe the continuity properties of S(t) it is convenient to introduce the following notion.
Deﬁnition 3.1 (Partially strong topology). A sequence {(un0;un1)} ⊂ H is said to be partially strongly con-
vergent to (u0;u1) ∈ H if un0 → u0 strongly in H10(Ω), un0 → u0 weakly in Lp+1(Ω) and un1 → u1
strongly in L2(Ω) as n → ∞ (in the case when d 2 we take 1< p < ∞ arbitrary).
It is obvious that the partially strong convergence becomes strong in the non-supercritical case
(H10(Ω) ⊂ Lp+1(Ω)).
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uous mapping in H with respect to the strong topology. Moreover,
(A) General case: For every t > 0, S(t) maps H into itself continuously in the partially strong topology.
(B) Non-supercritical case ((1.6) fails): For any R > 0 and T > 0 there exists aR,T > 0 such that
∥∥S(t)y1 − S(t)y2∥∥H  aR,T ‖y1 − y2‖H, t ∈ [0, T ],
for all y1, y2 ∈ H = H10(Ω) × L2(Ω) such that ‖yi‖  R. Thus, in this case S(t) is a locally Lipschitz
continuous mapping in H with respect to the strong topology.
Proof. Let (un0;un1) → (u0;u1) in H as n → ∞. From the energy relation we have that
lim
n→∞
[
E(un(t),unt (t))+
t∫
0
σ
(∥∥∇un(τ )∥∥2)∥∥∇unt (τ )∥∥2 dτ
]
= lim
n→∞E
(
un0,u
n
1
)= E(u0,u1)
= E(u(t),ut(t))+
t∫
0
σ
(∥∥∇u(τ )∥∥2)∥∥∇ut(τ )∥∥2 dτ , (3.2)
where un(t) and u(t) are weak solutions with initial data (un0;un1) and (u0;u1). Using (2.7) and the
low continuity property of weak convergence one can see from (3.2) that un(t) → u(t) in H10(Ω) and
also
lim
n→∞
[
1
2
∥∥unt (t)∥∥2 +
∫
Ω
F
(
un(x, t)
)
dx
]
= 1
2
∥∥ut(t)∥∥2 +
∫
Ω
F
(
u(x, t)
)
dx.
As in the proof of the strong time continuity of weak solutions in Theorem 2.2 this allows us to obtain
the strong continuity with respect to initial data.
Now we establish additional continuity properties stated in (A) and (B).
(A) This easily follows from uniform boundedness of ‖unt (t)‖ and ‖un(t)‖Lp+1(Ω) on each interval[0, T ] (which implies the corresponding weak compactness) and from Lipschitz type estimate in (2.7)
for the difference of two solutions. We also use the fact that by (2.5) ‖∇unt (t)‖ is uniformly bounded
for each t > 0.
(B) Let S(t)yi = (ui(t);uit(t)), i = 1,2. Then in the non-supercritical case we have (2.23). Therefore
using (2.4) and Lemma 2.3 we obtain that
d
dt
[
(z, zt) + 1
4
σ12(t)‖∇z‖2
]
 ‖zt‖2 + CR,T
(
1+ ∥∥∇u1t ∥∥+ ∥∥∇u2t ∥∥)‖∇z‖2,
where z = u1 − u2 and σ12(t) is deﬁned in Lemma 2.3.
In the case considered we can multiply Eq. (2.22) by zt and obtain that
1 d ‖zt‖2 + 1σ12(t)‖∇zt‖2 + G(t) = −1φ12(t)(∇z,∇zt) CR,T ‖∇zt‖‖∇z‖. (3.3)
2 dt 2 2
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G(t) ≡ (G(u1,u2; t), zt)= H1(t) + H2(t) + H3(t), (3.4)
where
H1(t) = 1
2
[
σ1(t) − σ2(t)
](∇(u1t + u2t ),∇zt),
H2(t) = φ˜12(t)
(∇(u1 + u2),∇z)(∇(u1 + u2),∇zt)
with φ˜12(t) given by (2.21), and H3(t) = ( f (u1) − f (u2), zt). Using these representations one can see
that
∣∣(G(u1,u2; t), zt)∣∣ CR,T (1+ ∥∥∇u1t ∥∥+ ∥∥∇u2t ∥∥)‖∇zt‖‖∇z‖
 ε‖∇zt‖2 + CR,T ,ε
(
1+ ∥∥∇u1t ∥∥2 + ∥∥∇u2t ∥∥2)‖∇z‖2,
for any ε > 0. Therefore the function
V (t) = 1
2
‖zt‖2 + η
[
(z, zt) + 1
4
σ12(t)‖∇z‖2
]
for η > 0 small enough satisﬁes the relations
aR,T
[‖zt‖2 + ‖∇z‖2] V (t) bR,T [‖zt‖2 + ‖∇z‖2]
and
d
dt
V (t) cR,T
(
1+ ∥∥∇u1t ∥∥2 + ∥∥∇u2t ∥∥2)V (t)
with positive constants aR,T , bR,T and cR,T . Thus Gronwall’s Lemma and the ﬁniteness of the dissipa-
tion integral in (2.4) imply the desired conclusion. 
Remark 3.3. One can see from the energy relation in (2.6) that the dynamical system generated by the
semigroup S(t) is gradient on H (with respect to the strong topology), i.e., there exists a continuous
functional Ψ (y) on H (called a strict Lyapunov function) possessing the properties (i) Ψ (S(t)y) Ψ (y)
for all t  0 and y ∈ H; (ii) equality Ψ (y) = Ψ (S(t)y) may take place for all t > 0 if only y is a
stationary point of S(t). In our case the full energy E(u0;u1) is a strict Lyapunov function.
3.2. Dissipativity
We now establish some dissipativity properties of the semigroup S(t). For this we need the fol-
lowing hypothesis.
Assumption 3.4. We assume2 that either (2.33) holds or else
φ(s)s → +∞ as s → +∞ and μ f = lim inf|s|→∞
{
s−1 f (s)
}
> 0. (3.5)
2 Under these additional conditions the properties in (1.2) and (1.3) holds automatically with η0 = c1 = 0.
1244 I. Chueshov / J. Differential Equations 252 (2012) 1229–1262Proposition 3.5. Let Assumptions 1.1 and 3.4 be in force. Then there exists R∗ > 0 such that for any R > 0 we
can ﬁnd tR  0 such that
∥∥(u(t);ut(t))∥∥H  R∗ for all t  tR ,
where u(t) is a solution to (1.1) with initial data (u0;u1) ∈ H such that ‖(u0;u1)‖H  R. In particular, the
evolution semigroup S(t) is dissipative in H and
B∗ =
{
(u0;u1) ∈ H:
∥∥(u0;u1)∥∥H  R∗} is an absorbing set. (3.6)
Proof. Let u(t) be a solution to (1.1) with initial data possessing the property ‖(u0;u1)‖H  R . Mul-
tiplying Eq. (1.1) by u we obtain that
d
dt
[
(u,ut) + 1
2
Σ
(‖∇u‖2)]− ‖ut‖2 + φ(‖∇u‖2)‖∇u‖2 + ( f (u),u)− (h,u) = 0,
where Σ(s) = ∫ s0 σ(ξ)dξ . Therefore using the energy relation in (2.6) for the function W (t) =
Wη,0(u(t),ut(t)) with Wη,ν given by (2.11) we obtain that
d
dt
W (t) + σ (‖∇u‖2)‖∇ut‖2 − η‖ut‖2 + ηφ(‖∇u‖2)‖∇u‖2 + η( f (u),u)− η(h,u) = 0.
Since (3.5) implies (2.32), we have (2.35). By (1.4) and (1.6) we have that
(
u, f (u)
)
 d0‖u‖p+1Lp+1(Ω) + d1(μ f − δ)‖u‖2 − d2(δ), ∀δ > 0,
where d0 > 0, d1 = 0 in the supercritical case and d0 = 0, d1 = 1 in the other cases. In both cases
(either (2.33) or (3.5)) this yields
d
dt
W (t) + (σR − η)‖ut‖2 + ηc0φ
(‖∇u‖2)‖∇u‖2 + ηd0
2
‖u‖p+1Lp+1(Ω) + ηc1‖u‖2  ηc2
with positive ci independent of R and d0 > 0 in the supercritical case only. Thus there exist constants
a0,a1 > 0 independent of R and also 0< ηR  1 such that
d
dt
Wη,0(u(t),ut(t))+ ηa0[‖ut‖2 + φ(‖∇u‖2)‖∇u‖2 + d0‖u‖p+1Lp+1(Ω) + ‖u‖2] ηa1,
for all initial data (u0;u1) ∈ H such that ‖(u0;u1)‖H  R and for each 0< η ηR . Moreover, for this
choice of η we have relation (2.12) with ν = 0 and a(η) a(0). Therefore using the “barrier” method
(see, e.g., [9, Theorem 1.4.1] and [25, Theorem 2.1]) we can conclude the proof. 
Remark 3.6. Let B0 = [⋃t1+t∗ S(t)B∗]ps , where B∗ is given by (3.6), t∗  0 is chosen such that
S(t)B∗ ⊂ B∗ for t  t∗ and [·]ps denotes the closure in the partially strong topology. By standard
arguments (see, e.g., [45]) one can see that B0 is a closed forward invariant bounded absorbing set
which lies in B∗ . Moreover, by (2.5) the set B0 is bounded in H10(Ω) × H10(Ω).
For a strictly positive stiffness coeﬃcient we can also prove a dissipativity property in the space
H∗ = (H2 ∩ H10)(Ω) × L2(Ω).3 Indeed, we have the following assertion.
3 We note that H∗ ⊂ H because H2(Ω) ⊂ Lp+1(Ω) for p < p∗∗ .
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φ(s) > 0 for all s ∈ R+) and f ′(s)−c for all s ∈ R in the case when (1.5) holds with p = p∗ . Let u(t) be a
solution to (1.1) with initial data (u0;u1) ∈ H such that u0 ∈ H2(Ω) and ‖(u0;u1)‖H  R for some R. Then
there exist B > 0 and γ > 0 independent of R and CR > 0 such that
∥∥u(t)∥∥2  CR(1+ ‖u0‖2)e−γ t + B for all t  0. (3.7)
Proof. By Proposition 3.5 we have that ‖(u(t);ut(t)‖H  R∗ for all t  tR . Therefore it follows from
(2.15) that
d
dt
χ(t) + φR∗
∥∥u(t)∥∥2  ∥∥∇ut(t)∥∥2 + CR∗∥∥∇ut(t)∥∥2∥∥u(t)∥∥2 + CR∗ for all t  tR ,
where χ(t) = −(ut(t),u(t)) + σ(‖∇u(t)‖2)‖u(t)‖2/2. One can see that
a1
∥∥u(t)∥∥2 − a2  χ(t) a3∥∥u(t)∥∥2 + a4 for all t  tR , (3.8)
where ai = ai(R∗) are positive constants. Therefore using the ﬁniteness of the dissipation integral∫∞
tR
‖∇ut(t)‖2 dt < CR∗ we can conclude that
χ(t) CR∗
∣∣χ(tR)∣∣e−γ (t−tR ) + CR∗ for all t  tR .
Thus (3.8) and (2.9) yield (3.7). 
Remark 3.8. Using (2.9) one can show that the evolution operator S(t) generated by (1.1) maps the
space H∗ = [H2(Ω)∩H10(Ω)]× L2(Ω) into itself and is weakly continuous with respect to t and initial
data. Therefore under the hypotheses of Proposition 3.7 by [2, Theorem 1, Sect. II.2] S(t) possesses
a weak global attractor in H∗ . Unfortunately we cannot derive from Proposition 3.5 a similar result
in the space H because we cannot prove that S(t) is a weakly closed mapping in H (a mapping
S : H → H is said to be weakly closed if weak convergences un → u and Sun → v imply Su = v).
Below we prove the existence of a global attractor in H under additional hypotheses concerning the
stiffness coeﬃcient φ.
3.3. Asymptotic compactness
In this section we prove some properties of asymptotic compactness of the semigroup S(t).
We start with the following theorem.
Theorem 3.9. Let Assumptions 1.1 and 3.4 be in force. Assume also that φ(s) is strictly positive (i.e., φ(s) > 0
for all s ∈ R+) and f ′(s)  −c for all s ∈ R in the non-supercritical case (the bounds in (1.6) are not valid).
Then there exists a bounded set K in the space H1 = (H2 ∩ H10)(Ω) × H10(Ω) and the constants C, γ > 0
such that
sup
{
distH10(Ω)×H10(Ω)
(
S(t)y,K
)
: y ∈ B} Ce−γ (t−tB ), t  tB , (3.9)
for any bounded set B from H. Moreover, we have that K ⊂ B0 , where B0 is the positively invariant set
constructed in Remark 3.6.
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We ﬁrst note that it is suﬃcient to prove (3.9) for B =B0, where B0 ⊂ H ∩ [H10(Ω) × H10(Ω)] is
the invariant absorbing set constructed in Remark 3.6.
From (2.5), (2.36) and also from the structure of the set B0 we have that
∥∥∇u(t)∥∥2 + ∥∥∇ut(t)∥∥2 +
t+1∫
t
∥∥utt(τ )∥∥2 dτ +
∞∫
0
∥∥∇ut(τ )∥∥2 dτ  CB0 , t  0, (3.10)
for any solution u(t) with initial data (u0;u1) from B0. Thus we need only to show that there exists
a ball B = {u ∈ (H2 ∩ H10)(Ω): ‖u‖ ρ} which attracts in H10(Ω) any solution u(t) satisfying (3.10)
at a uniform exponential rate.
We denote σ(t) = σ(‖∇u(t)‖2) and φ(t) = φ(‖∇u(t)‖2). Since both σ and φ are strictly positive,
we have that
0< c1  σ(t),φ(t) c2, t  0,
where the constants c1 and c2 depend only on the size of the absorbing set B0. Let ν > 0 be a
parameter (which we choose large enough). Assume that w(t) solves the problems
{−σ(t)wt − φ(t)w + νw + f (w) = hu(t) ≡ −utt + νu + h(x), x ∈ Ω, t > 0,
w|∂Ω = 0, w(0) = 0. (3.11)
Then one can see that v(t) = w(t) − u(t) satisﬁes the equation
{−σ(t)vt − φ(t)v + νv + f (w + v) − f (w) = 0, x ∈ Ω, t > 0,
v|∂Ω = 0, v(0) = u0. (3.12)
As in the proof of Proposition 3.7 using the multiplier −w in (3.11) one can see that
1
2
d
dt
[
σ(t)
∥∥w(t)∥∥2]+ φ(t)∥∥w(t)∥∥2  [ε + Cε∥∥∇ut(t)∥∥2]∥∥w(t)∥∥2 + Cε∥∥hu(t)∥∥2
for all t > 0. Therefore using Gronwall’s type argument and the bounds in (3.10) we obtain that
∥∥w(t)∥∥2  C
t∫
0
e−γ (t−τ )
∥∥hu(τ )∥∥2 dτ  CB0 , ∀t  0, (3.13)
where CB0 > 0 does not depends on t .
Multiplying (3.12) by v in a similar way we obtain
1
2
d
dt
[
σ(t)
∥∥∇v(t)∥∥2]+ φ(t)∥∥∇v(t)∥∥2  [ε + Cε∥∥∇ut(t)∥∥2]∥∥∇v(t)∥∥2, t  0,
which implies that
∥∥∇v(t)∥∥2  C∥∥∇u(0)∥∥2e−2γ t, t  0. (3.14)
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(3.13) and (3.14) that
distH10(Ω)
(
u(t),B)= inf
b∈B
∥∥w(t) + v(t) − b∥∥1  ∥∥v(t)∥∥1  Ce−γ t, t  0. (3.15)
This implies the existence of the set K desired in the statement of the Theorem 3.9. 
Now we consider the set B0 deﬁned in Remark 3.6 as a topological space equipped with the
partially strong topology (see Deﬁnition 3.1). Since B0 is bounded in H ∩ [H10(Ω) × H10(Ω)], this
topology can be deﬁned by the metric
R(y, y∗)= ∥∥u0 − u∗0∥∥1 + ∥∥u1 − u∗1∥∥+
∞∑
n=1
2−n
|(u0 − u∗0, gn)|
1+ |(u0 − u∗0, gn)|
(3.16)
for y = (u0;u1) and y∗ = (u∗0;u∗1) from B0, where {gn} is a sequence in L(p+1)/p(Ω) ∩ H−1(Ω) such
that ‖gn‖−1 = 1 and Span{gn: n ∈N} is dense in L(p+1)/p(Ω).
Corollary 3.10. Let the hypotheses of Theorem 3.9 be in force and K and B0 be the same sets as in Theo-
rem 3.9. Then there exist C, γ > 0 such that
sup
{
inf
z∈K
R(S(t)y, z): y ∈B0} Ce−γ t for all t  0. (3.17)
Proof. As in the proof of Theorem 3.9 using the splitting given by (3.11) and (3.12) we have that
inf
z∈K
R(S(t)y, z) ∥∥v(t)∥∥1 +
∞∑
n=1
2−n |(v(t), gn)|
1+ |(v(t), gn)|

∥∥v(t)∥∥1 + 2−N+1 +
N∑
n=1
2−n |(v(t), gn)|
1+ |(v(t), gn)|

∥∥v(t)∥∥1
[
1+
N∑
n=1
2−n‖gn‖−1
]
+ 2−N+1
 2
∥∥v(t)∥∥1 + 2−N+1
for every N ∈ N, where S(t)y = (u(t);ut(t)) with y = (u0;u1) ∈ B0, and v solves (3.12). We can
choose N = [t], where [t] denotes the integer part of t . Thus (3.17) follows from (3.15). 
3.4. Global attractor in the partially strong topology
We recall the notion of global attractor and some dynamical features for the semigroup S(t) which
depend on the choice of the topology in the phase space (see, e.g., [2,9,22,45] for the general theory).
A bounded set A⊂ H is said to be a global partially strong attractor for S(t) if (i) A is closed with
respect to the partially strong (see Deﬁnition 3.1) topology, (ii) A is strictly invariant (S(t)A= A for
all t > 0), and (iii) A uniformly attracts in the partially strong topology all other bounded sets: for
any (partially strong) vicinity O of A and for any bounded set B in H there exists t∗ = t∗(O, B) such
that S(t)B ⊂ O for all t  t∗ .
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dimXf M = limsup
ε→0
lnN(M, ε)
ln(1/ε)
,
where N(M, ε) is the minimal number of closed sets in X of diameter 2ε which cover M .
We also recall (see, e.g., [2]) that the unstable set M+(N ) emanating from some set N ⊂ H is
a subset of H such that for each z ∈ M+(N ) there exists a full trajectory {y(t): t ∈ R} satisfying
u(0) = z and distH(y(t),N ) → 0 as t → −∞.
To state our results on long-time dynamics it is convenient to introduce the following hypotheses.
Assumption 3.11. The functions σ and φ belong to C1(R+) and possess the properties:
(i) σ(s) > 0 and φ(s) > 0 for all s ∈R+;
(ii) Assumption 3.4 holds, i.e., either
φ(s)s → +∞ as s → +∞ and μ f = lim inf|s|→∞
{
s−1 f (s)
}
> 0,
or else
μˆφ = lim inf
s→+∞ φ(s) > 0 and μˆφλ1 + μ f > 0,
where λ1 is the ﬁrst eigenvalue of the minus Laplace operator in Ω with Dirichlet boundary
conditions.
Our ﬁrst main result in this section is the following theorem.
Theorem 3.12. Let Assumptions 1.1(ii) and 3.11 be in force. Assume also that f ′(s) −c for all s ∈ R in the
non-supercritical case (when (1.6) does not hold). Then the semigroup S(t) given by (3.1) possesses a global
partially strong attractor A in the space H. Moreover, A⊂ H1 = [H2(Ω) ∩ H10(Ω)] × H10(Ω) and
sup
t∈R
(∥∥u(t)∥∥2 + ∥∥∇ut(t)∥∥2 + ∥∥utt(t)∥∥2−1 +
t+1∫
t
∥∥utt(τ )∥∥2 dτ
)
 CA (3.18)
for any full trajectory γ = {(u(t);ut(t)): t ∈R} from the attractor A. We also have that
A=M+(N ), where N =
{
(u;0) ∈ H: φ(∥∥A1/2u∥∥2)Au + f (u) = h}. (3.19)
Proof. Since B0 is an absorbing positively invariant set (see Remark 3.6), to prove the theorem it
is suﬃcient to consider the restriction of S(t) on the metric space B0 endowed with the metric R
given by (3.16). By Corollary 3.10 the dynamical system (B0, S(t)) is asymptotically compact. Thus
(see, e.g., [2,8,45]) this system possesses a compact (with respect to the metric R) global attractor
A which belongs to K . It is clear that A is a global partially strong attractor for (H, S(t)) with the
regularity properties stated in (3.18).
The attractor A is a strictly invariant compact set in H. By Remark 3.3 the semigroup S(t) is
gradient on A. Therefore the standard results on gradient systems with compact attractors (see, e.g.,
[2,9,45]) yields (3.19). Thus the proof of Theorem 3.12 is complete. 
Our next result deals with dimension for the attractor A.
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case. Then the global partially strong attractor A given by Theorem 3.12 has a ﬁnite fractal dimension as a
compact set in Hr := [H1+r(Ω) ∩ H10(Ω)] × Hr(Ω) for every r < 1.
Our main ingredient of the proof is the following weak quasi-stability estimate.
Proposition 3.14 (Weak quasi-stability). Assume that the hypotheses of Theorem 3.13 are in force. Let u1(t)
and u2(t) be twoweak solutions such that ‖ui(t)‖22+‖uit(t)‖21  R2 for all t  0, i = 1,2. Then their difference
z(t) = u1(t) − u2(t) satisﬁes the relation
∥∥zt(t)∥∥2−1 + ∥∥∇z(t)∥∥2  aR(∥∥zt(0)∥∥2−1 + ∥∥∇z(0)∥∥2)e−γRt
+ bR
t∫
0
e−γR (t−τ )
[∥∥z(τ )∥∥2 + ∥∥A−l zt(τ )∥∥2]dτ , (3.20)
where aR ,bR , γR are positive constants and l 1/2 can be taken arbitrary.
Proof. Our additional hypothesis on φ and also the bounds for solutions ui imposed allow us to
improve the argument which led to (2.7).
Since
∣∣φ˜12(t)∣∣∣∣(∇(u1 + u2),∇z)∣∣2  CR‖z‖2, t  0, (3.21)
for our case, it follows from Lemma 2.3 and from the coercivity of the force f (u) (see Lemma A.1 in
Appendix A) that
d
dt
[
(z, zt) + 1
4
σ12(t) · ‖∇z‖2
]
+ 1
2
φ12(t) · ‖∇z‖2 + c0
[∫
Ω
(∣∣u1∣∣p−1 + ∣∣u2∣∣p−1)|z|2 dx]
 ‖zt‖2 + CR
(∥∥∇u1t ∥∥+ ∥∥∇u2t ∥∥)‖∇z‖2 + C‖z‖2, (3.22)
where c0 = 0 in the non-supercritical case. Now as in the proof of Theorem 2.2 we use the multiplier
A−1zt . However now our considerations of the term |(G(u1,u2; t),A−1zt)| of the form (2.27) involves
the additional positivity type requirement imposed on φ.
Using the inequality ‖A−1/2zt‖2  η‖zt‖2 + Cη‖A−l zt‖2 for any η > 0 and l  1/2, one can see
that
∣∣G1(t)∣∣ ε‖zt‖2 + CR,ε(∥∥∇u1t ∥∥2 + ∥∥∇u2t ∥∥2)‖∇z‖2
and also, involving (3.21),
∣∣G2(t)∣∣ ε‖zt‖2 + CR,ε[∥∥A−l zt∥∥2 + ‖z‖2]
for any ε > 0 and for every l 1/2. Therefore from (2.28) we obtain that
∣∣(G(u1,u2; t),A−1zt)∣∣ CR,ε[(∥∥∇u1t ∥∥2 + ∥∥∇u2t ∥∥2)‖∇z‖2 + ‖z‖2 + ∥∥A−l zt∥∥2]
+ ε
[
‖zt‖2 + c0
∫ (∣∣u1∣∣p−1 + ∣∣u2∣∣p−1)|z|2 dx]
Ω
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function Ψ (t) given by (2.30) satisﬁes the relation
dΨ
dt
+ η
2
φ12(t) · ‖∇z‖2 +
[
1
2
σ12(t) − η − ε
]
‖zt‖2 + c0(η − ε)
∫
Ω
(∣∣u1∣∣p−1 + ∣∣u2∣∣p−1)|z|2 dx
 Cε(R)
[
d12(t)‖∇z‖2 +
∥∥A−l zt∥∥2 + ‖z‖2],
where d12(t) = ‖∇u1t (t)‖2 +‖∇u2t (t)‖2. Therefore after an appropriate choice of η and ε we have that
dΨ
dt
+ α12(t)Ψ  cR
[∥∥A−l zt∥∥2 + ‖z‖2] with α12(t) = η
2
φ12(t) − cRd12(t).
This implies that
Ψ (t) cR exp
{
−
t∫
0
α12(τ )dτ
}
Ψ (0) + cR
t∫
0
exp
{
−
t∫
τ
α12(ξ)dξ
}[∥∥A−l zt(τ )∥∥2 + ∥∥z(τ )∥∥2]dτ .
(3.23)
Under Assumption 3.11 by Remark 2.6 we have estimate (2.36) which yields that
t∫
τ
α12(ξ)dξ  ηφR · (t − τ ) − cR
t∫
τ
d12(ξ)dξ  ηφR · (t − τ ) − CR
for all t > τ  0, with positive φR and CR . Thus from (3.23) and (2.31) we obtain (3.20). 
Lemma 3.15. Let the hypotheses of Proposition 3.14 be in force. Then the difference z(t) = u1(t) − u2(t) of
two weak solutions satisﬁes the relation
T∫
0
∥∥A−l ztt(τ )∥∥2 dτ  CR(∥∥zt(0)∥∥2−1 + ∥∥∇z(0)∥∥2)+ CR T
T∫
0
[∥∥z(τ )∥∥2 + ∥∥A−l zt(τ )∥∥2]dτ (3.24)
for every T  1, where CR > 0 is a constant and l 3/2 is arbitrary such that L1(Ω) ⊂ H−2l(Ω), i.e. l > d/4.
Proof. It follows from (2.22) that ‖A−l ztt‖ CR(‖A−l+1z‖ + ‖A−l+1zt‖) + ‖A−lG(u1,u2; t)‖. By the
embedding L1(Ω) ⊂ H−2l(Ω) we obviously have that
∥∥A−lG(u1,u2; t)∥∥ CR∥∥A1/2z∥∥+ C
∫
Ω
∣∣ f (u1)− f (u2)∣∣dx
 CR
∥∥A1/2z∥∥+ C ∫
Ω
(
1+ ∣∣u1∣∣p−1 + ∣∣u2∣∣p−1)|z|dx.
Therefore using (2.7) (and also (2.8) in the supercritical case) we obtain that
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a
∥∥A−l ztt(τ )∥∥2 dτ  CR(∥∥zt(a)∥∥2−1 + ∥∥∇z(a)∥∥2)
for every a < b such that b − a 1. Therefore
T∫
0
∥∥A−l ztt(τ )∥∥2 dτ  [T ]−1∑
k=0
k+1∫
k
∥∥A−l ztt(τ )∥∥2 dτ +
T∫
[T ]
∥∥A−l ztt(τ )∥∥2 dτ
 CR
[T ]∑
k=0
(∥∥zt(k)∥∥2−1 + ∥∥∇z(k)∥∥2),
where [T ] denotes the integer part of T . Now we can apply the stabilizability estimate in (3.20) with
t = k for each k and obtain (3.24). 
Proof of Theorem 3.12. We use the idea due to Málek–Necˇas [30] (see also [31] and [14]).
For some T  1 which we specify latter and for some l >max{d,6}/4 we consider the space
WT =
{
u ∈ C(0, T ; H10(Ω)): ut ∈ C(0, T ; H−1(Ω)), utt ∈ L2(0, T ; H−2l(Ω))}
with the norm
|u|2WT = maxt∈[0,T ]
[∥∥∇u(t)∥∥2 + ∥∥ut(t)∥∥2−1]+
T∫
0
∥∥utt(t)∥∥2−2l dt.
Let AT be the set of weak solutions to (1.1) on the interval [0, T ] with initial data (u(0);ut(0)) from
the attractor A. It is clear that AT is a closed bounded set in WT . Indeed, if the sequence of solutions
un(t) with initial data in AT is fundamental in WT , then we have that un(0) → u0 strongly in H1(Ω),
un(0) → u0 weakly in Lp+1(Ω) and unt (0) → u1 weakly in L2(Ω) for some (u0;u1) ∈ A. By (2.7) and
(3.24) this implies that un(t) converges in WT to the solution with initial data (u0;u1). This yields
the closeness of AT in WT . The boundedness of AT is obvious.
On AT we deﬁne the shift operator V by the formula
V :AT →AT , [V u](t) = u(T + t), t ∈ [0, T ].
It is clear that AT is strictly invariant with respect to V , i.e. VAT = AT . It follows from (2.7) and
(3.24) that
|V U1 − V U2|WT  CT |U1 − U2|WT , U1,U2 ∈ B˜T .
By Proposition 3.14 we have that
max
s∈[0,T ]
{∥∥zt(T + s)∥∥2−1 + ∥∥∇z(T + s)∥∥2}
 ae−γ T max
s∈[0,T ]
{∥∥zt(s)∥∥2−1 + ∥∥∇z(s)∥∥2}+ b
2T∫ [∥∥z(τ )∥∥2 + ∥∥A−l zt(τ )∥∥2]dτ ,
0
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and Proposition 3.14 also yield that
2T∫
T
∥∥A−l ztt∥∥2 dτ  Ce−γ T (∥∥zt(0)∥∥2−1 + ∥∥∇z(0)∥∥2)+ C(1+ T )
2T∫
0
[‖z‖2 + ∥∥A−l zt∥∥2]dτ .
Therefore we obtain that
|V U1 − V U2|2WT  qT |U1 − U2|2WT + CT
[
n2T (U1 − U2) + n2T (V U1 − V U2)
]
(3.25)
for every U1,U2 ∈AT , where qT = Ce−γ T and the seminorm nT (U ) has the form
n2T (U ) ≡
T∫
0
[‖u‖2 + ∥∥A−lut∥∥2]dτ for U = {u(t)} ∈ WT .
One can see that this seminorm is compact on WT . Therefore we can choose T  1 such that qT < 1
in (3.25) and apply Theorem 2.15 from [14] to conclude that AT has a ﬁnite fractal dimension in WT .
One can also see that A = {(u(t);ut(t))t=s: u(·) ∈ AT } does not depend on s. Therefore the fractal
dimension of A is ﬁnite in the space H˜ = H10(Ω) × H−1(Ω). By interpolation argument it follows
from (3.18) and (2.7) that S(t)|A is a Hölder continuous mapping from H˜ into Hr for each t > 0.
Since dimH˜f A< ∞, this implies that dimHrf A is ﬁnite. 
3.5. Attractor in the energy space. Non-supercritical case
In this section we deal with the attractor in the strong topology of the energy space which we
understand in the standard sense (see, e.g., [2,9,22,45]). Namely, the global attractor of the evolution
semigroup S(t) is deﬁned as a bounded closed set A ⊂ H which is strictly invariant (S(t)A = A for
all t > 0) and uniformly attracts all other bounded sets:
lim
t→∞ sup
{
distH
(
S(t)y,A
)
: y ∈ B}= 0 for any bounded set B in H.
Since H = H10(Ω) × L2(Ω) in the non-supercritical case, Theorem 3.9 implies the existence of a
compact set in H which attracts bounded sets in the strong topology. This leads to the following
assertion.
Theorem 3.16. Let Assumptions 1.1(ii) and 3.11 be in force. Assume also that the nonlinearity f (s) is non-
supercritical (i.e., the bounds in (1.6) are not valid) and f ′(s)−c for all s ∈R. Then the evolution semigroup
S(t) possesses a compact global attractor A in H. This attractor A coincides with the partially strong attractor
given by Theorem 3.12 and thus
(i) A⊂ H1 = [H2(Ω) ∩ H10(Ω)] × H10(Ω);
(ii) the relation in (3.18) holds;
(iii) A=M+(N ), where N is the set of equilibria (see (3.19)).
Moreover, we have that
distH(y,N ) → 0 as t → ∞ for any y ∈ H. (3.26)
This attractorA has a ﬁnite fractal dimension in the space Hr = [H1+r(Ω)∩H10(Ω)]×Hr(Ω) for every r < 1.
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semigroup S(t) is gradient on the whole space H. Thus the standard results on gradient systems (see,
e.g., [2,9,45]) lead to the conclusion in (3.26). 
Under additional hypotheses we can establish other dynamical properties of the system under the
consideration. We impose now the following set of requirements.
Assumption 3.17. We assume that φ ∈ C2(R+) is a nondecreasing function (φ′(s)  0 for s  0),
f ′(s)−c for some c  0, and one of the following requirements fulﬁlls:
(a) either f is subcritical: either d 2 or (1.5) holds with p < p∗ ≡ (d + 2)(d − 2)−1, d 3;
(b) or else 3 d 6, f ∈ C2(R) is critical, i.e.,
∣∣ f ′′(u)∣∣ C(1+ |u|p∗−2), u ∈R, p∗ = (d + 2)(d − 2)−1.
Our second main result in this section is the following theorem.
Theorem 3.18. Let Assumptions 1.1(ii), 3.11, and 3.17 be in force. Then
(1) Any trajectory γ = {(u(t);ut(t)): t ∈R} from the attractor A given by Theorem 3.16 possesses the prop-
erties
(u;ut;utt) ∈ L∞
(
R; [H2(Ω) ∩ H10(Ω)]× H10(Ω) × L2(Ω)) (3.27)
and there is R > 0 such that
sup
γ⊂A
sup
t∈R
(∥∥u(t)∥∥2 + ∥∥∇ut(t)∥∥2 + ∥∥utt(t)∥∥2) R2. (3.28)
(2) There exists a fractal exponential attractor Aexp in H.
(3) Let L = {l j: j = 1, . . . ,N} be a ﬁnite set of functionals on H10(Ω) and
L = L
(
H10(Ω), L2(Ω)
)≡ sup{‖u‖: u ∈ H10(Ω), l j(u) = 0, j = 1, . . . ,N, ‖u‖1  1}
be the corresponding completeness defect. Then there exists ε0 > 0 such that under the condition L  ε0
the set L is (asymptotically) determining in the sense that the property
lim
t→∞maxj
t+1∫
t
∣∣l j(u1(s) − u2(s))∣∣2 ds = 0
implies that limt→∞ ‖S(t)y1 − S(t)y2‖H = 0. Here above S(t)yi = (ui(t);uit(t)), i = 1,2.
We recall (see, e.g., [17] and the references therein) that a compact set Aexp ⊂ H is said to be a
fractal exponential attractor for the dynamical system (H, S(t)) iff Aexp is a positively invariant set of
ﬁnite fractal dimension in H and for every bounded set D ⊂ H there exist positive constants tD , CD
and γD such that
dX
{
S(t)D
∣∣Aexp}≡ supdistH(S(t)x,Aexp) CD · e−γD (t−tD ), t  tD .
x∈D
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Prodi [19] and by Ladyzhenskaya [26] for the 2D Navier–Stokes equations. For the further development
of the theory we refer to [16] and to the survey [8], see also the references quoted in these publi-
cations. We note that for the ﬁrst time determining functionals for second order (in time) evolution
equations with a nonlinear damping was considered in [11], see also a discussion in [15, Section 8.9].
We also refer to [8] and [9, Chapter 5] for a description of sets of functionals with small completeness
defect.
Proof of Theorem 3.18. The main ingredient of the proof is some quasi-stability property of S(t) in
the energy space H which is stated in the following assertion.
Proposition 3.19 (Strong quasi-stability). Suppose that Assumptions 1.1(ii), 3.11 and 3.17 hold. Let u1(t) and
u2(t) be two weak solutions such that ‖(ui(0);uit(0))‖H  R, i = 1,2, then their difference z(t) = u1(t) −
u2(t) satisﬁes the relation
∥∥zt(t)∥∥2 + ∥∥∇z(t)∥∥2  aR(∥∥zt(0)∥∥2 + ∥∥∇z(0)∥∥2)e−γRt + bR
t∫
0
e−γR (t−τ )
∥∥z(τ )∥∥2 dτ , (3.29)
where aR ,bR , γR are positive constants.
Proof. As a starting point we consider the energy type relation (3.3) for the difference z (which has
been employed already in the proof of the second part of Proposition 3.2) and estimate the term
G(t) ≡ (G(u1,u2; t), zt)= H1(t) + H2(t) + H3(t)
given by (3.4) using the additional hypotheses imposed. One can see that
∣∣H1(t)∣∣ ε‖∇zt‖2 + CR,ε(∥∥∇u1t ∥∥2 + ∥∥∇u2t ∥∥2)‖∇z‖2.
Here and below we use the fact that ‖uit(t)‖2 + ‖∇ui(t)‖2  CR for all t  0 (see (2.36)).
We also have that
H2(t) = 1
2
d
dt
[
φ˜12(t)
∣∣(∇(u1 + u2),∇z)∣∣2]+ Hˆ2(t),
where |Hˆ2(t)| CR(‖∇u1t ‖ + ‖∇u2t ‖)‖∇z‖2.
If f is subcritical, i.e., Assumption 3.17(a) holds, then the estimate for H3(t) is direct:
∣∣H3(t)∣∣ CR‖∇zt‖‖z‖1−δ  ε(‖∇zt‖2 + ‖∇z‖2)+ CR,ε‖z‖2
for some δ > 0 and for any ε > 0. Therefore in the argument below we concentrate on the critical
case described in Assumption 3.17(b). In this case we have that
H3(t) = 1
2
d
dt
[ 1∫
0
∫
Ω
f ′
(
u2 + λ(u1 − u2))|z|2 dλdx
]
+ Hˆ3(t),
where
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2
1∫
0
∫
Ω
f ′′
(
u2 + λ(u1 − u2))(u2t + λ(u1t − u2t ))|z|2 dλdx.
By the growth condition of f ′′ we have that
∣∣Hˆ3(t)∣∣ C
∫
Ω
[
1+ ∣∣u1∣∣p∗−2 + ∣∣u2∣∣p∗−2](∣∣u1t ∣∣+ ∣∣u2t ∣∣)|z|2 dx.
Therefore the Hölder inequality and the Sobolev embedding H1(Ω) ⊂ Lp∗+1(Ω) imply that
∣∣Hˆ3(t)∣∣ C[1+ ∥∥u1∥∥p∗−2Lp∗+1(Ω) + ∥∥u2∥∥p∗−2Lp∗+1(Ω)][∥∥u1t ∥∥Lp∗+1(Ω) + ∥∥u2t ∥∥Lp∗+1(Ω)]‖z‖2Lp∗+1(Ω)
 CR
[∥∥∇u1t ∥∥+ ∥∥∇u2t ∥∥]‖∇z‖2.
Now we introduce the energy type functional
E∗(t) = 1
2
‖zt‖2 + 1
4
φ12(t)‖∇z‖2
+ 1
2
[ 1∫
0
∫
Ω
f ′
(
u2 + λ(u1 − u2))|z|2 dλdx+ φ˜12(t)∣∣(∇(u1 + u2),∇z)∣∣2
]
.
The estimate (3.3), combined with the computations above, readily implies that
d
dt
E∗(t) +
[
1
2
σ12(t) − ε
]
‖∇zt‖2  CR,ε
[
d12(t) +
√
d12(t)
]‖∇z‖2,
where d12(t) = ‖∇u1t (t)‖2 + ‖∇u2t (t)‖2. Therefore using Lemma 2.3 we ﬁnd that the function
W∗(t) = E∗(t) + η
[
(z, zt) + 1
4
σ12(t)‖∇z‖2
]
, η > 0,
satisﬁes the relation
d
dt
W∗(t) +
[
1
2
σ12(t) − ε
]
‖∇zt‖2 − η‖zt‖2 + η
[
1
2
φ12(t)‖∇z‖2 + φ˜12(t)
∣∣(∇(u1 + u2),∇z)∣∣2]
+ η
1∫
0
∫
Ω
f ′
(
u2 + λ(u1 − u2))|z|2 dλdx
 ε‖∇z‖2 + CR,ε d12(t)‖∇z‖2.
Therefore, if we introduce W˜ (t) = W∗(t) + C‖z(t)‖2 with appropriate C > 0 and with η > 0 small
enough, then we obtain that
aR
(∥∥zt(t)∥∥2 + ∥∥∇z(t)∥∥2) W˜ (t) bR(∥∥zt(t)∥∥2 + ∥∥∇z(t)∥∥2)
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d
dt
W˜ (t) + cR W˜ (t) CRd12(t)‖∇z‖2 + C
∥∥z(t)∥∥2
with positive constants. Thus the ﬁniteness of the integral in (2.36) and the standard Gronwall’s argu-
ment imply the result in (3.29) in the critical case. In the subcritical case we use the same argument
but for the functional E∗ without the term containing f ′ . 
Completion of the proof of Theorem 3.18. Proposition 3.19 means that the semigroup S(t) is quasi-
stable on the absorbing set B0 deﬁned in Remark 3.6 in the sense of Deﬁnition 7.9.2 in [15]. Therefore
to obtain the result on regularity stated in (3.27) and (3.28) we ﬁrst apply [15, Theorem 7.9.8] which
gives us that
sup
t∈R
(∥∥∇ut(t)∥∥2 + ∥∥utt(t)∥∥2) CA for any trajectory γ = {(u(t);ut(t)): t ∈R}⊂A.
Applying (3.18) we obtain (3.27) and (3.28).
By (2.5) any weak solution u(t) possesses the property
t+1∫
t
∥∥utt(τ )∥∥2 dτ  CR,T for t ∈ [0, T ], ∀T > 0,
provided (u0;u1) ∈ S(1)B0, where B0 is the absorbing set deﬁned in Remark 3.6. This implies that
t → S(t)y is a 1/2-Hölder continuous function with values in H for every y ∈ S(1)B0. Therefore the
existence of a fractal exponential attractor follows from [15, Theorem 7.9.9].
To prove the statement concerning determining functionals we use the same idea as in the proof
of [15, Theorem 8.9.3]. 
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Appendix A. Some details of the proof of Theorem 2.2
In this section we provide a technical result concerning the nonlinear force f , establish the conti-
nuity properties of weak solutions, and prove the energy equality in (2.6).
A.1. Coercivity of the nonlinear force
Lemma A.1. Assume that f (u) satisﬁes Assumption 1.1 and the additional requirement4 saying that f ′(u)
−c for some c  0. Let ui ∈ Lp+1(Ω), i = 1,2. Then for z = u1 − u2 we have that
∫
Ω
(
f
(
u1
)− f (u2))(u1 − u2)dx−c0‖z‖2 + c1
∫
Ω
(∣∣u1∣∣p−1 + ∣∣u2∣∣p−1)|z|2 dx (A.1)
4 This requirement holds automatically in the supercritical case, see (1.6).
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∫
Ω
(
f
(
u1
)− f (u2))(u1 − u2)dx−c0‖z‖2 + c1
∫
Ω
|z|p+1 dx, (A.2)
where c0  0 and c1 > 0 in the case when (1.6) holds and c1 = 0 in other cases.
Proof. It is suﬃcient to consider the case when (1.6) holds.
The relation in (A.1) follows from the inequality
1∫
0
∣∣(1− λ)u1 + λu2∣∣r dλ cr(∣∣u1∣∣r + ∣∣u2∣∣r), r  0, ui ∈R,
which can be obtained by the direct calculation of the integral. As for (A.2) we use the representation
u2∫
u1
|ξ |rdξ = 1
r + 1
(∣∣u1∣∣ru1 − ∣∣u2∣∣ru2), r  0, ui ∈R, u1 < u2,
and the argument given in [15, Remark 3.2.9]. 
A.2. Regularity properties of weak solutions
We prove smoothness properties of weak solutions stated in (2.5) using the same method as [24]
(see also [2]).
As usual the argument below can be justiﬁed by considering Galerkin approximations.
Let u(t) be a solution such that ‖(u(t);ut(t))‖H  R for t ∈ [0, T ]. Formal differentiation gives that
v = ut(t) solves the equation
vtt − σ
(‖∇u‖2)vt − φ(‖∇u‖2)v + f ′(u)v + G∗(u,ut; t) = 0, (A.3)
where
G∗(u,ut; t) = −2
[
σ ′
(‖∇u‖2)ut + φ′(‖∇u‖2)u](∇u,∇ut).
Thus, multiplying Eq. (A.3) by v we have that
d
dt
[
(v, vt) + 1
2
σ
(‖∇u‖2)‖∇v‖2]+ φ(‖∇u‖2)‖∇v‖2 + ( f ′(u)v, v)
 ‖vt‖2 + CR
[∣∣(∇u,∇v)∣∣2 + ∣∣(∇u,∇v)∣∣‖∇v‖2].
This implies that
d
dt
[
(v, vt) + 1
2
σ
(‖∇u‖2)‖∇v‖2]+ c0
∫
|u|p−1v2 dx ‖vt‖2 + CR
[
1+ ‖∇ut‖
]‖∇v‖2,
Ω
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1
2
d
dt
∥∥A−1/2vt∥∥2 + σ (‖∇u‖2)‖vt‖2  CR‖∇v‖‖vt‖ +
∣∣∣∣
∫
Ω
f ′(u)vA−1vt dx
∣∣∣∣.
As above (cf. (2.28)) in the supercritical case we have that
∣∣∣∣
∫
Ω
f ′(u)vA−1vt dx
∣∣∣∣ ε
∫
Ω
(
1+ |u|p−1)|v|2 dx+ CR,ε∥∥A−1vt∥∥2Lp+1 ,
for any ε > 0. Thus
1
2
d
dt
∥∥A−1/2vt∥∥2 + σ (‖∇u‖2)‖vt‖2
 ε
(
‖vt‖2 + c0
∫
Ω
|u|p−1v2 dx
)
+ CR,ε
[‖∇v‖2 + ∥∥A−1vt∥∥2Lp+1].
We introduce now the functional
Ψ∗(t) = 1
2
∥∥A−1/2vt∥∥2 + η
[
(v, vt) + 1
2
σ
(‖∇u‖2)‖∇v‖2]
for η > 0 small enough. It is clear that for η η0(R) we have
aRη
[∥∥A−1/2vt∥∥2 + ‖∇v‖2] Ψ∗(t) bR[∥∥A−1/2vt∥∥2 + ‖∇v‖2].
Using (2.25) we also have that
dΨ∗
dt
+ [σ (‖∇u‖2)− η − ε]‖vt‖2 + c0[η − ε]
∫
Ω
|u|p−1v2 dx
 CR,ε
(
1+ ‖∇ut‖2
)[∥∥A−1/2vt∥∥2 + ‖∇v‖2].
In particular for η > 0 small enough, there exists αR > 0 such that
dΨ∗
dt
+ αR
(
‖vt‖2 + c0
∫
Ω
|u|p−1v2 dx
)
 CR
(
1+ ‖∇ut‖2
)
Ψ∗(t), (A.4)
where c0 > 0 in the supercritical case only. This implies that
∥∥utt(t)∥∥2−1 + ∥∥∇ut(t)∥∥2 +
t∫
0
[∥∥utt(τ )∥∥2 + c0
∫
Ω
∣∣u(x, τ )∣∣p−1∣∣ut(x, τ )∣∣2 dx
]
dτ
 CR,T
(∥∥utt(0)∥∥2 + ∥∥∇ut(0)∥∥2)−1
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some smoothness. To obtain (2.5) we multiply (A.4) by tα . This yields
d
dt
(
tαΨ∗
)+ αRtα‖vt‖2  CR(1+ ‖∇ut‖2)[tαΨ∗]+ αtα−1bR[∥∥A−1/2vt∥∥2 + ‖∇v‖2]. (A.5)
One can see that
tα−1‖∇v‖2  1+ t2(α−1)‖∇ut‖2‖∇v‖2  CT
[
1+ ‖∇ut‖2
(
tαΨ∗
)]
, t ∈ [0, T ],
provided α  2. We also have that ‖A−1/2vt‖2  C‖vt‖δ‖A−mutt‖2−δ for any m 1 with δ = δ(m) ∈
[1,2). Since
A−mutt = σ
(‖∇u‖2)A−m+1ut + φ(‖∇u‖2)A−m+1u − A−m( f (u) − h),
one can see that ‖A−mutt‖ CR +
∫
Ω
| f (u)|dx C˜ R for mmax{1,d/2}. Therefore
tα−1
∥∥A−1/2vt∥∥2  Cδt(α−1)‖vt‖δ  εtα‖vt‖2 + CR,T ,δ,ε, t ∈ [0, T ],
provided 2(α − 1)/δ  α. Thus from (A.5) we have that
d
dt
(
tαΨ∗
)
 CR,T + CR,T
(
1+ ‖∇ut‖2
)[
tαΨ∗
]
.
This implies (2.5) with some β > 0.
A.3. Continuity properties and the energy equality
We prove that the function t → (u(t);ut(t)) is (strongly) continuous in H = [H10(Ω) ∩ Lp+1(Ω)] ×
L2(Ω) and establish energy relation (2.6). We concentrate on the supercritical case only (other cases
are much simpler).
We ﬁrst note that the function t → (u(t);ut(t)) is weakly continuous in H for every t  0 and t →
u(t) is strongly continuous in H10(Ω), t  0. Moreover, (2.5) implies that t → (u(t);ut(t)) is continuous
in H10(Ω) × L2(Ω) at every point t0 > 0.
Let us prove that t → ‖u(t)‖p+1Lp+1(Ω) is continuous at t0 > 0. From (2.5) and from the energy in-
equality for weak solutions we have that
b∫
a
∫
Ω
|u|p−1(|u|2 + |ut |2)dxdt  Ca,b, for all 0< a < b T . (A.6)
On smooth functions we also have that∣∣∣∣ ddt
∥∥u(t)∥∥p+1Lp+1(Ω)
∣∣∣∣= (p + 1)
∣∣∣∣
∫
Ω
|u|put dx
∣∣∣∣ p + 12
∫
Ω
|u|p−1(|u|2 + |ut |2)dx.
Therefore by (A.6) for t2 > t1 > a we have that
∣∣∥∥u(t2)∥∥p+1Lp+1(Ω) − ∥∥u(t1)∥∥p+1Lp+1(Ω)∣∣ p + 12
t2∫
t
∫
|u|p−1(|u|2 + |ut |2)dxdt → 0 as t2 − t1 → 0.1 Ω
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Lp+1(Ω) for t > 0 and Lp+1(Ω) is uniformly convex, we conclude that u(t) is norm-continuous in
Lp+1(Ω) at every point t0 > 0.
In the next step we establish energy relation (2.6) for every t > s > 0. For this we note that by (2.5)
Eq. (1.1) is satisﬁed on any interval [a,b], 0 < a < b  T , as an equality in space [H−1 + L1+1/p](Ω).
Moreover one can see that f (u)ut ∈ L1([a,b]×Ω). This allows us to multiply Eq. (1.1) by ut and prove
(2.6) for t  s > 0.
To prove energy relation (2.6) for s = 0 we note that it follows from (2.6) for t  s > 0 that the
limit E(u(s),ut(s)) as s → 0 exists and
E∗ ≡ lim
s→0E
(
u(s),ut(s)
)= E(u(t),ut(t))+
t∫
0
σ
(∥∥∇u(τ )∥∥2)∥∥∇ut(τ )∥∥2 dτ .
Since u(t) is continuous in H10(Ω) on [0,+∞), we conclude that there is a sequence {sn}, sn → 0,
such that u(x, sn) → u0(x) almost surely. Since F (u)−c for all u ∈ R, from Fatou’s lemma we have
that ∫
Ω
F
(
u0(x)
)
dx lim inf
s→0
∫
Ω
F
(
u(x, s)
)
dx.
The property of weak continuity of ut(t) at zero implies that ‖u1‖2  lim infs→0 ‖ut(s)‖2. Thus we
arrive to the relation E(u0,u1)  E∗ . Therefore from the energy inequality for weak solutions we
obtain (2.6) for all t  s 0.
We now conclude the proof of strong continuity of t → (u(t);ut(t)) in H at t = 0. From the
continuity of t → E(u(t),ut(t)) and property that u(t) → u0 in H10(Ω) as t → 0 one can see by
contradiction that
lim
t→0
∥∥ut(t)∥∥2 = ‖u1‖2, lim
t→0
∫
Ω
F
(
u(x, t)
)
dx =
∫
Ω
F
(
u0(x)
)
dx.
The ﬁrst relation implies that u(t) is continuous in L2(Ω) at t = 0. It follows from Assumption 1.1
that
∣∣u(x, t)∣∣p+1  C1F (u(x, t))+ C2 for almost all x ∈ Ω, t > 0.
We also have that |u(x, t)|p+1 → |u0(x)|p+1 almost everywhere along some sequence as t → 0. There-
fore from the Lebesgue dominated convergence theorem we conclude that
∥∥u(t)∥∥p+1Lp+1(Ω) → ‖u0‖p+1Lp+1(Ω) as t → 0
along a subsequence. Using again uniform convexity of the space Lp+1(Ω) we conclude that u(t) is
strongly continuous in Lp+1(Ω).
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