Abstract SLDNF-resolution is complete for allowed programs and allowed queries. But the condition of allowedness is very stringent and excludes many common Prolog constructs. We show that allowedness is a special case of a more general principle. We show that if the clauses of a normal program are correct with respect to an input/output specification then SLDNFresolution is complete for it. An input/output specification assigns to every predicate a set of positive and a set of negative mode specifications. A mode specification declares the arguments of predicates as input arguments, output arguments or normal arguments. Positive modes are used in positive calls and negative modes are used in negative calls. Definite programs together with definite goals, allowed programs together with allowed goals and many programs and goals used in practice are correct with respect to some input/output specification. Therefore our results imply that the three-valued Fitting/Kunen completion is the right declarative semantics for negation as failure.
Introduction
Already in [7] Clark has conjectured that if the ranges of variables in negative literals of the body of clauses are bounded then a program is complete for his query evaluation procedure. Complete means that if a query can be derived from the completed database (completion of a program) in predicate calculus then it has also a successful evaluation (a successful SLDNF-refutation). A sufficient condition which ensures that the ranges of variables in negative literals are bounded is allowedness. And indeed, Kunen has proved in [14] that for allowed programs SLDNF-resolution is complete with respect to the completion of programs in three-valued logic. But the condition of allowedness is very stringent and excludes many common Prolog constructs. For instance, both clauses in the definition of the standard member/2 predictate are not allowed.
We show in this paper that allowedness is a special case of a more general principle. We prove that if the clauses of a program are correct with respect to an input/output specification then SLDNF-resolution is complete for it.
An input/output specification is given by a set of positive and negative mode specifications for every predicate. A mode specification for a predicate is given by saying which arguments are input arguments, which arguments are output arguments and which arguments are normal arguments. We allow several different mode specifications for one predicate.
Given an input/output specification a program must be written in such a way that in a computed answer the free variables of the output terms are contained in the free variables of the input terms. In particular, if the input arguments are ground then the computed answers for the output arguments are also ground. Furthermore the free variables of a negative literal must be instantiated to ground terms during a computation. A simple syntactic test ensures these properties.
Definite programs and allowed programs are correct with respect to some canonical input/output specification. Definite programs are correct with respect to the input/output specification which declares all arguments of all predicates as normal arguments. Allowed programs are correct with respect to the input/output specification which declares all arguments of all predicates as output arguments.
From the point of view of a programmer input/output specifications are very natural. What is the procedural meaning of the following clause?
A : − B 1 , . . . , B m , ¬C 1 , . . . , ¬C n .
The procedure A is called with some input values. These values are passed to the procedure B 1 and B 1 computes some output values which are used as inputs in B 2 and so on. Finally, if the tests C 1 , . . . , C n fail then the output values of B m are returned to A and are the output values of A. We think that input/output specifications are more natural than the 'generalized cover axioms' of [9] which are also a generalization of allowedness.
The big difference to imperative and functional programming languages is that in logic programming input and output arguments are not unique. Output arguments can be used as input arguments and the input arguments are then output arguments. For instance the standard append/3 predicate can be used to concatenate two lists, but it can also be used to decompose a given list.
The input/output specifications from [21] differ from our definition. In [21] only input and output arguments are allowed and every relation has only one mode specification. Moreover, completeness is only proved for terminating programs. There must exist a well-founded reduction relation on the terms of a program such that the computations always terminate. Our completeness result is more general. It does not depend on termination. We think that a logic program should have a declarative meaning independently whether it terminates on certain inputs or not.
Our input/output specifications have nothing to do with the Prolog predicates read/1 and write/1. For a semantics of real output predicates which write characters to some output stream, see [3] .
Input/output specifications
Let L be a first-order language with a set of function symbols Fun and a set of relation symbols Rel . The sets Fun and Rel can be finite or infinite. A normal program P is a finite set of clauses of the form A : − L 1 , . . . , L n , where A is a positive literal, 0 ≤ n, and L 1 , . . . , L n are positive or negative literals. A goal is an expression of the form ?− L 1 , . . . , L n . We assume that programs and goals do not contain equality. Capital greek letters Γ, ∆, Λ, Π denote finite lists of literals. Thus clauses will be denoted by A : − Π and goals by ?− Γ or simply by Γ. The empty goal is ∅. We write Γ = ∆ ∧ A to indicate that Γ is of the form ∆ 0 * A * ∆ 1 and Γ = ∆ ∧ Π to indicate that Γ is of the form ∆ 0 * Π * ∆ 1 . We write Γ ≤ ∆ iff there exists a substitution σ such that Γσ = ∆. If E is an expression then vars(E) is the set of all free variables of E. For unexplained notions we refer to [1] and [15] .
An n-tuple (x 1 , . . . , x n ) ∈ {in, out, normal} n is called a mode specification for an n-place relation symbol R ∈ Rel . If x i = in then the ith argument of R is called an input argument. If x i = out then the ith argument of R is called an output argument. Otherwise, if x i = normal then the ith argument of R is a normal argument. We denote mode specifications by small Greek letters α, β, γ. For terms t 1 , . . . , t n the set of input variables of the atom R(t 1 , . . . , t n ) with respect to (x 1 , . . . , x n ) is the set of variables which occur in input arguments. It is defined by
The set of output variables is defined analogously by
An input/output specification is a function S which assigns to every n-place relation symbol R a set S + (R/n) of positive mode specifications for R and a set S − (R/n) of negative mode specifications for R. We allow several different mode specifications for one relation, i. e. S + (R/n) ⊆ {in, out, normal} n and S − (R/n) ⊆ {in, normal} n . In negative mode specifications output arguments are not used, since negative calls do not compute any output. Negative calls should be considered as tests. Both S + (R/n) and S − (R/n) can be empty. An input/output specification S is extended in a natural way from Rel to the set of all literals. For an atom R(t 1 , . . . , t n ) we set S + (R(t 1 , . . . , t n )) := S + (R/n) and S + (¬R(t 1 , . . . , t n )) := S + (R/n) and similarly for S − . The idea is that a program must be written in such a way that in a computed answer the output variables are contained in the input variables. Thus in a certain way an input/output specification reflects the data flow of a normal logic program. Formally, this can be expressed by the following two definitions. 
(C2) for all negative modes α ∈ S − (A) for all positive literals B of Π there exists a negative mode β ∈ S − (B) with in(B, β) ⊆ in(A, α) and for all negative literals ¬C of Π there exists a positive mode γ ∈ S + (C) with in(C, γ) ⊆ in(A, α).
In particular, if the body Π is empty then the clause is correct iff, for all modes α ∈ S + (A), we have out(A, α) ⊆ in(A, α). A program P is called correct with respect to an input/output specification S iff all clauses of P are S-correct. 
In particular, we have that in(B 1 , β 1 ) = ∅ for some β 1 ∈ S + (B 1 ). An atom B is an S-correct goal iff there exists a β ∈ S + (B) such that in(B, β) = ∅. Note that if a goal Γ is S-closed then for all negative literals ¬A of Γ the goal A is Scorrect. Input/output specifications are best understood by looking at some example programs.
Example 2.4
This example shows the multidirectionality of input/output specifications.
This program is correct with respect to the following input/output specification S.
Examples of S-correct goals are:
The first goal is used to concatenate two list, the second to decompose a list.
Example 2.5
The actual reason to introduce input/output specifications are programs with nested negation.
This means that subset(s, t) should only be called if s and t are ground terms.
Example 2.6
The following transitive closure program is from [2] .
The intended meaning of r(X, Y, E, V) is that there exists a path from X to Y in the graph E which has no nodes from the list V. A typical goal is of the form
where a 1 , . . . , a k , b 1 , . . . , b k are some constants and e(a i , b i ) means that there is an edge from a i to b i in the graph. This goal computes the transitive closure of the graph if one uses the Prolog search strategy. The program is correct with respect to the following input/output specification S.
Example 2.7 The last example is also well-known and much discussed in the literature. We assume that the relation move/2 is defined by a program which is correct with respect to an input/output specification S which assings to move/2 the following modes.
The relation win/1 is defined by the following clause.
We can enlarge S such that the program remains S-correct.
There are several well-known classes of logic programs that are correct with respect to some non-trivial input/output specification.
Example 2.8 Definite programs:
The canonical input/output specification for definite programs is defined by
This means that, for every atom A and α ∈ S + (A), in(A, α) = ∅ and out(A, α) = ∅. Every definite clause is S-correct. A goal is S-correct iff all negative literals in it are ground. Every goal is S-closed.
Example 2.9 Allowed programs: We define for all relations R
This means that, for an atom A and
For a goal ?− B 1 , . . . , B m , ¬C 1 , . . . , ¬C n Definition 2.2 reduces to
In other words, a clause is S-correct iff every variable of the clause occurs also in a positive literal of the body of the clause. A goal is S-correct iff every variable of the goal occurs also in positive literal of the goal. In this way we obtain exactly the allowed programs and allowed goals of [14] . And again every goal is S-closed. Example 2.10 Decomposable programs: This class of programs has been introduced in [19] . Decomposable programs are interesting, since they have the cutproperty and are therefore negation-complete [20] . For a decomposable program we have the following canonical input/output specification. Assume that Rel 1 ∪ Rel 2 is a decomposition of the set of relation symbols into two disjoint sets. For R ∈ Rel 1 we take the mode specification S + (R/n) := {(out, out, . . . , out)}. For R ∈ Rel 2 we take the mode specification S + (R/n) := {(normal, normal, . . . , normal)}. In both cases we take S − (R/n) := {(normal, normal, . . . , normal)}. A clause is correct with respect to this specification iff it satisfies the following two conditions.
(1) If the relations symbol of the head is in Rel 1 then every variable of the head occurs also in a positive literal of the body whose relation symbol is in Rel 1 .
(2) Every variable that occurs in a negative literal in the body occurs also in a positive literal of the body whose relation symbol is in Rel 1 .
A goal is correct iff every variable that occurs in a negative literal occurs also in a positive literal whose relation symbol is in Rel 1 .
There is a natural partial ordering on the set of all input/output specifications for L. We define S 1 ≤ S 2 iff, for all relation symbols R ∈ Rel , S
If S 1 and S 2 are two input/output specifications then we define the union of S 1 and S 2 by (
It is easy to see that if a program is correct with respect to S 1 and S 2 then it is also correct with respect to S 1 ∪ S 2 . Therefore we have the following lemma.
Lemma 2.11
Every normal program has a greatest input/output specification for which it is correct.
Proof. Take the union of all input/output specifications for which the program is correct.
For instance, the most general input/output specification for the relation member in the example programs above is
Of course, the most general input/output specification of a program can be the trivial function which assigns the empty set of modes to all relation symbols. S-correct goals and S-closed goals are closed under certain operations.
Lemma 2.12 Let S be an input/output specification.
(1) If the goal Γ is S-correct (S-closed) then, for every substitution σ, Γσ is also S-correct (S-closed). (2) If the clause A : − Π is S-correct then, for every substitution σ, Aσ : − Πσ is also S-correct. (3) If the goal ∆ ∧ A is S-correct (S-closed) and the clause A : − Π is S-correct then ∆ ∧ Π is also S-correct (S-closed).
Proof. (1), (2) and (3) are immediate consequences of the definitions.
In the following we will only use these closure properties. Hence we generalize the concept of S-correctness to the concept of (C + , C − )-programs.
Definition 2.13 Let C + and C − be two sets of goals in the language L. A program P is called a (C + , C − )-program iff the following conditions are satisfied.
Note that (A1) and (A2) (resp. (B1) and (B2)) imply that the set C + (resp. C − ) is closed under resolution with input clauses from P . Conversely, assume that we have two sets of goals D + and D − which satisfy the following conditions.
If we set
-program is an abstract notion, in the sense that for a given program P and a goal Γ it is not decidable, whether there exist two sets of goals C + and C − such that P is a (C + , C − )-program and Γ ∈ C + . In fact this problem is Π 0 1 -complete. However there are decidable subclasses. For a given input/output specification S we define C + S as the set of all S-correct goals and C − S as the set of all S-closed goals. Then we obtain the following lemma.
Lemma 2.14 If P is an S-correct program then it is a (C
Proof. Lemma 2.12 and the definitions.
In the following we will only use the notion of a (C + , C − )-program. The reader should always keep Lemma 2.14 in mind to relativize the results to S-correct programs and S-correct goals.
Negation as failure
We consider an extension of SLDNF-resolution, where it is possible to select nonground negative literals for constructing finitely failed trees. This extension can be described by the following two rules. The set of goals that have a terminating SLDNF-computation in this extension can be described by the inductive definition of [14] and [16] . Let P be a program, R P the set of pairs Γ, θ such that Γ has a successful SLDNF-derivation with answer θ, and F P the set of goals which have a finitely failed SLDNF-tree. In other words, Γ, θ ∈ R P or Γ R P θ means 'the goal Γ returns answer θ' or 'the goal Γ succeeds with answer θ'; Γ ∈ F P means 'the goal Γ finitely fails'. The sets R P and F P are the least sets satisfying the following five closure conditions. (We drop the parameter P .) We write Γ R 'yes' if there exist substitutions θ and σ such that Γ R θ and Γθσ = Γ. Hence condition (F2) can be rewritten as follows. If Γ = ∆ ∧ ¬A and A R 'yes' then Γ ∈ F. Note that in clause (F2) it is not required that the atom A is ground.
It is convenient to have the slightly more general sets YES(P ) and NO(P ). They correspond to the sequent calculus S P of Buchholz [6] . Also the idea to use the sets YES(P ) and NO(P ) instead of R P and F P is from [6] . The sets YES(P ) and NO(P ) are the least sets satisfying the following five closure conditions. (We drop the parameter P .) 
Condition (Y1) is a special case of (Y3). It can be shown that YES(P ) is exactly the set of goals that have an ESLDNFS-proof with answer 'yes' (in the terminology of [19] ) and that NO(P ) is the set of goals which have a finitely failed ESLDNFS-tree. Moreover, if Γ R P θ then Γθ ∈ YES(P ), and if Γ ∈ F P then Γ ∈ NO(P ). We will not use this fact in this paper, but we will use the converse of it which is not true in general for arbitrary programs.
(a) If Γ ∈ C + and Γσ ∈ YES(P ) then there exists a substitution θ such that Γ R P θ and Γθ ≤ Γσ. (b) If Γ ∈ C − and Γ ∈ NO(P ) then Γ ∈ F P .
Proof. We prove by induction on the definition of YES and NO simultaneously the following two statements.
(a) If Γ ∈ C + , Γσ ∈ YES, and V is a set of protected variables such that V ∩ vars(Γ) = ∅ then there exists a substitution θ such that Γ R θ, Γθ ≤ Γσ and
Here the set vars(θ) is the set of variables { x | x = xθ } ∪ { vars(xθ) | x = xθ }. Case Y1. If Γ = ∅ then we can take θ = ε. Case Y2. Assume that Γ ∈ C + , Γσ ∈ YES, Γ = ∆ ∧ A, (B : − Π) is a variant of a clause of P , Aσ = Bτ , ∆σ ∧ Πτ ∈ YES, and vars(B : − Π) is disjoint from vars(Γ) ∪ V . There exists an idempotent most general unifier ϕ of A and B and a substitution η such that (∆, A, Π)ϕη = (∆σ, Aσ, Πτ ) and V ∩ vars(ϕ) = ∅. We define a new set of protected variables V := V ∪ (vars(Aϕ) \ vars(∆ϕ, Πϕ)). Since (∆ ∧ Π)ϕ ∈ C + and (∆ ∧ Π)ϕη ∈ YES, by the induction hypothesis, there exists a substitution χ such that (∆ ∧ Π)ϕ R χ, (∆ ∧ Π)ϕχ ≤ (∆σ ∧ Πτ ), and vars(χ) ∩ V = ∅. Now we can set θ := (ϕχ) vars(Γ) and have ∆ ∧ A R θ, (∆ ∧ A)ϕχ ≤ (∆ ∧ A)σ, and V ∩ vars(θ) = ∅.
Case Y3. Assume that Γ ∈ C + , Γσ ∈ YES, Γ = (¬A 1 , . . . , ¬A k ) and, for all 1 ≤ i ≤ k, A i σ ∈ NO. Since Γ is in C + , for all 1 ≤ i ≤ k the atom A i is ground and therefore A i σ = A i and A i ∈ C − . By the induction hypothesis, we see that A i ∈ F for all 1 ≤ i ≤ k. Therefore Γ R 'yes', and Γ ≤ Γσ.
Case N1. Assume that Γ ∈ C − , Γ ∈ NO, Γ = ∆∧A and for all clauses (B: −Π) ∈ P for all σ, τ if Aσ = Bτ then ∆σ ∧ Πτ ∈ NO. Let B : − Π be a variant of a clause of P and ϕ be a most general unifier of A and B. Then we have ∆ϕ ∧ Πϕ ∈ NO and, by the induction hypothesis, since ∆ϕ ∧ Πϕ ∈ C − , ∆ϕ ∧ Πϕ ∈ F. Since the clause B : − Π was chosen arbitrarily, we obtain that Γ ∈ F.
Case N2.
Assume that A ∈ YES, ∆ ∧ ¬A ∈ C − , and ∆ ∧ ¬A ∈ NO. Then A ∈ C + and, by the induction hypothesis, A R 'yes'. Hence we obtain that ∆ ∧ ¬A ∈ F.
We will use the fact that YES(P ) and NO(P ) are closed under substitutions.
Lemma 3.2 If Γ ∈ YES(P ) then Γσ ∈ YES(P ). If Γ ∈ NO(P ) then Γσ ∈ NO(P ).
The completion
The completion of a logic program was introduced by Clark in [7] . Let P be a program and R be a n-ary relation symbol of L. We assume that there are m clauses in P whose head is of the form R(. . .) and that the ith clause is of the form
This clause has k(i) literals in its body. The defining formula for R is defined by
and the completed definition of R in P is the formula
The cases m = 0, n = 0, or k(i) = 0 are treated in a natural way. The empty disjunction is the constant ⊥ and the empty conjunction is the constant . We use the notion A[ x ] to indicate that all free variables of A are from the list x . The completion comp(P ) is obtained from P by taking all completed definitions of all relations of L and the following equality and freeness axioms for L, the so called theory CET (Clark's equational theory).
[if f is n-ary, g is m-ary, and f = g]
is a term, t(x) = x, and x occurs in t(x)]
In [11] and [13] the strong three-valued logic of Kleene is used as the semantics for the completion. Moreover, for programs P a monotonic operator Φ P on three-valued structures is defined. If A is a three-valued structure then Φ P (A) differs from A only in the interpretation of the relation symbols. If the completed definition of R in P is
An increasing sequence (I n ) n∈ω of canonical three-valued structures is defined in the following way. I 0 is the Herbrand structure for L, where all relations are undefined, and I n+1 := Φ P (I n ). Therefore I n+1 (A) = t iff there exists a ground instance of a clause of P of the form A : − Π and, for all literals L in Π, I n (L) = t; I n+1 (A) = f iff for all ground instances of clauses of P of the form A :
The main theorem of [13] which we will use below is the following.
A different proof of this theorem can also be found as Corollary 32 in [18] . A survey on methods relating the three-valued semantics and the two-valued semantics of the completion can be found in [8] .
The main theorem
The results of Clark [7] can be formulated in the following way. Let P be a program and ?− L 1 , . . . , L n be a goal.
Our main theorem will be that for programs which are correct with respect to some input/output specification the converse of (a) and (b) also holds. Of course, we have to make certain restrictions on the goals. For positive queries the obvious restriction is correctness with respect to the input/output specification. To motivate the restriction for negative queries consider the following example program.
isc(c). r(X) : − isc(X). r(X) : − ¬ isc(X).
These clauses are correct with respect to the following input/output specification.
We have comp(P ) |= 3 ∀X r(X), hence comp(P ) |= 3 ¬∃X¬r(X), but ¬r(X) / ∈ F P . The goal ?− ¬r(X) must be excluded. It contains an input variable. Thus the restriction on negative queries will be that they must be closed with respect to the input/output specification.
Before we come to the main theorem we have to prove the following technical lemma. Again, the lemma is not true for arbitrary programs.
Lemma 5.1 Let P be a (C + , C − )-program and c 1 , . . . , c n be pairwise different constants which do not occur in P . If Γ ∈ YES(P ), Γ is obtained from Γ by replacing for 1 ≤ i ≤ n the constant c i everywhere by a variable x i , and Γ ∈ C + then Γ ∈ YES(P ).
Proof. The proof is by induction on the definition of YES. For an expression E let E be the expression which is obtained from E by replacing c i by
Assume that Γ ∈ YES and Γ ∈ C + . Case Y1. Γ = ∅: There is nothing to show. Case Y2. Γ = ∆ ∧ A, (B : − Π) ∈ P , A = Bσ, and ∆ ∧ Πσ ∈ YES: Let σ be the substitution with xσ = (xσ) for all variables x. We need the following fact which is proved by induction on the length of an expression E: If the constants c 1 , . . . , c n do not occur in E then (Eσ) = Eσ. As a special case we obtain that A = (Bσ) = Bσ and (Πσ) = Πσ. Since ∆ ∧ A ∈ C + , by (A2), ∆ ∧ Πσ ∈ C + . But ∆ ∧ Πσ = ∆ ∧ Πσ. By the induction hypothesis, we obtain that ∆ ∧ Πσ ∈ YES. Hence ∆ ∧ A ∈ YES.
Case Y3. Γ = (¬A 1 , . . . , ¬A k ), and, for all 1 ≤ i ≤ k, A i θ ∈ NO: Since Γ ∈ C + , Γ is ground and c 1 , . . . , c n do not occur in Γ, thus Γ = Γ.
The next lemma goes back to ideas of Kunen [14] . We assume that the language L contains infinitely many constants.
. . , L k ) be a goal and (n 1 , . . . , n k ) be natural numbers.
Proof. Let R be a natural number which is greater than the number of literals in the body of any clause of P . We prove (a) and (b) simultaneously by induction on
ni (L i ) = t, and there exists an 1 ≤ i ≤ k such that L i is positive: we can assume that L 1 is positive. Then I n1 (L 1 ) = t, n 1 > 0 and there exist a clause (B : − M 1 , . . . , M r ) ∈ P and a substitution σ such that A = Bσ and, for 1 ≤ j ≤ r, M j σ is ground and
by the induction hypothesis, we obtain that (
. . , L k )θ is ground there exists an 1 ≤ i ≤ k with I ni (L i θ) = f , and there exists an 1 ≤ i ≤ k such that L i is positive and n i > 0: we can assume that L 1 is positive and n 1 > 0. Let (B : − M 1 , . . . , M r ) ∈ P and σ, τ be substitutions such that L 1 σ = Bτ . Let Γ be the goal (M 1 τ, . . . , M r τ, L 2 σ, . . . , L k σ). We want to show that Γ ∈ NO. Let θ be a ground substitution for Γ. We can assume that L 1 σθ is also ground. By assumption, there exists an 1 ≤ i ≤ k with I ni (L i σθ) = f . If i = 1 then there exists a 1 ≤ j ≤ r such that 
− , A ∈ C + and Aθ ∈ C + . Since I ni (Aθ) = t, by Case I, Aθ ∈ YES, and, by the previous lemma, A ∈ YES. By definition, we have ( Then we have comp(P ) |= 3 L 1 στ ∧ . . . ∧ L r στ . By Theorem 4.1, there exists an n < ω such that I n (L 1 στ ∧ . . . ∧ L r στ ) = t. By the previous lemma, we obtain that (L 1 , . . . , L r )στ ∈ YES(P ) and, by Lemma 5.1, since (L 1 , . . . , L r )σ ∈ C + , we obtain that (L 1 , . . . , L r )σ ∈ YES(P ). By Lemma 3.1, there exists a substitution θ such that
This means that for all ground substitutions θ there exists an 1 ≤ i ≤ r such that I n (L i θ) = f . By the previous lemma, (L 1 , . . . , L r ) ∈ NO(P ), and, by Lemma 3.1, (L 1 , . . . , L r ) ∈ F.
It is not necessary for this theorem that the underlying language contains infinitely many constants as it may seem at first sight. Assume that P is an (C Theorem 5.4 Let P be a normal program which is correct with respect to the input/output specification S and let ?− L 1 , . . . , L r be a goal. Proof. Theorem 5.3 and Lemma 2.14.
Conclusion
We have shown that if a normal logic program is correct with respect to an input/output specification, a function which assigns to every predicate a finite set of positive modes and a finite set of negative modes, and if a goal Γ is correct with respect to this input/output specification then every correct answer for Γ is also computed. More precisely, for every substitution θ such that Γθ is true in all three-valued models of the completion there exists a more general substitution which is computed by SLDNF-resolution. Most programs written in practice have a correct input/output specification, since if we write a logic program then we always have some modes for the predicates in mind and the clauses we write are correct with respect to these modes. The surprising result of this paper is that for those programs we can apply the well developed theory of logic programming.
Our completeness result can even be more generalized if one finds other solutions of (A1)-(A3) and (B1)-(B3). Another generalization could be to parametrize Definition 2.13 by a computation rule (selection function) in order to obtain similar results to [10] .
There is still a gap between theory and practice. First, our completeness result means only abstract completeness and not computational completeness. If we say 'there exists an SLDNF-computed answer' then only an interpreter with a breadthfirst search strategy will find the answer. The interpreter must also have a flexible selection rule. We think that a good candidate could be [12] . Second, the programs for which our theory applies are only pure Prolog programs with the not operator. But we doubt whether there exists a mathematical semantics (in the style of the threevalued completion) for logic programs with other impure operators like cut, assert and findall (see also [4, 5, 17] ).
