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H-matrice Matrice hie´rarchique (hierarchical matrix ).
rk-matrice Matrice de rang faible (low rank matrix ).
ACA Approximation en Croix Adaptative (Adaptive Cross Approximation).
BEM Me´thode des e´le´ments finis de frontie`re (Boundary Element Method).
CFIE E´quation Inte´grale en Champs Combine´s (Combined Field Integral Equa-
tion).
CEM Compatibilite´ e´lectromagne´tique.
DDL Degre´ de liberte´.
EFIE E´quation Inte´grale en Champ E´lectrique (Electric Field Integral Equation).
FMM Me´thode multipoˆle rapide (Fast Multipole Method).
GMRES Ge´ne´ralisation de la me´thode de Minimisation du Re´sidu (Generalized Mi-
nimal Residual method).
HCA Approximation en Croix Hybride (Hybrid Cross Approximation).
MoM Me´thode des moments (Method of Moments).
PCF Fibres a` cristaux photoniques (Photonic-Crystal Fibers).
RAM Me´moire vive (Random Access Memory).
SVD De´composition en Valeurs Singulie`res (Singular Value Decomposition).




Dans la suite, nous nous attacherons a` respecter les quelques conventions de notations
suivantes.
Soient m et n deux entiers naturels, et K un corps (K = R ou C). Les vecteurs de Kn
seront repre´sente´s en gras italique. Les matrices denses seront repre´sente´es en majuscules
italiques (exemple : M ∈ Cm×n). Nous distinguerons les matrices denses des matrices
hie´rarchiques en ponctuant ces dernie`res d’un tilde (exemple : M˜ est la repre´sentation
hie´rarchique de M ∈ Cm×n).
Le plan R2 (resp. l’espace R3) est suppose´ muni de la base canonique euclidienne
(ux,uy) (resp. (ux,uy,uz)) et de l’origine o de coordonne´es toutes nulles. Nous pourrons
e´galement utiliser la base canonique polaire (ur,uθ) dans le plan et la base canonique


























Figure 2 – Syste`mes de coordonne´es de l’es-
pace.
Constantes
0 Permittivite´ e´lectrique du vide. (µ0c2)−1F.m−1
i Unite´ imaginaire. i2 = −1
µ0 Perme´abilite´ magne´tique du vide. 4pi × 10−7N.A−2
vii
Grandeurs usuelles
B Induction magne´tique. T ou N.A−1.m−1
D Induction e´lectrique. C.m−2
E Champ e´lectrique. V.m−1 ou N.C−1
f Fre´quence de travail. Hz
H Champ magne´tique. A.m−1
J Courant e´lectrique. A.m−2
k0 Nombre d’onde. k0 = 2piλ =
ω
c . m−1
λ Longueur d’onde. λ = cf . m
ω Pulsation de l’onde. ω = 2pif . rad.s−1
Symboles
D Ope´rateur potentiel de double couche.
δ(a) Erreur absolue.
δ(r) Erreur relative.
P Ensemble des parties d’un ensemble. Exemple : P(E) = {A|A ⊆ E}.
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L’e´volution des calculateurs actuels conduit a` la mode´lisation nume´rique de phe´no-
me`nes physiques de plus en plus complexes. Parmi les applications les plus communes en
e´lectromagne´tisme, on peut notamment citer la te´le´de´tection radar, la furtivite´, ou en-
core la compatibilite´ e´lectromagne´tique. Ces applications sont re´gies par les e´quations de
Maxwell, qui de´crivent les relations qui existent entre les diffe´rentes grandeurs e´lectroma-
gne´tiques.
Pour re´soudre les e´quations de Maxwell, on peut e´crire une e´quation inte´grale de fron-
tie`re et la discre´tiser par la me´thode des e´le´ments finis de frontie`re (en anglais Boundary
Element Method, note´e BEM), aussi appele´e me´thode des moments (en anglais Method of
Moments, note´e MoM) [1]. Il s’agit, connaissant le champ incident, de calculer les courants
surfaciques e´lectriques et magne´tiques, et d’en de´duire le champ diffracte´ en tout point de
l’espace par inte´gration sur la surface de l’objet diffractant.
Cette me´thode fait partie des me´thodes exactes en domaine fre´quentiel, et n’engendre
donc pas d’approximations autres que celles issues du mode`le de de´part, de la discre´ti-
sation et de la pre´cision de l’inte´gration nume´rique. La BEM a de´ja` fait ses preuves en
e´lectromagne´tisme, et est appre´cie´e car seule la surface de l’objet diffractant doit eˆtre
maille´e. Cependant, cette me´thode peut se re´ve´ler couˆteuse car elle conduit a` la re´solution
d’un syste`me line´aire de taille n2, ou` n est le nombre de degre´s de liberte´ (DDLs) du
proble`me traite´. La re´solution directe d’un tel syste`me a alors une complexite´ en O(n3)
qu’il n’est pas souhaitable de conserver. Deux strate´gies sont alors possibles. La premie`re
consiste en l’utilisation d’un solveur ite´ratif reposant sur des produits matrice-vecteur. Si
le nombre d’ite´rations est important, un pre´conditionnement du syste`me, notamment de
type LU incomplet [2], peut eˆtre mis en place. La seconde strate´gie consiste a` compresser
le syste`me total par des me´thodes adapte´es, afin de re´duire la complexite´ de l’inversion.
Une factorisation LU de la matrice compresse´e permettra cette fois une re´solution directe
du syste`me.
Si certaines me´thodes de compression, telles que la me´thode multipoˆle rapide (en an-
glais Fast Multipole Method, note´e FMM) [3, 4, 5], ou encore l’Approximation en Croix
Adaptative (en anglais Adaptive Cross Approximation, note´e ACA) [6, 7, 8], ont de´ja`
prouve´ leur efficacite´, d’autres, telles que l’Approximation en Croix Hybride (en anglais
Hybrid Cross Approximation, note´e HCA) [9, 10, 11], sont encore rarement utilise´es et
permettent de pallier a` certains des inconve´nients des deux autres me´thodes. En particu-
lier les me´thodes ACA et HCA peuvent eˆtre utilise´es dans le cadre d’un format matriciel
particulier, appele´ matrice hie´rarchique (en anglais hierarchical matrix, note´e H-matrix).
Ce format ne´cessite toutefois un certain nombre de de´veloppements algorithmiques.
De´roulement de la the`se
Les travaux de ce doctorat ont eu pour buts de de´velopper, valider et appliquer a` des
cas concrets un code de re´solution rapide des e´quations de Maxwell. Ce code s’appuie sur
des e´quations inte´grales de frontie`re et utilise les H-matrices associe´es a` des me´thodes
de compression afin d’acce´le´rer la re´solution de grands syste`mes line´aires. Ce travail s’est
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Introduction
de´roule´ en quatre grandes e´tapes.
Dans un premier temps, nous avons imple´mente´ le format H-matrice ainsi que l’arith-
me´tique associe´e. Ce format a alors pu eˆtre valide´ par application de la me´thode de com-
pression ACA sur des exemples canoniques. La seconde partie de cette the`se a e´te´ consacre´e
a` l’e´tude et a` l’imple´mentation de diffe´rentes me´thodes de re´solution d’un syste`me line´aire
hie´rarchique. La troisie`me e´tape est focalise´e sur l’application de la me´thode de compres-
sion HCA a` la formulation E´quation Inte´grale en Champ E´lectrique (en anglais Electric
Field Integral Equation, note´e EFIE). Enfin, nous avons amorce´ un travail d’optimisation
par paralle´lisation de certaines ope´rations.
Les de´veloppements effectue´s utilisent le langage Fortran 90 et s’appuient sur les rou-
tines des bibliothe`ques Blas et Lapack pour adapter l’alge`bre line´aire matricielle au cas
des H-matrices, ainsi que sur des directives OpenMP pour les de´veloppements paralle`les.
Plan du manuscrit
Au chapitre 1, nous de´finissons la formulation EFIE que nous discre´tisons par la BEM.
Nous pre´cisons e´galement les grandeurs d’inte´reˆt que nous pourrons ensuite calculer, et
nous expliquons les fondements de la me´thode de compression ACA, qui nous servira de
re´fe´rence dans le chapitre suivant.
Le chapitre 2 est consacre´ aux de´finitions et proprie´te´s des matrices de rang faible
(en anglais low rank matrices, note´es rk-matrices), des H-matrices et des block cluster
trees repre´sentant la hie´rarchie des matrices a` compresser. Nous de´finissons notamment
la notion d’admissibilite´, permettant de de´terminer si un bloc matriciel peut ou non eˆtre
compresse´. Nous explicitons alors certaines ope´rations fondamentales de l’arithme´tique des
H-matrices et nous ve´rifions la complexite´ nume´rique de celles-ci.
Dans le chapitre 3, nous validons la me´thode de compression ACA en terme de pre´-
cision, et nous de´terminons des re`gles quant au parame´trage de cette me´thode. Nous
de´veloppons e´galement la me´thode de compression HCA afin de reme´dier a` certaines des
limitations de la me´thode ACA. Nous comparons alors les deux me´thodes, tant en terme
de pre´cision que de temps d’assemblage. Nous e´tudions enfin plusieurs techniques de re´-
solution d’un syste`me line´aire hie´rarchique que nous comparons en termes de temps CPU
et de me´moire.
Le chapitre 4 est un chapitre applicatif, dans lequel nous traitons dans un premier
temps le cas d’un avion maille´ avec un nombre important de triangles. Pour cette premie`re
application, nous paralle´lisons quelques unes des ope´rations mises en jeu. Nous traitons
ensuite des cas de surfaces rugueuses, en nous focalisant en particulier sur les surfaces de
Weierstrass. Une e´tude pre´liminaire en dimension 2 nous permet de ge´ne´raliser certains
re´sultats a` la dimension 3. Pour finir, nous utilisons le formalisme des H-matrices pour
acce´le´rer la recherche de singularite´s dans des fibres a` cristaux photoniques (en anglais
Photonic-Crystal Fibers, note´es PCFs).
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Chapitre 1
Re´solution rapide des e´quations de
Maxwell par me´thodes inte´grales
Les e´quations de Maxwell, postulat de base de l’e´lectromagne´tisme, permettent l’e´tude
de la diffraction d’une onde par un obstacle. Bien qu’elles expriment une interde´pendance
des champs e´lectrique et magne´tique, il est possible en re´gime stationnaire d’e´tudier in-
de´pendamment le comportement de ces deux champs. Cela me`ne a` des e´quations que l’on
peut exprimer sous forme inte´grale, puis re´soudre par la me´thode des e´le´ments finis de
frontie`re (en anglais Boundary Element Method, note´e BEM). Cette me´thode, e´galement
appele´e me´thode des moments (ou MoM) dans la communaute´ hyperfre´quences, est tou-
tefois limitante en terme de couˆts, car elle ge´ne`re des syste`mes line´aires denses. Il peut
donc eˆtre ne´cessaire de re´duire ces couˆts en rendant ces syste`mes parcimonieux, au prix
de certaines approximations.
Dans ce chapitre, nous de´velopperons le cheminement entre les e´quations de Maxwell et
les e´quations inte´grales. Nous de´taillerons en particulier la BEM dans le cas de la diffrac-
tion d’une onde e´lectromagne´tique par un objet parfaitement conducteur. Nous discuterons
alors de quelques me´thodes de compression matricielle, en vue d’une compression hie´rar-
chique. Nous e´tablirons enfin une liste des possibles origines des erreurs de pre´cision que
nous rencontrerons par la suite.
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Chapitre 1. Re´solution rapide des e´quations de Maxwell par me´thodes inte´grales
1.1 E´tude de la diffraction d’une onde e´lectromagne´tique
Dans cette section, nous pre´sentons les e´quations de Maxwell harmoniques, qui per-
mettent de mode´liser un proble`me de diffraction e´lectromagne´tique. Ces e´quations sont
ensuite discre´tise´es, et nous appliquons la me´thode des e´le´ments finis de frontie`re (en
anglais Boundary Element Method, note´e BEM).
1.1.1 E´quations de Maxwell harmoniques
Conducteur parfait
Conside´rons un champ e´lectromagne´tique (E,H), ou` E (resp. H) de´signe le champ
e´lectrique (resp. magne´tique). Soit un domaine Ω repre´sentant un objet diffractant borne´
parfaitement conducteur, comme illustre´ en figure 1.1.1. On note Γ la frontie`re ferme´e de





Figure 1.1.1 – Diffraction d’une onde e´lectromagne´tique incidente (Einc,H inc) par un objet dif-
fractant parfaitement conducteur.
On se place dans l’espace libre, caracte´rise´ par la permittivite´ 0 et la perme´abilite´
µ0. Connaissant le champ incident (Einc,H inc), on souhaite calculer le champ diffracte´
(Ediff ,Hdiff). Le champ e´lectromagne´tique total (E,H) est alors la somme du champ
incident et du champ diffracte´, soit
(E(x, t),H(x, t)) = (Einc(x, t),H inc(x, t)) + (Ediff(x, t),Hdiff(x, t)), (1.1.1)
ou` x est un point de R3 et t de´signe le temps. De´finissons e´galement pour x ∈ R3 les
inductions e´lectrique et magne´tique
D(x, t) = 0E(x, t) Induction e´lectrique, (1.1.2)
B(x, t) = µ0H(x, t) Induction magne´tique, (1.1.3)
et la densite´ surfacique de courant e´lectrique
J(x, t) = n(x) ∧H(x, t). (1.1.4)
Pour xΓ ∈ Γ, la densite´ volumique de charge e´lectrique ρ(xΓ , t) est lie´e a` la densite´ surfa-
cique de courant e´lectrique par l’e´quation de conservation de la charge
∂tρ(xΓ , t) +∇Γ · J(xΓ , t) = 0. (1.1.5)
Pour tout x ∈ R3, les e´quations de Maxwell s’e´crivent alors
∇ ·D(x, t) = ρ(x, t) E´quation de Maxwell-Gauss,
∇ ·B(x, t) = 0 E´quation du flux magne´tique,
∇ ∧H(x, t)− ∂tD(x, t) = J(x, t) E´quation de Maxwell-Ampe`re,
∇ ∧E(x, t) + ∂tB(x, t) = 0 E´quation de Maxwell-Faraday.
(1.1.6)
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Re´gime harmonique
On distingue le re´gime temporel, dans lequel on e´tudie l’e´volution du champ e´lectro-
magne´tique au cours du temps, du re´gime harmonique. Dans ce mode`le, la de´pendance en
temps du champ est suppose´e sinuso¨ıdale a` une fre´quence f . On conside`re la pulsation ω
associe´e, de´finie par ω = 2pif .
Plac¸ons nous en un point x ∈ R3 quelconque et en un instant t fixe´. Le champ U = E
ou H s’e´crit alors
U(x, t) = U0(x) cos(ωt− ϕ(x)), (1.1.7)
ou` U0 est le module de U et ϕ sa phase. Le proble`me peut alors eˆtre projete´ dans le plan
complexe en e´crivant
U(x, t) = Re(U0(x)e−iϕ(x)e−iωt) = Re(U(x)e−iωt). (1.1.8)
La quantite´ U(x) est appele´e le phaseur du champ U(x, t). Cette quantite´ est inte´ressante
car elle exprime totalement le champ U(x, t) a` t fixe´ et est arithme´tiquement pratique.
En effet, la somme W (x, t) de deux champs U(x, t) et V (x, t) revient a` la somme des
phaseurs associe´s, c’est-a`-dire
W (x, t) = Re
((





Par ailleurs la de´rivation temporelle ∂t· du champ U(x, t) revient a` une multiplication par
−iω du phaseur U(x) associe´, soit
∂tU(x, t) = Re(−iωU(x)e−iωt). (1.1.10)
Les e´quations en re´gime harmonique sont donc pose´es uniquement avec les phaseurs, la
de´pendance en temps e´tant alors implicite. Dans la suite, nous appliquons ce formalisme
aux champs E et H, et nous notons plus simplement U(x) le phaseur du champ U(x, t).
Nous obtenons alors pour x ∈ R3, les e´quations de Maxwell harmoniques
∇ ·D(x) = ρ(x) E´quation de Maxwell-Gauss,
∇ ·B(x) = 0 E´quation du flux magne´tique,
∇ ∧H(x) + iωD(x) = J(x) E´quation de Maxwell-Ampe`re,
∇ ∧E(x)− iωB(x) = 0 E´quation de Maxwell-Faraday.
(1.1.11)
Conditions aux limites
Au syste`me d’e´quations de Maxwell s’ajoutent des conditions aux limites sur la fron-
tie`re Γ. En effet, le champ e´lectrique inte´rieur est nul pour un conducteur parfait. Or le
champ e´lectrique est ne´cessairement continu dans l’espace. Cette condition de continuite´
se traduit, pour xΓ ∈ Γ, par la condition aux limites sur le champ e´lectrique
E(xΓ) ∧ n(xΓ) = 0. (1.1.12)
Par ailleurs, afin d’assurer l’unicite´ de la solution, nous appliquons la condition de
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Nous obtenons ainsi, pour le champ total (E,H), pour x ∈ R3 et xΓ ∈ Γ, le proble`me
∇ ∧H(x) + iω0E(x) = J(x),
∇ ∧E(x)− iωµ0H(x) = 0,









Ce syste`me constitue un proble`me bien pose´ [12, 13].
Par la suite, nous nous placerons en propagation libre, c’est-a`-dire J = 0 dans Ωext.
Proble`mes en champs se´pare´s
Le proble`me pre´ce´dent exprime l’interde´pendance des champs E etH, de´ja` perceptible
dans les e´quations de Maxwell-Ampe`re et de Maxwell-Faraday.
Il est toutefois possible, en propagation libre, de montrer que chacun de ces champs
est solution de l’e´quation de Helmholtz, qui s’e´crit pour le champ U= E ou H et pour
x ∈ R3
(∆ + k20)U(x) = 0, (1.1.15)







λ e´tant la longueur d’onde a` fre´quence de travail f (λ = cf ), ω la pulsation de l’onde
correspondant a` la fre´quence f (ω = 2pif) et c la vitesse de la lumie`re.
Ceci permet de se´parer les champs E et H et de passer ainsi d’un proble`me couple´ a`
deux proble`mes distincts.
Si le champ U est solution de l’e´quation de Helmholtz, alors il ve´rifie la condition de








Cette condition traduit le fait qu’aucune e´nergie ne peut eˆtre rayonne´e de l’infini vers la
source.
En conside´rant le cas d’un conducteur parfait, le syste`me d’e´quations en champ e´lec-
trique diffracte´ s’e´crit alors, pour x ∈ Ωext et xΓ ∈ Γ,
∆Ediff(x) + k20Ediff(x) = 0,
∇ ·Ediff(x) = 0,










Sur le meˆme mode`le, nous pouvons e´tablir le proble`me en champ magne´tique diffracte´
∆Hdiff(x) + k20Hdiff(x) = 0,
∇ ·Hdiff(x) = 0,
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Re´duction du proble`me en dimension 2
Conside´rons un champ incident Einc invariant par translation selon l’axe uz. Soit
x = (x ·ux,x ·uy,x ·uz) ∈ R3. Supposons que la ge´ome´trie Ω pre´sente une invariance par
translation selon l’axe uz.
Le champ Einc est alors lui aussi invariant selon cet axe et on peut e´crire, par abus de
notation,
Einc(x · ux,x · uy,x · uz) = Einc(x · ux,x · uy), (1.1.20)
re´duisant un proble`me de l’espace R3 en un proble`me du plan orthogonal a` uz. Ceci
implique en particulier que la normale n a` Γ est contenue dans le plan orthogonal a` uz,
soit
n = nxux + nyuy. (1.1.21)
Cette simplification nous permet de formuler le proble`me en dimension 2, ce qui facilite
sa re´solution. Il est d’ailleurs usuel de traiter un exemple pre´sentant ce type d’invariance
en pre´liminaire a` l’e´tude de cas plus complexes. Ce proble`me re´duit peut se de´cliner se-
lon les deux modes de propagation Transverse Magne´tique (ou mode TM) et Transverse
E´lectrique (ou mode TE).
Mode TM. Ce mode de propagation est tel que le champ e´lectrique est polarise´ per-
pendiculairement au plan de propagation, soit
E = Ezuz. (1.1.22)
Dans ce cas, la condition aux limites devient une condition de Dirichlet
E ∧ n = Ezuz ∧ n = −Eznyux + Eznxuy = 0, (1.1.23)
ce qui implique que la composante scalaire Ez est nulle.
Le proble`me est alors simplifie´ et s’e´crit en fonction de la composante selon uz du
champ diffracte´, note´e Ediffz , pour x ∈ Ωext et xΓ ∈ Γ,
∆Ediffz (x) + k20Ediffz (x) = 0,











Mode TE. Dans ce second mode, c’est le champ magne´tique qui est orthogonal a` la
direction de propagation, soit
H = Hzuz. (1.1.25)
Or, l’e´quation de Maxwell-Ampe`re harmonique (cf. syste`me (1.1.11)) donne
∇ ∧H + iω0E = 0 =⇒ ∂xHzuy − ∂yHzux = iω0E, (1.1.26)
Donc le champ e´lectrique est contenu dans le plan de propagation et s’e´crit sous la forme
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Ce cas de figure implique une condition aux limites de Neumann, traduisant le fait que le
conducteur est parfait. On a alors
E ∧ n = (Exux + Eyuy) ∧ n = (Exny − Eynx)ux = 0. (1.1.29)
Ainsi
ny∂yHz + nx∂xHz = 0, (1.1.30)
soit
∂nHz = 0. (1.1.31)
Le proble`me s’e´crit donc, pour x ∈ Ωext et xΓ ∈ Γ,
∆Hdiffz (x) + k20Hdiffz (x) = 0,
∂nH
diff











Dans la suite nous n’e´tudierons pas ce mode en de´tail.
1.1.2 E´quation Inte´grale en Champ E´lectrique (EFIE)
Comme nous l’avons e´voque´ dans l’introduction, l’e´tude de la diffraction d’une onde
e´lectromagne´tique peut eˆtre mene´e en utilisant diffe´rents types de me´thodes nume´riques.
Cependant, les applications vise´es (objets e´lectriquement grands, ne´cessitant une discre´-
tisation fine, parfaitement conducteurs) nous poussent a` nous porter sur le choix d’une
me´thode exacte inte´grale, et en particulier sur la BEM (ou Me´thode des moments).
Afin de pouvoir appliquer cette me´thode nume´rique, la premie`re ne´cessite´ est d’expri-
mer le proble`me a` re´soudre sous forme d’e´quations inte´grales. C’est ce que nous allons
faire dans cette partie.
Formulation inte´grale des e´quations de Maxwell
Notre e´tude sera principalement consacre´e au cas d’une formulation EFIE en dimension
3. Nous traiterons cependant le cas 2D en pre´liminaires.
Noyau de Green. Conside´rons l’e´quation de Helmholtz prenant la distribution de Dirac
δ0 pour terme de source, soit pour un champ solution U ,
(∆ + k20)U = −δ0. (1.1.33)
La solution de cette e´quation satisfaisant la condition de rayonnement de Sommerfeld a`
l’infini est appele´e noyau de Green, note´ G. L’expression du noyau de Green de´pend du










k0 |x− xΓ |
en dimension 3. (1.1.35)
H
(1)
0 de´signe la fonction de Hankel de premie`re espe`ce.
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De´composition des champs en potentiels. Conside´rons l’e´quation du flux magne´-
tique (cf. syste`me (1.1.11)).
Les proprie´te´s des ope´rateurs diffe´rentiels nous assurent alors l’existence d’un vecteur
A tel que
B =∇ ∧A. (1.1.36)
On de´duit alors de l’e´quation de Maxwell-Faraday harmonique
∇ ∧E − iω∇ ∧A = 0, (1.1.37)
ce qui implique
∇ ∧ (E − iωA) = 0. (1.1.38)
Il existe donc un potentiel scalaire, note´ Φ, qui ve´rifie
E = ∇Φ + iωA. (1.1.39)
Le vecteur A est e´galement un potentiel, appele´ potentiel vecteur.
Les potentiels scalaire et vecteur sont alors lie´s par la jauge de Lorenz,
∇ ·A = −iω0µ0Φ. (1.1.40)
Repre´sentation inte´grale du potentiel scalaire. L’e´quation de Maxwell-Gauss (cf.
syste`me (1.1.11)) et la relation d’existence du potentiel vecteur (1.1.36) donnent
∇ ·E = ρ
0
=∇ · (∇Φ + iωA), (1.1.41)
ce qui implique, par utilisation de la jauge de Lorenz (1.1.40),




Le potentiel scalaire Φ est donc solution de l’e´quation de Helmholtz (1.1.15), et sa repre´-






G(x,xΓ) dxΓ . (1.1.43)




iω∇Γ · J(xΓ). (1.1.44)




G(x,xΓ)∇Γ · J(xΓ) dxΓ . (1.1.45)
Repre´sentation inte´grale du potentiel vecteur. L’e´quation de Maxwell-Ampe`re (cf.
syste`me (1.1.11)) et la relation d’existence du potentiel vecteur (1.1.36) donnent
∇ ∧ (∇ ∧A) + iωµ00E = µ0J . (1.1.46)
En appliquant la relation d’existence du potentiel scalaire (1.1.39), on en de´duit la relation
∇ ∧ (∇ ∧A) + iωµ00(∇Φ + iωA) = µ0J . (1.1.47)
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Or, les formules d’analyse vectorielle donnent la relation
∇ ∧ (∇ ∧A) =∇(∇ ·A)−∇2A. (1.1.48)
De plus, la jauge de Lorenz (1.1.40) nous permet de nous affranchir du terme en Φ, soit
∇Φ = − 1iωµ00∇(∇ ·A). (1.1.49)
On en de´duit finalement
(∆ + k20)A = −µ0J . (1.1.50)
Le potentiel vecteur est donc lui aussi solution de l’e´quation de Helmholtz (1.1.15), et sa




G(x,xΓ)J(xΓ) dxΓ . (1.1.51)
E´quation inte´grale en champ e´lectrique (EFIE). Soit pour xΓ ∈ Γ le champ e´lec-
trique diffracte´ donne´ par
Ediff(xΓ) =∇ΓΦ(xΓ) + iωA(xΓ). (1.1.52)
Alors d’apre`s les e´critures inte´grales du potentiel scalaire (1.1.45) et du potentiel vec-






G(xΓ ,yΓ)∇Γ · J(yΓ) dyΓ − iωµ0
∫
Γ
G(xΓ ,yΓ)J(yΓ) dyΓ . (1.1.53)
Ceci peut s’e´crire sous la forme de l’e´quation
Ediff(xΓ) = L(J(xΓ)), (1.1.54)
ou` L est l’ope´rateur line´aire traduisant la forme inte´grale des potentiels vecteur et scalaire.
Reprenons a` pre´sent la condition aux limites sur le champ e´lectrique, qui s’e´crit
E(xΓ) ∧ n = 0, soit Ediff(xΓ) ∧ n = −Einc(xΓ) ∧ n. (1.1.55)










= −Einc(xΓ) ∧ n. (1.1.56)
L’e´quation (1.1.56) de´finit la formulation EFIE.
Remarque 1.1.1 (Formulation MFIE). Il est e´galement possible d’e´tablir une formulation
inte´grale du champ magne´tique H. On obtient alors pour xΓ ∈ Γ, l’e´quation inte´grale
1
2J(xΓ) + nxΓ ∧
∫
Γ
∇ΓG(xΓ ,yΓ)J(yΓ) dyΓ = nxΓ ∧H inc(xΓ), (1.1.57 )
qui exprime la formulation E´quation Inte´grale en Champ Magne´tique (en anglais Magnetic
Field Integral Equation, note´e MFIE).
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Remarque 1.1.2 (Formulation CFIE). Les formulations EFIE et MFIE sont mal pose´es
pour un nombre fini de fre´quences f (fre´quences de re´sonance) [14]. On peut alors de´finir
la formulation E´quation Inte´grale en Champs Combine´s (en anglais Combined Field In-
tegral Equation, note´e CFIE) : il s’agit d’une combinaison line´aire des deux formulations
pre´ce´dentes, e´crite sous la forme
CFIE = αEFIE + (1− α) i
k0
MFIE, (1.1.58 )
ou` 0 < α < 1. Cette formulation combine´e n’admet pas de courant parasite, et ce quelle
que soit la valeur du nombre d’onde k0.
Re´duction de la formulation inte´grale en dimension 2
Repre´sentation inte´grale. La formulation EFIE des proble`mes de diffraction en di-
mension 2 (proble`mes (1.1.24) pour le mode TM et (1.1.32) pour le mode TE) ne´cessite
l’e´nonce´ du the´ore`me suivant.
The´ore`me 1.1.1 (Repre´sentation [15, 16]). Soit x ∈ R2\Γ. Conside´rons le champ dif-








G(x,xΓ)∂nxΓ u(xΓ) dxΓ (1.1.59 )
On de´finit alors les ope´rateurs potentiel de simple couche et potentiel de double couche.
De´finition 1.1.1 (Potentiels de simple et de double couche [15, 16]). Soit ϕ et ψ deux
potentiels et soit x un point de R2\Γ. On appelle alors potentiel de simple couche, note´




G(x,xΓ)ϕ(xΓ) dxΓ . (1.1.60 )





∂nxG(x,xΓ)ψ(xΓ) dxΓ . (1.1.61 )
Le the´ore`me 1.1.1 s’e´crit alors plus simplement, en posant ϕ = −∂nxΓ u et ψ = u,
udiff(x) = S(ϕ)(x) +D(ψ)(x). (1.1.62)
Conditions aux limites sur les potentiels. Les potentiels pre´ce´demment de´finis pre´-
sentent des proprie´te´s particulie`res au voisinage de la frontie`re Γ qu’il est important de
prendre en compte.
Les potentiels de simple et de double couche sont de´finis pour des points x de R2\Γ.
L’e´tude de leur comportement sur la frontie`re Γ implique un passage a` la limite.
Proprie´te´ 1.1.1 (Condition aux limites sur le potentiel de simple couche [15, 16]). Soit
un potentiel ϕ, soit x ∈ Ωext et xΓ ∈ Γ. Notons SΓ l’ope´rateur de´fini sur l’ensemble des




G(xΓ ,yΓ)ϕ(yΓ) dyΓ . (1.1.63 )
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Alors le potentiel de simple couche est continu sur la frontie`re Γ :
lim
x→xΓ
S(ϕ)(x) = SΓ(ϕ)(xΓ). (1.1.64 )
Proprie´te´ 1.1.2 (Condition aux limites sur le potentiel de double couche). Soit un poten-
tiel ψ, soit x ∈ Ωext et xΓ ∈ Γ. Notons DΓ l’ope´rateur de´fini sur l’ensemble des potentiels





G(xΓ ,yΓ)ϕ(yΓ) dyΓ . (1.1.65 )
Alors le potentiel de double couche est discontinu sur la frontie`re Γ :
lim
x→xΓ
D(ψ)(x) = 12ψ(xΓ) +DΓ(ψ)(xΓ). (1.1.66 )
Ces proprie´te´s nous permettent enfin d’e´tablir l’e´quation inte´grale en champ e´lectrique
en dimension 2 (mode TM).
EFIE re´duite en dimension 2. A` partir du the´ore`me de repre´sentation 1.1.1, en
posant ψ = u et ϕ = −∂nxΓ u, on a pour x ∈ R
2\Γ,
udiff(x) = S(ϕ)(x) +D(ψ)(x). (1.1.67)
Ainsi, par passage a` la limite, d’apre`s les proprie´te´s 1.1.1 et 1.1.2, on obtient pour xΓ ∈ Γ
lim
x→xΓ
udiff(x) = udiff(xΓ) = SΓ(ϕ)(xΓ) +
1
2ψ(xΓ) +DΓ(ψ)(xΓ). (1.1.68)
De meˆme, en appliquant a` (1.1.67) une de´rivation et en passant a` la limite suivant les










Ainsi en mode TM, on pose Ez = u = ψ. On rappelle la condition aux limites du
proble`me (1.1.24), qui s’e´crit en fonction de u et pour xΓ ∈ Γ,
udiff(xΓ) = −uinc(xΓ), soit u(xΓ) = 0. (1.1.70)
Ainsi, ψ(xΓ) = u(xΓ) = 0 donc DΓ(ψ)(xΓ) = 0 (par line´arite´ de l’ope´rateur DΓ). On
de´duit de (1.1.68) l’e´quation inte´grale
SΓ(ϕ)(xΓ) = −uinc(xΓ), (1.1.71)
soit ∫
Γ
G(xΓ ,yΓ)ϕ(yΓ) dyΓ = −Einc(xΓ). (1.1.72)
L’e´quation (1.1.72) constitue la formulation EFIE re´duite a` la dimension 2 en mode
TM.
Remarque 1.1.3. De meˆme qu’en (1.1.54), on peut e´crire (1.1.72) sous la forme
Ediff(xΓ) = L(ϕ(xΓ)), (1.1.73 )
ou` L est l’ope´rateur line´aire exprimant l’oppose´ du potentiel de simple couche.
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1.1.3 Me´thode des e´le´ments finis de frontie`re (BEM)
La BEM permet de limiter l’e´tude a` un maillage surfacique, re´duisant par conse´quent le
nombre d’e´le´ments a` conside´rer dans le calcul. Il s’agit, connaissant le champ incident, de
calculer les densite´s surfaciques de courant e´lectrique sur chaque e´le´ment du maillage choisi,
et d’en de´duire le champ diffracte´ en tout point de l’espace par inte´gration sur la surface
de l’objet diffractant. Cette me´thode conduit a` la re´solution d’un syste`me line´aire dense,
ce qui peut devenir proble´matique dans le cas d’un grand nombre d’e´le´ments puisque la
complexite´ d’un tel syste`me est a priori quadratique. Nous verrons dans la suite comment
ame´liorer cette complexite´.
Formulation variationnelle
Conside´rons le potentiel J et une fonction test Jt. En partant de (1.1.54) pour le cas
ge´ne´ral et de (1.1.73) pour la re´duction du proble`me en dimension 2 en mode TM, on a
pour xΓ ∈ Γ
L(J(xΓ)) = −Einc(xΓ). (1.1.74)
Appliquons la me´thode de Galerkine, qui consiste a` multiplier chaque terme par la fonction
test Jt applique´e en xΓ , puis a` inte´grer sur Γ. On obtient alors la formulation variationnelle
de l’EFIE, soit










Einc(xΓ) · Jt(xΓ) dxΓ . (1.1.75)
• pour le proble`me re´duit en dimension 2 en mode TM, on conside`re un potentiel
scalaire J , ainsi qu’une fonction test Jt e´galement scalaire, et on a cette fois∫
Γ×Γ
Jt(xΓ)G(xΓ ,yΓ)J(yΓ) dyΓ dxΓ = −
∫
Γ
Einc(xΓ)Jt(xΓ) dxΓ . (1.1.76)
Discre´tisation du proble`me re´duit en dimension 2 (mode TM)
La surface Γ est approche´e par une surface forme´e de segments droits tels que l’inter-
section de deux segments distincts se re´duise soit au vide, soit a` un sommet commun.
Nous admettrons dans la suite que Γ est suffisamment approche´e par l’ensemble MΓ





Notons n le nombre de segments du maillageMΓ ainsi choisi. Fixons ensuite un espace
vectoriel de n fonctions tests, dont on se´lectionne une base (ϕi)i∈J1,nK. Conside´rons alors
la densite´ surfacique de courant J (cf. de´finition (1.1.4)) tangente a` Γ. Pour xΓ ∈ Γ, il
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Le coefficient scalaire ji pour i ∈ J1, nK constitue un degre´ de liberte´ (DDL) du pro-
ble`me. Il est localise´ sur si, le i
ème segment du maillage, et repre´sente le courant J a` travers
ce segment. Soit xΓ un point de Γ. On de´finit la ième fonction de base ϕi (i ∈ J1, nK) par{
ϕi(xΓ) = 1 si xΓ ∈ si,
ϕi(xΓ) = 0 sinon.
(1.1.79)





ϕj(xΓ)G(xΓ ,yΓ)ϕi(yΓ) dyΓ dxΓ
)





ce qui peut s’e´crire sous la forme du syste`me line´aire
Zj = e, (1.1.81)




ϕj(xΓ)G(xΓ ,yΓ)ϕi(yΓ) dyΓ dxΓ , (1.1.82)




Einc(xΓ)ϕj(xΓ) dxΓ . (1.1.83)
Remarque 1.1.4. Dans le syste`me line´aire (1.1.81), par analogie a` la loi d’Ohm, la ma-
trice Z ∈ Cn×n est appele´e matrice impe´dance du proble`me, n de´signant le nombre de
DDLs du proble`me. Ce syste`me line´aire peut eˆtre vu comme une loi d’Ohm e´lectromagne´-
tique.
Discre´tisation en dimension 3
La surface Γ est cette fois-ci approche´e par une surface forme´e de triangles plans tels
que l’intersection de deux triangles distincts se re´duise soit au vide, soit a` un sommet
commun, soit a` une areˆte commune. Le maillageMΓ est alors constitue´ de l’ensemble des
areˆtes a communes a` exactement deux triangles.
Nous admettrons dans la suite que Γ est suffisamment approche´e par l’ensemble des





Notons n le nombre de d’areˆtes du maillage et fixons un espace vectoriel de n fonctions
tests dont on choisit une base (ϕi)i∈J1,nK. La densite´ surfacique de courant J ve´rifie ici
aussi (1.1.78).
Le DDL ji pour i ∈ J1, nK correspond au courant traversant la ie`me areˆte inte´rieure
ai (c’est-a`-dire se´parant exactement deux triangles distincts) du maillage. Ce courant est
compte´ positivement dans un sens arbitrairement choisi sur l’areˆte et ne´gativement dans
le sens inverse. On de´finit alors en fonction de ce choix, un triangle T
(1)
i contenant le
courant dirige´ positivement vers l’areˆte ai, ainsi que le triangle adjacent T
(2)
i . On note
|T (k)i |, k ∈ J1, 2K, l’aire du triangle T (k)i , s(k)i le sommet de T (k)i qui n’est pas dans ai, et
pour xΓ ∈ T (k)i , ρ(k)i le vecteur liant xΓ au sommet s(k)i et oriente´ tel que
ϕi(xΓ) = 12|T (1)i |
ρ
(1)
i (xΓ) si xΓ ∈ T (1)i ,
ϕi(xΓ) = −12|T (2)i |
ρ
(2)
i (xΓ) si xΓ ∈ T (2)i ,
ϕi(xΓ) = 0 sinon.
(1.1.85)
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On a cette fois, en partant de (1.1.75), et en prenant pour fonction test ϕj pour



















Einc(xΓ) ·ϕj(xΓ) dxΓ , (1.1.86)

















Einc(xΓ) ·ϕj(xΓ) dxΓ . (1.1.88)
Remarque 1.1.5. Que ce soit dans le cas ge´ne´ral en dimension 3 ou pour la re´duction
du proble`me en dimension 2, les formulations EFIE de´finies ci-avant ne sont pas valables
si xΓ = yΓ (i = j), le noyau de Green n’e´tant alors pas de´fini. Il existe alors diverses
strate´gies pour ge´ne´rer la partie singulie`re de la matrice, que nous ne de´taillerons pas ici.
Plusieurs me´thodes de re´solution sont alors disponibles pour le syste`me line´aire (1.1.81) [17,
18, 19, 20]. L’annexe A en fait un rapide inventaire.
1.1.4 Deux cas de re´fe´rence
Pour la suite, nous proposons de nous appuyer sur deux cas de re´fe´rence pour tester
la formulation EFIE : d’une part un proble`me re´duit en dimension 2 en mode TM, et
d’autre part un proble`me classique en dimension 3. Dans les illustrations a` venir, et sauf
mention contraire, nous conside´rerons ces deux cas avec la fre´quence f = 0,6 GHz, soit
une longueur d’onde λ ≈ 0,5 m. Nous testerons alors des maillages dont le pas ira de λ/5
a` λ/200.
Les cas de re´fe´rence ont e´te´ choisis car nous disposons d’une solution analytique asso-
cie´e, ce qui nous permettra de ve´rifier la pre´cision des me´thodes que nous utiliserons ainsi
que leur fide´lite´ a` la re´alite´ physique.
Cylindre (2D)
Le cas du cylindre parfaitement conducteur a` base circulaire et de hauteur infinie
est inte´re´ssant car son e´tude se re´duit a` un cercle en dimension 2. Par ailleurs, la solution
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analytique du proble`me (1.1.72) est connue et met en oeuvre une somme infinie de fonctions
de Bessel.
On conside`re la section transversale circulaire d’un cylindre a` paroi me´tallique par-
faitement conductrice, discre´tise´e en n segments de longueur e´gale, comme repre´sente´ en
figure 1.1.3. Dans notre cas, nous conside´rerons un cylindre de rayon r = 0,1 m.
r = 0,1m
Figure 1.1.3 – Discre´tisation de la section transversale d’un cylindre infini (n = 32).
Sphe`re (3D)
On conside`re une sphe`re me´tallique de rayon r = 1 m, discre´tise´e par un maillage
surfacique triangulaire, comme repre´sente´ en figure 1.1.4. Comme dans le cas du cylindre,
nous disposons de la solution analytique de ce cas de re´fe´rence, qui s’exprime cette fois-ci
en fonction des se´ries de Mie.
Figure 1.1.4 – Discre´tisation d’une sphe`re (n = 2673).
1.2 Calcul des grandeurs d’inte´reˆt
Quelle que soit la me´thode de re´solution choisie, l’e´quation (1.1.81) permet d’obtenir les
courants surfaciques graˆce auxquels il devient possible d’acce´der a` l’expression du champ
e´lectromagne´tique diffracte´, mais aussi a` la Surface E´quivalente Radar (SER). Dans cette
section nous proposons de de´finir les grandeurs que nous serons amene´s a` calculer une fois
le syste`me (1.1.81) re´solu.
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1.2.1 Calcul du champ e´lectrique diffracte´
Une source rayonne des champs e´lectrique et magne´tique dont la configuration spatiale
et les amplitudes diffe`rent selon la distance entre la source et le point d’observation. En
ge´ne´ral, on prend en conside´ration deux zones distinctes : la zone en champ proche (ou
zone de Fresnel) et la zone en champ lointain (ou zone de Fraunhofer).
De´finition 1.2.1 (Champ proche, champ lointain). Soit une source Ω de dimension maxi-
male D. On suppose par ailleurs que D 6 λ. Soit xobs. ∈ Ωext un point d’observation
exte´rieur a` la source.
• On parle de calcul en champ proche (ou Zone de Fresnel) si
min
x∈Ω




• Inversement, on parle de calcul en champ lointain (ou Zone de Fraunhofer) si
min
x∈Ω









Figure 1.2.1 – Zones de calcul en champ proche (Fresnel) et en champ lointain (Fraunhofer) en
fonction de la longueur d’onde et des dimensions de l’objet (D = 1 m, λ = 0,5 m).
Pour calculer le champ e´lectrique diffracte´ en champ proche ou lointain, il suffit d’uti-
liser la formule de repre´sentation 1.1.1 en distinguant le cas ge´ne´ral de la re´duction du
proble`me en dimension 2. Ainsi :
• dans le cas ge´ne´ral, a` partir du courant J de´compose´ sur la base des vecteurs
(ϕi)i∈J1,nK telle que


































• en dimension 2, le courant J scalaire de´compose´ sur la base (ϕi)i∈J1,nK s’e´crit

























1.2.2 Surface E´quivalente Radar (SER)
Un radar est un capteur e´lectromagne´tique qui permet l’e´tude de l’interaction entre une
onde e´lectromagne´tique (le signal radar) et un objet, appele´ cible dans ce contexte. Cette
interaction est e´value´e par le calcul de la Surface E´quivalente Radar (SER). Le calcul de
cette quantite´ peut ensuite eˆtre utilise´ dans des contextes varie´s, tels que la te´le´de´tection
ou l’analyse de risques, et s’applique a` divers types de cibles (ve´ge´tation, surface de la
mer, avions, baˆteaux, etc.).
La de´finition de la SER de´coule de l’e´quation radar, qui de´crit le bilan de puissance





avec Pe (resp. Pr) la puissance e´mise (resp. rec¸ue), Ge (resp. Gr) le gain de l’antenne d’e´mis-
sion (resp. de re´ception), Re (resp. Rr) la distance entre la cible et l’antenne d’e´mission
(resp. de re´ception), λ la longueur d’onde, et enfin σ la SER.
La SER s’exprime en m2 et de´signe le rapport entre l’e´nergie diffuse´e dans une direction






ou` R de´signe la distance entre la cible et le radar.
On distingue les radars monostatiques des radars dits bistatiques. On parle de radar mo-
nostatique lorsque l’antenne d’e´mission et l’antenne de re´ception sont localise´es au meˆme
endroit par rapport a` la cible, et de radar bistatique dans le cas inverse (cf. figure 1.2.2).
Pour un radar bistatique, les directions d’incidence et d’observation diffe`rent et forment
un plan a` φ constant dans lequel on se place pour calculer la SER bistatique. On peut
notamment fixer le plan de calcul et l’angle d’incidence, puis observer la SER en fonction
de l’angle d’observation θ qui pourra varier entre 0 et 360°.
Pour un radar monostatique, l’angle d’incidence et celui d’observation sont les meˆmes.
Il n’y a cette fois-ci pas de plan φ pre´de´fini par les directions d’incidence et d’observa-
tion. Ainsi pour un angle d’observation θ donne´, on doit calculer la SER dans toutes les
directions φ.
La SER de´pend des caracte´ristiques ge´ome´triques et die´lectriques de l’objet, de la
fre´quence de travail et de la polarisation de l’onde. La figure 1.2.3 donne le trace´ de
la SER bistatique pour un cylindre (2D) ainsi que pour une sphe`re (3D) a` diffe´rentes
fre´quences f de travail.
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Figure 1.2.2 – Configurations possibles d’un radar. Ee (resp. Er) de´signe le champ e´lectrique e´mis
(resp. rec¸u).
























Figure 1.2.3 – SER bistatique pour diffe´rentes valeurs de la fre´quence f (incidence normale,
φ = 0°).
Remarque 1.2.1. L’e´quation (1.1.81) ne fait e´tat que d’un unique second membre e,
vecteur de Cn. On peut e´tendre cette e´quation au cas de la re´solution d’une e´quation a` p
seconds membres (p ∈ N) telle que
ZI = V, (1.2.11 )
avec Z ∈ Cn×n, I ∈ Cn×p et V Cn×p. Cette extension peut s’ave´rer utile pour le calcul de
la SER monostatique, puisque ce calcul ne´cessite autant de seconds membres que de plans
d’incidence conside´re´s pour le champ e´lectrique incident Einc.
1.3 Me´thodes usuelles de compression matricielle
1.3.1 Ne´cessite´ des me´thodes de compression
Comme nous avons pu l’observer dans la partie 1.1, la discre´tisation des ope´rateurs
inte´graux me`ne a` la re´solution d’un syste`me matriciel. Ce syste`me est dense car l’e´valuation
du noyau de Green sur deux e´lements de la surface Γ est a priori non nulle. Bien que le
fait de ne conside´rer que la frontie`re Γ de l’objet permette de re´duire le nombre de DDLs
a` conside´rer, le syste`me a` re´soudre n’en est pas moins dense, ce qui peut vite devenir
proble´matique.
En notant n le nombre de DDLs a` conside´rer, le couˆt me´moire d’un tel syste`me est en
O(n2), et la complexite´ algorithmique du produit matrice-vecteur est e´galement en O(n2).
Cette complexite´ est encore plus e´leve´e pour l’inversion matricielle, proportionnelle a` n3
(cf. annexe B).
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Pour limiter ces complexite´s algorithmiques trop importantes, il est possible d’appro-
cher ces matrices denses par des matrices parcimonieuses (ou data sparse). Il existe pour
cela plusieurs me´thodes de compression, dont certaines sont tre`s populaires. On peut no-
tamment citer les techniques d’interpolation [9], le Panel Clustering [21, 22] ou encore la
compression QR [23, 24]. Toutes ces me´thodes se basent sur le meˆme principe qui consiste
a` ne´gliger les interactions dites lointaines pour privile´gier les interactions proches, et sont
des me´thodes a posteriori.
Ces dernie`res anne´es, deux me´thodes semblent tirer leur e´pingle du jeu, toutes deux
associe´es a` une forme de hie´rarchisation des matrices a` compresser. Il s’agit d’une part de
la FMM [3] qui est une me´thode de compression apparue il y a une trentaine d’anne´es, et
d’autre part l’ACA [25], de´veloppe´e dans les anne´es 2000. Ces deux me´thodes permettent
notamment une acce´leration de la re´solution ite´rative de grands syste`mes line´aires. Nous
allons entrer un peu plus dans les de´tails pour ces deux me´thodes de compression a priori
toujours tre`s populaires.
1.3.2 Me´thode Multipoˆle Rapide Multiniveau (MLFMM)
La FMM utilise une expansion multipolaire du noyau de GreenG, solution de l’e´quation
de Helmholtz. Ceci a pour conse´quence de regrouper les interactions proches et de les
conside´rer comme une seule et meˆme source contenue dans une boˆıte de calcul [3].
Dans le cas de la FMM simple, toutes les boˆıtes e´le´mentaires de calcul sont de la meˆme
taille. En revanche, la MLFMM permet d’avoir des boˆıtes e´le´mentaires de diverses tailles
selon l’importance des interactions conside´re´es.
En e´lectromagne´tisme on utilise la MLFMM pour acce´le´rer la multiplication matrice-
vecteur, et donc les solveurs ite´ratifs dans la BEM [4]. En traitant les interactions entre
des fonctions tre`s diffe´rentes par la MLFMM, il n’est pas ne´cessaire de stocker les e´le´-
ments de matrice correspondants, ce qui re´duit conside´rablement le couˆt me´moire. Si la
MLFMM est applique´e de manie`re hie´rarchique [5], elle ame´liore la complexite´ algorith-
mique des produits matrice-vecteur dans un solveur ite´ratif en la faisant passer de O(n2)
a` O(n log(n)), avec une tole´rance sur la pre´cision εMLFMM > 0.
La MLFMM a e´te´ l’une des premie`res me´thodes permettant de traiter des proble`mes
e´lectriquement grands avec des temps de calculs et des couˆts me´moire raisonnables en
utilisant la BEM. En cela elle constitue un tournant dans le domaine des me´thodes nume´-
riques. Cependant cette me´thode n’est pas applicable a` tous les proble`mes, et notamment
les proble`mes pe´riodiques.
1.3.3 Approximation en Croix Adaptative (ACA)
A` la MLFMM ont succe´de´ plusieurs autres me´thodes de compression matricielle, telles
que le Panel Clustering [21, 22] ou encore la compression QR [24, 23]. Il s’agit cependant
de me´thodes de compression a posteriori.
La technique ACA pallie a` ce proble`me en permettant la construction d’une approxi-
mation a priori d’un bloc matriciel. Cette me´thode a e´te´ introduite par Mario Bebendorf
en 2000 [6]. La matrice Z est se´pare´e en blocs de diffe´rentes tailles selon un algorithme de
clustering qui regroupe les DDLs proches. On utilise souvent une structure de H-matrice,
dont nous de´taillerons la mise en place au chapitre 2. Chaque bloc ainsi obtenu repre´sente
les interactions entre deux re´gions d’un milieu : s’il existe peu d’interactions entre deux
milieux, on peut se permettre de perdre de l’information et donc de compresser le bloc
correspondant, en l’approchant par une rk-matrice (cf. partie 2.1).
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Tout comme dans le cas de la MLFMM, la matrice n’est pas stocke´e dans sa totalite´,
mais l’algorithme d’assemblage permet d’en obtenir une approximation par blocs, ce qui
re´duit e´galement l’espace de stockage. Cette me´thode ame´liore aussi la complexite´ algo-
rithmique des produits matrice-vecteur, la faisant passer de O(n2) a` O(n log(n)) lorsque
l’ACA est associe´e a` une structure de H-matrice (cf. section 2.3). Cette ope´ration e´tant ne´-
cessaire dans les solveurs ite´ratifs, l’ame´lioration de la complexite´ implique une re´solution
plus rapide par le biais de ces solveurs.
L’ACA peut notamment eˆtre utilise´e pour des proble`mes de compatibilite´ e´lectroma-
gne´tique [7], ou plus ge´ne´ralement pour des proble`mes comportant un tre`s grand nombre
de DDLs [8]. Elle peut e´galement eˆtre associe´e a` la Me´thode de De´composition de Domaine
pour des calculs de rayonnement d’antennes ou de diffraction par des objets e´lectriquement
grands [26]. La me´thode d’estimation de l’erreur est fiable si le noyau est dit asymptoti-
quement lisse.
De´finition 1.3.1 (Noyau asymptotiquement lisse.). Soit g un noyau utilise´ dans une
discre´tisation par e´le´ments finis de frontie`re. Il est dit asymptotiquement lisse si il existe
des constantes c1 et c2 re´elles et un degre´ de singularite´ σ ∈ N tels que, en de´signant
u = x ou y, l’ine´galite´
∀n ∈ N ∀x,y ∈ R3 |∂nug(x,y)| 6 n!c1(c2 ‖x− y‖)−n−σ (1.3.1 )
soit ve´rifie´e.
Par application de l’algorithme ACA a` une matrice Z ∈ Cm×n, on obtient une ap-
proximation de Z sous la forme
Z ≈ UV H , (1.3.2)
avec U ∈ Cm×k et V ∈ Cn×k. L’algorithme est ite´ratif et ne s’arreˆte que si un crite`re d’arreˆt
de´pendant de la pre´cision εACA souhaite´e est ve´rifie´. Il est en effet possible de calculer une
estimation de la norme de Frobenius (cf. de´finition 1.4.2) de l’approximation au fur et a`
mesure de sa construction.
La premie`re version de l’ACA repose sur la recherche de pivots totaux a` chaque ite´-
ration, ce qui la rend difficilement applicable aux proble`mes de diffraction. En effet elle
ne´cessite l’e´valuation d’une matrice dite de re´sidu, de meˆme taille que Z, afin de de´ter-
miner le pivot total maximal, ce qui augmente conside´rablement le couˆt de la me´thode
et ne´cessite une connaissance totale de la matrice. C’est pourquoi nous avons pre´fe´re´ im-
ple´menter l’ACA avec recherche de pivot partiel, propose´e par Rjasanow [16] et dont la
description est donne´e dans l’algorithme 1.3.1.
Il existe e´galement une version multi-niveaux de l’ACA, appele´e Multilevel ACA [27],
et pouvant e´galement s’appuyer sur un format hie´rarchique. Nous ne de´taillerons pas cet
algorithme ici.
L’ACA est une me´thode purement alge´brique, agissant directement au niveau de la
matrice. Son imple´mentation est relativement aise´e, quelle que soit la formulation utilise´e.
Il suffit en effet, pour un bloc matriciel Z ∈ Cm×n donne´, de parvenir a` ge´ne´rer, pour tout
i ∈ J1,mK (resp. j ∈ J1, nK), la ie`me ligne (resp. la j e`me colonne) de Z. Par conse´quent
l’ACA a l’avantage de ne pas souffrir de proble`mes de robustesse de la re´solution en basse
fre´quence, puisqu’elle ne de´pend pas de la fonction de Green utilise´e.
Cependant l’ACA est sujette a` certaines limitations du fait de sa nature heuristique.
En effet, la me´thode d’estimation de l’erreur n’assure pas la convergence de la me´thode
vers une approximation suffisamment pre´cise du bloc a` compresser. Ce sont ces limitations
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Algorithme 1.3.1 Adaptive Cross Approximation (ACA) avec recherche de pivot partiel.
1: procedure aca(Z,εACA,U ,V )
2: klim = min(m,n)
3: I = ∅
4: J = ∅
5: k = 0
6: l = 0
7: c = 0
8: while size(I) < klim and size(J ) < klim do
9: Vk = ZTl . Calcul de la lème ligne de Z.
10: I = I ∪ {l}




12: c = max
j /∈J
|vkj |
13: γ = v−1ki
14: Uk = Zc . Calcul de la cème colonne de Z.
15: J = J ∪ {c}




17: r = max
i/∈I
|uki|
18: Vk = γVk





i Vk + ‖Uk‖22 ‖Vk‖22 . E´valuation de la norme
de Frobenius.
20: if ‖Uk‖2 ‖Vk‖2 < εACA ‖Σk‖F then
21: stop
22: else
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qui ont motive´ le de´veloppement d’une me´thode de compression hybride, l’HCA, dont nous
de´taillerons l’imple´mentation en partie 3.2.
Dans la suite, tous les exemples nume´riques re´alise´s avec compression et apparaissant
avant la section 3.2 sont effectue´s par ACA.
1.4 E´valuation de la pre´cision
Dans la suite de ce travail, nous nous attacherons en diverses occasions a` e´valuer les
me´thodes employe´es. Pour ce faire, nous e´tudierons la me´moire vive (en anglais Random
Access Memory, note´e RAM) utilise´es par chacune d’entre elles, leur temps d’exe´cution
et leur pre´cision, ce dernier crite`re e´tant prioritaire sur les deux premiers. Les erreurs de
pre´cision que nous rencontrerons peuvent avoir diffe´rentes origines et ne s’e´valuent pas de
la meˆme manie`re selon les cas. Il convient donc d’e´tablir une liste des erreurs que nous
pourrons rencontrer, et de pre´ciser dans chaque cas comment e´valuer l’erreur faite sur la
pre´cision.
Dans tous les cas, la notion d’erreur est lie´e a` une norme que nous noterons ‖ · ‖ et
dont la de´finition de´pendra du type d’objets desquels nous e´valuerons la pre´cision. En
particulier, et sauf mention contraire, nous conside´rerons la norme 2 pour les vecteurs et
la norme de Frobenius pour les matrices. Ces deux normes sont de´finies ci-dessous.
De´finition 1.4.1 (Norme 2 d’un vecteur). Soit x ∈ Cn. La norme 2 de x est le re´el positif









De´finition 1.4.2 (Norme de Frobenius d’une matrice). Soit A ∈ Cm×n. La norme de







 12 . (1.4.2 )
Graˆce a` ces normes, nous pourrons e´valuer l’erreur d’une quantite´ x donne´e par rapport
a` une quantite´ de re´fe´rence xre´f. de deux manie`res diffe´rentes :
• soit en e´valuant l’erreur absolue δ(a) entre x et xre´f., de´finie par
δ(a)(x, xre´f.) := ‖x− xre´f.‖ , (1.4.3)




La plupart du temps, nous pre´fe´rerons e´valuer l’erreur relative entre deux donne´es a`
comparer. Nous conside´rerons connues et acceptables les deux erreurs suivantes.
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Erreur de mode´lisation. Il s’agit de l’erreur commise entre la re´alite´ physique et la
fac¸on dont elle est mode´lise´e. Cette erreur peut apparaˆıtre selon la pertinence du mode`le
et des parame`tres choisis. Une fois une solution analytique de re´fe´rence fixe´e, le calcul de
cette solution, suppose´e exacte, repose souvent sur le calcul d’une somme infinie (se´ries
de Mie, sommes de fonctions de Bessel, etc.). Cette pre´cision de´pendra donc e´galement de
l’ordre de sommation avec lequel est calcule´e la solution analytique. Dans la suite, nous
conside´rerons cette erreur ne´gligeable.
Erreur arithme´tique. Ce type d’erreur est directement lie´ a` la pre´cision de la machine
sur laquelle nous travaillons, c’est-a`-dire au nombre de chiffres significatifs disponibles pour
exprimer une valeur donne´e. Durant toute la phase de de´veloppement, nous nous sommes
attache´s a` de´finir nos variables et constantes en double pre´cision, ce qui, en Fortran 90
sur une machine fonctionnant a` 64 bit, correspond a` une pre´cision relative de l’ordre de
10−15 [28]. Cette valeur sera pour nous une re´fe´rence, de sorte que dans la suite, toute
erreur relative infe´rieure a` δ
(r)
mac. := 10−15 sera conside´re´e nulle.
Dans la suite, nous pourrons e´valuer d’autres erreurs pour lesquelles il reste a` de´finir
x et xre´f..
1.4.1 Erreur de discre´tisation
Lors d’une simulation en e´lectromagne´tisme, il est commune´ment admis qu’une dis-
cre´tisation a` un pas h infe´rieur au rapport λ/10 est ne´cessaire pour s’assurer de la fide´lite´
du re´sultat obtenu par rapport a` la re´alite´ physique. Ce rapport maximal n’est toutefois
qu’une limite donne´e a` titre indicatif, et peut e´norme´ment varier selon la ge´ome´trie traite´e,
le milieu e´tudie´, ou plus simplement la tole´rance que l’on se fixe sur l’erreur acceptable.
Reprenons le syste`me line´aire (1.1.81) a` re´soudre. La premie`re e´tape de la re´solution
consiste a` choisir un pas de discre´tisation h, qui impliquera un certain nombre n de DDLs.
Un compromis doit donc eˆtre fait entre la perspective de calculs pre´cis mais couˆteux (en
terme de temps et d’espace me´moire), ou d’une simulation grossie`re mais le´ge`re. Une fois
ce compromis effectue´ et le nombre n de DDLs fixe´s, il est possible d’e´valuer l’erreur
induite par la discre´tisation si l’on dispose d’une grandeur d’inte´reˆt exacte, telle que la
SER bistatique ou le champ lointain en certains points (cf. section 1.2).
Notons vre´f. un vecteur contenant un nombre nv de ces valeurs de re´fe´rence. La re´so-
lution du syste`me (1.1.81) sans compression et en utilisant une me´thode de re´solution qui
n’implique pas d’approximation supple´mentaire permet d’obtenir le vecteur v contenant
les valeurs de la grandeur d’inte´reˆt issue de la discre´tisation. L’erreur relative induite par







Cette erreur se calcule surtout dans les cas pour lesquels nous disposons d’une solution
analytique conside´re´e exacte (a` condition que la se´rie dont elle re´sulte soit calcule´e a` un
ordre suffisamment important), comme c’est le cas pour la SER bistatique d’une sphe`re
parfaitement conductrice. Elle sera e´tudie´e au chapitre 3 pour nos deux cas de re´fe´rence.
1.4.2 Erreur sur l’inte´gration nume´rique
La BEM implique l’e´valuation d’inte´grales simples ou doubles que l’on ne peut calculer
nume´riquement avec exactitude. L’inte´grale est alors approche´e par une somme ponde´re´e
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de valeurs correspondant a` la valeur de l’inte´grale en un certain nombre de points judi-
cieusement choisis, appele´s points de quadrature [29]. Ainsi, pour une solution re´gulie`re,
plus l’on conside`re de points de quadrature sur le domaine d’inte´gration, plus l’inte´gration
nume´rique est pre´cise.
Remarque 1.4.1. Si le maillage choisi est suffisamment fin pour que les e´le´ments soient
conside´re´s comme localement confondus avec la surface Γ, ajouter des points d’inte´gration
revient a` affiner le maillage. En cela, l’erreur commise sur l’inte´gration peut eˆtre vue
comme une erreur commise sur la discre´tisation.
La dure´e d’une inte´gration est proportionnelle au nombre de points de quadrature
choisi dans le cas d’une inte´grale simple, et au carre´ de ce nombre dans le cas d’une
inte´grale double. De ce fait, un compromis doit eˆtre trouve´ quant au nombre de points
de quadrature a` moyenner pour obtenir une inte´grale suffisamment pre´cise en un temps
raisonnable. Ce compromis peut de´pendre de la ge´ome´trie traite´e et du pas de maillage
choisi.
Rappelons le syste`me line´aire (1.1.81) a` re´soudre,
ZJ = e. (1.4.6)
Choisissons un nombre nGauss de points de quadrature et assemblons la matrice ZnGauss .
Pour e´valuer l’erreur commise sur ZnGauss par l’inte´gration nume´rique, il convient de re´-
soudre le syste`me line´aire aussi pre´cise´ment que possible afin d’obtenir un vecteur solution








La figure 1.4.1 pre´sente le temps d’assemblage de la matrice pleine ZnGauss , ainsi que
l’erreur δ
(r)






































Figure 1.4.1 – Comparaison du temps d’assemblage et de l’erreur commise sur la solution en
fonction du nombre de DDLs pour diffe´rentes valeurs de nGauss.
Cette figure nous permet de constater que pour nGauss = 3, la pre´cision atteinte est
meilleure que pour nGauss = 1 mais similaire a` la pre´cision obtenue pour nGauss = 7. En
revanche, le temps d’exe´cution de l’assemblage, bien que proportionnel a` n2 dans tous les
cas, ne suit pas tout a` fait la de´pendance en n2Gauss attendue en particulier pour nGauss =
1. On constate toutefois que plus nGauss est faible, plus le temps d’assemblage est re´duit.
Ces observations nous permettent d’e´tablir de`s a` pre´sent qu’en dimension 3, nous
utiliserons 3 points de quadrature de Gauss-Legendre pour le calcul des inte´grations. Une
ope´ration similaire nous permet de fixer, en dimension 2, nGauss = 2. Dans la suite, et sauf
mention contraire, nous adopterons ces re´glages.
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Remarque 1.4.2. Il est e´galement possible de faire varier le nombre de points de Gauss
a` conside´rer selon que l’on se situe en champ proche ou en champ lointain. Nous avons
toutefois pre´fe´re´ adopter un re´glage uniforme du nombre de points de Gauss.
1.4.3 Erreur de compression
Notons Z˜ l’approximation par compression d’une matrice Z ∈ Cm×n a` une pre´cision
εcomp. pre`s. Cette compression permet de gagner de l’espace de stockage au de´triment de






Il est e´galement possible d’e´valuer approximativement l’erreur due a` la compression en





avec les meˆmes effets de ponde´ration.
Nous pourrons alors ve´rifier que ces deux erreurs relatives sont du meˆme ordre que
εcomp., validant ainsi la pre´cision de la me´thode de compression choisie. Nous e´valuerons
cette erreur en particulier aux sections 3.1 et 3.2.
1.4.4 Erreur de re´solution
Pour finir, certaines me´thodes de re´solution du syste`me (1.1.81) (cf. annexe A) peuvent
engendrer une erreur de pre´cision supple´mentaire. En particulier, on peut distinguer les
me´thodes directes des me´thodes ite´ratives.
Si les me´thodes directes n’impliquent pas, a priori, d’approximations supple´mentaires
(autres que les limitations dues au calcul a` virgule flottante), elles sont couˆteuses car elles
sont synonymes d’une inversion de la matrice Z. Cette inversion peut alors eˆtre effectue´e
de fac¸on approximative, a` une pre´cision εinv. donne´e. On s’attendra alors a` ce que l’erreur
relative sur la re´solution soit infe´rieure a` cette pre´cision.
Les me´thodes ite´ratives quant a` elles impliquent une approximation supple´mentaire,
puisqu’elles s’attachent a` approcher la solution exacte avec une tole´rance εite´.. Plus cette
tole´rance est fine, plus il faudra d’ite´rations pour converger vers cette tole´rance et plus
la me´thode sera couˆteuse en terme de temps de calcul. Si toutefois la me´thode arrive
a` convergence, on s’attendra e´galement a` ce que l’erreur relative sur la re´solution soit
infe´rieure a` cette tole´rance. L’utilisation d’un pre´conditionneur pourra re´duire le nombre
d’ite´rations de la me´thode, a priori sans influence sur la pre´cision de la solution obtenue.
Quelle que soit le solveur choisi, l’e´valuation de cette erreur ne´cessite de re´soudre le
syste`me ZJ = e, qui nous fournira un vecteur solution J . Deux me´thodes sont alors
disponibles.
La premie`re consiste a` pre´de´finir un vecteur de re´fe´rence Jre´f., puis d’en de´duire le
vecteur ere´f. de´fini par ere´f. := ZJre´f.. On peut alors re´soudre le syste`me ZJ = ere´f. et









L’autre me´thode consiste a` pre´de´finir le vecteur ere´f. puis a` re´soudre le syste`me ZJ =
ere´f. et d’e´valuer l’erreur du produit ZJ par rapport a` ere´f., soit
δ
(r)




En inte´grant la matrice Z au calcul de l’erreur, cette seconde me´thode se limite en fait au
calcul du re´sidu issu de la re´solution, et ne permet pas de jauger les e´ventuels proble`mes
de conditionnement de la matrice Z, ce qui n’est pas le cas avec la me´thode pre´ce´dente.
Nous e´valuerons ce type d’erreurs notamment a` la section 3.3.
Conclusion du chapitre
Dans ce chapitre, nous avons pre´sente´, a` partir des e´quations de Maxwell harmoniques,
la re´solution d’un proble`me de diffraction par e´quations inte´grales en champ e´lectrique,
qui constitue la formulation EFIE. Nous avons en particulier de´taille´ le cas ge´ne´ral en
dimension 3 et nous en avons de´duit le mode`le simplifie´ en dimension 2 pour le mode TM
dans le cas d’une invariance par translation selon une dimension de l’espace. Nous avons
alors pu poser le syste`me line´aire qu’il nous faudra re´soudre afin d’obtenir la valeur du
courant surfacique en tout point du maillage e´tabli. Une fois ce courant calcule´, il est alors
possible d’e´valuer la SER d’un objet diffractant, ainsi que le champ diffracte´ en champ
proche ou en champ lointain.
La re´solution d’un syste`me line´aire dense peut vite devenir couˆteuse a` mesure que le
nombre de DDLs augmente. Or nous avons vu qu’un nombre suffisant de DDLs est ne´ces-
saire pour obtenir un re´sultat nume´rique suffisamment proche de la re´alite´ physique. De
ce fait, il paraˆıt indispensable de disposer de me´thodes permettant de rendre la re´solution
de la BEM raisonnable en terme de couˆts. L’application d’une me´thode de compression
semble eˆtre une solution approprie´e a` ce proble`me, quitte a` hie´rarchiser la matrice afin d’en
de´terminer les parties qu’il semble raisonnable de compresser sans perte dommageable de
pre´cision sur le re´sultat global.
Dans le chapitre suivant, nous allons de´tailler la de´marche de hie´rarchisation et de





Une H-matrice est une repre´sentation hie´rarchise´e d’une matrice. Ce format permet
de conside´rer la matrice traite´e comme un ensemble de blocs matriciels inde´pendants, que
l’on peut e´ventuellement compresser, s’ils ve´rifient une condition dite d’admissibilite´. Les
blocs admissibles, a priori denses, sont alors remplace´s par des blocs de rang faible. Il en
re´sulte une repre´sentation compresse´e de la matrice totale.
Dans ce chapitre, nous commencerons par de´finir les notions de rk-matrice et d’admis-
sibilite´, puis nous expliquerons la fac¸on dont est de´termine´e la hie´rarchie arborescente d’une
matrice donne´e par clustering ; ces outils nous permettront d’exposer les me´canismes de la
construction d’une matrice hie´rarchique et de de´crire les diffe´rentes ope´rations disponibles
dans l’arithme´tique des H-matrices. Tous les algorithmes mentionne´s ont e´te´ imple´mente´s
au cours de la the`se en Fortran 90 et s’appuient sur des routines des librairies d’alge`bre
line´aire Blas et Lapack.
Ce chapitre est tre`s largement inspire´ des travaux de Bebendorf [30] et Bo¨rm [31, 11,
32], qui sont fondamentaux pour la compre´hension de la the´orie sur laquelle s’appuient
les H-matrices. En particulier, la plupart des de´finitions, proprie´te´s et the´ore`mes des sec-
tions 2.1, 2.2 et 2.3 sont issus de [30].
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2.1 Matrices de rang faible et rk-matrices
La the´orie desH-matrices repose sur la possibilite´ d’approcher un bloc matriciel, corres-
pondant a` des interactions lointaines, par un autre, de rang plus faible. Dans cette partie,
nous nous appuierons sur des de´finitions et the´ore`mes mathe´matiques pour comprendre la
le´gitimite´ d’une telle approximation.
2.1.1 De´finitions
Rang d’une matrice
Rappelons dans un premier temps les de´finitions des notions e´le´mentaires que sont
l’image directe et le rang d’une matrice.
De´finition 2.1.1 (Image directe et rang d’une matrice). Soit A ∈ Cm×n, m,n ∈ N. On
appelle image directe de A et on note Im(A) l’ensemble de´fini par
Im(A) déf.= {Ax ∈ Cm |x ∈ Cn}. (2.1.1 )
Le rang de A, note´ rg(A), est alors de´fini par
rg(A) déf.= dim(Im(A)). (2.1.2 )
On rappelle aussi les relations suivantes.
Proprie´te´ 2.1.1. Soient A ∈ Cm×n, B ∈ Cm×n, et C ∈ Cn×p, m,n, p ∈ N. Alors :
• rg(A) 6 min(m,n),
• rg(A+B) 6 rg(A) + rg(B),
• rg(AC) 6 min(rg(A), rg(C)).
Concre`tement, le rang d’une matrice A ∈ Cm×n indique le nombre de lignes ou de
colonnes line´airement inde´pendantes de A. Si rg(A) < min(m,n) alors la matrice contient
de l’information redondante qu’il peut eˆtre judicieux d’e´liminer. Nous verrons comment
proce´der dans la suite de cette section.
rk-matrices
Les matrices dont le rang est infe´rieur a` la plus petite de ses dimensions ont des
proprie´te´s inte´ressantes que nous allons e´tudier dans cette partie.
De´finition 2.1.2. Pour k,m, n ∈ N tels que k 6 min(m,n), on note Cm×nk l’ensemble
des matrices A ∈ Cm×n posse´dant au plus k ∈ N lignes ou colonnes line´airement inde´pen-
dantes, ou matrices de rang au plus k, soit
Cm×nk
déf.= {A ∈ Cm×n | rg(A) 6 k}. (2.1.3 )
Il serait alors avantageux de pouvoir re´ve´ler les redondances de A ∈ Cm×n. C’est
justement la proble´matique a` laquelle re´pond le the´ore`me suivant, en proposant pour
toute matrice A ∈ Cm×n de rang au plus k une e´criture sous la forme d’un produit de
deux matrices chacune de taille infe´rieure a` celle de A.
The´ore`me 2.1.1. Soit une matrice A ∈ Cm×n. Alors A ∈ Cm×nk si et seulement si il
existe U ∈ Cm×k et V ∈ Cn×k telles que
A = UV H . (2.1.4 )
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La repre´sentation (2.1.4) est inte´ressante car elle ne cache pas les redondances e´ven-
tuelles de A, son rang k e´tant apparent, ce qui n’est pas le cas avec son e´criture dense
classique. De plus, de`s lors que k(m+n) 6 mn, l’e´criture (2.1.4) ne´cessite de stocker moins
de coefficients que l’e´criture dense de A.
De´finition 2.1.3 (rk-matrice). Toute matrice A ∈ Cm×nk est appele´e matrice de rang
faible (k) ou rk-matrice si
k(m+ n) 6 mn. (2.1.5 )
Ainsi, si A ∈ Cm×nk est une rk-matrice, l’e´criture (2.1.4) constitue une compression de
la matrice A. Cette premie`re compression n’implique aucune approximation et est donc












Figure 2.1.1 – Compression d’une matrice de rang k sous forme d’un produit UV H .
Remarque 2.1.1. Si A ∈ Cn×nk , A est une rk-matrice de`s lors que
k 6 n2 . (2.1.6 )
2.1.2 Recompression d’une rk-matrice par troncature
Une rk-matrice est donc une matrice pouvant eˆtre stocke´e en utilisant moins d’espace
me´moire que sa repre´sentation dense. Il est par ailleurs possible de re´duire encore cet
espace occupe´ par recompression. Cette recompression utilise la de´composition en valeurs
singulie`res (en anglais Singular Value Decomposition, note´e SVD), que nous allons rede´finir
ici.
SVD et SVD re´duite
De´finition 2.1.4 (Matrice unitaire). Soit U ∈ Cn×n. U est une matrice unitaire si et
seulement si elle ve´rifie les e´galite´s
UUH = In et UHU = In, (2.1.7 )
ou` In est la matrice identite´ de Cn×n.
Autrement dit, une matrice unitaire est une matrice carre´e inversible et dont l’inverse
est sa transconjugue´e. De telles matrices pre´sentent des proprie´te´s inte´ressantes et inter-
viennent dans la de´finition de la SVD.
Proprie´te´ 2.1.2. Soient U ∈ Cn×n et V ∈ Cn×n deux matrices unitaires. Alors :
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• UH et V H sont unitaires,
• UV est unitaire.
Rappelons a` pre´sent le the´ore`me d’existence de la SVD.
The´ore`me 2.1.2 (Existence de la SVD). Pour toute matrice A ∈ Cm×n, il existe une
factorisation de la forme
A = UΣV H , (2.1.8 )
avec :
• U ∈ Cm×m une matrice unitaire,
• Σ ∈ Rm×n la matrice diagonale contenant les p = min(m,n) valeurs singulie`res
(positives ou nulles) de A,
• V ∈ Cn×n une matrice unitaire.
On appelle cette factorisation la de´composition en valeurs singulie`res (en anglais Singular
Value Decomposition, note´e SVD) de A.




(σi)i∈J1,pK) avec ∀i, j ∈ J1, pK i 6 j =⇒ σi > σj , (2.1.9 )
ou` p = min(m,n). Ceci implique l’unicite´ de Σ.
Conside´rons a` pre´sent une matrice A ∈ Cm×nk non nulle, avec k < p (p = min(m,n)).
A est donc de rang au plus k et posse`de au plus k valeurs singulie`res non nulles. D’apre`s




σi > 0 pour i ∈ J1, kK,
σi = 0 pour i ∈ Jk + 1, pK. (2.1.10)












Ainsi seules les k premie`res colonnes de U et V interviennent ve´ritablement. On a donc








On appelle cette e´criture la SVD re´duite (de rang k) de A.
Remarque 2.1.3. La matrice Σk est alors diagonale carre´e ; en revanche les matrices Uk
et Vk ne sont plus ne´cessairement carre´es, mais sont constitue´es de vecteurs orthogonaux
deux a` deux.
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SVD re´duite d’une rk-matrice
Conside´rons a` pre´sent une rk-matriceA de Cm×nk . En exploitant la repre´sentation (2.1.4),
il est possible d’effectuer une SVD re´duite de A = UV H avec une complexite´ en O(k2(m+
n)) [30].
Cette rk-SVD consiste tout d’abord a` effectuer les de´compositions QR re´duites
U = QURU et V = QVRV , (2.1.13)
ou` QU ∈ Cm×k et QV ∈ Cn×k sont des matrices constitue´es de vecteurs orthogonaux deux
a` deux, RU ∈ Ck×k et RV ∈ Ck×k des matrices triangulaires supe´rieures. On a donc
A = (QURU )(QVRV )H = QU (RURHV )QHV . (2.1.14)
On applique alors une SVD re´duite au produit (RURHV ) ∈ Ck×k :
RUR
H
V = UUΣV HV , (2.1.15)
avec UU et VV des matrices a` vecteurs orthogonaux deux a` deux, et Σ la matrice diagonale
des valeurs singulie`res du produit RUR
H
V . On en de´duit la de´composition
A = (QUUU )Σ(QV VV )H , (2.1.16)
soit, en posant Û = QUUU et V̂ = QV VV ,
A = ÛΣV̂ H . (2.1.17)
La repre´sentation (2.1.17) est une SVD re´duite deA, avec Σ = diag
(
(σi)i∈J1,kK) ∈ Rk×k
telle que 0 6 σk 6 · · · 6 σ1. On peut en calculer le couˆt a` l’aide de l’annexe B :
Factorisation QR de U −43k3 + 4mk2








Multiplication QUUU 2mk2 −mk
Multiplication QV VV 2nk2 − nk
∼ 643 k3 + 6(m+ n)k2
Par comparaison, le couˆt d’une SVD re´duite classique est de 14mn2+8n3 pour une matrice
de Cm×n.
On peut e´galement comparer ces couˆts pour une rk-matrice A ∈ Cm×nk en posant avec
m = n et k = n/2l pour l ∈ J0, 4K (A est une rk-matrice de`s que l > 1, cf. remarque 2.1.1).
Les re´sultats de cette comparaison sont disponibles en figure 2.1.2.
Troncature d’une rk-matrice
La norme matricielle sur laquelle reposera la suite de notre e´tude est la norme de
Frobenius, donne´e en de´finition 1.4.2.
Le choix de cette norme est a` replacer dans le contexte global de cette e´tude. En
particulier, la norme de Frobenius nous permettra d’obtenir aise´ment la norme d’une
matrice hie´rarchique totale a` partir de la connaissance de la norme de ses blocs individuels.























Figure 2.1.2 – Temps de calcul de la SVD re´duite d’une matrice A ∈ Cn×nk en fonction du nombre
de DDLs pour diffe´rentes valeurs du rang k.
Proprie´te´ 2.1.3. On a alors les proprie´te´s suivantes.
• ‖ · ‖F est unitairement invariante, c’est-a`-dire que pour toutes matrices U ∈ Cm×m,
A ∈ Cm×n et V ∈ Cn×n, si U et V sont unitaires, alors
‖A‖F = ‖UA‖F = ‖AV ‖F = ‖UAV ‖F . (2.1.18 )
• Si U est une matrice unitaire de Cn×n, alors ‖U‖F =
√
n.
Remarque 2.1.4. Soit une matrice A ∈ Cm×nk dont la SVD s’e´crit A = UΣV H et la
SVD re´duite A = UkΣkV Hk . Alors d’apre`s (2.1.18), on a
‖A‖F = ‖UΣV H‖F = ‖Σ‖F . (2.1.19 )
Or, par de´finition de la SVD re´duite, on a ‖Σ‖F = ‖Σk‖F. Ainsi :








The´ore`me 2.1.3. Soient A = UΣV H ∈ Cm×n avec U et V unitaires, et telles que m > n.
Ainsi Σ = diag
(
(σi)i∈J1,nK) ∈ Rm×n, avec 0 6 σn 6 ... 6 σ1.




‖A−M‖ = ‖A−Ak‖ = ‖Σ− Σ(n)k ‖ , (2.1.21 )
avec Ak = UΣ(n)k V H ∈ Cm×nk et Σ(n)k = diag(σ1, ..., σk, 0, ..., 0) ∈ Rm×n.






 12 . (2.1.22)
Les valeurs singulie`res (σi)16i6n ve´rifiant 0 6 σn 6 ... 6 σ1, plus k est proche de n
et plus ‖A−Ak‖F est proche de 0. Ak est donc une approximation de A, de rang k 6 n,
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dont nous pouvons estimer l’erreur en connaissant les valeurs singulie`res (ou une SVD) de
A.
L’e´galite´ ‖A−Ak‖F = ‖Σ− Σ(n)k ‖F permet de de´terminer le rang k ne´cessaire pour
obtenir une approximation Ak de A a` la pre´cision ε > 0, c’est-a`-dire telle que ‖A−Ak‖F <
ε. Les n−k valeurs singulie`res les plus petites sont alors conside´re´es ne´gligeables au regard
de la pre´cision ε choisie.
En pratique, pour obtenir l’approximation Ak de A ∈ Cm×n, nous supprimons les n−k
valeurs singulie`res ne´gligeables, ainsi que les n − k dernie`res colonnes de U et V , ce qui
permet de re´duire l’espace me´moire ne´cessaire au stockage de Ak.
Par conse´quent nous obtenons l’approximation

























Figure 2.1.3 – Compression et troncature d’une matrice quelconque sous forme d’un produit
UkΣkV Hk .
Nous pouvons, a` titre d’exemple, assembler la matrice impe´dance Z dans le cas du
cylindre avec un potentiel de simple couche (2D) ainsi que dans le cas de la sphe`re (3D).
Il est alors possible d’appliquer la troncature a` diffe´rentes pre´cisions ε a` un bloc de Z.







Le bloc Z12 est, a priori, de rang k = n. Une fois Z12 assemble´e, on lui applique une
SVD suivie d’une troncature, ce qui nous fournit une approximation Z˜12 := UkΣkV Hk
du bloc, de rang k. Ce test nous permet d’appre´cier l’e´conomie de me´moire obtenue
par troncature en fonction de la valeur de ε choisie, tout en ve´rifiant l’erreur relative
‖UkΣkV Hk − Z12‖F / ‖Z12‖F induite par cette troncature sur Z12 (cf. tableau 2.1.1).
La diminution du rang par troncature nous assure une compression efficace. On constate
par ailleurs que l’erreur cre´e´e par troncature est de l’ordre de la pre´cision ε choisie.
Dans la suite il sera implicite que toute rk-matrice cre´e´e par compression a` une pre´cision
εcomp. sera suivie d’une troncature a` la meˆme pre´cision, sauf mention contraire.
2.1.3 Repre´sentation en rk-matrice d’une matrice de rang quelconque
D’apre`s la de´finition 2.1.3, une matrice A ∈ Cm×nk est une rk-matrice si k, m et n
ve´rifient k(m + n) 6 mn. La matrice A peut alors s’e´crire sous la forme (2.1.4), c’est-a`-
dire
A = UV H ,
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ε = 10−1 ε = 10−2 ε = 10−3 ε = 10−4
Ge´ome´trie n Rang Erreur Rang Erreur Rang Erreur Rang Erreur
731 3 2,7× 10−2 5 4,0× 10−3 9 4,8× 10−4 12 3,1× 10−5
Cylindre (2D) 4360 3 2,7× 10−2 5 4,2× 10−3 10 2,5× 10−4 13 4,4× 10−5
6812 3 2,7× 10−2 5 4,2× 10−3 10 2,6× 10−4 13 4,9× 10−5
577 152 4,7× 10−2 249 4,9× 10−3 327 4,9× 10−4 395 4,9× 10−5
Sphe`re (3D) 2260 216 4,8× 10−2 372 4,9× 10−3 540 4,9× 10−4 683 5,0× 10−5
5151 274 4,8× 10−2 464 5,0× 10−3 748 5,0× 10−4 946 5,0× 10−5
Tableau 2.1.1 – Rangs et erreurs relatives obtenus apre`s troncatures de rk-matrices pour diffe´-
rentes valeurs de ε.
avec U ∈ Cm×k et V ∈ Cn×k. Ce format ne´cessite un espace de stockage en O(k(m+ n)).
Apre`s troncature, on peut obtenir une approximation a` une pre´cision ε de A au for-
mat (2.1.23), c’est-a`-dire
A ≈ Ak′ = Uk′Σk′V Hk′ , (2.1.25)
avec Uk′ ∈ Cm×k′ et Vk′ ∈ Cn×k′ deux matrices dont les vecteurs sont orthogonaux deux
a` deux, Σk′ ∈ Rk′×k′ la matrice diagonale des valeurs singulie`res de A non ne´gligeables
par rapport a` la tole´rance ε, k′ 6 k. Ce second format sollicite un espace me´moire en
k′(m+ n+ 12).
Les repre´sentations (2.1.4) et (2.1.23) sont donc e´quivalentes a` ε pre`s, et cette e´quiva-
lence est meˆme une e´galite´ lorsque k′ = k. On peut donc traiter des rk-matrices de manie`re
e´quivalente avec les deux formats a` ε pre`s.
Pour que le format (2.1.23) soit plus e´conome en me´moire que le format (2.1.4), il suffit
que la troncature e´limine une seule valeur singulie`re ne´gligeable. En effet,

























< 0 car k 6 min(m,n)




k′ < (m+ n) k.
Conside´rons a` pre´sent une matrice A ∈ Cm×n de rang quelconque k. Alors A ∈ Cm×nk .
Effectuons la SVD
A = UΣV H ,
avec U , Σ et V pre´sentant les proprie´te´s exprime´es au the´ore`me 2.1.2 et a` la remarque 2.1.2.
Le rang k correspond au nombre de valeurs singulie`res non nulles contenues sur la diagonale
de Σ (k 6 min(m,n)). Alors on a
A = Ak = UkΣkV Hk avec

Uk = (uij)i∈J1,mK,j∈J1,kK,
Σk = diag ((σi))i∈J1,kK ,
Vk = (vij)i∈J1,nK,j∈J1,kK.
(2.1.26)
Ak est une troncature au rang k de A exactement e´gale a` A, et il est possible, pour une
valeur ε donne´e, d’effectuer une troncature de A a` un rang k′(ε) 6 k.
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De´finition 2.1.5. Soit ε un re´el strictement positif. Soit A ∈ Cm×nk une matrice de rang
exactement k. On appelle repre´sentation en rk-matrice de A toute troncature de A sous la
forme
Ak′ = Uk′Σk′V Hk′ avec 1 6 k′ 6 k, (2.1.27 )
et telle que ‖Uk′Σk′V Hk′ −A‖F 6 ε. En particulier,{
A = Ak′ si k′ = k,
A ≈ Ak′ si k′ < k.
(2.1.28 )
Remarque 2.1.5. Si A est repre´sente´e par une rk-matrice Ak′ = Uk′Σk′V Hk′ , alors d’apre`s
la remarque 2.1.4
‖A‖F ≈ ‖Ak′‖F = ‖Σk′‖F =
√√√√ k′∑
i=1
σ2i . (2.1.29 )
De´finition 2.1.6 (Taux de compression d’une repre´sentation en rk-matrice). Soit A ∈
Cm×nk une matrice de rang k et Ak′ une troncature au rang k
′ 6 k de A. On appelle taux






Le taux de compression correspond au rapport du nombre d’unite´s de me´moire occu-
pe´es par les matrices Uk′ , Σk′ et Vk′ , sur le nombre d’unite´s de me´moire occupe´es par la
matrice A dense.
Remarque 2.1.6. On peut ge´ne´raliser la de´finition du taux de compression. Ainsi :
• Si A ∈ Cm×n est dense, alors cr(A) = 1.
• Si A ∈ Cm×nk est repre´sente´e sous le format (2.1.4), alors cr(A) = k(m+n)mn .
En particulier, une repre´sentation en rk-matrice Ak′ d’une matrice A n’est inte´ressante
que si
cr(Ak′) < 1. (2.1.31 )
Dans la suite de cette section, nous traiterons de rk-matrices au format (2.1.23), et nous
parlerons indiffe´remment de rk-matrices et de repre´sentation en rk-matrices de matrices
denses.
2.1.4 Arithme´tique des rk-matrices
Afin de profiter au maximum de la structure de rk-matrice, il devient ne´cessaire d’adap-
ter et de rede´finir certaines ope´rations e´le´mentaires.
Addition arrondie






format (2.1.23). Nous souhaitons effectuer la somme C = A + B en obtenant C sous la

























ne sont pas constitue´es de vecteurs orthogonaux deux a` deux, et l’e´quation (2.1.32) ne
constitue donc pas une e´criture correspondant au format (2.1.23).
Posons alors
ZU = UHA UB et YU = UB − UAZU . (2.1.33)



































En effectuant une SVD de la matrice[
ΣA + ZUΣBZHV ZUΣBRHV
RUΣBZHV RUΣBRHV
]
































C = UCΣCV HC . (2.1.39)
Les matrices UC et VC sont constitue´es de vecteurs deux a` deux orthogonaux, le re´sultat
de cette addition de deux rk-matrices au format (2.1.23) est donc lui-meˆme une rk-matrice
au meˆme format.
En appliquant cette me´thode, la rk-matrice C ainsi obtenue est exactement e´gale a` la
somme de A et B. Cependant, son rang kC peut croˆıtre par rapport a` kA et kB, puisque
kC = kA + kB ; de meˆme, cr(C) = cr(A) + cr(B).
Pour re´duire le rang kC et le taux de compression associe´, il peut eˆtre inte´ressant de
comple´ter la SVD de l’e´tape (2.1.37) d’une troncature a` une pre´cision ε a` choisir.
De´finition 2.1.7 (Addition arrondie de deux rk-matrices). Soient deux rk-matrices A =





au format (2.1.23). Alors l’ope´ration
constitue´e des e´tapes (2.1.32) a` (2.1.39) fournit une rk-matrice C = UCΣCV HC ve´rifiant
C := A+B, (2.1.40 )
et l’application d’une rk-SVD a` pre´cision ε > 0 sur la rk-matrice C permet d’obtenir une
approximation C˜ telle que
‖C − C˜‖F 6 ε. (2.1.41 )
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C˜ constitue donc une approximation a` ε pre`s de la somme A+B. On note alors
C˜ := A⊕B, (2.1.42 )
et on appelle cette ope´ration l’addition arrondie (a` ε pre`s) des rk-matrices A et B.
On peut alors calculer le couˆt de cette ope´ration (sans la troncature) :
Multiplication ZU = UHA UB kAkB(2m− 1)
Multiplication ZV = V HA VB kAkB(2n− 1)
Construction de YU = UB − UAZU 2mkAkB
Construction de YV = VB − VAZV 2nkAkB
Factorisation QR de YU = QURU −43k3B + 4mk2B
Factorisation QR de YV = QVRV −43k3B + 4nk2B
Multiplication ZUΣBZHV 2kAk2B
Multiplication ZUΣBRHV 2k3B + kB(kB − kA)
Multiplication RUΣBZHV 2k3B + kB(kA − kB)
Multiplication RUΣBRHV 2k3B
Somme ΣA + ZUΣBZHV k2A










V n(kA + kB)(2(kA + kB)− 1))
∼ (m+ n)(2k2A + 6k2B + 6kAkB) + k3B + kAk2B
Ce couˆt est a` comparer avec le couˆt the´orique d’une addition de A et B pre´ce´de´e des
multiplications UAΣAV HA et UBΣBV HB , et suivie d’une SVD de la matrice C re´sultante,
soit environ 14mn2 + 8n3 + 2m(k2A + k2B), en ne conside´rant que les termes dominants.
Dans l’hypothe`se ou` kA et kB sont faibles devant m et n, l’addition arrondie ame´liore la
complexite´.
On remarque par ailleurs que kB intervient plus que kA dans le couˆt global de cette
ope´ration, aussi il peut eˆtre judicieux de s’assurer que kB 6 kA.
Remarque 2.1.7 (Somme de deux rk-matrices de repre´sentation (2.1.4)). Soient deux
























= UAV HA + UBV HB (2.1.45 )
UV H = A+B (2.1.46 )
Cette somme de deux rk-matrices de repre´sentation (2.1.4) peut s’ave´rer utile et n’im-
plique aucune approximation supple´mentaire. Nous en aurons en particulier l’utilite´ lors




Soit A = UΣV H une rk-matrice de Cm×nk et x un vecteur de Cn. Nous souhaitons
re´aliser le produit de A par x, soit b = Ax avec b un vecteur de Cm. Cette ope´ration
s’effectue suivant trois e´tapes, re´alise´es de droite a` gauche, soit
x′ = V Hx, x′ ∈ Ck, (2.1.47)
x′′ = Σx′, x′′ ∈ Ck, (2.1.48)
b = Ux′′, b ∈ Cm. (2.1.49)
Le couˆt the´orique de cette ope´ration est alors :
Produit x′ = V Hx k(2n− 1)
Produit x′ = V Hx k
Produit x′ = V Hx m(2k − 1)
∼ 2k(m+ n),
soit une comple´xite´ en O(k(m + n)). Ce couˆt est a` comparer avec le couˆt d’un produit
matrice-vecteur classique, impliquant m(2n−1) ope´rations, soit une complexite´ en O(mn),
moins inte´ressante que la complexite´ pre´ce´demment obtenue de`s lors que k  m,n.
Multiplication de deux rk-matrices






format (2.1.23). Nous souhaitons effectuer l’ope´ration C = AB telle que C soit une rk-
matrice au format (2.1.23). On pose
M = V HA UB. (2.1.50)
M est alors de dimension kA × kB, a priori petite. La SVD de M donne M = UMΣMV HM
avec les proprie´te´s habituelles pour les matrices UM , ΣM et VM . Posons alors
U = UAΣAUM , (2.1.51)
Σ = ΣM , (2.1.52)
V = VBΣBVM . (2.1.53)
En appliquant une rk-SVD a` la matrice UΣV H , on obtient la rk-matrice
UΣV H = UCΣCV HC = C. (2.1.54)
Remarque 2.1.8. Cette ope´ration est the´oriquement exacte, mais tout comme l’addi-
tion arrondie ⊕, il est possible pour un re´el positif ε donne´ de comple´ter la rk-SVD de
l’e´tape (2.1.54) d’une troncature. Cette multiplication devient alors arrondie et note´e .
On peut calculer le couˆt de cette multiplication l’aide de l’annexe B :
Multiplication V HA UB kAkB(2n− 1)
SVD de M = V HA UB 14kAk2B + 8k3B
Multiplication UAΣAUM kAkM +mkA(2kA − 1)
Multiplication VBΣBVM kBkM + pkB(2kB − 1)
∼ 8k3B + 14kAk2B + 2nkAkB + 2mk2A + 2pk3B
Dans l’hypothe`se ou` les rangs kA et kB sont petits devant m, n et p, ce couˆt est plus
inte´ressant que celui d’une multiplication classique de matrices denses, soit mp(2n− 1).
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2.2 Construction d’une partition admissible
2.2.1 Partition admissible
De manie`re ge´ne´rale, une matrice A ∈ Cm×n n’est pas approche´e par une rk-matrice a`
une pre´cision ε dans sa globalite´. Seuls certains blocs bien choisis de A peuvent be´ne´ficier
de cette compression sans pertes dommageables de pre´cision sur la matrice totale. Ces
blocs sont de´crits selon des crite`res bien de´termine´s que nous allons de´velopper dans cette
section.
Partition et blocs d’indices
De´finition 2.2.1 (Partition, blocs). Soient I, J ⊂ N. Une sous-partie P ⊂ P(I × J) est
une partition de I × J si
• I × J = ⋃b∈P b,
• ∀b ∈ P b 6= ∅,
• ∀b, b′ ∈ P b ∩ b′ 6= ∅ =⇒ b = b′.
Autrement dit, une partition de I × J est un ensemble de parties non vides de I × J deux
a` deux disjointes et qui recouvrent I × J .
On appelle alors les e´le´ments b ∈ P blocs d’indices, ou plus simplement blocs.
Notations. Notons I (respectivement J) l’ensemble des indices de lignes (resp. colonnes)
d’une matrice A ∈ Cm×n c’est-a`-dire I := J1,mK et J := J1, nK.
Soit P une partition de I × J . Soit l (respectivement c) une sous-partie de I (resp.
J) ve´rifiant b := l × c ∈ P . On note alors A|b ou A|l×c la restriction de la matrice A aux
indices du bloc b.
Par ailleurs, on pourra noter CI l’ensemble des vecteurs de Cm dont les indices des
composantes sont dans I. De meˆme, on notera CI×J l’ensemble des matrices de Cm×n
dont les couples d’indices des coefficients sont dans I × J .
Admissibilite´ d’une partition
Soient A ∈ CI×J et soit P une partition de I × J . Soit b := l × c ∈ P . La restriction
A|b est dite de petite taille au regard d’une dimension maximale nmax ∈ N si l’ine´galite´
min(Card(l),Card(c)) 6 nmax (2.2.1)
est ve´rifie´e.
La partition P est inte´ressante en terme de compression si pour tout bloc b de P et
pour un nmax donne´, A|b est soit de petite taille, soit approchable par une rk-matrice de
taux de compression infe´rieur a` 1.
De´finition 2.2.2 (Bloc admissible). Un bloc b ∈ P est dit admissible si la restriction A|b
peut eˆtre approche´e par une rk-matrice.
L’admissibilite´ d’un bloc est conditionne´e par un crite`re d’admissibilite´ qui de´pend du
proble`me traite´.
Ce crite`re se doit de ve´rifier les conditions suivantes :




• La condition d’admissibilite´ doit pouvoir eˆtre ve´rifie´e pour tout bloc de l × c ∈
P(I × J) avec une complexite´ algorithmique de O(Card(l) + Card(c)).
• Si b est un bloc admissible, alors toute sous-partie b′ ⊂ b est un bloc admissible.
On peut alors de´finir la notion d’admissibilite´ d’une partition P ∈ P(I × J).
De´finition 2.2.3 (Partition admissible). Une partition P ∈ P(I × J) est dite admissible
si chacun des blocs b de P est soit admissible, soit de petite taille au regard d’une valeur
nmax choisie.
2.2.2 Boˆıte englobante et η-admissibilite´
Dans notre cas, les matrices que nous allons chercher a` compresser correspondent aux
interactions e´lectromagne´tiques entre diffe´rents points du plan ou de l’espace. La partition
choisie aura a` cœur de respecter des crite`res de ge´ome´trie. En effet, compresser l’informa-
tion concernant les interactions entre deux ensembles d’e´le´ments ge´ome´triquement proches
risquerait de trop nuire a` la pre´cision globale de la matrice impe´dance et ne conduirait pas
a` un gain me´moire inte´ressant [30].
Soit ΩI := (pi)i∈I une liste de points de Rd ou` d est la dimension conside´re´e (d = 2 ou
3). On de´finit alors, en se plac¸ant dans la base canonique euclidienne (ux,uy) pour d = 2
et (ux,uy,uz) pour d = 3,
x−I = mini∈I pi · ux et x
+
I = maxi∈I pi · ux, (2.2.2)
y−I = mini∈I pi · uy et y
+
I = maxi∈I pi · uy, (2.2.3)
z−I = mini∈I pi · uz et z
+
I = maxi∈I pi · uz si d = 3, (2.2.4)






























pour d = 3. (2.2.6)
Alors si d = 2 (resp. d = 3), la boˆıte englobante de ΩI , note´e BI , est le rectangle (resp.
le pave´ droit) de´limite´ par p−I et p
+
I . On de´finit les notions de diame`tre d’une boˆıte et de
distance entre deux boˆıtes.
De´finition 2.2.4 (Diame`tre d’une boˆıte englobante, distance entre deux boˆıtes englo-
bantes). Soient ΩI := (pi)i∈I et ΩJ := (qj)j∈J deux ensembles de points. Soient BI et BJ
leur boˆıte englobante respective. Le diame`tre de BI est de´fini par
diam(BI) déf.= max
i,j∈I
‖pi − pj‖2 , (2.2.7 )
et la distance entre BI et BJ s’e´crit
dist(BI ,BJ) déf.= min
i∈I,j∈J
‖pi − qj‖2 . (2.2.8 )
Notations. Si P est une partition de I × J et l (respectivement c) une sous-partie de I
(resp. J) ve´rifiant b := l× c ∈ P , on peut e´galement noter Bl (resp. Bc) la boˆıte englobante
des points dont les indices sont dans l (resp. dans c).
On peut alors de´finir pour le bloc b := l × c ∈ P une condition d’admissibilite´ relative
a` une valeur η.
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De´finition 2.2.5 (η-admissibilite´). Soit η un re´el strictement positif. Alors le bloc b := l×c
est dit η-admissible s’il ve´rifie la condition
min(diam(l),diam(c)) 6 η dist(Bl,Bc). (2.2.9 )
Ce crite`re de η-admissibilite´ va nous permettre de de´finir la hie´rarchie de la matrice a`
compresser, et en particulier de de´terminer les zones de cette matrice qu’il sera possible
de compresser.
2.3 Structure arborescente d’une H-matrice
2.3.1 Notion d’arbre
La hie´rarchie d’une H-matrice est de´crite par une structure d’arbre.
Nous conside´rons un ensemble de nœuds N contenant le nœud racine r, et une appli-
cation S qui de´finit l’ensemble des descendants directs de chaque nœud.
De´finition 2.3.1 (Arbre). Soient N un ensemble de nœuds, r une racine et S l’applica-
tion qui va de N dans l’ensemble des sous-ensembles de P(N) et de´finit l’ensemble des
descendants directs de chaque nœud. Le triplet T := (N, r, S) est un arbre si pour chaque
nœud il existe un unique chemin menant a` la racine r, c’est-a`-dire
∀t ∈ N\{r} ∃!(ti)i∈J0,mK ∈ Nm+1 t0 = r, tm = t et ti+1 = S(ti). (2.3.1 )
Dans ce cas, on appelle la suite (ti)i∈J0,mK le chemin du nœud t dans T , et m la profondeur
de t dans T .
Notations. Soient T := (N, r, S) un arbre et t ∈ N un nœud de T de chemin (ti)i∈J0,mK.
On de´finit les notations
• root(T ) : racine de T (r := root(T )).
• sons(t) : ensemble des descendants directs (ou enfants) du nœud t.
• depth(t) : profondeur du nœud t dans l’arbre T (depth(r) = 0 et depth(t) = m).
La de´finition 2.3.1 implique les proprie´te´s suivantes.
Proprie´te´ 2.3.1. Soit T = (N, r, S) un arbre.
• Soit t ∈ N de chemin (ti)i∈J0,mK dans T (r = t0 et t = tm). Alors
∀i, j ∈ J0,mK i 6= j =⇒ ti 6= tj . (2.3.2 )
• r ne posse`de pas d’ascendant, c’est-a`-dire
∀t ∈ N r /∈ sons(t). (2.3.3 )
• Tout nœud diffe´rent de la racine r posse`de un unique ascendant direct (ou parent),
c’est-a`-dire
∀t ∈ N\{r} ∃!p ∈ N t ∈ sons(p). (2.3.4 )
De´finition 2.3.2 (Feuille). Une feuille est un nœud t ∈ N ne posse´dant pas de descendant,
c’est-a`-dire tel que sons(t) = ∅. On de´finit l’ensemble des feuilles de T , note´ L(T ), par
L(T ) déf.= {t ∈ N | sons(t) = ∅}. (2.3.5 )
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Dans la suite, a` chaque nœud seront associe´es des donne´es (ici des ensembles d’indices).
Ces donne´es sont appele´es l’e´tiquette du nœud et on de´finit alors la notion d’arbre a`
e´tiquettes.
De´finition 2.3.3 (Arbre a` e´tiquettes). Soient N et L des sous-ensembles finis non-vides
de N, r ∈ N , S : N → P(N) et l : N → L. Alors T = (N, r, S, l, L) est un arbre a` e´tiquettes
si le triplet (N, r, S) est un arbre.
Les notations pre´ce´dentes sont conserve´es pour les arbres a` e´tiquettes. De plus, on
de´finit L comme l’ensemble des e´tiquettes de T et l(t) ∈ L est appele´e l’e´tiquette de t,
note´e t̂.
2.3.2 Construction d’un cluster tree
Un cluster tree est un objet permettant de construire une partition hie´rarchique des
indices de lignes et de colonnes d’une matrice. Cette partition est base´e sur un algorithme
de clustering qui regroupe les indices de DDLs sur des crite`res ge´ome´triques lie´s a` la
position de ces DDLs.
De´finition 2.3.4 (Cluster tree). Soit T = (N, r, S, l, L) un arbre a` e´tiquettes et I un
ensemble d’indices. T est un cluster tree s’il ve´rifie les conditions suivantes :
• r̂ = I,
• ∀t ∈ N\L(T ) t̂ = ⋃s∈S(t) ŝ,
• ∀t ∈ N ∀s1, s2 ∈ sons(t) s1 6= s2 =⇒ ŝ1 ∩ ŝ2 = ∅.
Les nœuds t ∈ N d’un cluster tree sont appele´s clusters.
Notations. Un arbre a` e´tiquette T qui est un cluster tree pour l’ensemble d’indices I
sera note´ TI , et on utilisera l’abre´viation t ∈ TI pour t ∈ N .
Remarque 2.3.1. En pratique l’ensemble d’indices I contient les indices des fonctions
de base, soit I := J1, nK avec n la dimension de l’espace de projection Vn.
Nume´riquement, un cluster tree est de´fini par re´cursion.
2.3.3 Block cluster trees
De´finition
Maintenant que nous avons de´fini une hie´rarchie avec les cluster trees, nous allons
de´sormais voir une nouvelle structure qui de´finit la hie´rarchie de blocs de la H-matrice.
On obtient une de´composition de la matrice en blocs de tailles diffe´rentes, et chaque bloc
repre´sente les interactions entre deux ensembles de DDLs.
De´finition 2.3.5 (Block cluster tree). Soient TI et TJ deux cluster trees pour les en-
sembles d’indices I et J . T est un block cluster tree pour TI et TJ si il ve´rifie les conditions
suivantes :
• root(T ) := (root(TI), root(TJ)).
• Chaque nœud b ∈ T s’e´crit b := (t, s) avec t ∈ TI et s ∈ TJ ,
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• Pour tout b := (t, s) ∈ T .
sons(b) :=

{(t′, s′) : t′ ∈ sons(t), s′ ∈ sons(s)} si sons(t) 6= ∅ et sons(s) 6= ∅,
{(t′, s) : t′ ∈ sons(t)} si sons(t) 6= ∅ et sons(s) = ∅,
{(t, s′) : s′ ∈ sons(s)} si sons(t) = ∅ et sons(s) 6= ∅,
∅ si sons(t) = ∅ et sons(s) = ∅.
(2.3.6 )
• Si sons(b) = ∅ alors b ∈ L(T ) (b est une feuille de T ).
• L’e´tiquette d’un nœud b := (t, s) est de´finie par
b̂ := t̂× ŝ ⊆ I × J. (2.3.7 )
Les nœuds de T sont appele´s block clusters, et on note TI×J le block cluster tree pour TI
et TJ .
Comme pour le cluster tree, le block cluster tree est de´fini par re´cursion. TI×J peut
alors repre´senter la hie´rarchie des interactions entre les deux ensembles de DDLs indexe´s
par I et par J .
Ces de´finitions nous permettent de parler de fac¸on indiffe´rencie´e d’un bloc deH-matrice
comme d’un block cluster.
Parcimonie
Il est alors possible de formaliser la complexite´ hie´rarchique d’un block cluster tree
graˆce a` l’introduction de la constante de rarete´.
De´finition 2.3.6 (Constante de rarete´). Soient TI et TJ deux cluster trees pour les en-
sembles d’indices I et J , et soit TI×J un block cluster tree pour I × J .
• Le nombre de blocs (t, s) ∈ TI×J associe´s a` un cluster t ∈ TI donne´ s’e´crit
clsp(TI×J , t)
déf.= Card({s ⊂ J | (t, s) ∈ TI×J}). (2.3.8 )
• De meˆme, le nombre de blocs (t, s) ∈ TI×J associe´s a` un cluster s ∈ TJ donne´ s’e´crit
ccsp(TI×J , s)
déf.= Card({t ⊂ I | (t, s) ∈ TI×J}). (2.3.9 )











Lorsque la constante de rarete´ est grande, la hie´rarchie de l’arbre est“complexe”et il est
moins aise´ de le parcourir. Ceci se traduit sur la complexite´ algorithmique des ope´rations
effectue´es sur un block cluster tree [30], comme nous le verrons dans la suite de ce chapitre.
Admissibilite´
La notion d’admissibilite´ permet de de´terminer s’il est possible ou non de compresser
un bloc en limitant les pertes de pre´cision. Il s’agit d’une extension de la de´finition de
l’η-admissibilite´ a` un bloc matriciel.
Soit A ∈ CI×J . On note A|b ou A|t×s la restriction de A a` ses coefficients ayant leurs
indices dans l’e´tiquette b̂ := t̂×ŝ ⊆ I×J du bloc b := (t, s). On parle alors de η-admissibilite´
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pour A|b si b est η-admissible. Le bloc matriciel A|b peut alors, s’il est admissible (ou η-
admissible), eˆtre compresse´ et repre´sente´ sous la forme d’une rk-matrice.
Par extension, nous noterons Ω
t̂
(resp. Ωŝ) l’ensemble des domaines contenant les DDLs
indexe´s par t̂ (resp. ŝ), et nous dirons que la paire de domaines (Ω
t̂
,Ωŝ) est une paire de
domaines admissible si le bloc b := (t, s) est admissible.
Hie´rarchie d’une H-matrice
La hie´rarchie d’une H-matrice donne´e est alors de´finie a` la fois par le block cluster
tree qui repre´sente la re´partition spatiale des DDLs et par une condition de η-admissibilite´
entre les nœuds du block cluster tree. La matrice re´sultante repre´sente les interactions entre
les diffe´rents ensembles de DDLs, comme illustre´ dans l’exemple en figure 2.3.1.
En pratique nous utilisons une hie´rarchie d’arbre binaire pour les cluster trees TI et TJ :
les ensembles d’indices I et J subissent des bissections successives, chacune d’entre elles
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Figure 2.3.1 – Construction du cluster tree dans le cas d’un cercle discre´tise´ avec 32 DDLs avec
nmax = 5 (3 niveaux de hie´rarchie). Le nœud c(i)j est le j e`me ensemble d’indices du ie`me niveau de
hie´rarchie. Les blocs verts (resp. rouges) sont les blocs admissibles (resp. non-admissibles) de la
H-matrice.
La H-matrice sera stocke´e dans un block cluster tree qui correspond nume´riquement
a` un arbre quaternaire dans lequel les blocs matriciels seront enregistre´s au niveau des
feuilles. La figure 2.3.2 permet de visualiser la correspondance entre la notion d’arbre
quaternaire et la hie´rarchie d’une H-matrice.
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Figure 2.3.2 – Vue e´clate´e d’une H-matrice a` 2 niveaux de hie´rarchie.
2.4 Construction d’une H-matrice
2.4.1 Processus d’assemblage d’une H-matrice
Une fois le block cluster tree construit, il ne reste plus qu’a` assembler la H-matrice.
L’assemblage est un algorithme re´cursif qui part de la racine du cluster tree. Si le bloc a
des descendants, alors on descend dans la hie´rarchie, et ainsi de suite, jusqu’a` ce que le
nœud traite´ soit une feuille. On teste alors la η-admissibilite´ du bloc. Ainsi :
• Si le bloc est admissible, on construit le bloc en utilisant une me´thode de compression,
note´e pour l’instant comp, qui nous fournit une approximation a` ε pre`s du bloc
a` ge´ne´rer. Cette approximation est une rk-matrice au format (2.1.4), a` laquelle on
applique la rk-SVD a` pre´cision ε pour en re´duire encore le couˆt me´moire. La nouvelle
rk-matrice ainsi obtenue est donc au format (2.1.23). Si son taux de compression est
infe´rieur a` 1, alors on conserve ce format. Sinon, la rk-matrice est supprime´e et
remplace´e par le bloc dense, construit graˆce a` la routine consacre´e full matrix.
• Si le bloc n’est pas admissible, on construit le bloc dense en utilisant la fonction
full matrix.
Notations. Soit A ∈ CI×J une matrice a` compresser, incarne´e par le block cluster tree
T = TI×J , dont la racine r est telle que r̂ = I × J . On note A˜ε, ou plus simplement A˜, la
repre´sentation de A sous forme d’une H-matrice compresse´e (a` ε pre`s). b := (l, c) e´tant
un nœud (ou bloc) de T tel que l̂ (resp. ĉ) soit l’ensemble des indices des lignes (resp. des
colonnes) de A|b, on note par ailleurs A˜|b ou A˜|l×c la repre´sentation compresse´e de A|b.
L’η-admissibilite´ d’une feuille b est teste´e par une fonction note´e admissible, qui
renvoie un boole´en. b := (l, c) ∈ T posse`de alors trois parame`tres matriciels, note´s U|b, Σ|b
et V|b (ou U|l×c, Σ|l×c et V|l×c), tels que :
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• A|b ≈ A˜|b = U|bV H|b si A|b est admissible, apre`s compression,
• A|b ≈ A˜|b = U|bΣ|bV H|b si A est admissible, apre`s rk-SVD,
• A|b = A˜|b = U|b si A|b n’est pas admissible ou si la compression suivie de la rk-SVD
donne un taux de compression supe´rieur a` 1.
Dans la suite, nous fixerons la constante d’admissibilite´ η = 12 .
L’algorithme 2.4.1 de´crit le processus d’assemblage de la H-matrice A˜|b repre´sente´e par
le nœud b := (l, c) dont l’e´tiquette b̂ := l̂ × ĉ contient les indices de ses coefficients. m|b
de´signe l’ensemble des DDLs indexe´s par b̂.
Algorithme 2.4.1 Assemblage d’une H-matrice A˜|b.
1: procedure assembly(b, m|b, ε)
2: if Card(sons(b)) = 0 then . Si b est une feuille.
3: if admissible(b, η) then . Si b est une feuille admissible, on compresse.
4: call comp(b,m|b, ε) . A|b ≈ A˜|b = U|bV H|b .
5: call rk svd(b, ε) . A|b ≈ A˜|b = U|bΣ|bV H|b .
6: if cr(A˜|b) > 1 then . On n’applique la compression que si elle est efficace.
7: call nullify(b)
8: call full matrix(b,m|b) . A|b = A˜|b = U|b.
9: end if
10: else . Si b est une feuille non admissible, on construit la matrice dense.
11: call full matrix(b,m|b) . A|b = A˜|b = U|b.
12: end if
13: else . Si b n’est pas une feuille, on applique la proce´dure a` ses enfants.
14: for b′ ∈ sons(b) do




On peut alors de´finir le taux de compression de la H-matrice A˜ graˆce au taux de





Remarque 2.4.1 (Norme de Frobenius d’une H-matrice). La norme de Frobenius (dont
l’expression est rappele´e en de´finition 1.4.2 pour une matrice dense et en remarque 2.1.5
pour une rk-matrice au format (2.1.23)) pre´sente elle aussi l’avantage d’eˆtre facilement
calculable pour une matrice hie´rarchique, car il suffit pour la calculer de connaˆıtre la norme
de Frobenius de chaque feuille du block cluster tree.
Conside´rons une H-matrice A˜ indexe´e par une partition de I × J repre´sente´e par le





Dans la suite de cette partie, nous commencerons a` valider les complexite´s algorith-
miques the´oriques des fonctions de´veloppe´es. Nous conside´rerons alors le cas particulier
48
2.4. Construction d’une H-matrice
de l’e´tude de la diffraction d’une onde plane monochromatique de fre´quence f = 0,6 GHz
(λ ≈ 0,5 m) dans les deux cas de re´fe´rence de´crits en partie 1.1.4. La me´thode de compres-
sion utilise´e est l’ACA de´crite en partie 1.3.3.
Nous pouvons alors observer en figure 2.4.1 le temps d’exe´cution de l’algorithme 2.4.1
pour diffe´rentes valeurs de ε = εACA dans les cas du cylindre infini (2D) et de la sphe`re
(3D). On ve´rifie en premier lieu que dans les deux cas la complexite´ algorithmique de
l’assemblage est en O(n log(n)) quelle que soit la valeur de εACA.























Figure 2.4.1 – Temps d’assemblage d’une H-matrice en fonction du nombre de DDLs pour diffe´-
rentes valeurs de εACA.
Nous constatons que la tendance est la meˆme en 2D et en 3D, avec une complexite´
en O(n log(n)) quelle que soit la valeur de εACA. Il est important de noter que pour un
nombre de DDLs donne´, le temps d’assemblage est toutefois beaucoup plus important dans
le cas de la sphe`re que dans celui du cylindre. Ceci peut s’expliquer d’une part par la plus
grande complexite´ de la formulation EFIE par rapport a` la formulation du potentiel de
simple couche, mais e´galement par des conside´rations ge´ome´triques. En effet, un DDL du
maillage du cylindre est moins susceptible d’avoir beaucoup de proches voisins qu’un DDL
appartenant au maillage de la sphe`re.
Cette hypothe`se devrait se traduire par une constante de rarete´ plus grande, et donc
un espace me´moire occupe´ plus grand pour le cas 3D que pour le cas 2D, pour un nombre
de DDLs donne´. Nous pourrons le ve´rifier dans la prochaine partie.
2.4.2 Coarsening d’une H-matrice
Nous avons de´fini en partie 2.3.3 la constante de rarete´ d’un block cluster tree, que
l’on peut e´tendre aux H-matrices. Ainsi, la constante de rarete´ d’une H-matrice A˜ est
la constante de rarete´ du block cluster tree qui en de´finit la structure hie´rarchique. Cette
constante traduit la complexite´ structurelle de la H-matrice, et il peut eˆtre utile de re´duire
cette constante en simplifiant la structure hie´rarchique. C’est la proble´matique a` laquelle
re´pond le processus de coarsening .
Le coarsening d’une H-matrice est un algorithme re´cursif qui consiste en l’agglome´-
ration de deux ou quatre blocs adjacents en un seul bloc [33]. Il s’agira en particulier
de pouvoir cre´er a` partir de deux rk-matrices adjacentes une seule rk-matrice, afin de
conserver l’e´conomie d’espace me´moire ope´re´e lors de l’assemblage de la H-matrice. Cette
agglome´ration n’est applique´e que si elle re´duit effectivement l’espace me´moire global uti-
lise´.
Conside´rons un bloc matriciel A˜ ∈ Cm×n compose´ de deux blocs adjacents A˜1 ∈ Cm×n1




. Quels que soient les formats de A˜1
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et A˜2, on peut, soit par une SVD, soit par une rk-SVD, obtenir ces blocs sous la forme
A˜1 = U1Σ1V H1 et A˜2 = U2Σ2V H2 , (2.4.3)












ou` U ∈ Cm×k et V ∈ Cn×k (k = k1 +k2). On effectue la de´composition QR de U : U = QR
ou` Q ∈ Cm×k est une matrice orthogonale et R ∈ Ck×k une matrice triangulaire supe´rieure
pouvant se de´composer en deux blocs R =
∣∣∣ R1 R2 ∣∣∣, avec Ri ∈ Ck×ki , pour i ∈ J1, 2K.




∈ Ck×k et nous en effectuons la SVD suivie
d’une troncature a` ε pre`s, telle que
Σ ≈ UΣΣΣVΣ, (2.4.5)
avec UΣ ∈ Ck×k′ , ΣΣ ∈ Rk′×k′ et VΣ ∈ Ck×k′ . Alors, le bloc matriciel A˜ peut eˆtre approche´





= QUΣ ∈ Cm×k′ , ΣA˜ = ΣΣ ∈ Rk
′×k′ et V
A˜
= V VΣ ∈
Cn×k′ .
Le rang de cette approximation k ve´rifie k 6 k1 + k2. Un algorithme similaire existe
pour agglome´rer directement quatre blocs matriciels adjacents [30], mais il est e´galement



























A` l’e´chelle d’une H-matrice, on applique l’agglome´ration aux blocs du block cluster tree
dont les enfants sont des feuilles. Si le nœud a deux ou quatre enfants qui sont des feuilles,
alors on agglome`re les blocs correspondants selon une pre´cision ε = εcoars., a` l’aide d’une
routine que nous appellerons agglomerate. Ainsi :
• si l’agglome´ration re´duit effectivement l’espace me´moire, on conserve la rk-matrice
ainsi ge´ne´re´e ; le nœud sur lequel on se situe devient donc une feuille, on supprime
les enfants qu’il posse´dait ;
• dans le cas contraire, on remonte dans la hie´rarchie, le bloc ne sera pas agglome´re´.
Ce processus est re´sume´ a` l’algorithme 2.4.2, dans lequel la proce´dure diag renvoie
un boole´en selon que la H-matrice A˜|b, incarne´e par le nœud b, soit ou non situe´e sur la
diagonale de la hie´rarchie globale.
On peut observer en figure 2.4.2 la diffe´rence de structure entre une H-matrice agglo-
me´re´e et une H-matrice qui ne l’est pas.
On constate que la structure hie´rarchique de la H-matrice recompresse´e par coarsening
est plus simple que celle de la H-matrice originale, ce qui promet par la suite un parcours
plus optimal d’une feuille de la structure arborescente a` l’autre (et donc d’un bloc matriciel
a` l’autre) [30]. Cela se ve´rifie avec la constante de rarete´, qui vaut 14 sur la H-matrice
originale contre 4 pour celle ayant be´ne´ficie´ d’un coarsening . Par ailleurs, le coarsening
fait passer le taux de compression de cette H-matrice de 0,1617 a` 0,1053, soit un espace
de stockage qui de´croˆıt de 2,27 Mo a` 1,47 Mo (contre 14,05 Mo si nous avions conside´re´ la
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Algorithme 2.4.2 Coarsening d’une H-matrice A˜|b.
1: procedure coarsening(b,εcoars.)
2: if Card(sons(b)) = 0 then . Si b est une feuille.
3: return
4: else . Si b n’est pas une feuille.
5: for b′ ∈ sons(b) do
6: call coarsening(b′, εcoars.) . Re´cursion sur les enfants de b.
7: end for
8: end if
9: if diag(b) then . Si b est un bloc diagonal.
10: return
11: end if
12: if Card(sons(b)) 6= 0 then . Si b n’est pas une feuille.
13: h = 0
14: for b′ ∈ sons(b) do





19: if h = 1 then . Si au moins l’un des enfants de b n’est pas une feuille.
20: return
21: else
22: cr = cr(A˜|b)
23: call agglomerate(A˜|b, εcoars.)
24: if cr < cr(A˜|b) then . Si l’agglome´ration augmente cr(A˜|b).
25: call nullify(b) . Suppression de la rk-matrice cre´e´e par
agglome´ration.
26: return
27: else . Si l’agglome´ration re´duit cr(A˜|b).
28: for b′ ∈ sons(b) do








Avant coarsening Apre`s coarsening
Figure 2.4.2 – Repre´sentation hie´rarchique de la matrice d’interactions entre les 937 DDLs d’un
cylindre (2D) avant et apre`s coarsening (εcoars. = 10−4).
matrice dense). Nous pourrons ve´rifier par la suite qu’en conse´quence, les ope´rations arith-
me´tiques sur les H-matrices sont plus efficaces sur des structures matricielles simplifie´es
par coarsening (cf. partie 2.5).
On peut e´galement observer le temps de coarsening selon la valeur de εcoars. en fi-
gure 2.4.3.





















Figure 2.4.3 – Temps d’exe´cution du processus de coarsening sur une H-matrice pour diffe´rentes
valeurs de εcoars. (εACA = 10−4).
De meˆme, observons l’espace me´moire occupe´ par une H-matrice selon la valeur de
εcoars. en figure 2.4.4.
























Figure 2.4.4 – Couˆt me´moire d’une H-matrice apre`s coarsening pour diffe´rentes valeurs de εcoars..
On constate que le temps de coarsening et l’espace me´moire occupe´ par la H-matrice
sont proportionnels a` n log(n) quelle que soit la valeur de εcoars.. Le couˆt me´moire du cas
3D est plus important que pour le cas du cylindre, ce qui se traduit e´galement sur le temps
de coarsening , quelle que soit la valeur de εcoars..
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Le tableau 2.4.1 pre´sente le rapport temps d’assemblagetemps de coarsening pour diffe´rentes valeurs de εcoars..
εcoars.
n 10−4 10−3 10−2 10−1
4521 0,637 0,451 0,361 0,207
18 294 0,534 0,437 0,285 0,164
41 046 0,462 0,437 0,262 0,158
69 930 0,460 0,391 0,276 0,160
112 206 0,546 0,440 0,268 0,229
163 500 0,547 0,395 0,277 0,183
Tableau 2.4.1 – Proportion du temps de coarsening par rapport au temps d’assemblage par ACA
(εACA = 10−4) pour diffe´rentes valeurs de εcoars. dans le cas d’une sphe`re (3D).
Ce tableau nous permet de constater que le temps de coarsening est toujours infe´rieur
au temps d’assemblage. En particulier, plus εcoars. est fin, plus le temps de coarsening est
long. Cependant cette proportion est relativement constante en fonction du nombre de
DDLs pour une pre´cision εcoars. donne´e.
Ve´rifions enfin que le coarsening , qui est une compression supple´mentaire, ne nuit pas
a` la pre´cision de la H-matrice. Pour cela, assemblons la H-matrice Z˜ sans coarsening et
comparons la par erreur relative en norme de Frobenius avec sa version recompresse´e par
coarsening , pour plusieurs valeurs de εcoars. (cf. figure 2.4.5).























Figure 2.4.5 – Erreur relative provoque´e par le processus de coarsening sur une H-matrice pour
diffe´rentes valeurs de εcoars..
On constate que l’erreur mesure´e est constante en fonction du nombre de DDLs, tout
en restant de l’ordre de la valeur εcoars., ce qui valide le processus de coarsening en terme
de pre´cision.
2.5 Arithme´tique des H-matrices
Une fois que nous sommes capables d’assembler des H-matrices, il est possible de
de´velopper une arithme´tique qui soit adapte´e a` ce format. Cette arithme´tique se compose
de plusieurs ope´rations qui prennent en compte la structure arborescente des H-matrices,
et implique donc le de´veloppement d’algorithmes re´cursifs [30].
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Une H-matrice comporte a` la fois des blocs denses stocke´s comme des matrices denses,
et des blocs compresse´s stocke´s comme des rk-matrices. Ainsi beaucoup d’ope´rations de
cette arithme´tique impliquent e´galement des approximations a` ε pre`s, ε e´tant ge´ne´ralement
la pre´cision pre´alablement utilise´e pour la compression.
Pour de´crire ces ope´rations, nous nous appuierons sur des H-matrices de structure
hie´rarchique simple a` un ou deux niveaux de hie´rarchie. Tous les algorithmes sont ensuite
ge´ne´ralisables a` des structures hie´rarchiques plus complexes et comportant plus de niveaux.
Nous ve´rifierons que pour chaque ope´ration, la complexite´ algorithmique est ame´liore´e,
et que l’ope´ration de coarsening permet de re´duire le temps consacre´ a` ces ope´rations.
2.5.1 Somme arrondie
Conside´rons deux H-matrices A˜ et B˜ de meˆme structure hie´rarchique. Nous souhaitons
effectuer la somme C˜ := A˜ ⊕ B˜ comme sche´matise´e en figure 2.5.1 sur laquelle les blocs









Figure 2.5.1 – Somme de deux H-matrices a` un niveau de hie´rarchie.
Cette addition se de´compose en une succession de quatre e´tapes :
C˜11 := A˜11 + B˜11, (2.5.1)
C˜12 := A˜12 ⊕ B˜12, (2.5.2)
C˜21 := A˜21 ⊕ B˜21, (2.5.3)
C˜22 := A˜22 + B˜22. (2.5.4)
Les e´quations (2.5.1) et (2.5.4) sont exactes tandis que les e´quations (2.5.2) et (2.5.3)
utilisent l’addition arrondie de deux rk-matrices, de´crite en section 2.1.4. De ce fait l’ope´-
ration globale est approche´e a` une pre´cision ε pre`s.
On peut ge´ne´raliser la somme arrondie de deux H-matrices A˜|bA et B˜|bB de meˆme
structure hie´rarchique, par l’algorithme 2.5.1, rkmat add de´signant la somme arrondie
de deux rk-matrices. La H-matrice re´sultante C˜|bC sera de meˆme structure hie´rarchique
que A˜|bA et B˜|bB .
On a alors le the´ore`me suivant (dont la de´monstration est disponible dans [30]).
The´ore`me 2.5.1. Le nombre d’ope´rations ne´cessaires a` re´aliser la somme arrondie de A˜
et B˜ est du meˆme ordre que
cspk
2(depth(TI) Card(I) + depth(TJ) Card(J)) + cspk3 min(Card(I),Card(J)). (2.5.5 )
Le temps de re´alisation de cette ope´ration est donc plus faible sur des H-matrices
ayant subit une ope´ration de coarsening au pre´alable, la constante de rarete´ e´tant alors
plus faible. Pour le ve´rifier, nous avons assemble´ une H-matrice Z˜ a` pre´cision εACA = 10−4
et nous y avons applique´ le coarsening pour diffe´rentes valeurs de εcoars. avant d’effectuer
l’ope´ration 2Z˜ = Z˜ ⊕ Z˜. Le temps d’exe´cution de cette somme arrondie est visible en
figure 2.5.2.
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Algorithme 2.5.1 Somme arrondie de deux H-matrices A˜|bA et B˜|bB .
1: procedure hmat add(bA,bB,ε,bC)
2: if Card(sons(bA)) = 0 and Card(sons(bB)) = 0 then . Si bA et bB sont des
feuilles.
3: if admissible(bA, η) and admissible(bB, η) then . Si bA et bB sont
admissibles.
4: call rkmat add(A˜|bA , B˜|bB , ε, C˜|bC ) . Somme arrondie de rk-matrices (cf.
partie 2.1.4).
5: else
6: C˜|bC := A˜|bA + B˜|bB . Addition classique de deux matrices.
7: end if
8: else . Si bA ou bB n’est pas une feuille.
9: for b′A ∈ sons(bA), b′C ∈ sons(bB), b′C ∈ sons(bC) do
10: if b̂′A = b̂′B = b̂′C then


































Figure 2.5.2 – Temps d’exe´cution de la somme arrondie de deux H-matrices pour diffe´rentes
valeurs de εcoars..
2.5.2 Produit H-matrice-vecteur
Conside´rons uneH-matrice A˜ constitue´e de quatre blocs (un niveau de hie´rarchie) et un
vecteur x. Nous souhaitons re´aliser l’ope´ration A˜x = y comme sche´matise´e en figure 2.5.3.
Cette ope´ration est e´quivalente aux deux e´tapes
y1 = A˜11x1 + A˜12x2, (2.5.6)
y2 = A˜21x1 + A˜22x2. (2.5.7)
Contrairement aux autres ope´rations arithme´tiques lie´es aux H-matrices, le produit
H-matrice-vecteur n’induit pas d’approximation supple´mentaire. En effet, le produit rk-
matrice-vecteur tel que de´crit au paragraphe 2.1.4 est exact.
Pour re´aliser cette ope´ration a` l’e´chelle d’une H-matrice, il suffit donc de re´aliser ces
ope´rations au niveau de chaque feuille du block cluster tree et de sommer le vecteur ob-
tenu aux coefficients correspondants du vecteur re´sultant. Ce processus est de´crit a` l’algo-











Figure 2.5.3 – Produit H-matrice-vecteur pour une H-matrice a` un niveau de hie´rarchie.
Algorithme 2.5.2 Produit d’une H-matrice A˜|b par un vecteur x.
1: procedure hmat vect(A˜|b,x,y)
2: if Card(sons(b)) = 0 then . Si b est une feuille.
3: if cr(A˜|b) < 1 then . Si A˜|b est repre´sente´e par une rk-matrice.
4: call rkmat vect(A˜|b,x,y) . Produit rk-matrice-vecteur (cf. partie 2.1.4).
5: else
6: y := A˜|bx . Produit matrice-vecteur classique.
7: end if
8: else . Si b n’est pas une feuille.
9: y := 0
10: for b′ ∈ sons(b) do
11: call hmat vect(A˜|b′ ,x|b′ ,y′) . Re´cursion.




La constante de rarete´ permet alors de majorer le nombre d’ope´rations du produit
H-matrice-vecteur selon le the´ore`me suivant.
The´ore`me 2.5.2. Soit nmv le nombre d’ope´rations ne´cessaires a` la re´alisation du produit
matrice-vecteur
A˜xΓ = b,
avec A ∈ CI×J incarne´e par le block cluster tree TI×J , et xΓ ∈ CJ . On a alors la majo-
ration
nmv 6 2csp max(k, nmax)(depth(TI) Card(I) + depth(TJ) Card(J)). (2.5.8 )
En particulier, si TI et TJ sont e´quilibre´s, alors
nmv ∼ max(k, nmax)(Card(I) log(Card(I)) + Card(J) log(Card(J))). (2.5.9 )
Ici, I = J , donc le temps de re´alisation du produit H-matrice-vecteur est proportionnel
a` n log(n) et il est plus faible si l’ope´ration est re´alise´e sur une matrice ayant subit une
ope´ration de coarsening au pre´alable, et donc ayant une constante de rarete´ plus faible,
comme nous pouvons le ve´rifier en figure 2.5.4.
En particulier, le solveur ite´ratif GMRES (ge´ne´ralisation de la me´thode de Minimi-
sation du Re´sidu, de l’anglais Generalized Minimal Residual method) sera rapidement
adaptable au format H-matrice graˆce a` cette ope´ration.
2.5.3 Multiplication formate´e
Soient M˜ , A˜ et B˜ trois H-matrices. La multiplication formate´e, note´e , est une
ope´ration entre trois H-matrices de´finie par
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Figure 2.5.4 – Temps d’exe´cution du produit H-matrice-vecteur pour diffe´rentes valeurs de εcoars..
M˜ ← M˜ ⊕ A˜ B˜. (2.5.10)
Cette ope´ration correspond a` la fois a` une multiplication C˜ := A˜  B˜ arrondie par
troncature, puis une somme M˜ ← M˜ ⊕ C˜, elle aussi arrondie. Sa re´alisation de´pend de
la structure des matrices implique´es. Il existe en particulier trois cas de figure que nous
allons de´tailler.






Dans ce cas, la multiplication  n’aura ve´ritablement lieu qu’au niveau infe´rieur de la




















A˜ik  B˜kj . (2.5.12)
Il s’agit alors de re´aliser chacune des multiplications A˜ik  B˜kj aux niveaux infe´rieurs de
la hie´rarchie, ce que permettront les deux cas suivants.






Si ni A˜ ni B˜ n’est subdivise´e, alors l’ope´ration consiste en une multiplication classique
si les blocs concerne´s sont denses, ou en une multiplication de rk-matrices (cf. partie 2.1.4)




En revanche, si A˜ est subdivise´e et B˜ ne l’est pas, la multiplication C˜ := A˜  B˜ est
re´alise´e par le biais d’une succession de produits H-matrice-vecteur. En particulier :
• si B˜ est un bloc non-admissible, alors C˜ sera un bloc dense et
C˜(:, i) := A˜M˜(:, i). (2.5.13)
On ajoute alors C˜ a` M˜ bloc par bloc par addition arrondie.
• si B˜ est un bloc admissible, alors C˜ sera une rk-matrice et
U(:, i) := A˜UB(:, i), (2.5.14)
puis en posant Σ = ΣB et V = VB, et en effectuant une rk-SVD sur C˜ = UΣV H , on
obtient C˜ ≈ UCSCV HC avec les proprie´te´s approprie´es pour UC , ΣC et VC . Comme
dans les cas pre´ce´dents, on ajoute alors C˜ a` M˜ bloc par bloc par addition arrondie.
Dans le cas ou` B˜ est subdivise´e et A˜ ne l’est pas, on applique les meˆmes e´tapes en
travaillant sur la transpose´e de chaque terme.






Il faut alors prendre en compte le format de M˜ , le travail n’e´tant pas le meˆme si le
bloc M˜ est une matrice dense ou une rk-matrice.
Dans ce dernier cas, nous devrons de´velopper un algorithme qui effectuera l’ope´ration
de multiplication et de somme en accord avec le format de M˜ .
En particulier, si M˜ est une rk-matrice, nous utiliserons un nouvel algorithme qui prend
en conside´ration plusieurs cas de figure.
Cas 3.a Si A˜ et B˜ ne sont pas hie´rarchiques, alors on effectue simplement la multiplica-
tion des matrices denses ou rk-matrices concerne´es.
Cas 3.b Si A˜ et/ou B˜ n’est pas hie´rarchique, on se rame`ne au Cas 2 traite´ pre´ce´demment
et on convertit le re´sultat obtenu en rk-matrice.
Cas 3.c Si A˜ et B˜ sont hie´rarchiques, alors on applique la re´cursion pour atteindre les
feuilles de A˜ ou celles de B˜ et se ramener a` l’un des cas pre´ce´demment traite´s. On
obtient alors des blocs sous forme de rk-matrices qu’il faudra ensuite agglome´rer
pour conserver la structure initiale de M˜ .
A` l’e´chelle d’une H-matrice comple`te, on peut re´sumer ce processus comme indique´ a`
l’algorithme 2.5.3, dans lequel bM := (lM , cM ) (resp. bA := (lA, cA), bB := (lB, cB)) de´signe
le nœud du block cluster tree dont l’e´tiquette contient les indices des coefficients de la H-
matrice M˜ (resp. A˜, B˜). La routine rkmat mul add de´signe la me´thode a` utiliser dans
le Cas 3, de´taille´e a` l’algorithme 2.5.4.
Tout comme les deux ope´rations pre´ce´demment traite´es, le temps de re´alisation de la
multiplication formate´e est plus faible si l’ope´ration est re´alise´e sur une matrice ayant subit
une ope´ration de coarsening au pre´alable. Pour le ve´rifier, nous avons assemble´ la matrice
Z˜ que nous avons ensuite recompresse´e par coarsening a` diffe´rentes valeurs de εcoars., puis
nous avons re´alise´ l’ope´ration Z˜ ← Z˜ ⊕ Z˜  Z˜ (cf. figure 2.5.5).
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Algorithme 2.5.3 Multiplication formate´e de trois H-matrices M˜|bM , A˜|bA et B˜|bB .
1: procedure hmat mul add(M˜|bM ,A˜|bA ,B˜|bB ,ε)
2: if Card(sons(bM )) 6= 0 and Card(sons(bA)) 6= 0 and Card(sons(bB)) 6= 0 then .
Cas 1.
3: for l′M ∈ sons(lM ), c′M ∈ sons(cM ), c′A ∈ sons(cA) do
4: call hmat mul add(M˜|l′M×c′M , A˜|l′M×c′A , B˜|c′A×c′M , ε) . Re´cursion.
5: end for
6: else if Card(sons(bM )) 6= 0 then . Cas 2.
7: C˜ := A˜B˜ . A` adapter selon les cas.
8: call hmat add(bM , bC , ε, bM )
9: else . Cas 3.
10: call rkmat mul add(C˜, A˜, B˜, ε)
11: call hmat add(bM , bC , ε, bM )
12: end if
13: end procedure
Algorithme 2.5.4 Multiplication formate´e de la rk-matrice M˜ et des H-matrices A˜|bA et
B˜|bB .
1: procedure rkmat mul add(M˜ ,A˜|bA ,B˜|bB ,ε)
2: if Card(sons(bA)) 6= 0 and Card(sons(bB)) 6= 0 then . Cas 3.c.
3: C˜ := 0
4: for l′A ∈ sons(lA), c′B ∈ sons(cB), c′A ∈ sons(cA) do
5: call rkmat mul add(C˜|l′A×c′B , A˜|l′A×c′A , B˜|c′A×c′B , ε) . Re´cursion.
6: end for
7: call agglomerate(C˜, ε) . Agglome´ration du re´sultat.
8: else if Card(sons(bA)) 6= 0 or Card(sons(bB)) 6= 0 then . Cas 3.b.
9: C˜ := A˜B˜ . A` adapter selon les cas.
10: else . Cas 3.a.
11: C˜ := A˜B˜ . A` adapter selon les cas.
12: end if




























Figure 2.5.5 – Temps d’exe´cution de la multiplication formate´e pour diffe´rentes valeurs de εcoars..
Remarque 2.5.1. On peut e´galement de´finir l’ope´ration
M˜ ← M˜ 	 A˜ B˜, (2.5.15 )
appele´e multiplication formate´e par soustraction, et qui correspond a` la succession d’ope´-
rations
C˜ := A˜ B˜, (2.5.16 )
C˜ ← −C˜, (2.5.17 )
M˜ ← M˜ ⊕ C˜. (2.5.18 )
Cette ope´ration sera elle aussi appele´e multiplication formate´e, et la fonction correspon-
dante sera note´e hmat mul sub.
2.5.4 De´composition H-LU
La de´composition H-LU est une de´composition LU approche´e d’une H-matrice, sui-
vant une pre´cision εLU donne´e [34, 35]. Elle permet d’adapter au format H-matrice la
de´composition LU de´crite en de´finition A.1 (cf. annexe A).
Soit uneH-matrice A˜ avec une structure donne´e. La de´compositionH-LU de A˜ consiste
a` construire les H-matrices L˜ et U˜ ayant la meˆme structure que A˜ et ve´rifiant
• A˜ ≈ L˜U˜ ,
• L˜ est triangulaire infe´rieure,
• U˜ est triangulaire supe´rieure.










Figure 2.5.6 – De´composition H-LU d’une H-matrice a` un niveau de hie´rarchie.
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avec L˜ii triangulaire infe´rieure et U˜ii triangulaire supe´rieure pour i ∈ J1, 2K.
On a alors a` re´soudre les e´quations
A˜11 = L˜11U˜11, (2.5.20)
A˜12 = L˜11U˜12, (2.5.21)
A˜21 = L˜21U˜11, (2.5.22)
A˜22 = L˜21U˜12 + L˜22U˜22. (2.5.23)
Ainsi :
• L’e´quation (2.5.20) consiste en une de´composition LU classique de A˜11 si celle-ci
n’est pas hie´rarchique, et permet de de´terminer L˜11 et U˜11.
• Les e´quations (2.5.21) et (2.5.22) consistent a` re´soudre re´cursivement un syste`me
triangulaire graˆce a` une me´thode de descente re´cursive, de´taille´e dans la suite de
cette partie.
• Enfin, l’e´quation (2.5.23) ne´cessite d’utiliser la multiplication formate´e par soustrac-
tion A˜22 ← A˜22 	 L˜22  U˜22 puis d’effectuer une de´composition L˜U˜ classique sur le
re´sultat obtenu.
La de´composition H-LU suit donc les e´tapes de´crites dans l’algorithme 2.5.5, dans
lequel hmat lt solve et hmat ut solve de´signent les algorithmes de descente, hmat -
mul sub la multiplication formate´e par soustraction et lu la de´composition LU classique.
Remarque 2.5.2. La routine lu utilise la routine Lapack consacre´e ( -getrf), qui
re´alise une de´composition PLU . La de´composition H-LU est donc, en toute rigueur, une
de´composition H-PLU ( cf. annexe A).
Algorithme 2.5.5 De´composition H-LU d’une H-matrice A˜|b.
1: procedure hmat lu(A˜|b,L˜,U˜ ,εLU)
2: if Card(sons(b)) = 4 then . Si b a quatre enfants.
3: call hmat lu(A˜11, L˜11, U˜11, εLU) . Re´cursion.
4: call hmat lt solve(A˜12, L˜11, U˜12, εLU) . Descente a` droite.
5: call hmat ut solve(A˜21, L˜21, U˜11, εLU) . Descente a` gauche.
6: call hmat mul sub(A˜22, L˜21, U˜12, εLU) . Multiplication formate´e
(soustraction).
7: call hmat lu(A˜22, L˜22, U˜22, εLU) . Re´cursion.
8: else
9: call lu(A˜, L˜, U˜)
10: end if
11: end procedure
On constate en lignes 3 et 7 un appel re´cursif de la routine hmat lu. La fonction
hmat lt solve appele´e en ligne 4 est l’algorithme de descente de´fini en algorithme 2.5.6.
Notons pour cette e´tape, A˜′ (resp. L˜′, U˜ ′) le bloc A˜12 (resp. L˜11, U˜12) de notre matrice
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avec L˜11 triangulaire infe´rieure de´termine´e en ligne 3 de l’algorithme 2.5.5 et U˜12 matrice
inconnue a` de´terminer.
Cette re´solution se de´roule suivant les e´tapes
A˜′11 = L˜′11U˜ ′11, (2.5.25)
A˜′12 = L˜′11U˜ ′12, (2.5.26)
A˜′21 ← A˜′21 	 L˜′21  U˜ ′11 puis A˜′21 = L˜′22U˜ ′21, (2.5.27)
A˜′22 ← A˜′22 	 L˜′21  U˜ ′12 puis A˜′22 = L˜′22U˜ ′22. (2.5.28)
Toutes ces e´quations consistent en la re´solution classique d’un syste`me triangulaire.
Les e´quations (2.5.27) et (2.5.28) ne´cessitent cependant une multiplication formate´e en
supple´ment de cette re´solution. Cette succession d’e´quations constituent l’algorithme 2.5.6,
dans lequel hmat mul sub de´signe la multiplication formate´e et lt solve la descente
classique.
Algorithme 2.5.6 Descente a` gauche dans la de´composition H-LU .
1: procedure hmat lt solve(A˜′|b,L˜
′,U˜ ′,εLU)
2: if Card(sons(b)) = 4 then . Si b a quatre enfants.
3: call hmat lt solve(A˜′11, L˜′11, U˜ ′11, εLU) . Re´cursion (2.5.25).
4: call hmat lt solve(A˜′12, L˜′11, U˜ ′12, εLU) . Re´cursion (2.5.26).
5: call hmat mul sub(A˜′21, L˜′21, U˜ ′11, εLU) . Multiplication formate´e (2.5.27).
6: call hmat lt solve(A˜′21, L˜′22, U˜ ′21, εLU) . Re´cursion (2.5.27).
7: call hmat mul sub(A˜′22, L˜′21, U˜ ′12, εLU) . Multiplication formate´e (2.5.28).
8: call hmat lt solve(A˜′22, L˜′22, U˜ ′22, εLU) . Re´cursion (2.5.27)
9: else . Si A est une feuille.
10: call lt solve(A˜′, L˜′, U˜ ′) . Descente classique.
11: end if
12: end procedure
La routine hmat ut solve en ligne 5 de l’algorithme 2.5.5 suit des e´tapes similaires
a` la routine hmat lt solve.
Remarque 2.5.3. En pratique, la routine lu (resp. hmat lu) ne prend pas d’arguments
L˜ et U˜ . La matrice (resp. H-matrice) A˜ est en fait e´crase´e par L˜ sur sa partie triangulaire
infe´rieure (L˜ e´tant a` diagonale unitaire, sa diagonale n’est pas stocke´e) et U˜ sur sa partie
triangulaire supe´rieure.
Par la suite, nous noterons L˜U la H-matrice stockant la de´composition H-LU d’une
H-matrice A˜ donne´e.
Le temps de re´alisation de la de´composition H-LU est proportionnel a` n log3(n) [30]
et de´pend du choix de εLU (cf. figure 2.5.7). Ce temps est e´galement plus faible si l’algo-
rithme est re´alise´ sur une matrice ayant subit une ope´ration de coarsening au pre´alable
(cf. figure 2.5.8).
La de´composition H-LU nous permet a` pre´sent d’adapter la re´solution LU directe
d’un syste`me line´aire au cas des H-matrices. Elle sera e´galement utile afin de construire
un pre´conditionneur de solveur ite´ratif tel que GMRES (ge´ne´ralisation de la me´thode de
Minimisation du Re´sidu, de l’anglais Generalized Minimal Residual method) [20].
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Figure 2.5.7 – Temps d’exe´cution de la de´composition H-LU pour diffe´rentes valeurs de εLU
(εcoars. =10−4).























Figure 2.5.8 – Temps d’exe´cution de la de´composition H-LU pour diffe´rentes valeurs de εcoars.
(εLU =10−4).
2.5.5 Re´solution H-LU
Pour adapter le solveur direct LU explicite´ en annexe A.1 au format H-matrice, nous
appliquons d’abord la de´composition H-LU a` la H-matrice Z˜. Nous obtenons alors Z˜ =
L˜U˜ , ou` L˜ et U˜ sont e´galement des H-matrices de meˆme structure hie´rarchique que Z˜.
Reste donc a` adapter les deux e´tapes de re´solution suivantes :
• d’une part, le syste`me line´aire triangulaire infe´rieur
L˜j′ = e, (2.5.29)
• d’autre part, syste`me line´aire triangulaire supe´rieur
U˜j = j′. (2.5.30)
Nous ne de´taillerons que la premie`re e´tape dans le cas d’une H-matrice a` un niveau de
hie´rarchie, la seconde lui e´tant tre`s similaire. Nous verrons comment ge´ne´raliser ces e´tapes
a` un niveau de hie´rarchie par un algorithme re´cursif.
Nous souhaitons donc re´soudre L˜j′ = e ou` L˜ est une matrice triangulaire infe´rieure de


























Figure 2.5.9 – Re´solution du syste`me line´aire triangulaire infe´rieur L˜j′ = e a` un niveau de
hie´rarchie.
ou` L˜ii est triangulaire infe´rieure (i ∈ J1, 2K).
Cette re´solution se de´roule suivant les e´tapes
L˜11j
′
1 = e1, (2.5.32)
e2 ← e2 − L˜21j′1, (2.5.33)
L˜22j
′
2 = e2. (2.5.34)
Les e´tapes (2.5.32) et (2.5.34) sont des syste`mes triangulaires infe´rieurs classiques et
l’e´tape (2.5.33) se compose d’un produit H-matrice-vecteur et d’une soustraction de vec-
teurs. Aucune de ces trois e´tapes n’implique d’approximation supple´mentaire.
La ge´ne´ralisation de cette re´solution a` plusieurs niveaux de hie´rarchie est de´crite a` l’al-
gorithme 2.5.7. La routine l solve y de´signe la re´solution triangulaire infe´rieure classique,
utilisant la routine Lapack consacre´e (-trtrs). La routine hmat vect fait re´fe´rence au
produit H-matrice-vecteur explicite´ a` l’algorithme 2.5.2.
Algorithme 2.5.7 Re´solution triangulaire infe´rieure L˜|bj′ = e.
1: procedure hmat l solve(L˜|b,j′,e)
2: if Card(sons(b)) = 4 then . Si b a quatre enfants.
3: call hmat l solve(L˜11, j′1, e1) . Re´cursion (2.5.32).
4: call hmat vect(L˜21, j′1, e′2)
5: e2 ← e2 − e′2
6: call hmat l solve(L˜22, j′2, e2) . Re´cursion (2.5.34).
7: else . Si b est une feuille.
8: call l solve(L˜, j′, e) . Re´solution classique.
9: end if
10: end procedure
La re´solution triangulaire supe´rieure U˜j = j′ est re´alise´e de fac¸on similaire a` la re´so-
lution triangulaire infe´rieure que nous venons de de´finir. Il en re´sulte l’algorithme re´cursif
hmat l solve que nous ne de´taillerons donc pas ici.
L’algorithme 2.5.8 donne enfin la solution j du syste`me (1.1.81).
Algorithme 2.5.8 Re´solution H-LU du syste`me Z˜|bj = e.
1: procedure hmat lu solve(Z˜|b,j,e,εLU)
2: call hmat lu(Z˜|b, L˜, U˜ , εLU) . De´composition H-LU de Z˜|b (cf. algorithme 2.5.5).
3: call hmat l solve(L˜, j′, e) . Re´solution triangulaire infe´rieure (2.5.29).




On peut notamment remarquer que l’approximation, controˆle´e par εLU , n’intervient
qu’au moment de la de´composition H-LU .
Conclusion du chapitre
Dans ce chapitre, nous nous sommes familiarise´s avec les notions mathe´matiques fon-
datrices du format H-matrice.
En particulier, nous avons pu comprendre l’origine et la validite´ de l’approximation
d’un bloc matriciel dense en rk-matrice. Ce format de stockage compresse´ offre des avan-
tages en terme de couˆt me´moire, et est facilement utilisable graˆce aux ope´rations arith-
me´tiques existantes sur les rk-matrices. Ces rk-matrices remplaceront donc certains blocs
dits admissibles de notre matrice globale. Nous avons ensuite e´tabli les bases the´oriques
sur lesquelles s’appuie la notion de block cluster tree, structure qui incarne la hie´rarchie
d’une H-matrice. Une fois l’assemblage d’une H-matrice effectue´, il est possible de re´duire
encore son couˆt me´moire en y appliquant un algorithme de coarsening qui en simplifie la
hie´rarchie. Tout comme pour les rk-matrices, il est alors possible de de´finir une arithme´-
tique propre aux H-matrices, comprenant des ope´rations dont la complexite´ nume´rique
est re´duite par rapport a` l’arithme´tique des matrices denses.
A` pre´sent il convient de de´terminer quelles sont les me´thodes de compression dis-





Compression et re´solution d’un
syste`me line´aire hie´rarchique
Dans le chapitre pre´ce´dent, nous avons de´fini le format H-matrice et l’arithme´tique
associe´e, sans de´tailler les me´thodes de compression qui peuvent lui eˆtre applique´es. En
particulier, nous avons utilise´ la me´thode ACA, brie`vement explique´e en partie 1.3.3, sans
prendre le temps de valider cette me´thode, ni de ve´rifier ses limitations. Pour s’affran-
chir des inconve´nients de l’ACA, Steffen Bo¨rm et Lars Grasedyck [10] ont de´veloppe´ une
nouvelle me´thode de compression, nomme´e Approximation en Croix Hybride (en anglais
Hybrid Cross Approximation, note´e HCA). Cette me´thode hybride est encore peu utilise´e a`
l’heure actuelle. Il nous a donc semble´ inte´ressant d’en e´valuer l’application aux e´quations
de Maxwell, et en particulier a` la formulation EFIE.
Par ailleurs, il reste encore a` utiliser l’arithme´tique des H-matrices que nous avons
de´crite au chapitre pre´ce´dent afin de re´soudre le syste`me line´aire (1.1.81).
Nous commencerons donc par une e´tude plus approfondie des performances de l’ACA,
puis nous pre´senterons la me´thode de compression HCA et l’appliquerons a` nos cas de
re´fe´rence. Nous adapterons enfin quelques me´thodes de re´solution de syste`mes line´aires au
format H-matrice.
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Chapitre 3. Compression et re´solution d’un syste`me line´aire hie´rarchique
3.1 Performances de la compression par ACA
Nous avons de´crit en partie 1.3.3 l’algorithme ACA (cf. algorithme 1.3.1). Nous avons
ensuite utilise´ cette me´thode de compression tout au long du chapitre 2 dans le but de vali-
der la complexite´ des ope´rations de l’arithme´tique des H-matrices. Toutefois nous n’avons
pas encore de´termine´ de re`gle liant le choix de la pre´cision εACA et la pre´cision de la ma-
trice obtenue par compression ACA. C’est entre autres ce que nous allons faire dans cette
section.
3.1.1 E´valuation de l’erreur provoque´e par l’ACA
L’ACA est un algorithme ite´ratif qui construit une approximation Z˜|b de rang k d’un
bloc matriciel Z|b sous la forme d’une rk-matrice au format (2.1.4). L’erreur commise sur
le bloc est estime´e a` chaque ite´ration. Les ite´rations s’arreˆtent a` convergence, c’est-a`-dire
lorsque l’erreur e´value´e est infe´rieure a` l’erreur prescrite εACA. Dans ce cas l’algorithme
s’arreˆte lorsque toutes les colonnes de Z|b sont construites.
Pour e´valuer l’influence de εACA sur la pre´cision de cette me´thode de compression, nous
pouvons l’appliquer a` nos cas de re´fe´rence, de´crits en fin de section 1.1. Nous construi-
sons d’une part le bloc Z|b plein, et d’autre part la H-matrice Z˜|b pour diffe´rentes va-
leurs de εACA. Nous ge´ne´rons ensuite un vecteur ale´atoire x et observons l’erreur relative
‖Z˜|bx− Z|bx‖2 / ‖Z|bx‖2 commise par cette compression. Cette e´valuation demande le cal-
cul de la matrice pleine, ce qui nous contraint a` ne la re´aliser qu’avec un nombre limite´ de

























Figure 3.1.1 – Erreur relative induite par la compression ACA pour diffe´rentes valeurs de εACA
(sans coarsening).
Sur ces exemples, nous pouvons constater que l’erreur relative observe´e est bien infe´-
rieure a` l’erreur prescrite εACA quelle qu’en soit la valeur. Ceci nous permet de “valider” la
pre´cision de cette me´thode de compression.
3.1.2 Adaptation des pre´cisions de l’ACA et du coarsening
Nous avons de´taille´ au chapitre 2 l’algorithme de recompression par coarsening (cf.
algorithme 2.4.2). Pour rappel, cet algorithme permet de re´duire la constante de rarete´
csp(Z˜) d’une H-matrice Z˜, ce qui se traduit par une simplification de sa hie´rarchie. Nous
avons e´galement montre´ que le coarsening permet de re´duire l’espace me´moire ne´cessaire
a` stocker Z˜ ainsi que le temps de re´alisation des ope´rations arithme´tiques sur Z˜.
Il convient a` pre´sent d’appre´cier l’influence du coarsening sur la pre´cision de la me´-
thode. Pour cela, fixons εACA = 10−4 et observons l’erreur relative entre la matrice pleine
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Z et la matrice creuse Z˜ obtenue par compression ACA suivie d’un coarsening pour diffe´-

























Figure 3.1.2 – Erreur relative induite par la compression ACA comple´te´e du coarsening pour
diffe´rentes valeurs de εcoars. (εACA = 10−4).
En comparaison avec la figure 3.1.1, nous ve´rifions que l’erreur observe´e est plus impor-
tante avec coarsening que sans recompression, quelle que soit la valeur de εcoars. > εACA.
Le coarsening de´grade donc le´ge`rement la pre´cision de la me´thode de compression, mais le
crite`re de pre´cision fixe´ par εcoars. est respecte´, et reste en particulier en accord avec εACA
lorsque ces deux pre´cisions sont e´gales.
Les figures pre´ce´dentes nous permettent d’ores et de´ja` d’e´tablir une re`gle d’accord
entre εcoars. et εACA. En effet, pour une pre´cision de εACA souhaite´e, il semble convenable
de fixer
εcoars. := εACA. (3.1.1)
De`s a` pre´sent, et sauf mention contraire, nous adopterons ce re´glage.
3.1.3 Influence de l’inte´gration nume´rique
Si l’ACA permet un gain de temps substantiel en ne calculant qu’une partie des coeffi-
cients du bloc matriciel Z|b a` approcher, cette e´conomie ne concerne que la partie re´gulie`re
de la matrice (cf. remarque 1.1.5). Chacun des coefficients concerne´s ne´cessite une double
inte´gration. Ceci implique, comme dans le cas de l’assemblage de la matrice pleine (cf.
partie 1.4.2), une de´pendance quadratique en nGauss du temps d’assemblage.
Pour e´valuer la part quadratique du temps d’assemblage dans le cas de l’ACA, nous
comparons pour quelques exemples, dans le tableau 3.1.1, le rapport t/n2Gauss, ou` t de´signe
le temps d’assemblage pour εACA = 10−4 de la H-matrice Z˜.
Nous pouvons constater que cette de´pendance quadratique se ve´rifie bien de`s lors que
nGauss est strictement supe´rieur a` 1. En effet, le rapport t/n2Gauss n’est pas tout a` fait
constant, et vaut environ deux fois plus pour nGauss = 1 que pour les autres valeurs de
nGauss conside´re´es. Ce phe´nome`ne se retrouve dans le cas du calcul de la matrice pleine
(cf. figure 1.4.1). Ainsi, plus le nombre de DDLs est e´leve´ et moins la partie singulie`re de
la matrice H-matrice Z˜ n’aura d’influence sur le couˆt total de son assemblage.
3.1.4 Choix de la pre´cision de compression selon la taille du proble`me
Dans le chapitre 2, nous avions pu voir que le choix de εACA avait une influence sur
le temps d’assemblage. En effet, celui-ci est d’autant plus long que la valeur de εACA est
petite. Ce temps reste toutefois proportionnel a` n log(n) quelle que soit la valeur de εACA.
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Cylindre (2D) Sphe`re (3D)
nGauss nGauss
n 1 2 3 n 1 3 7




(s) 0,544 0,317 0,275 t
n2
Gauss
(s) 5,420 2,304 2,551




(s) 4,708 3,186 2,861 t
n2
Gauss
(s) 102,904 45,024 45,975




(s) 57,620 34,722 30,415 t
n2
Gauss
(s) 2293,422 864,887 799,460
Tableau 3.1.1 – Temps d’assemblage par ACA en fonction de nGauss.
Ve´rifions maintenant l’influence de εACA sur la pre´cision par rapport a` la solution
analytique. Pour ceci, nous e´valuerons l’erreur relative entre la solution nume´rique du
syste`me creux Z˜j = e et la solution analytique jre´f..
Pour re´soudre le syste`me creux Z˜j = e, nous utiliserons le solveur ite´ratif GMRES
(cf. algorithme A.1) adapte´ au format des H-matrices. Pour cela, il suffit de remplacer
les produits matrice-vecteur de l’algorithme A.1 par des produits H-matrice-vecteur telles
que de´crites en partie 2.5.2 (cf. algorithme 2.5.2). Cette adaptation nous permet d’obtenir
un solveur ite´ratif rapidement.
Ici nous fixons εGMRES = 10−12. Cette pre´cision tre`s fine nous assure que l’erreur mesure´e
correspond a` l’erreur induite par la compression et non par la re´solution. L’erreur relative


















Figure 3.1.3 – Erreur relative par rapport a` la solution analytique pour diffe´rentes valeurs de
εACA.
Cette figure nous permet de constater que la pre´cision par rapport a` la solution ana-
lytique de´croˆıt en fonction du nombre de DDLs, jusqu’a` atteindre un seuil a` la fois proche
et infe´rieur a` εACA. Cette de´croissance est attendue puisque plus le nombre de DDLs est
e´leve´, plus la solution nume´rique est proche de la solution analytique. Elle a une pente
proche de 1/n. Le seuil correspond quant a` lui a` la limite de l’ACA, qui ne peut pas, par
essence, eˆtre plus pre´cise que εACA.
Nous pouvons conclure de cette figure qu’il est inutile d’avoir une pre´cision trop impor-
tante pour un nombre de DDLs donne´. Par exemple, pour n = 18294, le pas de maillage
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moyen est de λ/10 ; la pre´cision obtenue par rapport a` la solution analytique est sensible-
ment la meˆme quelle que soit la valeur de εACA (infe´rieure a` 10−1). Ainsi, bien que beaucoup
de parame`tres entrent en compte (cf. section 1.4), la pre´cision de la solution nume´rique
est surtout commande´e par la discre´tisation plutoˆt que par la pre´cision de compression
exige´e. La pre´cision sur la compression peut e´galement s’ajuster en fonction de la pre´cision
sur la discre´tisation demande´e.
3.2 Approximation en Croix Hybride (HCA)
3.2.1 Motivations
Steffen Bo¨rm, Lars Grasedyck et Wolfgang Hackbusch montrent que l’estimation de
l’erreur lors du de´roulement de l’ACA n’est pas fiable notamment dans le cas des ge´ome´-
tries contenant des singularite´s et lorsque le noyau est de´fini a` l’aide d’ope´rateurs diffe´-
rentiels [11]. C’est dans le but de contourner ces limitations de l’ACA qu’a e´te´ de´veloppe´e
une nouvelle me´thode, l’Approximation en Croix Hybride (en anglais Hybrid Cross Ap-
proximation, note´e HCA).
Introduite par Steffen Bo¨rm et Lars Grasedyck en 2005 [10], l’HCA est une me´thode
de compression qui exploite a` la fois le syste`me d’approximation en croix de´veloppe´ dans
l’ACA et quelques re´sultats d’interpolation polynomiale, ce qui en fait une me´thode hy-
bride. Les travaux de the`se de Kieran Delamotte [36] la conside`rent mais ne sont pas
accessibles a` ce jour. Cette me´thode consiste en la construction d’une forme de´ge´ne´re´e du
noyau de Green, que l’on utilise comme approximation du noyau re´el sur des pivots choisis
par me´thode ACA. Elle est actuellement encore peu exploite´e en e´lectromagne´tisme.
Dans cette section, nous expliciterons les principes de cette me´thode de compression
ainsi que ses de´veloppements pour l’EFIE dans le cas du mode TM en dimension 2, puis
dans le cas ge´ne´ral en dimension 3.
3.2.2 Principes de la me´thode
On de´finit la me´thode pour un noyau g de la forme
g(x,y) = DxDyγ(x,y), (3.2.1)
ou` Dx et Dy sont des ope´rateurs diffe´rentiels respectivement suivant x et y, et γ une fonc-
tion asymptotiquement lisse (cf. de´finition 1.3.1), ayant notamment les bonnes proprie´te´s
pour l’ACA (cf. partie 1.3.3).
Soit un bloc matriciel admissible Z ∈ CI×J , I e´tant l’ensemble des coefficients de ses
lignes et J l’ensemble des coefficients de ses colonnes. Pour i ∈ I et j ∈ J , les coefficients




ϕi(x)g(x,y)ϕj(y) dx dy. (3.2.2)
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Se´lection de pivots
Nous reprendrons ici les notations introduites aux sections 2.2.2 et 2.3.3.
Supposons que ΩI et ΩJ forment une paire admissible de domaines et conside´rons BI
(resp. BJ), la boˆıte englobante de ΩI (resp. ΩJ). La premie`re e´tape de l’HCA consiste a`
se´lectionner des points de calculs (xi)i∈I dans BI et (yj)j∈J dans BJ . Pour ce faire nous
utiliserons l’algorithme ACA.
Jusqu’a` maintenant, l’algorithme ACA nous a permis de de´terminer une approximation
locale de la matrice impe´dance Z. Dans le cadre de l’HCA, l’utilisation de l’ACA nous
donne cette fois une approximation locale g˜ de la fonction γ. Dans un souci de clarte´, nous
distinguerons ces deux algorithmes en notant “ACAγ” l’ACA applique´e dans le cadre de
l’HCA.
L’algorithme ACAγ est applique´ sur le couple de grilles de points (GI ,GJ), la grille
NI (resp. NJ) quadrillant la boˆıte BI (resp. BJ). On commence par le choix d’un premier




γ1 fournit alors une premie`re approximation de γ, et on note r1 = γ−γ1 le re´sidu de cette
approximation.
L’e´tape suivante consiste a` choisir un second pivot (x2,y2) dans (NI ,NJ), tel que
r1(x2,y2) soit maximal (et non nul), puis a` de´finir une nouvelle approximation γ2 de γ
de´finie par




On de´finit alors r2 = γ − γ2 le re´sidu de cette deuxie`me approximation.
On re´ite`re ce processus jusqu’a` ce que le re´sidu e´value´ sur le domaine d’approximation
soit infe´rieur a` la pre´cision εHCA.
Finalement, on obtient deux listes de pivots (xi)i∈J1,kK et (yj)j∈J1,kK, avec k le rang issu
de l’ACAγ , et le noyau de´ge´ne´re´ g˜ s’e´crit sous la forme















ou` M = (mij)i,j∈J1,kK est la matrice de´finie par les coefficients
mij = γ(xi,yj). (3.2.8)
Pour de´terminer les listes de pivots, il est notamment possible de partir de grilles de
points (GI ,GJ) totalement ale´atoires dans les boˆıtes BI et BJ . Nous avons choisi d’appliquer
l’ACA sur les grilles de points d’interpolation de Tchebychev tensorise´s et adapte´s aux
boˆıtes BI et BJ [10].
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Soit mT un entier naturel non nul et soit d la dimension du domaine conside´re´ (d = 2 ou
3). La boˆıte BI e´tant de´limite´e par les points p−I et p+I , on de´finit les points d’interpolation

































si d = 3, (3.2.11)
et ces mdT points d’interpolation de BI s’e´crivent
pIT (i,j) =
(
xIT (i) yIT (j)
)T
pour d = 2, (3.2.12)
pIT (i,j,k) =
(
xIT (i) yIT (j) zIT (k)
)T
pour d = 3. (3.2.13)
La figure 3.2.1 donne un exemple de tensorisation d’une boˆıte BI des points de Tche-











(b) Cas 3D : boˆıte cubique (mT = 4)
Figure 3.2.1 – Points de Tchebychev dans une boˆıte en dimensions 2 et 3.
Se´paration des variables




















nlm (Dxγ(x,yl)) (Dyγ(xm,y)) . (3.2.16)
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Expression possible de la matrice N
Il existe plusieurs strate´gies pour exprimer N = (nlm)l,m∈J1,kK de fac¸on a` se´parer les
indices l et m, et ainsi de pouvoir dissocier les sommes apparaissant dans (3.2.18). Steffen
Bo¨rm et Lars Grasedyck proposent dans [10] une me´thode re´cursive de´finissant N ∈ Rk×k
comme le produit de deux matrices CT et D de Rk×k. Bien qu’il soit possible d’adapter
cette me´thode au cas complexe, nous avons opte´ pour l’utilisation de la de´composition LU
de M = N−1, que l’on peut imple´menter directement dans l’algorithme ACA [37].
Ainsi nous avons
M = LU =⇒ N = M−1 = (LU)−1 = U−1L−1. (3.2.19)
Posons alors
C := U−T = (cij)i,j∈J1,kK, (3.2.20)
et
D := L−1 = (dij)i,j∈J1,kK. (3.2.21)












































Z˜ = UV H avec U = ACT et V H = BDT . (3.2.26)
Ceci constitue une approximation Z˜ de Z ayant pour rang k.
Remarque 3.2.1. L’e´criture (3.2.26) est une rk-matrice au format (2.1.4). Pour en de´-
duire une rk-matrice au format (2.1.23), il suffit d’y appliquer la rk-SVD a` une pre´cision
ε donne´e. En ge´ne´ral, on pose
ε = εHCA. (3.2.27 )
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Algorithme de la compression HCA
Pour re´sumer, l’HCA vise a` construire une approximation Z˜ = UV H d’un bloc matriciel
Z ∈ CI×J et se de´roule selon les e´tapes suivantes :
1. de´termination des pivots (xi)i∈J1,kK et (yj)j∈J1,kK par ACA a` pre´cision εHCA sur les
mdT points de Tchebychev,
2. de´composition LU de la matrice M = (γ(xi, yj))i,j∈J1,kK,
3. calcul des potentiels de simple couche ail = Sc(ϕi)(yl) et bjm = Sc(ϕj)(xm) pour
i ∈ I, j ∈ J et l,m ∈ J1, kK,
4. construction par multiplication de U et V .
On en de´duit l’algorithme 3.2.1.
Algorithme 3.2.1 Hybrid Cross Approximation (HCA).
1: procedure hca(Z,εHCA,mT ,U ,V )
2: call tchebychev(BI ,mT , (pIi )i∈J1,mdT K)
3: call tchebychev(BJ ,mT , (pJj )j∈J1,mdT K)
4: call aca((pIi ), (pJj ), εHCA, I ′,J ′, LM , UM )
5: k = size(I ′)
6: for l = 1, k do
7: xl = pII′(l)
8: yl = pJJ ′(l)
9: end for
10: C = U−TM
11: D = L−1M
12: call build A((yi)i∈J1,kK, A)
13: call build B((xj)j∈J1,kK, B)
14: U := ACT
15: V H := BDT
16: end procedure
La routine Tchebychev donne, en fonction de la boˆıte englobante et de l’ordre d’in-
terpolation souhaite´, les coordonne´es des points d’interpolation correspondants. La routine
ACA se charge, en plus de fournir les listes de pivots I ′ et J ′, d’effectuer la de´composi-
tion LU de M = (γ(xi,yj))i,j∈J1,kK. Enfin les routines build A et build B permettent de
construire les matrices A et B selon leur de´finition. Nous verrons dans la suite comment les
de´finir pour la formulation EFIE dans le cas d’un proble`me re´duit en dimension 2 (mode
TM), ainsi que dans le cas ge´ne´ral en dimension 3.
3.2.3 Expression de l’HCA
HCA d’un potentiel de simple couche (2D)





ϕi(x)G(x,y)ϕj(y) dy dx, (3.2.28)
avec les fonctions de base (ϕi)i∈I de´finies par
ϕi(x) = 1|si(x), (3.2.29)
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et G le noyau de Green de´fini par
G(x,y) = 14iH
(1)
0 (k0 |x− y|), (3.2.30)
pour x ∈ ΩI et y ∈ ΩJ , ou` (ΩI ,ΩJ) constitue une paire admissible de sous-domaines de
la frontie`re Γ.
Dans ce cas, les boˆıtes englobantes BI et BJ sont des rectangles que l’on peut quadriller
de m2T points d’interpolation de Tchebychev, afin d’y appliquer l’algorithme ACA sur le
noyau de Green. L’ACA nous fournit le rang k ainsi que les deux listes de pivots (xi)i∈J1,kK
et (yj)j∈J1,kK. Par identification, nous pouvons imme´diatement en de´duire l’expression
des matrices M = (mij)i,j∈J1,kK, A = (ail)i∈I,l∈J1,kK et B = (bjm)j∈J,m∈J1,kK, permettant
d’appliquer l’HCA a` ce cas particulier, soit









HCA de la formulation EFIE (3D)
L’expression de Z = (zij)i∈I,j∈J dans le cas d’une formulation EFIE 3D (donne´e
en (1.1.87)) comporte des fonctions de base particulie`res, constitue´es de vecteurs de l’es-
pace R3. De ce fait, la se´paration des variables offerte par l’HCA me`ne a` la construction
de matrices dont les coefficients sont dans C3.
Notations. Soient deux entiers naturels non nuls m et n. Conside´rons l’ensemble(
C3
)m×n
= {(aij)i∈J1,mK,j∈J1,nK | ∀i ∈ J1,mK ∀j ∈ J1, nK aij ∈ C3}. (3.2.34 )
Cet ensemble rassemble les matrices de taille m×n a` coefficients dans C3. Nous noterons





En particulier, conside´rons pour m,n, p ∈ N, les matrices a = (aij)i∈J1,mK,j∈J1,nK ∈(
C3
)m×n
, B = (bij)i∈J1,nK,j∈J1,pK ∈ Cn×p et C = (cij)i∈J1,nK,j∈J1,pK ∈ (C3)n×p, ainsi que le
vecteur x = (xi)i∈J1,3K ∈ C3. Nous noterons alors :
• AB l’ope´ration dont le re´sultat D = (dij)i∈J1,mK,j∈J1,pK ∈ (C3)m×p est de´fini par
∀i ∈ J1,mK ∀j ∈ J1, pK dij = n∑
k=1
bkjaik ; (3.2.35 )
• A ·C l’ope´ration dont le re´sultat D = (dij)i∈J1,mK,j∈J1,pK ∈ Cm×p est de´fini par
∀i ∈ J1,mK ∀j ∈ J1, pK dij = n∑
k=1
aik · ckj ; (3.2.36 )
• x ·A l’ope´ration dont le re´sultat D = (dij)i∈J1,mK,j∈J1,nK ∈ Cm×n est de´fini par
∀i ∈ J1,mK ∀j ∈ J1, nK dij = x · aij . (3.2.37 )
Remarque 3.2.2. Soient A ∈ (C3)m×n et B ∈ (C3)p×n. Construisons les matrices Â ∈
Cm×3p et B̂ ∈ Cn×3p telles que
Â =
[
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B̂ =
[























ÂB̂H = A ·BH . (3.2.42 )
Rappelons a` pre´sent l’expression de Z = (zij)i∈I,j∈J dans le cas d’une formulation











avec les fonctions de base (ϕi)i∈I de´finies par les courants surfaciques locaux (Ji)i∈I tels
que
ϕi(x) = Ji(x), (3.2.44)




pour x ∈ ΩI et y ∈ ΩJ , ou` (ΩI ,ΩJ) constitue une paire admissible de sous-domaines de
la frontie`re Γ.
Cette fois-ci, les boˆıtes englobantes BI et BJ sont des pave´s droits que l’on peut qua-
driller de m3T points d’interpolation de Tchebychev, afin d’y appliquer l’algorithme ACA
sur le noyau de Green, qui nous fournira le rang k ainsi que les deux listes de pivots
(xi)i∈J1,kK et (yj)j∈J1,kK. Cependant, contrairement au cas du potentiel de simple couche
(2D), l’identification est moins imme´diate. Par ailleurs, les fonctions de base (ϕi)i∈I sont
des vecteurs de l’espace et non des scalaires, comme c’e´tait le cas pre´ce´demment.
Il peut alors eˆtre judicieux de re´e´crire le coefficient zij sous la forme d’une diffe´rence
de deux inte´grales doubles, sur lesquelles il sera ensuite plus aise´ d’appliquer l’HCA. On a








G(x,y)∇Γ ·ϕi(x)∇Γ ·ϕj(y) dy dx,
(3.2.46)
ou autrement dit















G(x,y)∇Γ ·ϕi(x)∇Γ ·ϕj(y) dy dx. (3.2.49)
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Nous pouvons donc voir Z comme la diffe´rence de deux matrices Z(v) et Z(s), dont les
expressions sont faciles a` approcher du cas ge´ne´rique sur lequel l’HCA est applicable. En
particulier, on de´finit les matrices
M = (mij)i∈I,j∈J telle que ∀i ∈ I ∀j ∈ J mij = G(xi,yj), (3.2.50)


















Posons nI := Card(I) et nJ := Card(J). Les matrices M ∈ Ck×k, A˙ ∈ CnI×k et
B˙ ∈ CnJ×k sont des matrices denses classiques, ayant leurs coefficients dans C, tandis que
les matrices A et B ont leurs coefficients dans C3.
Posons alors










U˙ = A˙CT ∈ CnI×k, (3.2.57)
V˙ = (B˙DT )H ∈ CnJ×k, (3.2.58)
avec C et D les matrices de´finies en (3.2.20) et (3.2.21). On a donc les approximations
Z˜(v) = U · V H et Z˜(s) = U˙ V˙ H . (3.2.59)





















U ·UH = Û V̂ H , (3.2.62)
ce qui implique
Z˜ = Z˜(v) − Z˜(s) = Û V̂ H − U˙ V˙ H . (3.2.63)
Ainsi, d’apre`s la remarque 2.1.7 (somme de deux rk-matrices de repre´sentation (2.1.4)),
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Nous obtenons enfin
Z˜ = UV H . (3.2.66)
La rk-matrice Z˜ ainsi de´finie est donc au format (2.1.4) et de rang 4k, ce qui peut eˆtre
geˆnant pour une compression efficace. L’application d’une rk-SVD semble donc indispen-
sable ici.
3.2.4 Re´glage des parame`tres
Comme expose´ a` l’algorithme 3.2.1, nous pouvons conside´rer que l’HCA se de´roule en
trois parties : une ACAγ accompagne´e d’une de´composition LU , des inte´grations simples et
des multiplications de matrices, le tout e´tant suivi d’une rk-SVD. En particulier, l’ACAγ
induit par nature une erreur d’approximation qui doit eˆtre infe´rieure a` εHCA. En terme
de temps, le de´roulement de l’ACAγ de´pend potentiellement de εHCA, mais e´galement de
mT . Ce dernier parame`tre peut par ailleurs agir sur le rang k issu de l’ACAγ . Enfin,
l’e´tape comportant les inte´grations nume´riques de´pend temporellement du nombre nGauss
de points de quadrature de Gauss-Legendre utilise´s.
Il serait alors utile de de´gager des indications de re´glage de ces divers parame`tres afin
de s’assurer d’un assemblage a` la fois pre´cis et efficace.
Re´glage de mT
Influence sur la pre´cision. L’ordre d’interpolation de Tchebychev mT intervient uni-
quement lors de l’ACAγ , qui fournit des pivots (xi)i∈J1,kK et (yj)j∈J1,kK, k e´tant alors le
rang re´sultant de l’ACAγ . Ces pivots permettent alors de de´finir une approximation γ˜ de
γ de´finie en (3.2.6).
Pour e´valuer l’erreur obtenue en fonction du choix de mT , nous parcourons les blocs
admissibles b := l × c de I × J (c’est-a`-dire les blocs matriciels Z˜|b ∈ CI×J de Z˜). Sur
chacun de ces blocs, nous re´alisons l’ACAγ a` pre´cision εHCA, puis nous en de´duisons pour
tout x ∈ Gl et y ∈ Gc la valeur γ(x,y) et sa version de´ge´ne´re´e γ˜(x,y). Nous e´valuons





 12 . (3.2.67)










ou` nb (resp. mb) de´signe le nombre de lignes (resp. de colonnes) du bloc b. Cette erreur
est repre´sente´e en figure 3.2.2 pour diffe´rentes valeurs de mT .
Cette figure nous permet de constater que l’erreur ainsi de´finie s’ame´liore a` mesure
que la valeur de mT augmente. Cependant cette ame´lioration n’existe plus de`s lors que
mT > 4. Pour εHCA = 10−4, il semble donc inutile de prendre mT > 4 car la pre´cision
maximale est atteinte pour ce nombre de points d’interpolation.
Influence sur le rang a` l’issue de l’ACAγ. L’ordre d’interpolation mT a e´galement
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Figure 3.2.3 – Taux de compression sur les blocs admissibles avant recompression par rk-SVD
pour diffe´rentes valeurs de mT (εHCA = 10−4).
Aussi est-il inte´ressant d’observer l’e´volution du taux de compression moyen sur les blocs
admissibles pour diffe´rentes valeurs de mT , comme repre´sente´ en figure 3.2.3.
Pour εHCA = 10−4, nous pouvons constater que le taux de compression converge vers un
maximum atteint de`s que mT > 4. Cette valeur seuil de mT est la meˆme que celle obtenue
par observation de l’erreur relative sur le noyau en figure 3.2.2. Ceci semble indiquer que
malgre´ une quantite´ importante de points de Tchebychev dans les cas mT = 5 et mT = 6,
l’ACAγ arrive a` convergence pour un rang similaire a` celui obtenu pour mT = 4.
Re`gle quant au choix de mT . Dans [9], Steffen Bo¨rm re`gle les valeurs εHCA et mT
conjointement, sans toutefois pre´ciser de re`gle d’accord entre ces deux parame`tres.
L’e´tude mene´e ici semble montrer que pour εHCA = 10−4, il est suffisant de poser
mT = 4 et une valeur supe´rieure est inutile.
De`s a` pre´sent, de fac¸on plus ge´ne´rale et sauf mention contraire, nous de´finirons conjoin-
tement εHCA et mT sur le mode`le de [9], c’est a` dire tels que
εHCA = 10−mT . (3.2.69)
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Re´glage de εHCA
La pre´cision souhaite´e εHCA intervient en premier lieu lors de l’e´tape de compression
du noyau par ACAγ .
Pour e´valuer l’erreur ge´ne´re´e sur le noyau en fonction du choix de εHCA, nous parcourons
les blocs admissibles Z˜|b ∈ CI×J de Z˜, sur lesquels nous re´alisons l’ACAγ a` pre´cision εHCA
(en appliquant la re`gle (3.2.69)), puis nous en de´duisons pour tout x ∈ I et y ∈ J la valeur
γ(x,y) et sa version de´ge´ne´re´e γ˜(x,y). Nous e´valuons alors l’erreur entre ces deux valeurs
ponde´re´e sur la H-matrice Z˜ globale. Cette erreur relative est repre´sente´e en figure 3.2.4
pour diffe´rentes valeurs de εHCA.




















Figure 3.2.4 – Erreur relative induite sur le noyau par ACA pour diffe´rentes valeurs de εHCA.
Cette figure nous permet d’une part de valider la pre´cision de l’ACAγ sur le noyau, et
d’autre part de ve´rifier que la re`gle d’accord (3.2.69) est compatible avec l’obtention de
l’erreur de´sire´e quelle que soit la valeur de εHCA.
Le parame`tre εHCA intervient par ailleurs lors de la recompression par rk-SVD, ainsi que
durant le coarsening s’il y a lieu. Comme nous l’avons montre´ au chapitre 2 (parties 2.1.2
et 2.4.2), l’erreur induite par ses ope´rations purement alge´briques respecte alors la pre´cision
prescrite. De ce fait, nous pouvons en de´duire qu’en cas de coarsening , il semble judicieux
de poser
εcoars. := εHCA. (3.2.70)
Choix de la pre´cision de compression selon la taille du proble`me
Ve´rifions maintenant l’influence de εHCA sur la pre´cision par rapport a` la solution
analytique. Pour ceci, nous e´valuerons l’erreur relative entre la solution nume´rique du
syste`me creux Z˜j = e assemble´ par HCA, et la solution analytique jre´f.. Nous utilisons les
re`gles d’accord de´finies ci-avant en posant pour une valeur de mT donne´e, εHCA = 10−mT
et εcoars. = εHCA.
Pour re´soudre le syste`me creux Z˜j = e, nous utiliserons le solveur ite´ratif GMRES
(cf. algorithme A.1) adapte´ au format des H-matrices, en fixant εGMRES = 10−12. L’erreur
relative alors obtenue est pre´sente´e dans le cas de la sphe`re et compare´e au cas de la
compression ACA en figure 3.2.5.
Cette figure nous permet de constater que la pre´cision par rapport a` la solution ana-
lytique de´croˆıt en fonction du nombre de DDLs, jusqu’a` atteindre un seuil a` la fois proche
et infe´rieur a` εHCA. L’allure obtenue ici est en fait la meˆme que celle obtenue dans le cas de
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HCA, εHCA = 10−1
ACA, εACA = 10−1
HCA, εHCA = 10−2
ACA, εACA = 10−2
HCA, εHCA = 10−3
ACA, εACA = 10−3
HCA, εHCA = 10−4
ACA, εACA = 10−4
Figure 3.2.5 – Erreur relative par rapport a` la solution analytique pour diffe´rentes valeurs de εHCA
et comparaison avec l’ACA.
l’ACA pour des valeurs grossie`res de εHCA ; toutefois, on remarque que pour εHCA = 10−3,
la pre´cision de l’ACA de´croˆıt plus que celle de l’HCA.
3.2.5 E´tude des temps de calcul de l’HCA
Comme nous l’avons vu dans la partie pre´ce´dente, chacun des parame`tres de re´glage
de l’HCA influe sur la pre´cision de la me´thode a` des e´tapes diffe´rentes de l’algorithme. De
meˆme, le choix des parame`tres a un impact visible sur le temps de re´alisation des e´tapes
de la me´thode. C’est ce que nous allons analyser dans cette partie.
Influences de mT et εHCA
Nous avons de´ja` pu constater au chapitre 2 que le temps de re´alisation de l’ACA e´tait
d’autant plus long que le parame`tre εACA est petit (cf. 2.4.1). On peut assez logiquement
penser qu’il en sera de meˆme pour des valeurs de mT d’autant plus e´leve´es. Pour le ve´rifier,
fixons εHCA = 10−4 et observons les diffe´rents temps moyens de re´alisation de l’e´tape de
compression par ACAγ du noyau en fonction de mT (cf. figure 3.2.6).
















Figure 3.2.6 – Temps moyen de re´alisation de l’e´tape de compression par ACA du noyau en
fonction de mT (εHCA = 10−4).
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Cette figure confirme l’inte´reˆt, a` pre´cision obtenue e´gale, de choisir la valeur de mT
la plus faible possible, et finit donc de justifier la re`gle d’accord entre εHCA et mT de´finie
en (3.2.69). Le temps consacre´ a` l’ACA dans la compression HCA correspond toutefois a`
une faible proportion du temps total de compression, comme nous le verrons dans la suite
de cette section.
Influence de l’inte´gration nume´rique
Le choix du nombre de points de quadrature de Gauss-Legendre utilise´s pour l’inte´-
gration nume´rique n’influe temporellement que sur l’e´tape de l’HCA durant laquelle sont
re´alise´es les diffe´rentes inte´grations. Si l’ACA avait a priori une de´pendance quadratique
en nGauss, ce n’est pas le cas pour l’HCA. En effet, les inte´grales doubles de la BEM sont
ici se´pare´es en inte´grales simples, ce qui laisse pre´sager une de´pendance line´aire en nGauss
du temps de re´alisation de cette e´tape. Nous pouvons le ve´rifier pour quelques exemples
dans le tableau 3.2.1.
nGauss
n 1 3 7
4521 t (s) 12,628 41,468 93,992
t/nGauss (s) 12,628 13,823 13,427
18 294 t (s) 98,508 300,116 650,776
t/nGauss (s) 98,508 100,039 92,968
69 930 t (s) 434,092 1223,888 2670,956
t/nGauss (s) 434,092 407,963 381,565
Tableau 3.2.1 – Dure´e des inte´grations dans l’assemblage par HCA en fonction de nGauss.
Ce tableau nous permet de ve´rifier le couˆt line´aire en nGauss de la partie inte´gration
de l’HCA. Cette de´pendance est a` comparer avec celle, quasi quadratique, observe´e dans
le cas de l’ACA (cf. tableau 3.1.1).
Re´partition des temps sur les diffe´rentes e´tapes de l’HCA
Nous savons a` pre´sent que le temps d’assemblage par HCA de´pend a` la fois de mT , de
εHCA et de nGauss, et les parties pre´ce´dentes nous ont permis de de´terminer dans quelles
e´tapes de l’algorithme HCA ces parame`tres avaient le plus de poids.
Nous n’avons toutefois pas parle´ de l’e´tape de multiplication matricielle. Si le bloc
Z˜|b est de taille m × n, les multiplications effectue´es imposent un nombre d’ope´rations
total proportionnel a` (m + n)k2, k de´signant le rang obtenu suite a` la compression du
noyau de Green par ACAγ . Ainsi la dure´e de l’e´tape comprenant les multiplications est
indirectement de´pendante de mT et de εHCA.
Finalement, nous pouvons e´valuer dans quelques cas la part de chacune de ces e´tapes
(cf. 3.2.2).
Tableau 3.2.2 – Proportion des dure´es des diffe´rentes e´tapes de l’HCA (εHCA = 10−4).
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Ce tableau nous permet tout d’abord de constater que la dure´e des inte´grations occupe
la plus grande part du temps de compression par HCA, tandis que l’e´tape constitue´e
de l’ACAγ et de la de´composition LU occupe une faible part du temps de compression
total, de meˆme que le temps des multiplications matricielles. En revanche nous pouvons
e´galement constater que la dernie`re e´tape, consistant en une recompression par rk-SVD,
occupe une part importante de la compression totale. Ceci s’explique par le fait que si
l’ACAγ nous donne une approximation de rang k du noyau, l’EFIE e´tant la somme de
deux inte´grales dont une est vectorielle et l’autre scalaire, le rang en sortie de l’HCA est
de 4k. La part de la rk-SVD est d’ailleurs bien plus faible dans le cas de l’HCA applique´e
au cylindre infini (dimension 2).
Quoi qu’il en soit, la part importante de l’e´tape comportant les inte´grations nume´riques
nous permet d’affirmer que l’HCA devient avantageuse sur l’ACA de`s lors que nGauss
est supe´rieur a` 1. En effet, conside´rant le re´glage nGauss = 3 justifie´ en section 1.4.2,
l’ACA est re´alise´e dans un temps proportionnel a` n2Gauss = 9, contre 2nGauss = 6 pour
l’e´tape d’inte´gration de l’HCA. Dans la partie 4.2.3, nous comparerons les performances
temporelles de ces deux me´thodes sur des cas de surfaces rugueuses.
Cette e´tude de l’HCA nous a donc permis dans un premier temps de de´velopper cette
me´thode afin de l’adapter au cas de l’EFIE. Son usage est avantageux sur celui de l’ACA
car son temps total de re´alisation est moindre pour nGauss = 3, tout en ayant une pre´cision
comparable a` celle de l’ACA pour les cas canoniques. Par ailleurs, le fait que l’HCA ne
repose pas sur une estimation de l’erreur en fait une me´thode de compression a priori plus
robuste que l’ACA.
3.3 Re´solution d’un syste`me line´aire hie´rarchique
Dans cette partie, nous verrons comment adapter plusieurs me´thodes de re´solution au
format H-matrice. Il s’agira de re´soudre l’e´quation
Z˜j = e, (3.3.1)
dans laquelle Z˜ de´signe l’e´criture hie´rarchique de la matrice impe´dance Z de l’objet diffrac-
tant, e le second membre de´pendant du champ incident Einc et j le vecteur des courants
a` de´terminer.
Comme utilise´ en partie 3.1.4, le GMRES s’adapte aise´ment au format hie´rarchique
en remplac¸ant les produits matrice-vecteur par leur pendant hie´rarchique. Nous ne de´ve-
lopperons donc pas d’avantage ce solveur. Toutefois l’algorithme du GMRES classique est
disponible en annexe A.2.
3.3.1 Solveur H-LU
Influence de εLU
Erreur et re´sidu. Pour juger de l’influence de la pre´cision εLU sur l’erreur commise
lors de la re´solution H-LU , il convient de re´soudre avec cette me´thode un syste`me creux
Z˜j = e, dans lequel e est connu et ge´ne´re´ par multiplication de Z˜ par un vecteur jre´f.
ale´atoire. Nous pouvons alors e´valuer l’erreur relative entre j et jre´f. et la tracer pour
diffe´rentes valeurs de εLU (cf. figure 3.3.1).
Cette figure nous permet de constater que l’erreur commise par de´composition H-
LU augmente a` mesure que le nombre de DDLs augmente. Ce phe´nome`ne est d’autant
plus flagrant que la valeur de εLU est grossie`re. Ceci est probablement une traduction du
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Figure 3.3.1 – Erreur relative induite par la re´solution H-LU pour diffe´rentes valeurs de εLU .
conditionnement de la matrice traite´e, qui se de´grade avec la taille de la matrice. Aussi
l’erreur est le´ge`rement supe´rieure a` la pre´cision souhaite´e
Nous pouvons e´galement e´valuer le re´sidu issu du solveur H-LU . Pour cela nous e´va-
luons cette fois l’erreur relative entre e = Z˜jre´f. et le produit Z˜j, ce qui nous permet
d’obtenir la figure 3.3.2.






















Figure 3.3.2 – Re´sidu induit par la re´solution H-LU pour diffe´rentes valeurs de εLU .
Nous pouvons constater que cette erreur reste de l’ordre de εLU quelle que soit sa
valeur, sauf pour un faible nombre de DDLs dans le cas 3D, ou` l’erreur est le´ge`rement
supe´rieure a` la valeur prescrite de εLU .
Cette figure nous permet de valider la me´thode de re´solution H-LU , meˆme si la fi-
gure 3.3.1 met en e´vidence une perte de pre´cision due au conditionnement de la matrice
traite´e.
Espace me´moire. A` moins qu’il ne soit possible d’e´craser la H-matrice Z˜, il est impor-
tant de prendre en compte l’espace me´moire qu’occupe la H-matrice contenant la de´com-
position H-LU de Z˜, ce que nous pouvons appre´cier en figure 3.3.3.
Nous pouvons constater que le taux de compression de L˜U de´pend de εLU . De ce fait
nous pouvons nous attendre a` ce que le temps de re´solution de´pende e´galement de εLU , ce
que nous allons ve´rifier de`s a` pre´sent.
Temps de re´solution. Le temps de re´solution est avant tout fonction du taux de com-
pression de laH-matrice une fois de´compose´e. Elle est par ailleurs a` mettre en comparaison
avec le temps de de´composition H-LU qui pre´ce`de la re´solution. Nous avons pu voir en
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L˜U , εLU = 10−2
L˜U , εLU = 10−4
L˜U , εLU = 10−6
L˜U , εLU = 10−8
Z˜
Figure 3.3.3 – Taux de compression de la H-matrice contenant la de´composition H-LU pour
diffe´rentes valeurs de εLU .
figure 2.5.7 quelle e´tait l’influence de εLU sur la dure´e de de´composition, ce que nous
pourrons regarder plus en de´tails dans les cas de´crits au tableau 3.3.1.
εLU
n 10−2 10−4 10−6 10−8
Temps d’assemblage de Z˜ (s) 85,144
Taux de compression de Z˜ (s) 4,9× 10−3
Cylindre (2D) Taux de compression de L˜U 6,6× 10−3 8,8× 10−3 1,1× 10−2 1,2× 10−2
n = 81209 Temps de de´composition (s) 52,804 70,548 96,260 133,400
Temps de re´solution (s) 0,272 0,284 0,308 0,548
Temps total (s) 53,076 70,832 96,568 133,948
Temps d’assemblage de Z˜ (s) 3114,332
Taux de compression de Z˜ (s) 8,0× 10−2
Sphe`re (3D) Taux de compression de L˜U 2,7× 10−2 5,1× 10−2 1,0× 10−1 1,5× 10−1
n = 69930 Temps de de´composition (s) 8624,348 24 647,056 55 168,496 109 941,724
Temps de re´solution (s) 2,848 4,644 5,824 7,496
Temps total (s) 8627,196 24 651,700 55 174,320 109 948,220
Tableau 3.3.1 – Temps total d’exe´cution du solveur H-LU selon la pre´cision εLU de la de´compo-
sition. Les H-matrices sont assemble´es par HCA avec εHCA = 10−4
Ce tableau nous permet de ve´rifier que le temps de re´solution H-LU de´pend du taux
de compression de la H-matrice L˜U , mais aussi que le temps de re´solution est ne´gligeable
devant le temps de de´composition. C’est donc ce dernier crite`re qu’il convient de prendre
en compte.
La de´composition H-LU permet donc de re´soudre notre syste`me hie´rarchique de fac¸on
d’autant plus pre´cise que la H-matrice Z˜ est bien conditionne´e. Cette me´thode de re´solu-
tion est cependant couˆteuse en temps, notamment a` cause de la dure´e de la de´composition
H-LU .
Toutefois, lors d’une re´solution par solveur directH-LU , laH-matrice Z˜ est e´crase´e par
L˜U . L’espace me´moire occupe´ par cette nouvelle H-matrice est alors le´ge`rement supe´rieur
a` celui occupe´ par Z˜ avant qu’elle ne soit e´crase´e.
La de´composition H-LU peut alors devenir inte´ressante dans le cadre d’un pre´con-
ditionnement de solveur ite´ratif, tel que GMRES. C’est ce que nous allons voir dans la
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section suivante.
3.3.2 Pre´conditionnement des me´thodes ite´ratives
Il arrive qu’un solveur ite´ratif ne parvienne pas a` converger en un nombre raisonnable
d’ite´rations, rendant la re´solution tre`s longue. Ce de´faut de convergence est en ge´ne´ral duˆ
au conditionnement du syste`me. Lorsque l’on conside`re un proble`me aux valeurs propres,
il peut meˆme arriver que le solveur ite´ratif ne converge pas du tout s’il est proche d’une
valeur de re´sonance. Dans les deux cas, il est possible d’ame´liorer le comportement de la
convergence de la me´thode ite´rative en y appliquant un pre´conditionneur. Le principe de
tels pre´conditionneurs est rappele´ en annexe A.2.
Adaptation au format H-matrice
Soit une matrice P ∈ Cn×n. P est un pre´conditionneur a` droite du syste`me Zj = e si
P−1 est relativement proche de Z−1, de sorte que le nouveau syste`me
P−1Zj = P−1e, (3.3.2)
soit proche d’une simple multiplication matrice-vecteur, c’est-a`-dire
j ≈ P−1e. (3.3.3)
Dans le cas des H-matrices, le pre´conditionneur doit lui aussi eˆtre une H-matrice P˜ ,
telle que
j ≈ P˜−1e. (3.3.4)
En pratique, nous ne construisons pas l’inverse de P , mais nous re´solvons le syste`me
P˜j ≈ e. (3.3.5)
Nous savons re´soudre ce syste`me par une me´thode directe : la re´solution H-LU . C’est
de cette manie`re que nous allons donc introduire le pre´conditionnement dans le solveur
ite´ratif GMRES que nous avons pre´ce´demment adapte´ au format H-matrice.
Une version recompresse´e par coarsening de Z˜ s’impose alors comme candidat ide´al
dans le roˆle du pre´conditionneur, puisqu’elle constitue une bonne approximation de Z˜, de
taux de compression plus faible que celui de Z˜. Nous pouvons en effet rappeler que l’erreur
relative re´sultant d’un coarsening a` pre´cision εcoars. est de l’ordre de cette pre´cision, comme
l’indiquait la figure 2.4.5 dans le chapitre pre´ce´dent.
Dans la suite nous choisirons donc cette solution, en posant εpre´c. = εLU = εcoars..
GMRES pre´conditionne´
L’ajout d’un pre´conditionneur P˜ est inte´gre´ directement dans l’algorithme du solveur
GMRES et ne conduira qu’a` une re´solution H-LU supple´mentaire a` chaque ite´ration.
La de´composition H-LU s’effectuant a` une pre´cision εLU pre`s, ce solveur optimise´ prend
donc deux arguments supple´mentaires que sont le pre´conditionneur P˜ et la pre´cision de
de´composition H-LU de ce dernier, note´e εpre´c..
Comme nous avons pu le voir pre´ce´demment, le temps d’une de´composition H-LU est
tre`s supe´rieur a` celui d’une re´solution H-LU . On a donc, de`s le de´part,
P˜ = L˜U (3.3.6)
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a` la pre´cision εpre´c. pre`s.
Une fois la de´composition H-LU faite, il suffit de faire pre´ce´der, au sein de chaque
ite´ration, la multiplication H-matrice-vecteur Z˜j = j′ en ligne 10 de l’algorithme A.1
d’une e´tape de re´solution H-LU
L˜Uj = wj . (3.3.7)
Nous pouvons pre´voir que le temps de chaque ite´ration sera plus long dans la version
pre´conditionne´e du GMRES, puisqu’on ajoute une e´tape de re´solution H-LU . Cette dure´e
supple´mentaire de´pendra du taux de compression de P˜ . De plus, les figures 2.5.7 et 2.5.8
nous rappellent que le temps de de´composition H-LU , qui sera de´terminant dans cette
version pre´conditionne´e du solveur ite´ratif, de´pend a` la fois du taux de compression de la
H-matrice et du choix de εLU .
Il est e´galement important de prendre en conside´ration l’espace me´moire qu’occupe
le pre´conditionneur P˜ . En effet, la taille de cette H-matrice e´tant la meˆme que celle de
Z˜, plus le taux de compression de P˜ est avantageux, moins la me´thode ite´rative n’aura
d’influence sur le couˆt me´moire total de la re´solution. En particulier, la figure 2.4.4 nous
rappelle dans quelle mesure l’espace me´moire occupe´ par une H-matrice de´pend de la
pre´cision εcoars. de sa recompression.
Ceci nous donne des indications sur les choix possibles de pre´conditionneurs et de
pre´cision εpre´c..
Validation de l’outil de pre´conditionnement
Le pre´conditionnement H-LU pre´ce´demment de´crit de´pend donc d’un nouveau para-
me`tre εpre´c.. E´tudions le comportement du pre´conditionneur H-LU sur le solveur GMRES.
Il peut eˆtre inte´ressant de comparer les performances de ce GMRES pre´conditionne´ sur
un exemple pre´cis. Prenons le cas d’une sphe`re (3D) discre´tise´e avec n = 112206 DDLs,
assemble´e par ACA avec εACA = 10−4, et recompresse´e par coarsening avec εcoars. = 10−4.
Nous pouvons alors e´valuer les performances de la me´thode GMRES pre´conditionne´e,
comme consigne´es dans le tableau 3.3.2.
εpre´c.
Sans prec. 10−2 10−3 10−4
Temps d’assemblage (s) 11 959,340
Temps de recompression (s) 1903,452
Temps de coarsening a` εpre´c. (s) ∅ 419,375 546,244 ∅
Temps de de´composition H-LU (s) ∅ 3071,464 7229,172 16 643,892
Temps de GMRES (s) 4544,476 39,576 23,656 23,804
Temps total (s) 18 414,560 17 400,500 21 669,156 30 996,404
Nombre d’ite´rations 976 4 2 1
Temps par ite´ration (s) 4,656 9,894 11,828 23,804
Stockage de Z˜ (Go) 6,211
Stockage de P˜ (Go) ∅ 2,885 4,519 6,561
Couˆt me´moire total (Go) 6,211 9,096 10,730 12,772
Erreur relative 2,00× 10−2 2,21× 10−3 4,90× 10−4 9,83× 10−4
Tableau 3.3.2 – Influence de εpre´c. sur la re´solution GMRES (n = 112 206).
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Ce tableau, dense en informations, me´rite un certain nombre de commentaires.
En premier lieu, l’erreur relative calcule´e ne re´pond pas toujours aux exigences fixe´es
par la tole´rance εGMRES. En particulier, dans le cas εpre´c. = 10−1 (non consigne´ dans le
tableau), le pre´conditionnement ne permet pas de converger vers une solution acceptable,
le re´sidu restant alors tre`s supe´rieur a` la valeur vise´e quelle que soit le nombre d’ite´rations
effectue´es.
Nous pouvons e´galement constater que le temps de re´solution de´pend en immense ma-
jorite´ du temps ne´cessaire a` la de´composition H-LU . Le temps de re´alisation des ite´rations
est en effet ne´gligeable devant la dure´e de de´composition H-LU . Nous pouvons e´galement
noter que plus εpre´c. est pre´cis, plus la dure´e de de´composition H-LU est longue. Il en est
de meˆme pour la dure´e d’une ite´ration de GMRES. Ceci s’explique par le taux de com-
pression de P˜ , qui est d’autant plus grand que εpre´c. est fin. En revanche, plus εpre´c. est
faible, plus le pre´conditionneur est alge´briquement proche de l’inverse de la H-matrice Z˜
et plus le nombre d’ite´rations est re´duit. En particulier, une seule ite´ration est ne´cessaire a`
atteindre la convergence pour εpre´c. = 1× 10−4. Ce cas correspond en fait a` une re´solution
directe par solveur H-LU et n’est pas la solution la plus raisonnable du fait du temps
ne´cessaire a` effectuer la de´composition H-LU a` une telle pre´cision.
Ainsi, bien que le temps individuel d’une ite´ration soit plus important pour des valeurs
de εpre´c. plus faibles, ce phe´nome`ne est compense´ par le nombre d’ite´rations, tre`s re´duit.
Notons par ailleurs que le temps d’une ite´ration de GMRES sans pre´conditionnement est
plus faible que dans le cas pre´conditionne´, quelle que soit la valeur de εpre´c., mais que
dans le cas du GMRES classique le nombre d’ite´rations est beaucoup plus important,
compensant cet effet.
En ce qui concerne les couˆts me´moires, nous pouvons voir que la version pre´condi-
tionne´e de la me´thode ite´rative est d’autant moins inte´ressante que la pre´cision εpre´c. est
grossie`re. En particulier, le pre´conditionnement peut devenir re´dhibitoire dans le cas ou`
l’espace me´moire disponible est re´duit.
Pour conclure, en terme de temps, le solveur GMRES sans pre´conditionneur semble
la solution la plus efficace. Cependant, un pre´conditionnement a` εpre´c. = 10−2 permet
d’atteindre une solution plus pre´cise en un temps similaire et en un nombre d’ite´rations
beaucoup plus faible.
3.3.3 Cas re´solution avec plusieurs seconds membres
Plac¸ons nous a` pre´sent dans le cas de la re´solution d’un syste`me comportant un nombre
p de seconds membres. Pour rappel, ce calcul ne´cessite de re´soudre le syste`me
ZI = V, (3.3.8)
ou` Z ∈ Cn×n est la matrice impe´dance dont nous avons l’habitude, V ∈ Cn×p la matrice
dont les colonnes repre´sentent les seconds membres ei avec i ∈ J1, pK et I ∈ Cn×p la matrice
des p vecteurs solutions ji avec i ∈ J1, pK a` de´terminer. Nous verrons dans cette partie
que selon la me´thode de re´solution utilise´e, cela peut impliquer un temps de re´solution
multiplie´ par le nombre de seconds membres traite´s.
Adaptation des me´thodes de re´solution
GMRES. Dans le cas de cette me´thode ite´rative, nous conside´rons chaque second membre
se´pare´ment. Ainsi, pour p seconds membres nous effectuerons p re´solutions ite´ratives dif-
fe´rentes.
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Notons tite´. le temps moyen d’une ite´ration de GMRES. Ce temps de´pendant en grande
partie du temps de multiplication matrice-vecteur qui de´pend lui-meˆme de la matrice Z
(ou de la H-matrice Z˜ et de son taux de compression), chacune des ite´rations prendra




ite´.) le plus petit (resp. le plus
grand) nombre d’ite´rations ne´cessaires a` la convergence pour l’un des seconds membres.
Le temps total de la me´thode de re´solution TGMRES ve´rifie
pn−ite´.tite´. 6 TGMRES 6 pn+ite´.tite´.. (3.3.9)
Si de plus n−ite´. et n
+
ite´. sont proches et e´leve´s, la minoration de ce temps par pn
−
ite´.tite´. peut
tre`s vite devenir proble´matique.
Comme dans le cas de la re´solution d’un syste`me a` un second membre, l’ajout d’un
pre´conditionneur re´duira le nombre d’ite´rations tout en augmentant la dure´e d’une ite´ra-
tion unique. Le temps total TGMRESp de cette me´thode ve´rifie le meˆme encadrement que
le GMRES.
Solveur direct H-LU . Dans le cas de cette me´thode directe, le temps de de´composition
H-LU est le temps le plus important a` prendre en compte. Or le fait de devoir traiter
plusieurs seconds membres ne ne´cessite qu’une seule de´composition H-LU . De ce fait
seule l’e´tape de re´solution sera multiplie´e par p, si bien que le temps total de la me´thode
TLU sol. ve´rifie
TLU sol. = tH-LU + ptLU sol.. (3.3.10)
Cette dure´e de re´solution ne semble pas, a priori, trop e´leve´e. Toutefois cette me´thode
reste sujette a` des proble`mes de pre´cision duˆs a` un e´ventuel mauvais conditionnement de
la matrice Z.
Comparaison des trois me´thodes
Plac¸ons nous a` pre´sent dans le cas particulier du calcul de la SER monostatique dans
le cas de la sphe`re. Pour rappel, ce calcul ne´cessite de re´soudre le syste`me Z˜I = V , ou`
Z˜ est la matrice impe´dance dont nous avons l’habitude, V la matrice dont les colonnes
repre´sentent les vecteurs e(φ) avec φ ∈ [0, 360[ de´signant l’angle d’incidences de Einc, et I
la matrice de 360 colonnes a` de´terminer.
Nous assemblons la H-matrice Z˜ correspondant a` une sphe`re parfaitement conductrice
maille´e avec 18 294 DDLs, en utilisant la me´thode HCA avec εHCA = 10−4 et mT = 4. Nous
appliquons e´galement a` la H-matrice Z˜ une recompression par coarsening , avec εcoars. =
10−4. Nous re´solvons alors le syste`me de trois manie`res diffe´rentes :
• par GMRES, avec εGMRES = 10−4,
• par solveur direct H-LU avec εLU = 10−4,
• par GMRES pre´conditionne´, avec εGMRES = 10−4 et εpre´c. ∈ {10−1, 10−2, 10−3}.
Cela nous permet d’obtenir le tableau 3.3.3.
Ce tableau souligne les avantages et inconve´nients de chacune des me´thodes dans le
cas d’une re´solution multi second membre.
Tout d’abord en terme de temps, on constate que le GMRES est la me´thode de re´so-
lution la plus longue, tandis que le solveur H-LU direct est la technique la plus rapide.
Le pre´conditionnement acce´le`re effectivement le GMRES en fonction de la pre´cision de
εpre´c. choisie. Plus εpre´c. est fin, plus le temps par ite´ration est e´leve´ mais plus le nombre
d’ite´rations est faible. Le temps de de´composition H-LU intervient e´galement dans le
temps global de re´solution, mais comme cette de´composition n’a lieu qu’une fois, il semble
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GMRES H-LU GMRES pre´cond.
10−1 10−2 10−3
Temps d’assemblage (s) 854,912
Temps de recompression (s) 221,264
Temps de coarsening a` εpre´c. (s) ∅ ∅ 36,152 62,280 71,884
Temps de de´composition H-LU (s) ∅ 1622,080 124,800 353,768 852,980
Temps de GMRES (s) 109 164,62 ∅ 16 370,384 1684,504 1394,260
Temps de re´solution H-LU (s) ∅ 226,808 ∅ ∅ ∅
Temps total (s) 109 164,62 2048,888 16 532,192 2101,556 2320,428
Nombre d’ite´rations minimal 664 ∅ 48 3 2
Nombre d’ite´rations maximal 678 ∅ 53 4 2
Nombre d’ite´rations total 241 630 ∅ 17 993 1281 720
Nombre d’ite´rations moyen 671,19 ∅ 49,981 3,56 2
Temps moyen par ite´ration (s) 0,452 ∅ 0,910 1,315 1,937
Stockage de Z˜ (Mo) 819,51
Stockage de L˜U (Mo) ∅ 879,25 217,16 384,82 602,94
Couˆt me´moire total (Mo) 854,912 879,25 1036,7 1204,3 1422,5
Tableau 3.3.3 – Diffe´rentes me´thodes de re´solution pour le calcul de la SER monostatique.
plus avantageux de faire une de´composition H-LU avec εLU fin dans un cas multi second
membre.
En terme de stockage, la solution la plus avantageuse reste le GMRES, qui ne ne´cessite
que le stockage de la H-matrice Z˜. Le solveur direct H-LU est la me´thode la moins
avantageuse de ce point de vue. Dans le cas du GMRES pre´conditionne´, plus εpre´c. est fin,
plus la H-matrice L˜U est volumineuse.
Nous avons donc a` notre disposition plusieurs me´thodes de re´solution, chacune ayant
ses points forts et ses points faibles. Selon que notre objectif est d’occuper peu d’espace
me´moire, d’effectuer une re´solution rapide ou une re´solution qui soit affranchie des e´ven-
tuels proble`mes de conditionnement de la matrice, il est possible de trouver un compromis
parmi les me´thodes que nous avons pre´sente´es dans cette partie.
Conclusion du chapitre
Dans ce chapitre, nous avons dans un premier temps valide´ la me´thode de compression
ACA, puis nous avons pre´sente´ et valide´ la me´thode HCA, avant de nous attacher a` adapter
des me´thodes de re´solution connues au format H-matrice.
Si l’ACA a fait ses preuves, tant en terme de pre´cision que de complexite´ algorithmique,
cette me´thode de compression pre´sente l’inconve´nient de de´pendre d’une estimation de
l’erreur qui peut s’ave´rer errone´e dans certains cas. L’HCA pallie a` ces proble`mes, d’une
part en appliquant l’approximation en croix uniquement sur le noyau, et d’autre part en
se´parant les inte´grales doubles en inte´grales simples. Cette me´thode de compression est
donc a` la fois plus robuste et plus rapide que l’ACA, tout en offrant une pre´cision similaire
a` cette dernie`re dans les cas ou` l’ACA est robuste.
Nous pouvons re´soudre le syste`me Z˜j = e graˆce au solveur H-LU direct, dont le temps
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de re´alisation n’est pas soumis a` l’inconnue du nombre d’ite´rations, mais de´pend surtout
de la de´composition H-LU (son temps de re´alisation ainsi que le taux de compression de
la matrice re´sultante). Cependant ce solveur est gourmand en me´moire et tre`s sensible au
conditionnement du syste`me a` re´soudre. Le GMRES peut e´galement s’adapter au format
H-matrice mais est e´galement sensible au conditionnement du syste`me, ce qui peut en-
gendrer l’augmentation du nombre d’ite´rations ne´cessaires pour converger vers la solution.
Le pre´conditionnement H-LU permet de palier a` ce proble`me, en aidant le GMRES a`
converger en un nombre re´duit d’ite´rations.
Les outils e´tudie´s sont a` pre´sent valide´s, leur comportement e´tant conforme a` ce que
l’on pouvait en attendre sur les exemples canoniques que constituent le cylindre infini
et la sphe`re. Reste maintenant a` de´terminer si ces re´sultats sont reproductibles sur des




Application des H-matrices a` des
exemples non-canoniques
Dans les chapitres pre´ce´dents, nous avons pu voir que le format H-matrice permet
d’assembler une approximation de la matrice impe´dance de fac¸on rapide et compresse´e, et
a` pre´cision controˆle´e. Nous avons pu mettre a` l’e´preuve les me´thodes de´veloppe´es sur des
cas de re´fe´rences qui nous ont e´te´ utiles pour en valider la pre´cision. Cependant, ces cas
ne sont pas a` l’image des applications concre`tes que l’on peut rencontrer dans l’industrie.
En particulier, dans le domaine ae´ronautique, il est fre´quent de devoir effectuer des
calculs de SER sur des objets e´lectriquement grands. Nous traiterons donc le cas d’un avion
maille´ par la des e´le´ments finis de frontie`re de type RWG [38], ce qui sera l’occasion pour
nous d’appliquer quelques re´sultats de calcul paralle`le.
De meˆme, les surfaces rugueuses constituent un domaine d’e´tude foisonnant et des cas
d’application inte´ressants. En effet, leur ge´ome´trie complexe permet de tester les limites
des me´thodes utilise´es. Ces surfaces ne´cessitent un maillage fin pour eˆtre fide`lement repre´-
sente´es, et les matrices impe´dances re´sultantes, en plus d’eˆtre denses, sont ge´ne´ralement
mal conditionne´es. Ceci rend le syste`me line´aire Zj = e difficile a` re´soudre a` pre´cision
raisonnable. Nous appliquerons donc le format H-matrice a` des surfaces de Weierstrass,
cas particuliers de surfaces rugueuses, que nous e´tudierons d’abord en dimension 2 avant
de traiter quelques exemples en dimension 3.
Pour finir, nous verrons que les matrices hie´rarchiques et les me´thodes de compression
pre´ce´demment e´tudie´es peuvent s’appliquer a` des proble`mes autres que la diffraction d’une
onde. C’est le cas des PCFs, dont la the´orie repose sur les e´quations de Maxwell et les
e´quations inte´grales, et sur lesquelles nous appliquerons certaines des me´thodes pre´ce´dem-
ment e´tudie´es.
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4.1 Calcul de la diffraction par un avion sur architecture a`
me´moire partage´e
L’ae´ronautique est un domaine d’application courant en mode´lisation e´lectromagne´-
tique. En particulier, il est fre´quent de calculer la SER bistatique d’un avion dans le cadre
de la te´le´de´tection radar. Dans cette section, nous utiliserons les H-matrices pour effectuer
un calcul de SER bistatique d’un avion comportant un grand nombre de DDLs. Nous en
profiterons pour appliquer au solveur ite´ratif (GMRES), et en particulier a` la multiplica-
tion H-matrice-vecteur, quelques principes de calcul paralle`le sur architecture a` me´moire
partage´e (cf. annexe C).
4.1.1 H-matrices et calcul paralle`le
Dans le format H-matrice, chaque bloc matriciel est conside´re´ inde´pendamment des
autres, qu’il soit ou non compresse´. Nous rappelons par ailleurs que la grande majorite´ des
algorithmes traitant les H-matrices sont re´cursifs ; chaque bloc est traite´ s’il est une feuille
de l’arbre quaternaire contenant la structure hie´rarchique repre´sentant la H-matrice. En
cela, certaines des ope´rations lie´es aux H-matrices semblent pouvoir eˆtre paralle´lise´es de
fac¸on directe et portable. Ce devrait eˆtre plus particulie`rement le cas pour l’algorithme
d’assemblage d’une H-matrice, dans lequel chaque bloc est construit inde´pendamment des
autres. De tels travaux ont d’ailleurs de´ja` e´te´ mene´s dans le cadre de la the`se de Benoˆıt
Lize´ [39]. Cet aspect de l’optimisation logicielle n’e´tant pas au cœur de nos travaux, les
taˆches de paralle´lisation effectue´es ici en resteront au stade de l’e´bauche.
Conside´rons une routine operation quelconque traitant chacun des blocs matriciels
inde´pendamment des autres dans une H-matrice. En premie`re approche, la mise en paral-
le`le de cette routine consiste a` cre´er une liste des feuilles L(b) de la H-matrice repre´sente´e
par son block cluster tree b. Cette liste sera parcourue de fac¸on plus simple par les diffe´rents
processeurs que si les blocs e´taient maintenus dans une structure arborescente. Une fois
cette liste de´finie, il suffit alors de faire une boucle sur ses e´le´ments.
Cette boucle paralle`le re´partit les blocs a` traiter de fac¸on a` ce que les processeurs
soient continuellement occupe´s. De`s qu’un processeur a termine´ de traiter un bloc, il peut
commencer a` ge´rer le prochain bloc non encore traite´ par les autres processeurs, et ainsi
de suite, jusqu’a` ce que tous les blocs soient traite´s.
Nous pouvons ge´ne´raliser cette approche comme indique´ dans l’algorithme 4.1.1.
Algorithme 4.1.1 Paralle´lisation d’une ope´ration se´quentielle sur une H-matrice.
1: procedure parallel operation(L(b),ε)
2: for b′ ∈ L(b) do . Boucle paralle`le re´partie sur tous les processeurs.
3: call operation(b′, ε)
4: end for
5: end procedure
Cependant cette simplicite´ de mise en œuvre ne se refle`te pas ne´cessairement sur les
re´sultats obtenus. En particulier, il est difficile d’e´valuer le temps de communication entre
les processeurs selon l’ope´ration traite´e. Ce temps sera pourtant le premier responsable
d’une perte en efficacite´ d’un programme paralle´lise´ sur architecture partage´e.
Dans un premier temps nous appliquerons l’algorithme 4.1.1 au cas de l’assemblage,
et nous discuterons de possibles voies d’ame´lioration des re´sultats obtenus. Nous nous
pencherons ensuite sur le cas, a priori plus complexe, de la multiplication H-matrice-
vecteur, pour lequel certaines donne´es de sorties de´pendent les unes des autres.
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Paralle´lisation de l’assemblage
Dans une H-matrice, chaque bloc matriciel est absolument inde´pendant des autres
blocs de laH-matrice. L’algorithme 4.1.1 semble donc tout indique´ pour la mise en paralle`le
de cette ope´ration. Toutefois, en appliquant a` l’assemblage le principe de l’algorithme 4.1.1,
les re´sultats obtenus ont e´te´ de´cevants.
Pour l’illustrer, prenons le cas d’une sphe`re maille´e avec n = 69930 DDLs et assemblons
la H-matrice Z˜ d’une part re´cursivement (comme de´crit dans l’algorithme 2.4.1) et d’autre
part en paralle´lisant le processus selon l’algorithme 4.1.1.
On observe alors les temps d’assemblages et les efficacite´s correspondantes dans le
tableau 4.1.1.
Re´cursif Paralle`le
1 2 4 8 16
Temps (s) 2876,894 2314,717 2552,149 2326,132 2207,233 2615,876




) ∅ 1 0,651 698 0,310 718 0,140 906 0,077 298
Tableau 4.1.1 – Dure´e et efficacite´ de la paralle´lisation de l’assemblage d’uneH-matrice en fonction
du nombre de processeurs utilise´s.
On rappelle que l’efficacite´ d’un code paralle`le effectue´ sur un nombre nproc. de pro-
cesseur se mesure par comparaison avec le meˆme code effectue´ sur un seul processeur (ou
algorithme se´quentiel). Par de´finition de l’acce´le´ration et de l’efficacite´ d’une taˆche paral-
le`le (cf. annexe C), on conside`re que la paralle´lisation d’un code est optimale si a = nproc.
et e = 1.
La donne´e du temps d’assemblage re´cursif n’est pre´cise´e qu’a` titre indicatif, et permet
de ve´rifier, par comparaison avec le cas se´quentiel (nproc. = 1), que le parcours d’une liste
de blocs est moins complexe et plus rapide que celui d’un block cluster tree.
Les re´sultats obtenus au tableau 4.1.1 sont donc peu satisfaisants. Ils sont probablement
dus a` des acce`s concurrents des diffe´rents processeurs aux donne´es du maillage. En effet, le
maillage est ge´ne´re´ en amont de l’assemblage par un unique processeur, et son emplacement
doit ensuite eˆtre atteint par tous les processeurs au moment de l’assemblage. Nous pouvons
supposer que ceci provoque des concurrences dans les communications entre les divers
processeurs, ce qui a pour conse´quence d’allonger conside´rablement le temps d’assemblage
d’un bloc donne´ a` mesure que le nombre de processeurs augmente.
Pour reme´dier a` ce proble`me, il conviendrait d’ordonnancer les ope´rations, et en par-
ticulier les acce`s me´moire, afin d’ame´liorer les performances de cet assemblage paralle`le.
Une autre possibilite´ serait de construire une copie du maillage locale a` chaque processeur.
Ces deux pistes d’ame´liorations sont en cours d’investigation.
Application au produit H-matrice-vecteur
Le produit H-matrice-vecteur est une ope´ration le´ge`rement plus complexe que l’assem-
blage et la somme arrondie. En effet, la donne´e de sortie (le vecteur re´sultant) est modifie´e
a` plusieurs reprises. Pour l’illustrer, reprenons la sche´matisation de cette ope´ration dans
le cas d’une H-matrice a` deux niveaux de hie´rarchie (cf. figure 4.1.1). Nous utiliserons un
symbole “prime” pour les objets correspondants au niveau 2 de la hie´rarchie.
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Figure 4.1.1 – Produit H-matrice-vecteur pour une H-matrice a` deux niveaux de hie´rarchie.
Cette ope´ration est alors e´quivalente, au niveau 1 de hie´rarchie, aux deux e´tapes
y1 ← y1 + A˜12x2, (4.1.1)
y2 ← y2 + A˜21x1, (4.1.2)
et au niveau 2,
y′1 ← y′1 + A˜′11x′1 + A˜′12x′2, (4.1.3)
y′2 ← y′2 + A˜′21x′1 + A˜′22x′2, (4.1.4)
y′3 ← y′3 + A˜′33x′3 + A˜′34x′4, (4.1.5)
y′4 ← y′4 + A˜′43x′3 + A˜′44x′4. (4.1.6)
On compte donc un total de six e´tapes, correspondant a` dix produits H-matrice-
vecteur, chacun suivi d’une somme du vecteur re´sultant a` une partie du vecteur de sortie.
Ainsi le vecteur y1 par exemple sera modifie´ a` plusieurs reprises, que ce soit au niveau 1
ou au niveau de ses sous-vecteurs y′1 et y′2, meˆme si chacun des blocs de la H-matrice ne
sera conside´re´ qu’une fois.
Cette situation peut alors cre´er des conflits si la somme sur une meˆme partie du vecteur
de sortie est effectue´e simultane´ment par deux processeurs diffe´rents.
Il existe alors deux strate´gies. La premie`re consiste a` utiliser une directive qui empeˆche
deux sommes de s’effectuer simultane´ment (critical). Cette me´thode a l’avantage d’eˆtre
simple a` mettre en place, conjointement avec l’algorithme 4.1.1. Cependant cette approche
n’est pas la plus efficace, puisqu’a` aucun moment deux sommes ne pourront se faire au
meˆme moment, et ce meˆme si elles n’affectent pas la meˆme partie du vecteur de sortie.
Il convient alors de traiter le proble`me sous un autre angle, en ordonnant les ope´rations
de telle manie`re que toutes les ope´rations ayant un impact sur une partie donne´e du vecteur
de sortie soient traite´es par le meˆme processeur.
En pratique, cela implique de hie´rarchiser la liste L(b) en sous-listes prenant en compte
a` la fois le niveau de hie´rarchie auquel appartient chaque feuille, et la ligne du vecteur
re´sultant affecte´e par cette feuille. Ainsi, on peut de´finir
• pour un niveau l donne´, la liste de blocs
Ll(b) = {b′ ∈ L(b) | depth(b′) = l}, (4.1.7)
• pour un niveau l et un indice de ligne r donne´s, la liste de blocs
Ll,r(b) = {b′ ∈ Ll(b) | r est la premie`re ligne de b′}. (4.1.8)
Ainsi Ll(b) correspond a` la liste de tous les blocs situe´s au niveau l de la H-matrice,
et Ll,r(b) ⊂ Ll(b) constitue la liste de tous les blocs du niveau l dont la premie`re ligne est
d’indice r.
La paralle´lisation du produit H-matrice-vecteur a alors lieu au niveau de chaque ligne
r de chaque niveau l, comme indique´ dans l’algorithme 4.1.2.
96
4.1. Calcul de la diffraction par un avion sur architecture a` me´moire partage´e
Algorithme 4.1.2 Paralle´lisation du produit H-matrice-vecteur.
1: procedure parallel hmat vect(A˜,L(b),x,y)
2: for l do . Pour tous les niveaux de profondeur de hie´rarchie.
3: for r do . Pour toutes les lignes de de´part des feuilles du niveau l (boucle
paralle`le).
4: for b′ ∈ Ll,r(b) do
5: call hmat vect(A˜|b′ ,x|b′ ,y′)





Par cette organisation, nous nous assurons que chacune des parties du vecteur re´sultant
ne peut eˆtre modifie´e simultane´ment par deux processeurs. Ne´anmoins cette me´thode pre´-
sente le risque d’une perte d’efficacite´ due au phe´nome`ne de latence, puisqu’il est probable
que tous les processeurs ne soient pas occupe´s au meˆme moment, en particulier pour les
niveaux de hie´rarchisation les plus bas.
Pour e´valuer les performances de cette paralle´lisation, nous avons applique´ la multi-
plication H-matrice-vecteur paralle´lise´e a` une H-matrice correspondant au proble`me de la
sphe`re et applique´e pour diffe´rents nombres de processeurs. La figure 4.1.2 donne d’une
part le temps de re´alisation de 100 produits H-matrice-vecteurs pour divers nombres de


























Figure 4.1.2 – Temps et efficacite´ de 100 produits H-matrice-vecteur en fonction du nombre de
processeurs utilise´s.
Cette figure nous permet de constater une extensibilite´ correcte de la paralle´lisation
pour le produit H-matrice-vecteur. En effet, on remarque que plus il y a de processeurs
utilise´s, plus le temps de re´alisation de cette ope´ration est rapide. Par ailleurs, l’efficacite´
est relativement haute (entre 0,7 et 0,8) pour 2 et 4 processeurs. Elle est certes moins
bonne pour 8 et 16 processeurs, mais demeure au dessus de 0,5 pour 8 processeurs. Enfin,
nous pouvons noter que pour une ge´ome´trie donne´e (ici la sphe`re de re´fe´rence), le nombre
de DDLs conside´re´s ne modifie pas l’efficacite´ de l’algorithme paralle`le.
Le produit H-matrice-vecteur ainsi ordonnance´ est donc un bon candidat a` la paralle´-
lisation, ce qui nous permettra par la suite d’adapter le solveur ite´ratif GMRES au calcul
paralle`le.
Pour conclure, si la mise en paralle`le des ope´rations sur les H-matrices peut paraˆıtre
relativement aise´e, il ne faut pas ne´gliger les limitations du calcul paralle`le en architecture
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partage´e. En particulier, le temps utilise´ par la communication entre processeurs peut nuire
grandement a` l’efficacite´ de la paralle´lisation. Il est e´galement important de se me´fier des
possibles modifications d’une donne´e de sortie par diffe´rents processeurs en simultane´.
En attendant de pouvoir effectuer les ame´liorations ne´cessaires a` l’optimisation de
l’assemblage paralle`le, nous limiterons la paralle´lisation de nos ope´rations au produit H-
matrice-vecteur.
4.1.2 Re´solution d’un proble`me e´lectriquement grand
Afin d’e´prouver le produit H-matrice-vecteur paralle`le, nous conside´rons le cas d’un
avion, suppose´ parfaitement me´tallique, avec 77 190 DDLs. Cet objet est repre´sente´ en
figure 4.1.3.
Figure 4.1.3 – Avion discre´tise´ en surface avec 77 190 DDLs.
Nous allons effectuer le calcul de la SER bistatique de cet avion a` la fre´quence de
travail f = 0,6 GHz, soit une longueur d’onde λ ≈ 0,5 m. Les statistiques du maillage sont
alors les suivantes :
• longueur de l’areˆte la plus longue : lmax. = 4,29× 10−2 m < λ10 ;
• longueur de l’areˆte la plus courte : lmin. = 1,32× 10−4 m ;
• longueur moyenne des areˆtes du maillage : lmoy. = 9,85× 10−3 m.
Pour ce faire, nous assemblons la matrice Z˜ par HCA, avec εHCA = 10−4. Nous re´solvons
ensuite le syste`me Z˜j = e par GMRES (εGMRES = 10−2) en remplac¸ant les produits H-
matrice-vecteur classiques par leur pendant paralle`le (cf. algorithme 4.1.2). La figure 4.1.4
repre´sente alors la SER bistatique obtenue dans le plan d’incidence φ = 0°.
Le tableau 4.1.2 re´sume quant a` lui les performances de la re´solution, avec ou sans
paralle´lisation.
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Figure 4.1.4 – SER bistatique de l’avion discre´tise´ en surface avec 77 190 DDLs (φ = 0°).
Re´cursif Paralle`le
1 2 4 8 16
Temps (s) 16 861,539 12 353,780 9146,622 6779,494 5724,984 5004,706




) ∅ 1 0,670 96 0,456 66 0,270 39 0,154 65
Tableau 4.1.2 – Performances de la re´solution ite´rative paralle`le (cas de l’avion a` 77 190 DDLs).
Les performances des re´solutions paralle`les sont moins bonnes que celles d’une multi-
plication H-matrice-vecteur seule, ce qui est un re´sultat pre´visible. En effet, bien que le
solveur GMRES repose essentiellement sur des produits H-matrice-vecteurs, il reste une
partie non ne´gligeable de cet algorithme qui n’est pas paralle´lise´e. Notons toutefois que
le temps de re´solution le plus court est celui correspondant a` une paralle´lisation sur 16
processeurs, meˆme si la valeur de son efficacite´ est faible.
La paralle´lisation de certaines ope´rations de l’arithme´tique des H-matrices peut donc
sembler inte´ressante et a` premie`re vue aise´e a` imple´menter, notamment graˆce a` des di-
rectives OpenMP ; toutefois, le format H-matrice n’est pas e´pargne´ par les limitations
intrinse`ques du calcul paralle`le sur me´moire partage´e. En particulier, il faut bien veiller a`
ge´rer les acce`s me´moire des processeurs mis en jeu afin qu’il ne se fassent pas concurrence,
diminuant alors l’extensibilite´ de l’algorithme paralle`le. L’ordonnancement des taˆches doit
donc eˆtre effectue´, comme nous avons pu le tester sur le produit H-matrice-vecteur qui
nous a ensuite permis d’acce´le´rer la re´solution ite´rative d’un proble`me concret comportant
un grand nombre de DDLs.
Pour des nombres de DDLs plus e´leve´s, une re´solution ite´rative n’est pas envisageable
sans pre´conditionnement. Or la cre´ation du pre´conditionneur demeure la partie la plus
couˆteuse de la re´solution. Il deviendra alors primordial, de parvenir a` une paralle´lisation
de la de´compositionH-LU afin de pouvoir re´duire le temps global de la re´solution ite´rative.
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4.2 Diffraction par une surface rugueuse
La mode´lisation de la diffraction d’une onde e´lectromagne´tique par une surface ru-
gueuse est un domaine de recherche tre`s e´tudie´. Elle permet notamment de conside´rer la
diffraction d’ondes sur des surfaces au profil ale´atoire, tel que la surface d’une e´tendue
d’eau (mer, oce´an) ou encore d’une foreˆt. La re´solution d’un proble`me de diffraction par
une telle surface est nume´riquement difficile a` re´soudre de par le caracte`re multi-e´chelle
(fractal) des ge´ome´tries a` traiter. Ce type de surfaces est donc inte´ressant car il offre une
grande varie´te´ de configurations, dont certaines permettent de jauger les limites d’une
formulation.
En particulier, il est possible de distinguer d’une part les surfaces rugueuses pe´riodiques,
et d’autre part les surfaces rugueuses a` profil ale´atoire [40]. Si les premie`res peuvent eˆtre
de´finies par des fonctions pe´riodiques a` diverses e´chelles, seules certaines caracte´ristiques
statistiques sont connues dans le cas des surfaces rugueuses ale´atoires. Ces dernie`res per-
mettent toutefois d’approcher plus fide`lement les sce`nes naturelles (sols, ve´ge´tation, surface
de la mer, etc.).
Il est e´galement possible de de´finir des surfaces rugueuses de fac¸on de´terministe, sans
qu’elles soient ne´cessairement pe´riodiques. Les surfaces de Weierstrass re´pondent notam-
ment a` cette description, et permettent d’obtenir des profils ge´ome´triquement complexes,
re´gle´s selon divers parame`tres.
Dans un premier temps, nous e´tudierons quelques surfaces de Weierstrass suppose´es
invariantes par translation selon l’axe uz, donc en dimension 2. Nous verrons notamment
comment les parame`tres qui de´finissent ces surfaces agissent sur leur ge´ome´trie, ainsi que
sur la ne´cessite´ de compresser la matrice impe´dance Z d’une telle surface. Nous pourrons
ainsi re´soudre le syste`me Z˜j = e graˆce aux diverses me´thodes de´veloppe´es pre´ce´demment.
Nous ge´ne´raliserons ensuite cette e´tude au cas de surfaces de Weierstrass en dimension 3.
4.2.1 Cas des surfaces de Weierstrass 2D
De´finition en dimension 2
Nous conside´rons ici le cas d’une surface (line´ique) de Weierstrass (2D) [41, 42], sup-
pose´e invariante par translation selon uz et dont les points (x, y) ∈ R2 sont de´finis pour
x ∈ [0, l] par








• l : longueur de la surface ;
• h : hauteur de la surface ;
• n1 : e´chelle minimale (en ge´ne´ral, n1 = 0 ou 1) ;
• n2 : e´chelle maximale ;
• b : lacunarite´ de la surface fractale ;
• Df : dimension fractale telle que H = 2−Df .
Chacun de ces parame`tres agit diffe´remment sur l’allure de la surface de Weierstrass.
Influence des divers parame`tres
Plac¸ons nous a` la fre´quence de travail f = 3 GHz (λ ' 0,1 m), et posons n1 = 1, b = 2,
l = 0,5 m ' 5λ et h = 0,1 m ' λ. On peut alors observer l’influence des parame`tres n2 et
Df sur l’allure de la surface de Weierstrass en figure 4.2.1.
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(a) Cas no 1 : n2 = 10, Df = 1.25
(b) Cas no 2 : n2 = 5, Df = 1.5 (c) Cas no 3 : n2 = 15, Df = 1.5
(d) Cas no 4 : n2 = 5, Df = 1.75 (e) Cas no 5 : n2 = 15, Df = 1.75
Figure 4.2.1 – Influence des parame`tres n2 et Df sur l’allure d’une surface de Weierstrass.
Nous remarquons en particulier que plus le nombre d’e´chelles ne = n2 − n1 + 1 est
e´leve´, plus la surface rugueuse comporte de de´tails fins. Par ailleurs, plus la dimension
fractale Df est proche de 2, plus l’amplitude des diverses e´chelles est e´leve´e, augmentant
alors la longueur effective leff. de la surface.
Ainsi, plus H est petit (en valeur absolue), plus la surface ne´cessite une discre´tisation
fine. Il en est de meˆme pour le parame`tre n2 a` n1 fixe´.
Choix du pas de discre´tisation
Remarquons que,
• si Df = 2 et n1 = n2 = 1, alors W2D(x) = h cos(4pix), le profil de la surface est alors
purement sinuso¨ıdal ;
• si de plus b = 0, alors W2D(x) = h et la surface de Weierstrass devient une plaque
lisse.
Dans le cas de la plaque, la surface est de longueur effective leff. = l = 5λ. La re`gle d’un
pas de maillage p = λ/10 est alors suffisante pour de´crire la ge´ome´trie de cette surface
parfaitement lisse, puisque deux points suffisent a` mode´liser un segment.
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En revanche, dans le cas d’un profil sinuso¨ıdal, il peut eˆtre ne´cessaire d’avoir un pas de
discre´tisation plus fin pour de´crire pre´cise´ment la ge´ome´trie, en fonction de la tole´rance ε
accepte´e sur l’erreur relative.
L’e´tude du profil sinuso¨ıdal est inte´ressante car elle permet de de´terminer le pas de
discre´tisation ne´cessaire pour obtenir des re´sultats a` une pre´cision ε donne´e. Le nombre
de DDLs nε permettant d’avoir la pre´cision ε de´sire´e peut s’e´crire en fonction du nombre
d’e´chelles ne = n2 − n1 + 1 et de la lacunarite´ b (qui de´finit la pe´riodicite´ de la surface),
selon la formule empirique
nε = bne lε, (4.2.2)
ou` lε repre´sente le nombre de DDLs ne´cessaires pour approcher une surface sinuso¨ıdale
avec une erreur infe´rieure a` ε.
Pour de´terminer la valeur de lε selon la pre´cision souhaite´e, nous avons conside´re´ la
surface sinuso¨ıdale que nous avons maille´e avec diffe´rents nombres de segments et nous
avons re´solu le syste`me plein Zj = e. Nous en avons de´duit la SER bistatique. En prenant
pour re´fe´rence une discre´tisation de 20 000 DDLs (lε = 10 000), nous avons alors calcule´
l’erreur relative sur la SER bistatique en fonction de la discre´tisation. La figure 4.2.2
repre´sente cette SER bistatique pour plusieurs valeurs de lε tandis que la figure 4.2.3










ou` σ de´signe le vecteur de Rnθ contenant l’e´valuation de la SER bistatique pour n valeurs
diffe´rentes de θ, σre´f. e´tant la solution de re´fe´rence (ici, nθ = 360).



















Figure 4.2.2 – SER bistatique pour diffe´-
rentes valeurs de lε.


















Figure 4.2.3 – Erreur sur la SER bistatique
en fonction de nε.
La figure 4.2.2 permet de de´terminer le nombre de segments ne´cessaires pour mailler
une e´chelle de sinus avec un pas suffisamment fin pour que la SER bistatique soit fide`le a`
la physique. On constate notamment que cette SER converge vers la SER calcule´e avec lε
= 10 000 (soit 20 000 DDLs). En particulier, les cas lε = 50 et lε = 100 semblent permettre
une repre´sentation de la SER suffisamment pre´cise pour que les courbes soient quasiment
confondues.
La figure 4.2.3 indique plus pre´cise´ment l’erreur relative entre le cas de re´fe´rence et les
diffe´rents cas traite´s. Il s’agit d’une erreur proprotionnelle a` 1nε . En particulier, on a une
erreur relative sur la SER d’environ 2,66× 10−2 pour lε = 50, et de 1,34× 10−2 pour lε
= 100.
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Dans la suite, nous conside´rerons qu’une erreur ε de l’ordre de 10−2 est acceptable, et
nous prendrons lε = 100. Nous appliquerons la formule (4.2.2) pour de´terminer le nombre
de DDLs ne´cessaires a` mailler la surface de Weierstrass en nous assurant une erreur de
l’ordre de ε par rapport a` la physique.
Conside´rons les surfaces de Weierstrass, de´finies dans le tableau 4.2.1 par leurs para-
me`tres et leur nombre de DDLs (nous aurons dans tous les cas n1 = 1, b = 2, l = 0,5 m ' 5λ
et h = 0,1 m ' λ).
Cas n2 Df Nombre de DDLs
Cas no 1 10 1,25 102 400
Cas no 2 5 1,5 3200
Cas no 3 15 1,5 3 276 800
Cas no 4 5 1,75 3200
Cas no 5 15 1,75 3 276 800
Tableau 4.2.1 – De´finition des exemples de surfaces de Weierstrass traite´s.
Les cas nos 1 a` 5 sont repre´sente´s a` la figure 4.2.1.
4.2.2 Application du format H-matrice au cas d’une surface de Weiers-
trass 2D
Pour rappel, nous disposons d’une RAM de 192 Go. Les cas nos 3 et 5 ne´cessitent un
nombre de DDLs trop e´leve´ pour que nous puissions construire la matrice impe´dance Z
pleine. Il est donc ne´cessaire d’utiliser une me´thode de compression. Il nous est toutefois
possible de construire la matrice impe´dance pleine dans le cas des surfaces de Weierstrass
nos 1, 2 et 4.
Performances des me´thodes de compression
Conside´rons d’abord le cas no 1 et construisons la matrice Z pleine et la H-matrice
Z˜ correspondante. Nous pouvons alors re´soudre les syste`mes Zjre´f. = e et Z˜j = e, puis
comparer les vecteurs solutions j et jre´f. pour diffe´rentes valeurs de εre´s..
Nous assemblons les H-matrices par HCA avec εHCA = 10−mT pour mT ∈ J2, 4K. Pour
la re´solution, nous utilisons l’algorithme GMRES avec εGMRES = 10−4. Les performances
de l’HCA et de la re´solution ite´rative sont alors disponibles dans le tableau 4.2.2.
Dans ce tableau, la donne´e du re´sidu nous permet de ve´rifier la convergence de l’algo-
rithme GMRES, qui est atteinte dans tous les cas puisque ce re´sidu est toujours infe´rieur
a` εGMRES = 10−4.
Les temps d’assemblage des H-matrices Z˜ sont, quelle que soit la valeur de εHCA,
drastiquement infe´rieurs au temps d’assemblage de la matrice Z. Par exemple, le temps
d’assemblage de Z˜ pour εHCA = 10−4 repre´sente 0.42% du temps d’assemblage de la matrice
Z pleine. Nous pouvons faire un constat similaire pour le temps de re´solution qui, pour
εHCA = 10−4, repre´sente 1.33% du temps de re´solution obtenu dans le cas du syste`me plein.
Ces temps sont e´videmment d’autant plus courts que la pre´cision εHCA est grossie`re.
Les temps de re´solution du syste`me de´pendent doublement de εHCA, d’une part parce
qu’une pre´cision fine augmente le temps d’une ite´ration de GMRES, et d’autre part parce
qu’une pre´cision grossie`re de´grade le syste`me a` re´soudre et ne´cessite donc plus d’ite´rations
pour parvenir a` convergence.
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Sans HCA
compression εHCA = 10−2 εHCA = 10−3 εHCA = 10−4
Temps d’assemblage (s) 15 012,252 63,224 82,608 101,072
Temps de re´solution (s) 5422,228 64,168 62,044 71,928
Temps total (s) 20 434,48 127,392 144,652 173,0
Nombre d’ite´rations 199 218 200 199
Temps par ite´ration (s) 27,247 0,294 0,310 0,361
Stockage de Z / Z˜ (Go) 167,772 0,287 0,393 0,521
Erreur sur la SER ∅ 4,18× 10−3 1,20× 10−4 1,48× 10−5
Re´sidu 9,99× 10−5 9,98× 10−5 9,87× 10−5 9,99× 10−5
Tableau 4.2.2 – Performances de la compression HCA dans le cas no 1 pour diffe´rentes valeurs de
εHCA (εGMRES = 10−4).
La pre´cision εHCA agit e´galement sur l’erreur relative constate´e sur la SER bistatique,
qui est d’autant plus faible que la pre´cision εHCA est fine, tout en e´tant toujours strictement
infe´rieure a` εHCA. Nous pouvons d’ailleurs visualiser l’allure de cette SER bistatique en
figure 4.2.4, sur laquelle seule la pre´cision εHCA = 10−2 semble tre`s le´ge`rement diffe´rente
de la SER de la matrice pleine.


















Figure 4.2.4 – SER bistatique de la surface de Weierstrass no 3 pour plusieurs valeurs de εHCA.
Enfin, la pre´cision εHCA a une influence sur la me´moire vive (en anglais Random Access
Memory, note´e RAM) utilise´e pour le stockage de la H-matrice Z˜, qui reste ne´gligeable
face au stockage de la matrice Z pleine puisqu’elle est d’au plus 0.31% de ce dernier.
Cette e´tude nous permet de valider l’utilisation de l’HCA en tant que me´thode de
compression dans le cas des surfaces de Weierstrass. Dans la suite nous utiliserons cette
me´thode et nous fixerons εHCA = 10−4.
Influence de la complexite´ de la surface de Weierstrass
Traitons par compression HCA les cas nos 2 a` 5. Nous rappelons que l’e´tude s’effectue
a` une fre´quence f = 3 GHz, soit une longueur d’onde λ ≈ 0,1 m. Par ailleurs, pour les cas
104
4.2. Diffraction par une surface rugueuse
nos 3 et 5, nous avons les parame`tres l ≈ 5λ, h ≈ λ, b = 2, n1 = 1 et n2 = 15. Dans
les quatre cas, nous utiliserons nε = 3 276 800 DDLs, correspondant au nombre de DDLs
indique´ pour les cas nos 3 et 5, afin de comparer e´quitablement les temps d’assemblage et
la RAM utilise´e (cf. tableau 4.2.3).
Cas no 2 Cas no 3 Cas no 4 Cas no 5
n2 5 15 5 15
Df 1,5 1,5 1,75 1,75
Temps d’assemblage (s) 3299,58 8021,10 4231,56 14 585,3
Stockage de Z˜ (Go) 18,23 36,34 21,64 55,28
Tableau 4.2.3 – Performances de la compression par HCA pour les surfaces de Weierstrass nos 2 a` 5
(εHCA = 10−4)
Nous constatons que l’allure plus ou moins ge´ome´triquement complexe des quatre
surfaces e´tudie´es se re´percute a` la fois sur le temps d’assemblage et sur la RAM de la
H-matrice Z˜. En effet, plus n2 ou Df est e´leve´, plus la H-matrice Z˜ est couˆteuse, que ce
soit en terme de temps d’assemblage ou de RAM ne´cessaire a` son stockage.
Comparaison des diffe´rentes me´thodes de re´solution
Une fois l’assemblage de la H-matrice Z˜ effectue´, il est possible de comparer les dif-
fe´rents solveurs e´tudie´s au chapitre 3. Nous effectuerons cette comparaison en particulier
pour les cas nos 3 et 5 qui ne´cessitent un grand nombre de DDLs (nε = 3 276 800).
GMRES. Dans un premier temps, nous re´solvons le syste`me par GMRES avec εGMRES
= 10−4. Les performances de cette re´solution sont re´sume´es dans le tableau 4.2.4.
Cas no 3 Cas no 5
(Df = 1.5) (Df = 1.75)
Temps d’assemblage (s) 8021,10 14 585,3
Temps de GMRES (s) 49 135,98 2 892 889
Temps total (s) 57 157,08 2 907 474
Nombre d’ite´rations 1808 54 349
Temps par ite´ration (s) 27,177 56,338
Stockage de Z˜ (Go) 36,34 55,28
Tableau 4.2.4 – Performances du solveur ite´ratif GMRES pour les surfaces de Weierstrass nos 3 et 5
(εHCA = 10−4 et εGMRES = 10−4).
La re´solution par GMRES a l’avantage de ne solliciter que la RAM ne´cessaire au
stockage de laH-matrice Z˜. Cependant le temps de re´solution de´pend fortement du nombre
d’ite´rations ne´cessaires pour atteindre la convergence, qui peut eˆtre e´leve´, comme c’est le
cas pour les surfaces nos 3 et 5. Par ailleurs, avec un nombre de DDLs aussi important (nε
= 3 276 800), le temps d’une ite´ration unique est e´galement e´leve´, ce qui incite a` tenter de
re´duire ce nombre d’ite´rations autant que possible.
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La comparaison des cas nos 3 et 5 nous permet de constater que l’augmentation du
parame`tre Df implique e´galement une de´gradation de la re´solution ite´rative, puisque le
cas no 5 ne´cessite beaucoup plus d’ite´rations que le no 3 pour parvenir a` convergence. Par
ailleurs le temps d’une ite´ration est logiquement plus long pour le cas no 5, a` nombre de
DDLs e´gal, comme le laissait pre´sager le tableau 4.2.3, et en particulier la RAM utilise´e
pour le stockage de Z˜, plus important dans le cas no 5 que dans le cas no 3. La re´solution
par GMRES est donc d’autant plus proble´matique que la surface est ge´ome´triquement
complexe.
Dans la suite, nous e´valuerons la pre´cision des me´thodes e´tudie´es en prenant pour
re´fe´rence la SER bistatique obtenue par re´solution GMRES.
Solveur direct H-LU . Une autre strate´gie consiste en re´soudre notre syste`me en utili-
sant le solveur direct H-LU de´veloppe´ en partie 2.5.4.
Nous pouvons observer les performances de cette me´thode dans le tableau 4.2.5.
Cas no 3 Cas no 5
(Df = 1.5) (Df = 1.75)
Temps d’assemblage (s) 8021,10 14 585,3
Temps de de´composition H-LU (s) 11 957,50 28 781,6
Temps de re´solution H-LU (s) 18,872 42,284
Temps total (s) 19 997,472 43 409,3
Stockage de L˜U (Go) 39,040 59,186
Re´sidu 7,26× 10−5 1,94× 10−4
Erreur par rapport au GMRES 1,14× 10−4 3,71× 10−5
Tableau 4.2.5 – Performances du solveur direct H-LU pour les surfaces de Weierstrass nos 3 et 5
(εHCA =10−4 et εLU =10−4).
Ici, le temps de re´solution de´pend surtout du temps de de´compositionH-LU . Ce solveur
est plus rapide que le GMRES, que ce soit dans le cas no 3 ou le cas no 5. La H-matrice
Z˜ est e´crase´e et laisse place a` la H-matrice L˜U contenant la de´composition H-LU de Z˜.
La RAM utilise´e est alors le´ge`rement supe´rieure a` la RAM ne´cessaire au stockage de Z˜.
La comparaison des cas nos 3 et 5 nous permet de constater que le couˆt du solveur
directH-LU est moins sensible a` la complexite´ de la ge´ome´trie traite´e que ne l’est le solveur
ite´ratif GMRES. Le rapport entre le temps d’assemblage et le temps de de´composition H-
LU est toutefois plus important dans le cas no 3 (67%) que dans le cas no 5 (50%). Le
temps de de´composition semble donc eˆtre sensible a` la complexite´ de la ge´ome´trie traite´e,
tout en e´tant limite´, notamment par sa proportionnalite´ en O(n log3(n)), contrairement au
solveur GMRES dont le temps de re´alisation de´pend du nombre difficilement pre´dictible
d’ite´rations ne´cessaires a` parvenir a` convergence.
On constate e´galement que l’erreur obtenue par rapport au GMRES est plus importante
dans le cas no 5 que dans le cas no 3. Ceci semble confirmer l’hypothe`se selon laquelle plus
la ge´ome´trie traite´e est complexe, plus le conditionnement de Z˜ est de´grade´.
Pre´conditionnement H-LU du GMRES. Les proble`mes de diffraction par une sur-
face rugueuse sont d’autant moins bien conditionne´s que la ge´ome´trie traite´e est complexe.
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Ceci peut mener a` une solution ite´rative longue car ne´cessitant beaucoup d’ite´rations pour
converger, comme nous avons pu le voir dans le tableau 4.2.4. En pratique, il peut e´ga-
lement arriver que le proble`me soit si mal conditionne´ qu’on ne puisse pas atteindre la
convergence souhaite´e. Dans une telle situation, l’utilisation d’un pre´conditionneur semble
tout indique´e.
Comme nous avons pu le voir dans la partie 3.3.2, l’utilisation d’un pre´conditionneur
P˜ peut re´duire conside´rablement le nombre d’ite´rations ne´cessaires a` la re´solution d’un
syste`me line´aire hie´rarchique avec une me´thode ite´rative telle que GMRES.
Nous utilisons le pre´conditionneur P˜ = L˜U ou` L˜U est la de´composition H-LU a`
pre´cision εpre´c. de la H-matrice Z˜, pre´alablement recompresse´e par coarsening a` pre´cision
εcoars. = εpre´c.. Les performances de ce solveur sur la surface de Weierstrass n
o 3 sont
visibles au tableau 4.2.6.
εpre´c. 10−2 10−3
Temps d’assemblage (s) 8021,10
Temps de coarsening a` εpre´c. (s) 359,184 554,912
Temps de de´composition H-LU (s) 4952,43 10 129,6
Temps de GMRES (s) 39 401,1 247,188
Temps total (s) 52 733,8 18 952,8
Nombre d’ite´rations de GMRES 699 2
Temps par ite´ration de GMRES (s) 56,367 123,594
Stockage de Z˜ (Go) 36,34
Stockage de P˜ (Go) 18,75 27,42
Stockage total (Go) 55,09 63,76
Re´sidu 9,99× 10−5 9,01× 10−5
Erreur par rapport au GMRES 1,19× 10−4 1,07× 10−4
Tableau 4.2.6 – Performances du solveur ite´ratif GMRES pre´conditionne´ pour la surface de
Weierstrass no 3 (εHCA = 10−4 et εGMRES = 10−4).
Comme nous avons pu le voir en partie 3.3.2, l’application d’un pre´conditionneur P˜
change le temps de re´solution, puisque le temps de construction de ce pre´conditionneur
doit eˆtre pris en compte. S’agissant ici d’un pre´conditionneur de type H-LU , le temps
de de´composition H-LU peut occuper une part plus ou moins importante du temps total
de re´solution, en fonction de la pre´cision εpre´c. choisie. En particulier, dans le cas n
o 3,
nous pouvons constater que le temps de de´composition H-LU est infe´rieur au temps de
re´solution ite´rative pour εpre´c. = 10−2, mais que cette hie´rarchie est inverse´e pour εpre´c. =
10−3. Dans ce dernier cas, le stockage de P˜ est plus important et le temps d’une ite´ration
est d’autant plus e´leve´, mais le nombre d’ite´rations est drastiquement re´duit, contrairement
au cas εpre´c. = 10−2 qui de´pend encore beaucoup du nombre d’ite´rations.
Le temps de re´solution total favorise le pre´conditionnement a` pre´cision plus forte (εpre´c.
= 10−3). Cette conclusion serait la meˆme dans le cas d’un proble`me a` plusieurs seconds
membres.
Enfin il est important de souligner que le choix de ce solveur implique d’avoir une RAM
disponible suffisamment importante pour stocker a` la fois Z˜ et P˜ , les deuxH-matrices e´tant
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ne´cessaires a` la re´solution ite´rative.
La comparaison de ces me´thodes de re´solution nous a permis de constater a` quel point
la complexification d’une ge´ome´trie peut influer sur le temps de re´solution, a` nombre de
DDLs e´gal. D’une part, une ge´ome´trie plus complexe implique une RAM plus importante
pour le stockage de Z˜, ce qui ralentit ine´vitablement les ope´rations qui s’y appliquent.
D’autre part, le conditionnement de´grade la re´solution, soit temporellement en augmentant
le nombre d’ite´rations dans le cas d’une me´thode ite´rative, soit en terme de pre´cision dans
le cas du solveur direct H-LU . Le pre´conditionnement du GMRES semble alors un bon
compromis pour s’affranchir partiellement de ces de´gradations.
4.2.3 Ge´ne´ralisation aux surfaces de Weierstrass 3D
L’e´tude pre´ce´dente a permis de de´terminer l’influence des divers parame`tres de´finis-
sant une surface de Weierstrass 2D. Il s’agit a` pre´sent d’appre´hender la fac¸on dont ces
conclusions se traduisent dans le cas d’une surface de Weierstrass 3D.
Expression d’une surface de Weierstrass en dimension 3
Nous conside´rons le cas d’une surface de Weierstrass 3D [41, 42], dont les points
(x, y, z) ∈ R3 peuvent eˆtre de´finis pour x ∈ [0, l] et y ∈ [0, L] par








x cos(ψn) + y sin(ψn)
)))
. (4.2.4)
Aux parame`tres de´ja` de´finis dans le cas 2D s’ajoutent
• L : largeur de la surface ;
• ψn : phase en fonction de n.
Pour le cas 3D, on pose cette fois-ci
H = 3−Df . (4.2.5)
La surface sera d’autant plus de´grade´e que H sera petit (en valeur absolue) ou Df proche
de 3.
Le parame`tre ψn permet de caracte´riser le type de surface obtenu. Il est possible de
lui donner une valeur ale´atoire diffe´rente pour tout n ∈ Jn1, n2K. Si tous les ψn sont
e´gaux, alors la surface n’est rugueuse que dans la direction de´signe´e par ce parame`tre. En
revanche, si ce parame`tre est line´airement re´parti sur l’intervalle [−pi;pi], c’est-a`-dire
ψn = −pi + 2pi n− n1
n2 − n1 , (4.2.6)
alors la surface est isotrope [43].
Remarque 4.2.1. En particulier :
• si on pose n1 = 0, l’expression de ψn est simplifie´e, avec pour n ∈ J0, n2K et 0 < n2
ψn = −pi + 2pin
n2
; (4.2.7 )
• dans le cas ou` n1 = n2, on se rame`ne au cas d’un parame`tre ψn constant en fonction
de n, et donc a` une surface de Weierstrass 2D.
Dans la suite, nous poserons n1 = 0.
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Choix du pas de maillage
Nous pouvons ge´ne´raliser l’e´quation (4.2.2) en conside´rant que le passage a` une surface
3D implique la mise au carre´ du nombre lε de DDLs ne´cessaires a` mailler une e´chelle
sinuso¨ıdale a` pre´cision ε. Ainsi nous suivront la re`gle
nε = bne l2ε , (4.2.8)
avec lε a` choisir en fonction de la pre´cision de´sire´e.
En re´alite´, la valeur lε sera surtout limite´e par la RAM disponible, ou impliquera un
choix restreint du nombre d’e´chelles ne = n2 − n1 + 1. Le tableau 4.2.7 donne a` titre
indicatifs le nombre de DDLs pour plusieurs valeurs de n2 et de lε.
n2 = 5 n2 = 10 n2 = 15
lε = 5 1600 51 200 1 638 400
lε = 10 6400 204 800 6 553 600
lε = 20 25 600 819 200 26 214 400
lε = 50 160 000 5 120 000 163 840 000
Tableau 4.2.7 – Nombre minimal de DDLs ne´cessaires au maillage d’une surface de Weierstrass
3D en fonction de lε et de n2 (n1 = 0, b = 2).
Ce tableau est a priori valable pour toute valeur de Df , bien que nous sachions que ce
parame`tre de´grade beaucoup l’allure de la surface, et donc le conditionnement du syste`me
a` re´soudre.
Fixons par exemple lε = 20. Il est alors possible de re´soudre le syste`me Z˜j = avec un
nombre raisonnable de DDLs pour n2 = 5 et n2 = 10. C’est ce que nous allons faire pour
plusieurs valeurs de Df .
Nous allons re´soudre le syste`me Z˜j = e en fixant les parame`tres n1 = 0, b = 2,
h = 0,1 m et L = l = 0,5 m. Nous ferons donc uniquement varier la valeur des parame`tres
n2 et Df . La figure 4.2.5 pre´sente les surfaces de Weierstrass correspondant a` Df = 2.25
et Df = 2.5.
(a) Cas no 1 : n2 = 5, Df = 2.25 (b) Cas no 2 : n2 = 5, Df = 2.5
(c) Cas no 3 : n2 = 10, Df = 2.25 (d) Cas no 4 : n2 = 10, Df = 2.5
Figure 4.2.5 – Surfaces de Weierstrass 3D pour diffe´rentes valeurs de Df et de n2.
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Nous utiliserons les cas nos 1 et 2 de´finis en figure 4.2.5 pour comparer les performances
de l’ACA et de l’HCA sur ce type de surfaces. Il est en effet possible de mailler ces surfaces
avec un nombre re´duit de DDLs sans effet dommageable sur la pre´cision.
Comparaison des me´thodes de compression ACA et HCA
Pour ces deux cas, nous conside´rons un maillage de 25 860 DDLs et nous assemblons
la matrice Z pleine, ainsi que la H-matrice Z˜, d’une part par ACA, d’autre part par
HCA. Nous fixons la pre´cision de ces me´thodes a` 10−4 et nous re´solvons alors le syste`me
habituel afin de comparer les performances de ces deux me´thodes de compression avec
celles de l’assemblage plein.
L’assemblage se fera a` pre´cision εACA = εHCA = 10−4. Pour la re´solution, nous utili-
serons la me´thode GMRES a` tole´rance εGMRES = 10−4. Les re´sultats de cette e´tude sont
disponibles au tableau 4.2.8.
Cas no 1 Cas no 2
Dense ACA HCA Dense ACA HCA
Temps d’assemblage (s) 6211,756 1133,772 716,816 6017,104 1242,172 844,584
Temps de re´solution (s) 2385,736 160,760 218,172 2620,372 300,308 350,760
Temps total (s) 8597,492 1294,532 934,988 8637,476 1542,480 1195,344
Nombre d’ite´rations 815 884
Temps par ite´ration (s) 2,927 0,197 0,268 2,964 0,340 0,397
Stockage de Z / Z˜ (Go) 10,699 0,768 0,876 10,699 0,881 0,957
Erreur sur la SER ∅ 3,7× 10−5 5,5× 10−5 ∅ 1,9× 10−5 2,8× 10−5
Tableau 4.2.8 – Comparaison des me´thodes de compression dans le cas d’une surface de Weiers-
trass 3D.
Ce tableau nous permet de constater que l’ACA est moins rapide que l’HCA, mais cette
dernie`re semble ne´cessiter une RAM plus importante (bien que du meˆme ordre). Quelle
que soit la me´thode de compression, le temps total du calcul hie´rarchique est plus court
que celui du calcul sans compression, et permet une e´conomie de me´moire importante
tout en conservant une pre´cision de l’ordre de εGMRES par comparaison avec le calcul sans
compression.
Nous pouvons ici aussi remarquer que le fait de travailler sur une structure plus com-
plexe (cas no 2 par rapport au cas no 1) implique un temps d’assemblage plus long et un
stockage plus lourd.
Pour conclure sur le cas des surfaces de Weierstrass, nous pouvons souligner que ces
applications sont tre`s consommatrices de temps et de me´moire. La compression des ma-
trices impe´dances de ces cas d’e´tude permet d’envisager de traiter des proble`mes avec une
grande quantite´ de DDLs, et donc une meilleure mode´lisation de la surface dans toutes
ses aspe´rite´s.
4.3 Fibres a` Cristaux Photoniques
Une fibre a` cristaux photoniques (en anglais Photonic-Crystal Fiber, note´e PCF) est
une fibre optique constitue´e d’une gaine et d’une ou plusieurs inclusions, appele´es cœurs.
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Ses proprie´te´s optiques de´pendent fortement de sa ge´ome´trie, ainsi que de ses caracte´ris-
tiques die´lectriques. Les PCFs sont des structures tre`s utilise´es en optique. Cette applica-
tion, en marge de notre domaine d’e´tude initial, a toutefois fait l’objet d’une collaboration
avec Julien Vincent et Han-Cheng Seat dans le cadre d’un projet du programme Toulouse
Tech Inter Lab (TTIL). Cette collaboration est a` l’origine d’une communication a` la confe´-
rence META 2016 [44]. Le proble`me physique et les de´veloppements the´oriques de cette
application sont disponibles en annexe D.
Dans cette partie, nous conside´rerons une PCF posse´dant C cœurs, chacun discre´tise´
a` l’aide de N points, et nous partirons directement du syste`me explicite´ en annexe D.
En particulier, ce syste`me devient grand de`s lors que l’on conside`re un grand nombre de




Figure 4.3.1 – Repre´sentation en coupe de la PCF HC-1550 a` 121 trous.
Nous expliquerons comment nous avons adapte´ le syste`me a` re´soudre au format H-
matrice, tant pour l’assemblage que pour les ope´rations ne´cessaires a` la re´solution, puis
nous donnerons quelques re´sultats de simulation pour C = 121.
4.3.1 Adaptation du proble`me au format H-matrice
Assemblage
Le proble`me physique consiste a` re´soudre, pour un vecteur ale´atoire Φ, le syste`me




We Ke KeT 0
Wi Ki 0 0
αKeT 0 We βKe
0 0 Wi Ki







α et β sont des coefficients scalaires re´els, We et Ke sont des blocs matriciels denses de
CS×S (S = C×N) et Wi, Ki et T sont des matrices diagonales par blocs de CS×S (leur C
blocs diagonaux sont de taille N ×N). F est donc une matrice de C4S×4S . Les de´finitions
exactes de ces matrices ainsi que des coefficients α et β sont disponibles en annexe D. La
figure 4.3.2 donne une repre´sentation graphique du remplissage de F dans le cas ou` C = 6.
Le nombre de coefficients non-nuls de cette matrice est alors
nF = 2N2(2C + 3C2), (4.3.3)
111





Figure 4.3.2 – Repre´sentation sche´matique de la matrice F .
et la RAM qu’elle occupe est proportionnelle nF .
L’introduction du format H-matrice peut nous permettre de re´duire la RAM ne´cessaire
au stockage de F . En particulier, un assemblage hie´rarchique des blocs We et Ke denses
peut re´duire la me´moire utilise´e par F .
L’assemblage hie´rarchique de F consistera donc a` approcher les blocs denses We et Ke
par des H-matrices W˜e et K˜e. On notera alors F˜ l’approximation de F de´finie par
F˜ =

W˜e K˜e K˜eT 0
Wi Ki 0 0
αK˜eT 0 W˜e βK˜e
0 0 Wi Ki
 . (4.3.4)
Remarque 4.3.1. En pratique, nous avons de´fini un nouveau type de structure de donne´e
que nous noterons F-matrice. Cette structure est munie des deux H-matrices W˜e et K˜e de
taille S × S, ainsi que des trois listes de C blocs matriciels Wi, Ki et T de taille N ×N .
Arithme´tique sur la matrice F
La structure de F-matrice peut en fait eˆtre conside´re´e comme une matrice hie´rarchique
constitue´e de deux niveaux de hie´rarchie. Ainsi, en utilisant les principes de l’arithme´-
tique des H-matrices, il est possible de de´velopper manuellement une arithme´tique des
F-matrices en se servant des outils de´ja` de´veloppe´s pour les H-matrices et en ajoutant les
ope´rations arithme´tiques adapte´es aux matrices diagonales par bloc.
Nous avons ainsi pu de´finir un produit F-matrice-vecteur, ainsi qu’une de´composition
F − LU suivant le meˆme mode`le que les ope´rations hie´rarchiques classiques, limite´es a`
deux niveaux de hie´rarchie et avec des e´tapes adapte´es aux diffe´rents types de donne´es
conside´re´es. E´tant donne´e la similarite´ avec les proce´de´s de´ja` de´taille´s au chapitre 2, nous
ne de´taillerons pas ces ope´rations ici.
4.3.2 Re´solution hie´rarchique dans le cas d’une PCF a` 121 trous
Le syste`me plein est par nature mal conditionne´, surtout a` proximite´ de la solution
recherche´e. Une re´solution ite´rative sans pre´conditionnement n’est donc pas raisonnable a
priori. L’utilisation d’un solveur direct n’est envisageable que pour de petites valeurs de
N et/ou de C.
112
4.3. Fibres a` Cristaux Photoniques
Nous allons assembler la matrice pleine F ainsi que la F-matrice F˜ afin d’en comparer
les temps d’assemblage. Nous re´soudrons ensuite les deux syste`mes matriciels et nous
comparerons les performances des solveurs choisis.
Temps d’assemblage
Nous assemblons d’une part la matrice F pleine, et d’autre part la F-matrice F˜ telle
que de´finie ci-avant. Les blocs W˜e et K˜e sont assemble´s par ACA a` pre´cision εACA =
1× 10−5. On peut alors observer les temps d’assemblage de F et de F˜ en fonction de













Figure 4.3.3 – Comparaison des temps d’assemblage de F et F˜ .
Cette figure nous permet de constater que le temps d’assemblage de F˜ est favorable
de`s que N = 10 (soit n = 4840). La compression par ACA hie´rarchique des blocs denses
de F permet donc une re´duction importante du temps CPU de l’assemblage.
Choix de la me´thode de re´solution hie´rarchique
Comme mentionne´ pre´ce´demment, le syste`me a` re´soudre est par essence mal condi-
tionne´. Ainsi une solveur ite´ratif sans pre´conditionneur n’est pas envisageable. Par ailleurs,
nous avons pu constater lors du de´veloppement de la de´composition H-LU , que la solu-
tion obtenue avec le solveur direct ne re´pond pas correctement au crite`re de pre´cision
demande´. En particulier, pour obtenir un re´sultat pre´cis a` εLU pre`s, il est ne´cessaire de
faire la de´composition H-LU a` une pre´cision ε′LU plus fine, ce qui peut vite rendre le temps
de re´solution long. Cette de´composition est toutefois suffisamment pre´cise pour servir de
pre´conditionneur a` un solveur ite´ratif.
Nous avons choisi d’utiliser cette me´thode en la comparant au solveur direct pour le
syste`me plein, et en essayant plusieurs valeurs de εpre´c. (cf. tableau 4.3.1), mais en fixant
εGMRES = 10−5, pour N = 40 (n = 19360).
Ce tableau confirme le de´calage de pre´cision de la de´composition F − LU dans le cas
des PCFs. En effet, si la de´composition F − LU obe´issait effectivement a` la pre´cision
demande´e, le solveur GMRES pre´conditionne´ ne ne´cessiterait qu’une ite´ration pour εpre´c.
= 10−5.
Cependant la de´composition F − LU est suffisamment pre´cise pour re´duire le nombre
d’ite´rations de la me´thode ite´rative. On constate par ailleurs que le taux de compression de
la de´composition est similaire quelle que soit la valeur de εpre´c., et que le temps de de´com-
position en lui meˆme reste du meˆme ordre de grandeur pour les trois pre´cisions e´tudie´es.
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εpre´c. Re´solution
10−3 10−4 10−5 pleine
Assemblage (s) 107,795 238,564
De´composition F − LU (s) 2767,84 3037,004 3122,484 ∅
GMRES (s) 1773,012 93,836 10,308 ∅
Temps total de re´solution (s) 4540,82 3135,94 3132,788 4616,112
Nombre d’ite´rations 2147 165 10 ∅
Taux de compression F − LU 0,238 0,258 0,277 ∅
Tableau 4.3.1 – Re´partition des temps durant la re´solution ite´rative pre´conditionne´e du syste`me
creux (N = 40).
En revanche, le temps de re´solution ite´rative est tre`s ame´liore´ pour εpre´c. = 1× 10−5. Le
temps supple´mentaire utilise´ pour la de´composition est donc largement compense´ par le
gain de temps duˆ a` la diminution du nombre d’ite´rations, qui passent de 2147 pour εpre´c.
= 10−3 a` seulement 10 pour εpre´c. = 10−5.
Enfin, quelle que soit la pre´cision choisie, le temps total de re´solution est meilleur dans
le cas creux que pour le syste`me plein.
Dans la suite, nous re´solvons donc le syste`me en utilisant le solveur GMRES pre´con-
ditionne´ avec εpre´c. = 10−5.
Temps de re´solution
Une fois les matrices F et F˜ assemble´es, nous pouvons re´soudre les syste`mes associe´s.
Le syste`me plein utilisera le solveur direct Gauss (issu de la librairie Lapack), tandis que
nous appliquons le GMRES pre´conditionne´ avec εGMRES = εpre´c. = εACA = 10−5. Les temps











Re´solution du syste`me plein
O(n log(n)2)
Re´solution du syste`me creux
Figure 4.3.4 – Comparaison des temps de re´solution pour F et F˜ .
On constate que le temps de re´solution creux est plus faible que le temps de re´solution
par me´thode de Gauss de`s que N = 40, soit n = 19360. En particulier, le tableau 4.3.2
nous permet d’analyser la re´partition du temps de re´solution sur les deux e´tapes de ce
solveur (de´composition F − LU et solveur ite´ratif).
Le temps de re´solution est alors surtout occupe´ par la de´composition F − LU de la
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N = 20 N = 40 N = 60
De´composition F − LU (s) 1131,212 3122,480 4590,364
GMRES (s) 31,512 10,308 12,10
Nombre d’ite´rations 141 14 10
Tableau 4.3.2 – Re´partition des temps durant la re´solution ite´rative pre´conditionne´e du syste`me
creux.
matrice F˜ . Cette de´composition semble plus pre´cise pour les valeurs de N plus grandes ;
en effet, la re´duction du nombre d’ite´rations de GMRES indique un meilleur pre´condition-
nement pour les grandes valeurs de N .
L’application du format F-matrice aux PCFs semble donc re´ussie en terme de couˆt
temporel. Voyons a` pre´sent si cela se ve´rifie sur la me´moire utilise´e.
Performances me´moire
F et F˜ peuvent toutes deux eˆtre stocke´es de manie`re re´duite. Cependant, la re´solution
par me´thode de Gauss du syste`me plein nous contraint a` prendre en compte le couˆt de
la matrice F suppose´e dense. De meˆme, la re´solution par GMRES pre´conditionne´ nous
impose de prendre en conside´ration l’espace occupe´ par la de´composition F − LU de F˜ .
Afin de comparer la me´moire utilise´e pour l’assemblage et la re´solution dans les deux
cas, il suffit de comparer la somme des taux de compression de F˜ et de sa de´composition
F − LU avec le taux de coefficients non-nuls de F . Cette comparaison est effectue´e en
figure 4.3.5.











o] Matrice F pleine (O(n2))
Coefficients non-nuls de F
O(n log(n))
De´composition F − LU
Matrice F˜
Figure 4.3.5 – Comparaison de la me´moire utilise´e par F , F˜ et la de´composition F − LU .
On constate que l’application du format hie´rarchique, meˆme partielle, permet de chan-
ger la complexite´ de l’espace me´moire utilise´e, passant de O(n2) a` O(n log(n)). En particu-
lier, le stockage de F˜ est toujours infe´rieur a` celui de F , meˆme en n’en conside´rant que les
coefficients non-nuls. La de´composition F −LU prend quant a` elle un espace me´moire tre`s
supe´rieur a` F˜ , mais cette RAM est propotionnelle a` n log(n) et est infe´rieure au stockage
plein de F (ne´cessaire a` la re´solution directe par me´thode de Gauss).
Cette application nous a donc permis de constater que bien qu’il ne soit pas imme´dia-
tement possible de mettre toute la matrice F au format H-matrice en vue de la re´solution
d’un syste`me, il est en revanche possible d’appliquer ce format compresse´ a` certaines parties
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d’une plus grande matrice. Une telle manipulation permet d’ame´liorer le temps d’assem-
blage et de re´solution en changeant leur complexite´, permettant la` encore le traitement de
plus grands syste`mes. Ceci permet alors de discre´tiser plus finement certains proble`mes,
et donc d’en avoir une re´solution plus pre´cise.
Conclusion du chapitre
Nous avons pu, graˆce a` ces trois cas pratiques, constater que le format H-matrice
est applicable sur divers proble`mes physiques concrets, tels que les calculs de SER en
ae´ronautique ou sur des surfaces rugueuses, ou encore la de´tection de modes de propagation
dans des PCFs.
En particulier, la paralle´lisation sur architecture partage´e de certaines ope´rations peut
aider a` re´duire encore les temps engage´s lors de la re´solution de grand syste`mes line´aires,
comme nous avons pu le ve´rifier dans le cas de l’avion. Les surfaces de Weierstrass nous ont
permis de jauger le roˆle de la complexite´ ge´ome´trique d’une structure sur le comportement
de l’assemblage et de la re´solution. Enfin, le cas des PCFs, bien que plus en marge de notre
e´tude initiale, montre que le format H-matrice peut eˆtre utilise´ comme brique de base pour
aider a` la re´solution de proble`mes plus larges.
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Durant cette the`se, notre objectif a e´te´ d’augmenter le nombre d’applications qu’il est
possible de traiter par la me´thode des e´le´ments finis de frontie`re (en anglais Boundary
Element Method, note´e BEM) en re´duisant son couˆt de re´solution et en conservant une
pre´cision raisonnable. Il est alors possible d’appliquer la BEM a` des cas encore inenvisa-
geables il y a quelques temps, soit par leur nombre important de degre´s de liberte´ (DDLs)
, soit par un grands nombre de seconds membres.
Le chapitre 1 nous a permis de rappeler les e´quations de Maxwell et d’en e´crire une
formulation inte´grale, l’E´quation Inte´grale en Champ E´lectrique (en anglais Electric Field
Integral Equation, note´e EFIE), afin d’y appliquer la me´thode des e´le´ments finis de fron-
tie`re (BEM). Nous avons ensuite, au chapitre 2, de´fini le contexte the´orique sur lequel se
base le formatH-matrice, qui constitue le cadre des me´thodes de compression utilise´es. No-
tamment, le produit H-matrice-vecteur passe d’une complexite´ de O(n2) pour une matrice
dense a` O(n log(n)) pour une H-matrice. Cette ope´ration nous permet d’adapter le sol-
veur ite´ratif GMRES au formalisme des H-matrices. Nous avons e´galement de´veloppe´ une
de´composition H-LU , permettant une re´solution directe, ainsi que le pre´conditionnement
du solveur ite´ratif GMRES.
Nous avons ensuite valide´ l’association de ce format avec la me´thode de compression
Approximation en Croix Adaptative (en anglais Adaptive Cross Approximation, note´e
ACA) sur des cas d’application canoniques, puis nous avons introduit l’Approximation en
Croix Hybride (HCA). Cette me´thode permet de pallier a` certains proble`mes pose´s par
l’ACA, et notamment le manque de fiabilite´ dans certains cas de la me´thode d’estimation a
priori de l’erreur d’approximation. Nous avons e´galement constate´ que pour le nombre de
points d’inte´gration de Gauss que nous avons choisi d’appliquer a` nos calculs (nGauss = 3),
l’HCA est plus rapide que l’ACA pour une pre´cision comparable. Apre`s en avoir de´taille´ les
principes d’application sur l’EFIE, nous avons valide´ cette me´thode de compression encore
rare en e´lectromagne´tisme, en e´tablissant des re`gles d’accord entre la pre´cision souhaite´e
et le nombre de points d’interpolation de Tchebychev ne´cessaires a` re´aliser la premie`re
e´tape de cette me´thode. Pour finir nous avons e´galement adapte´ des me´thodes de re´solu-
tion au format H-matrice : d’une part le solveur direct H-LU , et d’autre part le solveur
ite´ratif GMRES, e´ventuellement aide´ d’un pre´conditionneur obtenu par de´composition H-
LU d’une version recompresse´e par coarsening de la H-matrice a` traiter. Nous avons pu
ve´rifier que les re´sultats de ces me´thodes, applique´es a` des cas canoniques re´pondaient
a` nos attentes. La validation des me´thodes de compression et de re´solution nous permet
d’aborder des cas d’applications plus complexes que ces deux cas canoniques.
Nous avons alors pu tester ces me´thodes sur divers cas plus concrets. Le premier cas
d’application, un avion comportant un grand nombre de DDLs, nous a permis d’utiliser
quelques re´sultats de paralle´lisation sur architecture partage´e qu’il faudra toutefois ap-
profondir. L’application du format H-matrice aux surfaces de Weierstrass nous a permis
d’observer les effets de la complexite´ d’une ge´ome´trie sur les temps d’assemblage et de
re´solution. En particulier, plus un cas est complexe et plus le solveur direct H-LU est
favorable en terme de temps, meˆme si ce solveur peut nuire a` la pre´cision de la solution
selon le conditionnement du syste`me a` re´soudre. Enfin, le traitement d’une fibre a` cristaux
photoniques (en anglais Photonic-Crystal Fiber, note´e PCF) nous a permis de nous rendre
compte de la versatilite´ du format H-matrice, qu’il est possible d’utiliser pour certains
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blocs d’un syste`me creux avec succe`s.
Perspectives
Les me´thodes exploite´es au cours de cette the`se ont fait leurs preuves sur quelques
exemples, mais il serait inte´ressant d’en e´tendre les possibilite´s.
Notre premie`re priorite´ sera d’ame´liorer les performances de la paralle´lisation de nos
ope´rations hie´rarchiques sur architecture partage´e. Ce proce´de´ offre en the´orie des possi-
bilite´s que nous n’avons pu qu’eﬄeurer en pratique. Une e´tude plus approfondie des pro-
ble`mes d’e´change de donne´es entre les processeurs pourrait permettre, au prix de quelques
modifications dans le code initial, de profiter pleinement des possibilite´s offertes par ce
processus.
Par ailleurs, nous nous sommes limite´s au cas de la formulation EFIE ; le de´veloppement
de la formulation E´quation Inte´grale en Champ Magne´tique (en anglais Magnetic Field
Integral Equation, note´e MFIE) en 2D et en 3D nous permettrait d’utiliser la formulation
E´quation Inte´grale en Champs Combine´s (en anglais Combined Field Integral Equation,
note´e CFIE) et d’appliquer l’HCA sur des noyaux plus complexes. En particulier nous
pourrions l’appliquer a` des cas sur lesquels l’ACA a e´te´ mise en de´faut, comme c’est le cas
pour les noyaux comportant des ope´rateurs diffe´rentiels.
Par ailleurs, dans tous les cas que nous avons traite´s (a` part les PCFs), nous avons
conside´re´ que l’objet diffractant e´tait parfaitement me´tallique. L’introduction de mate´-
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Annexes
A Re´solution d’un syste`me line´aire
La re´solution d’un proble`me e´lectromagne´tique par la me´thode des e´le´ments finis de
frontie`re (en anglais Boundary Element Method, note´e BEM), aussi appele´e me´thode des
moments (en anglais Method of Moments, note´e MoM), peut s’ave´rer couˆteuse. Il s’agit de
re´soudre le syste`me line´aire
Zj = e, (A.1)
avec Z ∈ Cn×n.
On distingue alors les solveurs directs des solveurs ite´ratifs.
A.1 Solveurs directs
Principe des solveurs directs
Ces solveurs reposent sur une factorisation de la matrice a` inverser. Il peut s’agir d’une
factorisation LU ou encore d’une factorisation LDLT [19] pour les matrices syme´triques
de´finies positives. Le cas de la factorisation LU est de´taille´e dans la partie suivante.
La factorisation permet alors d’e´crire la matrice a` inverser sous une forme qui en facilite
la re´solution. Cette premie`re e´tape est suivie d’une e´tape de re´solution.
Si la complexite´ algorithmique de la factorisation est en O(n3), la re´solution a quant
a` elle un couˆt nume´rique en O(n2).
De tels solveurs sont notamment appre´cie´s parce qu’ils ne ge´ne`rent pas d’approxima-
tions autres que celles dues a` la discre´tisation du proble`me et a` la pre´cision machine. De
ce fait, la solution de l’e´quation (1.1.81) sera pre´cise, a` condition que la matrice Z soit
bien conditionne´e.
Par ailleurs, en terme de temps, la plus grande part du calcul d’un solveur direct est
occupe´e par la factorisation de la matrice. Une fois celle-ci effectue´e, il devient aise´ de
re´soudre le syste`me line´aire pour un nombre de seconds membres p > 1. La complexite´
algorithmique de la re´solution d’un seul second membre e´tant de O(n2), elle passe a` O(pn2)
pour p seconds membres. Le temps de re´solution est donc relativement pre´visible, ce qui
ne sera pas le cas avec les solveurs ite´ratifs.
Solveur direct LU
Le solveur LU est un solveur direct qui suit donc les deux e´tapes pre´ce´demment cite´es.
La premie`re e´tape consiste a` effectuer la de´composition LU de la matrice Z.
De´finition A.1 (De´composition LU d’une matrice). On appelle de´composition LU d’une
matrice A ∈ Cn×n toute e´criture de A sous la forme d’un produit A = LU ou` :
• L est une matrice triangulaire infe´rieure ( Lower triangular matrix) ;
• U est une matrice triangulaire supe´rieure ( Upper triangular matrix).
Remarque A.1. Une matrice A ∈ Cn×n n’admet pas toujours une de´composition LU .
Cependant dans certains cas, en permutant des lignes de A, la de´composition devient
possible. On obtient alors une de´composition de la forme
A = PLU, (A.2 )
ou` P est une matrice de permutation.
Les de´compositions LU et PLU conduisent a` des matrices L et U distinctes. Par abus
de langage, nous appelerons factorisation LU le processus de de´composition PLU .
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Remarque A.2. On peut par ailleurs imposer que la diagonale de L soit unitaire ; de ce
fait, lorsqu’une de´composition LU existe, il y a unicite´ de la de´composition.






On peut re´soudre l’e´quation (A.4) en deux fois, en utilisant l’e´quation (A.3) :
• d’une part, on re´sout
Ly = b, (A.5)
qui est un syste`me line´aire triangulaire infe´rieur ;
• d’autre part, on re´sout
Ux = y, (A.6)
qui est un syste`me line´aire triangulaire supe´rieur.
Il est possible d’optimiser la de´composition LU , notamment en de´veloppant une version
hie´rarchique, dont nous parlons en de´tails en partie 2.5.4.
A.2 Solveurs ite´ratifs
Principe des solveurs ite´ratifs
Les solveurs ite´ratifs permettent de re´soudre un syste`me line´aire en n’effectuant pas
d’ope´rations qui soient nume´riquement plus lourdes que le produit matrice-vecteur.
Soit nite´. le nombre d’ite´rations ne´cessaires pour que le solveur converge vers une so-
lution acceptable. Alors la complexite´ algorithmique de la re´solution est de O(nite´.n2). De
fait, contrairement aux solveurs directs, on peut difficilement pre´voir a` l’avance le temps
ne´cessaire a` la re´solution du syste`me. On montre toutefois que l’on atteint une re´solution
exacte du syste`me line´aire en au plus nite´. = n ite´rations. Ce re´sultat, valable en arithme´-
tique exacte, n’est cependant pas toujours valable de`s que la pre´cision machine entre en
jeu.
Il est e´galement possible de de´finir un crite`re d’arreˆt de la me´thode ite´rative εite´., ce
qui permet de re´duire le nombre d’ite´rations ne´cessaires a` la convergence de la re´solution.
Cette re´duction du temps de re´solution se fait e´videmment au prix de la pre´cision sur le
re´sultat final. On s’attend en effet a` une erreur de l’ordre de εite´.. Il s’agit donc ici de faire
un compromis entre rapidite´ de convergence et pre´cision souhaite´e sur le re´sultat.
L’une des plus importantes limitations de certaines me´thodes ite´ratives est le traite-
ment d’un cas de re´solution a` plusieurs seconds membres. En effet, la re´solution doit alors
avoir lieu entie`rement pour chacun des seconds membres. De ce fait les me´thodes ite´ratives
ne semblent pas a` privile´gier s’il y a plusieurs seconds membres dans le syste`me a` re´soudre.
Il existe toutefois des me´thodes ite´ratives capable de re´soudre simultane´ment les diffe´rents
proble`mes de´finis par les seconds membres.
De manie`re ge´ne´rale, le temps de convergence vers une solution pre´cise de´pend du
conditionnement de la matrice (cf. de´finition A.2) : plus son conditionnement est e´leve´,
plus le nombre d’ite´rations ne´cessaires pour atteindre la convergence est important. Cette
de´pendance au conditionnement de la matrice est l’un des plus gros points faibles des
me´thodes ite´ratives. Pour palier a` ce proble`me, il existe des me´thodes pour ame´liorer les
conditionnement du syste`me line´aire : les pre´conditionneurs.
III
Annexes
Pre´conditionnement des me´thodes ite´ratives
De´finition A.2 (Conditionnement d’une matrice [20]). Soit A une matrice de Cn×n. Le
conditionnement de A est le re´el note´ κ(A) et de´fini par
κ(A) = ‖A‖ ‖A−1‖ , (A.7 )
ou` ‖ · ‖ est une norme matricielle.
On appelle alors pre´conditionneur a` droite (resp. a` gauche) de A ∈ Cn×n toute matrice
P ∈ Cn×n telle que le conditionnement de la matrice A′ = P−1A (resp. A′ = P−1A) soit
plus petit que celui de A.
Conside´rons P un pre´conditionneur a` gauche d’une matrice A. la re´solution du sys-
te`me (1.1.81) se rame`ne donc a` la re´solution de
P−1Ax = P−1b, (A.8)
ce qui permet de re´duire le nombre d’ite´rations ne´cessaires a` la convergence du solveur
ite´ratif utilise´. En pratique, on essaie de trouver un pre´conditionneur P qui soit proche de
A, et donc tel que le nouveau syste`me line´aire a` re´soudre soit proche de
x = A−1b. (A.9)
En ge´ne´ral, on n’explicite ni P , ni meˆme P−1, mais on effectue uniquement les produits
matrice-vecteur ne´cessaires a` la re´solution. Il existe plusieurs techniques de pre´condition-
nement, parmi lesquelles on peut notamment citer les plus populaires.
Tout d’abord, la me´thode inverse creux approche´ (en anglais Sparse Approximate In-
verse, note´ SPAI) [18], est une technique qui consiste a` trouver une matrice creuse P et
minimise la quantite´ ‖P−1A− U‖F, ou` ‖ · ‖F est la norme de Frobenius (norme sur les
espaces matriciels, cf. de´finition 1.4.2). En the´orie, on peut choisir P aussi creuse que l’on
veut. En pratique, un niveau trop restrictif de parcimonie n’est pas souhaitable pour que
le pre´conditionnement soit efficace ; inversement, une matrice qui n’est pas assez creuse va
augmenter le couˆt de calcul, le rapprochant de celui engrange´ pour le calcul de l’inverse
de la matrice A. Il faut donc trouver un compromis raisonnable.
Mentionnons e´galement le pre´conditionneur Sparse LU , qui consiste en la re´alisation
d’une factorisation LU creuse de la matrice. L’e´quation (A.9) revient alors a` la re´solution
successive de deux syste`mes triangulaires. Nous de´taillons ce mode de pre´conditionnement
dans le cadre des H-matrices en section 3.3.
D’autres me´thodes de pre´conditionneme,t telles que la me´thode (block-)diagonal ou
(Block-)Jacobi [20] sont e´galement tre`s populaires, mais ne sont pas ne´cessairement appli-
cables au cas des e´quations inte´grales.
Ge´ne´ralisation de la Me´thode de Minimisation du Re´sidu (GMRES)
La me´thode GMRES, de´veloppe´e par Yousef Saad et Martin H. Schultz en 1985 [45],
est devenue un standard des solveurs ite´ratifs.
La me´thode est de´crite pour la re´solution du syste`me line´aire
Ax = b, (A.10)
avec x et b dans Cn et A dans Cn×n. On suppose de plus que A est inversible (autrement
dit, que le syste`me admet une solution) et que ‖b‖2 = 1. On choisit une tole´rance εGMRES >
0. Cette tole´rance limitera l’erreur de pre´cision.
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On de´finit pour 1 6 k 6 n le kie`me espace de Krylov par
Kk = Vect{(Al−1b)16l6k}. (A.11)
La me´thode donne alors une approximation de la solution exacte de l’e´quation (A.10)
par le vecteur xk de Kk qui minimise la quantite´ ‖Axk − b‖2.
On garantit que l’espace Kk est libre en utilisant la me´thode d’Arnoldi [20] pour trouver
les vecteurs orthonormaux (ql)l∈J1,kK qui constituent la base Kk. Ainsi il existe un vecteur
yk de Ck tel que xk = Qkyk, avec Qk ∈ Cm×k la matrice dont les colonnes sont les vecteurs
(ql)l∈J1,kK.
La me´thode d’Arnoldi engendre alors la matrice de Heisenberg supe´rieure H˜k de taille
k(k + 1) et telle que
AQk = Qk+1H˜k. (A.12)
La matrice Qk e´tant orthogonale, on a
‖Axk − b‖2 = ‖H˜kyk − βe1‖2 (A.13)
ou` e1 est le premier vecteur de la base canonique de Rk+1, et
β = ‖b−Ax0‖2 , (A.14)
ou` x0 est le vecteur d’initialisation (en pratique, on prend x0 = e1). Ainsi, xk peut eˆtre
trouve´ en minimisant la norme du re´sidu
rk = H˜kyk − βe1. (A.15)
C’est un proble`me line´aire de moindres carre´s de taille k.
Ainsi, chaque ite´ration de l’algorithme consiste a` :
1. effectuer une e´tape de l’algorithme d’Arnoldi ;
2. trouver yk qui minimise ‖rk‖2 ;
3. calculer xk = Qkyk ;
4. recommencer tant que le re´sidu est plus grand que εGMRES.
A` chaque ite´ration, un produit matrice-vecteur Aqk doit est effectue´. Cela ge´ne`re un
couˆt en calcul de 2n2 ope´rations pour les matrices pleines de taille n. Cependant ce couˆt
peut eˆtre re´duit en fonction du nombre d’ite´rations nite´. ne´cessaires a` arriver a` convergence.
Remarque A.3. La me´thode GMRES est souvent restarte´e. Apre`s un nombre nr d’ite´ra-
tions, la solution obtenue est re´cupe´re´e comme point de de´part pour de´marrer un nouveau
cycle de nr ite´rations. Cette me´thode permet de ne pas stocker nite´ vecteurs dans la base,
qui en posse´dera donc un maximum de nr.
L’algorithme A.1 donne les e´tapes de ce solveur muni d’un restart.
Nous voyons dans la partie 2.5.2 que ce solveur s’adapte bien au format des matrices




Algorithme A.1 Re´solution GMRES du syste`me Z˜|bj = e.
1: procedure gmres(Z|b,j,e,εGMRES)
2: nits = 0 . Initialisation du nombre d’ite´rations.
3: j0 := 0
4: call mat vect(Z|b, j0, e0) . Produit matrice-vecteur.
5: r0 := e− e0
6: β := ‖r0‖2
7: r1 := r0/β
8: for j ∈ J1, nrK do . De´but de l’algorithme d’Arnoldi.
9: for i ∈ J1, jK do
10: call mat vect(Z|b, j, j′) . Produit matrice-vecteur.
11: hij := j′ · i . Coefficient de la matrice de Hessemberg
H¯nr = (hij)i∈J1,nr+1K,j∈J1,nrK.
12: end for




14: hj+1,j := ‖wj‖2
15: if hj+1,j = 0 then
16: stop
17: end if
18: vj+1 = wj/hj+1,j
19: end for . Fin de l’algorithme d’Arnoldi.
20: Ge´ne´rer ynr qui minimise ‖βe1 − Z|bynr‖2
21: jnr = j0 + Vnrym . Avec Vm = (vi)i∈J1,nrK.
22: nits := nits + 1
23: if r0/β < εGMRES ou nits > nr then
24: stop
25: else
26: j0 := jm
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B Nombre d’ope´rations arithme´tiques et complexite´ algo-
rithmique
Dans cette annexe, nous exprimerons le nombre d’ope´rations e´le´mentaires (somme et
multiplications) ne´cessaires a` l’exe´cution d’ope´rations usuelles plus complexes.
On se place dans le corps K = R ou C.
B.1 Sommes
Le nombre d’ope´rations de la somme de deux e´le´ments est tout simplement e´gale au
nombre d’unite´s de me´moires a` sommer. On en de´duit le nombre d’ope´rations e´le´mentaires
et la complexite´ algorithmique des ope´rations liste´es dans le tableau B.1.
Nature de Nature de Nature de Nombre Complexite´
A B A+B d’ope´rations algorithmique
Vecteurs Kn Kn Kn n O(n)
Km×n dense Km×n dense Km×n dense mn O(mn)
Matrices Km×n dense Km×n diagonale Km×n dense min(m,n) O(min(m,n))
Km×n diagonale Km×n diagonale Km×n diagonale min(m,n) O(min(m,n))
Tableau B.1 – Nombre d’ope´rations et complexite´ algorithmique des sommes.
B.2 Produits
Soient A = (aij)i∈J1,mK,j∈J1,nK ∈ Km×n et B = (bij)i∈J1,nK,j∈J1,pK ∈ Kn×p deux matrices,
et C = (cij)i∈J1,mK,j∈J1,pK ∈ Km×p le re´sultat de la multiplication AB. Alors




• Si A est diagonale, on peut e´crire A = diag((αi)i∈J1,kK) avec k = min(m,n). Alors
(B.1) devient
∀i ∈ J1,mK ∀j ∈ J1, pK cij = αibij , (B.2)
ce qui revient a` multiplier la k-e`me ligne de B par akk pour obtenir la k-e`me ligne
de C.
• De meˆme, si B est diagonale, B = diag((βi)i∈J1,kK) avec k = min(m,n) et (B.1)
devient
∀i ∈ J1,mK ∀j ∈ J1, pK cij = aijβj , (B.3)
ce qui revient a` multiplier la k-e`me colonne de A par bkk pour obtenir la k-e`me
colonne de C.
• Si p = 1, alors on peut conside´rer que B = (bij)i∈J1,nK,j∈J1,1K = (bi)i∈J1,nK et C =
(cij)i∈J1,mK,j∈J1,1K = (ci)i∈J1,mK sont des vecteurs, et (B.1) devient





Nature de Nature de Nature de Nombre Complexite´
A B AB d’ope´rations algorithmique
Km×n dense Kn×p dense Km×p dense mp(2n− 1) O(mnp)
Matrice × Matrice Km×n dense Kn×n diagonale Km×n dense mn O(mn)
Kn×n diagonale Kn×p dense Kn×p dense np O(np)
Kn×n diagonale Kn×n diagonale Kn×n diagonale n O(n)
Matrice × Vecteur Km×n dense Kn vecteur Km vecteur m(2n− 1) O(mn)
Km×m diagonale Km vecteur Km vecteur m O(m)
Tableau B.2 – Nombre d’ope´rations et complexite´ algorithmique des multiplications.
Le tableau B.2 de´crit le nombre d’ope´rations e´le´mentaires et la complexite´ algorith-
mique des ope´rations de multiplications et de produits.
Remarque B.1. Il peut e´galement eˆtre ne´cessaire de connaˆıtre le couˆt de l’ope´rations
A = UΣV H , avec U ∈ Km×k, Σ ∈ Rk×k et V ∈ Kn×k. D’apre`s le tableau B.2, on obtient
le nombre d’ope´rations
nope´. = mk(2k − 1) + nk, (B.5 )
soit une complexite´ algorithmique en O(mk2 + nk). Il s’agit donc d’une ope´ration peu
couˆteuse si k  m,n.
B.3 Factorisations
La factorisation QR et la SVD re´duites sont moins e´le´mentaires que les ope´rations
de´crites ci-avant, mais constituent des briques e´le´mentaires de certains de nos algorithmes.
Gene H. Golub et Charles F. van Loan en donnent le couˆt nume´rique the´orique dans [17]
(cf. tableau B.3). Pour ces deux ope´rations, on a n > m.
Factorisation Nature de la matrice Nombre d’ope´rations Complexite´ algorithmique
QR re´duite Km×n dense 4n2m− 43n3 O(mn2)
SVD re´duite Km×n dense 14mn2 + 8n3 O(mn2)
Tableau B.3 – Nombre d’ope´rations et complexite´ algorithmique des factorisations re´duites.
En particulier, si m = n, ces factorisations sont proportionnelles a` n3. Nous veillerons
donc a` ne les re´aliser que sur des matrices de petites dimensions.
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C Introduction au calcul paralle`le
Traditionnellement, la simulation nume´rique se traduit dans un premier temps par
des algorithmes se´quentiels : chaque proble`me est divise´ en une liste d’instructions qui
sont exe´cute´es en se´rie, l’une apre`s l’autre, chacune sur un unique processeur. Seule une
instruction peut eˆtre exe´cute´e a` la fois.
Or en calcul scientifique, la mode´lisation demande des ressources en me´moire vive et en
temps de calcul de plus en plus importantes, et ces ressources sont vite limite´es dans le cas
d’un programme se´quentiel. Pour re´pondre a` cette demande, le marche´ de l’informatique
a connu des progre`s rapides, si bien qu’aujourd’hui meˆme le plus basique des ordinateurs
posse`de au moins deux processeurs et permet donc de paralle´liser les taˆches qui peuvent
s’y preˆter.
Dans un contexte d’optimisation nume´rique, se limiter a` n’utiliser qu’un processeur
revient donc a` ne pas utiliser pleinement le potentiel de notre outil de calculs.
C.1 De´finition ge´ne´rale du paralle´lisme
Un ordinateur paralle`le est un ordinateur qui posse`de une architecture constitue´e de
plusieurs processeurs pouvant participer simultane´ment a` l’exe´cution d’une taˆche. On e´va-
lue la performance d’une architecture paralle`le en fonction des performances inde´pendantes
de chacun de ses processeurs, ainsi que de la manie`re dont ils sont agence´s.
Une telle architecture permet, en the´orie, d’augmenter la me´moire disponible a` mesure
que le nombre de processeurs est e´leve´. Toujours en the´orie, il n’y a pas de limitation quant
au nombre de processeurs que l’on peut utiliser lors d’un calcul, si ce n’est le nombre de
processeurs disponibles. La division des taˆches sur plusieurs unite´s de calcul permet par
ailleurs l’acce´le´ration de calculs couˆteux en temps ; cette division est d’autant plus efficace
lorsque les donne´es traite´es peuvent eˆtre ge´re´es inde´pendamment et sont stocke´es dans un
ensemble structure´. C’est en particulier le cas des H-matrices, qui semblent donc se preˆter
au calcul paralle`le.
C.2 Limites du paralle´lisme
Les algorithmes paralle`les posse`dent toutefois certaines limitations qu’il est important
de signaler.
Tout d’abord, lorsque l’on traite simultane´ment plusieurs donne´es, il faut s’assurer de
leur inde´pendance. Aussi, si certaines donne´es a` traiter ne re´pondent pas a` ce crite`re, il
convient d’ordonner les instructions afin de ne pas modifier simultane´ment deux donne´es
interde´pendantes.
Par ailleurs il n’est pas toujours avantageux de paralle´liser une application. Les com-
munications et d’autres ope´rations annexes peuvent dans certains cas augmenter le temps
d’exe´cution par processeur. Il convient donc de ve´rifier que ce facteur ne soit pas un frein
avant d’entreprendre la paralle´lisation d’un algorithme. Un programme est dit extensible
si sa mise en paralle`le permet effectivement un gain de temps.
C.3 Efficacite´ du paralle´lisme
Il existe plusieurs facteurs permettant d’e´valuer les performances d’un algorithme pa-
ralle`le en comparaison avec son e´quivalent se´quentiel.
De´finition C.1 (De´bit de traitement). On appelle de´bit de traitement, note´ P , le nombre
d’ope´rations exe´cutables par unite´ de temps, soit en notant nop. le nombre d’ope´rations et
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De´finition C.2 (Acce´le´ration). Afin de quantifier le gain en terme de temps d’un algo-
rithme paralle`le par rapport a` son homologue se´quentiel, on de´finit l’acce´le´ration, note´e a,









ou` nproc. de´signe le nombre de processeurs utilise´s.
La paralle´lisation d’un code est conside´re´e parfaite si l’acce´le´ration a est e´gale au
nombre de processeurs utilise´s pour le calcul, ce qui revient a` une efficacite´ maximale
e = 1.
C.4 Classification des architectures paralle`les
Le paralle´lisme se manifeste soit en superposant les performances de plusieurs proces-
seurs se´quentiels, soit en exe´cutant simultane´ment des instructions inde´pendantes.
Il existe diffe´rents types d’architectures paralle`les. On utilise commune´ment la Taxo-
nomie de Flynn pour distinguer ces architectures selon le type d’organisation du flux de
donne´es et du flux d’instructions. Cette classification est re´sume´e dans le tableau C.1.
Single instruction Multiple instructions
Single data SISD MISD
Multiple data SIMD MIMD
Tableau C.1 – Re´capitulatif de la taxonomie de Flynn.
SISD (Single Instruction on Single Data)
Dans cette architecture, une seule donne´e est traite´e par une unique instruction a` un
instant t. Une telle architecture est en fait un ordinateur se´quentiel qui n’exploite pas
de paralle´lisme, que ce soit au niveau des instructions ou de la me´moire. On l’appelle
e´galement architecture de von Neumann, que l’on peut sche´matiser comme indique´ en
figure C.1a.
MISD (Multiple Instructions on Single Data)
Il s’agit d’un ordinateur dans lequel une donne´e unique est traite´e par plusieurs unite´s
de calcul en paralle`le. Cette architecture est assez rarement imple´mente´e en pratique (cf.
figure C.1b).
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SIMD (Single Instruction on Multiple Data)
Dans ce second cas, plusieurs donne´es sont traite´es simultane´ment par une unique
instruction. Il s’agit d’un ordinateur qui utilise le paralle´lisme au niveau de la me´moire.
Cette architecture est sche´matise´e en figure C.1c.
MIMD (Multiple Instructions on Multiple Data)
Dans ce dernier cas, plusieurs unite´s de calcul, posse´dant chacune une me´moire propre,
traitent des donne´es diffe´rentes. Il s’agit de l’architecture paralle`le la plus utilise´e. Il en
existe en particulier deux variantes.
D’une part, l’architecture MIMD a` me´moire partage´e est telle que les unite´s de calcul
ont acce`s a` la me´moire comme un espace d’adressage global. Tout changement dans une
case me´moire est vu par les autres unite´s de calcul. La communication entre les unite´s de
calcul est effectue´e via la me´moire globale.
D’autre part, dans l’architecture MIMD a` me´moire distribue´e, chaque unite´ de calcul
posse`de sa propre me´moire et son propre syste`me d’exploitation. Ce second cas de figure
ne´cessite des outils supple´mentaires, appele´s middleware, pour synchroniser les donne´es et
communiquer entre les diffe´rents processeurs.
Les superordinateurs utilisent souvent une architecture MIMD hybride, e´tant a` la fois
a` me´moire partage´e et distribue´e. Ces syste`mes hybrides posse`dent l’avantage d’eˆtre tre`s
extensibles, performants et a` faible couˆt.
Dans le cas ge´ne´ral, on peut repre´senter l’architecture MIMD comme sche´matise´ en
figure C.1d.
Dans notre cas, nous disposons d’une architecture MIMD a` me´moire partage´e sur 16
processeurs, avec 192 Go de RAM. Dans le cas d’une me´moire partage´e, l’utilisation d’ins-
tructions OpenMP permet de parvenir a` une paralle´lisation du code de fac¸on relativement
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(d) Architecture MIMD.
Figure C.1 – Diffe´rents types d’architectures paralle`les.
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D Fibres a` cristaux photoniques (PCFs)
Les fibres a` cristaux photoniques (PCFs) [46] sont tre`s utilise´es en optique, pour des
applications diverses. Leurs proprie´te´s optiques de´pendent fortement de la ge´ome´trie et de
ses caracte´ristiques die´lectriques (indices de re´fraction n = √εr > 1). On conside´rera dans
notre cas que les PCF sont constitue´es d’une gaine et d’une ou plusieurs inclusions ou
cœurs. La propagation de la lumie`re peut se faire d’au moins deux manie`res diffe´rentes :
• Si l’indice de re´fraction du cœur ni est supe´rieur a` celui de la gaine ne, alors le champ
e´lectromagne´tique sera confine´ a` l’inte´rieur du cœur.
• Si ni < ne, alors le champ se de´placera dans la gaine. On utilise alors plusieurs
inclusions pour cre´er un espace (cercle, hexagone, etc.) dans lequel le champ est
concentre´ et puisse se de´placer dans une direction donne´e.
Il est important de connaˆıtre/calculer l’indice de re´fraction effectif neff qui caracte´rise
la propagation dans la PCF et qui tient compte des mate´riaux, de la ge´ome´trie et de la
source. Des exemples de fibre en coupe sont repre´sente´s sur la figure D.1.
d
(a) Fibre optique a` saut d’indice
d
Γ
(b) PCF a` 6 trous en hexagone
dc d
Γ
(c) PCF a` 121 trous en nid
d’abeille
Figure D.1 – Repre´sentation de plusieurs PCF, vue en coupe.
Afin de pouvoir e´tudier la propagation de la lumie`re dans des PCFs qui peuvent faire
intervenir des inclusions de formes, de tailles et de mate´riaux diffe´rents, on privile´gie
l’utilisation de me´thodes nume´riques afin d’obtenir rapidement le re´sultat souhaite´. Le
de´veloppement de ce code a e´te´ mene´ par Julien Vincent et Adrien Calvez au laboratoire
LAPLACE [47]. La me´thode des e´quations inte´grales de frontie`re pour la mode´lisation de
fibres a` cristaux photoniques y est aborde´e. Afin d’obtenir diverses solutions pour comparer
les re´sultats obtenus, d’autres me´thodes nume´riques et logiciels sont e´galement pre´sente´s.
Avant cela il faut poser correctement le proble`me, c’est l’objet de la partie suivante.
D.1 Proble`me de transmission
On conside`re une fibre de longueur infinie oriente´e selon uz et invariante suivant z,
dont la coupe transversale est repre´sente´e sur la figure D.2.
Le milieu Ω0 est conside´re´ comme homoge`ne infini et chaque milieu ferme´ Ωi
i>1
est
caracte´rise´ par son indice de re´fraction ni. Les vecteurs localement normaux et tangentiels
aux surfaces sont respectivement de´finis par ν et τ .
Dans le plan transverse (O,ux, uy), le champ e´lectrique E transverse et le champ
magne´tique H transverse doivent satisfaire l’e´quation d’Helmholtz. Ils doivent e´galement
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Figure D.2 – Sche´ma du proble`me de transmission.
satisfaire les conditions de transmission a` travers les frontie`res Γ qui font intervenir les
de´rive´es normales et tangentielles de E et H. Ceci permet d’e´crire les syste`mes (D.1)
et (D.2)) suivants :
• dans ⋃i>0 Ωi : {[
∆ + (k2 − β2)]E = 0,[
∆ + (k2 − β2)]H = 0, (D.1)


































avec les grandeurs suivantes :
• k0 = 2piλ0 la constante de propagation de l’onde magne´tique dans le vide, avec λ0 la
longueur d’onde dans le vide ;
• nj l’indice de re´fraction du milieu dans Ωj ;
• k = k0nj la constante de propagation du milieu dans Ωj ;
• β = k0neff
D.2 E´quation inte´grale de frontie`res pour les PCF
On reprend ici la me´thode de´crite dans [48] et [49]. L’e´criture des potentiels de simple et
de double couches a` l’inte´rieur et a` l’exte´rieur des inclusions, permet d’e´tablir les relations
entre les champs e´lectrique et magne´tique ainsi que leurs de´rive´es normales. Ces ope´rateurs
e´tant singuliers lorsque l’on conside`re deux points sur la meˆme frontie`re d’une inclusion
(sur la diagonale de la matrice), on utilisera la de´composition e´tablie par Kress [50] pour
outrepasser le proble`me.
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Repre´sentation des champs sur les surfaces
Dans un domaine Ωl ferme´, de frontie`re ∂Ωl suffisamment re´gulie`re (i. e. lipschitzienne),









avec r ∈ Ωl, ν est la normal sortante a` la surface ∂Ωl et G la fonction de Green :
G(r, r˜) = j4H
(1)
0 (ki||r− r˜||). (D.4)
Construction du syste`me a` re´soudre. On commence par conside´rer l’inte´rieur des
inclusions. En de´rivant (D.4) par rapport au vecteur normal et par passage a` la limite´, on
obtient l’e´quation inte´grale de frontie`re suivante :
(Id− Ji)∂νiu = −Wiu sur ∂Ωl (D.5)










∂ν(r)∂ν(r˜)ψ(r˜)ds(r˜) , r ∈ ∂Ωl
(D.6)
Pour l’exte´rieur des inclusions, c’est-a`-dire le milieu Ω0, il est ne´cessaire de prendre en
compte les interactions qui existent entre toutes les inclusions. En conside´rant un nombre
C d’inclusions, on peut e´crire, selon la meˆme de´marche re´alise´e pre´ce´demment, l’e´quation
inte´grale de frontie`re suivante :
(Id+ Je)∂νeu = Weu (D.7)
















En utilisant ces deux relations pour le champ e´lectrique E et le champ magne´tique
H en surface, et les deux relations de passage dans (D.2), on obtient le syste`me a` six
inconnues suivant :

We 0 −(Id+ Je) 0 0 0















0 0 0 We 0 −(Id+ Je)

























ou` l’ope´rateur T permet de faire la diffe´renciation de E et de H pour travailler sur les
champs tangentiels. Tout comme les ope´rateurs Wi et Ji, T intervient uniquement lorsque
l’on conside`re une meˆme inclusion, ce sont des ope´rateurs diagonaux par bloc.
Si on prend un exemple de deux inclusions note´es A et B, il faudra conside´rer 4 inter-
actions pour construire We (idem pour Je) : celle de A sur A, A sur B, B sur A et B sur
B. Pour l’ope´rateur Wi, chaque conclusion ne conside`re qu’elle meˆme (idem pour Ji et T ),





































Discre´tisation On reprend ici la discre´tisation mise au point par Kress [50] a` l’aide d’une
de´composition des noyaux et d’une me´thode de Nystro¨m (ou me´thode de quadrature). A`
l’inte´rieur des inclusions, on doit isoler l’hypersingularite´ pour re´aliser la discre´tisation. on
conside`re la re´pre´sentation parame´trique suivante, de la surface ∂Ωl :
r(t) = [x(t), y(t)], 0 6 t 6 2pi (D.12)
ou` l’angle t est compte´ dans le sens trigonome´trique, x(t) et y(t) sont des fonctions





















|r′(t)|P (t, t˜)∂νu(r(t˜))dt˜ (D.14)
Les expressions comple`tes de P et de Q sont donne´es dans [50] et dans les annexes
de [49]. En de´composant les singularite´s logarithmiques de P et Q et en faisant intervenir
des formules de quadratures [50] (attention : les formules de Rj(t) et de Tj(t) donne´es
dans [48] sont fausses, utiliser plutoˆt celles de [49]), on obtient le syste`me matriciel suivant :
(Id− Ji)∂νiu = −Wiu, (D.15)
ou` ∂νiu et u de´signent les vecteurs colonnes des surfaces de toutes les inclusions ∂νiu(r(tl))
et u(r(tl)). si N est le nombre de point de discre´tisation par trou et C le nombre d’inclu-
sion, ces vecteurs colonnes sont de taille CN .
Pour e´crire les matrices des ope´rateurs We et Je qui correspondent a` l’exte´rieur des
inclusions, il faut conside´rer deux cas selon les inclusions. Si on conside`re une meˆme in-
clusion (i. e. sur les blocs qui constituent la diagonale de la matrice), il faut reprendre le
sche´ma pre´ce´demment e´crit pour l’inte´rieur. Informatiquement, on peut utiliser une meˆme
fonction pour cre´er ses blocs car seule la valeur de l’indice de re´fraction peut varier.
Dans le cas ou` on conside`re deux inclusions A et B, les interactions des N points de
l’inclusion B sur le point r0 de l’inclusion A seront calcule´s sous la forme des inte´grales
suivantes :
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Les expressions des de´rive´es partielles de la fonction de Green sont calcule´es analyti-






















||r− r˜|| + 2




Le syste`me matriciel principal obtenu apre`s discre´tisation de toutes les frontie`res des
inclusions est constitue´ de 6 relations entre les 6 inconnues E, ∂νiE, ∂νeE, H, ∂νiH et
∂νeH. Dans le cas ou` on est en pre´sence d’un mode de propagation, la valeur de neff
permettra d’avoir le syste`me suivant :













We 0 −(Id+ Je) 0 0 0















0 0 0 We 0 −(Id+ Je)




















ou` Ψ et Φ sont deux vecteurs ale´atoires.
La taille du syste`me a` re´soudre devient plus importante lorsque l’on conside`re 121
trous, le temps d’inversion du syste`me augmente donc. Pour e´viter cela, on manipule la
matrice a` six inconnues pour que le syste`me n’en inte`gre plus que quatre sans inverser un













































We Ke KeT 0
Wi Ki 0 0
αKeT 0 We βKe










La section 4.3 s’attache a` re´soudre le syste`me
Fu = Φ, (D.28)
ou` Φ est un vecteur ale´atoire.
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Me´thodes quasi-optimales pour la re´solution des e´quations inte´grales de frontie`re
en e´lectromagne´tisme
Il existe une grande quantite´ de me´thodes nume´riques adapte´es d’une part a` la mode´lisation, et
d’autre part a` la re´solution des e´quations de Maxwell. En particulier, la me´thode des e´le´ments finis
de frontie`re (BEM), ou me´thode des Moments (MoM), semble approprie´e pour la mise en e´quation
des phe´nome`nes de diffraction par des objets parfaitement conducteurs, en limitant le cadre de l’e´tude
a` la frontie`re entre l’objet diffractant et le milieu exte´rieur. Cette me´thode me`ne syste´matiquement
a` la re´solution d’un syste`me line´aire dense, que nous parvenons a` compresser en l’approchant nume´-
riquement par une matrice hie´rarchique creuse, appele´e H-matrice. Cette approximation peut eˆtre
comple´te´e d’une re´-agglome´ration permettant d’ame´liorer la parcimonie de la H-matrice et ainsi d’op-
timiser davantage la re´solution du syste`me traite´. La hie´rarchisation du syste`me s’effectue en conside´-
rant la matrice traite´e par blocs, que l’on peut ou non compresser selon une condition d’admissibilite´.
L’Approximation en Croix Adaptative (ACA) et l’Approximation en Croix Hybride (HCA) sont deux
me´thodes de compression que l’on peut alors appliquer aux blocs admissibles.
Le travail de cette the`se consiste dans un premier temps a` valider le format H-matrice en 2D et en
3D en utilisant l’ACA, puis d’y appliquer la me´thode HCA, encore peu exploite´e. Nous pouvons alors
re´soudre le syste`me line´aire issu de la BEM en utilisant diffe´rents solveurs, directs ou non, adapte´s
au format hie´rarchique. En particulier, nous pourrons constater l’efficacite´ du pre´conditionnement LU
hie´rarchique sur un solveur ite´ratif. Nous pourrons alors appliquer ce formalisme au cas des surfaces
rugueuses ou encore des fibres a` cristaux photoniques (PCFs). Il sera e´galement possible de paralle´liser
certaines ope´rations sur architecture partage´e afin de re´duire de nouveau le couˆt temporel et me´moire
de la re´solution.
Mots-cle´s : Me´thodes nume´riques, e´quations inte´grales de frontie`re, matrices hie´rarchiques, Adaptive
Cross Approximation, Hybrid Cross Approximation, paralle´lisation.
Quasi-optimal methods for solving integral equations in electromagnetics
A lot of numerical methods are available for the modelization as well as the solution of the Max-
well’s equations. In particular the boundary element method (BEM), also known as Method of Moments
(MoM), seems appropriate to put in equation the scattering problems by perfectly conducting objects,
by restricting the study to the frontier between the diffracting object and its surrounding. This method
automatically leads to a dense linear system which we are able to compress, numerically approaching it
by a hierarchical sparse matrix, called H-matrix. This approximation can be completed with a coarse-
ning which enhance the sparsity of the H-matrix and thus optimizes again the solution of the concerned
system. The hierarchization of the system is done considering the concerned matrix by its blocks, which
can or cannot be compressed according to an admissibility condition. The Adaptive Cross Approxima-
tion (ACA) and the Hybrid Cross Approximation (HCA) are among the possible compression methods
available to compress the admissible blocks.
This PhD thesis first focuses on the validation of the H-matrix format both in 2D and 3D using
the ACA. We then apply to this format the HCA method, which is still quite unmined. Thus we can
solve the linear system coming from the BEM using different direct and iterative solution methods
which are adapted to suit the hierarchical format. In particular, we will observe the efficiency of the
hierarchical LU preconditionning used to enhance an iterative solver. Thus we will be able to apply this
formalism on cases such as rough surfaces or photonic crystal fibers (PCFs). It will also be possible to
make some operations parallel in order to further reduce the time cost of the solution.
Keywords : Numerical methods, boundary element method, hierarchical matrices, Adaptive Cross
Approximation, Hybrid Cross Approximation, parallel computing.
