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Abstract
We investigate the existence of stationary fronts in a coupled system of two sine-Gordon equa-
tions with a smooth, “hat-like” spatial inhomogeneity. The spatial inhomogeneity corresponds to
a spatially dependent scaling of the sine-Gordon potential term. The uncoupled inhomogeneous
sine-Gordon equation has stable stationary front solutions that persist in the coupled system.
Carrying out a numerical investigation it is found that these inhomogeneous sine-Gordon fronts
loose stability, provided the coupling between the two inhomogeneous sine-Gordon equations is
strong enough, with new stable fronts bifurcating. In order to analytically study the bifurcating
fronts, we first approximate the smooth spatial inhomogeneity by a piecewise constant function.
With this approximation, we prove analytically the existence of a pitchfork bifurcation. To
complete the argument, we prove that transverse fronts for a piecewise constant inhomogeneity
persist for the smooth “hat-like” spatial inhomogeneity by introducing a fast-slow structure and
using geometric singular perturbation theory.
1 Introduction
In this paper, we study the existence of front solutions in the following system of two spatially
inhomogeneous sine-Gordon equations with coupling
θxx − θtt = (1− dρ(x)) sin θ − α sin(θ − ψ),
ψxx − ψtt = (1− dρ(x)) sinψ − α sin(ψ − θ),
(1.1)
where θ = θ(x, t), ψ = ψ(x, t), α ∈ R is the coupling parameter and d ∈ R measures the strength
of the spatial inhomogeneity ρ(x). We consider the “hat-like” spatial inhomogeneity
ρ(x; ∆, δ) :=
tanh((x+ ∆)/δ) + tanh((−x+ ∆)/δ)
2
, (1.2)
with 0 < δ  1, ∆ > 0. Since 0 < δ  1, apart from a small region near |x| = ∆, the inhomogeneity
is near zero for |x| > ∆ and near 1 for |x| < ∆; see Figure 1(a). Thus the variable ∆ measures
the half width of the ρ(x; ∆, δ) “hat”. The small parameter δ determines the steepness of the
inhomogeneity’s jump. As δ → 0, ρ(x; ∆, δ) converges pointwise to the piecewise constant function
ρ0(x; ∆) =
0, |x| > ∆,1, |x| < ∆, (1.3)
1
ar
X
iv
:1
81
2.
02
68
8v
2 
 [m
ath
.D
S]
  7
 M
ay
 20
19
Figure 1: (a) is a sketch of the smooth “hat-like” spatial inhomogeneity ρ(x; ∆, δ) whilst (b) is a sketch of
the piecewise constant inhomogeneity ρ0(x; ∆). Note the dashed lines correspond to x = ±∆, illustrating
ρ(±∆; ∆, δ) ≈ 1/2.
(see Figure 1(b)) which will also be considered in this paper.
The coupled system (1.1) can be interpreted as a continuous approximation of two pendulum chains
interacting with one another where the mass of the pendulums is allowed to change. The dependent
variables θ and ψ represent the angles of the two pendulum chains, the parameter α corresponds
to the coupling strength between the two chains and the spatial inhomogeneity ρ(x) represents a
change in mass of the pendulums. The coupled system without spatial inhomogeneity (d = 0)
was proposed as an elementary model for two parallel adatomic chains with small local interaction
in [2]. Additionally the coupled system has been studied as a simple model of the DNA double
helix [5, 14, 20], where the DNA chain is represented as a coupled pendulum chain. Furthermore,
in the context of DNA it was proposed in [5], that the inhomogeneity (d 6= 0) in the coupled system
represents the presence of an RNA protein, an important mediator in DNA copying.
When u(x, t) = θ(x, t) = ψ(x, t) and d = 0, the coupling and inhomogeneous terms in the system
(1.1) vanish. As a result the system (1.1) reduces to the celebrated sine-Gordon equation [1, 9]
uxx − utt = sin(u).
The sine-Gordon equation is fully integrable and possesses a family of travelling front solutions
u±sG(x, t; c) = 4 arctan
(
exp
( ±1√
1− c2 (x− ct+ x
∗)
))
, |c| < 1, x∗ ∈ R. (1.4)
Here u+sG represents the monotonic increasing front, whilst u
−
sG the monotonic decreasing one. Both
fronts are centred at x = −x∗ when t = 0 and move with constant speed c. Thus when c = 0 the
fronts are stationary. Note that u−sG = 2pi − u+sG, which reflects the u 7→ 2pi − u symmetry of the
sine-Gordon equation.
From an application point-of-view, understanding front solutions and their dynamics is of special
interest. Recent research into the interaction of travelling sine-Gordon fronts with finite length
spatial inhomogeneities has produced fascinating results. In [19] Piette and Zakrzewski studied the
scattering of (1.4) in the inhomogeneous sine-Gordon equation
uxx − utt = (1− dρ0(x; ∆)) sin(u) (1.5)
with the piecewise constant spatial inhomogeneity (1.3). Starting the travelling front far away from
the inhomogeneity they noted several different phenomena dependent on the initial speed and d,∆.
2
Fix d,∆ > 0, then for values of c less than some critical one the travelling front would not pass and
get stuck in the inhomogeneity. For higher speeds the front could pass through the inhomogeneity.
Interestingly they noted some speed values less than the critical one that fronts could bounce back
out of the inhomogeneity. More recently, Goatham et al. studied the scattering of the travelling
sine-Gordon fronts (1.4) in (1.5) with smooth non-steep spatial inhomogeneities; see [10].
It has also been shown the existence of stationary fronts plays a role in studying the interaction
of travelling fronts with spatial inhomogeneities [4]. This is because stationary front solutions
correspond to fixed points in the dynamical systems approach to the wave equation. The existence
of stationary front solutions to the inhomogeneous sine-Gordon equation (1.5), with boundary
conditions u(−∞) = 0 and u(+∞) = 2pi, for all d ∈ R and ∆ > 0 was established in [4]. We denote
these fronts by u0(x; d,∆), hence u0(x; d = 0,∆) = u
+
sG(x, t; 0). In the special case, d = 1, Derks et
al. [4] also gave the explicit expression for the front solutions,
u0(x; d = 1,∆) =

4 arctan(ex+x
∗
), x < −∆
pi +
√
2hx, |x| < ∆
4 arctan(ex−x∗), x > ∆,
(1.6)
where 0 < h(∆) < 2 is uniquely determined by
∆ = arccos(h− 1)/
√
2h and x∗ = ln(tan(arccos(1− h)/4)) + ∆. (1.7)
These solutions persist in the coupled system (1.1) when δ = 0.
Returning to the full coupled system (1.1), when there is no spatial inhomogeneity, i.e. d = 0,
the sine-Gordon fronts θ(x, t) = ψ(x, t) = u±sG(x, t; c) are stable if −1/2 < α < 0 and unstable if
0 < α < 1/2; see [2]. We illustrate this instability for the stationary front u+sG(x, t; 0) in a numerical
time simulation of (1.1) with d = 0 and α = 0.1 in Figure 2(a). The instability manifests itself
by the stationary fronts travelling apart. We now consider a numerical time simulation of the
stationary front u+sG(x, t; 0) in (1.1) when d 6= 0; see Figure 2(b-c). Fixing 0 < δ  1, d > 0 and
∆ > 0 the stationary fronts with θ = ψ = u+sG first adapt themselves to account for the presence
of a spatial inhomogeneity then two different phenomena can occur. For small values of α > 0 the
stationary fronts are stable; see Figure 2(b). On the other hand, for larger values of α < 1/2 the
stationary fronts are unstable and bifurcate to new stationary fronts with θ 6= ψ; see Figure 2(c).
When plotting in the coordinates
u =
θ + ψ
2
and v =
θ − ψ
2
(1.8)
one starts to see how this bifurcation occurs. The case θ(x) = ψ(x) in the original variables
corresponds to (u(x), v(x)) = (θ(x), 0) in the new ones. For fixed d > 0, we see in Figure 2(b)
that for small values of α, (u(x), v(x)) = (θ(x), 0) is stable, i.e. the inhomogeneity has stabilized
the sine-Gordon front in the coupled system. For larger values of α, Figure 2(c) shows that a
bifurcation has happened: the effect of the coupling initially dominates the stabilizing effect of the
inhomogeneity and the θ and ψ components start to travel apart as in (a), but soon afterwards,
the inhomogeneity dominates again and the fronts get stopped. This results in v becoming a small
localised pulse.
The main aim of this paper is to provide a detailed numerical and analytical understanding of the
bifurcation shown in Figure (2)(b-c). We will do this by studying the existence of stationary fronts
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Figure 2: (a) corresponds to space-time plots of the dynamics of the initial condition consisting of the
stationary sine-Gordon front solutions in the system (1.1) with α = 0.1 and no spatial inhomogeneity, i.e.
d = 0. The left panel corresponds to θ(x, t) and the right ψ(x, t). After a while, the fronts loose stability and
begin to travel apart. The left panel of (b) correspond to a space-time plot of the θ(x, t) dynamics of the same
initial condition, now with the spatial inhomogeneity δ = 1/15 and ∆ = d = 1, while keeping α = 0.1. The
right panel corresponds to the solution profile at t = 80. The left panel of (c) corresponds to a space-time
plot of the θ(x, t) dynamics, again with the same initial condition, now for a stronger coupling α = 0.4, and
the same inhomogeneity δ = 1/15 and ∆ = d = 1. The right panel corresponds to the solution profile at
t = 80. Note that as we are interested in stationary solutions a small damping term was added in (b) and
(c) to suppress the additional radiation generated by the initial adaptation in the Hamiltonian system.
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to the coupled system (1.1) when 0 < α < 1/2, d > 0, ∆ > 0 and 0 6 δ  1. The restriction on α
is due to the fact that the steady state (θ, ψ) = (2pi, 2pi) is temporally unstable for α > 1/2. Note
that the δ = 0 case corresponds to the piecewise constant inhomogeneity, i.e. ρ(x) = ρ0(x; ∆) given
by (1.3). Since the sine-Gordon symmetry persists for the full coupled system (1.1) we can restrict
ourselves to the monotonic increasing fronts. It is helpful to keep the change of variables (1.8).
Consequently, the existence of stationary front solutions in the coupled inhomogeneous system (1.1)
is equivalent to the existence of solutions to the Boundary Value Problem (BVP)
uxx = (1− dρ(x)) sinu cos v,
vxx = (1− dρ(x)) sin v cosu− α sin 2v.
(1.9)
lim
x→−∞(u(x), v(x)) = (0, 0) and limx→+∞(u(x), v(x)) = (2pi, 0). (1.10)
When v(x) = 0, the system (1.9) reduces to the stationary inhomogeneous sine-Gordon equation
uxx = (1− dρ(x)) sinu, lim
x→−∞u(x) = 0 and limx→∞u(x) = 2pi. (1.11)
An obvious starting point for the analysis to understand the bifurcation occurring in Figure 2 is
to build on the work on the uncoupled inhomogeneous sine Gordon equation in [4] and consider
the case d = 1, δ = 0 (the piecewise constant inhomogeneity ρ0(x; ∆) given by (1.3)) and carry
out a Lyapunov-Schmidt reduction analysis for the explicit front solution (1.6). As the front is
a non-constant state, this poses some challenges to be overcome. The next step would be to ex-
tend the existence for the piecewise constant inhomogeneity ρ0(x; ∆) to the smooth inhomogeneity
ρ(x; ∆, δ) (1.2). Whilst for fixed ∆ the function ρ(x; ∆, δ) converges pointwise to ρ0(x; ∆) as δ → 0,
the link between the front (1.6) and front solutions in (1.1) is not immediately obvious.
In order to overcome this issue, we adapt an approach by Goh and Scheel [11]. They study fronts
in the complex Ginzburg-Landau equation with a smooth single step inhomogeneity and charac-
terise this inhomogeneity with an additional Ordinary Differential Equation (ODE). Following this
approach, we extend the coupled system with the following additional ODE for the inhomogeneity
ρ:
δ2ρxx = 4ρ
3 − (6 + 4)ρ2 + 2(1 + )ρ.
When 0 < , δ  1, this ODE has explicit solutions where (1.2) is the leading order approximation
and  can be expressed in terms of ∆ and δ ( = O(e−2
√
2∆/δ)). Including this ODE in the system
(1.9) turns the problem into a fast-slow dynamical system where geometric singular perturbation
theory can be applied and existence of solutions can be proved for fixed ∆ and 0 < δ  1. The key
part of the geometric singular perturbation theory is to understand the singular limit δ → 0, where
ρ is determined by an algebraic equation, then use Fenichel’s theorems [8] to prove persistence when
0 < δ  1.
We have four main results. The first is a systematic numerical investigation of the bifurcation
illustrated in Figure 2(b–c) using numerical path following in the (α, d,∆) parameter space. In
particular, this numerical investigation allows us to explore several limiting cases where analysis is
possible. With this analysis, we obtain two theorems about the location of the bifurcation from the
sine-Gordon front and the emerging bifurcating states using the piecewise constant ρ0(x; ∆) (1.3).
Finally, we prove that the fronts found for a piecewise constant inhomogeneity ρ0(x; ∆) persist for
the smooth inhomogeneity ρ(x; ∆, δ) (1.2) for 0 < δ  1.
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The structure of this paper is as follows. Section 2 presents a numerical investigation into the
BVP (1.9-1.10). Starting with a solution of the form (u(x), v(x)) = (u(x), 0), we show the existence
of a pitchfork bifurcation at which v(x) becomes non-zero in the parameter space with α ∈ (0, 1/2)
and d, ∆ > 0. In Section 3 we use the piecewise constant inhomogeneity ρ0(x; ∆) to determine
an analytical expression for the bifurcation locus in case d = 1 and derive approximations for the
bifurcation locus observed in Section 2 in the cases d large and ∆ large. Using the bifurcation
locus expression and the front solution (1.6), we employ Lyapunov-Schmidt reduction to show the
existence of a pitchfork bifurcation and approximate the bifurcating solutions in Section 4 for the
case d = 1. In Section 5 we use regular and singular perturbation theory to show that if solutions
exist with the inhomogeneity ρ0(x; ∆), then they persist for the smooth inhomogeneity ρ(x; ∆, δ).
This result rigorously justifies comparisons between the numerics and the analysis made throughout
the paper. Finally, in Section 6 we end with a summary of the main results and a discussion of
further research.
2 Numerical bifurcation investigation
In this section we numerically investigate a bifurcation in the inhomogeneous coupled sine-Gordon
BVP (1.9-1.10) from the solution state (u(x), v(x)) = (u(x), 0) to one where v(x) 6= 0. Recall (1.9)
has four parameters: the coupling parameter α, the strength of the inhomogeneity d, the steepness δ
and the width ∆. Throughout this section we keep the steepness parameter δ = 1/15 fixed. First
fixing d = ∆ = 1, we determine a bifurcation point in the remaining parameter α whereby v(x)
undergoes a pitchfork bifurcation. After this, we keep d = 1 fixed but consider any ∆ > 0 and plot
the corresponding bifurcation diagram in the (α,∆) plane. We finish this section by showing the
pitchfork bifurcation occurs for any d > 0 and give plots in the (d,∆) plane for various fixed values
of α ∈ (0, 1/2), illustrating the existence of a two dimensional bifurcation manifold in the (α, d,∆)
parameter space.
To start this numerical bifurcation section, we discuss how to set up the problem for numerical
investigation.
2.1 Implementation
We will study the BVP (1.9-1.10) using AUTO07p [6]. AUTO07p requires us to re-write (1.9) as
a first order ODE system. Hence we consider
ux = p,
px = (1− dρ(x; ∆, δ)) sinu cos v,
vx = q, (2.1)
qx = (1− dρ(x; ∆, δ)) sin v cosu− α sin 2v,
where the smooth inhomogeneity ρ(x; ∆, δ) is defined in (1.2). Note that AUTO07p is unable to
deal with the piecewise constant approximation ρ0(x; ∆) of ρ(x; ∆, δ). The dynamics of (2.1) are
centred at x = 0 however AUTO07p requires us to consider the dynamics on a positive spatial
interval. Thus we apply the spatial translation x˜ = x+ 50 to (2.1) which centres the dynamics at
x˜ = 50. We consider the dynamics over the finite interval x˜ ∈ [0, 100] with boundary conditions
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Figure 3: A plot of the bifurcation branches and evolution of v(x) solution in the system (2.1) with d = 1 = ∆
and varying α ∈ (0, 1/2). Panel (a) corresponds to the solution with v(x) = 0 which exists for all α ∈ (0, 1/2).
The bifurcation locus is at α ≈ 0.18. Panel (b) shows the u (black) and v (blue) eigenfunctions with the
eigenvalue 0 respectively. Panel (c) displays the u and v components of the solution on the positive bifurcation
branch at α = 0.4. Panel (d) displays the u and v components of the solution on the negative bifurcation
branch at α = 0.4.
(u, p, v, q)(x˜ = 0) = (0, 0, 0, 0) and (u, p, v, q)(x˜ = 100) = (2pi, 0, 0, 0). When plotting the data we
have reverted the shift transformation (consider x = x˜ − 50) so that it is once again centred at
x = 0 and satisfies (2.1). Due to the spatial inhomogeneity no phase condition is needed. Finally,
we use standard AUTO07p tolerances as detailed in [6].
2.2 The bifurcation when d = 1
Consider d = 1. Then, in the limit δ → 0, it follows from [4] that for any ∆ > 0, the system (2.1) has
stationary front solutions (u(x), ux(x), 0, 0) with u(x) given by (1.6). When 0 < δ  1, AUTO07p
shows that there are nearby stationary solutions of (2.1) that satisfy the boundary conditions
u(x = −50) = 0 and u(x = 50) = 2pi. Considering ∆ fixed and varying α ∈ (0, 1/2), one can find a
pitchfork bifurcation point at some α = α∗ whereby the (v, q) component can become non-zero. For
example, fixing ∆ = 1 we find a pitchfork bifurcation at α∗ ≈ 0.18. Figure 3 shows this bifurcation
for ∆ = 1 and the new emerging branches where v(x) is non-zero in the region α ∈ (0, 1/2). Figure
3(a-b) show the u and v components of the solution and the eigenfunctions for the zero eigenvalue,
respectively, at the bifurcation point α∗ ≈ 0.18. In particular, we see that the eigenfunction for the
u component is zero whereas for the v component it is a localised function. Fixing α = 0.4 > α∗,
the u and v components of the solution on the positive and negative branches of the system (2.1),
with d = 1 and ∆ = 1, are plotted in Figures 3(c) and 3(d) respectively. Here we observe the
emergence of a localised v component that steadily grows as we move away from the bifurcation
point.
In Figure 4 we trace out the locus of the pitchfork bifurcation point α∗(∆) in the (α,∆) plane.
For parameters (α,∆) chosen on the right side of the bifurcation diagram there exists non-zero
v(x) solutions. Whilst on the left only solutions with v = 0 exist. This figure shows that the
largest value of α that the pitchfork bifurcation can occur is α∗ ≈ 0.185. Hence, when d = 1, the
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Figure 4: The locus of the pitchfork bifurcation in the (α,∆) plane when d = 1. The v(x) = 0 solution exists
for all parameter choices but for choices on the right of the curve v(x) 6= 0 solutions also exist.
bifurcation occurs when the coupling between u(x) and v(x) components is small.
2.3 The bifurcation for any d > 0
We now show the pitchfork bifurcation occurs for any d > 0. Consider the solution with v(x) 6= 0
in Figure 3(c) with fixed α = 0.4, ∆ = 1, and d = 1. Increasing the parameter d results in the decay
of the v(x) component of the solution; see Figure 5. Notice that when d 6= 1 the v(x) solution does
not always have a bell shape; Figure 5 shows the v(x) component developing two maximum points
as d increases. Eventually, at d ≈ 2.33 the v(x) component vanishes. This implies that, when
∆ = 1, the bifurcation point α∗ ≈ 0.185 observed for d = 1 increases to α∗ = 0.4 as d increases to
d ≈ 2.33. Figure 6(a) shows this behaviour happens for all ∆. It shows the bifurcation locus in the
(α,∆) plane for d = 2.33, d = 1 and d = 0.5. For parameter choices to the left of the bifurcation
loci, only solutions with v(x) = 0 exist whilst for parameters selected on the right of the curves
there are also solutions with a non-zero v component. As d increases, the locus moves rightwards
and the solution with v(x) = 0 becomes the dominant one since there is less parameter choice for
the solution with v(x) 6= 0 to exist. On the other hand, as d decreases the curve moves leftwards
and more solutions with v(x) 6= 0 exist. In particular, for d < 1, the loci asymptote to α = 0 for
∆ → ∞ and are also close to α = 0 for a large range of ∆ values. In Figure 6(b) we plot the
bifurcation branches for the v(x) component when d ≈ 2.33 and ∆ = 1.
Finally we fix α and consider the bifurcation locus in the (d,∆) plane. In the main panel of Figure 7
we trace the pitchfork bifurcation locus in the (d,∆) plane for fixed α = 0.4. On the curve and in
the area to the right v(x) = 0. Meanwhile on the left v(x) 6= 0 solutions also exist. Figures 7(a-c)
give details about the solution (u(x) and v(x) components and (u, p) phase plane, where p = ux,
and eigenfunction for the eigenvalue zero at selected points on the curve. Figure 7(a) corresponds
to a large ∆ value at the top of the curve (∆ = 8). Here we observe that the u front has a plateau
around pi at x = 0. As one passes to the points (b) and (c) on the curve in Figure 7 (hence ∆
decreases and d increases), we see that this plateau disappears and u tends to the unperturbed
sine-Gordon front as d becomes large.
In Figure 8(a), bifurcation loci in the (d,∆) parameter plane have been plotted for α = 0.01, 0.1,
0.25, 0.4, and 0.49. To the right of each curve v(x) = 0 is the only solution whilst to the left
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Figure 5: The top left panel shows the evolution of the L2 norm of non-zero v(x) component for d ∈ [1, 2.33]
where α = 0.4 and ∆ = 1. The other panels show snapshots u and v components of the solution, for different
values of d, of the system (2.1). This illustrates that the v component shrinks as d increases.
Figure 6: Panel (a) corresponds to the bifurcation locus in the (α,∆) plane when d = 0.5, 1, and 2.33. To
the right of each curve v(x) 6= 0 solutions exist. Panel (b) shows the bifurcation branches and the evolution
of the v(x) solution when ∆ = 1 and d = 2.33.
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(b)
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Figure 7: The top panel shows the bifurcation locus for α = 0.4 in the (d,∆) plane. Panels (a), (b), and (c)
give details at the three bifurcation points labelled in the top panel. The left column represents the physical
space whilst the middle is a plot of the (u, p) phase space, where p = ux. The final column is a plot of the v
component of the eigenfunction at the eigenvalue zero.
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Figure 8: (a) shows the bifurcation locus in the (d,∆) plane for several fixed values of α. (b) gives the
bifurcation locus in the (α, d) plane for fixed ∆ = 8 and α ∈ [0.01, 0.49].
non-zero solutions for v(x) exist. As α→ 1/2, the bifurcation locus translates rightwards and more
v(x) 6= 0 solutions exist. On the other hand as α → 0 the locus moves leftwards and becomes
non-monotonic. However for fixed values of ∆, the curves have the property that d→ 0 as α→ 0.
Also, for α fixed, the bifurcation curves asymptote to ∆ = 0 for d→∞ and to some d(α) > 1 for
∆→∞, with d(α)→ 1 for α→ 0. This is illustrated in Figure 8(b) where the bifurcation locus in
the (α, d) parameter plane is shown for fixed ∆ = 8 and 0.01 6 α 6 0.49.
3 Bifurcation manifold analysis
Upon fixing 0 < δ  1, the numerical investigation in the previous section on the BVP (1.9-1.10)
suggests that there is a single bifurcation manifold in the three parameter space (α, d,∆) where a
pitchfork bifurcation occurs. On this manifold the solution state (u(x), v(x)) = (u(x), 0) bifurcates
to one where v(x) 6= 0.
Using the piecewise constant inhomogeneity ρ0(x; ∆) given in (1.3) we have the explicit expres-
sion (1.6) for solutions (u(x), v(x)) = (u0(x; d,∆), 0) to the BVP (1.9-1.10) in the d = 1 case.
Furthermore, we can derive approximations for the solutions u0(x; d,∆) in the d  1 and ∆  1
limits. So in this section we consider the piecewise constant inhomogeneity ρ0(x; ∆) as an approx-
imation of ρ(x; ∆, δ). We look for the critical parameters in the three parameter space (α, d,∆) of
the BVP
uxx = (1− dρ0(x; ∆)) sinu cos v,
vxx = (1− dρ0(x; ∆)) sin v cosu− α sin 2v,
(3.1)
lim
x→−∞(u(x), v(x)) = (0, 0) and limx→+∞(u(x), v(x)) = (2pi, 0), (3.2)
at which the solution state (u(x), v(x)) = (u0(x; d,∆), 0) can bifurcate to one where v(x) 6= 0. To
be specific, we find the parameter values for which the linearisation about the state (u0(x; d,∆), 0)
has an eigenvalue zero. When d = 1 we determine an implicit relation between α and ∆ that
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characterises the bifurcation locus. When d  1 or ∆  1, we obtain approximations of the
bifurcation locus. We give these results in the following Theorem.
Theorem 1 Consider the BVP (3.1-3.2). In the cases below, the solution (u(x), v(x)) = (u0(x; d,∆), 0)
can bifurcate to a solution with v 6= 0.
Case 1: d = 1
The bifurcation locus α(∆) is determined implicitly by
h
2
−√1− 2α
(√
1− 2α+
√
2(2− h)
2
)
= −
√
2α
(√
1− 2α+
√
2(2− h)
2
)
tan
(√
α
h
(
arccos(h− 1)
))
(3.3)
where 0 < h < 2 is determined from the one to one relation ∆ = arccos(h− 1)/√2h.
Case 2: d 1
For 0 < α < 1/2 the bifurcation locus is approximated by
∆(α; d) =
1
d
(
2α√
1− 2α
)(
1 +O
(
1√
d
))
. (3.4)
Case 3: ∆ 1
(a) When d > 1 the bifurcation locus is approximated by α(d; ∆) = α0(d) + O(e−
√
d−1∆) with
α0(d) the solution of(√
1− 2α0√
d
− 2α0 + 1
d
)(
d− 1√
d
+
√
d− 1− 2α0
)
+
(
1√
d
+
√
1− 2α0
)(
d− 1√
d
√
d− 1− 2α0 − 2α0 + (d− 1)
2
d
)
= 0. (3.5)
This implies that 0 6 α0(d) < 12 min(d− 1, 1) and α0(d) = d−12 +O((d− 1)2) for d ↓ 1.
(b) When 0 < d < 1 the bifurcation locus satisfies α(d; ∆) = o(1) for ∆→∞.
The bifurcation locus α(∆) in case 1 can not be distinguished from the numerics shown in Figure 4.
The approximations of the bifurcation locus in cases 2 and 3(a) are plotted in Figure 9 and compared
with the numerically computed ones seen in the previous section. Here we see excellent agreement
in the respective limits for d → ∞ and for ∆ → ∞ with d > 1. For fixed 0 < d < 1, case 3(b)
clarifies the numerical results in Figure 6(a) (where d = 0.5) and the sharp downturn in the d(α)
curve in Figure 8(b).
The remainder of this section is spent proving this theorem. First we consider the solutions of the
BVP (3.1-3.2) with v(x) = 0. When v(x) = 0, the BVP reduces to,
uxx = (1− dρ0(x; ∆)) sinu (3.6)
lim
x→−∞u(x) = 0 and limx→+∞u(x) = 2pi. (3.7)
We call (3.6) the inhomogeneous sine-Gordon equation. The existence of fronts that connect u = 0
to u = 2pi for all d ∈ R and ∆ > 0 is shown in [4]. The construction used in this paper is based
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Figure 9: The solid curves in (a) shows the approximation (3.4) of the bifurcation locus in the (d,∆) plane
for fixed α and large d. The solid lines in (b) shows the approximation (3.5) of the bifurcation locus for fixed
α and large ∆. In both (a) and (b) the dashed curves correspond to the numerics presented in the previous
section.
on the following idea which is illustrated in Figure 10. Since the spatial inhomogeneity is piecewise
constant, we can interpret (3.6) as a homogeneous Hamiltonian system in both individual regions
|x| > ∆ and |x| < ∆.
The Hamiltonian of (3.6) in the region |x| > ∆, i.e. when ρ0 = 0, is
H0(u, p) =
1
2
p2 + cos(u)− 1, (3.8)
with p = ux. The Hamiltonian is chosen such that it vanishes on the heteroclinic connection
between (0, 0) and (2pi, 0). This heteroclinic connection corresponds to the stationary sine-Gordon
front, i.e. u+sG in (1.4) with c = 0, and is explicitly described by(
u(x)
p(x)
)
=
(
4 arctan(ex+x
∗
)
2 sech(x+ x∗)
)
, where x∗ ∈ R.
The front solution to the inhomogeneous sine-Gordon equation has to lie on this heteroclinic con-
nection for |x| > ∆, hence the solution has to satisfy H0(u(x), p(x)) = 0 for |x| > ∆.
On the other hand, in the region |x| < ∆, i.e. when ρ0 = 1, the Hamiltonian is
H1(u, p) =
1
2
p2 + (1− d)(1 + cos(u)), (3.9)
with p = ux. This Hamiltonian is chosen such that it vanishes on the fixed point (u, p) = (pi, 0).
This fixed point is a saddle point when d > 1 and a centre when d < 1. A front solution of the
inhomogeneous sine-Gordon equation can be characterised by the value of the Hamiltonian H1
on the interval |x| < ∆. Denote this value by h. Then a front solution u(x) of (3.6) satisfies
H1(u(x), p(x)) = h with h > 0 for |x| < ∆. The relations H0 = 0 and H1 = h at x = −∆ give the
following matching coordinates
u−(h; d) := u(−∆) = arccos
(
−1 + 2− h
d
)
and p−(h; d) := p(−∆) =
√
4(d− 1) + 2h
d
. (3.10)
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Furthermore we have the following symmetry relations u+ = 2pi − u− and p+ = p−. It can be
seen from (3.10) that both u− and p− are increasing in h and (u−, p−) → (pi, 2) as h → 2. Con-
sequently the values of the Hamiltonian H1 relevant for the construction of a stationary front are
0 < h 6 2. Finally, the Hamiltonian H1 can be used to derive a bijection between the length of the
inhomogeneity ∆ > 0 and the parameter h ∈ (0, 2), thus h can be considered as a function of ∆.
When d = 1, the non-linearity in (3.6) vanishes in the region |x| < ∆ and the construction can be
used to show that the fronts are given explicitly by (1.6). When d 6= 1, it is no longer possible to
construct explicit fronts without employing the Jacobi elliptic functions. However, the construction
above can be used to show that the front is close to pi for all |x| < ∆ when d 1 and also that its
shape for |x| < ∆ is close to the sine-Gordon front shape u+sG when ∆ 1.
Next we return to the full BVP (3.1-3.2). We setw = (u, v) and hence consider boundary conditions
w(−∞) = (0, 0) and w(+∞) = (2pi, 0). We denote the front solution of the inhomogeneous sine-
Gordon equation as constructed above by u0(x; d,∆). Then w0 = (u0, 0) solves (3.1) for all α ∈ R.
We wish to determine the bifurcation points in the three parameter space at which the second
component becomes non-zero. Due to the non-zero boundary conditions, it is convenient to set
w˜ = w −w0 ∈ H2(R)×H2(R).
Now, fixing d,∆ > 0, we can define F : H2(R)×H2(R)× R 7→ L2(R)× L2(R) where
F(w˜;α) =
(
u˜xx
v˜xx
)
−
(
(1− dρ0)(sin(u˜+ u0) cos(v˜)− sin(u0))
(1− dρ0) sin(v˜) cos(u˜+ u0)− α sin(2v˜)
)
.
Note that F(0;α) = 0 for all α ∈ R. A necessary condition for the existence of a bifurcation locus
is that the linearisation of F about w˜ = 0 has an eigenvalue zero.
Linearising F(w˜;α) about w˜ = 0 yields the linear operator L˜α : H2(R) ×H2(R) × R → L2(R) ×
L2(R) where
L˜α =
(
L 0
0 L+ 2α
)
(3.11)
and L : H2(R)→ L2(R) is given by
L = Dxx − (1− dρ0) cos(u0). (3.12)
We call Λ˜ an eigenvalue of L˜α if there exists a W ∈ H2(R)×H2(R) such that L˜αW = Λ˜W . Since
L˜α is a self-adjoint operator all eigenvalues are real. Moreover, Λ˜ is an eigenvalue of L˜α if either:
i) Λ = Λ˜ is an eigenvalue of L with eigenfunction Ψ ∈ H2(R). Hence Λ˜ has associated eigen-
vector W = (Ψ, 0),
ii) Λ = Λ˜ − 2α is an eigenvalue of L with eigenfunction Ψ ∈ H2(R). Hence Λ˜ has associated
eigenvector W = (0,Ψ).
The continuous spectrum of L˜α is determined by the system at ±∞ and corresponds to the interval
(−∞,−1 + 2α].
To proceed with the analysis of the existence of an eigenvalue zero of L˜α, we require more knowledge
of u0. As indicated above, such knowledge can be obtained in the cases d = 1, d 1, and ∆ 1
without use of the Jacobi elliptic functions.
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(a) (b) (c)
Figure 10: The black trajectories in (a), (b) and (c) correspond to solution curves in the phase plane of H1
(see (3.9)) for d = 0.5, d = 1 and d = 2 respectively. In each panel, the dashed blue curve is the heteroclinic
connection in the H0 dynamics (see (3.8)) and the bold blue curve corresponds to front solutions of (3.6)
with ∆ = 1. Finally the blue points represent the matching points (3.10).
Case 1: d = 1
When d = 1, the BVP (3.6-3.7) has unique solutions for all ∆ > 0 explicitly given by (1.6). Thus
in this case the linear operator (3.12) becomes
L = Dxx − (1− ρ0) cos(u0) =

Dxx − cos(4 arctan(ex+x∗)), x < −∆
Dxx, |x| < ∆
Dxx − cos(4 arctan(ex−x∗)), x > ∆,
(3.13)
where x∗ is given by (1.7). This operator is studied in [4] and the following Lemma is proved.
Lemma 1 ([4]) For fixed ∆ > 0, the linear operator (3.13) has a largest eigenvalue Λ ∈ (−1, 0)
given implicitly by the largest solution of
h
2
−√1 + Λ
(√
1 + Λ +
√
2(2− h)
2
)
= −√−Λ
(√
1 + Λ +
√
2(2− h)
2
)
tan
(√−Λ
2h
(
arccos(h− 1)
))
(3.14)
where h(∆) ∈ (0, 2) is given by the implicit relation ∆ = arccos(h − 1)/√2h. The eigenvalue has
an associated eigenfunction Ψ ∈ H2(R) given by
Ψ
R
=

exp(
√
1 + Λ(x+ x∗))(tanh(x+ x∗)−√1 + Λ), x < −∆
A cos(
√−Λx), |x| < ∆
− exp(−√1 + Λ(x− x∗))(tanh(x− x∗) +√1 + Λ), x > ∆.
(3.15)
In the above, A is a constant found by matching the above at either x = ±∆. Furthermore, R
is the rescaling constant, dependent on ∆, such that ||Ψ||2L2(R) = 1. Both A and R are given in
Appendix B.
This Lemma implies that for fixed values of ∆ > 0, the operator L˜α has an eigenvalue zero at
α = −Λ/2 with associated eigenvector (0,Ψ) ∈ H2(R) × H2(R). Replacing Λ by −2α in (3.14)
yields (3.3) which completes the first part of the proof of Theorem 1.
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Case 2: d 1
Next we seek approximations of front solutions to (3.6) when d  1. It is apparent from (3.10)
that for any ∆ > 0, i.e. any h(∆) ∈ (0, 2), the coordinates (u−, p−) → (pi, 2) as d → ∞. To be
more precise, by setting  = 1/
√
d, (3.10) implies u− = pi −√2(2− h) + O(3). Thus, using the
symmetry u− = 2pi − u+, it is apparent that in the region |x| ≤ ∆
|u0(x)− u−| 6 |u+ − u−| = 2|pi − u−| = O().
Consequently, u0(x) = pi +O(), uniform in the region |x| ≤ ∆. Therefore when d 1 stationary
fronts to the system (3.6) can be approximated by
u0(x; d,∆) =

4 arctan(ex+x
∗
), x 6 −∆
pi +O(1/√d), |x| 6 ∆
4 arctan(ex−x∗), x > ∆.
(3.16)
To determine the translation x∗, we will use the expressions (3.10) for the value at the matching
point. Since d 1 these expressions imply
x∗ = ∆− 2
√
2(2− h)√
d
+O
(
1
d
)
.
The approximation (3.16) of u0 in the linear operator L defined in (3.12) gives the following Lemma
about the eigenvalues of the operator L.
Lemma 2 Consider d 1. For any Λ ∈ (−1, 0), there is a ∆ satisfying
∆ =
−Λ√
1 + Λ
(
1
d
+O
((
1
d
) 3
2
))
. (3.17)
such that the linear operator L as defined in (3.12) has an eigenvalue Λ ∈ (−1, 0).
Proof. We call Λ an eigenvalue of L if there exists an eigenfunction Ψ ∈ H2(R) such that LΨ = ΛΨ,
i.e.
[Dxx − cos(u0)]Ψ = ΛΨ, |x| > ∆ (3.18a)
[Dxx − (1− d) cos(u0))]Ψ = ΛΨ, |x| < ∆, (3.18b)
Since L is a Sturm-Liouville operator the eigenvalue Λ has to be real. For any eigenvalue Λ, the
eigenfunction Ψ ∈ H2(R), hence Ψ → 0 and Ψx → 0 for |x| → ∞. These boundary conditions,
the fact that u0 − pi is an odd function and the equations (3.18a-3.18b) imply that Ψ is an even
function. Using the results for the sine-Gordon linearisation in [16], the solutions for the linear
ordinary differential equation (3.18a) for x < −∆ are spanned by
Ψ1(x) = e−
√
1+Λ(x+x∗)(tanh(x+ x∗) +
√
1 + Λ) (3.19a)
Ψ2(x) = e
√
1+Λ(x+x∗)(tanh(x+ x∗)−√1 + Λ). (3.19b)
Since we are interested in Ψ ∈ H2(R), in the region x < −∆ we consider the decaying solution for
(3.18a)
Ψ−(x) = e
√
1+Λ(x+x∗)(tanh(x+ x∗)−√1 + Λ) (3.20)
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with derivative,
dΨ−
dx
= e
√
1+Λ(x+x∗)(
√
1 + Λ tanh(x+ x∗)− Λ− tanh2(x+ x∗)). (3.21)
On the other hand, for d  1 the function u0(x) = pi +O(1/
√
d), uniform for |x| 6 ∆, hence the
ODE (3.18b) can be written as
1
d
d2Ψ
dx2
=
(
1 +O
(
1
d
))
Ψ, uniform for |x| 6 ∆.
For any fixed ξ0, the even solutions of this linear ordinary differential equation are given by
Ψ(x) = A cosh(
√
dx) +O
(
1
d
)
and
dΨ
dx
= A
√
d sinh(
√
dx) +O
(
1√
d
)
, |x| 6 ξ0√
d
,
where A is a matching constant. If ∆ 6 ξ0/
√
d, setting Ψ−(−∆) = Ψ(−∆) yields
A = − 1
cosh(
√
d∆)
(√
1 + Λ− 2Λ
√
2(2− h)√
d
+O
(
1
d
))
.
Since we require a continuously differentiable solution in H2(R) we determine the eigenvalue Λ by
matching the derivatives at x = −∆. Doing so one obtains the equality
−Λ√
1 + Λ
=
√
d tanh(
√
d∆) +O
(
1√
d
)
.
Since ∆ > 0 the equality above only holds when Λ ∈ (−1, 0) and ∆ satisfies
√
d∆ =
−Λ√
1 + Λ
(
1√
d
+O
(
1
d
))
. (3.22)
Hence for every Λ ∈ (−1, 0), there is a ∆ given by (3.22), such that Λ is an eigenvalue of the linear
operator (3.12).
For fixed values of α ∈ (0, 1/2) and d 1, the above implies that L˜α has an eigenvalue zero for a
∆ satisfying (3.22) with Λ = −2α. Substituting this into (3.22) completes the second part of the
proof of Theorem 1.
Case 3(a): ∆ 1, d > 1
Next we approximate the bifurcation locus when ∆  1 and d > 1. Again, we must first seek
approximations to front solutions of the BVP (3.6-3.7) when ∆  1. When d > 1, we can apply
the coordinate transformation ξ =
√
d− 1x + L to (3.6) in the region |x| < ∆. The spatial
coefficient,
√
d− 1, represents a scaling whilst L is a translation. Under such transformation the
inhomogeneous sine-Gordon equation (3.6) for |x| < ∆ can be written as the Hamiltonian system
(u˜, p˜)>ξ = J∇H(u˜, p˜), J =
(
0 1
−1 0
)
, (3.23)
with Hamiltonian
H(u˜, p˜) =
1
2
p˜2 − (1 + cos(u˜)),
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Figure 11: A sketch of the phase plane of system (3.23). The black curves are the heteroclinic connections.
When ∆  1, a front solution, for |x| < ∆, will lie on the blue curve, hence is close to the heteroclinic
connection.
for −∆ + L < ξ/√d− 1 < ∆ + L. We have defined the Hamiltonian such that it is zero on the
saddle points (u˜, p˜) = ((1 + 2k)pi, 0) where k ∈ Z. Applying the shift transformation (u˜(ξ), p˜(ξ))→
(u˜(ξ)+pi, p˜(ξ)) the system (3.23) is equivalent to the stationary sine-Gordon equation. Hence (3.23)
has symmetric heteroclinic connections between saddle points (u˜, p˜) = (−pi, 0) and (u˜, p˜) = (pi, 0)
described by (
u˜±het(ξ)
p˜±het(ξ)
)
=
(
4 arctan(e±ξ)− pi
±2 sech(ξ)
)
. (3.24)
When ∆ is large, the shape of the front solution u0(x; d,∆) will be close to the this heteroclinic orbit
for −∆ < x < 0. Following ideas from [3] we can approximate an orbit of the system (3.23) close to
the heteroclinic connections (3.24). We will focus on solutions close to u˜+het(ξ), which pass through
(u˜, p˜) = (±pi, ) where  is a small parameter, see Figure 11. The Hamiltonian structure implies
that these solutions also pass through (u˜, p˜) = (0,
√
4 + 2). After obtaining the approximation, we
will show how a large length ∆ can be linked to the small parameter .
Lemma 3 For 0 <   1, let u˜(ξ) denote the orbit of system (3.23) with initial conditions
u˜(ξ = 0) = 0 and p˜(ξ = 0) =
√
4 + 2. This orbit can be approximated by
u˜(ξ) = 4 arctan(e
ξ)− pi + 
2
8
(
ξ
cosh(ξ)
+ sinh(ξ)
)
+ 4R(ξ; ), |ξ| 6 L(), (3.25)
where L() is such that u˜(ξ = L()) = pi, p˜(ξ = L()) = . This implies
L() = ln
(
8

)
+O().
Finally the approximation is O() whilst the remainder term 4R(ξ; ) = O(2), uniform in |ξ| 6
L().
Proof. Since the (u˜, p˜) orbit is unbounded in u˜, while the heteroclinic is bounded (see Figure 11),
any approximation is only going to be valid for |ξ| 6 L(), where L() is such that u˜(ξ = L()) = pi
(and hence u˜(ξ = −L()) = −pi). Note that the initial condition implies that p˜(L()) = .
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We consider the perturbation series
u˜(ξ; ) = u˜
+
het(ξ) + 
2u˜1(ξ) + 
4R(ξ; ), |ξ| 6 L(), (3.26)
where R(ξ; ) is the remainder term. Substituting (3.26) into (3.23) yields at first order
d2u˜1
dξ2
+ cos(u˜+het(ξ))u˜1 = 0.
The general solution of this second order ODE is (see e.g. [3])
u˜1(ξ) =
A
cosh(ξ)
+B
(
sinh(ξ) +
ξ
cosh(ξ)
)
,
where A and B are constants, which can be found with the two initial conditions u˜(ξ = 0) = 0 and
p˜(ξ = 0) =
√
4 + 2 = 2
(
1 + 
2
8 +O(4)
)
, implying A = 0 and B = 1/8.
Next we determine the translation constant L(). Since L() → ∞ for  → 0, we consider (3.26)
when ξ is large. As both u˜1(ξ) and u˜het(ξ) have e
ξ and e−ξ as fundamental building blocks, we
define Y () = e−L(), i.e. Y ()→ 0 if → 0. Now we can write u˜(ξ = −L()) = −pi as
4 arctan(Y ) +
2
8
(
1
2
(
Y − 1
Y
)
+
2 ln(Y )
Y −1 + Y
)
+ 4R(−L(); ) = 0. (3.27)
Thus,
Y = tan
(
2
64Y
(
1− Y 2 − 4Y
2
1 + Y 2
lnY
)
− 4R(−L(), )
)
.
Making the assumption that 2/Y and 4R(−L(), ) are small then we can write the above as
Y 2 =
2
64
(
1 +O(Y 2 lnY )
)
− 4R(−L(), ) +O
(
6
Y 2
)
.
Hence, Y = /8 + O(2). From this it is apparent that 2/Y =  + O(2) which validates the
assumption 2/Y is small. Hence we find
L() = − lnY = − ln
(

8
)
+ ln(1 +O()) = ln
(
8

)
+O().
Finally we estimate the error term 4R(ξ, ) for |ξ| 6 L() and verify the second assumption that
4R(L(), ) is small. To do this we substitute Y () = /8 +O(2) into (3.27), which gives

2
+O(2)− 
2
+O(3 ln ) + 4R(L(), ) = 0,
which implies 4R(L(); ) = O(2) and hence 4R(ξ; ) = O(2) for |ξ| 6 L(). This also verifies the
assumption 4R(L(), ) is small. Lastly, the perturbation term 2u˜1(L()) = O(), thus 2u˜1(ξ) =
O() for all |ξ| 6 L().
Returning to the original spatial variable, we can now use Lemma 3 to approximate front solutions
to the inhomogeneous sine-Gordon equation (3.6) when ∆ 1.
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Lemma 4 Consider the inhomogeneous sine-Gordon BVP (3.6-3.7) with fixed d > 1. For ∆ 1,
the monotonic increasing stationary front u0 can be approximated by
u0(x; d,∆) =

4 arctan(ex+x
∗
), x 6 −∆
u∆(x; d), −∆ 6 x 6 0
2pi − u∆(−x; d), 0 6 x 6 ∆
4 arctan(ex−x∗), x > ∆.
(3.28)
Here, for −∆ < x < 0,
u∆(x; d) = 4 arctan(exp(x˜))− pi +O
(
exp
(
−∆√d− 1
))
, uniform for −∆ 6 x 6 0.
Here x˜ =
√
d− 1 (x + ∆) + L(∆, d) where L(∆, d) = ln (tan((u−0 + pi)/4)) + O (exp(−∆√d− 1))
and u−0 = arccos((2− d)/d). Finally, x∗ is the matching constant given by
x∗(∆, d) = ∆ + ln
(
tan
(
u−0
4
))
+O(exp(−2∆√d− 1)). (3.29)
Proof. We use Lemma 3 to approximate the front solution to the BVP (3.6-3.7) in the region
−∆ < x < 0. The solutions near the heteroclinic connection as described in Lemma 3 go through
the point (u˜, p˜) = (pi, ) and thus satisfy H(u˜, p˜) = 2/2. To link this to the Hamiltonian H1,
we note that H1(u, p) = (d − 1)H
(
u, p/
√
d− 1), thus in the (u, p) coordinates this orbit satisfies
H1 = (d− 1)2/2. Thus if the solution u˜(ξ) corresponds to the inner part of the symmetric front
solution u0 with u0(0) = pi, then the matching condition (3.10) gives
u0(−∆) = arccos
(
2− d
d
− 
2(d− 1)
2d
)
= u−0 +O(2), (3.30)
where u−0 = arccos((2− d)/d). Using (3.25) with ξ = −∆
√
d− 1 + L(), this implies
u−0 +O(2) = 4 arctan(exp(−∆
√
d− 1 + L()))− pi +O()
Recalling that L() = ln(8/) +O(), this gives the following relation between ∆ and 
exp
(
−∆√d− 1
)
=

8
tan
(
u−0 + pi
4
)
+O(2).
In other words,  =
(
8/ tan
(
u−0 +pi
4
))
exp
(−∆√d− 1) +O (exp (−2∆√d− 1)). Substituting this
for  gives the relation for u∆(x,∆) in the Lemma.
Since we require a continuous solution we wish to determine the unique translation constant x∗.
This can be done by setting x = −∆ in (3.28) in the region x 6 −∆ and using (3.30). Doing so
one determines (3.29).
With the approximation (3.28) of u0 in the linear operator (3.12) when ∆  1, we can give the
following Lemma.
Lemma 5 Consider ∆  1. Then for fixed d > 1 the linear operator (3.12) associated to the
unique stationary front approximated by (3.28) has an eigenvalue Λ ∈ (−1, 0) approximated by
Λ = Λ0(d) +O(exp
(−∆√d− 1)) where Λ0 is determined implicitly by(√
1 + Λ0√
d
+ Λ0 +
1
d
)(
d− 1√
d
+
√
d− 1 + Λ0
)
+
(
1√
d
+
√
1 + Λ0
)(
d− 1√
d
√
d− 1 + Λ0 + Λ0 + (d− 1)
2
d
)
= 0. (3.31)
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Proof. Consider ∆ 1 and fix d > 1. We call Λ an eigenvalue of L if there exist an eigenfunction
Ψ ∈ H2(R) such that LΨ = ΛΨ, i.e.
[Dxx − cos(u0)]Ψ = ΛΨ, |x| > ∆ (3.32a)
[Dxx − (1− d) cos(u0))]Ψ = ΛΨ, |x| < ∆. (3.32b)
Recall that the decaying solution as x → −∞ and its derivative for (3.32a) in the region x < −∆
are given by (3.20) and (3.21) respectively. Similarly to |x| > ∆, the results in [16] for the region
−∆ < x < 0 which give the two linearly independent solutions to the ODE (3.32b) as,
Ψ1(x) = e−ξ
√
1+Λ˜(tanh(ξ) +
√
1 + Λ˜) and Ψ2(x) = eξ
√
1+Λ˜(tanh(ξ)−
√
1 + Λ˜)
where ξ =
√
d− 1(x+ ∆) +L(∆, d) and Λ˜ = Λ/(d− 1), for the leading order problem. Recall Ψ(x)
is an even function hence its derivative at x = 0 must be zero. Since ∆  1, Ψ1(x) vanishes as
x→ 0, whilst Ψ2(x) grows exponentially. Thus we consider Ψ(x) = A(Ψ1(x) +O(exp(−√d− 1∆))
in the region −∆ < x < 0. To find the matching constant A, we set Ψ−(x = −∆) = Ψ(x = −∆)
which yields
A = −
(
tan
(
u−0
4
))√1+Λ (
1√
d
+
√
1 + Λ
)
(
tan
(
u−0 +pi
4
))−√1+Λ˜(√
d−1
d +
√
1 + Λ˜
) +O (e−√d−1∆) .
Since we require a continuously differentiable Ψ ∈ H2(R), we determine the eigenvalue Λ by match-
ing the derivatives at x = −∆. This yields,
(√
1 + Λ√
d
+ Λ +
1
d
)(
1√
d
+
√
1
d− 1
(
1 +
Λ
d− 1
))
+
(
1√
d
+
√
1 + Λ
)(√
1 +
Λ
d− 1
√
d− 1
d
+
Λ
d− 1 +
d− 1
d
)
= O
(
e−
√
d−1∆
)
.
Multiplying both sides through by (d− 1) gives the expression in the Lemma.
For fixed values of d > 1 and ∆ 1, Lemma 5 implies that L˜α has an eigenvalue zero at α = −Λ/2.
Therefore substituting Λ0 = −2α into (3.31) yields (3.5) which completes the third part of the proof.
Case 3(b): ∆ 1, 0 < d < 1
When ∆ 1 and 0 < d < 1, front solution will be close to the heteroclinic solution of the stationary
sine-Gordon equation connecting (0, 0) with (2pi, 0).
Lemma 6 Consider the inhomogeneous sine-Gordon BVP (3.6-3.7) with fixed 0 < d < 1. For
∆ 1, the monotonic increasing stationary front u0 can be approximated by
u0(x; d,∆) =

4 arctan(ex+x
∗
), x 6 −∆
u∆(x; d), −∆ 6 x 6 ∆
4 arctan(ex−x∗), x > ∆.
(3.33)
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Here, with ξ = x
√
1− d, the function u∆(x; d) satisfies the following estimate, uniform for |x| ≤ ∆,
u∆(x; d) = 4 arctan(e
ξ) + 2
(
ξ
cosh ξ
+ sinh ξ
)
+O
(
e−2∆
√
1−d
)
,
where  =
8(1−
√
1−d)√
d
e−∆
√
1−d +O
(
e−2∆
√
1−d
)
. The matching constant x∗ is given by
x∗ = ∆
(
1−√1− d
)
+ ln
(
2
√
1− d (1−√1− d)
d
)
+O
(
e−∆
√
1−d
)
.
Proof. The proof uses the similar ideas as in the proof of Lemma 4. Similarly we wish to
approximate the front solution in the region |x| < ∆. First we note that the scaling ξ = x√1− d,
u˜(ξ) = u(ξ/
√
1− d) in (3.6) in the region |x| < ∆, then applying the shift transformation u˜(ξ) →
u˜(ξ) + pi leads to the wave equation considered in Lemma 3. Hence this Lemma gives an estimate
for the solution u˜ which satisfies the initial condition (u˜, p˜) = (pi,
√
4 + 2). Therefore in the
original coordinates, this Lemma gives an estimate for a solution (u(x), p(x)), going through the
point (u, p) = (pi,
√
4 + 2
√
1− d). This implies that the value of H1 is h = (1−d)(4 + 2)/2, thus
at the matching point x = −∆, we have
u0(−∆; d,∆) = arccos
(
1− 
2(1− d)
2d
)
and p0(−∆; d,∆) = 
√
1− d
d
. (3.34)
First we use these equalities to determine the relation between  and ∆. Approaching the boundary
x = −∆ from the right, we get that u∆(−∆; d) = arccos
(
1− 2(1−d)2d
)
. For ∆ large, sinh(−∆√1− d)
is unbounded, hence by taking the cosine of both sides, we obtain that 2 sinh(−∆√1− d) = O(),
i.e.  = O(e−∆
√
1−d). An expansion in η = e−∆
√
1−d gives the relation for  in the Lemma.
Next we use the equations (3.34) to determine the shift x∗. Approaching the boundary at x = −∆
from the left, we get that 4 arctan
(
e−∆+x∗
)
= arccos
(
1− 2(1−d)2d
)
. Expanding about  = 0 gives
e−∆+x∗ = 4
√
1−d
d (1+O(2)), which together with the expression above for  leads to the expression
for x∗ in the Lemma.
With this approximation for u0 in the linear operator (3.12) when ∆ 1, we can give the following
Lemma.
Lemma 7 Consider ∆ 1. Then for fixed 0 < d < 1 the linear operator L, defined in (3.12) and
associated to the stationary front u0(x; d,∆) approximated by (3.33), has an eigenvalue Λ ∈ (−1, 0)
which satisfies Λ = o(1), for ∆→∞.
Proof. Consider ∆  1 and fix 0 < d < 1. For Λ to be an eigenvalue of L there has to exist an
eigenfunction Ψ ∈ H2(R) such that LΨ = ΛΨ, i.e.
[Dxx − cos(u0)]Ψ = ΛΨ, |x| > ∆ (3.35a)
[Dxx − (1− d) cos(u0))]Ψ = ΛΨ, |x| < ∆. (3.35b)
The estimate for x∗ in Lemma 6 gives that for |x| > ∆
u0(x; d,∆) ≤ 4 arctan
(
e−∆
√
1−d 2
√
1− d(1−√1− d)
d
+O
(
e−2∆
√
1−d
))
= O
(
e−∆
√
1−d
)
.
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Thus for all x ∈ R, the front is approximated by u0(x; ∆, d) = 4 arctan
(
ex
√
1−d
)
+ O
(
e−∆
√
1−d
)
and we can conclude that the leading order eigenvalue problem is (3.35a)–(3.35b) with u0 replaced
by 4 arctan
(
ex
√
1−d
)
. The solutions of the inner second order ODE (3.35b) with the u0 replacement
are spanned by (see [16])
Ψ1(x) = e−ξ
√
1+Λ˜(tanh(ξ) +
√
1 + Λ˜) and Ψ2(x) = eξ
√
1+Λ˜(tanh(ξ)−
√
1 + Λ˜)
where ξ = x
√
1− d and Λ˜ = Λ/(1 − d). As before, the eigenfunction Ψ(x) is an even function ,
hence Ψ(x) = A(Ψ1(x)−Ψ2(x)) for |x| < ∆.
The solutions of the outer second order ODE (3.35a) with the u0 replacement can be expressed in
generalised hypergeometric functions. For this proof, it is sufficient to note that the exponentially
decaying solution can be written as
Ψ−(x) = e
√
Λ+1x φ(x),
where φ(x) and its derivative φ′(x) are uniformly bounded functions for x ∈ (−∞, 0].
Matching the values of Ψ(x) and Ψ−(x) at x = −∆ gives A = Ψ−(−∆)
Ψ1(−∆)−Ψ2(−∆) . Matching the values
of the derivatives of Ψ(x) and Ψ−(x) at x = −∆ gives
(Ψ1(−∆)−Ψ2(−∆)) d
dx
Ψ−(x)
∣∣∣∣
x=−∆
= Ψ−(−∆) d
dx
(
Ψ1(x)−Ψ2(x))∣∣∣∣
x=−∆
.
Using the explicit expressions, this gives
−e∆
√
1−d+Λ Λ
((
1 +
√
1− d)φ(x) + φ′(x))
2(1− d) +O
(
e−∆(2
√
1−d−√1−d+Λ) + e−∆
√
1−d+Λ
)
= 0.
Thus for the eigenvalue problem (3.35a)–(3.35b) with u0 replaced by 4 arctan
(
ex
√
1−d
)
, we obtain
an eigenvalue Λ = O
(
∆ e−2∆
√
1−d
)
. As u0 = 4 arctan
(
ex
√
1−d
)
+O
(
e−∆
√
1−d
)
, this implies that in
the original eigenvalue problem the eigenvalue Λ is small for ∆ large. To get the approximation for Λ
in the original problem, the correction terms to the approximation u0(x; ∆, d) = 4 arctan
(
ex
√
1−d
)
have to be included. Details of this go beyond what is needed for the proof of the Lemma.
For fixed values of 0 < d < 1 and ∆  1, Lemma 7 implies that L˜α has an eigenvalue zero at
α = −Λ/2= o(1), which completes the final part of the proof of Theorem 1.
4 Bifurcation curve analysis when d = 1
The existence of an eigenvalue zero in the linearisation about a solution is a necessary, but not
sufficient, condition for the existence of a bifurcation. In this section, we will take d = 1 and prove
analytically the existence of a pitchfork bifurcation in the system (3.1-3.2). Further we derive
approximations for the bifurcation branches and emerging solutions.
Theorem 2 Fix d = 1 and ∆ > 0. Then at α = α∗, as given in (3.3), the system (3.1-3.2)
undergoes a pitchfork bifurcation from the solution (u, v) = (u0, 0) where u0 is given by (1.6). To
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be explicit, writing α = α∗ + 2, there is an 0 > 0 such that for all || < 0, there exists a unique
branch (u(), v()) such that (u(), v()) are stationary solutions of (3.1-3.2) and
u() = u0 +O(2),
v() = cΨ +O(2).
Here the constant
c = ±
(
4
3
α∗
∫ ∞
0
Ψ4dx−
∫ ∞
∆
V21Ψ
2 sin(u0) +
Ψ4
6
cos(u0)dx
)− 1
2
(4.1)
with V21 given in the appendix A. Finally, Ψ is given by
Ψ
R
=

exp(
√
1− 2α∗(x+ x∗))(tanh(x+ x∗)−√1− 2α∗), x < −∆
A cos(
√
2α∗x), |x| < ∆
− exp(−√1− 2α∗(x− x∗))(tanh(x− x∗) +√1− 2α∗), x > ∆
(4.2)
where A is a matching constant and R is a rescaling constant such that ||Ψ||2L2 = 1. Both A and R
are given in Appendix B.
The remainder of this section is dedicated to proving this theorem. We employ Lyapunov-Schmidt
reduction to show existence of a pitchfork bifurcation whereby v(x) becomes non-zero at the bifur-
cation point determined in the previous section.
First, we set α˜ = α − α∗ with α∗ given by (3.3) . Now define F˜ : H2 × H2 × R → L2 × L2 as
F˜(w˜; α˜) = F(w˜, α∗ + α˜), i.e.
F˜(w˜; α˜) =
(
u˜xx
v˜xx
)
−
(
(1− ρ0)(sin(u˜+ u0) cos(v˜)− sin(u0))
(1− ρ0) sin(v˜) cos(u˜+ u0)− (α∗ + α˜) sin(2v˜)
)
.
Note the nonlinear operator F˜(w˜; α˜) is smooth in both w˜ and α˜. Furthermore, F˜(w˜ = 0; α˜) = 0 for
all α˜ ∈ R. For α˜ small, we wish to show the existence of a non-trivial solution w˜(α˜) in H2×H2×R
with w˜(0) = 0.
Linearising F˜(w˜; α˜) about w˜ = 0 yields (see (3.11))
DF˜(0; α˜) = L˜α˜ = L0 + α˜L1, where L0 = L˜α∗ , L1 =
(
0 0
0 2
)
. (4.3)
Both operators L0 and L1 map H2 × H2 into L2 × L2. We denote the kernel and range of L0
by ker(L0) and ran(L0), respectively. The kernel of L0 is given by ker(L0) = span{W } where
W = (0,Ψ) and Ψ ∈ H2 is given by (3.15) upon substituting Λ = −2α∗. Since dim(ker(L0)) = 1,
the range of L0 is a closed subspace of L2 × L2 and the orthogonal complement is ker(L0), L0 is a
Fredholm operator of index zero; see [12]. Since ker(L0) 6= {0}, the operator L0 is not invertible.
Thus we employ Lyapunov-Schmidt reduction.
First we rewrite
F˜(w˜; α˜) = L0w˜ + α˜L1w˜ + (1− ρ0)N0(w˜) + (α∗ + α˜)N1(w˜) (4.4)
where L0 and L1 are given by (4.3) and
N0(w˜) =
(
cos(u0)u˜+ sin(u0)− sin(u0 + u˜) cos(v˜)
cos(u0)v˜ − cos(u0 + u˜) sin(v˜)
)
, N1(w˜) =
(
0
sin(2v˜)− 2v˜
)
.
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Since L0 is an elliptic operator we can use the following decompositions
H2 ×H2 = ker(L0)⊕ ker(L0)⊥ and L2 × L2 = span{W } ⊕ span{W }⊥,
where ⊥ denotes the orthogonal complement in H2 × H2 and L2 × L2 respectively. The related
projections are
P : H2 ×H2 → H2 ×H2 and Q : L2 × L2 → L2 × L2,
where
P w˜ = 〈w˜,W 〉H2×H2W and Qw˜ = 〈w˜,W 〉L2×L2W ,
respectively. Hence, ran(P ) = ker(L0) and ran(Q) = span{W }. Since L0 is a Sturm-Liouville
operator, its eigenvalue zero is simple and all other eigenvalues and the continuous spectrum are
away from zero. Therefore L0 is an invertible operator from ran(I−P ) = ker(L0)⊥ → ran(I−Q) =
span(W )⊥. We now decompose w˜ ∈ H2 ×H2 into w˜ = BW + V where
BW = P (w˜) ∈ ker(L0)
V = (I − P )(w˜) ∈ ker(L0)⊥.
Furthermore, F˜(w˜; α˜) = 0 can be written as
QF˜(BW + V; α˜) = 0, (4.5a)
(I −Q)F˜(BW + V ; α˜) = 0. (4.5b)
Equation (4.5b) motivates the definition of F˜2 : ker(L0)⊥ × R× R→ span(W )⊥ with
F˜2(V ;B, α˜) = (I −Q)F˜(BW + V ; α˜).
Note that F˜2(0; 0, 0) = 0 and DV F˜2(0; 0, 0) = (I −Q)Dw˜F˜(0; 0) = Lˆ0 where
Lˆ0 : ker(L0)⊥ → span(W )⊥ with Lˆ0V = L0V for V ∈ ker(L)⊥.
The eigenvalues of Lˆ0 are bounded away from zero and ran(Lˆ0) = ran(L0) = span(W )⊥, hence
Lˆ0 is invertible. Thus, the Implicit Function Theorem gives that there exists an a0 > 0 such that for
|(B, α˜)| < a0 there exists a unique C∞-smooth function V (B, α˜) ∈ ker(L0)⊥ with F˜2(V (B, α˜);B, α˜) =
0 and V (0, 0) = 0. Since F˜2 is smooth in B and α˜, the function V (B, α˜) will also depend smoothly
on (B, α˜).
So we can expand V (B, α˜) in a Taylor series with respect to B. Note that V (0, α˜) = 0 as
F˜2(0; 0, α˜) = (I −Q)F˜(0; α˜) = 0, hence
V (B, α˜) = BV1(α˜) +B
2V2(α˜) +B
3V3(α˜) +O(B4),
where each component Vi = (Vi1, Vi2) ∈ H2 × H2. Substituting the above expansion into (4.5b)
and equating the coefficients yields the following equations,
(I −Q)(L0V1 + α˜L1(W + V1)) = 0, (4.6a)
(I −Q)
(
L0V2 + α˜L1V2 + (1− ρ0)
(
(V 211 + (Ψ + V12)
2) sin(u0)/2
V11(Ψ + V12) sin(u0)
))
= 0, (4.6b)
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at O(B) and O(B2) respectively. We wish to solve (4.6a) for V1(α˜). Since L1W = 2W , (I −
Q)L1W = 0, hence V1(α˜) = 0 is a solution of (4.6a). The Implicit Function Theorem gives
uniqueness of solutions hence V1(α˜) = 0 is the only solution. Consequently,
V (B, α˜) = B2V2(α˜) +B
3V3(α˜) +O(B4).
Now substituting the above into (4.5a) yields
〈Ψ, B2(L+ 2α∗)V22 +B3(L+ 2α∗)V32 + 2Bα˜Ψ + 2B2α˜V22 + 2B3α˜V32〉L2
+B3
〈
Ψ, (1− ρ0)
(
1
6
cos(u0)Ψ
3 + sin(u0)V21Ψ
)〉
L2
− (α∗ + α˜)B3
〈
Ψ,
4
3
Ψ3
〉
L2
+O(B4) = 0,
Since L+ 2α∗ is a self-adjoint operator with ker(L+ 2α∗) = span{Ψ}, the above can be written as
α˜ =
1
2
(
4
3
α∗〈Ψ,Ψ3〉L2 −
〈
Ψ, (1− ρ0)
(
1
6
cos(u0)Ψ
3 + sin(u0)V21Ψ
)〉
L2
)
(B2 +O(B3)).
In Appendix A, we determine V21 from (4.6b) and show that it is an odd function. Therefore, using
the properties of even and odd functions the above relation can be written as
α˜ =
(
4
3
α∗
∫ ∞
0
Ψ4dx−
∫ ∞
∆
V21Ψ
2 sin(u0) +
Ψ4
6
cos(u0)dx
)
B2 +O(B3).
Collecting all the results in this section yields Theorem 2.
5 Persistence for a smooth steep inhomogeneity
The main objective in this paper is to show the existence of solutions in the BVP
uxx = (1− dρ(x)) sinu cos v,
vxx = (1− dρ(x)) sin v cosu− α sin 2v,
(5.1)
lim
x→−∞(u(x), v(x)) = (0, 0) and limx→+∞(u(x), v(x)) = (2pi, 0), (5.2)
with smooth spatial inhomogeneity given by
ρ(x; ∆, δ) =
tanh((x+ ∆)/δ) + tanh((−x+ ∆)/δ)
2
. (5.3)
However in the previous two sections we studied the existence of stationary solutions in the BVP
with piecewise constant spatial inhomogeneity
ρ0(x; ∆) =
0, |x| > ∆,1, |x| < ∆.
In this section, using ideas from both Goh and Scheel [11] and Doelman et al. [7], we show that if
coupled non-zero solutions exist in the BVP (5.1-5.2) with the piecewise constant inhomogeneity
ρ0(x; ∆) then they persist for the smooth steep inhomogeneity ρ(x; ∆, δ) when 0 < δ  1. We
summarise the results in the following persistence theorem.
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Theorem 3 Fix α, d,∆ > 0. Assume there exists a transverse stationary solution
F0(x) := (u0(x), v0(x)),
to the BVP (5.1-5.2) with piecewise constant spatial inhomogeneity ρ0(x; ∆), satisfying ∂xu0(±∆) 6=
0 and ∂xv0(±∆) 6= 0. Define
ρδ(x; ∆) =
12(1 + (∆/δ))
(12 + 8(∆/δ))
(
1 +
√
1− 144 (1+(∆/δ))
(12+8(∆/δ))2
cosh(
√
2(1 + (∆/δ))x/δ)
) , (5.4)
where δ > 0 is a small parameter and (∆/δ) is such that ρδ(±∆; ∆) = 1/2. This implies
(∆/δ) = 12 exp
(
−2√2∆
δ
)(
1 +O
(
∆
δ
exp
(
−2√2∆
δ
)))
.
Then there is a δ0 > 0 such that for all δ < δ0 there exists a locally unique stationary solution
Fδ(x) = (uδ(x), vδ(x)) of the BVP (5.1-5.2) with smooth spatial inhomogeneity ρδ(x; ∆).
Remark 1 Upon setting δ =
√
2δ˜ in (5.3), ρ(x; ∆,
√
2δ˜) = ρδ(x; ∆) +O(exp(−∆/δ)).
The transversality of the solution F0 refers to the fact that it is assumed that F0 is the locally
unique solution of the dynamical system associated to (5.1) with ρ = ρ0, which lies in the transverse
intersection of the unstable manifold of the fixed point corresponding to (u, v) = (0, 0) and the
stable manifold of the fixed point corresponding to (u, v) = (2pi, 0). Furthermore, the assumption
∂xu0(±∆) 6= 0 and ∂xv0(±∆) 6= 0 implies both components of F0 must be non-zero and not have
turning points at x = ±∆. This ensures that the stable and unstable manifolds, introduced later,
can be parametrised by u and v.
In the previous section we showed the existence of such solutions F0 when d = 1 through a
pitchfork bifurcation. When v(x) = 0, away from the bifurcation point, it is possible to use
the implicit function theorem to show persistence of solutions for ρδ, since the linearisation is
invertible. However when v(x) 6= 0, the linearisation is coupled and it becomes a challenge to study
its invertibility. Here we use geometric singular perturbation theory to overcome the problem and
provide an intuitive geometric description of the persistence of F0 to the BVP (5.1) with ρ = ρδ
and any fixed d,∆, α > 0.
The remainder of this section is spent proving this persistence theorem as follows. Firstly, in
Section 5.1 we show that ρδ(x; ∆) as given by (5.4) satisfies a second order singular ODE. In
Section 5.2 this equation is coupled into the system (5.1), thus creating a slow-fast system. We
study the singular behaviour of this system in Section 5.3. Finally in Section 5.4 we employ
geometric singular perturbation theory to show solutions persist and thus completing the proof.
5.1 A dynamical system to describe the spatial inhomogeneity
Many dynamical systems could be used to describe a continuous hat-like spatial inhomogeneity.
Here we use the second order ODE
δ2ρxx = 4ρ
3 − (6 + 4)ρ2 + 2(1 + )ρ, (5.5)
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(a) (b)
Figure 12: The left panel is a plot of the phase plane of the system (5.6) when  = 0. The right panel when
 = 0.1.
which has explicit table top pulse solutions [13]. We are interested in the case 0 6  1. One can
interpret (5.5) as the following first order system,
ρ˜ξ = s˜
s˜ξ = 4ρ˜
3 − (6 + 4)ρ˜2 + 2(1 + )ρ˜,
(5.6)
where x = δξ. The system (5.6) has three fixed points (ρ˜∗1, s˜∗1) = (0, 0), (ρ˜∗2, s˜∗2) = (1/2, 0) and
(ρ˜∗3, s˜∗3) = (1 + , 0). It can be shown that (ρ˜∗1, s˜∗1) and (ρ˜∗3, s˜∗3) correspond to saddle points whilst
(ρ˜∗2, s˜∗2) = (1/2, 0) is a centre point. Furthermore, (5.6) is a Hamiltonian system with Hamiltonian
given by
H(ρ˜, s˜) =
1
2
s˜2 − ρ˜4 + (2 + 4
3
)ρ˜3 − (1 + )ρ˜2,
where the Hamiltonian is defined such that it vanishes at the saddle (ρ˜∗1, s˜∗1) = (0, 0). Since we
restrict ourselves to 0 6   1 the system (5.6) has two special cases. They are  = 0 and  > 0;
see Figure 12.
When  = 0, the system (5.6) reduces to
ρ˜ξ = s˜,
s˜ξ = 4ρ˜
3 − 6ρ˜2 + 2ρ˜.
(5.7)
This system possesses heteroclinic orbits which connect the saddle points (ρ˜∗1, s˜∗1) and (ρ˜∗3, s˜∗3) and
are explicitly described by,
(ρ˜±0 (ξ), s˜
±
0 (ξ)) =
(
tanh
(±ξ/√2)+ 1
2
,±
√
2 sech2(ξ/
√
2)
4
)
. (5.8)
The fronts ρ˜±0 (ξ) are centred at ξ = 0 in physical space. Here ρ˜
+
0 (ξ) corresponds to the monotonic
increasing front, whilst ρ˜−0 (ξ) the monotonic decreasing front.
All three of the fixed points persist for 0 <  1. The fixed points (ρ˜∗1, s˜∗1) and (ρ˜∗2, s˜∗2) are invariant,
whilst (ρ˜∗3, s˜∗3) translates rightwards in phase space. Furthermore, when  > 0 the system (5.6) no
longer possesses heteroclinic orbits. Instead, the saddle point (ρ˜∗1, s˜∗1) has a homoclinic orbit which
is order
√
 close to the heteroclinic connections, see Figure 12. Using results in [13], the homoclinic
orbit is explicitly described by
(ρ˜(ξ), s˜(ξ)) =
(
a
1 + b cosh(cξ)
,− abc sinh(cξ)
(1 + b cosh(cξ))2
)
(5.9)
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where
a =
12(1 + )
12 + 8
, b =
√
1− 144 1 + 
(12 + 8)2
and c =
√
2(1 + ).
The pulse ρ˜(ξ) is centred at ξ = 0 in physical space. Setting ξ = 0 in (5.9) one obtains the
maximum height of the pulse. As  → 0, the maximum height of the pulse tends to one and the
pulse widens. Note that substituting  = 0 into (5.9) yields the saddle point (ρ˜∗3, s˜∗3). Finally we
obtain a relationship between the perturbation parameter  and the width of the pulse. Defining
L > 0 to be such that ρ˜(±L) = 1/2, one obtains
L =
1
c
arccosh
(
3 + 4
b(3 + 2)
)
=
1√
2
log
(
2
√
3√

)
(1 +O()).
This is an invertible relation between L and the small parameter  and leads to a function (L)
satisfying (L) = 12 exp(−2√2L)(1 +O(L exp(−2√2L))).
Returning to the original spatial variable x, the above results to give the following Lemma.
Lemma 8 Consider 0 < , δ  1. Then the ODE (5.5) with boundary conditions ρ(±∞) = 0 has
solution
ρδ(x; ) =
12(1 + )
(12 + 8)
(
1 +
√
1− 144 (1+)
(12+8)2
cosh
(√
2(1 + )x/δ
)) . (5.10)
Define ∆ > 0 to be such that ρδ(±∆; ) = 1/2, then
∆
δ
=
1
c
arccosh
(
3 + 4
b(3 + 2)
)
=
1√
2
log
(
2
√
3√

)
(1 +O()).
This is an invertible relation between ∆/δ and  and leads to a function (∆/δ) satisfying
(∆/δ) = 12 exp
(
−2√2∆
δ
)(
1 +O
(
∆
δ
exp
(
−2√2∆
δ
)))
. (5.11)
Furthermore, the pulse ρδ approximates ρ0. To be specific, for fixed ∆ > 0 in the three regions
R− := (−∞,−∆− δa], R0 := [−∆ + δa,∆− δa], R+ := [∆ + δa−1,∞),
the pulses satisfy |(ρδ(x; (∆/δ))−ρ0(x; ∆), sδ(x; (∆/δ)))| = O
(
exp
(−√2δa−1)) for any 0 < a < 1.
5.2 The extended slow-fast system
Here we extend the inhomogeneous system (5.1) with the equation (5.5) to describe a smooth steep
spatial inhomogeneity ρ. To be specific, we consider the following system
uxx = (1− dρ) sinu cos v,
vxx = (1− dρ) sin v cosu− α sin 2v,
δ2ρxx = 4ρ
3 − (6 + 4(∆/δ))ρ2 + 2(1 + (∆/δ))ρ,
(5.12)
where u, v, and ρ are the dependent variables whilst d, ∆, and α are constants. The perturbation
parameter 0 < δ  1 corresponds to the steepness of the smooth spatial inhomogeneity. Further-
more, 0 < (∆/δ)  1 is given by the condition ρ(±∆; ) = 1/2 and satisfies (5.11). Thus (∆/δ)
29
is determined by both the length and steepness of the spatial inhomogeneity. For fixed ∆ > 0,
(∆/δ)→ 0 as δ → 0 and 0 <  δ  1.
Notice that the third equation of (5.12) is independent of the first two. On the other hand, the
first two equations in (5.12) are coupled to each other and the last equation in the system. We can
rewrite (5.12) as the following six dimensional first order dynamical system,
ux = p,
px = (1− dρ) sinu cos v,
vx = q,
qx = (1− dρ) sin v cosu− α sin 2v,
δρx = s,
δsx = 4ρ
3 − (6 + 4(∆/δ))ρ2 + 2(1 + (∆/δ))ρ.
(5.13)
We call this the ‘slow’ system. This system has saddle points at
B−∞ = (0, 0, 0, 0, 0, 0) and B+∞ = (2pi, 0, 0, 0, 0, 0).
We are interested in solutions of the ‘slow’ system (5.13) with the boundary conditions
lim
x→−∞(u, p, v, q, ρ, s)(x) = B−∞ and limx→+∞(u, p, v, q, ρ, s)(x) = B+∞.
Upon making the change of variable x = δξ we obtain the ‘fast’ system,
u˜ξ = δp˜,
p˜ξ = δ(1− dρ˜) sin u˜ cos v˜,
v˜ξ = δq˜,
q˜ξ = δ((1− dρ˜) sin v˜ cos u˜− α sin 2v˜),
ρ˜ξ = s˜,
s˜ξ = 4ρ˜
3 − (6 + 4(∆/δ))ρ˜2 + 2(1 + (∆/δ))ρ˜.
(5.14)
Note that the last two equations in the ‘fast’ system (5.14) are exactly the system (5.6).
The slow and fast systems (5.13) and (5.14) are equivalent when δ 6= 0. However they are not
equivalent in the limit δ → 0. Furthermore, the system (5.13) is singularly perturbed in the limit
δ → 0. We first study both systems when δ → 0. Then we use regular and singular perturbation
theory to analyse the systems when 0 < δ  1.
5.3 Dynamics of the extended system in the limit δ→ 0
5.3.1 Fast dynamics
When δ → 0, the ‘fast’ system (5.14) reduces to the planar system (5.7) and (u˜, p˜, v˜, q˜) staying
constant. We call this the ‘fast’ reduced system (FRS). Recall that (5.7) has saddle points (ρ˜, s˜) =
(0, 0) and (ρ˜, s˜) = (1, 0). Thus, we can define the following 4-dimensional normally hyperbolic
invariant slow manifolds
Ml0 = {(u˜, p˜, v˜, q˜, ρ˜, s˜) = (u˜, p˜, v˜, q˜, 0, 0) | (u˜, p˜, v˜, q˜) ∈ R4},
Mr0 = {(u˜, p˜, v˜, q˜, ρ˜, s˜) = (u˜, p˜, v˜, q˜, 1, 0) | (u˜, p˜, v˜, q˜) ∈ R4}.
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The manifolds Ml/r0 have 5-dimensional stable and unstable manifolds Ws/u(Ml/r0 ). We are inter-
ested in the connections between the manifoldsWs/u(Ml0) andWs/u(Mr0) which correspond to the
one dimensional heteroclinic connections (5.8) of the saddle points (ρ˜, s˜) = (0, 0) and (ρ˜, s˜) = (1, 0)
in the 4-parameter family (u˜, p˜, v˜, q˜) ∈ R4.
5.3.2 Slow dynamics
On the other hand taking δ → 0 in the ‘slow’ system (5.13) yields the following differential-algebraic
system,
ux = p,
px = (1− dρ) sinu cos v,
vx = q,
qx = (1− dρ) sin v cosu− α sin 2v,
0 = s,
0 = 4ρ3 − 6ρ2 + 2ρ.
(5.15)
We call this the ‘slow’ reduced system (SRS). Solving the last two algebraic equations in this system
yields the solution set (ρ, s) = {(0, 0), (1/2, 0), (1, 0)}. These are exactly the fixed points of (5.7).
The point (ρ, s) = (0, 0) corresponds to the slow manifold Ml0 and the slow dynamics on this
manifold is
ux = p, px = sinu cos v;
vx = q, qx = sin v cosu− α sin 2v.
Similarly the point (ρ, s) = (1, 0) corresponds to Mr0 and the slow dynamics on this manifold is
ux = p, px = (1− d) sinu cos v;
vx = q, qx = (1− d) sin v cosu− α sin 2v.
The dynamics of the system (5.1) with the piecewise constant spatial inhomogeneity ρ(x; ∆) =
ρ0(x; ∆) can be described as the slow dynamics on Ml0 for |x| > ∆ and on Mr0 for |x| < ∆ with
matching conditions at |x| = ∆. The slow dynamics on the four dimensional manifold Ml0 have
a fixed point B−∞ at (u, p, v, q) = (0, 0, 0, 0) and B+∞ at (u, p, v, q) = (2pi, 0, 0, 0). These fixed
points are saddles with two dimensional stable and two dimensional unstable manifolds. Denote
the unstable manifold to B−∞ byWu0,slow(B−∞) and the stable manifold to B+∞ byWs0,slow(B+∞).
If F0 = (u0(x), v0(x)) is a stationary solution to (5.1), with piecewise constant spatial inho-
mogeneity given by ρ0(x; ∆) and satisfies the boundary conditions (5.2), then (u0, p0, v0, q0) =
(u0, ∂xu0, v0, ∂xv0) lies on the unstable manifold Wu0,slow(B−∞) for x < −∆ and on the stable man-
ifold Ws0,slow(B+∞) for x > ∆. Then the existence of a unique transverse solution F0 is equivalent
to continuing the solutions on the two dimensional unstable manifold Wu0,slow(B−∞) at x = −∆
with the flow of the system on Mr0 up to x = ∆ and matching one of them to a unique solution
on the stable manifold Ws0,slow(B+∞). Hence the transversality of F0 refers to a transverse in-
tersection of the continuation of the two-dimensional unstable manifold with the two-dimensional
stable manifold in the four dimensional (u, p, v, q) space. Since the system is Hamiltonian, the
transverse intersection is one dimensional, despite the fact that a dimension count suggests that
the intersection is zero dimensional.
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5.3.3 Combining the geometry of the slow and fast dynamics
Both the two dimensional stable and unstable manifolds Ws0,slow(B+∞) and Wu0,slow(B−∞) are sub-
sets of the four dimensional slow manifoldMl0. Recall that F0(x) lies onWu0,slow(B−∞) for x < −∆
and on Ws0,slow(B+∞) for x > ∆. Define F0(±∆) = (u±0 , p±0 , v±0 , q±0 ) ∈ R4 where by assumption
p±0 = ∂xu0(±∆) 6= 0 and q±0 = ∂xv0(±∆) 6= 0. This ensures that Ws0,slow(B+∞) and Wu0,slow(B−∞)
can be written as graphs over u and v. Hence nearby F0(±∆), the manifolds Ws0,slow(B+∞) and
Wu0,slow(B−∞) can be characterised by their (u, v) values at x = ±∆ and give two dimensional
sub-manifolds in Ml0 :
Wu0,slow := {(u, pu0(u, v), v, qu0 (u, v)) | (u, v) near (u−0 , v−0 )},
Ws0,slow := {(u, ps0(u, v), v, qs0(u, v)) | (u, v) near (u+0 , v+0 )}.
Flowing the unstable sub-manifoldWu0,slow forward with the flow of the slow system onMr0 for a ∆
length gives a three dimensional manifold containing (u0, p0, v0, q0)([−∆, 0]). Similarly, flowing the
stable sub-manifold Ws0,slow backwards with the flow of the slow system on Mr0 for length ∆ gives
a three dimensional manifold containing (u0, p0, v0, q0)([0,∆]). We will denote these manifolds as
Wu,r0,slow = {Φ0,r,slowx,−∆ (u, p, v, q) | (u, p, v, q) ∈ W
u
0,slow, x ∈ [−∆, 0]},
Ws,r0,slow = {Φ0,r,slowx,∆ (u, p, v, q) | (u, p, v, q) ∈ W
s
0,slow, x ∈ [0,∆]},
where Φ0,r,slowx,x0 denotes the flow of the slow system on the right slow manifold Mr0. The transver-
sality assumption on F0 implies that the boundaries of these two manifolds at x = 0 intersect
transversely.
On the other hand flowing the unstable sub-manifold Wu0,slow backwards with the flow of the slow
system on Ml0 gives a three dimensional manifold containing (u0, p0, v0, q0)((−∞,−∆]). Similarly,
flowing the stable sub-manifold Ws0,slow forward with the flow of the slow system on Ml0 gives a
three dimensional manifold containing (u0, p0, v0, q0)([∆,+∞)). We will denote these manifolds as
Wu,l0,slow = {Φ0,l,slowx,−∆ (u, p, v, q) | (u, p, v, q) ∈ W
u
0,slow, x ∈ (−∞,−∆]},
Ws,l0,slow = {Φ0,l,slowx,∆ (u, p, v, q) | (u, p, v, q) ∈ W
s
0,slow, x ∈ [∆,∞)}
where Φ0,l,slowx,x0 denotes the flow of the slow system on the left slow manifold Ml0.
Extending these sets with either the unstable respectively stable manifolds of the fast dynamics or
the fixed points gives the following three dimensional manifolds in R6
Su,l0 = {(u, p, v, q, 0, 0) | (u, p, v, q) ∈ W
u,l
0,slow};
Ss,l0 = {(u, p, v, q, 0, 0) | (u, p, v, q) ∈ W
s,l
0,slow};
Su0 = {(u, p, v, q, ρ˜+0 (ξ), s˜+0 (ξ)) | (u, p, v, q) ∈ W
u
0,slow, ξ ∈ R};
Ss0 = {(u, p, v, q, ρ˜−0 (ξ), s˜−0 (ξ)) | (u, p, v, q) ∈ W
s
0,slow, ξ ∈ R};
Su,r0 = {(u, p, v, q, 1, 0) | (u, p, v, q) ∈ W
u,r
0,slow};
Ss,r0 = {(u, p, v, q, 1, 0) | (u, p, v, q) ∈ W
s,r
0,slow}.
Here (ρ˜±0 , s˜
±
0 )(ξ) are the heteroclinic connections (5.8) between saddle points (0, 0) to (1, 0) in the
FRS. Note Su0 is a three dimensional submanifold of the five dimensional unstable manifold of
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Ml0 and Ss0 is a three dimensional submanifold of the five dimensional stable manifold of Ml0. To
capture a full neighbourhood of the solution associated with F0(x), we combine these manifolds as
follows (see Figure 13):
T u0 = Su,l0 ∪ Su0 ∪ Su,r0 ;
T s0 = Ss,l0 ∪ Ss0 ∪ Ss,r0 .
Su0 Ss0
Mr0
Ml0 Ml0
Ml0
Mr0
Su0
Ss0
(ρ, s)
(u, v)
(p, q)
B−∞
B+∞
Figure 13: The figure depicts a sketch of the manifolds of the system (5.13) in the limit δ → 0. The left
grey manifold represents Ml0 and the black curves on it represent the unstable and stable manifolds of B±∞
on which F0 lies for |x| > ∆. The right grey manifold represents Mr0 and the yellow curves depict the
flow on this manifold with the black curve corresponding to F0 for |x| < ∆. The purple dots correspond to
(u±0 , p
±
0 , v
±
0 , q
±
0 ). The green manifold in Mr0 represents Su,r0 and the blue manifold in Mr0 represents Ss,r0 .
The light blue curves are the edges of Su,r0 and Ss,r0 when x = 0. This illustrates the transverse intersection
of these edges.
5.4 Dynamics of the extended system when 0 < δ 1
When 0 < δ  1, the dynamics of the fast variables (ρ, s) remain uncoupled from the slow (u, p, v, q)
variables. This two dimensional fast sub-system is given by (5.6) with (∆/δ) approximated by
(5.11). Its limit for δ → 0 (i.e. also  → 0) is (5.7). The fixed points of (5.7) persist for δ > 0,
see section 5.1. However, the heteroclinic connections in (5.7) do not persist. Instead a homoclinic
connection to the origin is created. This connection is denoted by (ρδ, sδ) and is explicitly described
in the slow variables by (5.10). Recall that (∆/δ) is such that ρδ(±∆) = 1/2.
The persistence of the fixed points in the two dimensional fast sub-system implies that the full
system (5.14) has 4-dimensional normally hyperbolic invariant slow manifolds, explicitly given by
Mlδ = {(u˜, p˜, v˜, q˜, 0, 0)}, Mrδ = {(u˜, p˜, v˜, q˜, 1 + (∆/δ), 0)}.
Notice that Mlδ =Ml0 and in the slow variable the flow on Mlδ is also governed by
ux = p, px = sinu cos v;
vx = q, qx = sin v cosu− α sin 2v.
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x = −∆ x = +∆
x = ∆−
√
δ x = ∆+
√
δ
(u, v)
(p, q)
(ρ, s)
Mlδ
M
r
δ
T uδ
T sδ
B−∞
B+∞
Figure 14: The figure depicts a sketch of the manifolds of the system (5.13) when 0 < δ  1. The left grey
manifold is the persisting manifold Mlδ = Ml0 and the right grey manifold represents Mrδ. The bold black
curves onMlδ depict the relevant unstable and stable manifolds of B±∞. The yellow curves onMrδ represent
the flow on this manifold. The front green manifold is the part of the unstable manifold of the origin, T uδ ,
while the back blue manifold is the part of the stable manifold of (2pi, 0, 0, 0, 0, 0), T sδ . The black curve is the
persisting solution Fδ. The double arrows represent fast transition whilst the single represent slow dynamics.
To the right is a sketch of ρδ(x; ∆) and the regions we split T u/sδ into.
Whilst on Mrδ it is governed by
ux = p, px = (1− d(1 + (∆/δ))) sinu cos v;
vx = q, qx = (1− d(1 + (∆/δ))) sin v cosu− α sin 2v.
Note that the flow on Mr0 is given by the above with  = 0.
Recall that B−∞ = (0, 0, 0, 0, 0, 0) and B+∞ = (2pi, 0, 0, 0, 0, 0) are saddle points. On the three
dimensional stable manifold Wsδ (B+∞) we can define the solution
usδ(x;u, v) := (u
s
δ(x;u, v), p
s
δ(x;u, v), v
s
δ(x;u, v), q
s
δ(x;u, v), ρδ(x), sδ(x))
for (u, v) near (u+0 , v
+
0 ). Whilst on the three dimensional unstable manifoldWuδ (B−∞) we can define
the solution
uuδ (x;u, v) := (u
u
δ (x;u, v), p
u
δ (x;u, v), v
u
δ (x;u, v), q
u
δ (x;u, v), ρδ(x), sδ(x))
for (u, v) near (u−0 , v
−
0 ). Next we form manifolds by flowing u
s
δ(x;u, v) and u
u
δ (x;u, v) forwards
respectively backwards:
T sδ = {usδ(x;u, v) | (u, v) near (u+0 , v+0 ), x ∈ [0,∞)};
T uδ = {uuδ (x;u, v) | (u, v) near (u−0 , v−0 ), x ∈ (−∞, 0]}.
Hence these manifolds are part ofWsδ (B+∞) andWuδ (B−∞) respectively. See Figure 14 for a sketch
of the manifolds T u/sδ .
We want to show that T uδ converges to T u0 and T sδ to T s0 as δ goes to 0. Since ρ±0 are heteroclinic
connections and ρδ a homoclinic one, the parametrisation of these orbits is different. Consequently,
the ξ parametrisation of T u/s0 is different from the ξ = x/δ parametrisation in T u/sδ . But this is
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not important as we want to compare them as manifolds. To show the convergence, we split both
manifolds T u/sδ in three parts. We have seen in Lemma 8 that
|(ρδ(x)− 1, sδ(x))| = O(e−
√
2/δ), for x ∈ (−∆ +
√
δ,∆−
√
δ).
Hence we split the manifold T uδ as follows
T uδ,I = {(uuδ (x;u, v) | (u, v) near (u−0 , v−0 ), x 6 −∆};
T uδ,II = {(uuδ (x;u, v) | (u, v) near (u−0 , v−0 ), −∆ 6 x 6 −∆ +
√
δ};
T uδ,III = {(uuδ (x;u, v) | (u, v) near (u−0 , v−0 ), −∆ +
√
δ 6 x 6 0}.
Similarly, we split the manifold T sδ as follows
T sδ,I = {(usδ(x;u, v) | (u, v) near (u+0 , v+0 ), x > ∆};
T sδ,II = {(usδ(x;u, v) | (u, v) near (u+0 , v+0 ), ∆−
√
δ 6 x 6 ∆};
T sδ,III = {(usδ(x;u, v) | (u, v) near (u+0 , v+0 ), 0 6 x 6 ∆−
√
δ}.
We have sketched all relevant manifolds in Figure 14. Next we will prove the convergence.
• Fenichel’s second persistence theorem states that the stable and unstable manifoldsW s/u(Mlδ)
lie locally within O(δ) of W s/u(Ml0) and are invariant under the dynamics of the full fast
system (5.14); see [8, 15]. The manifold T sδ,I is a subset of Wsδ,slow(B+∞) ⊂W s(Mlδ) and T uδ,I
is a subset of Wuδ,slow(B−∞) ⊂ W u(Mlδ) for δ > 0. This implies that the manifolds T u/sδ,I are
order δ close to T u/s0 for ρ ∈ [0, 1/2], i.e. |x| > ∆ .
• For −∆ ≤ x ≤ −∆ +√δ, the slow variables can change at most order √δ. Furthermore, the
set {(ρδ(x), sδ(x)) | −∆ 6 x 6 −∆ +
√
δ} is order √δ close to {(ρ+0 (ξ), s+0 (ξ)) | ξ ∈ [0,∞)}.
Hence, we see that the manifolds T uδ,II are order
√
δ close to T u0 . A similar argument gives
that the manifolds T sδ,II are order
√
δ close to T s0 .
• The previous observation also implies that the set {uuδ (−∆ +
√
δ;u, v) | (u, v) near (u−0 , v−0 )}
is order
√
δ close to the intersection Su0 ∩ Su,r0 ⊂ T u0 . And the set {usδ(∆ −
√
δ;u, v) |
(u, v) near (u+0 , v
+
0 )} is order
√
δ close to the intersection Ss0 ∩ Ss,r0 ⊂ T s0 . For x ∈ [−∆ +√
δ,∆−√δ], (ρδ(x), sδ(x)) is at least order exp(−
√
2/δ) close to (1, 0) (see Lemma 8), so on
this finite spatial interval, the flow of the perturbed system is order exp(−√2/δ) close to the
flow on Mr0. Hence the manifolds T u/sδ,III are order
√
δ close to T u/s0 .
So we can conclude that T u/sδ are order
√
δ close to T u/s0 and hence T u/sδ converges to T u/s0 when
δ goes to 0. Since T u0 |x=0 and T s0 |x=0 intersect transversely, T uδ |x=0 and T sδ |x=0 will intersect
transversely. Thus we can conclude that the heteroclinic connection F0 persists for δ small.
6 Discussion
In this paper, we have presented both an analytic and numerical investigation into the existence
of stationary fronts in the system (1.1) for 0 < α < 1/2. In Section 2 we showed numerically the
existence of a pitchfork bifurcation at some α ∈ (0, 1/2) for all ∆ > 0 and d > 0. Then in Section 3,
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using the piecewise constant approximation ρ0(x; ∆) given by (1.3), we gave an implicit expression
for the bifurcation locus when d = 1 and approximations for the two cases ∆  1 and d  1. In
Section 4 we used the implicit expression for d = 1 from Section 3 to rigorously show existence of a
non-zero v(x) component using Lyapunov-Schmidt reduction. Finally, in Section 5 using geometric
singular perturbation theory, we showed that if fronts exist for the piecewise constant inhomogeneity
ρ0(x; ∆), they persist for a smooth sharp inhomogeneity ρδ(x; ∆).
The work in this paper provides a broader understanding of what happens to the destabilised
front looked at by Braun et al. [2] in the coupled homogeneous system (d = 0) and how the front
can be stabilised in the coupled system using a spatial inhomogeneity. The effect of the spatial
inhomogeneity is to stabilise the sine-Gordon front by a small perturbation where the ψ-component
dips and the θ-component rises around the centre of the transition. Exploring the effects of hat-like
(smooth and non-smooth) inhomogeneities on fronts and their interaction is of practical interest,
but also yields some interesting mathematical results, especially the rigorous proof of the persistence
of fronts when going from non-smooth to smooth inhomogeneities.
Several interesting avenues for future work are possible. Since existence has been established, a
natural question would be to consider the stability of the stationary fronts in the system (1.1). Time
simulations shown in Figure 2 indicate that the pitchfork bifurcation is supercritical. It should be
possible to verify this analytically using Lyapunov-Schmidt reduction, for example as developed
for the stability of rolls in the Swift-Hohenberg equation [17, 18]. Computing the stability with
respect to forcing or damping terms would also be of practical interest. Alternatively, one could
also consider the existence and stability of stationary solutions where both u and v connect to zero
as |x| → ∞ building on the work of of Derks et al. [5].
Another direction would be to explore the system with other inhomogeneities. The results in this
paper can be extended to consider the existence of fronts in the system (1.1) with a smooth “step”
inhomogeneity of the form
ρδ(x) =
tanh (x/δ) + 1
2
. (6.1)
Unlike the hat-like spatial inhomogeneities studied in this paper, the above step has only one jump
which is centred at x = 0. As δ → 0 the above converges pointwise to
ρ0(x) =
0, x < 0,1, x > 0. (6.2)
When d > 1, the system (1.9) with the above piecewise constant inhomogeneity and boundary
conditions (u(−∞), v(−∞)) = (0, 0) and (u(+∞), v(+∞)) = (pi, 0) is known to have solutions
(upi, 0) [3] where
upi(x; d) =
4 arctan(ex+x1), x < 0,4 arctan(e√d−1x+x2)− pi, x > 0,
and x1(d) and x2(d) are matching constants
x1(d) = ln
(
tan
(
arccos((2− d)/d)
4
))
and x2(d) = ln
(
tan
(
arccos((2− d)/d) + pi
4
))
.
The bifurcation points of the solution (upi(x), 0) in the full system (1.9) with spatial inhomogene-
ity (6.2) are given exactly by the implicit relation (3.5) in Section 3. Time simulations shown in
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(a) (b)
(c) (d)
Figure 15: This figure gives the dynamics of the coupled sine-Gordon system with the step inhomogeneity (6.2)
and d = 2. (a) is a space time plot of u(x, t = 0) = upi(x; 2) with α = 0.2 and (b) is a plot of the solution
profile in (a) at t = 100. No bifurcation occurs and upi(x) is stable. (c) is a space time plot of upi(x)
with α = 0.45 and (d) is a plot of the solution profile at t = 100. The upi(x) solution becomes unstable
and bifurcates to a new solution. Note we have included a small damping term to suppress the additional
radiation in the Hamiltonian system.
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Figure 15 suggest the existence of a bifurcation whereby the v(x) component becomes non-zero,
similar to the one studied in this paper. With the explicit front solutions above, one can employ
Lyapunov-Schmidt reduction to show the existence of a pitchfork bifurcation and the procedure is
almost identical to the one completed in Section 4. Finally, it is possible to show persistence of
solutions for the smooth sharp inhomogeneity (6.1) following ideas in Section 5. Setting  = 0 in
(5.5) means the heteroclinic connections in the fast reduced system persist when 0 < δ  1. One
then can consider the flow along the stable and unstable manifolds on Mlδ and Mrδ respectively
and apply Fenichel’s theorems to prove persistence.
Another extension is the generalisation of the smoothening results for an arbitrary smooth sharp
inhomogeneity. In this paper we restricted ourselves to using the dynamics of (5.5) to describe the
spatial inhomogeneity. However, the ideas extend to any Hamiltonian system that has a bifurcation
from a heteroclinic to a homoclinic. The work in Section 5 gives a framework to generalise the
smoothening result and prove persistence with respect to a general class of perturbations. A further
extension would be to generalise the smoothening result to any system of semi-linear wave equations
with spatial inhomogeneities.
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A Variation of parameters
Here we determine an expression for V21 as required in (4.1). Upon substituting V11 = V22 = 0,
which were determined at O(A), into (4.6b) yields
(I −Q)
(
L0V2 + α˜L1V2 + (1− ρ)
(
Ψ2 sin(u0)/2
0
))
= 0.
We are interested in the first component V21, of the vector V2, which by the above is governed by
d2Y
dx2
− (1− ρ) cos(u∗)Y = −1
2
(1− ρ) sin(u0)Ψ2.
where we have set Y = V21 for notational convenience. To solve this second order ODE we are
required to use variation of parameters. Since the integral (4.1) is over the interval [∆,∞) it is
only necessary to compute Y (x) in the region x > ∆. Hence we seek to solve,
d2A
dx2
− cos(u0)A = −1
2
sin(u0)Ψ
2. (1.1)
where
u0 = 4 arctan(e
x−x∗),
Ψ = −R(tanh(x− x∗) +√1− 2α∗) exp(−√1− 2α∗(x− x∗)).
The second order ODE
d2Y
dx2
− cos(u0)Y = 0
38
has two linearly independent solutions (see e.g. [3]) given by
Y1(x) = sech(x− x∗) and Y2(x) = sinh(x− x∗) + x− x
∗
cosh(x− x∗) .
Using the variation of parameters method one determines
Y (x) =
Y1(x)
4
∫ x
Y2(x¯) sin(u0(x¯))Ψ
2(x¯)dx¯
− Y2(x)
4
∫ x
Y1(x¯) sin(u0(x¯))Ψ
2(x¯)dx¯+AY1(x) +BY2(x),
where constants A and B are determined. It can be shown from the boundary conditions Y (+∞) =
Y ′(+∞) = 0 that B = 0. Finally since Y (x) is an odd function and Y1(x) is even we must have
A = 0. Hence,
V21(x) =
Y1(x)
4
∫ x
Y2(x¯) sin(u0(x¯))Ψ
2(x¯)dx¯− Y2(x)
4
∫ x
Y1(x¯) sin(u0(x¯))Ψ
2(x¯)dx¯.
B Expressions for the eigenfunction
Here we determine the matching constant A and the rescaling constant R of the eigenfunction
(3.15). Matching the eigenfunction (3.15) at x = −∆ yields
A = −
(√
1 + Λ +
√
2−h
2
)
(tan (arccos(1− h)/4))
√
1+Λ
cos
(√−Λ∆) .
Now we wish to find the rescaling constant such that
∫ +∞
−∞ Ψ
2 = 1. Since Ψ is an even function,
1
R2
= A2
(
sin(2
√−Λ∆)
2
√−Λ + ∆
)
+ 2
∫ ∞
∆
e−2
√
1+Λ(x−x∗)(tanh(x− x∗) +√1 + Λ)2dx.
Hence
1
R2
= A2
(
sin(2
√
2α∗∆)
2
√
2α∗
+ ∆
)
+ 2
[
(1− 2α+ (1− α)√1− 2α)e−2
√
1−2α(x−x∗)
(e2(x−x1) + 1)α2(2α− 1)
× (α2e2(x+x∗) + 2(α− 1)√1− 2α+ α2 − 4α+ 2)
]∞
∆
.
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