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1 Introduction
The Ricci flow was introduced by Hamilton [9] with motivation in solving the
Poincare´ conjecture. We mean by the Ricci flow a pair (M, g) of a smooth
manifold M and an evolving Riemannian metric g = g(x, t) obeying the
evolution equation
∂g(x, t)
∂t
= −2Ricg(x, t) . (1.1)
The Ricci flow equation is invariant under the action of the group Diff(M)
of diffeomorphisms of M , which means that the Ricci flow is interpreted as a
gauge theory with gauge group Diff(M). This implies, via the (contracted)
second Bianchi identity, that the Ricci flow equation is not parabolic, but
only weakly parabolic. This causes a difficulty in proving the existence of the
solution to the Ricci flow for a given smooth initial metric. In [11], Hamilton
proved the short time existence on a closed manifold, which later was greatly
simplified by DeTurck [8].
During 1980-1990’s, it was inevitable to put some assumption on the cur-
vature of the initial or the solution metric for the study of the Ricci flow.
Nevertheless, Hamilton [11] was able to establish a program (Hamilton pro-
gram) toward proving Thurston’s geometrization conjecture [18] by studying
the time-global solution metric for the Ricci flow with arbitrary initial met-
ric. Recall that Thurston’s geometrization conjecture claims that any closed
3-manifold is decomposed into pieces each having one of the eight maximal
model geometries. Here, the decomposition means first the connected sum
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decomposition into prime components and second the torus decomposition
of each prime component into pieces having one of the eight maximal model
geometries.
According to Hamilton’s program, the occurrence of the decomposition into
the prime components is the effect under the formation of singularities in
finite time for the Ricci flow. The difficulty of the proof of the “no local col-
lapsing property” under the formation of singularities in finite time for the
Ricci flow had been the major difficulty against the progress of Hamilton’s
program. In this direction, Hamilton’s Harnack inequality [8], which com-
pares the curvature of the Ricci flow at two points in the space-time, was the
most prominent result in the study of the Ricci flow obtained in the period
1980-1990’s:
Theorem 1.1 (Hamilton [11]). Let (M, gij(t)) be a complete Ricci flow for
t ∈ (0, T ] ⊂ R+ with uniformly bounded curvature in the sense that there
exists a constant C such that |Rm | ≤ C. Suppose that (M, g(t)) has a weakly
positive curvature operator (which means a nonnegative curvature operator).
Let
Mij := ∆Rij −
1
2
∇i∇j R+2RikjlR
kl −RikR
k
j +
1
2t
Rij ,
Pijk := ∇iRjk −∇jRik .
(1.2)
Then, the Harnack expression
Z := RijklU
ijUkl + 2PijkU
ijXk +MijX
iXj (1.3)
is weakly positive for any two-forms U ij and any one-forms Xk.
There are several known Harnack type inequalities: Li-Yau [16] for the
scalar heat flow and Hamilton [12] for the mean curvature flow and [10] for
the Ricci flow on surfaces. As was shown in [17], the Harnack inequality
plays an essential role in the study of the finite-time singularities of the Ricci
flow. Since the Ricci flow equation is only weakly parabolic due to its dif-
feomorphism invariance, the concept of a self-similar solution, i.e., a special
solution to the Ricci flow equation which evolves under a 1-parameter family
of diffeomorphisms (coupled with scalings) makes sense and such a solution
is named a Ricci soliton. Therefore, the Ricci soliton should play an essential
role in the proof of the Harnack inequality for the Ricci flow. In fact, using
the equation of the expanding Ricci soliton was the basic idea of Hamilton’s
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proof of the Harnack inequality. Moreover, Hamilton proved the Harnack
inequality by applying the maximum principle to the Harnack expression
which was constructed from the equation of the gradient expanding Ricci
soliton. Hamilton’s Harnack inequality is “mysterious” in the sense that it
is proved under the assumption of the nonnegative curvature operator, while
the expanding Ricci soliton generalizes the Einstein metric with negative
Ricci curvature.
It was Perelman [17] who introduced the W-entropy (which is defined in
section 5) and used its monotonicity under the Ricci flow to prove the no
local collapsing property of the finite-time singularities of the Ricci flow.
Moreover, Perelman was able to establish the propagation of the no local
collapsing property to the space-time by introducing the reduced volume
and proving their monotonicity under the Ricci flow. This way, Perelman
was able to prove Thurston’s geometrization conjecture. It was remarkable
that Perelman combined the W-entropy / the reduced volume and Hamil-
ton’s Harnack inequality in the analysis of the finite-time singularities (the
determination of the structure of the ancient solution with no collapsing con-
dition).
In [17], Perelman introduced the concept of the “Riemannian geometric ther-
mostat” (which we will describe in section 3.1) and developed a statistical
theory following the standard formalism of the statistical mechanics. It seems
that it was the way how Perelman discovered these functionals having the
monotonicity under the Ricci flow. The theory of the thermostat is a heuris-
tic framework which produces basic quantities such as the reduced volume
and the W-entropy of the Ricci flow. This also gives hints (the concept of
the L-length) to rigorous proofs of their basic properties. By developing the
L-geometry, i.e., the comparison geometry based on the L-length, Perelman
was able to give rigorous proofs to results obtained by heuristic arguments
based on the Riemannian geometric thermostat.
Perelman proposed the “correct position” where Hamilton’s Harnack inequal-
ity lives, i.e., the L-geometry which emerges from the Riemannian geometric
thermostat. Therefore, it is a conceptually interesting problem to search for
a reason why Hamilton’s Harnack inequality holds in the framework of the
theory of the Riemmanian geometric thermostat.
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The purpose of this paper is to propose a geometric interpretation to Hamil-
ton’s Harnack inequality. There are several known results: Chow - Chu [5],
Chow - Knopf [6], and Cabezas-Rivas - Topping [3]. In particular, the last
paper introduced the canonical expanding soliton which unifies Hamilton’s
result and Brendle’s result [2]. Moreover, Cabezas-Rivas - Topping was able
to obtain some new Harnack inequalities for the Ricci flow from the view
point of the canonical expanding soliton.
In this paper, we introduce a variant of Riemannian geometric thermostat
namely the hyperbolic thermostat, which we now describe.
Theorem 1.2. Let (M, gij(t)) be a complete Ricci flow for t ∈ (0, T ] ⊂
R
+ with uniformly bounded curvature, and (HN , gαβ) be an N-dimensional
hyperbolic space with constant sectional curvature − 1
2N
for N ∈ N. We define
M˜ =M ×HN × (0, T ], and a metric g˜ on M˜ as follows:
g˜ij = gij , g˜αβ = tgαβ , g˜00 = R−
N
2t
, g˜iα = g˜0i = g˜0α = 0 ,
where i, j are coordinate indices on the M factor, α, β are coordinate indices
on the HN factor, 0 represent the index of the time coordinate t, and R is
the scalar curvature with respect to the metric gij. Then, the Ricci tensor
R˜ic is equal to zero up to errors of order 1
N
, i.e., (M˜, g˜) is Ricci flat up to
errors of order 1
N
. Moreover, Hamilton’s Harnack expression appears as the
full curvature operator with respect to the metric g˜ up to errors of order 1
N
.
We will compute the curvature of the hyperbolic thermostat in section
3.2. Since the full curvature tensor of the hyperbolic thermostat gives rise to
the exact Hamilton’s Harnack expression, we expect to recover Hamilton’s
Harnack inequality by applying the preservation principle under the Ricci
flow. It is well known that the positivity of some curvature is preserved
under the Ricci flow. In [3], Cabezas-Rivas and Topping recovered Hamilton’s
Harnack inequality by proving an appropriate preservation principle. In the
present paper, we will recover Hamilton’s Harnack inequality by proving the
positivity of the curvature operator of the restricted hyperbolic thermostat:
Theorem 1.3 (Main Theorem). Let (M, gij(t)) be a complete Ricci flow for
t ∈ (0, T ] ⊂ R+ with uniformly bounded curvature, and assume that the man-
ifold (M, gij(t)) has a weakly positive curvature operator. Then, the manifold
(M¯, g¯ab(t)), which is obtained by restricting the hyperbolic thermostat to a
submanifold, has weakly positive curvature operator.
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Details for the manifold (M¯, g¯ab(t)) can be found in section 3. In the
course of proving Theorem 1.3, we will establish new geometric interpreta-
tions to several crucial quantities in Hamilton’s original proof of the Harnack
inequality. We prove Theorem 1.3 by adapting Hamilton’s original argument
to our setting of the hyperbolic thermostat. In particular, we imitate Hamil-
ton’s theorem [11, Theorem 4.1] to deduce the inequality in Lemma 4.1 (see
Remark 4.3).
Hyperbolic thermostat and the canonical expanding soliton induced Harnack
inequality. On the other hand, the canonical shrinking soliton introduced by
[4] and [21] recover some results on the Ricci flow which were discovered
by Perelman [17] (e.g. the monotonicity of W-entropy). In fact, the mono-
tonicity of W-entropy under the Ricci flow is induced from the view point
of Riemannian geometric thermostat by formally applying a comparison the-
orem for the total scalar curvature (See section 5). Hence, we hope that
all of results from the canonical solitons are interpreted as the results from
thermostats.
This paper is organized as follows. In section 2 we recall the basic set up for
the Riemannian geometry and basic properties of the Ricci flow. In section
3 we see that the Harnack expression for the Ricci flow g(t) appears as the
full curvature tensor of the hyperbolic thermostat metric g˜(t) and derive the
differential equations of the components of curvature tensor. In section 4 we
state and prove the Main Theorem which is equivalent to Hamilton’s Har-
nack inequality, by applying the maximum principle along a submanifold M¯
in M˜ equipped with a degenerate metric g¯ as a section of Sym2(T ∗M¯). Here,
M˜ is a potentially infinite dimensional manifold and M¯ is a (dimM + 1)-
dimensional manifold. In section 5 we prove the comparison theorem for
the total scalar curvature on geodesic sphere which holds if the manifold is
complete and Ricci flat. The monotonicity of W-entropy is recovered from a
view point of Riemannian’s geometric thermostat by formally applying this
comparison theorem.
2 Preparation
In this section, we define fundamental quantities for a Riemannian manifold.
Moreover, we deduce some basic properties of the Ricci flow. In this paper,
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we adopt the convention of curvatures in [20] as stated below.
2.1 Riemannian geometry
Let (M, g) be a Riemannian manifold, and X, Y, Z,W vector fields indepen-
dent of time t onM . We define the full curvature tensor Rm, Ricci curvature
Ric, and scalar curvature R:
Rm(X, Y )Z := ∇Y∇XZ −∇X∇Y Z +∇[X,Y ]Z ,
Rm(X, Y, Z,W ) := 〈Rm(X, Y )Z,W 〉 ,
Ric(X, Y ) := trRm(X, ·, Y, ·) ,
R := trRic ,
where 〈·, ·〉 is the inner product with respect to g, ∇ is the Levi-Civita con-
nection with respect to g, and [X, Y ] := ∇XY − ∇YX is the Lie bracket.
These components are expressed as
R lijk
∂
∂xl
= Rm
( ∂
∂xi
,
∂
∂xj
) ∂
∂xk
,
Rijkl = gplR
p
ijk ,
Rij = g
klRikjl ,
R = gijRij ,
where (x1, · · · , xn) are local coordinates on M and { ∂
∂xi
}ni=1 is a local frame
of TM consisting of coordinate vector fields. Note that we adopt the Einstein
summation convention.
The full curvature tensor has some symmetry properties:
Rijkl = −Rjikl = −Rijlk = Rklij ,
Rijkl +Rjkil + Rkijl = 0 ,
∇iRjklm +∇jRkilm +∇kRijlm = 0 .
The second and third equations are well-known as the first and the second
Bianchi identities, respectively. By taking the trace of the second Bianchi
identity, we have
∇lRlijk = ∇jRki −∇kRji (2.1)
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where ∇i := gij∇j . We take the trace again to get the twice contracted
second Bianchi identity:
∇iRij =
1
2
∇j R . (2.2)
We note that the first and second Bianchi identities are equivalent to the
diffeomorphism invariance of the curvature tensor [14]. For arbitrary tensor
A, we have the equation which deduce the commutation equation for Levi-
Civita connection:
∇2X,YA−∇
2
Y,XA = −Rm(X, Y )A , (2.3)
where ∇2X,Y := ∇X∇Y − ∇∇XY . This equation is called the Ricci identity.
The following two examples for the tensors Rij and ∇pRij are important to
know how geometric quantities evolve under the Ricci flow.
∇m∇nRij −∇n∇mRij =R
p
mni Rpj +R
p
mnj Rip ,
∇m∇n∇pRij −∇n∇m∇pRij =R
q
mnp ∇qRij +R
q
mni ∇pRqj +R
q
mnj ∇pRiq .
(2.4)
We use these identities in the proof of the equations (2.9). By the symmetric
properties of the full curvature tensor, we naturally define the curvature
operator R : ∧2 T ∗M −→ ∧2T ∗M as follows:
Rm(X, Y, Z,W ) = 〈R(X ∧ Y ), Z ∧W 〉 .
We call the curvature operator is positive (resp. weakly positive) when
Rm(U, U) > 0 (resp. ≥ 0) for any two-forms U . Our sign convention is
that Rijij > 0 on the round sphere.
2.2 The evolution equations for the curvature under
the Ricci flow
In this section, we will see how geometric quantities evolve when the met-
ric evolves under the Ricci flow. Details can be found, for instance, in [19,
Chapter 2].
Let (M, g(t)) be a Ricci flow, i.e.
∂
∂t
gij(t) = −2Rij(t)
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as described in (1.1). The curvature tensor evolves as follows:
∂
∂t
Rm(X, Y,W,Z) = (∆Rm)(X, Y,W,Z) +Q(X, Y,W,Z) + F (X, Y,W,Z)
(2.5)
where
Q(X, Y,W,Z) :=2(B(X, Y,W,Z)−B(X, Y, Z,W )
+B(X,W, Y, Z)− B(X,Z, Y,W )) ,
F (X, Y,W,Z) :=− Ric(Rm(X, Y )W,Z) + Ric(Rm(X, Y )Z,W )
− Ric(Rm(W,Z)X, Y ) + Ric(Rm(W,Z)Y,X) ,
B(X, Y,W,Z) :=〈Rm(X, ·, Y, ·),Rm(W, ·, Z, ·)〉 ,
and ∆ is Laplace-Beltarami operator ∆ := gij∇i∇j . This equation is also
expressed as
∂
∂t
Rijkl =∆Rijkl + 2RimjnR
m n
k l − 2RimjnR
m n
l k
+ 2RimknR
m n
j l − 2RimlnR
m n
j k
−Rml Rijkm +R
m
k Rijlm −R
m
j Rklim +R
m
i Rkljm ,
(2.6)
where Ri
m
j
n := gjmglnRijkl and R
m
i := g
jmRij. By taking the trace, we have
the evolution equation for the Ricci tensor:
∂
∂t
Rij = ∆Rij − 2R
k
iRkj + 2RikjlR
kl . (2.7)
Moreover, by taking the trace again, we have the evolution equation for the
scalar curvature:
∂R
∂t
= ∆R+2RijRij .
We set
Pijk := ∇iRjk −∇jRik ,
Mij := ∆Rij + 2RikjlR
kl −RkiRkj −
1
2
∇i∇j R+
1
2t
Rij ,
(2.8)
as described in (1.2) The tensors Pijk , Mij , and Rijkl are essentially parts of
the curvature tensor R˜abcd on the hyperbolic thermostat (M˜, g˜ab) which we
will define in section 3. These tensors are first introduced by Hamilton as
Hamilton’s Harnack expression. We now compute the deformation of these
tensors when the metric g(t) evolves under the Ricci flow. The following
lemma will be used to compute the evolution equation for R˜abcd .
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Lemma 2.1 (Hamilton [11]). Let (M, g(t)) be a Ricci flow, and Pijk , Mij
tensors defined as above. Then, we have( ∂
∂t
−∆
)
Pijk =2RimjnP
mn
k + 2RimknP
m n
j + 2RjmknP
mn
i − 2R
m
n ∇mR
n
ijk
+Rmi Pmjk +R
m
j Pimk +R
m
k Pijm ,( ∂
∂t
−∆
)
Mij =2RimjnM
mn + 2Rmn[∇mPnij +∇mPnji]
+ 2PimnP
mn
j − 4PimnP
nm
j + 2R
mnRlmRinjl −
1
2t2
Rij
+Rmi Mmj +R
m
j Mim
(2.9)
The first equation is shown by using the formula (2.4) and
Pijk + Pjki + Pkij = 0 .
To get the second equation, we use the formula
Mij = ∇
pPpij +RikjlR
kl +
1
2t
Rij .
Remark 2.2. In [11], Hamilton shows this lemma by using the vector field
Dt on the orthonormal frame bundle of the Ricci flow where Dt is defined by
Dt :=
∂
∂t
+ Rab∇
b
a. Here, ∇
b
a is obtained by modifying
∂
∂t
by vertical vector
field so that Dt is tangent to the orthonormal frame bundle of the Ricci flow.
The advantage of using Dt instead of
∂
∂t
is that the frame {ea} which is a
local orthonormal frame at t = 0 behaves like a local orthonormal frame
for all time t under the Ricci flow. However, we don’t use Dt in this paper
because we will deal with the parameter t not only as a time but also as a
part of local coordinate system t := x0 on (M˜, g˜ab) .
3 Riemannian geometric thermostat
In this section, we canonically construct hyperbolic thermostat from arbi-
trary Ricci flow following Perelman’s construction of Riemannian geometric
thermostat. Moreover, we derive the evolution equation of the curvature
tensor.
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3.1 Spherical thermostat
Here, we describe Riemannian geometric thermostat which was introduced by
Perelman in [17]. We only recall the full curvature tensor of the thermostat
in this section. We will see the other properties in section 5.
Theorem 3.1 (Perelman [17]). Let (M, gij(τ)) be a complete backward Ricci
flow (i.e.
∂gij
∂τ
= 2Rij(τ) ) for τ ∈ (0, T ] ⊂ R
+ with uniformly bounded curva-
ture, and (SN , gαβ) a sphere with constant sectional curvature
1
2N
for N ∈ N.
We define Mˆ =M × SN × (0, T ], and a metric gˆ on Mˆ as follows:
gˆij = gij , gˆαβ = τgαβ , gˆ00 = R+
N
2τ
, gˆiα = gˆ0i = gˆ0α = 0 ,
where i, j are coordinate indices on the M factor, α, β are coordinate indices
on the SN factor, 0 represent the index of the scale coordinate τ , R is the
scalar curvature with respect to the metric gij. Then, the Ricci tensor R̂ic is
equal to zero up to errors of order 1
N
, i.e., (Mˆ, gˆ) is Ricci flat up to errors
of order 1
N
.
Ricci flatness can be shown by the fundamental computation in the same
way as the proof of Theorem 3.2. We see that the Hamilton’s Harnack ex-
pression appears as the components of full curvature tensor Rˆijkl , Rˆij0k ,
and Rˆ0i0j by setting τ = −t up to errors of order
1
N
. Hence, one may expect
to prove Hamilton’s Harnack inequality from the view point of the thermo-
stat by using the basic property of the Ricci flow that the weak positivity of
curvature operator is preserved (maximum principle). However, since τ > 0
and Hamilton’s Harnack inequality holds with t > 0, the Harnack expression
which appears in the thermostat has opposite sign at terms where τ appears.
This motivates the hyperbolic thermostat we will introduce in the next sec-
tion.
3.2 Hyperbolic thermostat
We now describe the construction of the hyperbolic thermostat, which we
already described in Theorem 1.2:
Theorem 3.2. Let (M, gij(t)) be a complete Ricci flow for t ∈ (0, T ] ⊂
R+ with uniformly bounded curvature, and (HN , gαβ) be a N-dimensional
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hyperbolic space with constant sectional curvature − 1
2N
for N ∈ N. We
define M˜ =M ×HN × (0, T ], and a metric g˜ on M˜ as follows:
g˜ij = gij , g˜αβ = tgαβ , g˜00 = R−
N
2t
, g˜iα = g˜0i = g˜0α = 0 ,
where i, j are coordinate indices on the M factor, α, β are coordinate indices
on the HN factor, 0 represent the the index of the time coordinate t, R is
the scalar curvature with respect to the metric gij. Then, R˜ic is equal to
zero up to errors of order 1
N
, i.e., (M˜, g˜) is Ricci flat up to errors of order
1
N
. Moreover, Hamilton’s Harnack expression appears as the full curvature
operator with respect to the metric g˜ab up to errors of order
1
N
.
Note that M˜ has potentially infinite dimension because later we take the
limit N → ∞, and g˜00 is negative for sufficiently large N > 0. Hence, g˜ is
a Lorentzian metric on M˜ in this situation. When we see the tensor g˜ as a
metric on T ∗M˜ rather than TM˜ , it degenerates in a limit N → ∞. Then,
this metric converges to a weakly positive definite tensor in this limit.
We now prove Theorem 3.2 (which is equivalent to Theorem 1.2) by using
basic computations in Riemannian geometry. Note that M˜ has potentially
infinite dimension because later we take the limit N →∞, and g˜00 is negative
for sufficiently large N > 0. Hence, g˜ is a Lorentzian metric on M˜ in this
situation. When we see the tensor g˜ as a metric on T ∗M˜ rather than TM˜ ,
it degenerates in a limit N → ∞. Then, this metric converges to a weakly
positive definite tensor in this limit.
proof of Theorem 3.2. We use the fundamental formula for the Christoffel
symbols,
Γ˜abc =
1
2
g˜ad
(∂g˜cd
∂xb
+
∂g˜bd
∂xc
−
∂g˜bc
∂xd
)
to compute all kinds of Γ˜abc , where the indices a, b, c represent either i (the
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indices for M), 0 (the index for R+) or α (the indices for HN):
Γ˜000 =
1
2
g˜00
(∂g˜00
∂x0
)
=
1
2
(
R−
N
2t
)−1(∂ R
∂t
+
N
2t2
)
,
Γ˜0i0 =
1
2
g˜00
(∂g˜00
∂xi
+
∂g˜i0
∂x0
−
∂g˜i0
∂x0
)
=
1
2
(
R−
N
2t
)−1∂ R
∂xi
,
Γ˜i00 =
1
2
g˜ij
(∂g˜0j
∂x0
+
∂g˜0j
∂x0
−
∂g˜00
∂xj
)
= −
1
2
gij
∂ R
∂xj
,
Γ˜ij0 =
1
2
g˜ik
(∂g˜0k
∂xj
+
∂g˜ik
∂x0
−
∂g˜j0
∂xk
)
= −Rij ,
Γ˜0ij =
1
2
g˜00
(∂g˜j0
∂xi
+
∂g˜i0
∂xj
−
∂g˜ij
∂x0
)
=
(
R−
N
2t
)−1
Rij ,
Γ˜ijk =
1
2
g˜il
(∂g˜kl
∂xj
+
∂g˜il
∂xk
−
∂g˜jk
∂xl
)
= Γijk ,
Γ˜αβ0 =
1
2
g˜αγ
(∂g˜0γ
∂xβ
+
∂g˜βγ
∂x0
−
∂g˜β0
∂xγ
)
=
1
2t
δαβ ,
Γ˜0αβ =
1
2
g˜00
(∂g˜β0
∂xα
+
∂g˜α0
∂xβ
−
∂g˜αβ
∂x0
)
= −
1
2
(
R−
N
2t
)−1
gαβ ,
Γ˜αβγ =
1
2
g˜αδ
(∂g˜γδ
∂xβ
+
∂g˜βδ
∂xγ
−
∂g˜βγ
∂xδ
)
= Γαβγ ,
at a point (x˜a) := (xi, xα, x0) ∈ M˜ , where Rij := g
ikRjk , x
0 := t , Γijk is
Christoffel symbols of gij at the point x
i ∈M , and Γαβγ is Christoffel symbols
of gαβ at the point x
α ∈ HN . Since
∇˜ ∂
∂x0
∂
∂xj
= Γ˜a0j
∂
∂xa
= −Rij
∂
∂xi
+
1
2
(
R−
N
2t
)−1∂ R
∂xi
∂
∂x0
,
the following proposition holds:
Proposition 3.3. The orthonormal frame { ∂
∂xj
}nj=1 ⊂ {
∂
∂xa
}n+N+1a=1 at t = 0
remains orthonormal after the time passes up to errors of order 1
N
From Proposition 3.3, we see that the covariant derivative ∇˜ ∂
∂x0
plays a
role like the vector field Dt as mentioned in Remark 2.2.
By the definition of g˜ab, the other components of Christoffel symbol are clearly
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vanished:
Γ˜α00 =
1
2
g˜αβ
(∂g˜0β
∂x0
+
∂g˜0β
∂x0
−
∂g˜00
∂xβ
)
= 0 ,
Γ˜0α0 =
1
2
g˜00
(∂g˜00
∂xα
+
∂g˜α0
∂x0
−
∂g˜α0
∂x0
)
= 0 ,
Γ˜iα0 =
1
2
g˜ij
(∂g˜j0
∂xα
+
∂g˜αi
∂x0
−
∂g˜α0
∂xj
)
= 0 ,
Γ˜αi0 =
1
2
g˜αβ
(∂g˜β0
∂xi
+
∂g˜iβ
∂x0
−
∂g˜i0
∂xβ
)
= 0 ,
Γ˜0iα =
1
2
g˜00
(∂g˜α0
∂xi
+
∂g˜i0
∂xα
−
∂g˜iα
∂x0
)
= 0 ,
Γ˜iαβ =
1
2
g˜ij
(∂g˜βj
∂xα
+
∂g˜αj
∂xβ
−
∂g˜αβ
∂xj
)
= 0 ,
Γ˜αij =
1
2
g˜αβ
(∂g˜jβ
∂xi
+
∂g˜iβ
∂xj
−
∂g˜ij
∂xβ
)
= 0 ,
Γ˜ijα =
1
2
g˜ik
(∂g˜αk
∂xj
+
∂g˜jk
∂xα
−
∂g˜jα
∂xk
)
= 0 ,
Γ˜αβi =
1
2
g˜αγ
(∂g˜iγ
∂xβ
+
∂g˜βγ
∂xi
−
∂g˜βi
∂xγ
)
= 0 .
We compute the Ricci tensor with respect to g˜ by taking the trace of the
curvature tensor. First, by using the standard formula for the curvature
tensor:
R˜abcd = g˜df
(∂Γ˜fac
∂xb
−
∂Γ˜fbc
∂xa
+ Γ˜eacΓ˜
f
be − Γ˜
e
bcΓ˜
f
ae
)
,
we have
R˜ijkl =g˜lm
(∂Γ˜mik
∂xj
−
∂Γ˜mjk
∂xi
+ Γ˜eikΓ˜
m
je − Γ˜
e
jkΓ˜
m
ie
)
=Rijkl + g˜lm(Γ˜
0
ikΓ˜
m
j0 − Γ˜
0
jkΓ˜
m
i0)
=Rijkl + glm
{(
R−
N
2t
)−1
Rik(−R
m
j )−
(
R−
N
2t
)−1
Rjk(−R
m
i )
}
=Rijkl −
(
R−
N
2t
)−1
(RikRjl +RjkRil) ,
(3.1)
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R˜ij0k =g˜km
(∂Γ˜mi0
∂xj
−
∂Γ˜mj0
∂xi
+ Γ˜ei0Γ˜
m
je − Γ˜
e
j0Γ˜
m
ie
)
=gkm
{ ∂
∂xj
(−Rmi )−
∂
∂xi
(−Rmj ) + Γ
m
jn(−R
n
i )− Γ
m
in(−R
n
j )
}
+ gkm
{1
2
(
R−
N
2t
)−1∂ R
∂xi
(−Rmj )−
1
2
(
R−
N
2t
)−1 ∂ R
∂xj
(−Rmi )
}
=∇iRjk −∇jRik +
1
2
(
R−
N
2t
)−1(∂ R
∂xj
Rik −
∂ R
∂xi
Rjk
)
,
(3.2)
R˜i0j0 =g˜00
(∂Γ˜0ij
∂x0
−
∂Γ˜00j
∂xi
+ Γ˜eijΓ˜
0
0e − Γ˜
e
0jΓ˜
0
ie
)
=g˜00
[ ∂
∂t
{(
R−
N
2t
)−1
Rij
}
−
∂
∂xi
(1
2
(
R−
N
2t
)−1 ∂ R
∂xj
)
+ Γ˜mij
1
2
(
R−
N
2t
)−1 ∂ R
∂xm
+
(
R−
N
2t
)−1 1
2
(
R−
N
2t
)−1
(
∂ R
∂t
+
N
2t2
)
+Rmj
(
R−
N
2t
−1)
Rim −
1
2
(
R−
N
2t
)−1 ∂ R
∂xj
1
2
(
R−
N
2t
)−1∂ R
∂xi
]
=−
(
R−
N
2t
)−1(∂ R
∂t
+
N
2t2
)
Rij +
∂Rij
∂t
+
1
2
(
R−
N
2t
)−1∂ R
∂xi
∂ R
∂xj
−
1
2
∂2 R
∂xi∂xj
+
1
2
Γmij
∂ R
∂xm
+
1
2
(
R−
N
2t
)−1(∂ R
∂t
+
N
2t2
)
Rij
+Rmj Rim −
1
4
(
R−
N
2t
)−1∂ R
∂xi
∂ R
∂xj
=
∂Rij
∂t
−
1
2
( ∂2 R
∂xi∂xj
− Γmij
∂ R
∂xm
)
+Rmj Rim
−
1
2
(
R−
N
2t
)−1(∂ R
∂t
+
N
2t2
)
Rij +
1
4
(
R−
N
2t
)∂ R
∂xi
∂ R
∂xj
=∆Rij + 2RikjlR
kl −
1
2
∇i∇j R−R
m
j Rim
−
1
2
(
R−
N
2t
)−1(∂ R
∂t
+
N
2t2
)
Rij +
1
4
(R−
N
2t
)−1∂ R
∂xi
∂ R
∂xj
,
(3.3)
where ∇ is the Levi-Civita connection associated to the metric gij . Here,
we have used the evolution equation for the Ricci tensor (2.7).
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We see that the other components vanish up to errors of order 1
N
:
R˜αβγδ =g˜δε
(∂Γ˜εαγ
∂xβ
−
∂Γ˜εβγ
∂xα
+ Γ˜eαγΓ˜
ε
βe − Γ˜
e
βγΓ˜
ε
αe
)
=tRαβγδ +
1
4
(
R−
N
2t
)−1
(gβγgαδ − gαγgβδ)
=−
1
4
{2t
N
+
(
R−
N
2t
)−1}
(gαγgβδ − gβγgαδ) ,
R˜αβγi =g˜ij
(∂Γ˜jαγ
∂xβ
−
∂Γ˜jβγ
∂xα
+ Γ˜eαγΓ˜
j
βe − Γ˜
e
βγΓ˜
j
αe
)
= 0 ,
R˜αβγ0 =g˜00
(∂Γ˜0αγ
∂xβ
−
∂Γ˜0βγ
∂xα
+ Γ˜eαγΓ˜
0
βe − Γ˜
e
βγΓ˜
0
αe
)
=g˜00
{
−
1
2
(
R−
N
2t
)−1∂gαγ
∂xβ
+
1
2
(
R−
N
2t
)−1∂gβγ
∂xα
−
1
2
Γδαγ
(
R−
N
2t
)−1
gβδ +
1
2
Γδβγ
(
R−
N
2t
)−1
gαδ
}
=−
1
2
(∂gαγ
∂xβ
−
∂gβγ
∂xα
+ Γδαγgβδ − Γ
δ
βγgαδ
)
=−
1
2
{∂gαγ
∂xβ
−
∂gβγ
∂xα
+
1
2
gδε
(∂gγε
∂xα
+
∂gαε
∂xγ
−
∂gαγ
∂xε
)
gβδ
−
1
2
gδε
(∂gγε
∂xβ
+
∂gβε
∂xγ
−
∂gβγ
∂xε
)}
=0 ,
R˜αβij =g˜jk
(∂Γ˜kαi
∂xβ
−
∂Γ˜kβi
∂xα
+ Γ˜eαiΓ˜
k
βe − Γ˜
e
βiΓ˜
k
αe
)
= 0 ,
R˜αβ0i =g˜ij
(∂Γ˜jα0
∂xβ
−
∂Γ˜jβ0
∂xα
+ Γ˜eα0Γ˜
j
βe − Γ˜
e
β0Γ˜
j
αe
)
= 0 ,
R˜αiβj =g˜jk
(∂Γ˜kαβ
∂xi
−
∂Γ˜kiβ
∂xα
+ Γ˜eαβΓ˜
k
ie − Γ˜
e
iβΓ˜
k
αe
)
=
1
2
(
R−
N
2t
)−1
gαβRij ,
R˜α0βi =g˜ij
(∂Γ˜jαβ
∂x0
−
∂Γ˜j0β
∂xα
+ Γ˜eαβΓ˜
j
0e − Γ˜
e
0βΓ˜
j
αe
)
=
1
4
(
R−
N
2t
)−1
gαβ
∂ R
∂xi
,
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R˜α0β0 =g˜00
(∂Γ˜0αβ
∂x0
−
∂Γ˜00β
∂xα
+ Γ˜eαβΓ˜
0
0e − Γ˜
e
0βΓ˜
0
αe
)
=g˜00
{1
2
(
R−
N
2t
)−2(∂ R
∂t
+
N
2t2
)
gαβ
−
1
2
(
R−
N
2t
)−1
gαβ +
1
2
(
R−
N
2t
)−1(∂ R
∂t
+
N
2t2
)
−
1
2t
δγβ
(
−
1
2
(
R−
N
2t
)−1
gαγ
)}
=
1
4
(
R−
N
2t
)−1(∂ R
∂t
+
R
t
)
gαβ ,
R˜αijk =g˜kl
(∂Γ˜lαj
∂xi
−
∂Γ˜lij
∂xα
+ Γ˜eαjΓ˜
l
ie − Γ˜
e
ijΓ˜
l
αe
)
= 0 ,
R˜αij0 =g˜00
(∂Γ˜0αj
∂xi
−
∂Γ˜0ij
∂xα
+ Γ˜eαjΓ˜
0
ie − Γ˜
e
ijΓ˜
0
αe
)
= 0 ,
R˜α0jk =g˜jk
(∂Γ˜kαi
∂x0
−
∂Γ˜k0i
∂xα
+ Γ˜eαiΓ˜
k
0e − Γ˜
e
0iΓ˜
k
αe
)
= 0 ,
R˜α0j0 =g˜00
(∂Γ˜0αi
∂x0
−
∂Γ˜00i
∂xα
+ Γ˜eαiΓ˜
0
0i − Γ˜
e
0iΓ˜
0
αe
)
= 0 .
Since the Ricci tensors are defined by R˜ab := g˜
cdR˜acbd , we have
R˜00 =g˜
ijR˜0i0j + g˜
αβR˜0α0β
=gij
{
∆Rij + 2RikjlR
kl −
1
2
∇i∇j R−R
m
j Rim
−
1
2
(
R−
N
2t
)−1(∂ R
∂t
+
N
2t2
)
Rij +
1
4
(
R−
N
2t
)−1∂ R
∂xi
∂ R
∂xj
}
+
1
t
gαβ
1
4t
gαβ +
1
4
(
R−
N
2t
)−1(∂ R
∂t
+
N
2t2
)
gαβ
=
1
2
∆R+|Ric |2g +
1
4
(
R−
N
2t
)−1
|∇R |g +
N
4t2
−
1
2
∂ R
∂t
−
N
4t2
=
1
4
(
R−
N
2t
)−1
|∇R |g ,
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R˜0i =g˜
jkR˜0jik + g˜
αβR˜0αiβ
=g˜jkR˜ik0j + g˜
αβR˜α0βi
=gjk
{
∇iRkj −∇kRij +
1
2
(
R−
N
2t
)−1(∂ R
∂xk
Rij −
∂ R
∂xi
Rkj
)}
+
1
t
gαβ
1
4
(
R−
N
2t
)−1∂ R
∂xi
gαβ
=∇iR−g
jk∇kRji +
1
2
(
R−
N
2t
)−1(∂ R
∂xj
Rji −
∂ R
∂xi
R
)
+
N
4t
(
R−
N
2t
)−1∂ R
∂xi
[from the contractedBianchi identity (2.2)]
=∇iR−
1
2
∇iR+
1
2
(
R−
N
2t
)−1 ∂ R
∂xj
Rji −
1
2
(
R−
N
2t
)−1∂ R
∂xi
(
R−
N
2t
)
=
1
2
(
R−
N
2t
)−1 ∂ R
∂xj
Rji ,
R˜0α =g˜
00R˜0iαj + g˜
βγR˜0βαγ = 0 ,
R˜iα =g˜
00R˜i0α0 + g˜
jkR˜ijαk + g˜
βγR˜iβαγ = 0 ,
R˜αβ =g˜
00R˜α0β0 + g˜
ijR˜αiβj + g˜
γδR˜αγβδ
=
1
4t
(
R−
N
2t
)−1
gαβ +
1
4
(∂ R
∂t
+
N
2t2
)(
R−
N
2t
)−2
gαβ
+
1
2
(
R−
N
2t
)−1
R gαβ −
1
2N
(
Ngαβ − gαβ
)
−
1
4t
(
R−
N
2t
)−1(
Ngαβ − gαβ
)
=
(
R−
N
2t
)−2
gαβ
{R
4t
−
N
8t2
+
1
4
(∂ R
∂t
+
N
2t2
)
+
R2
2
−
R
4t
−
R2
2
+
RN
2t
−
N2
8t2
+
R2
2N
−
RN
2Nt
+
N
8t2
−
RN
4t
+
N2
8t2
+
R
4t
−
N
8t2
}
=
1
4
(
R−
N
2t
)−2(∂ R
∂t
+
2R2
N
)
gαβ ,
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R˜ij =g˜
00R˜i0j0 + g˜
klR˜ikjl + g˜
αβR˜iαjβ
=
(
R−
N
2t
)−1
(∆Rij + 2RikjlR
kl −
1
2
∇i∇j R−R
m
j Rim)
−
1
2
(
R−
N
2t
)−2
(
∂ R
∂t
Rij −
1
2
∂ R
∂xi
∂ R
∂xj
+
N
2t2
Rij)
−
(
R−
N
2t
)−1
(Rij R−R
m
i Rmj) +Rij +
N
2t
(R−
N
2t
)−1Rij
=
(
R−
N
2t
)−1
(∆Rij + 2RikjlR
kl −
1
2
∇i∇j R)
+
1
2
(
R−
N
2t
)−2(1
2
∂ R
∂xi
∂ R
∂xj
−
(∂ R
∂t
+
N
2t2
)
Rij
)
.
If we take a limit as N → ∞, then we see all of the components of Ricci
tensor converge to zero. Moreover, one can see that the norm (could be neg-
ative since the metric g˜ is Lorentzian metric) of Ricci tensor is also zero up
to errors of order 1
N
.
From the equations (3.1), (3.2), (3.3), when we take the limit N → ∞,
we have
R˜ijkl −→Rijkl ,
R˜ij0k −→∇iRjk −∇jRik ,
R˜i0j0 −→∆Rij + 2RikjlR
kl − Rmj Rim −
1
2
∇i∇j R+
1
2t
Rij .
Hence, Hamilton’s Harnack expression (defined in Theorem 1.1) appears as
the components of the full curvature tensor.
Remark 3.4. Note that our calculation results in this section hold when we
consider the components of the tensors as a function on M˜ . We cannot regard
the right hand side of these equations as the tensor of M˜ . For example, we
have
R˜iαjβ = R˜αijβ
by the symmetric property of the curvature tensor of course. However, in
the right hand side of the following equation
R˜αiβj =
1
2
(
R−
N
2t
)−1
gαβRij ,
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the indices i and α is not interchanged, because this operation is not well-
defined. Hence, we should be careful when we compute tensors on M˜ .
Now we consider the differential equations for the coefficients of the cur-
vature R˜ijkl , R˜ij0k , R˜0i0j . The result of the following computations are
not necessary to prove the Main Theorem, but it is useful to understand the
structure of the hyperbolic thermostat.
At first, we compute the Laplacian of R˜abcd . We define the Laplacian with
respect to g˜ ,
∆˜ := g˜ab∇˜a∇˜b .
In fact, the term including g˜00 goes to zero up to errors of order 1
N
since g00
is of magnitude O( 1
N
) .
We often write
A =
N
B
that means “A is equal to B up to errors of order 1
N
” .
Using the formula for the tensor A˜ ∈ ⊗4T ∗M˜ ,
∇˜k∇˜lA˜abcd =
∂2A˜abcd
∂xk∂xl
−
∂Γ˜mla
∂xk
A˜mbcd −
∂Γ˜mlb
∂xk
A˜amcd −
∂Γ˜mlc
∂xk
A˜abmd −
∂Γ˜mld
∂xk
A˜abcm
− Γ˜mla
∂
∂xk
A˜mbcd − Γ˜
m
lb
∂
∂xk
A˜amcd − Γ˜
m
lc
∂
∂xk
A˜abmd − Γ˜
m
ld
∂
∂xk
A˜abcm
− Γ˜mkl
∂
∂xm
A˜abcd − Γ˜
m
ka
∂
∂xl
A˜mbcd − Γ˜
m
kb
∂
∂xl
A˜amcd
− Γ˜mkc
∂
∂xl
A˜abmd − Γ˜
m
kd
∂
∂xl
A˜abcm
+ Γ˜mklΓ˜
n
maA˜nbcd + Γ˜
m
klΓ˜
n
mbA˜ancd + Γ˜
m
klΓ˜
n
mcA˜abnd + Γ˜
m
klΓ˜
n
mdA˜abcn
+ Γ˜mkaΓ˜
n
lmA˜nbcd + Γ˜
m
kaΓ˜
n
lbA˜mncd + Γ˜
m
kaΓ˜
n
lcA˜mbnd + Γ˜
m
kaΓ˜
n
ldA˜mbcn
+ Γ˜mkbΓ˜
n
laA˜nmcd + Γ˜
m
kbΓ˜
n
lmA˜ancd + Γ˜
m
kbΓ˜
n
lcA˜amnd + Γ˜
m
kbΓ˜
n
ldA˜amcn
+ Γ˜mkcΓ˜
n
laA˜nbmd + Γ˜
m
kcΓ˜
n
lbA˜anmd + Γ˜
m
kcΓ˜
n
lmA˜abnd + Γ˜
m
kcΓ˜
n
ldA˜abmn
+ Γ˜mkdΓ˜
n
laA˜nbcm + Γ˜
m
kdΓ˜
n
lbA˜ancm + Γ˜
m
kdΓ˜
n
lcA˜abnm + Γ˜
m
kdΓ˜
n
lmA˜abcn ,
(3.4)
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and taking the trace with respect to the metric g˜, we have
∆˜R˜ijkl =g˜
ab[∇˜a∇˜bR˜ijkl]
=
N
gmn[∇˜m∇˜nR˜ijkl] + g˜
αβ[∇˜α∇˜βR˜ijkl]
=
N
gmn[∇m∇nR˜ijkl]− g˜
αβ
[
Γ˜0αβ∇˜0R˜ijkl
]
=
N
∆Rijkl − ∇˜0R˜ijkl ,
(3.5)
∆˜R˜ij0k =g
mn[∇˜m∇˜nR˜ij0k] + g˜
αβ[∇˜α∇˜βR˜ij0k]
=gmn
[
∇m∇nR˜ij0k −
∂Γ˜pn0
∂xm
R˜ijpk − Γ˜
p
n0
∂
∂xm
R˜ij0k − Γ˜
p
m0
∂
∂xn
R˜ijpk
+ Γ˜pmnΓ˜
q
p0R˜ijqk + Γ˜
p
miΓ˜
q
n0R˜pjqk + Γ˜
p
mjΓ˜
q
n0R˜ipqk + Γ˜
p
m0Γ˜
q
njR˜qjpk
+ Γ˜pm0Γ˜
q
njR˜iqpk + Γ˜
p
m0Γ˜
q
lpR˜ijqk + Γ˜
p
m0Γ˜
q
nkR˜ijpq + Γ˜
p
mkΓ˜
q
n0R˜ijqp
]
− g˜αβ
[
Γ˜0αβ∇˜0R˜ij0k − Γ˜
γ
α0Γ˜
0
βγ
˜Rij0k
]
=
N
gmn[∇m∇nPijk + (∇mR
p
n)Rijpk +R
p
n∇mRijpk − R
p
m∇nRijpk]
− ∇˜0R˜ij0k +
1
2t
Pijk ,
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∆˜R˜i0j0 =g
kl[∇˜k∇˜lR˜i0j0] + g˜
αβ[∇˜α∇˜βR˜i0j0]
=gkl
[
∇k∇lR˜i0j0 −
∂Γ˜pl0
∂xk
R˜ipj0 −
∂Γ˜pl0
∂xk
R˜i0jp
− Γ˜pl0
∂
∂xk
R˜ipj0 − Γ˜
p
l0
∂
∂xk
R˜i0jp − Γ˜
p
k0
∂
∂xl
R˜ipj0 − Γ˜
p
k0
∂
∂xl
R˜i0jp
+ Γ˜pklΓ˜
q
p0R˜iqj0 + Γ˜
p
klΓ˜
q
p0R˜i0jq + Γ˜
p
kiΓ˜
q
l0R˜pqj0 + Γ˜
p
kiΓ˜
q
l0R˜p0jq
+ Γ˜pk0Γ˜
q
liR˜qpj0 + Γ˜
p
k0Γ˜
q
lpR˜iqj0 + Γ˜
p
k0Γ˜
q
ljR˜ipq0 + Γ˜
p
k0Γ˜
q
l0R˜ipjq
+ Γ˜pkjΓ˜
q
l0R˜iqp0 + Γ˜
p
kjΓ˜
q
l0R˜i0jq + Γ˜
p
k0Γ˜
q
liR˜q0jp + Γ˜
p
k0Γ˜
q
l0R˜iqjp
+ Γ˜pk0Γ˜
q
ljR˜i0qp + Γ˜
p
k0Γ˜
q
lpR˜i0jq
]
− g˜αβ
[
Γ˜0αβ∇˜0R˜i0j0 − 2Γ˜
γ
α0Γ˜
0
βγR˜i0j0
− Γ˜γα0Γ˜
δ
β0R˜iγjδ − Γ˜
γ
α0Γ˜
δ
β0R˜iδjγ
]
=
N
gkl[∇k∇lMij +∇kR
p
l Pipj +∇kR
p
l Pjpi
−Rpl∇kPipj − R
p
l∇kPjpi − R
p
k∇lPipj −R
p
k∇lPjpi
+ Γ˜pk0Γ¯
q
l0R˜ipjq + Γ˜
p
k0Γ˜
q
l0R˜iqjp]− ∇˜0R˜i0j0 +
1
t
Mij −
1
2t2
Rij
=
N
∆Mij − ∇˜0R˜i0j0 +
1
2
∇p R[Ppij + Ppji]
+ 2Rpq[∇qPpij +∇qPpji] + 2R
p
kR
kqRiqjp +
1
t
Mij −
1
2t2
Rij ,
where
∆˜R˜abcd := (∆˜R˜m)
( ∂
∂xa
,
∂
∂xb
,
∂
∂xc
,
∂
∂xd
)
.
Therefore, we have
∆˜R˜ijkl =
N
∆Rijkl − ∇˜0R˜ijkl ,
∆˜R˜ij0k =
N
∆Pijk − ∇˜0R˜ij0k +
1
2
(∇mR)Rijmk + 2R
lm∇lRijmk +
1
2t
Pijk ,
∆˜R˜i0j0 =
N
∆Mij − ∇˜0R˜i0j0 +
1
2
∇mR(Pmij + Pmji)
+ 2Rmn(∇nPmij +∇nPmji) + 2R
m
k R
knRinjm +
1
t
Mij −
1
2t2
Rij ,
(3.6)
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Moreover, we have
∇˜0R˜ijkl =
N
∂
∂t
Rijkl +R
m
i Rmjkl +R
m
j Rimkl +R
m
k Rijml +R
m
l Rijkm ,
∇˜0R˜ij0k =
N
∂
∂t
Pijk +R
m
i Pmjk +R
m
j Pimk
+Rmk Pijm +
1
2
(∇mR)Rijmk +
1
2t
Pijk ,
∇˜0R˜i0j0 =
N
∂
∂t
Mij +R
m
i Mmj +R
m
j Mim +
1
2
∇mR(Pmij + Pmji) +
1
t
Mij ,
(3.7)
where
∇˜0R˜abcd := (∇˜ ∂
∂t
R˜m)(
∂
∂xa
,
∂
∂xb
,
∂
∂xc
,
∂
∂xd
) .
Indeed, by choosing an orthonormal frames on M ×HN at a point, we com-
pute
∇˜0R˜ijkl =
∂
∂t
R˜ijkl − Γ˜
m
0iR˜mjkl − Γ˜
m
0jR˜imkl − Γ˜
m
0kR˜ijml − Γ˜
m
0lR˜ijkm
=
N
∂
∂t
Rijkl +R
m
i Rmjkl +R
m
j Rimkl +R
m
k Rijml +R
m
l Rijkm ,
∇˜0R˜ij0k =
∂
∂t
R˜ij0k − Γ˜
m
0iR˜mj0k − Γ˜
m
0jR˜im0k − Γ˜
a
00R˜ijak − Γ˜
m
0kR˜ij0m
=
N
∂
∂t
Pijk +R
m
i Pmjk +R
m
j Pimk +
1
2
(∇mR)Rijmk
+
1
2t
Pijk +R
m
k Pijm ,
∇˜0R˜i0j0 =
∂
∂t
R˜i0j0 − Γ˜
m
0iR˜m0j0 − Γ˜
a
00R˜iaj0 − Γ˜
m
0jR˜i0m0 − Γ˜
a
00R˜i0ja
=
N
∂
∂t
Mij +R
m
i Mmj +R
m
j Mim +
1
2
∇mR(Pmij + Pmji) +
1
t
Mij .
From the equations (3.6), (3.7), (2.6), and Lemma 2.1, we have
∆˜R˜ijkl =
N
− 2RimjnR
m n
k l + 2RimjnR
m n
l k − 2RimknR
m n
j l + 2RimlnR
m n
j k .
∆˜R˜ij0k =
N
− 2RimjnP
mn
k − 2RjmknP
mn
i − 2RimknP
mn
j ,
∆˜R˜i0j0 =
N
− 2RimjnM
mn + 2PimnP
mn
j + 4PimnP
nm
j .
(3.8)
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In fact, we can deduce these equations by using another method, which is
not rigorous. If a Riemannian manifold is Ricci flat, the evolution equation
(2.6) can be described as
∆Rijkl = −2RimjnR
m n
k l + 2RimjnR
m n
l k − 2RimknR
m n
j l + 2RimlnR
m n
j k .
When we formally apply this equation to the components of the full curva-
ture tensor R˜abcd , we get the equation which is equivalent to (3.8).
We consider the curvature operator as a section of Sym2(∧2T ∗M˜) . The
curvature operator is a symmetric operator on the space of 2-forms U˜ab on
M˜ defined by
R˜m(U˜ , U˜) = R˜abcdU˜
abU˜ cd .
Then, the Harnack expression appears as a part of R˜m(U˜ , U˜) in the sense
that all terms other than those involved in the Harnack expression is of mag-
nitude O( 1
N
) as N →∞. However, if (U˜ab)’s with at least one index from the
HN factor are chosen independent of N , then R˜m(U˜ , U˜) diverges as N →∞
since the dimension of M˜n+N+1 goes to ∞. Therefore, we are forced to con-
sider the restriction to M¯ =M×R+ which we will discuss in the next section.
3.3 The differential equations for the coefficients of the
curvature tensors on the space-time
As is observed at the end of the previous section, the quantity R˜m(U˜ , U˜)
diverges as N → ∞ unless we do not introduce N -dependence in the part
of (U˜ab)’s which include at least one index from the HN -part. Therefore, we
should introduce an N -dependence on such U˜ab’s so that the contribution
from this part becomes negligible as N →∞. The simplest way in doing so
is that we choose to work on the restriction to the slice M¯ :=M×R+ defined
by neglecting HN -component. We define the metric g¯ on M¯ as follows:
g¯00 = R−
N
2t
, g¯ij = gij , g¯0i = 0 ,
where i, j are coordinate indices on the M factor, and 0 represent the index
of the time coordinate t. Then, (M¯, g¯) is not always Ricci flat up to errors of
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order 1
N
. However, The full curvature tensor of the metric g¯ gives Hamilton’s
Harnack expression. In the same way in section 3.2, we see that how the
curvature tensor R¯abcd evolves in the direction R
+. Note that we compute at
a point xi ∈M . Then, we get the following equations:
∇¯0R¯ijkl =
N
∂
∂t
Rijkl +R
m
i Rmjkl +R
m
j Rimkl +R
m
k Rijml +R
m
l Rijkm ,
∇¯0R¯ij0k =
N
∂
∂t
Pijk +R
m
i Pmjk +R
m
j Pimk +R
m
k Pijm
+
1
2
(∇mR)Rijmk +
1
2t
Pijk ,
∇¯0R¯i0j0 =
N
∂
∂t
Mij +R
m
i Mmj +R
m
j Mim +
1
2
∇mR(Pmij + Pmji) +
1
t
Mij ,
(3.9)
where
∇¯0R¯abcd := (∇¯ ∂
∂t
Rm)
( ∂
∂xa
,
∂
∂xb
,
∂
∂xc
,
∂
∂xd
)
.
Moreover, computing the Laplacian of R¯abcd by using the formula (3.4), we
have
∆¯R¯ijkl =
N
∆Rijkl ,
∆¯R¯ij0k =
N
∆Pijk +
1
2
(∇mR)Rijmk + 2R
lm∇lRijmk ,
∆¯R¯i0j0 =
N
∆Mij +
1
2
∇mR[Pmij + Pmji] + 2R
mn[∇nPmij +∇nPmji]
+ 2Rmk R
knRinjm ,
(3.10)
where
∆¯R¯abcd := (∆¯Rm)
( ∂
∂xa
,
∂
∂xb
,
∂
∂xc
,
∂
∂xd
)
.
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Indeed,
∆¯R¯ij0k =g¯
ab[∇¯a∇¯bR¯ij0k]
=
N
gmn[∇¯m∇¯nR¯ij0k]
=
N
gmn
[
∇m∇nR¯ij0k −
∂Γ¯pn0
∂xm
R¯ijpk − Γ¯
p
n0
∂
∂xm
R¯ij0k − Γ¯
p
m0
∂
∂xn
R¯ijpk
+ Γ¯pmnΓ¯
q
p0R¯ijqk + Γ¯
p
miΓ¯
q
n0R¯pjqk + Γ¯
p
mjΓ¯
q
n0R¯ipqk + Γ¯
p
m0Γ¯
q
njR¯qjpk
+ Γ¯pm0Γ¯
q
njR¯iqpk + Γ¯
p
m0Γ¯
q
lpR¯ijqk + Γ¯
p
m0Γ¯
q
nkR¯ijpq + Γ¯
p
mkΓ¯
q
n0R¯ijqp
]
=
N
gmn[∇m∇nPijk + (∇mR
p
n)Rijpk +R
p
n∇mRijpk − R
p
m∇nRijpk]
=
N
∆Pijk +
1
2
(∇mR)Rijmk + 2R
lm∇lRijmk ,
∆¯R¯i0j0 =
N
gkl[∇¯k∇¯lR¯i0j0]
=
N
gkl
[
∇k∇lR¯i0j0 −
∂Γ¯pl0
∂xk
R¯ipj0 −
∂Γ¯pl0
∂xk
R¯i0jp
− Γ¯pl0
∂
∂xk
R¯ipj0 − Γ¯
p
l0
∂
∂xk
R¯i0jp − Γ¯
p
k0
∂
∂xl
R¯ipj0 − Γ¯
p
k0
∂
∂xl
R¯i0jp
+ Γ¯pklΓ¯
q
p0R¯iqj0 + Γ¯
p
klΓ¯
q
p0R¯i0jq + Γ¯
p
kiΓ¯
q
l0R¯pqj0 + Γ¯
p
kiΓ¯
q
l0R¯p0jq
+ Γ¯pk0Γ¯
q
liR¯qpj0 + Γ¯
p
k0Γ¯
q
lpR¯iqj0 + Γ¯
p
k0Γ¯
q
ljR¯ipq0 + Γ¯
p
k0Γ¯
q
l0R¯ipjq
+ Γ¯pkjΓ¯
q
l0R¯iqp0 + Γ¯
p
kjΓ¯
q
l0R¯i0jq + Γ¯
p
k0Γ¯
q
liR¯q0jp + Γ¯
p
k0Γ¯
q
l0R¯iqjp
+ Γ¯pk0Γ¯
q
ljR¯i0qp + Γ¯
p
k0Γ¯
q
lpR¯i0jq
]
=
N
gkl[∇k∇lMij +∇kR
p
l Pipj +∇kR
p
l Pjpi
−Rpl∇kPipj − R
p
l∇kPjpi − R
p
k∇lPipj −R
p
k∇lPjpi
+ Γ¯pk0Γ¯
q
l0R¯ipjq + Γ¯
p
k0Γ¯
q
l0R¯iqjp]
=
N
∆Mij +
1
2
∇pR[Ppij + Ppji]
+ 2Rpq[∇qPpij +∇qPpji] + 2R
p
kR
kqRiqjp .
Here, we have used the contracted second Bianchi identity (2.2) again. More-
over, the difference between the equation (3.5) and (3.11) is whether the
derivative of the curvature tensor in the direction R+ appears or not, so that
the equation
∆¯R¯ijkl =
N
∆Rijkl (3.11)
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holds (the ∇˜0-covariant derivative stems from the covariant derivative in the
HN direction via the formula (3.4)).
From the equations (3.9) and (3.10), we have
(∇¯0 − ∆¯)R¯ijkl =
N
( ∂
∂t
−∆
)
Rijkl
+Rmi Rmjkl +R
m
j Rimkl +R
m
k Rijml +R
m
l Rijkm ,
(∇¯0 − ∆¯)R¯ij0k =
N
( ∂
∂t
−∆
)
Pijk +R
m
i Pmjk +R
m
j Pimk +R
m
k Pijm
+
1
2t
Pijk − 2R
lm∇lRijmk ,
(∇¯0 − ∆¯)R¯i0j0 =
N
( ∂
∂t
−∆
)
Mij +R
m
i Mmj +R
m
j Mim
+
1
t
Mij − 2R
mn(∇nPmij −∇nPmji)− 2R
m
k R
knRinjm .
From (2.6) and (2.9), we have the following proposition:
Proposition 3.5.
(∇¯0 − ∆¯)R¯ijkl =
N
2RimjnR
m n
k l − 2RimjnR
m n
l k
+ 2RimknR
m n
j l − 2RimlnR
m n
j k ,
(∇¯0 − ∆¯)R¯ij0k =
N
2RimjnP
mn
k + 2RimknP
m n
j + 2RimknP
mn
i +
1
2t
Pijk ,
(∇¯0 − ∆¯)R¯i0j0 =
N
2RimjnM
mn + 2PimnP
mn
j
− 4PimnP
nm
j −
1
2t2
Rij +
1
t
Mij .
(3.12)
4 Proof of Hamilton’s Harnack inequality
4.1 The key Lemma of the proof of Main Theorem
Recall that for any 2-form U¯ab on M¯ , we can write
Rm(U¯ , U¯) = R¯abcdU¯
abU¯ cd .
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In section 4, we prove that the curvature tensor Rm(U¯ , U¯) is weakly positive
when the curvature operator RijklU
ijUkl on M is weakly positive. First, we
can pick a 2-form U¯ab such that{
∇¯iU¯
0j = 0
(∇¯0 − ∆¯)U¯
ij = 0
at a point on M¯ . Then, we have
(∇¯0 − ∆¯)Rm(U¯ , U¯) =
N
((∇¯0 − ∆¯)R¯ijkl)U¯
ijU¯kl + 2((∇¯0 − ∆¯)R¯ij0k)U¯
ijU¯0k
+ ((∇¯0 − ∆¯)R¯0i0j)U¯
0iU¯0j
− 4(∇¯pR¯ijkl)(∇¯pU¯
ij)U¯kl − 2R¯ijkl(∇¯pU¯
ij)(∇¯pU¯kl)
− 4(∇¯pR¯ij0k)(∇¯pU¯
ij)U¯0k
+ 2R¯ij0kU¯
ij(∇¯0 − ∆¯)U¯
0k + 2R¯0i0j(∇¯0 − ∆¯)U¯
0iU¯0j ,
(4.1)
where (∇¯0 − ∆¯)Rm(U¯ , U¯) = ∇¯0
(
Rm(U¯ , U¯)
)
−∆¯
(
Rm(U¯ , U¯)
)
.
From the equations (3.12), we have
((∇¯0 − ∆¯)R¯ijkl)U¯
ijU¯kl
=
N
(2RimjnR
m n
k l − 2RimjnR
m n
l k + 2RimknR
m n
j l − 2RimlnR
m n
j k )U¯
ijU¯kl
=
N
RijmnR
mn
kl U¯
ijU¯kl + 4RimknR
m n
j l U¯
ijU¯kl
((∇¯0 − ∆¯)R¯ij0k)U¯
ijU¯0k
=
N
(2RimjnP
mn
k + 2RimknP
m n
j + 2RimknP
mn
j +
1
2t
Pijk)U¯
ijU¯0k
=
N
(2RimjnP
mn
k + 4RimknP
m n
j +
1
2t
Pijk)U¯
ijU¯0k
((∇¯0 − ∆¯)R¯0i0j)U¯
0iU¯0j
=
N
(2RimjnM
mn + 2PimnP
mn
j − 4PimnP
nm
j −
1
2t2
Rij +
1
t
Mij)U¯
0iU¯0j
=
N
(2RimjnM
mn + PmniP
mn
j − 2PimnP
nm
j −
1
2t2
Rij +
1
t
Mij)U¯
0iU¯0j .
(4.2)
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Indeed, we can see that the following equations hold:
2RimjnR
m n
k l − 2RimjnR
m n
l k
= RimjnR
m n
k l +RjminR
m n
l k − RimjnR
m n
l k −RjminR
m n
k l
= (Rimjn − Rjmin)(R
m n
k l − R
m n
l k )
= RijmnR
mn
kl ,
2PimnP
mn
j − 2PimnP
nm
j = PimnP
mn
j + PminP
m n
j − PimnP
nm
j − PminP
n m
j
= (Pnim + Pimn)(P
n m
j + P
mn
j )
= PmniP
mn
j .
Here we have used the formula Pijk + Pjki + Pkij = 0. Then, we have the
following lemma:
Lemma 4.1. If a 2-form U¯ab satisfies
∇¯kU¯
ij =
1
4t
(δ¯ikU¯
0j − δ¯jkU¯
0i) ,
∇¯iU¯
0j = 0 ,
(∇¯0 − ∆¯)U¯
ij = 0 ,
(∇¯0 − ∆¯)U¯
0i =
1
2t
U¯0i ,
(4.3)
at a point on M¯ , then we have
(∇¯0 − ∆¯)Rm(U¯ , U¯) =
N
2RikjlM
klU¯0iU¯0j − 2PiklP
lk
j U¯
0iU¯0j
+ 8RilkmP
l m
j U¯
ijU¯0k + 4RimknR
m n
j l U¯
ijU¯kl
+ [PijmU¯
0m +RijmnU¯
mn][PklnU¯
0n +RklpqU¯
pq] ,
(4.4)
where δ¯ij := g¯
iag¯ja .
Proof. We can pick a 2-form Uab such that
∇¯kU¯
ij =
1
4t
(δ¯ikU¯
0j − δ¯jkU¯
0i)
holds at a point. By using the formula ∇pRpijk = Pjki from the second
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Bianchi identity (2.1), We have
−4(∇¯pR¯ijkl)(∇¯pU¯
ij)U¯kl = −4(∇¯pR¯ijkl){
1
4t
(δipU¯
0j − δjpU¯
0i)}U¯kl
= −
1
t
∇pRpjklU¯
0jU¯kl +
1
t
∇pRipklU¯
0jU¯kl
= −
1
t
PkljU¯
0jU¯kl +
1
t
PkliU¯
0iU¯kl
= −
2
t
PijkU¯
ijU¯0k
(4.5)
We can compute all other terms in the equation (4.1) in a similar way:
−2R¯ijkl(∇¯pU¯
ij)(∇¯pU¯kl)
= −2Rijkl{
1
4t
(δ¯ipU¯
0j − δ¯jpU¯
0i)}{
1
4t
(g¯kpU¯0l − g¯lpU¯0k)}
= −
1
8t2
Rijkl{g
ikU¯0jU¯0l − gilU¯0jU¯0k − gjkU¯0iU¯0l + gjlU¯0iU¯0k}
= −
1
8t2
{RjlU¯
0jU¯0l +RjkU¯
0jU¯0k +RilU¯
0iU¯0l +RikU¯
0iU¯0k}
= −
1
2t2
RijU¯
0iU¯0j
(4.6)
−4(∇¯pR¯ij0k)(∇¯pU¯
ij)U¯0k
=− 4∇pR¯ij0k(∇¯pU¯
ij)U¯0k + 4Γ¯mp0Rijmk(∇¯pU¯
ij)U¯0k
=− 4∇pPijk{
1
4t
(δ¯ipU¯
0j − δ¯jpU¯
0i)}U¯0k − 4Rmp Rijmk{
1
4t
(δ¯ipU¯
0j − δ¯jpU¯
0i)}U¯0k
=−
1
t
∇iPijkU¯
0jU¯0k +
1
t
∇jPijkU¯
0iU¯0k
+
1
t
RpmRpjmkU¯
0jU¯0k −
1
t
RpmRipmkU¯
0iU¯0k
=−
2
t
∇pPpijU¯
0iU¯0i −
2
t
RpmRpimjU¯
0iU¯0j .
(4.7)
29
From the equation (4.5), (4.6), (4.7), and (4.1), we have
(∇¯0 − ∆¯)Rm(U¯ , U¯) =((∇¯0 − ∆¯)R¯ijkl)U¯
ijU¯kl + 2((∇¯0 − ∆¯)R¯ij0k)U¯
ijU¯0k
+ ((∇¯0 − ∆¯)R¯0i0j)U¯
0iU¯0j
−
2
t
PijkU¯
ijU¯0k −
1
2t2
RijU¯
0iU¯0j
−
2
t
∇pPpijU¯
0iU¯0i −
2
t
RpmRpimjU¯
0iU¯0j
+ 2R¯ij0kU¯
ij(∇¯0 − ∆¯)U¯
ok + 2R¯0i0j(∇¯0 − ∆¯)U¯
oiU¯0j .
Moreover, if we assume that
(∇¯0 − ∆¯)U¯
0i =
1
2t
U¯0i
at a point, then we have
2R¯ij0kU¯
ij(∇¯0 − ∆¯)U¯
0k =
1
t
PijkU¯
ijU¯0k
2R¯0i0j(∇¯0 − ∆¯)U¯
0iU¯0j =
1
t
MijU¯
0iU¯0j .
(4.8)
Hence, we have
(∇¯0 − ∆¯)Rm(U¯ , U¯) =
N
((∇¯0 − ∆¯)R¯ijkl)U¯
ijU¯kl + 2((∇¯0 − ∆¯)R¯ij0k)U¯
ijU¯0k
+ ((∇¯0 − ∆¯)R¯0i0j)U¯
0iU¯0j
−
2
t
PijkU¯
ijU¯0k −
1
2t2
RijU¯
0iU¯0j
−
2
t
∇pPpijU¯
0iU¯0i −
2
t
RpmRpimjU¯
0iU¯0j
+
1
t
PijkU¯
ijU¯0k +
1
t
MijU¯
0iU¯0j
=
N
((∇¯0 − ∆¯)R¯ijkl)U¯
ijU¯kl + 2((∇¯0 − ∆¯)R¯ij0k)U¯
ijU¯0k
+ ((∇¯0 − ∆¯)R¯0i0j)U¯
0iU¯0j −
1
t
PijkU¯
ijU¯0k
− (
1
t
∇pPpij +
1
t
RpmRpimj)U¯
0iU¯0j .
(4.9)
Here, we have used the formula
Mij = ∇
pPpij +RikjlR
kl +
1
2t
Rij .
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From (4.2), the component of U˜ ijU˜0k in the right hand side of the equation
(4.9) is expressed as
2
(
2RimjnP
mn
k + 4RimknP
m n
j +
1
2t
Pijk
)
U¯ ijU¯0k −
1
t
PijkU¯
ijU¯0k
= (4RimjnP
mn
k + 8RimknP
m n
j )U¯
ijU¯0k .
Similarly, the component of U¯0iU¯0j becomes(
2RimjnM
mn + PmniP
mn
j − 2PimnP
nm
j −
1
2t2
Rij +
1
t
Mij
)
U¯0iU¯0j
−
(1
t
∇pPpij +
1
t
RmnRimjn
)
U¯0iU¯0j
= (2RimjnM
mn + PmniP
mn
j − 2PimnP
nm
j )U¯
0iU¯0j .
Hence, we have
(∇¯0 − ∆¯)Rm(U¯ , U¯) =(RijmnR
mn
kl + 4RimknR
m n
j l )U¯
ijU¯kl
+ (4RimjnP
mn
k + 8RimknP
m n
j )U¯
ijU¯0k
+ (2RimjnM
mn + PmniP
mn
j − 2PimnP
nm
j )U¯
0iU¯0j .
Since we can write
RijmnR
mn
kl U¯
ijU¯kl + 4RimjnP
mn
kU¯
ijU¯0k + PmniP
mn
j U¯
0iU¯0j
=[PijmU¯
0m +RijmnU¯
mn][PklnU¯
0n +RklpqU¯
pq] ,
We have thus proved Lemma 4.1.
4.2 Comments for Lemma 4.1
Remark 4.2. We recall a remark by Hamilton (see Hamilton [11, Lemma
4.5]). We see that if Rm(U¯ , U¯) is weakly positive at a point, then the first
and the second terms of the right hand side of the equation (4.4) is the
sum of squares of linear forms. Indeed, if the curvature tensor R¯ijklU¯
ijU¯kl +
2R¯ij0kU¯
ijU¯0k + R¯0i0jU¯
0iU¯0j is weakly positive, the tensor is expressed as
[X¯ijU¯
ij + X¯0kU¯
0k]2 by setting R¯abcdU¯
abU¯ cd = (X¯abU¯
ab)(X¯cdU¯
cd). Then, we
can write
2RikjlM
klU¯0iU¯0j − 2PiklP
lk
j U¯
0iU¯0j
+ 8RilkmP
l m
j U¯
ijU¯0k + 4RimknR
m n
j l U¯
ijU¯kl
=
∑
M,N
(X¯Mik X¯
N
0kU¯
0i − X¯NjkX¯
M
0k U¯
0j − 2X¯Mik X¯
N
jkU¯
ij)2.
(4.10)
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Indeed, we have∑
M,N
(X¯Mik X¯
N
0kU¯
0i − X¯NjkX¯
M
0k U¯
0j − 2X¯Mik X¯
N
jkU¯
ij)2
=(X¯imX¯jn)(X¯0mX¯0n)U¯
0iU¯0j + (X¯0mX¯0n)(X¯imX¯jn)U¯
0iU¯0j
+ 4(X¯imX¯jn)(X¯kmX¯ln)U¯
ijU¯kl − 2(X¯imX¯0n)(X¯0mX¯jn)U¯
0iU¯0j
+ 4(X¯0mX¯jn)(X¯imX¯kn)U¯
0kU¯ ij − 4(X¯imX¯kn)(X¯jmX¯0n)U¯
ijU¯0k
=2RimjnM
mnU¯0iU¯0j + 4RimknR
m n
j l U¯
ijU¯kl
− 2PimnP
nm
j U¯
0iU¯0j + 8RilkmP
nm
j U¯
ijU¯0k
On the other hand, the third term is clearly a weakly positive quadratic form.
Remark 4.3. We note that the equation (4.4) looks the same as Hamilton’s
result [11, Theorem 4.1] if we set
W i := U¯0i .
However, the way of the extension of the 2-form U ij used by Hamilton is
different from ours. He gave the geometric interpretation to the way of
the extension of the 2-form U ij in the direction M from the following three
equations: 
Uij =
1
2
(WiXj −WjXi) ,
∇iXj = Rij +
1
2t
gij ,
∇iWj = 0 ,
(4.11)
where the second equation implies that the metric g is a gradient expanding
soliton. When we differentiate the first equation of (4.11) in the direction M
and substitute the second and third equations of (4.11), we have
∇kUij =
1
2
(RikWj − RjkWi) +
1
4t
(gikWj − gjkWi) (4.12)
which is the first equation of the Hamilton’s extension:
∇kUij =
1
2
(RikWj −RjkWi) +
1
4t
(gikWj − gjkWi) ,
∇iWj = 0 ,
(Dt −∆)Uij = 0 ,
(Dt −∆)Wi =
1
t
Wi .
(4.13)
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In this way, Hamilton derived the formulae (4.13) by using a gradient ex-
panding soliton as a model, which can be found in the second equation of
(4.11). Since we use the hyperbolic thermostat as a model in our setting, our
way (4.3) of extension of the 2-forms Uij is the Rij = 0 version of (4.13).
On the other hand, Our extension of U¯0i in the direction of R+ (the forth
equation of (4.3)) forces all components of the right hand side of (4.1) to be
the products in two of Rijkl, Pijk, Mij like RimjnM
mnU¯0iU¯0j . Hence, the way
of the extension is determined so that the equation (4.1) takes the form like
(4.4).
If we extend 2-form U¯0i as Hamilton did in our setting, we see that the
right hand side of (4.1) becomes the sum of squares as in (4.10) and the
additional term of the form
−
1
t
[
PijkU¯
ijU¯0k +MijU¯
0iU¯0j
]
(4.14)
which may be negative. We now consider the interpretation of the extra
term. Differentiating the second equation of (4.11) gives
∇i∇jXk −∇j∇iXk = ∇iRjk −∇jRik .
On the other hand, we have
∇i∇jXk −∇j∇iXk = −Rijk
lXl ,
by using Ricci identity (2.3). Hence, we have
∇iRjk −∇jRik = −Rijk
lXl .
We differentiate again and use the second equation of (4.11) to get
∇i∇jRkl −∇i∇kRjl = −∇iRjklmX
m − Rmi Rjklm −
1
2t
Rjkli .
If we take the trace of the equation, we have
PkijW
iW jXk +MijW
iW j = 0
for all vector W i. Hence, by setting U¯ ij = 1
2
(X iW j −XjW j) and U¯0i = W i,
we have
PijkU¯
ijU¯0k +MijU¯
0iU¯0j = 0
which holds under the second equation of (4.11), i.e., the term (4.14) vanishes
under the gradient expanding soliton.
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4.3 Proof of Main Theorem
4.3.1 The idea of the proof
We recall Main Theorem of this article, which was stated as Theorem 1.3 in
introduction.
Theorem 4.4 (Main Theorem). Let (M, gij(t)) be a complete Ricci flow
for t ∈ (0, T ] ⊂ R+ with uniformly bounded curvature, and assume that
the manifold (M, gij(t)) has a weakly positive curvature operator. Then, the
manifold (M¯, g¯ab(t)) has a weakly positive curvature operator
The proof of Theorem 4.4 is an application of the maximum principle.
Just as in Hamilton [11], we first give a heuristic proof under stronger as-
sumptions (compactness and strictly positive curvature operator) in order to
avoid technical complication and to clarify the structure of the proof. We
will justify the following heuristic argument later.
In the setting of Theorem 4.4, we assume that the manifold M is compact
and the Ricci flow gij has a strictly positive curvature operator. Since the
manifoldM is compact, the tensors Rijkl and Pijk are bounded. Furthermore,
the tensor Mij is expressed as the sum of the curvature plus
1
2t
times Ricci
tensor (which is positive). Therefore, the Harnack expression Rm
(
U¯ , U¯
)
will
be strictly positive for sufficiently small time.
We now suppose that the Harnack expression Rm
(
U¯ , U¯
)
becomes negative
later. Then, there exists a point (x0, t0) ∈ M¯ where the Harnack expression
becomes zero for the first time. We can pick a 2-form U¯ab ∈ ∧2T ∗(x0, t0)M¯ ,
and extend U¯ab in the space-time by the following conditions:
∇¯kU¯
ij =
1
4t
(δ¯ikU¯
0j − δ¯jkU¯
0i)
∇¯iU¯
0j = 0
(∇¯0 − ∆¯)U¯
ij = 0
(∇¯0 − ∆¯)U¯
0i =
1
2t
U¯0i,
(4.15)
We decide the extension in space by the first and second equations, and in
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time by the third and forth equations. From Lemma 4.1, we have
(∇¯0 − ∆¯)
(
Rm(U¯ , U¯)
)
=
N
2RikjlM
klU¯0iU¯0j − 2PiklP
lk
j U¯
0iU¯0j
+8RilkmP
l m
j U¯
ijU¯0k + 4RimknR
m n
j l U¯
ijU¯kl
+[PijmU¯
0m +RijmnU¯
mn][PklnU¯
0n +RklpqU¯
pq] ,
(4.16)
at a point. We recall that the Harnack expression Rm
(
U¯ , U¯
)
is weakly
positive up to the time t0 , so that
∆¯
(
Rm(U¯ , U¯)
)
≥ 0 ,
at the point (x0, t0) .
On the other hand, the right hand side of the equation (4.16) is nonnegative
as we mentioned in Remark 4.2, so that ∇¯0
(
Rm(U¯ , U¯)
)
must be nonnegative
at the point.
If we get ∇¯0
(
Rm(U¯ , U¯)
)
> 0 as well as ∇¯0
(
Rm(U¯ , U¯)
)
≥ 0 , the Har-
nack expression must be negative for a shot time before at the point x0 .
This is a contradiction.
Remark 4.5. Note that the result of the formal proof does not mean that
we prove the special case of Theorem 4.4. We should modify the following
three points in the formal proof so that we rigorously prove Theorem 4.4:
• the manifold M is not always compact.
• (M, g(t)) has a weakly positive curvature operator.
• We get the inequality ∇¯0
(
Rm(U¯ , U¯)
)
> 0 .
Conversely, if we solve these points, we can finish the proof of Theorem
refmt : 1. To solve these points, we will consider the perturbation of Rm in
next subsection.
4.3.2 The rigorous proof of Main Theorem
proof of Theorem 4.4. We prepare some auxiliary functions constructed by
Shi [19] for considering perturbation of Rm.
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Lemma 4.6 (Shi [19]). There exists a smooth function f : M → R which
satisfies the following properties:
• f(X) ≤ 1 for all X ∈M , and f(X)→∞ as X →∞
• There exists a constant C > 0 such that |∇(k)f | ≤ C for any k ∈ N.
where f(X) → ∞ as X → ∞ means that the set f ≤ C is compact for any
constant C as a set in space-time.
In the non-compact case, the function f is useful to make maximum
principle argument. If the manifold is compact, we take f ≡ 1. By using the
function f , we get the following lemma:
Lemma 4.7 (Hamilton [11, Lemma 5.2.]). For any constant C > 0, any
η > 0, and any compact set K ⊂ M¯ , There exists two functions φ on the
space-time M¯ and ψ on M such that
• ψ ≤ η for all t , and ψ ≥ δ for some δ > 0 ,
• φ ≥ η on the compact set K , and φ ≥ ε for some ε > 0 , while
φ(X, t)→∞ as X →∞ ,
• (∇¯0 − ∆¯)φ > Cφ , ∇¯0ψ > Cψ , φ ≥ Cψ .
Indeed, we take
φ(X, t) = εeAtf(X) , ψ(t) = δeBt ,
and choose constants ε, δ, A, and B such that the following: for any constant
C, any η > 0, and any compact set K, we can pick A > C and ε > 0 such
that
ε ≤ ηe−ATmax
K
f(X) .
Furthermore, we can pick B > C and δ > 0 such that
δ < ηe−BT and δ < εe−BT/C .
In fact, the first and second properties of the two functions are not necessary
in the non-compact case. If the manifold is non-compact, we take the limit
η → 0 after we finish the maximum principle argument.
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By using these functions, we consider the perturbation R̂m of Rm. We define
R̂m as follows:
R̂m(U¯ , U¯) = R¯abcd(U¯ , U¯) +
1
t
φgijU¯
0iU¯0j +
1
2
ψ(gikgjl − gilgjk)U¯
ijU¯kl . (4.17)
Since R¯ijkl is weakly positive, R¯ij0k is bounded, and R¯0i0j is consisted of
bounded terms and 1
2t
Rij which is weakly positive, we have
Rm(U¯ , U¯) ≥ −C|U ||W | − C|W |2 , (4.18)
so that
R̂m(U¯ , U¯) = Rm(U¯ , U¯) +
1
t
φ|W |2 + ψ|U |2
≥
(1
t
φ− C
)
|W |2 − C|W ||U |+ ψ|U |2 .
Hence, if t > 0 is sufficiently small or the outside of the compact set, R̂m is
strictly positive. We would like to prove this positivity is preserved for all
time t.
Note that the perturbation R̂m does not take the minimum value out of
the compact set in the space-time since the term including φ goes to ∞ as
X →∞, so that we do not need to suppose the compactness of the manifold.
We now deduce the differential equation for the R̂m. When the 2-form U¯ab
on M¯ satisfies
∇¯iU¯
0j = 0 , (∇¯0 − ∆¯)U¯
ij = 0
at a point, we have
(∇¯0 − ∆¯)R̂m(U¯ , U¯) = (∇¯0 − ∆¯)Rm(U¯ , U¯) +
1
t
[
(∇¯0 −∆)φ−
1
t
φ
]
|W |2
+
1
t
φgijU¯
0i(∇¯0 −∆)U¯
0j + (∇¯0ψ)|U |
2 − ψ|∇¯kU¯
ij |2
where |W |2 = gijU¯
0iU¯0j and |∇¯kU¯
ij |2 = gimgjlgkn∇¯kU¯
ij∇¯nU¯
lm. When the
2-form U¯ab satisfies
∇¯kU¯
ij =
1
4t
(δ¯ikU¯
0j − δ¯jkU¯
0i) , (∇¯0 − ∆¯)U¯
0i =
1
2t
U¯0i
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at a point, we have
(∇¯0 − ∆¯)R̂m ≥ (∇¯0 − ∆¯)Rm +
1
t
[
(∇¯0 −∆)φ−
C
t
ψ
]
|W |2
+ (∇¯0ψ)|U |
2
(4.19)
from the assumption that the curvature tensor Rijkl is bounded. Note that
the coefficient of |W |2 of above equation is weakly positive by using (4.7) and
choosing a sufficiently large constant C > 1
t
.
Recall that the definition of R̂m. We put
Rˆijkl = Rijkl +
1
2
ψ(gikgjl − gilgjk) ,
Mˆij =Mij +
1
t
φgij .
Then, we can write
(∇¯0 − ∆¯)R̂m(U¯ , U¯)
≥ 2RˆikjlMˆ
klU¯0iU¯0j − 2PiklP
lk
j U¯
0iU¯0j
+ 8RˆilkmP
l m
j U¯
ijU¯0k + 4RˆimknRˆ
m n
j l U¯
ijU¯kl
+ [PijmU¯
0m + RˆijmnU¯
mn][PklnU¯
0n + RˆklpqU¯
pq]
+
1
t
[
(∇¯0 −∆)φ−
C
t
ψ − Cφ
]
|W |2 + [∇¯0ψ − Cψ]|U |
2
(4.20)
since the manifold has an uniformly bounded curvature. Indeed, we have
(∇¯0 − ∆¯)Rm(U¯ , U¯) ≥ 2RˆikjlMˆ
klU¯0iU¯0j − 2PiklP
lk
j U¯
0iU¯0j
+ 8RˆilkmP
l m
j U¯
ijU¯0k + 4RˆimknRˆ
m n
j l U¯
ijU¯kl
+ [PijmU¯
0m + RˆijmnU¯
mn][PklnU¯
0n + RˆklpqU¯
pq]
−
C
t
(φ+ ψ + φψ)|W |2 − Cψ|U ||W |
− C(ψ2 + ψ)|U |2
(4.21)
by Lemma 4.1, the definition (4.17), and the properties (4.7). Here, we sim-
plified these errors, for example, we used |U | |W | ≤ |U |2 + |W |2 and φψ ≤ φ
since we have ψ ≤ 1 for small η. We substitute the equation (4.21) for the
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equation (4.19), so that the equation (4.20) holds. We see that the last two
terms of the right hand side of the equation (4.20) is strictly positive by using
(4.7).
At last, we use the maximum principle for the differential equation (4.20)
in order to prove Main Theorem. Assume that R̂m(U, U) is equals to zero at
a point (x0, t0) of the space-time first where U = U
ab ∈ ∧2T ∗(x0,t0)M¯ . we can
extend U to a 2-form U¯ab on M¯ , satisfying
∇¯kU¯
ij =
1
4t
(δ¯ikU¯
0j − δ¯jkU¯
0i)
∇¯iU¯
0j = 0
(∇¯0 − ∆¯)U¯
ij = 0
(∇¯0 − ∆¯)U¯
0i =
1
2t
U¯0i,
at the point (x0, t0) ∈ M¯ . Then, we see that ∆¯R̂m is nonnegative and the
right hand side of the equation (4.20) is strictly positive at the point. Hence,
we have ∇¯0R̂m(U, U) > 0 at the point from the equation (4.20). This implies
R̂m(U, U) must be negative at a short time before. This is a contradiction.
When we take η → 0, then we have the Harnack inequality.
5 The monotonicity of W-entropy
In [17], Perelman describe that theW-entropy is essentially a total scalar cur-
vature of a hypersurface in spherical thermostat. In this section, we verify
the argument along [17, Chapter 6]. Moreover, we recover the monotonicity
of W-entropy from a view point of spherical thermostat. Note that the ar-
gument in this section includes the heuristic argument in the sense that we
apply the theory of Riemannian geometry to potentially infinite dimensional
manifold and we ignore the terms of magnitude O(1/N).
The W-entropy is defined by
W(g, f, τ) =
∫
[τ(R+|∇f |2) + f − n] (4piτ)−
n
2 e−f dVg,
where dVg is Riemannian volume form with respect to g, and f is a smooth
function on Mn.
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In the setting of spherical thermostat as defined section 1, we define a dif-
feomorphism on Mˆ as follows:
φ : (xi, yα, τ) −→ (xi, yα, τ(1−
2f
N
))
where f is a function on Mˆ independent on SN . Then we have
∂φ0
∂τ
= 1−
2f
N
−
2τ
N
∂f
∂τ
,
∂φ0
∂xi
= −
2τ
N
∇if,
∂φj
∂xi
= δji ,
∂φβ
∂yα
= δβα,
∂φβ
∂xi
=
∂φj
∂τ
=
∂φβ
∂τ
=
∂φj
∂yα
=
∂φ0
∂yα
= 0.
Hence, we have
(φ∗g˜)ij = g˜ij
∂φi
∂xi
∂φj
∂xj
+ g˜00
∂φ0
∂xi
∂φ0
∂xj
= g˜ij + (
N
2τ(1− 2f
N
)
+R)(
4τ 2
N2
∇if∇jf)
= g˜ij
(φ∗g˜)αβ = τ(1−
f
2N
)gαβ
∂φc
∂xα
∂φd
∂xβ
= (1−
f
2N
)g˜αβ
(φ∗g˜)00 = (
N
2τ(1− 2f
N
)
+R)(1−
2f
N
−
2τ
N
∂f
∂τ
)2 = g˜00 −
f
τ
− 2
∂f
∂τ
(φ∗g˜)i0 = (
N
2τ(1− 2f
N
)
+R)(−
2τ
N
∇if)(1−
2f
N
−
2τ
N
∂f
∂τ
) = −∇if
(φ∗g˜)iα = (φ
∗g˜)α0 = 0.
up to errors of order 1
N
where (φ∗gˆ)ab = gˆcd
∂φc
∂xa
∂φd
∂xb
.
Moreover, Let ψτ : (M˜, φ
∗g˜) −→ (M˜, ψ∗τ (φ
∗g˜)) be an 1-parameter family
of diffeomorphisms generated by a vector field X(τ) = ∇f and m a measure
on M˜ satisfies
dm = (4piτ)−
n
2 e−fdVφ∗g˜.
If we choose a function f such that dm is independent on τ , then the function
f satisfies
∂f
∂τ
=
1
2
tr
∂φ∗g˜
∂τ
−
n
2τ
.
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Meanwhile, gm := ψ∗τ (φ
∗g˜) satisfies
∂gm
∂τ
= 2Ric(gm) + 2Hessgm(f). (5.1)
and a function fm := f ◦ ψτ on M˜ satisfies
∂fm
∂τ
= ∆f +R−
n
2τ
− |∇f |2 (5.2)
Hence, under the evolution equations (5.1), (5.2), we have
gm00 = (φ
∗g˜)cd
∂ψcτ
∂τ
∂ψdτ
∂τ
= (φ∗g˜)00 + (φ
∗g˜)ij
∂ψiτ
∂τ
∂ψjτ
∂τ
+ 2(φ∗g˜)i0
∂ψiτ
∂τ
∂ψ0τ
∂τ
= (φ∗g˜)00 − |∇f |
2
=
1
τ
(
N
2
− [τ(2∆f − |∇f |2 + R) + f − n])
gmαβ = (1−
2f
N
)g˜αβ, g
m
i0 = g
m
α0 = g
m
iα = 0.
One can see that the integrand of W-entropy appears as a part of gm00. To
clarify the geometric interpretation of that entropy, we consider the hyper-
surface with respect to τ = const. We compute the curvature tensor with
respect to the metric on the hypersurface induced by gm,
Rmijkl = Rijkl
Rmαβγδ = Rαβγδ −
|∇f |2
N2
τ(gαγgβδ − gβγgαδ)
Rmiαjβ =
τ
N
gαβ∇i∇jf
up to errors of order 1
N
. Hence,
Rm = R+
N
2τ
+
f
τ
− |∇f |2+2∆f =
N
2τ
+
1
τ
[τ(2∆f − |∇f |2+R)+ f ] (5.3)
Furthermore, we compute the volume form with respect to gm. Let Uα, Xi
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be a local coordinate on SN , M respectively, then we have
√
det(gmαβ)
√
det(gmij )
N∏
α=1
U∗α
n∏
i=1
X∗i
= (1−
2f
N
)
N
2 τ
N
2
√
det(gαβ)
√
det(gij)
N∏
α=1
U∗α
n∏
i=1
X∗i
= τ
N
2 e−f
√
det(gαβ)
√
det(gij)
N∏
α=1
U∗α
n∏
i=1
X∗i
(5.4)
up to errors of order 1
N
. The third equation is deduced by the binomial the-
orem with respect to (1 − 2f
N
)N and Taylor expansion with respect to e−2f
for large N . One can see that the volume form with respect to gm is equal
to τ
N
2 e−f times the standard volume form on M × SN .
To prove the monotonicity of W-entropy, we consider the total scalar
curvature of geodesic sphere SM˜(r) of radius r on (M˜, g
m). The key of the
proof is the following lemma:
Lemma 5.1. Let (X,G) be a complete Ricci flat Riemannian manifold and
r a distance function on X. Then,
∂
∂r
log
∫
SX(r)
RSX(r) dSX ≤
∂
∂r
log
∫
SRn (r)
RSRn(r) dSRn .
Proof. Let hij be the scalar second fundamental form. From Gauss equation
(see [7], (1.91)),
(RmSX(r))ijkl = (RmX)ijkl + hilhjk − hikhjl .
Hence,
(RicSX(r))jl = (RicX)jl − (RmX)njln + hilh
i
j −Hhjl .
where H := gijhij is the mean curvature. Moreover, we have
RSX(r) = RX −2(RicX)nn + |h|
2 −H2 .
Since X is Ricci flat, we have
RSX(r) = |h|
2 −H2 .
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Hence, we can express the scalar curvature of SX(r) by the second funda-
mental form only. In the same way, the scalar curvature of SRn(r) can be
expressed in terms of h and H because Rn is flat. We now roughly explain the
proof of the Lemma 5.1. The second fundamental form is the geometric quan-
tity which expresses the variant of the induced metric when the hypersurface
move in the direction for the outer normal vector. Hence, the variant of the
second fundamental of hypersurface for the Ricci flat space with respect to
r cannot grow larger than Euclidean space’s by Bishop-Gromov comparison
theorem. Moreover, if we regard h and H as a functional for the principal
curvature, then we see that |h|2 −H2 is maximum when the hypersurface is
totally umbilical hypersurface under the condition where H is constant. In
fact, the geodesic sphere in Euclidean space is a totally umbilical hypersur-
face. We have thus proved Lemma 5.1.
Note that the hypersurface with respect to τ =const. is equal to the
geodesic sphere SM˜(r) of radius r on (M˜, g
m) modulo the magnitude O(1/N).
Indeed, from the computation of 5.4, the volume form with respect to gm on
the hypersurface is equals to τ
N
2 e−f times the standard volume form on
M × SN up to errors of order 1
N
. Since the order of radius r is equals to τ
1
2 ,
We can formally apply Lemma 5.1 to the total scalar curvature with respect
to (M˜, gm).
From (5.3),∫
S
M˜
(r)
Rm dSM˜
=
N + 2n
2τ
∫
τ
N
2 e−f
√
det(gαβ)
√
det(gij)
N∏
α=1
U∗α
n∏
i=1
X∗i + (4pi)
n
2 τ
N
2
+n
2
−1W.
= (C1(N, n) + (4pi)
n
2W)τ
N
2
+n
2
−1.
where Ci(N, n) are constants depending on N and n. On the other hand, we
have ∫
S
Rn+N+1
(r)
RS
Rn+N+1(r)
dSRn+N+1 =
(N + n)(N + n− 1)
r2
∫
dS
= C2(N, n)r
N+n−2 .
Hence, we see that the W-entropy is increasing for τ by formally applying
the above lemma to (M˜, gm) which is potentially infinite dimension.
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