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Abstract
Determining own location in indoor environment forms the basis for the majority of tasks performed by mobile robots. Various
approaches to this problem have been proposed over the last few decades, diﬀering in the type of perceived data. The most
reliable and accurate methods are based on detection of artiﬁcial markers placed in the environment. Surprisingly there are very
few products available on the market, which would oﬀer the functionality of determining mobile robot’s position using artiﬁcial
markers. Therefore we decided to design and build an aﬀordable, robust and extensible localization device, which could be used
in various robotics applications. The created device uses an ARM-based microcomputer and a dedicated camera to autonomously
capture and process images of the environment in order to calculate its location. It is resistant to changing light conditions and
oﬀers the performance of more than 30 frames per second with average positioning error of less than 5cm. In this paper we present
details concerning the hardware and software architecture of the device together with experimental results.
c© 2015 The Authors. Published by Elsevier B.V.
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1. Introduction
Finding robot’s position and orientation in indoor environment is one of the most crucial tasks in the domain of
mobile robotics. Therefore the problem has received signiﬁcant attention over the last few decades. Existing ap-
proaches to the problem can be classiﬁed according to the requirements concerning available infrastructure into three
basic groups: external localization and autonomous localization with or without infrastructure in the environment. In
this work we are focusing on autonomous localization based on dedicated markers located in the environment. The
review of existing solutions in this area, which is presented in the next section, shows that many approaches have
been tested, giving signiﬁcantly varying results. Although the need for localization is obvious and some solutions are
very promising, the range of localization devices for robots available on the market is very narrow. Moreover, oﬀered
devices are closed-source products, which suﬀer from various issues and tend to fail in speciﬁc situations. Typically,
a user cannot extend, correct or even adjust localization algorithms to particular environment features.
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This fact was the main motivation for the development of the device presented in this paper. After several months
of testing existing solutions we decided to build a new localization device, which will overcome the problems with the
oﬀ-the-shelf products. The work resulted in building an autonomous device capable of ﬁnding own location in indoor
environment. The most crucial features of the developed device are:
• high speed – more than 30 measurements per second,
• a few centimeters localization accuracy,
• small size – the device can be ﬁt into a cuboid of 58mm × 28mm × 40mm,
• extensibility, thanks to open-source software and general-purpose hardware,
• relatively low price – all parts cost about 300 USD.
The device is based on a single board computer equipped with an ARM Cortex-A8 CPU and a dedicated camera. The
mode of operation is similar to other approaches – the device detects markers mounted in a ceiling. The detection
is based on infra-red light. The device is equipped with infra-red LEDs with adjustable light power, which makes it
resistant to changing light conditions. The software is based on OpenCV (http://opencv.org/) library, however, crucial
elements are written directly in C and C++ for best performance. In this paper we present details on how to build
such a device and how to develop proper image processing software. We also describe the experiments conducted to
measure accuracy and demonstrate robustness of the developed solution.
2. Mobile Robots Localization
As mentioned before, existing global methods can be classiﬁed according to required environment infrastructure
into three basic groups. Among the approaches which do not require any alterations in the environment the most
widespread solutions are based on probabilistic localization algorithms, like particle ﬁlters1. Randomly selected
poses of a robot are evaluated according to current sensor readings, which eventually leads to ﬁnding the most proba-
ble pose of the robot. The algorithm requires a rather strong computer. The greatest drawback is the lack of guarantees
for ﬁnding location in particular time. The problem may become signiﬁcant when the environment has many similar
fragments. Another approach to the problem of indoor localization is utilization of 2.4GHz radio signals2. Mea-
sured signal strength and proper attenuation models allow estimation of location without dedicated infrastructure and
without complex computations. Unfortunately, the accuracy of this approach is too low for most robotics applications.
In most scientiﬁc and industrial applications it is possible to modify the environment in order to make it more
suitable for mobile robots. There are two basic approaches in this area: remote localization which detects robots in
the observed environment and autonomous localization which detects markers located in the environment. Highest
accuracy, robustness and performance can be achieved using a remote localization systems. Typically, these solutions
are based on a camera (or several cameras) mounted above the workspace of robots. The image is processed by a
dedicated server, therefore the approach can provide high eﬃciency. The system described in3 provided 60 measure-
ments per second, while detecting pose of 10 soccer-playing robots. This impressive result is possible only at a very
limited space and in particular lighting conditions. Use of camera-based remote localization in larger spaces is also
possible, as demonstrated in4. The solution allows locating fork lifters in a large warehouse, using several cameras,
which detect unique markers mounted on the lifters.
To avoid centralized processing which reduces autonomy of robots and cost of required infrastructure, many so-
lutions propose inverted approach. The robots are equipped with cameras for observing the environment, which is
enriched with detectable markers. Moving image processing to robot’s on-board computer makes localization fully
autonomous and signiﬁcantly reduces costs of building large robot-friendly environments. On the other hand it in-
creases required computational power of the robots.
The markers do not necessarily have to be physical objects – robot’s vision system can observe projected shapes,
displayed by active devices located in the environment5. In general, these solutions can provide good accuracy and
eﬃciency, however, it is hard to deploy the projectors system in large environments properly. Physical markers
attached to walls and ceilings are much cheaper and can cover far bigger areas. A very low-cost system of this kind6
is based on a simple webcam which detected black shapes printed on white paper (ﬁgure 1a.). The solution does
not perform very well, reporting 4%-8% of incorrect detections; the webcams often behaved poorly in changing light
conditions and caused signiﬁcant motion blur. Similar conclusions are presented in7, where the authors describe a
method for using QR codes as markers (ﬁgure 1b.), which simpliﬁes image recognition algorithms development.
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Fig. 1: Passive markers used by localization methods: a.
circles crossed by lines with wide line for direction detec-
tion; b. QR-code; c. Infra-red reﬂective circles on a grid.
Fig. 2: The general concept of the localization. A robot must detect at
least one marker in the observed ceiling area.
Overcoming the problem of image recognition in changing light conditions is a hard problem. Far better results
can be achieved by using generated infrared light and markers, which reﬂect the light. In indoor environment unex-
pected sources of infrared light are rather rare, therefore the recognition can be more robust. This approach has been
implemented in the StarGazerTM device8, which uses markers shown in ﬁgure 1c. The device is equipped with several
IR LEDs, that shine on the ceiling; the light reﬂected from the markers is observed by the camera, which is able of
sensing these light wavelengths (ﬁg. 2). The speciﬁcation of the device claims that it can provide the location 10
times per second with few centimeters accuracy – our tests show that this information is indeed true. After the ﬁrst
experiments we were convinced that the device meets the requirements and it will be used in our indoor multi-robot
system, despite rather high price. After more intense testing it turned out that the solution can fail totally if the condi-
tions are not suitable. In strong ﬂuorescent light the device can fail to provide location for several seconds. Observed
issues are probably caused by small ﬂaws in the image processing program executed by the device. Unfortunately the
system is closed-source, without any possibility to alter the software or even see the image captured by the camera.
Despite long research in the area, we were unable to ﬁnd any similar device on the market. This is a surprising
situation in the context of growing interest in indoor mobile robots applications. The situation encouraged us to
develop a new device, which would overcome the issues experienced during the tests.
3. Localization System Architecture
The basic principle of operation of the developed localization system is very similar to the existing solutions
presented in the previous section. A set of passive markers is mounted on a ceiling while the localization device uses
a camera to locate them and calculate current position (ﬁg 2). To overcome the most obvious problems with changing
light conditions we decided to use markers reﬂecting infra-red light (the idea is also used by the StarGazerTM system,
presented in the previous section). This approach requires illuminating the ceiling with the IR light, which also gives
better control over the amount of light captured by the camera.
The method assumes that the markers are distinguishable and uniquely identiﬁable, and that the location of all
markers is known. In order to perform marker detection at least one marker must be in the ﬁeld of view of the camera,
which determines the maximum distance between markers. The aim of the image processing algorithm is to ﬁnd both
the position and the orientation of a marker – both information are necessary to calculate location of the device using
a single marker.
To provide satisfactory localization performance we decided to use an ARM-based single board computer, probably
the smallest available of this kind. The Gumstix Overo Air (https://www.gumstix.com/), shown in ﬁgure 3, runs
at 600 MHz providing up to 1200 Dhrystone MIPS. It oﬀers a dedicated camera interface for a CaspaTM camera with
resolution of 752 × 480 points and provide up to 60 frames per second.
To illuminate the markers the device was equipped with a component, which consists of a small PCB board with a
hole for the camera’s lens and a set of LEDs mounted around it (ﬁgure 4). After a series of experiments we decided
to use the Luckylight (http://www.luckylight.cn/) LL-503SIRC2H-1BE model because of the balance between power
(165mW) and wide angle of the emitted light (45◦). Proper alignment of the diodes around the camera resulted in
relatively uniform illumination of the observed scene. The problem of controlling emitted light intensity was solved
using PWM (Pulse-Width Modulation) mechanism. Gumstix Overo boards provide four PWM signals which
are all available through the expansion board. To control the PWM signal we used an open source implementation of
OMAP PWM driver by Scott Ellis (https://github.com/scottellis/omap3-pwm). Use of the PWM mechanism makes it
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possible to add runtime light controlling algorithm which can automatically adjust the PWM parameters based on pro-
cessed images. This feature of the hardware platform allows seamless and automatic transition between environments
with diﬀerent light conditions.
Fig. 3: Gumstix Overo Air (left) and Tobi expansion board
(right)
Fig. 4: The prototype localization device. The camera with IR
LEDs is mounted above the Gumstix Overo computer.
The prototype device is shown in ﬁgure 4. The camera is mounted on the top of the device and is surrounded
with IR LEDs. The overall size of the device in this conﬁguration is 105mm × 40mm × 45mm. It could be further
reduced (by removing the Tobi interface board) to 58mm × 28mm × 40mm. All components which are used in the
designed device are available for purchase in on-line stores. The elements are designed to work with each other,
therefore integration of the components is straightforward. The choice also made our solution aﬀordable – all items
cost approximately 300 USD, which is signiﬁcantly less that the price of the oﬀ-the-shelf localization devices with
comparable parameters. What is most important, the hardware platform is fully extensible. It can be further improved
with additional components and can execute programs written in popular, high level languages.
4. Marker Detection Algorithm
The developed localization algorithm uses the same markers as used by the StarGazer system described before (ﬁg.
5). Three corner dots are present on all markers, the fourth corner never contains a dot. This property of markers
makes it possible to determine their orientation on the ceiling. The image processing algorithm implementation has
been divided into three modular parts: image binarization, dot detection and marker detection. Binarization strategy
takes an unprocessed picture and outputs a binary (black and white) mask. Three strategies of binarization have been
created and tested, their outputs are all presented in ﬁgure 6.
Fig. 5: Model of a marker with the
mandatory dots (L, C, R) marked gray.
a b c d
Fig. 6: Binarization results: (a) fragment of an unprocessed image passed to binarization strategy (here
converted to BGR for presentation purposes); (b) output of OpenCV binarization; (c) output of interpo-
lated raw binarization; (d) output of raw binarization. Red circles are not part of the original output.
The ﬁrst isOpenCV binarization strategy. It takes the raw image, converts it to BGR and binarizes it using OpenCV
functions. Although yielding best outputs (ﬁgure 6b), it turned out to be unsuitable for our hardware platform, reaching
only 8 frames per second. To improve the performance a raw binarization strategy was implemented, which simply
takes pixel’s brightness and turns it white if it is above a certain threshold or black otherwise. This approach is very
fast but it can produce many isolated groups of pixels which can be erroneously detected as dots of a marker. Four
such erroneous dots were encircled in ﬁgure 6c. A simple improvement to the raw binarization strategy uses the same
method of thresholding but it does it on pairs of horizontally adjacent pixels interchangeably taking brightness of the
ﬁrst or the second pixel from the pair. This approach results in more cohesive white areas and less erroneous dots
(only one such dot in ﬁgure 6d). At the same time it is very fast, reaching around 32 frames per second.
143 Andrzej Debski et al. /  Procedia Computer Science  76 ( 2015 )  139 – 146 
Dot detection algorithm is simpliﬁed to detecting any shapes on the binarized image whose area is within certain
lower and upper limits. This way we can ﬁlter out tiny groups of pixels (usually image artifacts) as well as huge
groups of pixels (e.g. overhead lighting). Nevertheless, some of the accepted shapes are not actual dots and will have
to be ﬁltered out in the next phase. Shape detection (or contour detection) as well as measurement of their area is
easily done using OpenCV.
The ﬁrst part of marker detection is ﬁltering out detected bogus dots, that are in isolated groups of less than three.
In the next step the three outermost dots are assigned four cardinal directions (N, S, E and W), as in ﬁgure 7.
N
E
SW
Fig. 7: Fragment of the image with detected
marker and its dots identiﬁed.
a b
Fig. 8: An example of a parallel marker (a) and a marker that is not parallel but can
erroneously be classiﬁed as one (b)
There are two problems that may arise when assigning dots with cardinal directions. The ﬁrst are markers parallel
to edges of the picture, like the example in ﬁgure 8a. Any of the bottom dots in the marker could be classiﬁed as
S-dot. In such case our solution is to rotate the whole marker by 45 degrees. The second problem emerges when we
classify a marker as parallel if at least one of its sides contains ambiguous dots. If we encounter a marker like the one
presented in ﬁgure 8b, it will be erroneously classiﬁed as parallel because of its two bottom dots being ambiguous. A
simple solution to this problem is to classify a marker as parallel only when at least two of its sides contain ambiguous
dots.
Properly assigned cardinal directions make it possible to ﬁnd the C, L and R dots of the marker. Having the C, L
and R dots identiﬁed makes it possible to calculate the marker position, orientation and its identiﬁcation number.
5. Localization Algorithm
Once a marker is detected in an image, we know its position and orientation in Image Coordinates System (ICS).
What we need is the marker’s position relative to the robot’s position in Absolute Coordinates System (ACS). Theoret-
ically this could be calculated if we knew the height of the ceiling and the marker’s position in ICS, however camera’s
image distortion and constructional ﬂaws (displaced lens optical axis) make the task more complex.
Fig. 9: Dots pattern used to create the translation
matrices.
Fig. 10: Geometrical representation of a typical situation encountered dur-
ing localization, showing a robot (dark green arrow head) and a marker.
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A universal approach was to create two translation matrices, Mx and My, each one of size H × W where H and
W are the image height and width in pixels. Value of the element at index (h,w) is the distance measured in meters
from the element of the environment visible in the pixel (h,w) to the camera position along the X axis for Mx and
Y axis for My (the axes are in ICS). The values from the translation matrices are used for calculating real translation
of points between ICS and ACS. The matrices creation is a process separate from the localization algorithm itself.
First, a series of pictures similar to ﬁgure 9 is taken at diﬀerent angles. Then for each dot k ∈ {0, . . . , n} we know its
coordinates (dkx , dky ) in ICS (we round dkx and dky to integers). Having put the dots on the ceiling we also know that
each one is 8cm apart from its neighbors. Taking dots 0 and n we can compute the angle of the line of dots (if it is in
the ﬁrst quarter of ICS) as:
δ = arctan
dny − d0y
dnx − d0x
This formula requires some adjustments for the other quarters and for vertical lines of dots, but the general idea
remains the same. From here we can calculate:
Mx(dkx , dky) = −0.08k · cos δ
My(dkx , dky ) = −0.08k · sin δ
Using this method we managed to ﬁll 0.55% of the 752x480 matrices. The rest of the elements had to be interpo-
lated. For this purpose we used a publicly available Matlab routine (http://www.mathworks.com/matlabcentral/ﬁleex
change/4551-inpaint-nans), which provided very stable interpolation results.
Figure 10 presents one of scenarios possible while running the localization algorithm. The axes of ACS are marked
solid green. Big green rectangular shape in the middle symbolizes the camera (and robot) position. The dashed
rectangle around it shows the area visible for the camera. The green dashed arrow is the orientation of ACS. The
orange solid and dashed arrows show the orientation of the marker (as mentioned before, orientation of a marker is a
vector from C-dot to L-dot. The blue dashed arrow is the orientation of the ICS. All the dashed arrows originate in
the center of the marker. Also, lengths of the two pink vectors (a and b) can be read from Mx and My under the index
corresponding to the center of the marker. The values instantly known are:
• a, b – read from Mx and My matrices,
• β – can be easily computed as the direction of the vector from C-dot to L-dot,
• (mx,my) – position of the marker in ACS (set in the conﬁguration ﬁle or mapped beforehand),
• γ - orientation of the marker in ACS (same as above)
From that we can compute the robot’s orientation in ACS as α = β − γ. Having this, we can compute the robot’s
position (rx, ry) in ACS as:
rx = mx + b sinα + a cosα
ry = my + b cosα − a sinα
Basic implementation of the algorithm uses the marker closest to the image center for calculating robot’s location.
This limitation was introduced in order to correctly estimate the quality of localization. The accuracy of the solution
could be improved by using weighted average of positions of all visible markers with weights inversely proportional
to the distance from the image center.
6. Accuracy and Performance of the Localization
Large number of experiments have been conducted to assess both the accuracy and the performance of the created
localization system. The accuracy is understood as the maximum diﬀerence between calculated and actual position of
the device. The performance is expressed in achieved average frames-per-second rate.
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In order to verify the localization accuracy in many diﬀerent situation a dedicated testbed has been created. The
prototype localization device has been mounted on a rotating platform which had its rotation axis aligned vertically
and located in the middle of the camera lens. The platform made it possible to capture diﬀerent images of the ceiling
above the device without changing the actual location of the device. This feature was very important because precise
measurement of the actual location of the device is not straightforward.
Initially the platform was placed precisely under the marker – the expected measured position was the one assigned
to the marker. After a set of tests the device was moved by 10 cm along the ACS X-axis up till 0.6 m and later by
20 cm up till 1.2 m. It is important to mention that there might have been millimeter inaccuracies in device positioning
because of measuring instruments quality. In each of the 10 positions two types of tests have been conducted:
• Step rotation tests with 16 steps of π
8
radians. After each step the device was held still for the time of measuring
the position.
• Continuous rotation test at the angular velocity of about π rad/s. All the measurements were made while the
device was rotating.
Fig. 11: Average positioning error in step
rotation.
Fig. 12: Maximum positioning error in step
rotation.
Average error for step rotation tests is presented in ﬁgure 11. Aside from the position of 1 m, average error is
generally below 5 cm. Reliability of the algorithm is expressed better by the worst case scenario, here presented in the
maximum error graph in ﬁgure 12. Maximum error only rarely exceeds the 10 cm threshold. It is important to point
out, that just one exceptionally inaccurate measurement is enough to set the maximum error bar very high. Therefore
the maximum error graph also proves the stability of the measurements.
Fig. 13: Average positioning error in contin-
uous rotation
Fig. 14: Maximum positioning error in con-
tinuous rotation
Fig. 15: Error in position 1.2 m during con-
tinuous rotation
Average error for continuous rotation tests is presented in ﬁgure 13. Surprisingly, the average error is even smaller
than in step rotation – all errors are below 5 cm. This shows good resilience of the system to dynamic motion.
Maximum error graph is presented in ﬁgure 14. As was the case with step rotation, maximum error is generally
below 10 cm. There is one conspicuous exception though, that is the measurement at 1.2 m. The error there is about
25 cm. This is most probably caused by some detection problems, as shown in ﬁgure 15. It is easy to see that there
are detection problems in 4-6 radians which may be caused by the distance and too weak brightness of marker dots.
Aside from this region, maximum error for 1.2 m ﬁts the general trend and is equal to around 10 cm.
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Performed performance tests measured time of the image processing algorithm execution. To make them more
accurate, each test was performed on 1000 frames. In every case all three binarization strategies (described in section
4) were tested. The results show that custom binarization provides signiﬁcant speedup over the more general solution
implemented in OpenCV.
Table 1: Localization algorithm performance results.
avg time [s] FPS
RawBinarizationStrategy 30.7 32.6
RawInterpolatedBinarizationStrategy 29.6 33.8
BgrBinarizationStrategy 129.1 7.7
The overall performance of the created localization system is quite impressive. Average value of exceeding 30
frames-per-second is more than 50% better than the best results achieved by the analyzed oﬀ-the-shelf products.
7. Conclusions
The designed localization device is composed of popular, available hardware, which is simple to integrate. The
computer and the camera are designed to work with each other. The infra-red illuminating component required
only superﬁcial electronics knowledge to build. The device is relatively small and does not have excessive energy
requirements. The developed image recognition software, which proved to work properly in diﬀerent conditions, is
distributed as an open-source (http://capo.iisg.agh.edu.pl).
The integrated system has many desired features. It oﬀers good accuracy and high performance, providing more
than 30 measurements per second with average positioning error of less than 5 cm. It provides mechanisms for
dynamic adaptation for changing light conditions. The localization results are comparable to parameters of the best
oﬀ-the-shelf products available on the market. However the created device is signiﬁcantly less expensive and, what
is most important, it is fully extensible, making it possible to modify the software and extend hardware according to
particular needs.
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