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ABSTRACT
The paper presents the first results obtained with the Jodrell Bank – IAC two-
element 33GHz interferometer. The instrument was designed to measure the level of
the Cosmic Microwave Background (CMB) fluctuations at angular scales of 1◦ − 2◦.
The observations analyzed here were taken in a strip of the sky at Dec=+41◦ with an
element separation of 16.7λ, which gives a maximum sensitivity to ∼ 1.◦6 structures
on the sky. The data processing and calibration of the instrument are described. The
sensitivity achieved in each of the two channels is 7 µK per resolution element. A
reconstruction of the sky at Dec=+41◦ using a maximum entropy method shows the
presence of structure at a high level of significance. A likelihood analysis, assuming
a flat CMB spatial power spectrum, gives a best estimate of the level of CMB fluc-
tuations of ∆Tℓ = 43
+13
−12 µK for the range ℓ = 109 ± 19; the main uncertainty in
this result arises from sample variance. We consider that the contamination from the
Galaxy is small. These results represent a new determination of the CMB power spec-
trum on angular scales where previous results show a large scatter; our new results are
in agreement with the theoretical predictions of the standard inflationary cold dark
matter models.
Key words: Cosmology – Large Scale Structure of the Universe – Cosmic Microwave
Background – Observations.
1 INTRODUCTION
Since the COBE DMR detection of anisotropy (Smoot
et al. 1992) and the direct observation of individual struc-
tures (for example Hancock et al. 1994) on the Cosmic Mi-
crowave Background (CMB), many other detections and up-
per limits have been reported on angular scales ranging from
15◦ to a few arc-minutes (see Lineweaver (1998), Tegmark
(1998) for recent reviews). Despite all of this effort, the shape
of the CMB power spectrum is still poorly defined. There is
some observational evidence that the power spectrum has a
peak centred around spherical harmonics ℓ=200 (Hancock
et al. 1998) supporting the cold dark matter models which
predict this peak as a consequence of the acoustic oscillations
in the primordial plasma. Its position, amplitude and height
depend on fundamental cosmological parameters such as the
density of the universe Ω, the density of the baryonic com-
ponent Ωb and the Hubble constant Ho; this explains the
large observational effort dedicated to the determination of
the height and location in ℓ space of this peak.
In this paper we analyze the first results of the Jo-
drell Bank – IAC 33GHz interferometer experiment. The
aim of the project is to measure the level of CMB fluctua-
tions in the range ℓ = 100 − 200. The data presented here
were taken at the Teide Observatory, Tenerife, between 4
April 1997 and 9 March 1998 using the low spacing con-
figuration which corresponds to an angular spherical har-
monic ℓ ∼ 100. The paper is organized as follows: Sections 2
and 3 present a brief description of the instrument and the
data processing respectively. The methods used for calibra-
tion are explained in Section 4. The reconstruction of the
sky signal using a Maximum Entropy Method is presented
in Section 5. Sections 6 and 7 analyze statistically the data
using a likelihood analysis and discuss the possible contribu-
tion of foregrounds. The conclusions and future programme
are presented in Section 8.
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The full description of the instrument configuration and ob-
serving strategy can be found in Melhuish et al. (1998).
A brief summary of the main parameters of the instrument
will now be given. The interferometer consists of two horn-
reflector antennas positioned to form a single E–W baseline
of length 152mm for the observations presented here. Obser-
vations are made at constant declination using the rotation
of the Earth to “scan” 24h in RA each day. The horn polar-
ization is horizontal – parallel with the scan direction. The
observations analyzed here were made at Dec=+41◦; fur-
ther observations at other declinations are now in progress.
There are two data outputs representing the cosine and the
sine parts of the complex interferometer visibility. The oper-
ating frequency range is 31–34GHz, near a local minimum
in the atmospheric emission. The low level of precipitable
water vapour, which is typically around 3mm at Teide Ob-
servatory, Izan˜a, permits the collection of high quality data
limited by the receiver noise for over 80 per cent of the time.
In these good weather conditions the system has an RMS
noise of 220µK in a 2-minute integration. The receivers em-
ploy cryogenically cooled, low noise, HEMT amplifiers, and
have a bandwidth of ∼3GHz. To achieve the sensitivity re-
quired to measure CMB anisotropy (∼ 10µK per resolu-
tion element), repeated observations are stacked together as
explained in Section 3. The measured beam shape of the
interferometer is well approximated by a Gaussian with sig-
mas of σRA=2.
◦25±0.◦03 (in RA) and σDec=1.◦00±0.◦02 (in
Dec), modulated by fringes with a period of f=3.◦48±0.◦04
(in RA). This defines the range of sensitivity to the dif-
ferent multipoles ℓ of the CMB power spectrum (Cℓ) in
the range corresponding to a maximum sensitivity at ℓ=109
(1.◦6) and half sensitivity at ∆ℓ = ±19. The results of the
beam-switching Tenerife experiments at 5◦ angular scales
(Hancock et al. 1997, Gutie´rrez et al. 1998) and realistic
models for the power spectra of the diffuse Galactic emission
(Lasenby 1996, Davies and Wilkinson 1998) indicate that,
for our frequency and angular scale, Galactic contamination
is more than a factor of 10 below the intrinsic CMB fluctu-
ations in a section of the sky at Dec∼ 41◦ at high Galactic
latitude (see also Section 7.2).
A known signal (CAL) is periodically injected into the
waveguide connecting the horns to the HEMTs allowing a
continuous calibration and concomitant corrections for drifts
in the system gain and phase offset. The data acquisition
cycle lasts 30 seconds during which time two 14-second in-
tegrations with CAL off and two 1-second integrations with
CAL on are carried out. These two integrations are com-
bined to form a 28-second CAL-off integration (which mea-
sures the astronomy) and a 2-second CAL-on integration for
the cosine and sine data channels. Details of how these data
are processed can be found in Section 3. Each integration
is made by averaging 15-ms sub-integrations. The scatter
in the sub-integrations is entirely due to atmospheric and
system noise since on these time scales the changes in the
astronomical signal are negligible. This scatter is used to
estimate the RMS values for the CAL-off and CAL-on inte-
grations. Fig. 1 shows an example of the CAL-off and RMS
30-second data taken on 2 May 1997; baselines have been
removed, but no other filtering was applied.
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Figure 1. A single interferometer data file at +41◦declination,
covering just over 24 hours. Basic processing steps, such as cal-
ibration and correction for the error in correlator phase quadra-
ture, have been performed. Fringes are just visible at the Galactic
plane crossing around 20 hours RA. The feature near 13:00 U.T.
is accounted-for by off-axis pick-up of emission from the Sun.
3 BASIC DATA PROCESSING
3.1 Calibrating the raw data
As a first step in the analysis, baselines are subtracted from
the CAL-off cosine and sine data and any departure from
the quadrature between the sine and cosine data of both
the CAL-off and CAL-on records is corrected. On the time-
scale it takes to carry out a single 30-second integration
cycle, the amplitude and phase response of the instrument
can be considered unchanged. By carrying out a complex
division of the CAL-off data by the CAL-on data all vari-
ations in instrumental performance cancel and calibrated
data in units of the amplitude of the CAL signal are ob-
tained. These data are then converted to physical units by
multiplying by the measured amplitude of the CAL signal
(Section 4). The procedures for removing the baselines and
correcting the quadrature will now be outlined.
c© 2000 RAS, MNRAS 000, 1–12
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3.1.1 Baseline removal
The raw CAL-off data contain a small offset of amplitude
∼ 1mK. Daily variations in this offset will appear as extra
noise in the stacked data. A high-pass Gaussian filter (i.e.
the result of subtracting a low-pass Gaussian filter applied
to the data) was used to remove the offset. If the width of
this filter is too narrow, higher frequency components of the
baseline will remain, thus increasing the noise. Conversely
a filter that is too wide will filter out some of the fringes,
reducing the astronomical signal. The optimum filter is the
one that removes as much of the baseline as possible while
leaving the astronomy intact, thus giving the largest signal-
to-noise ratio. Observations of the Moon, used for calibra-
tion, showed that for typical values of the offset the optimum
width of the Gaussian filter was σ=3.◦2; the reduction in the
astronomical signal is negligible and has no effect on the
temperature scale as survey and calibration data are scaled
by the same factor.
3.1.2 Correcting the quadrature
The output of both channels can be modelled as:
cosine channel: A cos θ
sine channel: A(1 + δ) sin(θ +∆)
where δ is the relative difference in sensitivity between the
two channels and ∆ is the departure from quadrature. Pro-
vided δ and ∆ are both small, the data can be brought back
into quadrature, with negligible loss of sensitivity using:[
cosine
sine
]
=

 1 0
− tan∆ 1
(1+δ) cos∆

[ cosine ′
sine ′
]
(1)
Moon observations showed δ to be negligible; while ∆ was
found to be 6.◦1, small enough to be corrected using equa-
tion 1.
3.2 Editing and quality control of the data
After this relative calibration, the data were re-binned into
2 minute (RA) bins and edited to remove periods of bad
weather, spikes and times when the Sun may have contami-
nated the data. All data points outside a ±650µK range (∼3
times the instrumental RMS value) were removed. A visual
inspection was carried out and any regions of data with more
than ∼30 per cent of the points deleted were discarded.
Every 10 days data were stacked, combining all points
with the same UT; with this stacking only features due to the
Sun will remain in the data. The positions of these features
were noted and these areas were deleted in the original data
files used to make that stack. Any solar features below the
noise in a 10-day UT stack can be neglected as any signals
not fixed in RA will be smeared out in the final RA stacks.
For most of the year only the midday Sun transit was visible,
so only data within ±1 hour of this feature were removed.
The exception to this was around mid-summer when all data
within ±8 hours of the Sun transient were deleted.
In a single day, with the exceptions of the midday Sun
crossing and the Cygnus region in the Galactic plane, the
noise is much greater than any astronomical signal. Con-
sequently each data point should be drawn from a normal
Figure 2. The statistics of the data. This plot is a histogram
of 12 days of data divided by their RMS records. The gray and
black lines are the unedited and edited data respectively, while
the smooth line is the expected σ = 1 Gaussian distribution.
distribution with a sigma equal to the RMS record which
contains information on time-scales less than 30 seconds.
Spikes, weather and variations in the offset which occur on
large time-scales result in data points with a larger scatter
than their RMS records suggest.
Fig. 2 shows a histogram of the distribution of data
points, normalized by dividing through by the mean RMS
level. The darker and lighter curves correspond to the edited
and unedited data respectively (in both cases the Cygnus
region RA=20h30m± 1hand the Sun transit have been re-
moved from the data). The smooth line shows the expected
distribution if the noise in the data was accurately reflected
in the RMS record. This measures noise on timescales < 30 s,
and is dominated by receiver noise. Both curves follow nor-
mal distributions showing that all experimental errors are
Gaussian; however the unedited data have a broader distri-
bution showing the effects of weather and other sources of
additional noise. The distribution of the edited data is close
to the expected curve demonstrating that the data have been
edited properly and are limited by system noise alone.
3.3 The stability of CAL
The data from individual scans, following the processing
steps outlined above, will be collected together in a 24-hour
stack. The value at each RA position in the stack is given
by the mean value at that RA from the contributing scans.
This procedure relies on the CAL source being stable. Vari-
ations in the amplitude of CAL would increase the noise in
the data, and changes in phase by more than a few degrees,
as well as averaging out the noise, would smear out the as-
tronomical signal when the data are stacked. To check the
stability of CAL, two independent stacks were made, one
using data from April/May 1997 and the other using data
from August 1997. In areas where the astronomical signal
dominates over the noise, the result of the complex division⋆
⋆ The cosine and sine channels are the real and imaginary parts
of a complex visibility. We may equivalently express data in terms
of their amplitude (which is always positive) and phase.
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Figure 3. The stability of CAL. The two stacks shown on the left (April/May 1997 in black and August 1997 grey) correspond to
approximately 20 days each. On the right is shown the complex division of these two stacks over the Cygnus region (RA=20h00 to
20h45), where the signal is much larger than the noise. The amplitude is ∼1 and the phase ∼0◦ showing that there has been no change
in the Cygnus region, and hence in the amplitude and phase of CAL (see main text).
of one of these stacks by the other should have an amplitude
of 1 and a phase of 0◦ if CAL is perfectly stable. Using the
Cygnus region shown in Fig. 3 as an astronomical reference
it was demonstrated that on a time-scale of 14 weeks CAL
is stable to approximately 4 per cent in amplitude and 2◦
in phase. This process was repeated using pairs of stacks
made from data taken at epochs separated by 5 weeks and
6 months. On the 5-week time-scale CAL was stable to bet-
ter than 3 per cent in amplitude and 2◦ in phase, while on
the 6 month time scale the values were 5 per cent and 4◦
respectively. These results show that CAL is highly stable
and that data taken many months apart can be stacked with
negligible error.
3.4 The Dec=+41◦ stack.
A total of 100 days of usable data were collected at
Dec=+41◦. These were combined into the stack shown in
Fig. 4. The number of observations at each RA varies be-
tween 127 and 60 due to the editing out of the Sun. The RMS
at each RA is that expected from the RMS on a good day
divided by the square root of the number of days of data at
that RA, further demonstrating the effectiveness of our edit-
ing. The RMS values of the cosine data are marginally higher
than the sine data. We attribute this to the asymmetric na-
ture of the sine fringes being slightly better at cancelling
atmospheric noise than the symmetric cosine interferometer
pattern.
One feature that stands out is the Cygnus region be-
tween RA=19h30mand 21h30m. When plotted in amplitude
and phase, two peaks at RA=20h18m and 20h40m are clearly
distinguishable. Similar peaks can be seen in our 5GHz sur-
vey of the same region (Asareh 1997). Most of this observed
structure is due to diffuse Galactic free-free emission; how-
ever the radio galaxy Cygnus A (RA=19h57m Dec=40◦ 36′),
which has an expected amplitude at Dec=41◦of 200µK, can
just be distinguished as the slight bulge on the low RA side
of the Cygnus region.
4 TEMPERATURE CALIBRATION
The amplitude of the CAL signal was measured by the ob-
servation of known astronomical sources and also by using
hot and cold loads. Astronomical calibration is more robust
than calibration based on the response to hot/cold loads as
it automatically takes into account systematic errors such as
the efficiency of the horn feeds and any attenuation in the at-
mosphere. Furthermore with practical hot loads allowances
must be made for saturation of the receivers. Conversely, as-
tronomical calibration is limited by the shortage of accurate
data for suitable sources at high frequencies. However, an
error in the assumed flux of a calibration source can be eas-
ily corrected, whereas the systematic errors occurring with
hot/cold load calibration cannot. As a result CAL was mea-
sured using astronomical calibration and calibration with
hot/cold loads was used as an additional check.
The large (∼ 2◦×5◦) size of the primary beam of the
interferometer results in low sensitivity to point sources, so
only the brightest point sources can be used as astronomical
calibrators. At 33GHz the three brightest sources in the sky
are the Sun, the Moon and Tau A (the Crab nebula), all of
which are small in comparison to our beam size. Of these, the
Sun is too bright, causing saturation of the receivers, making
it unsuitable as a calibrator. By contrast, observations of
Tau A showed that it had a peak amplitude only 5−6 times
the noise in a 2-minute integration meaning that many days
of observations would have to be used in order to obtain an
accurate calibration. As is shown below, the power received
from the Moon corresponds to an antenna temperature in
the range 2–4K, which is less than half the power received
from the sky ( ∼ 10K due to the CMB and the atmosphere)
and so saturation of the receivers is not a significant factor.
However a 2–4K signal is large enough to give signal-to-noise
ratios of ∼6000 in a single observation. Consequently the
Moon was used as our primary astronomical calibrator and
observations of Tau A were used to confirm the calibration
obtained.
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Figure 4. The stack of the data collected at Dec=+41◦. The diagram shows the cosine and sine visibility data. The MEM-reduced data
stack (heavy line) is plotted over the basic 2-minute data stack (light line).
4.1 Calibration using the Moon
The Moon was modelled as a uniform disk of radius rMoon
and a 33GHz brightness temperature, Tb given by:
Tb = 214 + 36 cos(φ− ǫ) K (2)
where φ is the phase of the Moon (measured from full Moon)
and ǫ = 41◦ is a phase offset caused by the finite thermal
conductivity of the Moon (Hagfors 1970). The expected an-
tenna temperature, TE, can then be found by integrating
over the disk of the Moon, multiplied by the normalized
interferometer beam function:
TE =
Tb
2πσRAσDec
(3)
×
∫ 2π
0
∫ rMoon
0
exp
(
− x
2
2σRA2
− y
2
2σDec2
)
cos
(
2πx
f
)
dΩ
where x = θ cosφ and y = θ sinφ. σRA and σDec are the
RA and Dec beam sigmas and f is the fringe spacing (see
Section 2).
Regular observations of the Moon were made and the
data were processed as described in Section 3. For each ob-
servation, equation 3 was evaluated numerically and an am-
plitude for CAL found so that the amplitude of the Moon in
the processed data was the same as the predicted value. Us-
ing 14 observations of the Moon, an average amplitude for
CAL of 15.2±1.0 K was found. The error is made up from
a 3.4 per cent error in the measurements and an estimated
6 per cent in the data presented by Hagfors. A small mea-
surement error in beam area, such as ∼ 4 per cent, would
not affect the overall calibration, since astronomical signals
would be re-scaled by the same factor as the Moon calibra-
tion. Fig. 5 shows our observations and how the measured
brightness temperatures of the Moon changed with phase.
4.2 Calibration using Tau A
Tau A (the Crab Nebula) is a supernova remnant 6′ × 4′ in
diameter. Using the model of Baars et al. (1977) and tak-
ing into account a secular decrease of 0.166 per cent per year
(Aller & Reynolds 1985), at the epoch of observation (1997)
Tau A has a 32.5 GHz flux density of 356±40 Jy. The mea-
sured primary beam-shape of the interferometer was used to
calculate an effective area for each antenna of the interferom-
eter, and this was used to convert the flux density of Tau A
into an antenna temperature. For an unpolarized source it
was calculated that the interferometer has a sensitivity of
7.07 µKJy−1, so taking into account a 6.6 % polarization of
Tau A at position angle 150◦(Mayer & Hollinger 1968) the
interferometer E vector at PA=90◦ should observe Tau A
to have an amplitude of 2.51±0.28 mK.
Twelve days of observations at Dec=+22.0◦ were pro-
cessed and combined to produce the stack shown in Fig. 6.
The measured amplitude of Tau A was found by fitting a
c© 2000 RAS, MNRAS 000, 1–12
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Figure 5. Measured value of the brightness temperature of
the Moon. Each of the observations has been calibrated using
CAL=15.2K. The solid line is the prediction of the model based
on data given by Hagfors (1970): Tb = 214 + 36 cos(φ − 41) in
Kelvins. Phase is measured from full Moon.
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Figure 6. A stack of 12 days of data at Dec=+22.◦0, showing
Tau A in amplitude and phase. The amplitude of the peak is
2.51±0.09mK assuming a flux density of 356 Jy.
Gaussian beam-shape to the data, giving a value for CAL
of 16.9±1.9 K. Although this result is somewhat higher than
the value found using the Moon, the two results are consis-
tent within the error.
5 THE MAXIMUM ENTROPY
RECONSTRUCTION
The stack shown in Fig. 4 has data points every 2 minutes
in RA. At Dec=+41◦ the interferometer beam pattern is
∼20 minutes wide so there are ∼10 independent points per
resolution element in each of the cosine and sine channels.
By reducing the number of independent points in each res-
olution element to 1, improvements to the signal-to-noise
ratio of the order of ∼ √10 should be possible. Simple av-
eraging cannot be used to do this, as positive and negative
lobes would cancel. However by de-convolving the data with
a technique such as the maximum entropy method (MEM,
Gull 1989) and then re-convolving the result with the inter-
ferometer beam pattern, it is possible to obtain one inde-
pendent point per resolution element. The MEM algorithm
described in Maisinger et al. (1997) was used to simultane-
ously deconvolve cosine and sine data, using beam shapes of
exp[−RA2/2σRA2] cos(2πRA/f) for the cosine channel and
exp[−RA2/2σRA2] sin(2πRA/f) for the sine channel. Here
σRAand f must be corrected to declination +41
◦. The MEM-
processed Dec=+41◦ stack can be seen in Fig. 4.
5.1 Errors in the MEM reconstruction
The MEM technique does not determine errors; we use
Monte Carlo techniques to make an estimate of the error in
the MEM reconstruction using different signal-to-noise ra-
tios. These simulations were generated from a sum of cosines
which populate the spatial frequencies to which the interfer-
ometer is sensitive, namely
φ =
300∑
i=5
cos[2π
RA
i/10
+ θ] (4)
where θ is a random phase between 0 and 2π. These were
convolved with the interferometer beam pattern to produce
a noise-less sky which was normalized to 10µK RMS. White
noise with a known RMS was added to create data with
signal-to-noise ratios between 1 and 5.
Two example simulated data sets are shown in Fig. 7.
In the upper trace 10 µK (RMS) noise has been added (a
signal-to-noise ratio of 1:1). These simulated data were de
convolved using the same parameters as those used for the
real data. The MEM reconstruction reproduces the noiseless
signal well. In the second case 30µK noise has been added.
This time the difference between the noiseless data and the
reconstruction is larger, but the process is still reproducing
real features from the data, despite the high noise level.
The MEM process outlined in Maisinger et al. (1997)
also requires the parameters m and α which are respectively
the default value for the de convolved sky in the absence of
any information, and a regulating parameter which changes
the relative weights given to fitting the de convolved sky
to the data, and maximising the entropy. As indicated in
Maisinger et al. , varyingm and α by up to 2 orders of mag-
nitude produced no noticeable change in the re-convolved
skies, thus demonstrating the reliability of MEM.
The RMS of the difference between each re-convolved
result and the corresponding noise-less observed signal was
calculated. This process was repeated over 100 skies. The av-
erage RMS error in the re-convolved results plotted against
the RMS noise added to the simulated data can be seen in
Fig. 8. The best-fit quadratic line to this graph was used
to estimate the errors of the data in Fig. 4 from the errors
in the Dec=+41◦ stack. On average MEM decreased the
errors by a factor of 3.4 as expected from the number of 2-
minute points per resolution element. By de-convolving the
simulated skies containing 10µK of signal and 10µK noise
it was shown that using beam widths and fringe spacing up
to 5 per cent different to those used to create the fake data
had little effect on the re-convolved output from MEM. As
the errors in the measured beam-shape are less than 2 per
c© 2000 RAS, MNRAS 000, 1–12
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Figure 7. Example sky models used for Monte–Carlo MEM anal-
ysis. The noiseless sky model, shown by dashed lines, has an
RMS signal level of 10 µK (comparable with expected CMB lev-
els). Different RMS levels of noise are added – in these examples:
(a) 10µK and (b) 30µK. The resulting simulated noisy data are
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Figure 8. The RMS noise in the MEM-processed data over the
one beam width resolution element plotted against the RMS
noise in the 2-minute data stack. Each point was found by de-
convolving 100 simulated skies.
cent, they will have a negligible effect on the output from
MEM.
5.2 Evidence for structure
The MEM-processed data show a good match to the unpro-
cessed stack, especially over the Cygnus region. The aver-
age RMS error on each point, as calculated using the above
Monte Carlo simulations, is 7.1µK and from 12h to 19h the
RMS on some points is lower than 6.0µK. Many features in
Fig. 4 are real at a greater than 2-sigma level and some (for
example at 11h RA) are real at a 6-sigma level. The origin
of these features is discussed in Section 7 while their RMS
amplitude can be estimated by the quadrature subtraction
of the uncertainty in the data from the RMS scatter of the
data points (as estimated from Fig. 4). Between 8h00 and
19h30 RA the cosine and sine data have RMS scatters of
12.2 ± 1.4µK and 12.1 ± 1.4µK respectively. The errors in
these scatters take into account that neighbouring points are
not independent. Over the same region the corresponding
averages of the RMS records are 6.9±1.0µK and 6.8±1.0µK
so the observed astronomical signal has a RMS amplitude
of 10.1± 1.8µK. Using the window function from Section 6
and assuming that the power spectrum of the sky fluctu-
ations is flat, it can be shown that this corresponds to an
intrinsic fluctuation amplitude of ∆Tℓ = 57±10µK. A more
quantitative measurement of this structure using Maximum
Likelihood follows.
6 LIKELIHOOD ANALYSIS
Methods based on the likelihood function have been used
extensively in the analysis of CMB data (see for instance
Hancock et al. 1997). The method considers the statisti-
cal probability distribution of the CMB signal, and takes
into account how the observing strategy, experimental con-
figuration, etc. modifies the statistical properties of the sky
signal. In standard models, the CMB fluctuations are de-
scribed by a Gaussian multi-normal random field, which is
fully described by its power spectrum or alternatively by
the two-point correlation function. In this case the likeli-
hood function follows a multi-normal distribution with the
covariance matrix composed of two terms due to the signal
and noise respectively: C = S+N. In our case the data con-
sist of a set of differences in temperature of the cosine and
sine channels along with their error bars binned in 2-minute
bins in RA. For the noise correlation matrix, the only non-
zero terms are those on the diagonal, as the instrumental
noise is uncorrelated from point to point.
We have assumed that the CMB signal has a flat power
spectrum (∆Tℓ ≡
√
l(l + 1)Cℓ/2π constant) over the range
covered by the window function of the instrument, and then
the expected two-point correlation between a pair of points
i and j separated by an angle θij is given by
〈Ti · Tj〉 = exp
(−θ2ij
4σ2
)
cos
(
2πθij
f
)
∆T 2l
2
×
l2∑
l1
2l + 1
l(l + 1)
Wℓ(θij) (5)
Wℓ(θij) being the window function of the experiment which
defines the response of the instrument to a given multipoles
or angular scale. The computation of the window function of
an interferometer like the one analyzed here is not straight-
forward. We adapted the method of Muciaccia, Natoli and
Vittorio (1997) to decompose the beam configuration into
spherical harmonics, which can then be used to form the
window function. The resulting function (see Fig. 9) can be
fitted by:
Wℓ(0) = 0.677 exp(−(ℓ− 109)(ℓ − 110)/730). (6)
This defines the range of sensitivity to be l ∼ 109± 19. We
use this to calculate the expected excess variance in the data
for some theoretical model prediction on band power (Bond
1997). Starting with the convolved sky covariance function
at zero lag, which is the same as the data variance
Cm(0) ≡ 1
4π
∑
ℓ
(2ℓ+ 1)CℓWℓ(0), (7)
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Figure 9. The window function of the interferometer.
we can substitute for Cℓ from the definition of band power
to obtain the ratio of filtered to non-filtered variance
Cm(0)/∆T
2
ℓ =
1
2
∑
ℓ
(2ℓ+ 1)
ℓ(ℓ+ 1)
Wℓ(0) = 32.5 (8)
For the likelihood analysis it is necessary to construct
the expected theoretical covariance matrix which corre-
sponds to carrying out the above procedure for non-zero
lag window functions. As the window is narrow we can just
use the beam autocorrelation function and normalize it to
the ratio found above for zero lag.
6.1 The Galactic cut
To locate regions free of significant Galactic emission, 48 in-
tervals of 5 hours in RA each stepped by 30 minutes in RA
were analysed using the likelihood function. It was found
that the amplitude of the detected signal was at a low sta-
ble level in the range RA=8.0–19.5 hours, indicating a low
level of foreground contamination over this region showing
no change with Galactic latitude. Further indications that
this region is free from foreground contamination are dis-
cussed in Section 7.2. It is worth noting that when data from
the sine channel for the region RA=8-11 hours are included
in the analysis there is marginal evidence (at the one-sigma
level) of a slightly larger signal as compared with the results
in RA=11.0–19.5 hours and those of the cosine channel; this
effect could be due to some minor atmospheric residual in
this channel (see Section 3 and below).
6.2 The results
A likelihood analysis of each channel over the RA=8.0–19.5
hour range gave ∆Tℓ = 49
+12
−11 and 37
+18
−18 µK (68 % C.L.) for
the cosine and sine channels respectively. The larger uncer-
tainty for the sine channel reflects the shape of the likelihood
Table 1. Contributions to the error in ∆Tℓ. The receiver noise
and sampling error add in quadrature, accounting for most of
the maximum liklihood error. Weak point sources and Galactic
emission would contribute in quadrature to ∆Tℓ and so can only
have lead to a small over-estimate. This is allowed-for by a small
extension to the negative error on ∆Tℓ. The survey is referenced
to the Moon temperature, with the calibration uncertainty given.
Receiver noise ± 5.2 µK
Sampling error (20.7%) ± 8.9 µK
Weak point sources (∆T <∼ 8µK) − 0.5 µK
Galactic free-free (∆T <∼ 2µK) − 0.05 µK
Maximum Likelihood error +12.5
−12.0 µK
Calibration ± 6.6 %
function which has lower peak and is broader than the like-
lihood function of the cosine channel, however the signals
detected in each channel are consistent at the one-sigma
level. An additional test of the consistency and repeatabil-
ity of these results was carried out by the likelihood analysis
of two independent data stacks, one formed from the first
50 days of data used to make the main stack and another
formed from the remaining data. The results for each sub-
stack are in agreement with each other and with the above
results obtained when the full data of each channel are an-
alyzed.
The best estimation of the signal present in our data
comes from the joint analysis of both channels. When data
from both the cosine and sine channels are analyzed together
building the joint likelihood function the signal detected is
∆Tℓ = 45
+13
−12 µK at the 68 % C.L. This indicates not only
that the amplitude of the signal detected in each channel
is in agreement, but also that the signal detected by both
channels comes from the same structures.
With a limited sky coverage consideration of the “sam-
ple variance” (Scott, Srednicki & White 1994) is crucial to
an understanding of the quoted errors. To quantify this con-
tribution we integrate the square of the telescope two-point
correlation function over the survey area (equation 4 of Scott
et al.). For our single 11.5-hour RA strip (∼35 independent
beam widths) the contribution is 20.7 per cent, or 8.9µK. In
comparison the receiver noise contribution is approximately
5.2µK, added in quadrature (see Table 1). The maximum
likelihood error is slightly larger than expected, possibly due
to a contribution from weather effects. The effect of finite
sky coverage represents the majority of the error in our de-
termination of the amplitude of CMB fluctuations. Addi-
tional observations at other declinations, which are being
conducted now, will increase our sky coverage, significantly
reducing this uncertainty.
The contributions of weak point sources and Galactic
emission, which would add in quadrature to the ∆Tℓ arising
from the CMB, are discussed in sections 7.1 and 7.2, below.
Since these could lead to a small over-estimate in ∆Tℓ, we
extend the negative error bar slightly, as given in Table 1.
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Figure 10. The contribution of point sources with predicted S(33GHz)≥0.2 Jy in the field of the Dec=+41◦ scan. The black lines
represent the predicted point source contribution, while the grey lines are the MEM-fitted data with their 1σ errors.
7 FOREGROUNDS
7.1 Point Sources
Only the strongest sources at 33GHz have reliably mea-
sured flux densities since no large-area survey is available at
this frequency. Furthermore, many of the strongest sources
have flat spectra and are time-variable. The 5 sources
with S(33GHz)≥ 2 Jy within the 4◦-wide strip centred on
Dec=41◦ are monitored on a continuous basis in the Met-
sahovi 22 and 37GHz programme (Tera¨sranta et al. 1992).
They are listed in Table 2. The sources are all variable; Dr.
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Table 2. Sources within a 4◦-wide Dec strip centred on +41◦.
Name RA2000 Dec2000
3C 84 03h 19m 48s +41◦ 30′ 42′′
DA 193 05h 55m 31s +39◦ 48′ 49′′
4C 39.25 09h 27m 03s +39◦ 02′ 21′′
3C 345 16h 42m 59s +39◦ 48′ 37′′
BL Lac 22h 02m 43s +42◦ 16′ 40′′
Harri Tera¨santa has kindly provided data covering the ob-
serving period of the present CMB survey.
A limited amount of 33GHz data on other (weaker)
sources is available in the Kuhr et al. (1981) Catalogue.
The highest radio frequency survey covering the sky around
Dec=+41◦ is the 4.85GHz Green Bank survey (Gregory
et al. 1996). Those sources with S(5GHz)≥0.2 Jy lying
within Dec=41◦±3◦ were selected as possible contributors
to the 33GHz point source background. The Kuhr catalogue
gives measured flux densities in the range 14–37GHz for 90
per cent of the Green Bank sources with S(5GHz)≥1 Jy. For
these, a reliable 33GHz flux density could be derived. For
the remaining sources with S(5GHz)≥0.2 Jy, S(33GHz) was
estimated using the spectral index between the flux density
given in the 1.4GHz NVSS Catalogue (Condon et al. 1989)
and that given in the Green Bank 5GHz survey, assuming a
spectrum of the form S ∼ να where α is the spectral index.
Where no matching 1.4GHz source was found, a conserva-
tive index of -0.1 was assumed.
The 33GHz flux densities of the sources identified above
were then convolved with the two-dimensional interferom-
eter beam pattern centred on Dec=+41◦. The flux densi-
ties were converted to antenna temperature using the factor
7.07µKJy−1 calculated in Section 4.2. The predicted contri-
bution of these point sources is compared with the MEM-
reduced observed data in Fig. 10. The sources 3C84 and
3C345 show good matches to the observed data. Over the
Galactic plane regions (RA=5h30m – 6h30m and 19h30m –
21h30m) flux predictions for point sources were difficult as
most surveys avoid these crowded areas. In these regions we
expect most of the observed structure to be due to Galac-
tic sources and, as we have excluded these regions from our
analysis to determine the CMB structure, the contribution
from both Galactic and extra-galactic sources is irrelevant.
Excluding the Galactic regions and the 5 strongest point
sources, the RMS of the MEM-reduced data is approxi-
mately 10 times that predicted from discrete point sources
alone. As a check that the likelihood results do not de-
pend strongly on the point source prediction, the above
likelihood analysis was repeated with and without the sub-
traction of point sources. It was found that with the point
sources subtracted the result of the analysis of the cosine and
sine data together gave ∆Tℓ = 43
+12.5
−11.5 µK as compared to
∆Tℓ = 45µK without, thus demonstrating that point source
contribution is not a major concern for the data presented
here.
Although it has been shown that the discrete resolved
point sources do not contribute significantly to our observed
value of ∆Tℓ, it is necessary to quantify the contribution due
to a foreground of unresolved point sources. The expected
RMS for a random distribution of such sources varies with
frequency and angular scale. On scales of 1.◦6 and at a fre-
quency of 33GHz, Franceschini et al. (1989) predict that
unresolved point sources should have ∆T/T ≈ 3×10−6 cor-
responding to ∆T = 8µK. This would add a contribution in
quadrature, accounting for approximately 0.5µK of the to-
tal. Unresolved point sources are therefore unlikely to make
a significant contribution to our estimate of ∆Tℓ. We may
allow for this component by extending the negative error
range by 0.5µK, giving ∆Tℓ = 43
+12.5
−12.0 µK, as given in Table
1.
7.2 Diffuse Galactic emission
An indirect estimate of the amplitude of the diffuse Galactic
component in our data can be computed using the results
obtained in the same region of the sky by the Tenerife CMB
experiments (Gutie´rrez et al. 1998). At 10.4 GHz and on an-
gular scales centred on ℓ = 20 the maximum Galactic com-
ponent was estimated to be ≤ 28µK. Assuming that this
contribution is entirely due to free-free emission and a con-
servative Galactic spatial power spectrum of ℓ−2.5 (Lasenby
1996, Davies & Wilkinson 1998), the predicted maximum
Galactic contamination in the data presented here is ≤ 2µK,
less than 5 per cent of our measured value. Any such con-
tribution would add in quadrature to that from the CMB,
accounting for approximately 0.05µK, which is insignificant.
The true make-up of the Galactic foreground emission de-
tected at 10.4 GHz most probably has a steeper average in-
dex than this, so the contribution to our result will be even
lower than stated.
Several experiments (Kogut et al. 1996; De Oliveira-
Costa et al. 1997; Leitch et al. 1997) have detected an
“anomalous” microwave emission, correlated with 100-µm
thermal emission from interstellar dust. It has been argued
(Draine & Lazarian 1998) that spinning dust grains con-
taining ∼ 102−103 atoms might be responsible. Our survey
region is in an area of low 100-µm emission, but even so a
contribution from spinning dust comparable to that of free-
free emission is possible. Again, such a contribution would
add in quadrature to the CMB, and even a level as high as
15µK would account for only 3µK of our measurement.
8 CONCLUSIONS AND THE FUTURE
PROGRAMME
We describe in this paper the results from the first high sen-
sitivity data stack taken with the new Jodrell Bank – IAC
33GHz interferometer in a strip at Dec=+41◦. By using the
MEM technique it has been possible to reduce the RMS
noise in each 5◦ RA beam width of the stack to 6µK. The
source 3C84 is clearly seen in the data at the level expected
from its monitored intensity at Metsahovi. All the other in-
dividual sources are weaker than the measured signals in
the raw data as shown in Fig. 10. Furthermore, arguments
are presented in Section 7.2 that the RMS Galactic con-
tribution, neglecting dust, is ∆T ≤ 2µK, and is therefore
negligible. Thus, apart from the region of the stack around
3C84 (RA=3h20m) and the strong Galactic plane crossing
(RA=19h.5–21h.5) the stack shows significant CMB signals
over the entire RA range. Many of these CMB features have
amplitudes 4–5 times the RMS noise in the 5◦ beam width.
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Figure 11. The Cℓ versus ℓ plot of recently published data on
CMB anisotropies including the present result (shown by the
heavy line) of ∆Tℓ = 43
+12
−12 µK at ℓ = 109 ± 19.
When corrected for dilution in the beam of the interfer-
ometer these features have a sky brightness temperature of
∼ 100µK.
The value of the intrinsic CMB fluctuation amplitude
derived from the present observations at high Galactic lati-
tudes is ∆Tℓ = 43
+12.5
−12.0 µK. In the maximum likelihood anal-
ysis only one 11.5-hour long RA strip is used. This leads to
a sampling error of approximately 21 per cent, which is the
main contributor to the ∼ 25 per cent uncertainty of our
result. The remainder is due to receiver noise. Clearly the
major improvement in an estimate of ∆Tℓ will come from
the coverage of a larger area of the sky at the present or
better receiver sensitivity. Further observations are being
undertaken at adjacent declinations of +39.◦8 and 42.◦2 in
addition to the full RA range at Dec=+41◦. These should
increase the area covered by a factor of 4 which will reduce
the sampling error to approximately 10 per cent, comparable
with the receiver noise contribution, reducing the total error
to ∼ 15 per cent. In addition to the quoted error there is a
calibration uncertainty of ±6.6 per cent, arising mostly from
uncertainty in the Moon temperature. Future improvements
to the calibration are possible.
This result obtained at 32.5GHz and at high Galactic
latitude may be compared with others at similar values of
ℓ but made at different frequencies and Galactic environ-
ments. Our best estimate is ∆Tℓ = 43
+12.5
−11.5 µK in the range
ℓ = 109 ± 19. Two such recent measurements have been
made in the North Celestial Pole (NCP) region. One is the
Saskatoon experiment (Netterfield et al. 1997) at 26–46GHz
which found ∆Tℓ = 49
+8
−5 µK at ℓ = 87; there is a further
15 per cent calibration uncertainty in this result. The other
is QMAP (De Oliveira-Costa et al. 1998) which at 30GHz
found ∆Tℓ = 47
+6
−7 µK at ℓ = 80 and ∆Tℓ = 59
+6
−7 µK at
ℓ = 126 while at 40GHz it found 52+5
−5 µK at ℓ = 111.
At the South Celestial Pole (SCP), the SP94 (Gundersen
et al. 1995) estimated ∆Tℓ = 36
+13
−6 µK at ℓ = 60 and Python
(Platt et al. 1997) obtained ∆Tℓ = 60
+15
−13 µK at ℓ = 87.
These values, along with the result reported here and other
recently published values, are plotted on Fig. 11. All these
results together strongly indicate a significant increase in
fluctuation amplitude at ℓ ∼ 100 compared with the COBE
value of ∆Tℓ = 30µK at ℓ ∼ 10, thereby arguing for the
existence of the first Doppler peak.
Another future contribution by the interferometer will
be observations on a scale of ∼ 1◦ (ℓ ∼ 200) with a baseline
of 304mm in place of the present 152mm. Such observations
will enable us to sample the first acoustic peak. The values
of ∆Tℓ at ℓ = 100 and 200 will thus be directly compared
using the same instrument and the same calibration meth-
ods, enabling a better estimate to be made of the width and
amplitude of the first peak.
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