Multiplicative Monotone Convolution by Bercovici, Hari
ar
X
iv
:m
at
h/
04
06
48
8v
1 
 [m
ath
.O
A]
  2
3 J
un
 20
04
MULTIPLICATIVE MONOTONIC CONVOLUTION
HARI BERCOVICI
Abstrat. We show that the monotoni independene introdued by Muraki
an also be used to dene a multipliative onvolution. We also nd a method
for the alulation of this onvolution based on an appropriate form of the
Cauhy transform. We also disuss innite divisibility in the multipliative
monotoni ontext.
1. Introdution
Consider an algebrai probability spae, that is, a pair (A, ϕ) where A is a unital
omplex algebra, and ϕ : A → C is a linear funtional satisfying ϕ(1) = 1. Muraki
[5℄ introdued the onept of monotoni independene for elements of A, whih we
will now review. Let A1,A2 be two subalgebras of A; it is not assumed that either
of these subalgebras ontains the unit. These algebras are said to be monotonially
independent if the following two onditions are satised:
(1) for every x1, y1 ∈ A1 and x2 ∈ A2, we have x1x2y1 = ϕ(x2)x1y1;
(2) for every x1 ∈ A1 and x2, y2 ∈ A2, we have ϕ(x2x1y2) = ϕ(x2)ϕ(x1)ϕ(y2),
ϕ(x2x1) = ϕ(x2)ϕ(x1), and ϕ(x1y2) = ϕ(x1)ϕ(y2).
Proeeding indutively, the algebras A1,A2, . . . ,An are said to be monotonially
independent if A1,A2, . . . ,An−1 are monotonially independent, and the algebras
A′,An are monotonially independent, where A
′
is the (generally nonunital) algebra
generated by A1 ∪ A2 ∪ · · · ∪ An−1. More generally, if I is a totally ordered set,
and (Ai)i∈I is a family of subalgebras of A, this family is said to be monotonially
independent if the algebras Ai1 ,Ai2 , . . . ,Ain are monotonially independent for any
hoie of indies i1 < i2 < · · · < in. A family (xi)i∈I of elements of A is said to be
monotonially independent if the (generally nonunital) subalgebras Ai generated
by xi form a monotonially independent family.
The distribution µx of an element x of A (a.k.a. a random variable) is the linear
funtional dened on the polynomial algebra C[X ] by the formula
µx(p) = ϕ(p(x)), p ∈ C[X ].
Clearly, µx is entirely determined by the sequene µx(X
n) = ϕ(xn) of moments of
x. A funtional µ on C[X ] is the distribuion of some random variable if and only if
µ(1) = 1. The set of these funtionals, endowed with the weak* topology, will be
denoted M.
Muraki [6℄ observed that, given monotonially independent random variables
x1,x2, the distribution of x1 + x2 only depends on µx1 , µx2 . This gives rise to a
binary operation ⊲ on M, alled monotoni onvolution. It was also shown in [6℄
how to alulate monotoni onvolutions using moment generating funtions.
The author was supported in part by a grant from the National Siene Foundation.
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It is also true that the distribution of x1x2 only depends on µx1 , µx2 if x1, x2 are
monotonially independent, but the dependene is rather trivial. Indeed, if n ≥ 1,
property (1) above yields
(x1x2)
n = ϕ(x2)
n−1xn1x2,
and then from property (2)
ϕ((x1x2)
n) = ϕ(x2)
nϕ(xn1 ).
In other words, the produt x1x2 has the same distribution as αx1, with α = ϕ(x2).
A more interesting result is obtained by onsidering variables x1,x2 ∈ A suh
that the entered variables x1 − c1, x2 − c2 are monotonially independent, where
c1, c2 are salars. It is again easy to see that, under this ondition, µx1x2 depends
only on the distributions of x1, x2 and on the numbers c1, c2. This yields a new
operation  on M× C, alled multipliative monotoni onvolution, suh that
(µx1x2 , c1c2) = (µx1 , c1)  (µx2 , c2)
if x1 − c1 and x2 − c2 are monotonially independent. It is interesting to note
that, under this ondition, µx1x2 = µx2x1 , but the operation  is not ommutative,
sine monotoni independene itself is not a symmetri relation. While  is not an
operation on M itself, there are two ways in whih it indues suh an operation.
The rst one is obtained identifying M with the subset {(µ, 1) : µ ∈ M}; we will
use the same notation for the operation indued this way, that is
(µ1, 1)  (µ2, 1) = (µ1  µ2, 1), µ1, µ2 ∈M.
The seond one is obtained identifying M with the subset {(µ, µ(X)) : µ ∈ M; we
will use the notation 0 for this operation, so that
(µ1, µ1(X))  (µ2, µ2(X)) = (µ1 0 µ2, µ1(X)µ2(X)), µ1, µ2 ∈M.
The operation  onM has the advantage that it is easily extended to measures with
unbounded supports. On the other hand, 0 has the advantage that onvolution
with a Dira point mass has the natural dilation eet.
We will show that multipliative monotoni onvolution an be alulated in
terms of an appropriate moment generating series. We will dedue from this that the
multipliative monotoni onvolution of two probability measures on the unit irle
is again a probability measure on the unit irle. Analogously, the multipliative
monotoni onvolution of two ompatly supported probability measures on R+ =
[0,+∞) is a measure of the same kind. As mentioned above, the operation 
extends to arbitrary probability measures on R+. It is not lear whether the same
is true for 0.multipliative monotoni onvolution an be extended to arbitrary
probability measures on R+. In the ase of probability measures on R+ and T we
will give a desription of one-parameter onvolution semigroups and of innitely
divisible measures, at least for ompat supports. This was done by Muraki [6℄ for
additive monotoni onvolution semigroups of ompatly supported measures on
R.
Our approah in alulating multipliative monotoni onvolutions is related to
the one we used in [2℄ to approah additive monotoni onvolution, rather than the
original ombinatorial approah of [6℄.
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2. Realization of Monotonially Independent Variables
For every distribution µ ∈M we will onsider the formal power series
ψµ(z) =
∞∑
n=1
µ(Xn)zn, ηµ(z) =
ψµ(z)
1 + ψµ(z)
.
If x is a random variable, we will also use the notation ψx = ψµx , ηx = ηµx . The
alulation of multipliative monotoni onvolution will involve the series ηµ.
Consider a Hilbert spae H, and a unit vetor ξ ∈ H. The algebra L(H) of
bounded linear operators on H beomes a probability spae with the vetor fun-
tional ϕξ(x) = (xξ, ξ), x ∈ L(H). Consider now the spae H
′ = H ⊗ H and the
unit vetor ξ′ = ξ ⊗ ξ. Following Muraki [6℄, one produes two monotonially
independent opies A1,A2 of L(H) in (L(H
′), ϕξ′) as follows:
A1 = {x⊗ p : x ∈ L(H)}, A2 = {1⊗ x : x ∈ L(H)},
where p denotes the rank one projetion onto the spae generated by ξ, and 1
denotes the identity operator on H.
For x ∈ L(H), the formal power series ψx(z), ηx(z) are atually onvergent, at
least for |z| < 1/‖x−1‖. Assume now that H has an orthonormal basis (ξj)
∞
j=1, and
ξ = ξ0. Consider the shift s ∈ L(H) dened by sξj = ξj+1 for all j. We will be
interested in elements x ∈ L(H) of the form x = (1 + s)u(s∗), where u ∈ C[X ] is
a polynomial. It is easy to see that the distributions µx of these operators form a
dense subset in M. Moreover, as shown by Haagerup (see Theorem 2.3.(a) in [4℄),
the generating funtion ψx is easily related to u.
Lemma 2.1. If x = (1 + s)u(s∗), where u is a polynomial with u(0) 6= 0, then
ψx
(
z
(1 + z)u(z)
)
= z
for suintly small |z|.
We an now state the main result of this setion.
Theorem 2.2. Consider two distributions µ1, µ2 ∈ M, onstants c1, c2 ∈ C and
the multipliative monotoni onvolution (µ, c1c2) = (µ1, c1)  (µ2, c2). We have
then
ηµ(z) = ηµ1
(
1
c1
ηµ2(c1z)
)
,
if c1 6= 0, and
ηµ(z) = ηµ1(η
′
µ2(0)z),
if c1 = 0.
Proof. Clearly the operation  is ontinuous, and therefore it will sue to prove
the theorem for µ1, µ2 in a dense family of distributions, for instane the family
of distributions obtained from the random variables (1 + s)u(s∗), where u is a
polynomial with u(0) 6= 0. Assume then that u1, u2 are two polynomials whih do
not vanish at the origin. We onsider the variables x1, x2 in (L(H ⊗ H), ϕξ0⊗ξ0)
dened by
x1 = c1⊗(1−p)+(1+s)u1(s
∗)⊗p, x2 = (1+1⊗s)u2(1⊗s
∗) = 1⊗ [(1+s)u2(s
∗)].
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These variables have the required property that x1 − c1, x2 − c2 belong to mono-
tonially independent subalgebras. Moreover, it is easy to see that x1, x2 have the
same distributions as (1 + s)u1(s
∗), (1 + s)u2(s
∗), so that
ψx1
(
z
(1 + z)u1(z)
)
= z, ψx2
(
z
(1 + z)u2(z)
)
= z
for suiently small z.
Consider now the vetors ξλ =
∑∞
n=0 λ
nξn ∈ H dened for |λ| < 1. Sine
sξµ =
1
µ
(ξµ − ξ0), u(s
∗)ξµ = u(µ)ξµ
for µ 6= 0, we an easily alulate
x2(ξλ ⊗ ξµ) = (1⊗ (1 + s))u2(µ)ξλ ⊗ ξµ = u2(µ)ξλ ⊗
(
ξµ +
1
µ
(ξµ − ξ0)
)
.
Then we obtain for λ 6= 0 6= µ
x1x2(ξλ ⊗ ξµ) = c1u2(µ)ξλ ⊗
((
1 + 1µ
)
(ξµ − ξ0)
)
+ u2(µ)((1 + s)⊗ p) [u1(λ)ξλ ⊗ ξ0]
= u2(µ)
[
c1
(
1 + 1µ
)
ξλ ⊗ (ξµ − ξ0) + u1(λ)ξλ ⊗ ξ0 +
u1(λ)
λ (ξλ − ξ0)⊗ ξ0
]
= u2(µ)
[
c1
(
1 + 1µ
)
ξλ ⊗ ξµ +
(
u1(λ)
(
1 + 1λ
)
− c1
(
1 + 1µ
))
ξλ ⊗ ξ0 −
u1(λ)
λ ξ0 ⊗ ξ0
]
.
This equation an be simplied when
u1(λ)
(
1 +
1
λ
)
− c1
(
1 +
1
µ
)
= 0,
in whih ase it beomes
x1x2(ξλ ⊗ ξµ) =
1
z
(ξλ ⊗ ξµ)−
u1(λ)u2(µ)
λ
ξ0 ⊗ ξ0, with
1
z
= c1u2(µ)
(
1 +
1
µ
)
.
This an then be rewritten as
(1− zx1x2)
−1ξ0 ⊗ ξ0 =
λ
zu1(λ)u2(µ)
ξλ ⊗ ξµ,
so that
ϕ((1 − zx1x2)
−1) = ((1− zx1x2)
−1ξ0 ⊗ ξ0, ξ0 ⊗ ξ0) =
λ
zu1(λ)u2(µ)
.
The onstant in the right-hand side of this equation is now easily alulated:
λ
zu1(λ)u2(µ)
=
λc1(1 + 1/µ)
u1(λ)
= λ
(
1 +
1
λ
)
= λ+ 1,
yielding then
ψx1x2(z) = ϕξ0⊗ξ0((1− zx1x2)
−1)− 1 = λ.
These alulations hold for |λ| 6= 0 suiently small, beause the assoiated num-
bers µ and z are also small, and µ 6= 0. Observe now that the identity
1
c1z
= u2(µ)
(
1 +
1
µ
)
means that ψx2(c1z) = µ, while
u1(λ)
(
1 +
1
λ
)
= c1
(
1 +
1
µ
)
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means that
λ = ψx1
(
1
c1(1 + 1/µ)
)
.
Combining these identities we see that
ψx1x2(z) = ψx1
(
1
c1(1 + 1/µ)
)
= ψx1
(
1
c1
ψx2(c1z)
1 + ψx2(c1z)
)
= ψx1
(
1
c1
ηx2(c1z)
)
.
The identity above shows that
ηx1x2(z) = ηx1
(
1
c1
ηx2(c1z)
)
for unountably many values of z. We dedue that the identity in the statement
holds in the generi partiular ase µ1 = µx1 , µ2 = µx2 . 
The two onvolutions on M are now easily desribed.
Corollary 2.3. Given measures µ1, µ2 ∈M, we have
ηµ1µ2(z) = ηµ1(ηµ2(z)),
and
ηµ10µ2(z) = ηµ1
(
1
α
ηµ2 (αz)
)
,
with α = µ1(X) = η
′
µ1(0). The fration ηµ2(αz)/α must be interpreted as η
′
µ2(0)z
in ase α = 0.
3. Measures on the Positive Half-Line
If µ is a probability measure on R+ one an dene
ψµ(z) =
∫ ∞
0
zt
1− zt
dµ(t), ηµ(z) =
ψµ(z)
1 + ψµ(z)
for every z ∈ Ω = C \ R+. These funtions are analyti, and moreover ηµ(Ω) ⊂ Ω.
More preisely,
ηµ(0−) = 0, ηµ(z) = ηµ(z), and π ≥ arg ηµ(z) ≥ arg z, for z ∈ Ω,ℑz > 0,
where ηµ(0−) = limt↑0 ηµ(t). Moreover, as seen in [1℄, these onditions haraterize
the funtions ηµ among all analyti funtions dened on Ω. The measure µ is
ompatly supported if and only if the funtion ηµ is analyti in a neighborhood of
the origin. In this ase, µ is entirely determined by the Taylor oeients of ηµ, and
the power series of ηµ at zero is preisely the formal power series denoted by the
same symbol in the preeding setion, provided that we view µ as an element of M
by setting µ(Xn) =
∫∞
0 t
n dµ(t). We an thus identify the olletion of ompatly
supported measures on R+ with a subset of M.
Proposition 3.1. If µ1, µ2 are ompatly supported probability measures on R+
then both µ1  µ2 and µ1 0 µ2 are ompatly supported probability measure on
R+.
Proof. If µ1 = δ0 is Dira measure at zero, then learly µ1 0 µ2 = δ0. Otherwise,
the number α = η′µ1(0) =
∫∞
0 t dµ(t) is dierent from zero, and therefore
ηµ10µ2(z) = ηµ1
(
1
α
ηµ2 (αz)
)
.
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This shows that ηµ10µ2(z) makes sense for every z ∈ Ω, and it is an analyti
funtion of the form ηµ for some ompatly supported probability measure µ on
R+. Clearly then µ = µ1 0 µ2. The ase of µ1  µ2 is treated similarly. 
There is a dierent argument for the preeding result, based on the multipli-
ation of positive random variables. Observe rst that the existene of monoton-
ially independent variables is, generally, inompatible with the funtional linear
ϕ being a trae. Indeed, if A1,A2 are monotonially independent in (A, ϕ), and
x1 ∈ A1, x2, y2 ∈ A2, then
ϕ(x2x1y2)− ϕ(x1y2x2) = ϕ(x1)[ϕ(x2)ϕ(y2)− ϕ(x2y2)].
Thus, if ϕ is a trae, either ϕ|A1 is identially zero, or ϕ|A2 is multipliative. There
is however a remnant of the trae property, for instane when A1 is ommutative.
Lemma 3.2. Assume that A1,A2 are monotonially independent in (A, ϕ), and
ϕ|A1is a trae. Then we have ϕ(xy) = ϕ(yx) for any x in the unital algebra
generated by A1, and any y in the unital algebra generated by A1 ∪ A2.
Proof. Sine both sides of the identity to be proved are bilinear in (x, y), it sues
to prove it when x ∈ A1, and y is a produt of elements in A1 ∪ A2, with at least
one fator in A2. Thus y has the form
y = x1y1 · · ·xnynxn+1,
where n ≥ 1, y1, y2, . . . , yn ∈ A2, x2, . . . , xn ∈ A1, and x1, xn+1 ∈ A1 ∪ {1}.
Monotoni independene allows us to alulate
ϕ(xy) − ϕ(yx) = [ϕ(xx1x2 · · ·xn+1)− ϕ(x1x2 · · ·xn+1x)]
n∏
j=1
ϕ(yj),
and the onlusion follows beause ϕ|A1 is a trae. 
Corollary 3.3. Let x1, x2 be two random variables, and c1, c2 ∈ C be suh that
x1−c1 and x2−c2 are monotonially independent. Then the variables x
2
1x2, x1x2x1,
and x2x
2
1 have the same distribution.
In partiular, if the probability spae is (L(H), ϕξ), and x1, x2 are selfadjoint, it
follows that x21x2 has the same distribution as the selfadjoint variable x1x2x1. If
µ1, µ2 are ompatly supported measures on R+, then we an always nd random
variables y1, y2 ∈ L(H) suh that y1, y2 are positive operators, and µy2
1
= µ1, µy2 =
µ2. We an then dene new variables
x1 = y1 ⊗ p+ c
1/2
1 ⊗ (1− p), x2 = 1⊗ y2
in (L(H⊗H), ϕξ⊗ξ) whih have the same distributions as y1, y2, and x1−c
1/2
1 , x2−c2
are monotonially independent. Considering now c1 = c2 = 1 or cj = µj(X), we
see that µ1  µ2, and respetively µ1 0 µ2, is the distribution of the positive
random variable x1x2x1. Moreover, the inequality ‖x1x2x1‖ ≤ ‖x
2
1‖‖x2‖, and the
fat that y1, y2 an be hosen so that the spetra of y
2
1 , y2 oinide with the supports
of µ1, µ2, yield the following result.
Corollary 3.4. Let µ1, µ2 be probability measures on R+suh that the support of
µj is ontained in the interval [αj , βj ] ⊂ R+, where αj ≤ 1 ≤ βj for j = 1, 2. Then
the supports of µ1  µ2 and µ1 0 µ2 are ontained in [α1α2, β1β2].
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We will need an inlusion in the opposite diretion. In the following proof we
will use the fat that the measure µ an be reovered from the imaginary parts of
the limits of the funtion ψµ or ηµ at points on the real line. The relevant fat is
as follows: if (a, b) ⊂ R+ is an open interval suh that limθ↓0 arg ηµ(re
iθ) = 0 for
every r ∈ (a, b) , then µ((1/b, 1/a)) = 0.
We will denote by supp(µ) the supremum of the support of a measure µ on R+.
Proposition 3.5. For any ompatly supported probability measures µ1, µ2 on R+,
we have
supp(µ2) ⊂ supp(µ1  µ2),
and (∫ ∞
0
t dµ1(t)
)
supp(µ2) ⊂ supp(µ1 0 µ2).
Proof. We provide the argument for µ = µ1 0 µ2. Assume that an interval (a, b)
is disjoint from the support of µ, so that the funtion ηµ is analyti and real-valued
on the interval (1/b, 1/a). Now
ηµ(z) = ηµ1
(
1
α
ηµ2(αz)
)
for z /∈ R+, with
α = η′µ1(0) =
∫ ∞
0
t dµ1(t).
We dedue that
lim
θ↓0
arg ηµ2(αre
iθ) = lim
θ↓0
arg
1
α
ηµ2(αre
iθ) ≤ lim
θ↓0
arg ηµ(re
iθ) = 0
for every r ∈ (1/b, 1/a). As noted before the statement of the proposition, this
implies that the support of the measure µ2 ontains no points in (a/α, b/α). In
other words,
supp(µ2) ⊂
supp(µ1 0 µ2)∫∞
0 t dµ1(t)
,
as laimed. 
It is now fairly easy to nd the multipliative monotoni onvolution semigroups.
These are simply families {µτ : τ ≥ 0} of ompatly supported probability measures
on R+ suh that µ0 = δ1, µτ+τ ′ = µτ  µτ ′ (or µτ+τ ′ = µτ 0 µτ ′) for τ, τ
′ ≥ 0, and
the map τ 7→ µτ is ontinuous. The topology on probability measures will be the one
inherited from M, but in this ase it is preisely the topology of weak onvergene
of probability measures. Indeed, in the ase of -semigroups the support of µτ is
ontained in the support of µ1 for τ ≤ 1, and it is immediate that the map τ 7→ µτ
is ontinuous when we onsider the weak topology on the olletion of probability
measures. Similarly, in the ase of 0-semigroups, observe rst that the funtion
α(τ) =
∫∞
0
t dµτ (t) is ontinuous, and α(τ + τ
′) = α(τ)α(τ ′). We onlude that
α(τ) = eaτ , with a = logα(1) ∈ R. The preeding result now shows that the
support of µτ is uniformly bounded when τ runs in a bounded set. Indeed, we see
that
supp(µτ ) ⊂
supp(µT )
ea(T−τ)
for τ ∈ [0, T ]. It is again easy to onlude that the map τ 7→ µτ is ontinuous when
we onsider the weak topology on the olletion of probability measures.
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Theorem 3.6. Consider a 0-semigroup {µτ : τ ≥ 0} of ompatly supported
probability measures on R+, and let a ∈ R be suh that∫ ∞
0
t dµτ (t) = e
aτ , τ ≥ 0.
There is a neighborhood V of 0 ∈ C suh that the map τ 7→ ηµτ (z) is dierentiable
at τ = 0 for every z ∈ Ω ∪ V , and the derivative
A(z) =
dηµτ (z)
dτ
∣∣∣∣
τ=0
is an analyti funtion of z. Moreover, we an write A(z) = z(B(z) + a), where B
is analyti in Ω ∪ V , B(0) = 0, B(z) = B(z) and ℑB(z) ≥ 0 whenever ℑz > 0.
Conversely, for any a ∈ R, and any analyti funtion B dened in a set of the
form Ω∪V , with V a neighborhood of 0, satisfying the onditions above, there exists
a unique 0-semigroup {µτ : τ ≥ 0} of ompatly supported probability measures
on R+suh that
dηµτ (z)
dτ
∣∣∣∣
τ=0
= z(B(z) + a), z ∈ Ω,
and
∫∞
0 t dµτ (t) = e
aτ
for τ ≥ 0. Moreover, ηµt(z) = uτ (e
aτz), where uτ (z) is the
solution of the initial value problem
duτ (z)
dτ
= uτ (z)B(uτ (z)), u0(z) = z ∈ Ω.
This solution exists for all τ ≥ 0.
Proof. Start rst with a semigroup {µτ : τ ≥ 0}, and dene funtions uτ : Ω → Ω
by setting uτ (z) = ηµτ (e
−aτz) for z ∈ Ω. Clearly then uτ (z) depends ontinuously
on z, and the semigroup property an be translated into uτ+τ ′(z) = uτ (uτ ′(z)).
As shown by Berkson and Porta [3℄ (see Theorem 1.1), these onditions imply that
uτ (z) is a dierentiable funtion of τ , and it satises the equation
duτ (z)
dτ
= C(uτ (z)),
where C(z) = (duτ (z)/dτ)|τ=0. The initial ondition u0(0) = z omes from the
identity u0 = ηµ0 = ηδ1 , and this last funtion is easily seen to be the identity
funtion on Ω. Clearly
dηµτ (z)
dτ
∣∣∣∣
τ=0
= C(z) + az, z ∈ Ω.
Let us observe next that τ 7→ arguτ (z) is an inreasing funtion for ℑz > 0, and
therefore
ℑ
C(z)
z
=
d log uτ (z)
dτ
∣∣∣∣
τ=0
≥ 0,
so that indeed C(z) = zB(z), where B is an analyti funtion with positive imag-
inary part in the upper half-plane C+. Moreover, the fat that uτ (0) = 0 yields
C(0) = 0, so that B is analyti in a neighborhood of zero. We also have u′τ (0) = 1,
whih shows that C also has zero derivative at z = 0, and therefore B(0) = 0 as
well.
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Conversely, assume that we are given an analyti funtion B in Ω ∪ V , with
B(0) = 0, and with positive imaginary part in C+. We show rst that the initial
value problem
(3.1)
duτ (z)
dτ
= uτ (z)B(uτ (z)), uτ (0) = z ∈ Ω
has a solution dened for all positive τ . In order to do this we apply another
result of [3℄ (see Theorem 2.6, and the desription of the lass G2(H) for b = 0),
whih we reformulate for the upper half-plane C+ and the left half-plane iC+: Let
C : C+ → C (resp., C : iC+ → C) be an analyti funtion suh that C(z)/z2 ∈ C+
(resp., −C(z)/z2 ∈ iC+) for every z. Then for every z (in the relevant domain),
the initial value problem duτ (z)/dτ = C(uτ (z)), u0(z) = z, has a solution dened
for all positive τ . The funtion C(z) = zB(z) satises the hypotheses of both of
these results. Indeed, the fat that B has positive imaginary part in C+ allows us
to write B in Nevanlinna form
B(z) = β + γz +
∫ ∞
−∞
1 + zt
t− z
dρ(t), z ∈ C+,
where β is a real number, γ ≥ 0, and ρ is a nite, positive Borel measure on R. The
fat that B is real and analyti on (−∞, ε] for some ε > 0 shows that the support
of ρ is ontained in [ε,+∞), and the ondition B(0) = 0 yields the value
β = −
∫ ∞
0
1
t
dt.
We onlude that
C(z) = z2
(
γ +
∫ ∞
0
t2 + 1
t(t− z)
dρ(t)
)
, z ∈ Ω.
It is now easy to see that the integral above has positive imaginary part if z ∈ C+,
and positive real part for z ∈ iC+. We onlude that the equation (3.1) has a
solution dened for τ ≥ 0 for initial values z in C+ ∪ iC+, and by symmetry for all
z ∈ Ω. This equation will also have a solution dened for small ,τ given an initial
value z > 0 suiently lose to zero. We dedue that, for small values of τ, the
funtion uτ is also analyti in a neighborhood of zero. The equation uτ+τ ′ = uτ ◦uτ ′
shows that the same is true for all values of τ , and uτ (0) = 0. The fat that B
has positive imaginary part in C+ implies that the funtion τ 7→ arguτ (z) is an
inreasing funtion of τ , and therefore arguτ (z) ≥ arg z for z ∈ C
+
. (Note that
uτ (C
+) ⊂ C+ by the theorem of Berkson and Porta.) We onlude that there
exist ompatly supported probability measures µτ on R+ suh that ηµτ (z) =
uτ (e
atz) for z ∈ Ω and τ ≥ 0. It is easy to verify now that these measures form a
multipliative monotone onvolution semigroup satisfying the required onditions.
The uniqueness of the semigroup is a onsequene of the uniqueness of solutions of
ordinary dierential equations with a loally Lipshitz right-hand side. 
The results of Berkson and Porta [3℄ an also be formulated, via onformal map,
for the entire region Ω. The orresponding formulation however does not reet
the additional symmetries present in our partiular ase.
The representation of the funtion C found in the preeding proof provides a
bijetion between 0-onvolution semigroups and triples (γ, ρ, a), where a is a real
number, γ ≥ 0, and ρ is a nite, positive Borel measure on some interval [ε,+∞).
The representation of the funtion A an be written more ompatly if we use the
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measure ν dened on the interval [0, 1/ε] by the requirements that ν({0}) = γ and
dν(t) = (t2 + 1)dρ(1/t) on (0, 1/ε]. We have then
A(z) = az + z2
∫ ∞
0
1
1− zt
dν(t),
with a ∈ R and ν a positive, Borel, ompatly supported measure on R+. The
onstant a is equal to zero if the measures µτ have rst moment equal to one, in
whih ase the funtions ηµτ = uτ simply form a semigroup relative to omposition
of funtions on Ω.
It is diult to nd expliit formulas for these semigroups. One ase when this
is possible is A(z) = γz2 for some γ > 0. In this ase the dierential equation is
easily solved, and it yields
ηµτ (z) =
z
1− γτz
, ψµτ (z) =
z
1− (1 + γτ)z
, z ∈ Ω,
so that
µτ =
γτ
1 + γτ
δ0 +
1
1 + γτ
δ1+γτ , τ ≥ 0.
As in the ase of additive monotone onvolution [6℄, the preeding parametriza-
tion of semigroups also yields a parametrization of 0-innitely divisible measures.
Naturally, a ompatly supported probability measure µ on R+ is said to be 0-
innitely divisible if, for every positive integer n, there exists a ompatly supported
probability measure µ 1
n
on R+ suh that
µ = µ 1
n
0 µ 1
n
0 · · · 0 µ 1
n︸ ︷︷ ︸
n times
.
Theorem 3.7. Let µ 6= δ0 be a 0-innitely divisible, ompatly supported, proba-
bility measure on R+. There exists a unique -semigroup {µτ : τ ≥ 0} of ompatly
supported probability measures on R+ suh that µ1 = µ.
Proof. Replaing the measure µ by the measure dµ(t/b), with b =
∫∞
0
tdµ(t) allows
us to restrit ourselves to measures with rst moment equal to one. In this ase it
is lear that the measures µ 1
n
satisfy the same property, and
ηµ = ηµ 1
n
◦ ηµ 1
n
◦ · · · ◦ ηµ 1
n︸ ︷︷ ︸
n times
.
The argument of Proposition 5.4 in [6℄ shows then that the measures µ 1
n
are uniquely
determined, so that we an further dene
µm
n
= µ 1
n
0 µ 1
n
0 · · · 0 µ 1
n︸ ︷︷ ︸
m times
for arbitrary positive integers m,n. Clearly we have µτ+τ ′ = µτ 0 µτ ′ for rational
τ, τ ′ > 0. It is then seen from Proposition 3.5 that the measures µm
n
have uniformly
bounded supports if m/n varies in a bounded set of rational numbers. We an now
verify that the map τ 7→ µτ is ontinuous for τ > 0 rational. Assume indeed that
ν is the weak limit of a sequene µτk , where τk > 0 are rational numbers suh that
τk →
m
n as k →∞. The ontinuity of multipliative monotone onvolution implies
that
ν 0 ν 0 · · · 0 ν︸ ︷︷ ︸
n times
= µm,
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and the uniqueness of roots gives then ν = µm
n
. On the other hand, if τk → 0 and
µτk tends to ν, the measure ν 0 µ is the weak limit of µ1+τk , so that ν 0 µ = µ.
In other words, ην ◦ ηµ = ηµ, whih shows that ην must be the identity funtion,
and hene µ = δ1. It is now easy to see that ητ an be dened for arbitrary
τ > 0 by ontinuity. Indeed, onsider two sequenes of positive rational numbers
τk → τ, τ
′
k → τ suh that the sequenes µτk , µτ ′k tend weakly to measures ν, ν
′
.
By dropping to subsequenes (and possibly swithing the two sequenes), we may
assume that τk > τ
′
k for all k. Sine µτk = µτ ′k 0 µτk−τ ′k , and τk − τ
′
k → 0, we
dedue that ν = ν′. The uniqueness of the semigroup obtained this way follows
immediately from the uniqueness of µ 1
n
. 
There are analogous results for -semigroups.
Theorem 3.8. Consider a -semigroup {µτ : τ ≥ 0} of ompatly supported
measures on R+. The map τ 7→ ηµτ (z) is dierentiable for every z ∈ Ω, and
dηµτ (z)
dτ
= A(ηµτ (z)), τ ≥ 0, z ∈ Ω,
where
A(z) =
dηµτ (z)
dτ
∣∣∣∣
τ=0
, z ∈ Ω.
The funtion A an be written as A(z) = zB(z), where B is analyti in Ω and in a
neighborhood of zero, and ℑB(z) ≥ 0 for z ∈ C+.
Conversely, if A is an analyti funtion in Ω with the above properties, there
exists a unique -semigroup {µτ : τ ≥ 0} of ompatly supported measures on
R+suh that A(z) = dηµτ (z)/dτ |τ=0 for z ∈ Ω.
Proof. The dierentiability of the map τ 7→ ηµτ (z) follows from Theorem 1.1 of
[3℄, and the fat that B has positive imaginary part follows as before from the
fat that the map τ 7→ arg ηµτ (z) is inreasing when z ∈ C
+
. The uniqueness of
the semigroup µτ is an immediate onsequene of the uniqueness of solutions to
dierential equations (with loally Lipshitz right-hand side). The only thing that
requires attention is the fat that, given a funtion A with the properties in the
statement, the initial value problem
du
dτ
= A(u), u(0) = z ∈ Ω
has a solution dened for all τ ≥ 0. We will show that this is in fat true whenever
B(z) = A(z)/z has positive imaginary part in C+(without assuming that B is
analyti at zero). To do this we write B in Nevanlinna form
B(z) = β + γz +
∫ ∞
0
1 + zt
t− z
dρ(t), z ∈ Ω,
with β ∈ R, γ ∈ R+, and ρ a positive Borel measure on R+. We will distinguish
three ases, aording to the behavior of the funtion B on the interval (−∞, 0).
Note that B is inreasing on this interval, so that it ould be negative on (−∞, 0),
positive on (−∞, 0), or vanish at some point in (−∞, 0). The rst situation, B(z) ≤
0 for all z ∈ (−∞, 0), amounts to B(0−) ≤ 0, whih implies that
∫∞
0
1
t dρ(t) is nite.
After rewriting the above formula as
B(z) = β +
∫ ∞
0
1
t
dρ(t) + γz + z
∫ ∞
0
t2 + 1
t(t− z)
dρ(t), z ∈ Ω,
MULTIPLICATIVE MONOTONIC CONVOLUTION 12
we dedue that
β +
∫ ∞
0
1
t
dρ(t) ≤ 0.
It is then easy to verify that A(z)/z2 ∈ C+ for z ∈ C+ and −A(z)/z2 ∈ iC+ for
z ∈ iC+. We dedue as in the proof of Theorem 3.6 that the solution to our initial
value problem extend to all τ ≥ 0. Assume next that B(z) ≥ 0 for all z ∈ (−∞, 0).
Sine ∫ ∞
0
1 + zt
t− z
dρ(t) = o(z)
as z ↓ −∞, this is only possible when γ = 0. In this ase
lim
z↓−∞
B(z) = β −
∫ ∞
0
t dρ(t),
and we onlude that
∫∞
0 t dρ(t) < ∞, and β ≥
∫∞
0 t dρ(t). Setting α = β −∫∞
0 t dρ(t), we have
A(z) = z
(
α+
∫ ∞
0
t2 + 1
t− z
dρ(t)
)
.
Using this formula, the inequality α ≥ 0, and the fat that
z
t− z
= −1 +
t
t− z
,
it is easy to see that A(z) ∈ C+ for z ∈ C+, and A(z) ∈ iC+ for z ∈ iC+. The
results of Berkson and Porta show again that the solution u of the initial value
problem extends to τ ≥ 0 for every z ∈ C+ ∪ iC+ and, by symmetry, for every
z ∈ Ω. (Note that in this ase the relevant Denjoy-Wol point is innity, whih
orresponds with the family G1(H) in the notation of [3℄.) Finally, assume that
B(−a) = 0 for some a > 0. This yields the value
β = −γa−
∫ ∞
0
1− at
t+ a
dρ(t),
yielding the formula
A(z) = z(z + a)
(
γ +
∫ ∞
0
t2 + 1
(t+ a)(t− z)
dρ(t)
)
, z ∈ Ω.
As in the preeding ase, it will sue to show that the initial value problem for
u has a solution dened for all τ ≥ 0 if z ∈ C+ ∪ iC+. Using the results of
[3℄ (speially, the lasses G2(C
+) and G3(iC
+)), we see that A must satisfy the
following onditions:
A(z)
(z + a)2
∈ C+ for z ∈ C+,
and
A(z)
(z + a)(z − a)
∈ −iC+ for z ∈ iC+.
For the rst of these onditions we write
A(z)
(z + a)2
=
γz
z + a
+
∫ ∞
0
t2 + 1
t+ a
·
z
(t− z)(z + a)
dρ(t),
whih allows the alulation of the imaginary part
ℑ
A(z)
(z + a)2
= ℑz
(
γa
|z + a|2
+
∫ ∞
0
t2 + 1
t+ a
·
ta+ |z|2
|t− z|2|z + a|2
dρ(t)
)
.
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This is learly positive for z ∈ C+. For the seond ondition we have
A(z)
(z + a)(z − a)
=
γz
z − a
+
∫ ∞
0
t2 + 1
t+ a
·
z
(t− z)(z − a)
dρ(t),
and
ℜ
A(z)
(z + a)(z − a)
=
γ(|z|2 − aℜz)
|z − a|2
+
∫ ∞
0
t2 + 1
t+ a
·
t|z|2 + a|z|2 − (ta+ |z|2)ℜz
(t− z)(z − a)
dρ(t).
This is learly positive when ℜz < 0.
We have thus shown that the initial value problem has a solution dened for all
τ ≥ 0. Denote by ητ (z) this solution. This is an analyti funtion of z, and it
extends analytially to a neighborhood of zero if, in addition, B is analyti at zero;
moreover, ητ (0) = 0 in this ase. It is shown now as in the proof of Theorem 3.6
that ηt = ηµτ for some ompatly supported measure µτ on R
+
, and these measures
form a -semigroup. 
As in the ase of the operation , δ0 is -innitely divisible. All other -
innitely divisible measures belong to a -semigroup.
Theorem 3.9. Let µ 6= δ0 be a -divisible measure, ompatly supported, probabil-
ity measure on R+. There exists a unique -semigroup {µτ : τ ≥ 0} of ompatly
supported probability measures on R+ suh that µ1 = µ.
Proof. The argument is virtually idential with that of Theorem 3.7, exept that we
need not start by normalizing the measures µ. The details are left to the interested
reader. 
4. Measures on the Unit Cirle
If µ is a probability measure on the unit irle T = {ζ ∈ C : |ζ| = 1}, the formal
power series ψµ, ηµ onverge in the unit irle D = {z ∈ C : |z| < 1}, and their
sums are given by
ψµ(z) =
∫
T
zζ
1− zζ
dµ(ζ), ηµ(z) =
ψµ(z)
1 + ψµ(z)
, z ∈ D.
An analyti funtion η : D → C is of the form ηµ, for some probability measure
on T, if and only if |η(z)| ≤ |z| for all z ∈ T (f., for instane, [1℄). As in the ase
of ompatly supported measures on R+, the olletion of probability measures on
T is identied with a subset of M. The topology of M, restrited to this subset,
is exatly the topology of weak onvergene of probability measures. One should
note that an element of M may orrespond to a measure on T, or to a measure on
R+, and these two measures an be quite dierent. The simplest ourene is the
equality ηδ0 = ηm = 0, where δ0 is a unit mass at the origin, while m is normalized
arlength (or Haar) measure on T.
Proposition 4.1. If µ1, µ2 are probability measures on T then µ1  µ2 and µ1 0
µ2 are also probability measures on T.
Proof. If |α| ≤ 1 is a omplex number, we have∣∣∣∣ 1αηµ2(αz)
∣∣∣∣ ≤ |z|, z ∈ D,
MULTIPLICATIVE MONOTONIC CONVOLUTION 14
where the left-hand side must be interpreted as |η′µ2(0)z| when α = 0. We dedue
that ∣∣∣∣ηµ1
(
1
α
ηµ2(αz)
)∣∣∣∣ ≤
∣∣∣∣ 1αηµ2(αz)
∣∣∣∣ ≤ |z|, z ∈ D,
showing that the formal power series ηµ10µ2(z) orresponds indeed with a proba-
bility measure on T. The measure µ1  µ2 is treated similarly. 
The part of the preeding result onerning  an be viewed as a onsequene
of the fat that the produt of two unitary operators is again a unitary operator.
Indeed, given probability measures µ1, µ2 on T, we an nd unitary operators x1, x2
suh that x1 − 1, x2 − 1 are monotonially independent, and the distrinution of xj
is µj for j = 1, 2. It would be nie to also understand the part onerning 0 in the
same manner, but it is not lear how to onstrut unitary operators x1, x2, with
given distributions, suh that x1−ϕ(x1), x2−ϕ(x2) are monotonially independent.
Suh operators are easily seen not to exist in the standard realization used in Setion
2.
Monotoni onvolution semigroups of probability measures on T are dened as
in the ase of the half-line, and the following result is the analogue of Theorem 3.6
in this ontext.
Theorem 4.2. Consider a 0-semigroup {µτ : τ ≥ 0} of probability measures on
T. The map τ 7→ ηµτ (z) is dierentiable for every z ∈ D, and the derivative
A(z) =
dηµτ (z)
dτ
∣∣∣∣
τ=0
is an analyti funtion of z. Moreover, we an write A(z) = zB(z), where B is
analyti in D and ℜB(z) ≤ 0 for z ∈ D.
Conversely, for any analyti funtion B dened in D, with ℜB(z) ≤ 0 for z ∈ D,
there exists a unique 0-semigroup {µτ : τ ≥ 0} of probability measures on T suh
that
dηµτ (z)
dτ
∣∣∣∣
τ=0
= zB(z), z ∈ D.
This semigroups satises
∫
T
ζ dµτ (ζ) = e
B(0)τ
for τ ≥ 0. Moreover, ηµt(z) =
uτ (e
B(0)τz), where uτ : e
B(0)τ
D → D is an analyti funtions satisfying the initial
value problem
dut(z)
dt
= ut(z)(B(ut(z))−B(0)), u0(z) = z ∈ e
B(0)τ
D.
This solution exists and belongs to D for all t ∈ [0, τ ].
Proof. The numbers α(τ) =
∫
T
ζ dµτ (ζ) depend ontinuously on τ , α(τ + τ
′) =
α(τ)α(τ ′), and |α(τ)| ≤ 1 for all τ . It follows that α(τ) = eaτ for some omplex
number a with ℜa ≤ 0. Dene now funtions uτ : e
aτD→ D by uτ (z) = ηµτ (e
−aτz)
for z ∈ eaτD. These funtions are analyti, and they satisfy the equation
uτ (uτ ′(z)) = uτ+τ ′(z), z ∈ e
a(τ+τ ′)
D.
Moreover, tha map t 7→ ut(z) is easily seen to be ontinuous on the interval [0, τ ],
provided that z ∈ eaτD. The argument in Theorem 1.1 of [3℄ applies in this situation
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as well, and it implies that the map t 7→ ut(z) is in fat dierentiable, and the
funtion
F (z) =
duτ (z)
dτ
∣∣∣∣
0
, z ∈ D
is analyti. It follows that the map τ 7→ ηµτ (z) is dierentiable as well, and the
funtion A in the statement is analyti. In fat, we have A(z) = F (z) − az sine
ηµ0(z) = z. In order to show that A has the required form, let us also onsider the
funtion vτ (z) = e
aτuτ (z) = e
aτηµτ (e
−aτz) dened in eaτD, for whih
dvτ (z)
dτ
∣∣∣∣
0
= az +
duτ (z)
dτ
∣∣∣∣
0
= A(z), z ∈ D.
For this funtion we have |vτ (z)| ≤ |z| = |v0(z)|, so that indeed
ℜ
A(z)
z
=
dℜ log vτ (z)
dτ
∣∣∣∣
τ=0
=
d log |vτ (z)|
τ
∣∣∣∣
τ=0
≤ 0, z ∈ D \ {0}.
Let us then write A(z) = zB(z), and verify that a = −B(0). Indeed, all the
funtions (uτ (z)−z)/τ have a double zero at the origin, and therefore so does their
limit F (z); therefore B(z) + a must be zero for z = 0.
Conversely, assume that B is an analyti funtion with negative real part in D.
It will sue to show that the initial value problem
dut(z)
dt
= ut(z)(B(ut(z))−B(0)), ut(0) = z ∈ e
B(0)τ
D
has a solution dened on the entire interval [0, τ ], and that
|uτ (z)| ≤ e
−ℜB(0)τ |z|, z ∈ eB(0)τD.
Indeed, one this is done, we an dene the funtions ητ : D → D by ητ (z) =
uτ (e
B(0)τz), and these funtions will be of the form ητ = ηµτ for some probability
measures µτ whih are easily seen to form a 0-semigroup. The existene of the
solutions ut on the stated interval is easy to dedue from the general theory of
ordinary dierential equations. We sketh a somewhat more diret argument based
on an appropriate approximation sheme. Namely, dene funtions wε : D→ C by
wε(z) = ze
ε(B(z)−B(0)) z ∈ D, ε > 0.
These funtions satisfy |wε(z)| ≤ e
−εB(0)|z|. We then dene u
(n)
τ : eB(0)τD→ D by
u(n)τ = wτ/n ◦wτ/n ◦ · · · ◦ wτ/n︸ ︷︷ ︸
n times
;
it is easy to see that u
(n)
τ is indeed dened in eB(0)τD. There exists a positive
number δ suh that u
(n)
τ |δD onverge uniformly as n→∞ to the solution uτ of our
initial value problem, provided that τ ≤ δ. Now, the funtions u
(n)
τ are analyti and
uniformly bounded on eB(0)δD for τ ≤ δ, and therefore limn→∞ u
(n)
τ will exist (by
the Vitali-Montel theorem) on the entire disk eB(0)δD for all suh τ . In an analogous
fashion, we dedue that uτ (z) = limn→∞ u
(n)
τ (z) exists for all z ∈ eB(0)τD if τ ≤ δ.
Observe now the equality
u(n)τ ◦ u
(n′)
τ ′ = u
(n+n′)
τ+τ ′ when
τ
n
=
τ ′
n′
,
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whih shows now that the onvergene of u
(n)
τ an be extended from the interval
[0, δ] to arbitrary τ > 0, yielding a funtion uτ dened in the ommon domain of
u
(n)
τ . Clearly these funtions will solve the initial value problem in the required
range. 
The preeding result yields a parametrization of all 0-semigroups on the unit
irle. In fat, every analyti funtion B with negative real part on D an be written
using the Herglotz formula
B(z) = iβ −
∫
T
ζ + z
ζ − z
dρ(ζ), z ∈ D,
where β is a real number, and ρ is a nite positive Borel measure on T. The
onstant a = B(0) is then given by
a = iβ − ρ(T),
and the dierential equation for uτ is
dut(z)
dt
= 2ut(z)
2
∫
T
dρ(ζ)
ut(z)− ζ
, u0(z) = z ∈ e
aτ
D.
As in the ase of the half-line, the solutions of this equation an seldom be alulated
expliitly. The ase ρ = 0 orresponds with semigroups where eah µτ is a point
mass. In all ases when ρ 6= 0, it is easy to see that the measures µτ onverge
weakly to Haar measure m as τ → ∞. One semigroup whih an be alulated
expliitly orresponds with B(z) = zn − 1, where n ≥ 1 is an integer. We just
mention the following formula:
uτ (z) =
z
(1− (n+ 1)znτ)1/n
, z ∈ e−τD,
where the root is hosen to be equal to one at the origin.
Innite divisibility an also be haraterized in terms of semigroups in the ase
of the irle. As for the half-line (where δ0 0-innitely divisible, but not part
of a semigroup), there is an exeption, namely Haar measure m whih satises
m 0 m = m  m = m. More generally, we have the following result.
Lemma 4.3. If µ1, µ2 are probability measures on T, and
∫
T
ζ dµ1(ζ) =
∫
T
ζ dµ2(ζ) =
0, then µ1 0 µ2 = m.
Proof. We have ηµ1µ2(z) = ηµ1(η
′
µ2(0)z) = ηµ1(0) = 0 sine η
′
µ1(0) = η
′
µ2(0) = 0.
Alternatively, one observes that two monotonially independent variables x1, x2
suh that ϕ(x1) = ϕ(x2) = 0 must satisfy ϕ((x1x2)
n) = 0 for all n ≥ 1. 
We onlude that a 0-innitely divisible probability measure µ on T with rst
moment zero must in fat oinide with m. Indeed, µ = µ 1
2
0 µ 1
2
, and the measure
µ 1
2
must also have rst moment equal to zero.
Theorem 4.4. Let µ 6= m be a 0-innitely divisible probability measure on T.
There exists a 0-semigroup {µτ : τ ≥ 0} of probability measures on T suh that
µ1 = µ.
Proof. As noted before the statement, we an write
∫
T
ζ dµ(ζ) = ρeiθ with θ ∈ R
and ρ > 0. Choose for eah interger n ≥ 1 a measure νn suh that µ = ν
02
n
n ; these
measures are no longer uniquely determined, but (possibly after an appropriate ro-
tation) an be assumed to satisfy
∫
T
ζ dνn(ζ) = ρ
1/2neiθ/2
n
. There exists a sequene
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n1 < n2 < · · · with the property that the eah sequene {ν
02
nj−n
nj : j ≥ n} has a
weak limit; all this limit µ 1
2n
. These measures will then satisfy∫
T
ζ dµ 1
2n
(ζ) = ρ1/2
n
eiθ/2
n
, µ02
n
1
2n
= µ, and µ02
m
1
2n
= µ 1
2n−m
for m < n.
Note that the measures µ 1
2n
onverge weakly to δ1 as n → ∞; indeed, their rst
moments onverge to 1, and δ0 is the only probability measure on T with rst
moment equal to one. We an now dene
µ m
2n
= µ0m1
2n
for m,n positive integers, and this is a good denition, i.e., it depends only on the
fration m/2n and not on the value of n. With this denition, it is still true that
µτ tends weakly to δ0 if τ → 0. Let now τ be an arbitrary positive number, and
hoose numbers τk, τ
′
k of the form m/2
n
suh that limk→∞ τk = limk→∞ τ
′
k = τ ,
and the sequenes {µτk , k ≥ 1}, {µτ ′k , k ≥ 1} have weak limits ν, ν
′
. Dropping to
subsequenes we an assume that τk < τ
′
k for all k. The equality µτ ′k = µτ ′k−τk 0
µτk yields then ν
′ = δ0 0 ν = ν. This unique limit an then be denoted µτ . It
is easy to verify that the measures µτ form a multipliative monotoni onvolution
semigroup, and µ1 = µ. 
The semigroup provided by the preeding theorem is never unique. Thus, if
the semigroup is generated (in the sense of Theorem 4.2) by the funtion zB(z),
then the funtion z(B(z) + 2πi) will generate a new semigroup with µ1 = µ. Of
ourse, the only dierene between these semigroups is a rotation of angle 2πτ
of the measure µτ . It is fairly easy to see that this is the only possible kind of
nonuniqueness. More preisely, we have the following result.
Proposition 4.5. If µ, µ1, µ2 ∈ M are suh that µ1 0 µ1 = µ2 0 µ2 = µ and
µ1(X) = µ2(X) 6= 0, then µ1 = µ2. The same result is true for the operation .
Proof. If µ1(X) = µ2(X) = 1, then we have ηµ1 ◦ ηµ1 = ηµ2 ◦ ηµ2 = ηµ. In this
ase the result follows from the argument of Proposition 5.4 in [6℄. The general
ase redues to this partiular one by onsidering the new distributions νj(p(X)) =
µj(p(X/α)), p ∈ C[X ], where α = µ1(X) = µ2(X). 
This result shows that in fat the measures νn in the proof of Theorem 4.4 are
uniquely determined, and therefore there is preisely one semigroup for every hoie
of the argument of
∫
T
ζ dµ(ζ).
The analogue of Theorem 4.2 for -semigroups is obtained diretly from the
results of Berkson and Porta [3℄. Indeed, the orresponding funtions ηµτ simply
form a omposition semigroup of analyti maps of the disk, xing the origin. We
reord the result below.
Theorem 4.6. Consider a -semigroup {µτ : τ ≥ 0} of probability measures on
T. The map τ 7→ ηµτ (z) is dierentiable for every z ∈ D, and the derivative
A(z) =
dηµτ (z)
dτ
∣∣∣∣
τ=0
is an analyti funtion of z. Moreover, we an write A(z) = zB(z), where B is
analyti in D and ℜB(z) ≤ 0 for z ∈ D.
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Conversely, for any analyti funtion B dened in D, with ℜB(z) ≤ 0 for z ∈ D,
there exists a unique -semigroup {µτ : τ ≥ 0} of probability measures on T suh
that
dηµτ (z)
dτ
∣∣∣∣
τ=0
= zB(z), z ∈ D.
The funtions ηµτ satisfy the initial value problem
dηµτ (z)
dτ
= ηµτ (z)B(ηµτ (z)), ηµτ (0) = z ∈ D.
Innite divisibility is also haraterized in terms of semigroups, and the remarks
about uniqueness made about 0-divisible measures apply here as well. The proofs
given above are easily onverted to this setting.
Theorem 4.7. Let µ 6= m be a -innitely divisible probability measure on T.
There exists a -semigroup {µτ : τ ≥ 0} of probability measures on T suh that
µ1 = µ.
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