Several approaches are known in literature to develop numerical schemes that preserve global invariants of a given partial differential equation. However, few known methods preserve more than one conservation law locally. A new numeric-symbolic strategy has been recently applied to find finite difference schemes that preserve more than one local conservation laws of scalar PDEs in Kovalevskaya form. In this paper we show how this approach can be successfully applied also to PDEs that are not in Kovalevskaya form and to systems of PDEs, by considering the Benjamin-Bona-Mahony equation and the nonlinear Schrödinger equation. Numerical tests show that the conservative schemes are robust and highly accurate compared to others in the literature.
Introduction
The benefits of preserving global invariants in the numerical treatment of partial differential equations (PDEs) is very well known in literature and has been studied by several authors (see [2, 6, 7, 11-15, 25, 31, 34, 39] ).
Conservation laws are local features of a PDE. Preserving local features of a PDE gives, in general, a stricter constraint than preserving the corresponding global properties and it is an intrinsic property of the scheme that does not depend on the initial and boundary conditions assigned to the problem. Moreover, provided that the PDE is subject to suitable boundary conditions, integrating the local conservation laws over the spatial domain yields the conservation of global invariants. The converse is not true. For this reason, the development of schemes that preserve discrete analogues of continuous local conservation laws is an interesting topic of research.
For Hamiltonian PDEs, it is well known that applying a discrete gradient method [7, 8, 11, 22, 36, 42] in time to a spatial discretization that preserve a semidiscrete conservation law of the Hamiltonian, yields a fully discrete local conservation law of the Hamiltonian [35] .
A new symbolic-numeric approach to develop bespoke finite difference schemes that preserve multiple local conservation laws of a PDE (not necessarily Hamiltonian) has been recently introduced in [23, 24] and greatly simplified in [20] . This strategy has been applied to successfully develop robust and highly-accurate conservative schemes for the KdV equation [20, 23] , a nonlinear heat equation [20] and the modified KdV equation [19, 21] . These PDEs are all in Kovalevskaya form.
The main goal of this paper is to show that this simplified strategy can be used to efficiently find accurate schemes that preserve two conservation laws of the Benjamin-Bona-Mahony (BBM) equation (known also as the Regularized Long Wave (RLW) equation), that is not in Kovalevskaya form and has three conservation laws, and of the system of two PDEs given by the real formulation of the Nonlinear Schrödinger (NLS) equation, having infinitely many conservation laws.
These two equations have been widely studied in literature. They both possess an Hamiltonian structure and many geometric integrators have been developed for their integration.
Multisymplectic methods, having the property of preserving a local conservation law of symplecticity [4, 5] have been applied to the BBM equation in [33, 43] and to the NLS equation in [9, 10, 29, 44] . In general, multisymplectic methods do not preserve conservation laws in the form (2) or global invariants. The benefits of using (global) invariant preserving schemes for the BBM and the NLS equation, has been studied in [13] and in [15] , respectively. A number of invariant preserving schemes for the BBM equation have been proposed in [31] and for the NLS equation in [2, 25, 34, 39] .
Using the inverse scattering transform, Ablowitz and Ladik [1] found one of the most important semi-discrete models of the NLS equation which is completely integrable (as the continuous system). Anyway, its symplectic structure is noncanonical and needs to be standardized before symplectic integrators can be straightforwardly applied [40, 45] . This paper is organized as follows: in Section 2 we present the approach in [20] . In Section 3 we use this approach to find finite difference schemes that locally preserve two conservation laws of the BBM equation. In Section 4 the same strategy is applied to the NLS equation. At the end of both Section 3 and Section 4, a number of numerical tests show the effectiveness of the proposed schemes and compare them with other known geometric integrators. Conclusive remarks are given in Section 5.
The main strategy to preserve conservation laws
Let be given a PDE for u(x, t), 
where [u] denotes u and finitely many of its derivatives. Similarly, square brackets around a differentiable expression denote the expression and a finite number of its derivatives. A local conservation law of (1) is a total divergence Div F ≡ D x {F (x, t, [u])} + D t {G(x, t, [u])}, 1 Note that the approach can be straightforwardly generalized to more variables or to system of PDEs.
that vanishes when evaluated on solutions of (1) , that is,
Here D x and D t denote the total derivatives with respect to x and t, respectively, and the functions F and G are the flux and the density of the conservation law, respectively. A conservation law in the form Div F = AQ = 0,
is said to be in characteristic form and the multiplier Q is called the characteristic.
2
Remark 1 The kernel of the Euler operator
consists in the space of the total divergences.
As a consequence of Remark 1, if E(AQ) = 0, then, it exists F such that AQ = Div F is a conservation law. In order to discretize the PDE (1) and its conservation laws (2) we introduce a uniform lattice. Relative to a generic lattice point n = (m, n), the grid points are
The approximated values of the dependent variable u at these points are
For any function f defined on the grid, we denote by S m and S n the forward shift operators in space and time:
The forward difference operators D m , D n and the forward average operators µ m , µ n , are defined by
where I is the identity operator. The discretization of (1) by means of a suitable finite difference approximation of the derivatives of the dependent variable, yields a partial difference equation (P∆E),
Here [u] denotes u 0,0 and a finite number of its shifts; more in general, square brackets around a difference expression denote the expression and finitely many of its shifts. Here and henceforth tildes represent discretizations of the corresponding continuous terms. We refer to [27] for a comprehensive introduction to difference equations. We seek schemes having the following discrete analogue of each preserved conservation law:
such that Div F = 0 when [ A = 0].
The functions F and G are called the discrete flux and the discrete density of the conservation law (5) . A discrete conservation law is said to be in characteristic form if it exists Q called characteristic, such that
Similarly to the continuous case, the following result holds [32] (see also [28] for generalizations).
Remark 2 The kernel of the difference Euler operator
coincides with the space of the difference divergences (5).
Given a PDE (1) with p conservation laws in characteristic form (3) that one wishes to preserve, our strategy is then to look for approximations Q i and A such that
From Remark 2, there exists F i such that A Q i = Div F i is a difference conservation law that approximates the corresponding continuous one. Our symbolic-numeric approach can be efficiently implemented as follows [20] :
1. Choose a stencil of points large enough to contain second-order approximations of A and of all Q i .
2. On the given stencil, consider the most general discretizations A and Q 1 . These depend on a large number of free parameters.
3. Impose consistency conditions giving second-order accuracy at the centre of the stencil.
4. Reduce the number of parameters by making some key terms as compact as possible (typically these include nonlinear terms and the highest order derivatives).
5. The remaining free parameters are determined by symbolically solving
If a solution of (6) exists, the scheme preserves the first conservation law. The corresponding discrete flux F 1 and density G 1 can be reconstructed from the characteristics [26] . Figure 1 : Example of a rectangular stencil for one-step schemes. PDEs and conservation laws are preserved to second order at the central point (x, t); densities and fluxes are second-order at (x, t − ∆t/2) and (x − ∆x/2, t), respectively. 6. Iterate steps 2 onwards for preserving further conservation laws. If E( A Q i ) = 0 has no solutions for some i, then the corresponding conservation law cannot be preserved without violating at least one of the previous conservation laws.
The restriction to second-order approximations and the compactness conditions were introduced in [20] to obtain solutions of (6) by means of a fast symbolic computation. Otherwise, the approach above would not be practical, as the symbolic solution of (6) requires in general very long symbolic computations, even when the nonlinearities are only quadratic and approximated on the most compact stencil. Since this is the case for the equations studied in this paper, we reduce the rest of the discussion to PDEs and characteristics with quadratic nonlinearities. We only consider onestep schemes, defined on the stencil in Figure 1 where B − A is suitably large. However, all the arguments can be easily generalized.
The approximations of the linear and quadratic terms in A and Q are, respectively, in the form:
Henceforth we assume that the coefficients α i,j , β i,j,k and γ i,k in (7)- (8) (that depend on r and s) satisfy the consistency conditions yielding second-order accuracy at the centre of the stencil.
Remark 3 Obtaining second-order accurate approximations of the conservation laws at the centre (x, t) of the stencil is equivalent to finding second-order accurate approximations of the corresponding densities and fluxes at the points (x, t − ∆t/2) and (x − ∆x/2, t) respectively.
In the next two sections, we use the strategy presented above to develop conservative finite difference schemes for the BBM equation and for the system of two PDEs given by the real formulation of the NLS equation.
BBM equation
In this section we exploit the strategy in Section 2 to develop conservative schemes for the BBM equation:
It is known (see [17, 37] ) that the only non-trivial, independent conservation laws of (9) , are
and the local conservation law of the mass (10) is preserved for any F 1 and G 1 . These are determined by requiring the preservation of (11) or (12) . Some of the methods obtained depend on free parameters that are all O(∆x 2 , ∆t 2 ). Since all the schemes are second-order accurate, it is possible to find values of the parameters that reduce the local truncation error. However, it is not possible to set them in order to obtain higher-order methods, and their optimal values depend on the particular problem.
The free parameters typically multiply quantities that have no continuous counterpart. These become negligible as the stepsizes become small and are identically zero by setting the parameters equal to zero.
6-point schemes
The most compact stencil for the BBM equation has 6 points. We choose A = −1, B = 1 in Figure 1 and seek second-order approximations of characteristics, densities and fluxes at (0, 1/2), (0, 0) and (−1/2, 1/2), respectively.
Energy-conserving methods.
In this section we are interested in seeking methods that preserve a discrete version of (10) and (12), by using the strategy presented in Section 2.
On the 6-point stencil, new finite difference schemes are obtained by specifying the approximations of the highest derivatives in F 1 and in Q 3 , respectively as follows:
Approximations of linear and quadratic terms in G 1 , F 1 and Q 3 are in the form (7) and (8) . The conservation of (12) is obtained by solving
This gives the value of all the undetermined coefficients in G 1 , F 1 and Q 3 . In this way we have found one scheme defined on the 6-point stencil, that preserves both (10) and (12) . Such a scheme is given by
with:
The scheme EC 6 preserves the following discrete version of the conservation law (12):
with
and
The last term in F 3 does not correspond to an expression in the continuous flux, and vanishes as the spatial stepsize tends to zero. Notice that when (9) is coupled with zero or periodic boundary conditions, the scheme EC 6 is also able to preserve at each time step the following discretization of the Hamiltonian (15) :
This scheme does not preserve, in general, the conservation law (11) for any linear approximation of Q 2 in (13).
Momentum-conserving methods.
In this section we develop schemes able to preserve a discrete version of both (10) and (11) .
The new methods are obtained by considering the approximation of the highest derivative in F 1 given in (16) . In order to further reduce the complexity of the symbolic calculations, we choose the most compact approximation of the characteristic Q 2 in (13):
The remaining terms in G 1 and F 1 are approximated according to (7) or (8) . Requiring the conservation of (11), is equivalent to fulfil the condition
This gives the following one-parameter family of mass and momentum conserving methods:
where
and λ = O(∆x 2 , ∆t 2 ). For any value of λ, these methods preserve the discrete momentum conservation law
with Q 2 given in (19),
where Θ[u] is given in (17) . In the numerical test section, we use the notation
∆ max = max (∆x, ∆t).
8-point schemes
In this section we develop schemes that preserve two conservation laws of the BBM equation, defined on the 8-point stencil with A = −2, B = 1 in Figure 1 . Approximations of characteristics, densities and fluxes are second-order accurate at (−1/2, 1/2), (−1/2, 0) and (−1, 1/2), respectively.
Energy-conserving methods.
In this section we investigate the existence of schemes preserving both the conservation laws (10) and (12) . In order to simplify the symbolic calculations to find new schemes, we consider the approximation (16) of u x,t in F 1 and we approximate the quadratic term in Q 3 on the most compact substencil to obtain second-order accuracy at (−1/2, 1/2), having only four points.
All the approximations of the remaining terms in G 1 , F 1 and Q 3 are taken to be in the form (7) or (8) . The condition
yielding the preservation of the local conservation law of the energy, can be solved with a fast symbolic computation, and we find the scheme
with density and flux
and,
The scheme EC 8 , preserves the following discrete version of the conservation law (12):
When (9) is coupled with periodic boundary conditions, the scheme EC 8 is also able to preserve at each time step the following discretization of the Hamiltonian (15)
For any linear approximation of Q 2 in (13), the condition E( A Q 2 ) = 0, is not fulfilled. Therefore, in general, the scheme EC 8 does not preserve the conservation law (11) .
Notice that EC 8 amounts to averaging in space the scheme EC 6 , previously introduced. Nevertheless, the discrete conservation law of the energy of EC 8 cannot be obtained by averaging the analogue one of EC 6 . Assuming the compactness of a term in G 1 , F 1 or Q 3 different than the nonlinear one in Q 3 , does not produce any other further method. In order to find more schemes (if any) defined on this stencil, one should consider only approximations that depend on all the eight points in the stencil. However, using a modern computer, the computational time for the symbolic solution of (20) is, in this case, of the order of days.
Momentum-conserving methods.
Here we focus on schemes that preserve both (10) and (11) . In order to reduce the complexity of the symbolic computations, we use the approximations in (16), the most compact approximations of Q 2 ,
and approximations in the form (7) or (8) for all the other terms in F 1 and G 1 . By solving
we obtain the two-parameter family of momentum-conserving methods defined by
. Each of these schemes preserves the following discrete version of the conservation law (11):
with Q 2 given in (23) and
We denote this two-parameter family of schemes by
10-point energy-conserving schemes
By introducing compactness assumptions on the discretization of the characteristic and specifying the approximations of the highest order derivative in the equation, we have found two families of methods for (9) that locally preserve both the mass and the momentum. Anyway, we have obtained only two schemes that locally preserve mass and energy. In order to find more schemes with this property, we add one further pair of nodes in the spatial direction to obtain the 10-points stencil with A = −2, B = 2 in Figure 1 . We seek second-order approximations of characteristics, densities and fluxes at (0, 1/2), (0, 0) and (−1/2, 1/2), respectively.
On such a wide stencil, solving in full generality the huge system of nonlinear equations obtained by requiring the preservation of the local conservation of the energy is almost prohibitive, requiring very long computations and a big amount of memory. In order to reduce the complexity of the problem, we set the most compact approximations of the density G 1 and of the quadratic term in Q 3 :
whereas the approximations of the terms in F 1 and of the linear term in Q 3 are in the form (7) and (8) . By solving
we obtain the schemes
where,
. For each value of λ, the schemes preserve the following discretization of the conservation law (12):
where Θ[u] is given in (17) . When (9) is coupled with conservative boundary conditions, the schemes also preserve the following discretization of the Hamiltonian (15)
The scheme A(λ) does not preserve the conservation law (11) for any approximation of Q 2 in (13) and for any value of λ. We use the notation
The scheme EC 10 (0) amounts to the scheme derived by Koide and Furihata in [31] using a Discrete Variational Derivative Method (DVDM). As a consequence of the results proved by Dahlby and Owren in [11] , the same method can be also obtained by using the Average Vector Field method introduced by McLaren and Quispel [41] .
Numerical tests
In this section we apply the schemes developed in Section 3.1 to two benchmark problems and compare with two known multi-symplectic schemes. These are the scheme proposed by Li and Sun in [33] ,
and the multisymplectic Preissman box scheme [4, 5, 33, 38, 43, 44] , which amounts to
Notice that the scheme LS-MS is defined on the 8-point stencil, whereas the PB-MS is a twostep method defined on a wider stencil consisting of 12 points. Both these two multisymplectic schemes preserve a discrete version of the mass conservation law (10) . In this section we assume the BBM equation (9) defined on a periodic spatial interval [a, b] and we evaluate the error in the solution at the final time t = T , as
Considering a grid with M points in space and N in time, we evaluate the error on the conservation laws by measuring the error on the global invariants in (14) , respectively, as
If some of the discrete densities G 1 , G 2 and G 3 are not defined, because the considered scheme does not preserve the corresponding conservation laws, we evaluate the error as
, with v i,j = u i,j for schemes defined on the 6-point stencil or on the 10-point stencil, and v i,j = µ m u i−1,j for schemes defined on a different stencil, and u i,j u(a+i∆x, j∆t); subscripts denote shifts with respect to the point (x, t) = (a, 0). Note that Err 3 shows how well the methods preserve the corresponding discrete Hamiltonian, since
We first consider equation (9) with c = 5 and d = 25.
We set ∆x = ∆t = 0.05 and, in order to solve the considered schemes (notice that all of them are implicit methods) we run a Newton-type iteration until the error reaches full machine accuracy in double precision. For each of our numerical experiments, the computational cost is about the same for all of the schemes, so we do not compare it.
The values α 1 = 8, (α 2 , β 2 ) = (−4, 3.3) and α 3 = −32 are the optimal value for methods MC 6 (α 1 ), MC 8 (α 2 , β 2 ) and EC 10 (α 3 ) giving the minimal solution error for the considered problem. When the solution error cannot be evaluated (for example when the exact solution is not known) one needs a different criterion to choose the parameters conveniently. One possibility is to minimize the error on the non-preserved conservation law. For this problem, this is achieved by assigning the values α 1 = 2.96, (α 2 , β 2 ) = (0.025, 0.49) and α 3 = −20.
In Table 1 we compare the schemes MC and EC introduced in Section 3.1, the LS-MS and the PB-MS schemes. All the conservative schemes described in Section 3.1 are able to preserve two discrete invariants (up to rounding errors). The solution error is at least comparable with the one given by the multisymplectic schemes but it is significantly smaller when choosing the optimal values of the free parameters. In particular, EC 10 (−32) is the most accurate scheme.
Choosing the values of the free parameters that minimize the error on the non-preserved conservation law, does not optimize the numerical solution, but gives a smaller error than LS-MS, PB-MS and the Koide & Furihata scheme (EC 10 (0)).
In Figure 2 we show on top the initial condition (dashed line) and the numerical solution given by method EC 10 (−32) at the final time T = 5 (solid line). The numerical solutions of all the other methods considered and the exact solution are very close, and it is hard to distinguish the different lines on the whole interval [−40, 40] . Therefore, in order to make some comparisons, we show at bottom in Figure 2 , a magnification around the top of the wave. We plot the exact solution (29) and the numerical approximations given by EC 10 (−32), LS-MS and the Koide & Furihata (EC 10 (0)) scheme. The solution of PB-MS is very close to the one of LS-MS and we do not show it. The numerical solution obtained by method EC 10 (−32) is the closest one to the exact solution, consistent with the result in Table 1 .
As a second benchmark problem, we study the interaction between two solitary waves. It is worth mentioning that solitary waves in the form (29) are not solitons, in fact after interaction with other solitary waves, an oscillatory tail is generated and the solitary waves are not unscathed (see, e.g., [3, 37] ).
We consider equation (9) with (x, t) ∈ [−100, 100] × [0, 15] and the initial condition
In Figure 3 we plot on top the solution given by the Koide & Furihata scheme (EC 10 (0)) with ∆x = 0.05 and ∆t = 0.003 at the final time T = 15. Magnifying between x = −20 and x = 30, we show at the bottom of Figure 3 that the interaction is not of solitonic type, but a small oscillation is generated after the interaction.
Henceforth, we consider the numerical solution obtained above as a reference solution in order to compare the results obtained by the different methods on a coarser grid. In Table 2 we compare the performance of the EC, MC and multisymplectic schemes, in terms of error in the conservation laws and in the solution. We also compare the error on the phase shift of the fastest wave at the final time T = 15, defined as
where x max andx max respectively denote the location of the peak of the fastest wave for the reference solution and the numerical solution obtained on the coarser grid. Table 2 shows that all the MC and EC schemes preserve the discretization of two of the invariants in (14) to machine accuracy. The scheme MC 6 (0.42) gives the smallest error in the solution. For this problem, choosing the values of the free parameters in the schemes MC 6 , MC 8 and EC 10 that minimize the error on the non-preserved invariant does not give accurate approximations.
In Figure 4 we plot the initial condition (dashed line) and the numerical solution given by method MC 6 (0.42) at time T = 15 (solid line). The numerical solutions given by the other methods are all very close. In order to show some comparisons, we plot in Figure 5 the reference solution and the numerical solutions given by MC 6 (0.42), LS-MS, PB-MS and the scheme of Koide & Furihata (EC 10 (0)) and magnify around the top of the two waves. The zone around the top of the faster wave (plot on top of Figure 5 ) is the one where the larger difference between the solutions of the various methods can be seen. The numerical solution given by MC 6 (0.42) is the one that better approximates the two waves, although the PB-MS scheme gives a slightly better approximation of the oscillatory tail generated after the interaction of the two waves (see Figure 6 ). 
Nonlinear Schrödinger equation
In this section we develop schemes for the nonlinear Schrödinger (NLS) equation with complex variable ψ:
Setting ψ = u + iv, with u, v ∈ R, (31) is equivalent to the following system of equations:
The NLS equation has infinitely many independent conservation laws [18] . The first three, in increasing order are:
with characteristics, respectively,
Assuming conservative boundary conditions, the integration in space of (33)- (35) yields the preservation of the global invariants
having the physical meaning of charge, momentum and energy, respectively [18] . The NLS system (32) can be written in Hamiltonian form,
with Hamiltonian functional
which, given suitable boundary conditions, is conserved as a consequence of (35). 
Compact conservative methods for the NLS equation
In this section, our goal is to find methods that preserve two local conservation laws of the NLS equation defined on the most compact stencil having 6 points. We choose then A = −1, B = 1 in Figure 1 and seek second-order approximations of characteristics, densities and fluxes at (0, 1/2), (0, 0) and (−1/2, 1/2), respectively. The methods obtained using the strategy described in Section 2 depend on some free parameters, that are O(∆x 2 , ∆t 2 ). Even though it is possible to find convenient values of the free parameters yielding more accurate solutions, it is not possible to obtain higher-order methods and their optimal values depend on the particular problem. The parameters multiply quantities that do not approximate any continuous quantity. These vanish as the stepsizes approach zero and are identically zero when the free parameters are zero.
3-parameter family of local energy-conserving methods
Here we search numerical schemes that possess a discrete version of both the conservation laws of the charge (33) and the energy (35) . This is done by specifying the approximations of the higher-order derivatives and by considering compact discretizations of the linear factors in the nonlinear terms in (32) . Hence, we consider discretizations in the form where
where u t and u t are approximations of u t in the form (7) and u 2 and u 2 are approximations of u 2 in the form (8) . They all depend on a number of free coefficients. We choose the most compact discretizations of the characteristics:
The free parameters in (38) are determined by symbolically solving the system of polynomial equations given by
yielding a discrete version of the local conservation laws of the charge and the energy, respectively. This gives a 3-parameter family of methods, defined by
and λ, η and ν are O(∆x 2 , ∆t 2 ). For each value of the parameters, the scheme A(λ, η, ν) possesses the following discrete local conservation law of the charge and of the energy
Given conservative boundary conditions, each of these schemes also preserves the following discrete Hamiltonian
For any linear approximation of Q 2 , the condition
cannot be fulfilled, hence these scheme do not locally preserve the momentum, in general.
In the numerical tests section, for simplicity, we restrict our investigation to the methods in this family with η = ν = 0, having the most compact approximation of the nonlinear term. Therefore we introduce the notation
The scheme EC(0) amounts to the scheme introduced by Delfour, Fortin & Payre in [16] by applying a Crank-Nicholson type method to a simple space discretization. The properties of conservation of the global charge and energy when applied the NLS equation subject to periodic boundary condition are proved. In [34] the authors derive the same method by using a complex discrete variational derivative method. It may be obtained then also by using the Average Vector Field method [11] .
1-parameter family of local momentum-conserving methods
In this section we search schemes that preserve the local conservation laws of the charge (33) and of the momentum (34) . We search schemes in the form (37)- (38) . We discretize the characteristic of the charge and of the momentum as
and we determine the parameters in (38) by solving
This yields a one-parameter family of methods defined by
. The numerical solutions of the scheme A(λ) satisfy the following discretizations of (33) and (34)
with, F 1 and G 1 defined in (40) and
. Henceforth, we use the notation,
Conservative discretizations of the Ablowitz-Ladik scheme
In order to find further compact schemes that preserve the conservation laws of the NLS equation, in this section we introduce alternative assumptions to the compactness ones used in (38) . In particular, we search schemes that preserve two conservation laws of the NLS equation and that can be obtained as a time discretization of the well-known Ablowitz-Ladik model:
where U i (t) ≈ u(x i , t) and V i (t) ≈ v(x i , t). Therefore, we look for discretizations in the form
These are second-order accurate for any value of the parameters λ, θ, φ and ψ. We consider the most general approximations of the characteristics, whose components are in the form (7). By solving
we find three different schemes. The first one is
The local conservation laws of these schemes are in the form (42) with
where Θ[a, b] is defined in (41) . For any approximation of Q 3 , the local conservation of the energy cannot be achieved by MC-AL.
The other two schemes that satisfy (43) are
). For each of these two schemes it exists Q 3 with components in the form (7) such that
The discrete conservation laws conserved by these two schemes are in the form (39) with (41) and
Although these two schemes are second-order accurate and preserve a second-order approximation of the local charge conservation law, the local truncation error in Q 2 , F 2 and G 2 has terms that are O (∆t/∆x). On the other hand, terms that are O (∆x/∆t) appear in the local truncation error of Q 3 , F 3 and G 3 . Therefore, although these schemes preserve three discrete conservation laws, at most one between the conservation laws of momentum and energy converges to the continuous analogue, due to the incompatibility of the requirements ∆x ∆t and ∆t ∆x, respectively. The M/EC-AL schemes with ∆t ∆x are the only local mass and energy conserving methods that can be obtained as a discretization of the Ablowitz-Ladik scheme.
Numerical Tests
In this section we consider two different benchmark problems in order to compare the schemes developed in the previous section with other methods known in literature. The first scheme that we consider for comparison is the multisymplectic method introduced by Chen et al. in [10] , which is equivalent to the Preissman box scheme and amounts to
A backward error analysis of this method can be found in [30] .
In [10] , the authors also consider a method of lines (MoL) approach to define symplectic integrators of the NLS equation. Here we consider the second-order scheme based on the following semi-discretization of the Hamiltonian functional:
where U i ≈ u(x i , t) and V i ≈ v(x i , t), yielding the system of ODEs
The second-order symplectic integrator proposed in [10] is then obtained by applying the implicit midpoint rule to (45) . This scheme, that we denote by MoL-Midpoint, is equivalent to the one previously introduced by Sanz-Serna and Verwer in [39] and conserves all the quadratic invariants of (45) . It is easy to show that the global charge, defined as ∆x i (U
, is an invariant of (45) , and therefore is preserved by MoL-Midpoint. Finally, for the integration of (45), we consider a method in the class of the Hamiltonian Boundary Value Methods with k stages and degree s (HBMV(k, s)) [2] . For any couple of natural numbers k ≥ s, HBVM(k, s) is a Runge-Kutta method of order 2s that exactly preserves polynomial Hamiltonians of degree at most 2k/s. In particular we consider here the integrator obtained by applying HBVM(2,1) to (45) . Given suitable boundary conditions, this integrator, that we denote by MoL-HBVM(2,1), preserves the Hamiltonian (44) and the global energy.
In all the numerical tests (32) is subject to periodic boundary conditions on the spatial interval [a, b] and we evaluate the error in the solution at the final time t = T , as
For a grid with M nodes in space and N nodes in time, the error on the conservation laws is given by, respectively,
If any of the discrete densities G 1 , G 2 and G 3 is not defined, because the scheme does not preserve the corresponding conservation laws, we evaluate the error as
with u i,j u(a + i∆x, j∆t). Note that Err 3 shows also the performance of the method in the preservation of the corresponding discrete Hamiltonian, since
All the schemes considered in this section are implicit and solved using a Newton-type iteration that runs until the error reaches machine accuracy. For each of our numerical experiments, the computational cost is approximately the same for all of the schemes. The first benchmark problem is given by the NLS equation (31) 
The exact solution over R is given by
and |ψ(x, t)| is a single soliton. We set c = 2.5, d = −5, ψ = u+iv and we discretize the system (32) with ∆x = 0.1 and ∆t = 0.02. In this setting, the optimal values of the free parameters, yielding the minimal solution error, for the schemes EC 6 (α) and MC 6 (β) are α = 0.132 and 
. The values α = 0.202 and β = 0.037 yield the minimal error in the non-preserved conservation law. Table 3 shows that all the schemes introduced in the previous section preserve two conservation laws. The M/EC-AL schemes preserve three invariants, but since ∆x > ∆t we cannot expect the discrete energy to be a good approximation to the continuous one.
The most accurate scheme is EC 6 (0.132), but all the proposed schemes show a good level of accuracy compared to the methods known in literature. The value α = 0.202 that minimize the error in the momentum given by EC 6 scheme, yields however a quite large error compared to the optimal choice α = 0.132.
In Figure 7 we show on top the modulus of the initial condition and of the numerical solution given by EC 6 (0.132) at time T = 2. At the bottom, we magnify around the top of the soliton and we compare the exact solution with the numerical solutions given by EC 6 (0.132), MoL-Midpoint and MS. We do not show the solutions given by MoL-HBVM(2,1) and the Delfour, Fortin & Payre scheme (EC 6 (0)), as they almost overlap the one given by MoLMidpoint. The solution of EC 6 (0.132) is by far the closest to the exact solution and well matches both the amplitude and the phase of the soliton wave.
As a second benchmark problem we consider the NLS equation (31) with (x, t) ∈ [−5, 5] × [0, 60] and initial condition [29] ψ(x, 0) = 1
Setting ψ = u+iv, we first solve the system (32) by applying the sixth-order energy-conserving method HBVM(6,3) with ∆t = 0.05 to the system of ODEs (45) given by a spatial discretization with step ∆x = 0.0125. The modulus of the solution obtained is shown in Figure 8 and exhibits the expected quasi-periodic (in time) breather motion (see [29] ). We consider this as a reference solution to compare the different second-order schemes on a coarser grid. We solve this problem with ∆x = 0.05 and ∆t = 0.2. The values α = 0.052 and β = 0.371 minimize the solution error of EC 6 (α) and MC 6 (β). Table 4 shows that all the new schemes preserve at least two conservation laws. The schemes EC 6 and all the methods known in literature preserve the momentum to machine accuracy. This, which is not an intrinsic property of these methods, is merely a consequence of the spatial symmetry of both the schemes and the solution, yielding Err 2 in (48) to be zero identically. The schemes M/EC-AL exactly preserve the discrete invariants (up to rounding errors). Nevertheless, since ∆t > ∆x, the discrete momentum preserved does not accurately approximate the continuous one.
All the schemes discussed in the previous section and listed in Table 4 are at least as accurate as the other known ones. Anyway, choosing the free parameter in MC 6 (β) that minimizes the error in the energy, does not yield a small error in the solution. The error given by the local energy-conserving schemes is at least about 5 times smaller then the one given by the other known schemes. In particular EC 6 (0.052) is the most accurate.
In Figure 9 we plot the modulus (top) and the phase, θ = arctan (v/u), (bottom) of the reference solution and of the numerical solutions given by EC 6 (0.052), MoL-Midpoint and MoL-HBVM(2,1). We do not show the solution of MS as it almost overlaps the solution of MoL-Midpoint. Consistent with the results in Table 4 , it is shown that the new scheme better reproduces both the oscillations of the exact breather motion and the phase of the complex-valued solution.
In Figure 10 we compare on top the modulus of the exact solution and of the numerical solutions given by EC 6 (0.052) and by the Delfour, Fortin & Payre method (EC 6 (0)). As the two numerical solutions are close, we compare only around the location of the maximum, where the difference between the two solutions is larger. Note that EC 6 (0) better reproduces the modulus of the solution for x ∈ [−0.6, 0.6] (the error is ≈ 0.0041) compared with EC 6 (0.052) (error ≈ 0.0221). Nevertheless, for x ∈ [−0.6, 0.6], the error on the phase given by EC 6 (0) (≈ 0.0818), is much larger than the one given by EC 6 (0.052) (≈ 0.0025). This can be seen in the plot at bottom in Figure 10 . Consequently, and according to the results in Table 4 , EC 6 (0.052) better approximates both the real and imaginary part of the solution, as shown in Figure 11 .
Conclusions
The effectiveness of the numeric-symbolic strategy introduced in [24] for developing bespoke finite difference methods that preserve conservation laws is mainly limited by the complexity of the symbolic calculations. According to [20] , this approach can be made practically feasible by restricting attention to second-order accurate schemes with compact approximations of some key terms in the PDE or the conservation laws. In this paper we have applied, for the first time, this approach to a PDE not in Kovalevskaya form, the BBM equation, and to a system of PDEs, given by the NLS equation in real form. Several schemes can be found by considering larger schemes or setting different assumptions on the discretizations. For the NLS equation this has allowed to find time-integrators of the renowned Ablowitz-Ladik model that preserve multiple conservation laws. Moreover, new parametrized families of conservative numerical schemes have been found.
For some benchmark problems, we have found at least a member in each family of schemes that gives very accurate solutions compared to other schemes known in literature. The free parameters may also be set in a way that best preserves other geometric structures such as further conservation laws, even though this does not always lead to the most accurate solution.
