Abstract.
Abstract.
In this paper we consider the initial-boundary value problem (IBVP) for the one-dimensional Jin-Xin relaxation model. The main interest is to study the boundary layer behaviors in the solutions to the IBVP of the relaxation system and their asymptotic convergence to solutions of the corresponding hyperbolic conservation laws in the limit of small relaxation rate. First we develop a general expansion theory for the relaxation IBVP using a matched asymptotic analysis. This formal procedure determines a unique equilibrium limit, and also reveals rich initial and boundary layer structures in the solutions of the relaxation system. Arbitrarily accurate solutions to the IBVP of the relaxation system are then constructed by combining the various orders of the equilibrium solutions, the initial and boundary layer solutions. The validity of the initial and boundary layers and the asymptotic convergence results are rigorously justified through a stability analysis for a broad class of boundary conditions in the case when the relaxation system is 2 x 2.
1. Introduction.
In [3] , Jin and Xin proposed the following relaxation model:
dtue + dxve = 0, 1 u£,vE eRn, (1.1) dtvE + adxu£ = -~(vE f{u£)), to approximate a general system of hyperbolic conservation laws: dtu + dxf{u) = 0, u € R™, (
where e > 0 is the rate of relaxation and a is a positive constant satisfying the following sub-characteristic condition:
a > max|A;(u)|2, 1 < i < n (for all u under consideration) (1) (2) (3) where Ai(u),..., An{u) are the (real) eigenvalues of the .lacobian matrix f'(u). We assume that (1.2) is strictly hyperbolic and the boundary x = 0 is noncharacteristic, i.e., the eigenvalues \i(u) of f '(u) For simplicity, we consider only linear boundary conditions with Bu, Bv being constant n x n real matrices and assume that the given initial and boundary data uo(x),Vo(x), and b(t) are independent of e. In addition, we assume that the boundary condition (1.7) satisfies the Uniform Kreiss Condition det(£?" + y/aBv) ^ 0 (1.8) so that on the boundary x = 0, the incoming flow \/aus +v£ can be expressed in terms of the outgoing flow y/auE -v£ and the boundary data b(t) and, therefore, the IBVP (1.1),
(1.6)-(1.7) is well-posed [4], [10] for each fixed e.
It is generally expected that, under suitable stability conditions (for example, the subcharacteristic condition (1.3)), the solution (u£,v£) of the relaxation system (1.1) tends to an equilibrium limit (u,v) of (1.2) with v = f(u) as e -> 0. Indeed, in the case of the Cauchy [15] . See also [9] for a survey on some recent results.
The purpose of this paper is to establish the asymptotic equivalence of (1.1) and (1.2) in the limit of small relaxation rate when boundary effects are present. The initial boundary value problem is physically more relevant and mathematically more challenging than the pure initial value problem. Of particular interest are the boundary layer behavior in the solution of (1.1) and the precise stability requirements on the boundary conditions such that the desired asymptotic convergence holds for the corresponding IBVP of (1.1). We remark that, for the same model in the linear case, these questions have been successfully answered in [14] . In that case, the necessary and sufficient condition for the stiff wcll-posedness of the IBVP (1.1), (1.6)-(1.7) and the asymptotic convergence of (1.1) to (1.2) in the limit of e -> 0 is the following determinant condition (Stiff Kreiss Condition):
for all complex ( with ReC > 0, where
and A j + J Xj + 4a£(l + C)
(1-11)
We note that the Uniform Kreiss Condition (1.8) requires (1.9) to hold only for C, = +oo. Also in the case n = 1, the Stiff Kreiss Condition (1.9) can be simplified and is equivalent which is indeed more restrictive than the Uniform Kreiss Condition (1.8).
We consider solutions of (1.1) and (1.2) close to a constant state (u*,v*) with v* = f(u*). Without loss of generality, we assume
The initial data Uq(x) = (uo(x),Vo(x)) and the boundary data b(t) are then required to be suitably small and sufficiently compatible, say,
We will first develop a general expansion theory for the relaxation IBVP (1.1), (1-6)-(1.7) using a matched asymptotic analysis. This formal procedure uniquely determines an equilibrium limit that satisfies (1.2). It also reveals rich initial and boundary layer structures in the solution of (1.1), (1.6)-(1.7).
The matched asymptotic expansions can be carried out up to any order. As a result, arbitrarily accurate approximate solutions to the IBVP (1.1), (1.6)-(1.7) can be constructed by combining various orders of equilibrium solutions, the initial layer and boundary layer solutions.
Under suitable (sufficient) stability conditions, these formal convergence results can be rigorously justified by using a nonlinear stability analysis. This is done in the simplest case of n = 1. However, it is worth noting that the validity of the formal expansion results requires stronger stability conditions than what merely guarantees the expansion procedure itself (det(BuR(u*) + BvR(u*)A+(u*)) ^ 0). This is already clear in the linear case [14] where necessary and sufficient conditions have been obtained.
We will see that the expansion procedure is greatly simplified in the case n = 1 since only one boundary condition is involved. It is clear that in the case f'(u) < 0, the boundary layer uhl(x/e, t) (in the it-component only) solves the following nonlinear ODE (regarding t as a parameter):
(1. 15) with boundary condition ub l(0,t) = (b(t) -Buu(0,t) -Bvf(u(0,t)))/Bu (1.16) while the equilibrium limit u(x, t) is determined by solving (1.2) with the initial condition u(x, 0) = uo(x), x>0.
(1-17)
For f'(u) > 0, no boundary layer develops (ub-1-= vb l-= 0), but the following boundary condition, 18) has to be added in order to determine the equilibrium limit u(x,t). In both cases, there is also an initial layer in the v-component
We are now ready to state our rigorous convergence results. In all these cases we assume the sub-characteristic condition a>/V)2-(1-20)
In addition, we assume either f"{u*) ^ 0 or f"(u) = 0 in a neighborhood of u*. Theorem 1.1 (Stability of weak boundary layers). Let f'(u*) < 0. Assume that the equilibrium solution to the IB VP (1.2), (1-17) is smooth in 0 < t < T for some T > 0 and that the boundary condition satisfies the structural condition Bv = 0 or ^>0.
( Note that the compatibility condition (1.14) implies that wb l (0, 0) = 0. Therefore, by continuity, there exists a suitably small T0 such that |itb,1,(0, t)| < So for all 0 < t < T0.
As an immediate consequence of Theorem 1.1, we have In this section we apply the method of matched asymptotic analysis and develop a general expansion theory for the solution of the IBVP (1.1), (1.6)-(1.7). It is known that the solution (u£,v£) generally exhibits sharp changes near t = 0 and x = 0. These are known as initial and boundary layers-they arise so that the inconsistency of different numbers of initial and boundary conditions required for the whole relaxation system (1.1) (e > 0) and for the reduced equilibrium system (1.2) (e = 0) can be resolved. Additionally, the solution (u£,v£) of (1.1) may also involve shock layers if the corresponding equilibrium limit u(x,t) contains shocks [15] . As a result, the asymptotic convergence of (1.1) to (1.2) as £ -» 0, if true, will generally be non-uniform in x and t. We consider only smooth solutions here. As in [14] , we regard the solution (u£,v£) of the IBVP (1.1), (1.6) (1.7) as a linear super-imposition of an equilibrium limit, an initial layer and a further boundary layer (and their corresponding higher-order contributions), with the initial and boundary layers satisfying exponential decay properties in their respective rescaled variables. Such an asymptotic ansatz is expected to yield a uniformly valid approximation to the solution of the IBVP (1.1), (1.6)-(1.7).
The governing equations together with the appropriate initial and/or boundary conditions for the equilibrium solution, the initial and boundary layers can then be uniquely determined by a simultaneous matching of Eq. (1.1) and the corresponding initial and boundary conditions in (1.6)-(1.7). Higher-order expansion terms can be found similarly. Consequently, accurate approximate solutions can then be constructed by combining various orders of equilibrium solutions, initial and boundary layers. This will be the basis of the stability analysis in the remaining part of this paper.
Hilbert expansion.
Away from the boundary x = 0 and the initial time t = 0, the solution U£ = (u£,v£) of (1.1), (1.6)-(1.7) is expected to be normal and may be approximated by a truncation of the formal power series:
Substituting (2.1) into (1.1) and matching the orders of e, we obtain
Prom (2.2) and (2.3)i, we see that the leading-order Hilbert solution (u,v) is a local Maxwellian satisfying
At the next order, we have
Similarly, we can find the equations for (u2,v2),
The above equations can be solved recursively provided the necessary initial data and suitable boundary conditions are given (for the u variables only). While it is easy to make the right guess for the initial data u(x, 0) by setting
it is not at all clear how one should specify the boundary conditions so that the leadingorder Hilbert solution (u,v) is the actual relaxation limit of the IBVP (1.1), (1.6)-(1.7). We will come back to this later. 2.2. Initial layer expansion. Next we consider the initial layer effect. We introduce the stretched time variable T = t/e (2.10) and propose the following expansions for the solution (u£,v£):
ue(x, t) ~ u(x, t) + eui(x, t) + £2u2(x, t) + ■■■ + u1-1 (x, t) + ewj-1-(x, t) + £2ulnl (x, r) 4 , (2.11)
where (u(x,t),v(x,t)) and (ui(x,t),Vi(x,t)) are the Hilbert solutions as in the previous subsection, (u1 (x, t),w' (a:,r)) and (u\1(x,t),v\1(x,t)) are the initial layer solutions and are expected to decay exponentially fast as r -> +00. Now t = et becomes a slow variable. For small t, we can expand the nonlinear function f(ue) as follows: f{uE) = f(u + ulA' + eu\ + eu'i' + s2u2 + e2U2l + ■ ■ ■) = f(ulL + u0) +ef'(ul± +«0)(u11L + u\(x, 0) + rut(x, 0)) + e2f'(ulA-+ uo)(«2L + "2(2, 0) + tuu{x, 0) + \t2uu{x, 0))
where we have implicitly assumed (2.9). Substituting (2.11) into (1.1), and matching the orders of e, we obtain the following initial layer equations:
(2.17)
From (2.13)i and the exponential decay of the initial layer ui l (x, r) (as r -+ +00), it then follows that u'l(x,t) = 0.
(2-18)
With an initial data t;I-1-(x, 0) (to be given later), the linear ODE (2.13)2 can be solved explicitly:
The higher-order initial layers U['1' and U2A' can be found similarly. Only the initial data ^iL(a;,0) and ^' (a^O) are needed.
2.3. Boundary layer expansion. Similarly, in order to accommodate the boundary layer effect, we introduce the stretched space variable £ = x/e (2.20)
and consider the following asymptotic expansion near x = 0:
Again, (u(x,t),v(x,t)) and (Ui(x,t),Vi(x,t)) are the same Hilbert solutions as before and the boundary layers (ubl (!;,t),vbl(£,t)) ad {ubA(£,t),vbL(£,t)) are assumed to decay exponentially fast as £ -> +00.
Near the boundary £ = 0, x is a slow variable, and the nonlinear term f(u£) can be expanded as follows:
f(ue(x, t)) = f(u + ub l + £U\ + £u\1' + £2U2 + e2WbL H ) = f(ubl + ub) + £f\ub+ U*)(li£X + u\ + £dxUb) + £2f'(uh l + ub) (ubA-+ub2 + idxu\ + \i2d2xub) (2.22)
where ub(t) = u(0,t),dxub(t) = dxu(0,t), etc.
Substituting (2.21) into (1.1), and matching the powers of e, with the help of (2.22),
we can obtain the following boundary layer equations: Equation (2.28)i is a nonlinear ODE system, and the boundary data Ubl(0,t) is needed in order to determine a unique solution. However, the exponential decay property of the solution ■ub l (£, t) as £ -> +oo requires that the necessary boundary data ub l (0, t) be chosen from the stable manifold of the fixed point ubL = 0. This will be discussed in the next subsection.
2.4. Solutions of leading-order expansions. We now turn to the important issue of determining the right initial and/or boundary conditions for the various orders of the Hilbert, initial layer and boundary layer solutions. This is equally important as choosing the right scaling and deriving the corresponding governing equations.
The idea is to match the Hilbert solutions with the initial layers and the boundary layers at t = 0 and x = 0, respectively, so that the approximation in (2.11) satisfies the initial condition (1.6) and the approximation in (2.21) satisfies the boundary condition (1.7).
We start with the easy case of matching the initial conditions by requiring This gives the desired initial data for the leading Hilbert and initial layer solutions. We note that the choice u(x, 0) = ito(x) in (2.9) is indeed the right one. We will consider the boundary conditions for u(x, t) shortly.
Continuing this procedure (matching higher orders of e in (2.29)), we can find the necessary initial data Uj(x, 0) and v\x\x, 0) for the higher-order Hilbert and initial layer solutions.
With the initial data vlA (x, 0) and ^ ' (x.O) determined, we can then solve for the various orders of initial layers rather easily. At the leading order, we have ix1'1'(x, r) = 0, iA'"(x,t) = e~T(i>0(x) -f(u0(x))). But it will soon become evident that (2.35) is just the right condition for determining the necessary boundary conditions for u(0,t) and ub l(0,t). We note that the right boundary condition for (2.6) is to prescribe the p incoming waves u±, u-2,. ■ ■, up at x -0 in terms of the outgoing waves wp+i,..., un. On the other hand, Zib l (0,i) has to lie on the (n -p)-dimensional stable manifold of the fixed point solution uh l (£,t) = 0 of the nonlinear ODE system (2.28).
By introducing In order to obtain the necessary boundary data, we only need to solve for u\,..., ubp and 7)p+x,... ,rjn from (2.35), i.e., B{u\,..., u£; 7?p+1,..., Tin) = Bu(ub + R(ub)V) + Bvf(ub) = b(t).
(2.42)
For b(t) = 0 and uq(x) = 0, it is easy to see that ub = 0, r] = 0. Therefore, u\ = ■ ■ ■ = = 0, rjp+i -• ■ ■ -r)n -0. To ensure the solvability of the necessary boundary data from (2.42), it suffices to show that the Jacobian matrix does not vanish at the reference state ub = 0, r) = 0.
Using the properties (1.13), (2.40)-(2.41), one finds that The above initial and boundary data for (2.49) will be smooth and compatible provided that the data for (1.1), i.e., Uq(x) and b(t), are sufficiently smooth and compatible. We assume that the solution to the hyperbolic IBVP (2.49) is smooth for t < T for some T > 0.
2.5. Higher-order solutions. We continue to solve for the next order expansions. Again, the main difficulty is with the boundary condition.
From (2.7) and (2.24), it is clear that and Gi(£,t) decays exponentially fast as £ -> +oo.
The necessary boundary data need to be determined such that Bu{ui + u\ l) + Bv(v\ + vb l) = 0 at x = 0. (2.55)
Before we proceed to derive the necessary boundary data, it is important to study the structure of the "stable manifold" of the inhomogeneous linear non-autonomous ODE system (2.53) in order to understand the implication of the decay restriction ub(£, t) -► 0 as £ -+ +oo on the choice of boundary data (0, t).
For this purpose, we first note that the linear homogeneous part of (2.53)i UiA {£,t) = ®(£,t) + J $~1(ri,t)Gi(ri,t)dri\
= P(£,t)^(£,t) (^ + Jq ^~1(v,t)P~1(v^)Gi(v,t)dt]Sj ,
where the constant a € R". In order that t) -> 0 as £ -> +00, the constant a has to be chosen such that We have already seen that J is nonsingular; see (2.48). Thus, as in the leading-order case, we can determine the necessary boundary data from (2.68) and then solve for the first-order correction terms («i,Ui) and (u^1, i;^1).
It is not hard to see that (2.48) is also the condition for determining the boundary data for all higher-order expansion terms. Details are skipped.
2.6. Approximate solution. Based on the above asymptotic expansion results, we now define an approximate solution to the IBVP (1.1), (1.6)-(1.7) by combining the Hilbert, (2.70) (2.71) 266 ZHOUPING XIN and WEN-QING XU the initial layer and boundary layer solutions as follows:
ue(x,t) = (u(x,t) + ubX(£,t))
ve(x, t) = (v(x, t) + vl l'(x, t)) + e(v1(x,t) + v11-l(£,t) +Vi1(x,t)) + £2(v2 (x,t) + v^l(£,t) + v$a-(x,t)).
Prom the construction in the previous section, we have -l£f"iub)(ui + £dxub, ub + £dxiib).
The domain x > 0,0 < t < T can be divided into four parts depending on x < e7 or x > e7 and t < e1 or t > e7 where the constant 7 is chosen such that 5/6 < 7 < 1. The main part is the "normal" regime x > e7, t > e7 where both boundary layers and initial layers are exponentially small and therefore (2.70) amounts to the Hilbert expansion (2.1). The part x < £7, t > e7 corresponds to the boundary regime and (2.70) becomes essentially the boundary layer expansion (2.21). Similarly, the part t < e1 ,x > e7 corresponds to the initial regime and (2.70) reduces to the initial layer expansion (2.11). The last part is the corner 0<x<£7,0<i<£:7 where very complicated interactions between the initial layer and the boundary layer may happen in general. However, by assuming a few compatibility conditions, such complicated interactions can easily be avoided since neither the boundary layer nor the initial layer has fully developed. Indeed, it can be checked that under the following compatibility conditionŝ Therefore, for x < e7 and t < e7 we get
Combining the above analysis, we arrive at the following estimates for the error term 
Jo Jo
In addition, our approximate solution (u£,v£) also satisfies the required initial and boundary conditions, that is, ue(a;,0) = m0(x), w£(a:,0) = v0(x), BuuE(0, t) + BvvE(0, t) = b(t). ^ B efore we end this section, we further remark that arbitrarily accurate approximate solutions to the IBVP (1.1), (1.6)-(1.7) can be constructed in the same manner by including higher-order Hilbert, initial layer and boundary layer terms (and assuming enough regularity and compatibility conditions on the initial and boundary data).
3. Stability analysis I: f"(u*)d^ub'1' > 0. We now turn our attention to the simplest case of n = 1 and prove the rigorous convergence results stated in Sec. 1. The proof is based on an error analysis on the difference (ue -u£,v£ -ve), where (ue,v6) is the exact solution of the IBVP (1.1), (1.6) (1.7) and (ue,ve) is the approximate solution constructed in the last section.
Two types of stability analysis [5] may be applied depending on whether the boundary layer is expansive or compressive. In this section, we focus on expansive boundary layers, namely, boundary layers that satisfy the monotonicity condition f"(u*)d^uh± > 0. We mention that such restrictions on the boundary condition, at least in the linear case [14] , are unnecessarily strong. This is one of the main limitations of the energy method. Nevertheless, at least in the case f'(u*) > 0, (3.5) holds for a wide class of boundary conditions including Bv =0 or ^ > 0. (3.6) ±JV We also note that since we only consider solutions close to the constant state («*, /(«*)), the inequalities (1.20), (3.1)-(3.3), and (3.5) remain true if we substitute u* with u£. Also, we observe that the monotonicity property (3.1) holds automatically in the case f'{u*) > 0 since wb l' = 0. The complementary case f"(u*)d^ub l < 0 will be considered in the next section by using an anti-derivative type method as in [5] .
Error equation.
We decompose u£(x, t) =u£ + w(x, t), v£(x, t) =ve + z(x, t).
Using (2.71), we obtain the following error equation: We shall prove that for e sufficiently small, the above IBVP (3.10) and (3.9) for the error term W = (w, z) admits a smooth solution up to time T. Furthermore, the solution is small in the sense that sup \\W\\Loo < 0(1)e.
(3-14)
0 <t<T
We note that, due to the smallness of the error term, the nonlinear effect in (3.10) is much weaker than that in the original relaxation model (1.1). This is the main advantage of the error equation (3.10) over the original equation (1.1).
Since (3.10) is a hyperbolic system, the local existence and uniqueness of the solution W = (w, z) for the IBVP (3.10) and (3.9) (for each fixed e > 0) in the space where to < T and the constant O(l) is independent of e. As in [14] , we choose the symmetrizer
Under the sub-characteristic condition, H is symmetric positive definite. Furthermore, it can be checked that HA and HS are also symmetric and that HS is semi-negative definite. As a consequence of the sub-characteristic condition (1.20), the first term in (3.18) is positive definite. The assumptions (3.2) and (3.3) on the boundary condition guarantee that the second term, i.e., the boundary integral in (3.18), is nonnegative.
The third term in (3.18) results from the nonlinearity of f{u) and is nonnegative for expansive boundary layers.
With the help of the a priori assumption (3.16), the nonlinear term can be estimated In order to justify the a priori assumption (3.16), we need to derive similar estimates for higher-order derivatives. As usual, we estimate the time derivative first.
Let W = dtW. By differentiating (3.10) with respect to t, we get the following Using Eq. (3.10) and the invertibility of the matrix A, we can get similar estimates for dxW:
Therefore, by the Sobolev inequality, we get the desired L°°-norm estimate sup ||W||Loo < sup \\w\\%2\\dxw\\%2 <0{l)e^~z'2 <0{l)e. With such an improved approximate solution, we can then carry out the error analysis in a different way by using an anti-derivative method as in [5] . This will yield the desired convergence result in the case f"(u*)d^ubA' < 0. 5. Weak boundary layers. The proof in the above section can easily be modified to show the stability of weak boundary layers without structural assumptions.
The crucial step is to show that the a priori estimate in Proposition 4.2 (see Sec. 4.2) still holds for weak boundary layers without the compressibility condition (4.19).
Checking the proof of Proposition 4.2, we see that the compressibility condition (4.19) was only used to bound the term -| f"(u£)d^ubA,ip2 dy ds in (4.23) and a similar term in (4.35). To prove Theorem 1.1, we only have to bound these two terms without using the monotonicity condition (4.19).
Let 5(t) denote the strength of the boundary layer, i. 
