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Abstract
In this article, we consider the properties of hitting times for G-martingales and the stopped processes.
We prove that the stopped processes for G-martingales are still G-martingales and that the hitting times
for a class of G-martingales including one-dimensional G-Brownian motion are quasi-continuous. As an
application, we improve the G-martingale representation theorems of [7].
c⃝ 2011 Elsevier B.V. All rights reserved.
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1. Introduction
Recently, [2,4] introduced the notion of sublinear expectation space, which is a generalization
of probability space. One of the most important sublinear expectation spaces is the G-expectation
space. As the counterparts of those for the Wiener space in the linear case, the notions of
G-Brownian motion, the G-martingale, and the Itoˆ integral w.r.t. G-Brownian motion were
also introduced. These notions have very rich and interesting new structures which nontrivially
generalize the classical ones.
As is well known, stopping times play a major role in classical stochastic analysis. However, it
is difficult to apply the stopping time technique in sublinear expectation space since the stopped
process may not belong to the class of processes which are meaningful in the present situation.
For example, letting {Mt }t∈[0,T ] be a G-martingale and τ be an F-stopping time, we do not know
whether Mτt has a quasi-continuous version for t ∈ [0, T ].
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In this article, we consider the properties of hitting times for G-martingales and the stopped
processes. We prove that the stopped G-martingales are still G-martingales and that the hitting
times for symmetric G-martingales with strictly increasing quadratic variation processes are
quasi-continuous. We also consider the hitting times for the quadratic process {⟨B⟩t } of the one-
dimensional G-Brownian motion {Bt }. We prove that the hitting times for {⟨B⟩t } are quasi-
continuous. As applications, we obtain the following results. We prove that any symmetric
random variable can be approximated by bounded random variables that are also symmetric.
Moreover we improve the results of [7] on the G-martingale representation by a stopping time
technique. Finally, we give some concrete examples of elements in HαG(0, T ), for α ≥ 1.
This article is organized as follows. In Section 2, we recall some basic notions and results
for G-expectation and the related space of random variables. In Section 3, we give several
preliminary lemmas. In Section 4, we prove that the stopped processes for G-martingales
are still G-martingales and that the hitting times for a class of G-martingales including one-
dimensional G-Brownian motion are quasi-continuous. We also prove that the hitting times
for the quadratic process {⟨B⟩t } of the one-dimensional G-Brownian motion {Bt } are quasi-
continuous. In Section 5, we give some applications of the stopping time technique. In the
Appendix, we introduce the decomposition theorem and a regularity property for G-martingales
that were obtained in [7].
2. Preliminary
We recall some basic notions and results for G-expectation and the related space of random
variables. More relevant details can be found in [3].
2.1. G-expectation
Definition 2.1. Let Ω be a given set and letH be a vector lattice of real valued functions defined
on Ω with c ∈ H for all constants c. H is considered as the space of random variables. A
sublinear expectation Eˆ on H is a functional Eˆ : H → R having the following properties. For
all X, Y ∈ H, we have:
(a) Monotonicity: If X ≥ Y then Eˆ(X) ≥ Eˆ(Y ).
(b) Constant preservation: Eˆ(c) = c.
(c) Sub-additivity: Eˆ(X)− Eˆ(Y ) ≤ Eˆ(X − Y ).
(d) Positive homogeneity: Eˆ(λX) = λEˆ(X), λ ≥ 0.
(Ω ,H, Eˆ) is called a sublinear expectation space.
Definition 2.2. Let X1 and X2 be two n-dimensional random vectors defined respectively
in sublinear expectation spaces (Ω1,H1, Eˆ1) and (Ω2,H2, Eˆ2). They are called identically
distributed, denoted by X1 ∼ X2, if Eˆ1[ϕ(X1)] = Eˆ2[ϕ(X2)], for all ϕ ∈ Cl,L i p (Rn), where
Cl,L i p (R
n) is the space of real continuous functions defined on Rn such that
|ϕ(x)− ϕ(y)| ≤ C(1+ |x |k + |y|k)|x − y|, for all x, y ∈ Rn,
where k and C depend only on ϕ.
Definition 2.3. In a sublinear expectation space (Ω ,H, Eˆ) a random vector Y = (Y1, . . . , Yn),
Yi ∈ H, is said to be independent of another random vector X = (X1, . . . , Xm), X i ∈ H, under
Eˆ(·) if for each test function ϕ ∈ Cl,L i p (Rm × Rn) we have Eˆ[ϕ(X, Y )] = Eˆ[Eˆ[ϕ(x, Y )]x=X ].
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Definition 2.4 (G-Normal Distribution). A d-dimensional random vector X = (X1, . . . , Xd) in
a sublinear expectation space (Ω ,H, Eˆ) is called G-normally distributed if for all a, b ∈ R+, we
have
aX + bXˆ ∼

a2 + b2 X,
where Xˆ is an independent copy of X . Here the letter G denotes the function
G(A) := 1
2
Eˆ[(AX, X)] : Sd → R,
where Sd denotes the collection of d × d symmetric matrices.
The function G(·) : Sd → R is a monotonic, sublinear mapping on Sd and G(A) = 12
Eˆ[(AX, X)] ≤ 12 |A|Eˆ[|X |2] =: 12 |A|σ¯ 2 implies that there exists a bounded, convex and closed
subset Γ ⊂ S+d such that
G(A) = 1
2
sup
γ∈Γ
Tr(γ A). (2.1.1)
If there exists some β > 0 such that G(A) − G(B) ≥ βTr(A − B) for any A ≥ B, we call the
G-normal distribution non-degenerate, which is the case that we consider throughout this article.
Definition 2.5. (i) Let ΩT = C0([0, T ]; Rd) be endowed with the supremum norm, and let
H0T := {ϕ(Bt1 , . . . , Btn )|n ≥ 1, t1, . . . , tn ∈ [0, T ], ϕ ∈ Cl,L i p (Rd×n)}. The G-expectation
is a sublinear expectation defined by
Eˆ[ϕ(Bt1 − Bt0 , Bt2 − Bt1 , . . . , Btm − Btm−1)]
= E˜[ϕ(√t1 − t0ξ1, . . . ,

tm − tm−1ξm)],
for all X = ϕ(Bt1 − Bt0 , Bt2 − Bt1 , . . . , Btm − Btm−1) ∈ H0T , where ξ1, . . . , ξn are identically
distributed d-dimensional G-normally distributed random vectors in a sublinear expectation
space (Ω˜ , H˜, E˜) such that ξi+1 is independent of (ξ1, . . . , ξi ) for each i = 1, . . . ,m.
(ΩT ,H0T , Eˆ) is called a G-expectation space.
(ii) Let us define the conditional G-expectation Eˆt of ξ ∈ H0T knowing H0t , for t ∈ [0, T ].
Without loss of generality we can assume that ξ has the representation ξ = ϕ(Bt1−Bt0 , Bt2−
Bt1 , . . . , Btm − Btm−1) with t = ti , for some 1 ≤ i ≤ n, and we put
Eˆti [ϕ(Bt1 − Bt0 , Bt2 − Bt1 , . . . , Btm − Btm−1)]
= ϕ˜(Bt1 − Bt0 , Bt2 − Bt1 , . . . , Bti − Bti−1),
where
ϕ˜(x1, . . . , xi ) = Eˆ[ϕ(x1, . . . , xi , Bti+1 − Bti , . . . , Btm − Btm−1)].
Let ‖ξ‖p,G = [Eˆ(|ξ |p)]1/p, for ξ ∈ H0T and p ≥ 1. For all t ∈ [0, T ], Eˆt (·) is a continuous
mapping on H0T endowed with the norm ‖ · ‖1,G . Therefore, it can be extended continuously to
the completion L1G(ΩT ) of H0T under the norm ‖ · ‖1,G .
Theorem 2.6 ([1]). There exists a tight subset P ⊂M1(ΩT ), the collection of all probabilities
on (ΩT ,B(ΩT )), such that
Eˆ(ξ) = max
P∈P
EP (ξ) for all ξ ∈ H0T .
P is called a set that represents Eˆ .
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Remark 2.7. (i) Let A denote the collection of all sets P representing Eˆ in the sense of
Theorem 2.6. The set P∗ = {P ∈M1(ΩT )|EP (ξ) ≤ Eˆ(ξ), for all ξ ∈ H0T }, is obviously
the maximal one in A; it is convex and weakly compact. All capacities induced by weakly
compact sets of probabilities in A are the same, i.e. cP := supP∈P P = supP∈P ′ P =: cP ′
for any weakly compact sets P,P ′ ∈ A.
(ii) Let (Ω0,F0 = {F0t },F , P0) be a filtered probability space, and {Wt } be a d-dimensional
Brownian motion under P0. [1] proved that
P ′M :=

P0 ◦ X−1|X t =
∫ t
0
hsdWs, h ∈ L2F0([0, T ];Γ 1/2)

∈ A,
where Γ 1/2 := {γ 1/2|γ ∈ Γ } and Γ is the set in the representation of G(·) in the formula
(2.1.1).
(iii) Let PM be the weak closure of P ′M . Then under each P ∈ PM , the canonical process
Bt (ω) = ωt for ω ∈ ΩT is a martingale.
Definition 2.8. (i) Let c be the capacity induced by Eˆ . A map X on ΩT with values in a
topological space is said to be quasi-continuous w.r.t. c if for any ε > 0, there exists an
open set O with c(O) < ε such that X |Oc is continuous.
(ii) We say that X : ΩT → R has a quasi-continuous version if there exists a quasi-continuous
function Y : ΩT → R such that X = Y, c-q.s. 
Let ‖ψ‖p,G = [Eˆ(|ψ |p)]1/p for ψ ∈ Cb(ΩT ). The completions of Cb(ΩT ),H0T and L i p(ΩT )
under ‖ · ‖p,G are the same and we denote them by L pG(ΩT ). Here
L i p(ΩT ) := {ϕ(Bt1 , . . . , Btn )|n ≥ 1, t1, . . . , tn ∈ [0, T ], ϕ ∈ Cb,L i p (Rd×n)},
where Cb,L i p (R
d×n) denotes the set of bounded Lipschitz functions on Rd×n .
Theorem 2.9 ([1]). For p ≥ 1, the completion L pG(ΩT ) of Cb(ΩT ) is
L pG(ΩT ) = {X ∈ L0 : X has a q.c. version, limn→∞ Eˆ[|X |
p1{|X |>n}] = 0},
where L0 denotes the space of all real valued measurable functions on ΩT .
2.2. Basic notions on stochastic calculus in a sublinear expectation space
For brevity we only give the definition of the Itoˆ integral with respect to the one- dimensional
G-Brownian motion. However, all results in the following sections of this article also hold for
the d-dimensional case unless otherwise stated.
Let H0G(0, T ) be the collection of processes in the following form: for a given partition{t0, . . . , tN } = πT of [0, T ],
ηt (ω) =
N−1−
j=0
ξ j (ω)1[t j ,t j+1)(t),
where ξi ∈ L i p(Ωti ), i = 0, 1, 2, . . . , N − 1. For each η ∈ H0G(0, T ), let ‖η‖H pG =
Eˆ
 T
0 |ηs |2ds
p/21/p and let us denote by H pG(0, T ) the completion of H0G(0, T ) under the
norm ‖ · ‖H pG .
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Definition 2.10. For each η ∈ H0G(0, T ) in the form
ηt (ω) =
N−1−
j=0
ξ j (ω)1[t j ,t j+1)(t),
we define
I (η) =
∫ T
0
η(s)dBs :=
N−1−
j=0
ξ j (Bt j+1 − Bt j ).
By the B–D–G inequality under P , for all P ∈ PM , the mapping I : H0G(0, T ) → L pG(ΩT )
is continuous under ‖ · ‖H pG and, thus, it can be continuously extended to H
p
G(0, T ).
Definition 2.11. A process {Mt } with values in L1G(ΩT ) is called a G-martingale if Eˆs(Mt ) =
Ms for any s ≤ t . If {Mt } and {−Mt } are both G-martingales, we call {Mt } a symmetric G-
martingale.
Definition 2.12. For two processes {X t }, {Yt } with values in L1G(ΩT ), we say that {X t } is a
version of {Yt } if
X t = Yt , q.s., for all t ∈ [0, T ].
3. Some lemmas
Definition 3.1. We say that a process {Mt } with values in L1G(ΩT ) is quasi-continuous if:
for all ε > 0, there exists an open set G with c(G) < ε such that M·(·) is continuous on
Gc × [0, T ].
By Theorem A.6, we know that any G-martingale {Mt } has a quasi-continuous version. So
we shall only consider quasi-continuous G-martingales in what follows. The following lemma is
the counterpart of Doob’s uniform integrability lemma, and the proof is adapted from [8].
Suppose that Bt = σ {Bs |s ≤ t},Ft = ∩r>t Br and F = {Ft }t∈[0,T ]. The mapping
τ : ΩT → [0, T ] is called an F stopping time if [τ ≤ t] ∈ Ft , ∀t ∈ [0, T ].
Lemma 3.2. Let {Mt } be a symmetric or negative G-martingale with MT ∈ L pG(ΩT ) for p ≥ 1.
Then {|Mσi |p}i∈I is uniformly integrable under Eˆ in the following sense:
sup
i∈I
Eˆ[|Mσi |p1[|Mσi |>n]] → 0, as n →∞.
Here {σi | i ∈ I } is an arbitrary family of stopping times w.r.t. F.
Proof. First we recall that if M is a symmetric G-martingale (resp., G-martingale), it is a P-
martingale (resp., P-supermartingale), for all P ∈ PM . Then, for all δ > 0, n ≥ 1,
EP [|Mσi |p1[|Mσi |>n]] ≤ EP [|MT |p1[|Mσi |>n]]
≤ δ p P(|Mσi | > n)+ EP [|MT |p1[|MT |>δ]]
≤ δ pn−p EP (|Mσi |p)+ EP [|MT |p1[|MT |>δ]]
≤ δ pn−p EP (|MT |p)+ EP [|MT |p1[|MT |>δ]].
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So supi∈I Eˆ[|Mσi |p1[|Mσi |>n]] ≤ δ pn−p Eˆ(|MT |p)+ Eˆ[|MT |p1[|MT |>δ]]. We first let n →∞,
then we let δ go to infinity, and we get the result. 
Lemma 3.3. Let E be a metric space and let a mapping M given by
E × [0, T ] ∋ (ω, t)→ Mt (ω) ∈ R
be continuous on E × [0, T ].
Define τ a = inf{t ≥ 0| Mt ≥ a} ∧ T and τ a = inf{t ≥ 0| Mt > a} ∧ T . Then:
(i) Mt∧τa is continuous at any ω ∈ E with Mt∧τa (ω) < a and Mt∧τa is continuous at any
ω ∈ E with Mt∧τa (ω) = a. Moreover, −Mt∧τa , Mt∧τa are both lower semi-continuous.
(ii) −τ a and τ a are both lower semi-continuous.
Proof. (i) For ω with Mt∧τa (ω) = a, Mt∧τa (·) is obviously continuous at ω. Also, we claim
that for ω with Mt∧τa (ω) < a, Mt∧τa (·) is continuous at ω. Otherwise, there exists a sequence{ωn} ⊂ ΩT and a sequence {tn} ⊂ [0, t] such that ωn → ω and Mtn (ωn) ≥ a. Assume that
tn → t ′ ∈ [0, t]; then
|Mtn (ωn)− Mt ′(ω)| → 0.
So Mt ′(ω) ≥ a and Mt∧τa (ω) ≥ a, which contradicts the assumption.
For any b ∈ R, we claim that [Mt∧τa < b] and [Mt∧τa > b] are both open. If b > a,[Mt∧τa < b] is obviously open. Assume that b ≤ a. For any ω ∈ [Mt∧τa < b], there exists an
open set O such that ω ∈ O ⊂ [Mt∧τa < b] since Mt∧τa is continuous at ω. So [Mt∧τa < b]
is open. Also, [Mt∧τa > b] is obviously open for b ≥ a. Assume that b < a. If Mt∧τa (ω) = a,
there exists an open set O such that ω ∈ O ⊂ [Mt∧τa > b] since Mt∧τa is continuous at
ω. For b < Mt∧τa (ω) < a, we have b < Mt (ω). Then there exists an open set O such that
ω ∈ O ⊂ [Mt > b] ⊂ [Mt∧τa > b] since Mt is continuous at ω. So [Mt∧τa > b] is open.
(ii) For any t ∈ [0, T ], [τ a < t] is obviously open. For any t ∈ [0, T ), [τ a > t] = [Mt∧τa <
a] is open by (i). 
Lemma 3.4. For any closed set F ⊂ ΩT , we have
c(F) = inf{c(O)|F ⊂ O, O is open},
where c is the capacity induced by Eˆ.
Proof. It suffices to prove that for any closed set F ⊂ ΩT , c(F) ≥ inf{c(O)| F ⊂
O, O is open}. In fact, for any closed set F ⊂ ΩT , there exists {ϕn} ⊂ Cb(ΩT ) such that
1 ≥ ϕn ↓ 1F . By Theorem 31 in [1], we have c(F) = limn→∞ Eˆ(ϕn). Let On = [ϕn > 1−1/n].
Then On ⊃ F and c(On) ≤ nn−1 Eˆ(ϕn) → c(F). So c(F) ≥ infn c(On) ≥ inf{c(O)| F ⊂
O, O is open}. 
Motivated by the comments from one of the referees, we add the following lemma.
Lemma 3.5. Let {Mt } be a right continuous G-martingale ( i.e., for any ε > 0, there exists
an open set O with c(O) < ε such that for every ω ∈ Oc, {Mt (ω)}t∈[0,T ] is right continuous)
with Mt quasi-continuous for all t ∈ [0, T ]. Then {Mt } is quasi-continuous.
Proof. Let {Nt } be a quasi-continuous version of {Mt }. Fix t ∈ [0, T ]. For any ε > 0, there exists
an open set O with c(O) < ε/2 such that Mt |Oc , Nt |Oc are both continuous since Mt , Nt are
both quasi-continuous. Noting that Oc ∩ [|Mt − Nt | > 0] is a polar set, Oc ∩ [|Mt − Nt | ≥ 1/n]
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is a closed polar set for each n ∈ N . By Lemma 3.4, there exists an open set G with c(G) < ε/2
such that Oc ∩ [|Mt − Nt | > 0] ⊂ G. So Mt = Nt on Oc ∩ Gc. By the right continuity of {Mt }
and {Nt }, for any ε > 0, there exists an open set O with c(O) < ε such that Mt (ω) = Nt (ω) on
Oc × [0, T ]. So {Mt } is quasi-continuous. 
4. Hitting times for G-martingales
4.1. Hitting times for symmetric G-martingales
In this section, we try to define stopped processes for symmetric G-martingales.
Let
QT = {(r, s)|T ≥ r > s ≥ 0, r, s are rational}
and
Sa(M) = {ω ∈ ΩT | there exists (r, s) ∈ QT s.t. Mt (ω) = a for all t ∈ [s, r ]}.
Theorem 4.1. Let {Mt }t∈[0,T ] be a quasi-continuous symmetric G-martingale. Then for all
a > M0 and τ a, τ a defined in Lemma 3.3, we have the following conclusions:
(i) For all t ∈ [0, T ], Mt∧τa and Mt∧τa are both quasi-continuous. Consequently, {Mt∧τa } and{Mt∧τa } are both symmetric G-martingales.
(ii) If in addition c(Sa(M)) = 0, then τ a, τ a are both quasi-continuous.
Proof. (i) Since {Mt }t∈[0,T ] is a symmetric G-martingale, it is a martingale under each P ∈ PM .
Therefore, EP (Mt∧τa ) = M0 = EP (Mt∧τa ) for each P ∈ PM . Consequently, Eˆ(Mt∧τa −
Mt∧τa ) = 0. Noting that Mt∧τa ≥ Mt∧τa , we get Mt∧τa = Mt∧τa , q.s. Since {Mt } is quasi-
continuous, for any ε > 0, there exists an open set G with c(G) < ε/2 such that M·(·) is
continuous on Gc × [0, T ]. Let Q = {(r, s)|r > s, r, s are rational}. Noting that
[Mt∧τa > Mt∧τa ] = ∪(r,s)∈Q[Mt∧τa ≥ r, s ≥ Mt∧τa ],
we have
[Mt∧τa > Mt∧τa ] ⊂ G

∪(r,s)∈Q([Mt∧τa ≥ r, s ≥ Mt∧τa ] ∩ Gc).
By Lemma 3.3, [Mt∧τa ≥ r, s ≥ Mt∧τa ] ∩ Gc is closed for any (r, s) ∈ Q. Since c([Mt∧τa ≥
r, s ≥ Mt∧τa ] ∩ Gc) = 0, by Lemma 3.4, there exists an open set O with c(O) < ε/2 such that
∪(r,s)∈Q([Mt∧τa ≥ r, s ≥ Mt∧τa ] ∩ Gc) ⊂ O.
By Lemma 3.3, Mt∧τa and Mt∧τa are both continuous on O
c ∩ Gc.
(ii) By the quasi-continuity of {Mt }, for any ε > 0, there exists an open set G such that
c(G) < ε/2 and Mt (ω) is continuous on Gc × [0, T ]. So
Gc ∩ [τ a > τ a] ⊂ Sa(M)

∪r∈Q∩[0,T ][Mr∧τa < Mr∧τa ],
whereQ denotes the totality of rational numbers. Thus, from the assumption that C(Sa(M)) = 0
combined with the proof of (i) of the present theorem we see that c(Gc ∩ [τ a > τ a]) = 0. Since
Gc ∩ [τ a > τ a] =

(r,s)∈QT
([τ a ≥ r, s ≥ τ a] ∩ Gc)
and [τ a ≥ r, s ≥ τ a] ∩ Gc is closed by Lemma 3.3, there exists an open set O such that
c(O) < ε/2 and Gc ∩ [τ a > τ a] ⊂ O . So on Oc ∩ Gc, τ a = τ a are both continuous. 
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Remark 4.2. If the quadratic variation process of a symmetric G-martingale {Mt } is strictly
increasing except on a polar set, then c(Sa(M)) = 0 for any a ∈ R.
Example 4.3. Let {Bt }t∈[0,T ] be a one-dimensional G-Brownian motion. For a > 0, let τ a =
inf{t ≥ 0| Bt ≥ a} ∧ T and τ a = inf{t ≥ 0| Bt > a} ∧ T . Then we have:
(i) For any t ∈ [0, T ],−Bt∧τa , Bt∧τa ,−τ a and τ a are all lower semi-continuous.
(ii) For any t ∈ [0, T ], Bt∧τa , Bt∧τa , τ a and τ a are all quasi-continuous.
(iii) {Bt∧τa } and {Bt∧τa } are both symmetric G-martingales.
4.2. Hitting times for possibly non-symmetric G-martingales
For each P ∈ PM and t ∈ [0, T ], let At,P := {Q ∈ PM |Q|Ft = P|Ft }. Theorem 2.3 in [5]
implies the following result. For t ∈ [0, T ] and ξ ∈ L1G(ΩT ), η ∈ L1G(Ωt ), η = Eˆt (ξ) if and
only if for each P ∈ PM ,
η = ess supPQ∈At,P EQ(ξ |Ft ), P-a.s.,
where ess supP denotes the essential supremum under P .
Theorem 4.4. Let {Mt }t∈[0,T ] be a quasi-continuous G-martingale. For all a > |M0|, Mt∧σ a
and Mt∧σ a are both G-martingales, where σ a = inf{t ≥ 0| Mt ≤ −a} ∧ T and σ a = inf{t ≥
0| Mt < −a} ∧ T .
Proof. For each P ∈ PM , {Mt }t∈[0,T ] is a supermartingale. Noting that σ a ≤ σ a , for each
t ∈ [0, T ], we have
EP (Mt∧σ a |Ft∧σ a ) ≤ Mt∧σ a
by the Doob optimal stopping theorem. This implies that EP (Mt∧σ a −Mt∧σ a ) ≥ 0. On the other
hand, it is obvious that Mt∧σ a ≤ Mt∧σ a . So Mt∧σ a = Mt∧σ a q.s. By the same arguments as in
Theorem 4.1, for any ε > 0, there exists an open set O such that c(O) < ε and Mt∧σ a = Mt∧σ a
are continuous on Oc. So Mt∧σ a and Mt∧σ a are both quasi-continuous.
Suppose that σ = σ a or σ a .
For P ∈ PM , we recall that M is a Q-supermartingale for all Q ∈ As,P . Therefore, for
0 ≤ s < t ≤ T ,
Eˆs(Mt∧σ ) = ess supPQ∈As,P EQ(Mt∧σ |Fs)
≤ Ms∧σ P − a.s.
On the other hand, for all Q ∈ As,P ,
EQ(Mt∧σ |Fs) = −a1[σ≤s] + EQ(Mt∧σ |Fs)1[σ>s]
≥ −a1[σ≤s] + EQ[EQ(Mt |Ft∧σ )|Fs]1[σ>s]
= −a1[σ≤s] + EQ(Mt |Fs∧σ )1[σ>s]
= −a1[σ≤s] + EQ(Mt |Fs)1[σ>s].
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So
Eˆs(Mt∧σ ) = ess supPQ∈As,P EQ(Mt∧σ |Fs)
≥ −a1[σ≤s] + ess supPQ∈As,P EQ(Mt |Fs)1[σ>s]
= −a1[σ≤s] + Ms1[σ>s]
= Mσ∧s P − a.s.
and Eˆs(Mσt ) = Mσs q.s. 
4.3. Hitting times for {⟨B⟩t }
Let {Bt }t∈[0,T ] be a one-dimensional G-Brownian motion and let {⟨B⟩t } be the related
quadratic variation process.
Theorem 4.5. Let τ a = inf{t ≥ 0| ⟨B⟩t ≥ a} ∧ T and τ a = inf{t ≥ 0|⟨B⟩t > a} ∧ T . Then
τ a, τ a are both quasi-continuous.
Proof. By Theorem A.6, {⟨B⟩t − σ¯ 2t} has a quasi-continuous version. Consequently, {⟨B⟩t }
has a quasi-continuous version. We assume that {⟨B⟩t } is quasi-continuous. For any ε > 0,
there exists an open set G with c(G) < ε/2 such that ⟨B⟩t (ω) is continuous on Gc × [0, T ]. By
Lemma 3.3,−τ a and τ a are both lower semi-continuous on Gc. Since {⟨B⟩t } is strictly increasing
q.s., [τ a > τ a] is a polar set. Since
[τ a > τ a] ⊂ G

∪(r,s)∈QT ([τ a ≥ r, s ≥ τ a] ∩ Gc)
and [τ a ≥ r, s ≥ τ a] ∩ Gc is a closed polar set for every (r, s) ∈ QT , there exists an open set
O with c(O) < ε/2 such that ∪(r,s)∈Q([τ a ≥ r, s ≥ τ a] ∩ Gc) ⊂ O . Therefore, τ a, τ a are both
continuous on Oc ∩ Gc. 
The following corollary is straightforward.
Corollary 4.6. For any a ≥ 0, suppose that τa = τ a or τ a . Bτa is quasi-continuous. 
5. Applications
We call a random variable ξ ∈ L1G(ΩT ) symmetric if Eˆ(ξ)+ Eˆ(−ξ) = 0.
Theorem 5.1. Let ξ ∈ Lβ(ΩT ) for some β ≥ 1 be symmetric. Then there exists a sequence
{ξn} ⊂ L1(ΩT ) of elements which are bounded and symmetric such that Eˆ[|ξ − ξn|β ] → 0.
Proof. Let M be a quasi-continuous version of {Eˆt (ξ)}t∈[0,T ]. For each n ∈ N , let σn = inf{t ≥
0| |Mt | > n}∧T , and τn = inf{t ≥ 0| Mt > n}∧T . By Theorem 4.1, {Mτnt }t∈[0,T ] is a symmetric
G-martingale with Mτnt quasi-continuous for each t ∈ [0, T ]. So {Mτnt }t∈[0,T ] is quasi-continuous
by Lemma 3.5. Let ςn = inf{t ≥ 0| −Mτnt > n} ∧ T . By the same arguments, {Mτn∧ςnt } is a
bounded symmetric G-martingale. So Mσnt = Mτn∧ςnt is a bounded symmetric G-martingale.
|Mσn − MT |β ≤ 2β−1(|Mσn − (MT ∧ n) ∨ (−n)|β + |(MT ∧ n) ∨ (−n)− MT |β)
≤ 22β−1|Mσn |β1[|Mσn |≥n] + 2β−1|MT |β1[|MT |>n].
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Hence, by Lemma 3.2,
Eˆ(|Mσn − MT |β) ≤ 22β−1 sup
i
Eˆ[|Mσi |β1[|Mσi |≥n]] + 2β−1 Eˆ[|MT |β1[|MT |>n]] → 0. 
The following corollary improves Corollary A.3.
Corollary 5.2. Suppose that ξ ∈ LβG(ΩT ) for some β > 1 with Eˆ(ξ)+ Eˆ(−ξ) = 0. Then there
exists {Z t }t∈[0,T ] ∈ HβG(0, T ) such that
ξ = Eˆ(ξ)+
∫ T
0
ZsdBs, q.s.
Proof. By Theorem 5.1, there exists a sequence {ξn} ⊂ L1(ΩT ) of elements which are bounded
and symmetric such that Eˆ[|ξ − ξn|β ] → 0. By Corollary A.3, there exists {Znt }t∈[0,T ] ∈
HβG(0, T ) such that
ξn = Eˆ(ξn)+
∫ T
0
Zns dBs .
By the B–D–G and Doob’s maximal inequalities, {Znt }t∈[0,T ] is a Cauchy sequence in HβG(0, T ).
So there exists {Z t } ∈ HβG(0, T ) such that ‖Zn − Z‖HβG → 0. Then
ξ = lim
LβG ,n→∞
ξn = lim
LβG ,n→∞
[
Eˆ(ξn)+
∫ T
0
Zns dBs
]
= Eˆ(ξ)+
∫ T
0
ZsdBs . 
Theorem 5.3. Let ξ ∈ L2G(ΩT ) be bounded above. Then Mt = Eˆt (ξ), t ∈ [0, T ] has the
following representation:
Mt = M0 +
∫ t
0
ZsdBs − Kt , (5.0.1)
where {Z t } ∈ M2G(ΩT ), {Kt } is a quasi-continuous increasing process with K0 = 0 and{−Kt }t∈[0,T ] a G-martingale.
Proof. Without loss of generality we assume that ξ ≤ 0. Let {Mt } be a quasi-continuous version
of {Eˆ(ξ)}. For n ∈ N , suppose that σn = σ n , defined in Theorem 4.4. Then Mσn is bounded. By
Theorems 4.4 and A.2, we have the following representation:
Mσnt = Eˆ(MT )+
∫ t
0
Zns dBs − K nt =: N nt − K nt , q.s.,
where {Znt }t∈[0,T ] ∈ H2G(0, T ) and {K nt }t∈[0,T ] is a continuous increasing process with K n0 = 0
and {−K nt }t∈[0,T ] a G-martingale. For m > n, by the uniqueness of the decomposition of a
semimartingale under P , for all P ∈ PM , N nt = (N m)σnt and K nt = (K m)σnt . So Kt := K mt −K nt
is a continuous increasing process. LetMt := Mσmt − Mσnt = (N mt − N nt )− (K mt − K nt ) =: Nt − Kt .
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By Itoˆ’s formula under P , for all P ∈ PM , we have
Eˆ(N 2T ) ≤ Eˆ(M2T )+ 2Eˆ ∫ T
0
M+s dKs .
Noting that M+s ≤ n, we have
Eˆ(N 2T ) ≤ Eˆ(M2T )+ 2nEˆ(KT ).
We also have
Eˆ(M2T ) ≤ 2{Eˆ[(MT − Mσn )2] + Eˆ[(MT − Mσm )2]}
and
2nEˆ(KT ) = 2n[Eˆ(Mσn − Mσm )+ Eˆ(Mσm − Mσn )]
≤ 4n[Eˆ(|Mσn − MT |)+ Eˆ(|Mσm − MT |)].
By the same arguments as in Theorem 5.1, we can show that Eˆ(M2T ) → 0 as m, n → ∞. Now
we show that 2nEˆ(KT )→ 0 as m, n →∞. Indeed,
|Mσn − MT | ≤ |Mσn − MT ∨ (−n)| + |MT ∨ (−n)− MT |
≤ 2|Mσn |1[|Mσn |≥n] + |MT |1[|MT |>n].
So
2nEˆ(KT ) ≤ 8nEˆ(Mσn 1[|Mσn |≥n])+ 4nEˆ(MT 1[|MT |>n])
+ 8m Eˆ(Mσm 1[|Mσm |≥m])+ 4m Eˆ(MT 1[|MT |>m])
≤ 8Eˆ(M2σn 1[|Mσn |≥n])+ 4Eˆ(M2T 1[|MT |>n])
+ 8Eˆ(M2σm 1[|Mσm |≥m])+ 4Eˆ(M2T 1[|MT |>m]).
So 2nEˆ(KT ) → 0 as m, n → ∞ by Lemma 3.2. Consequently, we conclude that Eˆ(N 2T ) → 0
and Eˆ(K 2T )→ 0 as m, n →∞.
So there exists {Z t } ∈ H2G(0, T ) and {Kt } with values in L2G(ΩT ) such that
Eˆ
[∫ T
0
|Zns − Zs |2ds
]
→ 0
and
Eˆ[ sup
t∈[0,T ]
|K nt − Kt |2] → 0
as n goes to infinity.
Then
Mt = lim
L2G ,n→∞
Mnt = lim
L2G ,n→∞
∫ t
0
Zns dBs − lim
L2G ,n→∞
K nt =
∫ t
0
ZsdBs − Kt . 
In this theorem, for ξ ∈ L2G(ΩT ) bounded above, we have KT ∈ L2G(ΩT ). This result
improves Theorem A.2.
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For η ∈ H0G(0, T ), [3] proved that Mt (η) :=
 t
0 ηsd⟨B⟩s − 2
 t
0 G(ηs)ds is a non-increasing
G-martingale. Let
A0 =
∫ T
0
ηsd⟨B⟩s − 2
∫ T
0
G(ηs)ds| η ∈ H0G(0, T )

and
Ap = {MT ∈ L pG(ΩT )|{Mt } is a non-increasing G-martingale with M0 = 0}.
Theorem 5.4. For any p ≥ 1 and ξ ∈ Ap, there exists {ηn} ⊂ H0G(0, T ) such that
Eˆ[ sup
t∈[0,T ]
|Mt (ηn)− Mt |p] → 0,
where {Mt } is a quasi-continuous version of {Eˆt (ξ)} and Mt (ηn) =
 t
0 η
n
s d⟨B⟩s −2
 t
0 G(η
n
s )ds.
Proof. For ξ ∈ Ap, let {Mt } be a quasi-continuous version of {Eˆt (ξ)}. Suppose that σn = σ n .
By Theorem 4.4, {Mσnt } is a bounded non-increasing G-martingale. So Mσn ∈ Aβ for any β ≥ 1.
sup
t∈[0,T ]
|Mσnt − Mt |p = |Mσn − MT |p
≤ 2p−1(|Mσn − MT ∨ (−n)|p + |MT ∨ (−n)− MT |p)
≤ 22p−1|Mσn |p1[|Mσn |≥n] + 2p−1|MT |p1[|MT |>n].
Hence, by Lemma 3.2,
Eˆ( sup
t∈[0,T ]
|Mσnt − Mt |p) ≤ 22p−1 sup
i
Eˆ[|Mσi |p1[|Mσi |≥n]] + 2p−1 Eˆ[|MT |p1[|MT |>n]] → 0.
On the other hand, by the proof to Theorem A2 in [7], for each n, there exists {ηnk } ⊂ H0G(0, T )
such that
‖ sup
t∈[0,T ]
|Mt (ηnk )− Mσnt | ‖L pG → 0
as k goes to infinity. So we get the desired result. 
Theorem 5.5. Let {Bt }t∈[0,T ] be a one-dimensional G-Brownian motion and let τ be an F
stopping time. If Bτ belongs to L1G(ΩT ), then {1[0,τ ](s)}s∈[0,T ] ∈ HαG(0, T ) for any α > 1.
Proof. Bτ ∈ L1G(ΩT ) implies that Bτ belongs to LαG(ΩT ) for any α > 1 by Doob’s maximal
inequality under P , for all P ∈ PM . By Corollary 5.2, there exists {Z t }t∈[0,T ] ∈ HαG(0, T ) for
all α > 1 such that
Bτ =
∫ T
0
ZsdBs, q.s.
On the other hand, under every P ∈ PM ,
Bτ =
∫ T
0
1[0,τ ](s)dBs . P − a.s.
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By the B–D–G inequality under P , we have
EP
∫ T
0
|Zs − 1[0,τ ](s)|2ds
α/2
= 0.
So Eˆ
[ T
0 |Zs − 1[0,τ ](s)|2ds
α/2] = 0 and consequently 1[0,τ ](s) ∈ HαG(0, T ). 
Corollary 5.6. Let {Bt }t∈[0,T ] be a one-dimensional G-Brownian motion.
(i) {1[supt≤s Bt≤a]} ∈ HαG(0, T ) for all α > 1. Similarly, {1[supt≤s |Bt |≤a]} ∈ HαG(0, T ) for all
α > 1.
(ii) Let {Mt } be a symmetric G-martingale. If c(Sa(M)) = 0, then {1[supt≤s Mt≤a]} ∈ HαG(0, T )
for all α > 1.
(iii) 1[⟨B⟩s≤a] ∈ HαG(0, T ) for all α > 1.
Proof. (i) Let τ = τ a be defined as in Example 4.3. Then we have Bτ ∈ L1G(ΩT ) by
Example 4.3, so {1[supt≤s Bt≤a]} = {1[0,τ ](s)} ∈ HαG(0, T ).
(ii) Let τ = τ a be defined as in Theorem 4.1. Since τ is quasi-continuous, Bτ is quasi-
continuous and consequently belongs to L1G(ΩT ). So {1[supt≤s Mt≤a]} = {1[0,τ ](s)} ∈ HαG(0, T ).
(iii) Let τ = τ a be defined as in Theorem 4.5. By just the same arguments as in (ii), we have
Bτ ∈ L1G(ΩT ). So {1[⟨B⟩s≤a]} = {1[0,τ ](s)} ∈ HαG(0, T ). 
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Appendix
In this Appendix, we mainly introduce the decomposition theorem and a regularity property
for G-martingales, which were obtained in [7].
[3] conjectured that for any ξ ∈ L1G(ΩT ), we have the following decomposition:
X t := Eˆt (ξ) = Eˆ(ξ)+
∫ t
0
ZsdBs − Kt , t ∈ [0, T ],
where K0 = 0 and {Kt } is an increasing process. [3] proved the conjecture for cylindrical
functions in L i p(ΩT ) by Itoˆ’s formula in the setting of G-expectation space.
[5] defined a norm ‖ξ‖L02 = {Eˆ[supt∈[0,T ] Eˆt (|ξ |
2)]}1/2 on L i p(ΩT ) and generalized the
above result to the completion L02(⊂ L2G(ΩT )) of L i p(ΩT ) under the norm ‖ · ‖L02 .
However, [5] fell short of establishing the relations between the two norms ‖·‖2,G and ‖·‖L02 .
The space L02 is just an abstract completion and we know nothing from [5] about the space L02
except the fact that L i p(ΩT ) ⊂ L02 ⊂ L2G(ΩT ).
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For ξ ∈ H0T , let E(ξ) = Eˆ[supu∈[0,T ] Eˆu(ξ)], where Eˆ is the G-expectation. For α ≥ 1
and ξ ∈ H0T , define ‖ξ‖α,E = [E(|ξ |α)]1/α and denote as LαE (ΩT ) the completion of H0T under‖ · ‖α,E .
Theorem A.1 ([7]). For any α ≥ 1 and δ > 0, we have Lα+δG (ΩT ) ⊂ LαE (ΩT ). More precisely,
for any 1 < γ < β := (α + δ)/α, γ ≤ 2, we have
‖ξ‖αα,E ≤ γ ∗{‖ξ‖αα+δ,G + 141/γCβ/γ ‖ξ‖(α+δ)/γα+δ,G }, for all ξ ∈ L i p(ΩT ),
where Cβ/γ =∑∞i=1 i−β/γ , γ ∗ = γ /(γ − 1).
After the completion of [7] and its submission to arxiv, we became aware of a new version [6]
of [5], which was submitted to arxiv a few days later than my submission. In [6], they proved
that L pG(ΩT ) ⊂ L2E (ΩT ) for any p > 2, which is a particular case of Theorem A.1.
By the estimates given in Theorem A.1, [7] obtained the following decomposition theorem
for G-martingales.
Theorem A.2 ([7]). For ξ ∈ LβG(ΩT ) with some β > 1, X t = Eˆt (ξ), t ∈ [0, T ] has the
following decomposition:
X t = X0 +
∫ t
0
ZsdBs − Kt , q.s.,
where {Z t } ∈ H1G(0, T ) and {Kt } is a continuous increasing process with K0 = 0 and{−Kt }t∈[0,T ] a G-martingale. Furthermore, the above decomposition is unique and {Z t } ∈
HαG(0, T ), KT ∈ LαG(ΩT ) for any 1 ≤ α < β.
[7] presented, as corollaries of the above decomposition theorem, the following representation
theorem for symmetric G-martingales.
Corollary A.3 ([7]). Suppose that ξ ∈ LβG(ΩT ) for some β > 1 with Eˆ(ξ)+ Eˆ(−ξ) = 0. Then
there exists {Z t }t∈[0,T ] ∈ H1G(0, T ) such that
ξ = Eˆ(ξ)+
∫ T
0
ZsdBs .
Furthermore, the above representation is unique and {Z t } ∈ HαG(0, T ) for any 1 ≤ α < β.
Remark A.4. In Corollary A.3, for ξ ∈ LβG(ΩT ), we only know that the related {Z t }t∈[0,T ] ∈
HαG(0, T ) for any 1 ≤ α < β. But for the case β = 2, the following theorem shows that the
related {Z t }t∈[0,T ] ∈ H2G(0, T ). Fortunately, by a stopping time technique, Corollary 5.2 in this
article shows that {Z t }t∈[0,T ] does belong to HβG(0, T ) for ξ ∈ LβG(ΩT ).
Theorem A.5 ([7]). Suppose that ξ ∈ L2G(ΩT ) with Eˆ(ξ) + Eˆ(−ξ) = 0. Then there exists
{Z t }t∈[0,T ] ∈ M2G(0, T ) such that
ξ = Eˆ(ξ)+
∫ T
0
ZsdBs .
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[7] proved, as a corollary of Theorem A.1, that any G-martingale {Mt } with MT ∈ LβG(ΩT )
for some β > 1 has a quasi-continuous version. Using a more elaborate proof, [7] obtained the
following theorem.
Theorem A.6 ([7]). Any G-martingale {Mt } has a quasi-continuous version.
This theorem turns out to be quite important for studying the properties of the stopped pro-
cesses for G-martingales in this article.
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