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Re´sume´
L’abondance actuelle des donne´es disponibles motive
la recherche pour repre´senter les diffe´rences qui existent
entre plusieurs traces nume´riques d’un meˆme processus.
Dans des travaux pre´ce´dents, nous avons propose´ une
repre´sentation symbolique des variations entre plusieurs
e´le´ments d’un meˆme ensemble. Dans cet article, nous
allons plus loin et de´finissons la notion de co-variation
comme une de´pendance fonctionnelle entre variations.
Nous montrons que cette de´finition permet d’obtenir une
re`gle de de´duction naturelle sur les variations, qui peut
eˆtre facilement e´tendue pour de´finir un raisonnement
par similarite´. Une me´thode est ensuite propose´e pour
apprendre des co-variations a` partir de donne´es. Dans
cette me´thode, les co-variations correspondent aux re`-
gles d’implication d’objets dans une structure de motifs.
Abstract
In order to make sense of the ever-growing amount
of available data, it is key to be able to capture the dif-
ferences between two or more digital traces of a same
process. In some previous work, a symbolic representa-
tion of the variations between two or more elements of a
set was proposed. This article goes one step further and
defines co-variations as functional dependencies between
variations. This gives us a natural deduction rule on vari-
ations, which we show can be easily extended to perform
similarity-based reasoning. A method is also proposed
to learn co-variations from the data. In this method,
co-variations correspond to object implication rules in a
pattern structure.
1 Introduction
Une variation repre´sente un ensemble de diffe´rences
entre deux ou plusieurs traces nume´riques (au sens
de [23]) d’un meˆme processus. Ces diffe´rences peu-
vent eˆtre de l’ordre du “tout ou rien”, c.-a`-d., exprimer
le gain/la pre´servation/la perte d’une proprie´te´ (par
exemple, les morilles noires sont toxiques alors que
les fausses morilles sont comestibles), ou e´tablir un
changement de degre´ (par exemple, Le film “Rambo”
est plus violent que le film “Cendrillon”). Eˆtre capa-
ble de les repre´senter constitue un ve´ritable enjeu, car
elles permettent au sein d’un processus complexe de
repre´senter la fac¸on dont un parame`tre e´volue avec
son environnement. Les applications potentielles sont
nombreuses, comme par exemple la comparaison d’ob-
jets en reconnaissance de formes [17], l’e´tude des e´vo-
lutions cohe´rentes dans l’expression des ge`nes [21], la
caracte´risation de relations se´mantiques entre entite´s
linguistiques [14], la mode´lisation de l’adaptation en
raisonnement a` partir de cas [12, 18, 24] ou encore l’e´-
tude de l’impact des changements dans l’habitat des
poissons sur leurs de´placements [5].
Cet article fait suite a` de pre´ce´dents travaux [3],
ou` nous avions propose´ une repre´sentation symbolique
des variations sous forme d’un attribut d’un ensemble
ordonne´ d’objets, tous pris dans un meˆme ensemble.
Nous nous inte´ressons ici a` la formalisation des co-
occurrences qui peuvent exister entre une ou plusieurs
variations, et a` la de´finition de “re`gles d’infe´rences”
entre variations qui permettent de les utiliser dans
un raisonnement. En particulier, une forme d’infe´rence
qu’il serait bon d’avoir sur les variations est le raison-
nement de type modus ponens, dont le schema est le
suivant :
fpz, tq
SI fpx, yq ALORS gpx, yq
gpz, tq
Ce raisonnement permet de de´terminer la valeur d’une
variation en un point par application d’une re`gle de
type SI . . . ALORS. Cette re`gle doit traduire le fait
que la variation g co¨ıncide localement avec la variation
f sur un ensemble de paires d’objets qui contient le
couple pz, tq.
Dans cet article, nous proposons de de´finir la notion
de co-variation comme une de´pendance fonctionnelle
entre variations. Cette de´finition permet de de´finir une
re`gle de de´duction naturelle sur les variations, qui peut
eˆtre facilement e´tendue pour de´finir un raisonnement
par similarite´. Une me´thode est propose´e pour appren-
dre des co-variations a` partir de donne´es. Dans cette
me´thode, les co-variations correspondent aux re`gles
d’implication d’objets dans une structure de motifs.
L’article est organise´ comme suit. La section suiv-
ante fait une e´tude de la litte´rature autour de la
repre´sentation de co-variations. La Sec. 3 rappelle des
de´finitions sur les variations et fait le lien entre vari-
ations et proportion analogique. Dans la Sec. 4, une
co-variation est de´finie comme une de´pendance fonc-
tionnelle entre variations. Dans la Sec. 5, une re`gle
de de´duction naturelle, de type “modus ponens” est
pre´sente´e. La re`gle d’infe´rence est ensuite e´tendue en
Sec. 6 pour de´finir un raisonnement par similarite´. La
Sec. 7 pre´sente une me´thode d’apprentissage de co-
variations a` partir de donne´es. La Sec. 8 conclue l’ar-
ticle et donne des perspectives de recherches.
2 Revue de la litte´rature
Dans cet article, nous proposons une approche sym-
bolique pour repre´senter les co-variations, la` ou` la de´-
tection de corre´lations entre variables fait souvent ap-
pel a` des techniques statistiques ou graphiques (voir
par exemple [9, 20, 27]).
Une des motivations de ce travail re´side dans l’util-
ite´ des variations pour re´aliser l’e´tape d’adaptation en
raisonnement a` partir de cas. Dans une de ses formu-
lations [12], l’adaptation est pre´sente´e comme la con-
struction d’une solution solpcibleq pour un proble`me
cible cible par modification de la solution solpsrceq
d’un proble`me source srce reme´more´. L’adaptation
peut eˆtre de´compose´e en trois e´tapes :
¬ psrce, cibleq ÞÑ ∆pb : on repre´sente les dif-
fe´rences entre les proble`mes srce et cible ;
­ p∆pb, CAq ÞÑ ∆sol : on utilise des connaissances
d’adaptation CA pour construire une variation
∆sol entre solpsrceq et le futur solpcibleq ;
® p∆sol, solpsrceqq ÞÑ solpcibleq : solpsrceq est
modifie´ en solpcibleq en appliquant ∆sol.
Selon ce mode`le, re´aliser l’adaptation ne´cessite d’eˆtre
capable d’infe´rer des variations ∆sol entre solutions a`
partir de variations ∆pb entre proble`mes (e´tape ­).
Une co-variation exprime la co¨ıncidence locale de
deux proprie´te´s, qui s’appliquent chacune sur un cou-
ple d’objets. En cela, la notion de co-variation est
proche de celle de dissimilarite´ analogique, qui est
mesure´e de manie`re nume´rique dans [8] comme le nom-
bre de flips ne´cessaires pour que les quatre objets
se retrouvent en proportion analogique, ou dans [13]
comme le cosinus de deux vecteurs dans un espace eu-
clidien Rn.
Lorsque les variations repre´sentent un changement
de degre´ d’une proprie´te´, les co-variations expriment
des correspondances monotones entre deux change-
ments graduels, a` travers des re`gles de la forme “plus
x est A, plus y est B”. Au niveau lexical, de telles
correspondances, appele´es sche´mas topiques (topoi),
sont de´finies comme e´tant la donne´e de deux pre´di-
cats graduels ainsi que l’ensemble des correspondances
monotones entre ces deux gradations [2]. Les topoi ont
e´te´ identifie´es comme jouant un grand roˆle dans l’en-
chaˆınement de´nonce´s linguistiques [26].
Les re`gles d’infe´rence graduelles [6, 16] sont une
mode´lisation nume´rique de telles correspondances, en
faisant appel a` des techniques de la logique floue. Ces
re`gles ont e´te´ applique´es au raisonnement par simi-
larite´ [15], et meˆme utilise´es pour mode´liser l’adapta-
tion [7]. Ne´anmoins, leur se´mantique est diffe´rente de
celle pre´sente´e ici. Une re`gle d’infe´rence graduelle mo-
de´lise l’incertitude, alors que la se´mantique choisie ici
pour les co-variations mode´lise plutoˆt la co-occurrence,
a` la manie`re des re`gles d’association.
Concernant l’apprentissage de co-variations, un al-
gorithme d’extraction de re`gles d’infe´rence graduelles
a` l’aide de techniques de programmation logique in-
ductive a e´te´ propose´ dans [28]. Dans [22] est pro-
pose´e une me´thode d’apprentissage de proportions
analogiques dans des contextes formels qui met en œu-
vre une heuristique de diminution ite´rative de la dis-
similarite´ analogique entre deux paires d’objets.
3 Variations
Cette section rappelle des de´finitions sur les vari-
ations et fait le lien entre variations et proportion
analogique.
3.1 De´finitions et notations
Une variation est mode´lise´e par une fonction
f : Xn ÝÑ V qui a` un e´le´ment du produit carte´sien
Xn d’un ensemble X (avec n © 2) associe une valeur
prise dans un ensemble V. Dans la suite, nous sup-
poserons que n  2, donc nous ne repre´senterons que
des variations entre couples d’e´le´ments d’un ensem-
ble donne´ X . L’ensemble des fonctions f : X 2 ÝÑ V
de´finies sur un ensemble X 2 et a` valeurs dans V est
note´ V pX 2,Vq.
3.2 Variations et relations binaires
Lorsque V  t0, 1u, l’ensemble V pX 2, t0, 1uq de´signe
les fonctions indicatrices de relations binaires sur X 2.
Par exemple, si X  N est l’ensemble des entiers na-
turels, on peut de´finir la variation :
1¨px, yq 
#
1 si x ¨ y
0 sinon
qui renvoie 1 si l’entier x est infe´rieur ou e´gal a` l’entier
y et 0 sinon.
3.3 Variations et proportion analogique
La notion de variation est lie´e a` celle de proportion
analogique. En effet, l’ensemble Rfv  tpx, yq P X 2 |
fpx, yq  vu des ante´ce´dents d’une valeur v prise par
une variation f de´finit une relation binaire sur X 2, et
l’e´galite´
1Rfv px, yq  1Rfv pz, tq
traduit une proportion analogique x : y :: z : t entre
les e´le´ments x, y, z et t [11]. Donc chaque valeur v
que prend une variation a la proprie´te´ de mettre en
proportion analogique un ensemble de couples d’e´le´-
ments (tous les couples d’e´le´ments (x,y) qui prennent
la meˆme valeur fpx, yq  v pour cette variation).
3.4 Variations entre ensembles d’attributs binaires
Comment repre´senter des variations entre deux en-
sembles d’attributs binaires ? Autrement dit, si M
de´signe un ensemble d’attributs binaires, chacune
repre´sentant une proprie´te´, et si x et y de´crivent cha-
cun un sous-ensemble de M, peut-on trouver une fonc-
tion f qui permette d’exprimer les variations entre x
et y ? Par exemple, si M  ta, b, c, d, eu et que
x  ta, b, du
y  ta, eu
comment repre´senter les variations entre x et y ?
Il paraˆıt naturel pour repre´senter ces variations d’in-
troduire les quatre ensembles xXy, xXy, xXy et xXy,
qui forment a` eux quatre une partition de M. Dans l’ex-
emple pre´ce´dent, on obtient :
xX y  tau
xX y  tb, du
xX y  teu
xX y  tcu
Lorsque x, y, z, et t repre´sentent des ensembles d’at-
tributs binaires, la proportion analogique x : y :: z : t
est de´finie [25] par
xX y  z X t et xX y  z X t
ce qui e´quivaut a` dire que les couples (x,y) et (z,t)
qui sont en proportion analogique prennent la meˆme
valeur pour la variation :
υpx, yq  txX y, xX y u
L’inte´reˆt de choisir cette variation est que si on con-
naˆıt x, y et z, la “ re`gle de trois ” sur les proportions
analogiques permet de de´terminer les e´le´ments t. Par
exemple, si
x  ta, b, du
y  ta, eu
z  ta, b, cu
alors υpx, yq  ttb, du, teuu et tous les ensembles d’at-
tributs t qui ve´rifient υpz, tq  υpx, yq sont en propor-
tion analogique avec x, y et z. Malheureusement dans
cet exemple, l’e´quation n’a pas de solution (Fig. 1) car
z ne contient pas l’attribut d.
a b c d e
x 1 1 0 1 0
y 1 0 0 0 1
z 1 1 1 0 0
t 1 0 1 ? 1
Figure 1 – Re´solution de l’e´quation x : y :: z : t  1
lorsque x  ta, b, du, y  ta, eu et z  ta, b, cu.
4 Co-variations
Dans cette section, une co-variation est de´finie
comme e´tant une de´pendance fonctionnelle entre deux
(ensembles de) variations.
4.1 De´finitions
Nous commenc¸ons par de´finir la notion de co-
variation entre deux variations f, g P V pX 2,Vq.
De´finition 1. Soient f, g P V pX 2,Vq. Une variation
g co-varie avec une variation f sur une partie R de
X 2, note´ f Rñ g, lorsque pour tout px, yq et pz, tq de
R :
fpx, yq  fpz, tq ñ gpx, yq  gpz, tq
Cette de´finition traduit le fait que de`s que les e´le´-
ments du sous-ensemble R de X 2 partagent une meˆme
valeur pour la variation f , alors ils doivent e´galement
partager une meˆme valeur pour g. Si R  X 2, on
pourra omettre d’e´crire le R : f ñ g ô f
X 2
ñ g.
Cette de´finition est e´tendue a` la co-variation entre
deux ensembles de variations.
De´finition 2. Soient F  V pX 2,Vq et G  V pX 2,Vq
deux ensembles de variations. L’ensemble G co-varie
avec l’ensemble F sur une partie R de X 2, note´
F
R
ñ G, lorsque pour tout px, yq et pz, tq de R :
@f P F, fpx, yq  fpz, tq ñ @g P G, gpx, yq  gpz, tq
Cette de´finition traduit le fait que tout sous-
ensemble de la relation R qui partage une meˆme valeur
pour toutes les variations de F doit partager e´galement
une meˆme valeur pour toutes les variations de G. De
la meˆme fac¸on, si R  X 2, on pourra omettre d’e´crire
le R et e´crire F ñ G pour F
X 2
ñ G.
4.2 Co-variations et proportion analogique
Supposons que les e´l’ements de X sont des ensem-
bles d’attributs pris dans un ensemble M d’attributs
binaires et conside´rons les variations υT de´finies pour
tout T  M par :
υTpx, yq  txX y X T, xX y X Tu
Les variations υT expriment les diffe´rences entre deux
ensembles d’attributs mais sur un sous-ensemble d’at-
tributs T  M seulement. Elles prennent une meˆme
valeur pour tous les couples px, yq qui sont en propor-
tion analogique sur le sous-ensemble d’attributs T. On
peut alors e´crire les co-variations :
υS
R
ñ υT
Ces co-variations traduisent le fait que tout sous-
ensemble de R qui est en proportion analogique sur S
(i.e., pour lequel la variation υS prend la meˆme valeur)
est e´galement en proportion analogique sur T. Plus
formellement :
De´finition 3. Soient R  X 2 et T  M. L’ensemble R
est en proportion analogique sur T ssi
Dv PPpMq PpMq | @px, yq P R, υTpx, yq  v
Une partie R de X 2 est en proportion analogique
sur un ensemble d’attributs T si la variation υT prend
la meˆme valeur sur R. Ici PpMq de´signe l’ensemble des
parties de M.
Proposition 4.1. υS
R
ñ υT ssi tout sous-ensemble de
R qui est en proportion analogique sur S est e´galement
en proportion analogique sur T.
De´monstration. ñ : Supposons que υS
R
ñ υT et que
A  R est en proportion analogique sur S. Alors
(De´f. 3) il existe un v tel que @px, yq P R, υSpx, yq 
v. Supposons qu’il existe px, yq, pz, tq P R tels que
υTpx, yq  υTpz, tq. On a υSpx, yq  υSpz, tq  v donc
par De´f. 1, υTpx, yq  υTpz, tq. Contradiction.
ð : Soient px, yq, pz, tq P R tels que υSpx, yq 
υSpz, tq. L’ensemble tpx, yq, pz, tqu  R est en propor-
tion analogique sur S donc sur T. Donc (De´f. 3) il existe
v tel que υTpx, yq  υTpz, tq  v.
5 Un raisonnement a` base de re`gles
Dans cette section, les co-variations sont utilise´es
dans un raisonnement a` base de re`gles pour pre´dire la
valeur d’une variation en un point lorsqu’on connaˆıt
de´ja` les valeurs prises en ce point par une ou plusieurs
autres variations.
5.1 Modus ponens sur les variations
Une re`gle d’infe´rence de type “modus ponens” est
de´finie sur les variations.
De´finition 4. Soient f, g P V pX 2,Vq. La re`gle d’in-
fe´rence de type “modus ponens” sur les variations est
la suivante :
fpx, yq  fpz, tq pour px, yq, pz, tq P R
f
R
ñ g
gpx, yq  gpz, tq
(MP)
Cette re`gle dit que si g co-varie avec f sur une partie
R, alors toute paire de couples px, yq et pz, tq de R qui
prennent la meˆme valeur pour f prennent e´galement
la meˆme valeur pour g.
Cette re`gle peut eˆtre e´tendue a` des co-variations
F
R
ñ G entre deux ensembles de variations F et G.
De´finition 5. Pour F  V pX 2,Vq, G  V pX 2,Vq,
f P F et g P G, la re`gle d’infe´rence de type “modus
ponens” sur les variations est la suivante :
@f P F, fpx, yq  fpz, tq pour px, yq, pz, tq P R
F
R
ñ G
@g P G, gpx, yq  gpz, tq
Dans la suite de la section, nous donnons deux ex-
emples de ce type de raisonnement.
5.2 Exemple : le raisonnement a fortiori
Lorsque les deux variations f et g sont les fonctions
indicatrices de relations d’ordre, l’infe´rence de type
modus ponens sur les variations correspond au raison-
nement a fortiori [1]. Ce mode de raisonnement ex-
ploite la co-monotonie de deux relations d’ordre pour
e´valuer la valeur d’un attribut. Les auteurs de [14]
donnent l’exemple suivant. Si l’on conside`re que plus
un alcool est fort, plus l’aˆge le´gal pour le boire doit
eˆtre e´leve´, et si l’aˆge le´gal pour boire de la bie`re
est 18 ans, alors l’aˆge le´gal pour boire du whisky
doit eˆtre au moins 18 ans. Appelons A l’ensemble
des alcools et ¨degre´ et ¨aˆge le´gal les relations d’ordre
sur A qui ordonnent les alcools respectivement suiv-
ant leur degre´ et l’aˆge le´gal autorise´ pour les boire.
L’exemple peut s’interpre´ter comme la co-variation
1¨ degre´ ñ 1¨ aˆge le´gal entre deux variations 1¨ degre´
et 1¨ aˆge le´gal de V pA2, t0, 1uq qui repre´sentent respec-
tivement les fonctions indicatrices des deux relations
¨degre´ et ¨aˆge le´gal. La re`gle d’infe´rence (MP) donne
1 :
1¨ degre´pbiere, whiskyq  1
1¨ degre´ ñ 1¨ aˆge le´gal
1¨ aˆge le´galpbiere, whiskyq  1
et l’on conclut que l’aˆge le´gal pour boire du whisky est
au moins e´gal a` l’aˆge le´gal pour boire de la bie`re.
5.3 Exemple des proportions analogiques
On suppose que M  ta, b, c, d, eu est un ensemble
d’attributs binaires. Pour T  M, les variations υT sont
celles de´finies a` la Sec. 4.2. Supposons que l’on con-
naisse la re`gle
υta,bu
R
ñ υteu
sur l’ensemble R  tpx, yq, pz, tqu. Cette re`gle dit que
tout couple de R qui est en proportion analogique sur
ta, bu est aussi en proportion analogique sur teu. Si
par exemple, on a
x  ta, b, du
y  ta, eu
z  ta, b, cu
et que l’on sait de´ja` que t contient a et non b, alors la
re`gle d’infe´rence (MP) donne :
υta,bupz, tq  υta,bupx, yq
υta,bu
R
ñ υteu
υteupz, tq  υteupx, yq
On en de´duit que pz, tq est en proportion analogique
sur teu. L’application de la“re`gle de trois”nous permet
de de´duire que t contient e.
Un raisonnement de type “modus ponens” est un
raisonnement de´ductif, dans lequel une co-variation
f
R
ñ g apprise sur une partie R ne peut eˆtre ap-
plique´e qu’en un point pz, tq P R. Que se passe-t-il
si pz, tq R R ? Peut-on s’autoriser a` appliquer la re`gle
quand meˆme ?
1. Ici la re`gle 1¨ degre´ ñ 1¨ aˆge le´gal dit que les deux rela-
tions varient dans le meˆme sens mais ne donne pas explicite-
ment le sens de la co-variation. En toute rigueur, l’application
de la re`gle d’infe´rence (MP) ne´cessite de comparer le couple
pbiere, whiskyq a` un ou plusieurs autres couples d’alcools.
6 Un raisonnement par similarite´
Dans cette section, un raisonnement hypothe´tique
est propose´ dans lequel on s’autorise a` appliquer une
co-variation connue sur une partie R a` des points qui
ne sont pas dans R, mais qui sont d’une certaine fac¸on
similaires a` ceux de R.
6.1 Principe
L’ide´e est de ge´ne´raliser la re`gle d’infe´rence (MP) a`
tout couple pz, tq P X 2. On obtient :
fpz, tq  fpx, yq pour px, yq P R
f
R
ñ g
gpz, tq  gpx, yq
Lorsque pz, tq P R, on retrouve la re`gle (MP) de´finie
pre´ce´demment. Mais ici on s’autorise a` appliquer la
re`gle d’infe´rence aux couples pz, tq R R, sur la base de
la similarite´ entre pz, tq et certains points px, yq de R,
qui prennent la meˆme valeur pour f .
6.2 Exemples
Dans l’exemple des alcools, supposons que l’on con-
naisse la re`gle 1¨ degre´
R
ñ 1¨ aˆge le´gal sur l’ensem-
ble R  tbiere, whiskyu2 et que l’on veuille e´valuer
l’aˆge le´gal de consommation du cidre. Si l’on sait que
cidre ¨degre´ biere, la re`gle d’infe´rence nous donne :
1¨ degre´pcidre, biereq  1¨ degre´pbiere, whiskyq
1¨ degre´
R
ñ 1¨ aˆge le´gal
1¨ aˆge le´galpcidre, biereq  1¨ aˆge le´galpbiere, whiskyq
ce qui permet de faire l’hypothe`se que l’aˆge le´gal de
consommation du cidre est infe´rieur ou e´gal a` l’aˆge
le´gal de consommation de la bie`re.
Dans l’exemple des proportions, cette re`gle d’in-
fe´rence nous permet d’appliquer la co-variation
υta,bu
R
ñ υteu au couple pz, tq meˆme si cette re`gle n’est
connue que sur une partie R  tpx, yqu ne contenant
pas pz, tq. La re`gle d’infe´rence donne :
δta,bupz, tq  δta,bupx, yq
δta,bu
R
ñ δteu
δteupz, tq  δteupx, yq
ce qui permet de formuler l’hypothe`se, lorsqu’on sait
que t contient a mais non b, que t contient e.
6.3 Lien avec l’adaptation
La mode´lisation de l’adaptation pre´sente´e en Sec. 2
peut eˆtre aborde´e comme un raisonnement par si-
milarite´ sur des variations. Dans ce cadre, la par-
tie R  X 2 repre´sente un ensemble de couples de
cas sources. L’e´le´ment z repre´sente un cas source
psrce, solpsrceqq reme´more´ et l’e´le´ment t repre´sente
le cas cible pcible, solpcibleqq dont on cherche a`
construire la partie solution solpcibleq. Une re`gle
d’adaptation ∆pb
R
ñ ∆sol apprise sur R relie un en-
semble de variations ∆pb entre proble`mes a` un ensem-
ble de variations ∆sol entre solutions. Le raisonnement
par similarite´ que nous avons pre´sente´ peut permettre
de construire solpcibleq a` partir de re`gles d’adap-
tation valides sur un ensemble de cas sources qui ne
contient pas cible et de les utiliser ne´anmoins pour
construire solpcibleq.
Une telle approche suppose de connaˆıtre un ensem-
ble de co-variations valides sur l’ensemble R.
7 Apprentissage de co-variations
Cette section de´crit une me´thode d’apprentissage de
co-variations a` partir de donne´es. L’ide´e de la me´thode
est d’extraire des co-variations dans une structure de
partitions, a` la manie`re de ce qui est fait dans [4].
7.1 Structures de motifs
Dans cette section, nous rappelons certaines de´fi-
nitions relatives aux structures de motifs (en anglais,
pattern structure).
Soit pG, pD,[q, δq un triplet dans lequel G est un
ensemble, pD,[q est un semi-treillis-infimum 2 et δ est
une fonction δ : G ÝÑ D qui a` tout e´le´ment de G
associe sa “description” dans D. Alors pG, pD,[q, δq
est une structure de motifs [19]. Les e´le´ments de D
sont appele´s motifs et sont ordonne´s par une relation
de subsomption  : c  d ssi c [ d  c. Les ope´rateurs
de de´rivation p.ql de´finis par
Al 
¦
gPA
δpgq pour A  G
et
dl  tg P G | d  δpgqu pour d P D
forment un connexion de Galois entre pPpGq,q et
pD,). Pour A,B  G, une implication d’objets
AÑ B est ve´rifie´e si Al  Bl.
7.2 Structures de partition
Une structure de partition [4] est une structure de
motifs pG, pD,[q, δq dans laquelle l’ensemble des de-
scriptions D est l’ensemble des partitions d’un ensem-
ble U et la relation [ donne l’infimum de deux par-
titions. Cette section rappelle en quoi consiste un tel
ensemble de descriptions et pourquoi on peut l’utiliser.
2. Un semi-treillis infimum est un ensemble partiellement or-
donne´ dans lequel tout sous-ensemble fini non vide admet un
infimum.
Soit E l’ensemble des relations d’e´quivalences sur un
ensemble U2. Lorsque X et Y de´notent respectivement
les ope´rations d’intersection et d’union sur U2, on peut
montrer que pE ,X,Yq forme un treillis, c’est-a`-dire que
tout couple de relations de E admet un infimum et un
supremum. La notion de partition est lie´e a` celle de
relation d’e´quivalence. Une partition de U est un en-
semble P  PpUq tel que 
piPP
pi  U et pi X pj  H
pour tout i, j, i  j. L’ensemble des partitions sur U
est en bijection avec l’ensemble des relations d’e´quiv-
alences sur cet ensemble, ce qui veut dire que toute
partition repre´sente une relation d’e´quivalence sur U2.
Par exemple, si U  t1, 2, 3u, la partition tt1, 2u, t3uu
repre´sente la relation tp1, 2q, p2, 1q, p1, 1q, p2, 2q, p3, 3qu.
Si D de´signe l’ensemble des partitions sur U , on
peut donc de´finir un ope´rateur d’intersection [ et un
ope´rateur d’union \ qui sont les e´quivalents de X et
Y pour les relations d’e´quivalence. Par exemple, si
U  t1, 2, 3, 4u,
tt1, 3u, t2, 4uu [ tt1, 2, 3u, t4uu  tt1, 3u, t2u, t4uu
car
tp1, 3q, p2, 4qu X tp1, 2q, p1, 3q, p2, 3qu  tp1, 3qu
(la re´flexivite´ est omise ici pour des questions de lis-
ibilite´). Tout comme son pendant pour les relations,
l’ensemble pD,[,\q forme un treillis, donc en partic-
ulier pD,[q est un semi-treillis-infimum (la relation [
est idempotente, associative et commutative) et peut
eˆtre utilise´ comme un ensemble de description d’une
structure de motifs.
7.3 Structures de variation
Une structure de variation est une structure de par-
tition qui associe a` chaque variation une partition de
X 2 dans laquelle chaque classe regroupe les couples
px, yq qui prennent la meˆme valeur pour cette varia-
tion.
De´finition 6. Une structure de variation sur une par-
tie R  X 2 est une structure de partition pG, pD,[q, δq
dans laquelle :
– G  V pX 2,Vq ;
– D est l’ensemble des partitions de R ;
– [ donne l’infimum de deux partitions ;
– δpυiq est de´finie par la relation υi suivante :
px, yq υi pz, tq ssi υipx, yq  υipz, tq
Dans cette structure, les objets sont des variations
υi P V pX 2,Vq, donc sont des attributs de couples
d’e´le´ments de X . A` chaque variation υi est associe´e
une partition δpυiq de R telle que deux couples px, yq et
pz, tq sont dans la meˆme classe s’ils prennent la meˆme
valeur pour la variation υi.
Dans une structure de variation, les co-variations
correspondent aux implications d’objets.
Proposition 7.1. E´tant donne´ une structure de va-
riation pG, pD,[q, δq sur R et A,B  G :
A
R
ñ B ssi Al  Bl
De´monstration. De´coule directement de la proposition
3 de [4], en remarquant qu’une co-variation est une
relation de de´pendance fonctionnelle entre attributs.
Ce re´sultat est inte´ressant car il montre qu’on peut
facilement adapter des algorithmes de fouille existants
pour extraire des co-variations a` partir de donne´es. En
effet, tout algorithme qui extrait dans cette structure
des re`gles de la forme AÑ AB avec tAul  tABul
permet d’extraire des co-variations valides sur R.
8 Conclusion et perspectives
Dans cet article, nous avons de´fini une co-variation
comme une de´pendance fonctionnelle entre variations,
ce qui nous a permis d’obtenir une re`gle de de´duction
naturelle sur les variations. Nous avons montre´ que
cette re`gle peut eˆtre facilement e´tendue pour raisonner
par similarite´ sur les variations, et nous avons propose´
une me´thode pour apprendre des co-variations a` partir
de donne´es.
Les perspectives pour donner suite a` ce travail sont
nombreuses. La premie`re chose a` faire serait d’imple´-
menter un algorithme d’extraction de co-variations a`
partir de donne´es et de tester sur plusieurs jeux de
donne´es. En particulier, nous voudrions appliquer cet
algorithme pour fouiller des donne´es de trajectoires
patient a` l’hoˆpital, dans le but de de´tecter des e´vo-
lutions dans les pratiques d’un service a` l’autre, d’un
hoˆpital a` l’autre, ou d’une anne´e sur l’autre. Une autre
ide´e serait, en s’appuyant sur les travaux de [10], de
travailler sur des donne´es biologiques et de mettre
au point un processus d’extraction de connaissances
pour extraire des e´volutions cohe´rentes d’expression
des ge`nes. Par ailleurs, une ide´e qui ressort de ce travail
est que l’adaptation s’apparenterait a` un raisonnement
par similarite´ sur des variations. Il serait inte´ressant de
tester cette ide´e en mettant au point une mode´lisation
de l’adaptation sur ce principe et en la comparant aux
approches existantes.
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