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В работе дается определение вероятностных характеристик выход­
ного случайного процесса одномерной линейной нестационарной систе­
мы по известным корреляционной функции и математическом ожидании 
случайного воздействия на основании изложенного в [1], [2], [3] ме­
тода.
Пусть одномерная липецная система описывается уравнением
Согласно общей теории линейных преобразований [4], математи­
ческое ожидание преобразуется тем ж е  оператором, что и оператор, осу­
ществляющий преобразование случайной функции. В применении к (1) 
это означает
Таким образом, для определения математического ожидания вы­
ходного случайного процесса достаточно проинтегрировать уравнение
(1) при x = m x (t).  При этом за начальные условия принимаются неслу­
чайные значения выходного процесса и его производных. Следуя [1],
[2], интегрирование уравнения (1) сводится к решению системы алгеб­
раических уравнений, определяющих коэффициенты разложения иско­
мого решения в ряд по экспоненциальным полиномам Чебышева 1-го 
рода [5]. Если начальные условия нулевые, то, согласно [3], мы можем 
ввести в рассмотрение так называемую матрицу преобразования систе­
мы, устанавливающую взаимнооднозначное соответствие между вход­
ным и выходным сигналами системы, когда в качестве последних выс­
тупают «точечные» векторы вида
Ay = Bx ,
где А и В — дифференциальные операторы вида
(i)
(2)
A m  y{t) =  BrnJt). (3)
Х = ( х (  t t y  X ( L ) , . . . ,  X ( V m ) ) ;
y = ( y ( h ) ,  y( t  2). . . .  i;
(4)
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x( t )  — входной сигнал системы; 
y( t )  — выходной сигнал системы; 
tu Q,..., Q f 1— конкретные значения аргумента, называемые узлами 
интерполяции.
При известной матрице преобразования W9 будем иметь [3].
Матрица преобразования системы может быть цайдена в результа­
те интегрирования уравнения (1) по методике, изложенной в [2].
При дальнейшем изложении будем считать, что мы каким-либо об­
разом определили матрицу преобразования системы, описываемой урав­
нением ( I ) .  В этом случае вектор математического ожидания случайного 
процесса определится из уравнения
Восстановление математического ожидания m y(t)  как непрерывной 
функции по известному вектору M у следует проводить методом интер­
полирования [6], используя в качестве координатных функций экспо­
ненциальные полиномы Чебышева 1-го рода.
О бщ ая теория линейных преобразований позволяет показать, что 
для определения корреляционной функции выходного случайного про­
цесса, мы должны решить следующих два уравнения
Индексы / и т при операторах означают, что первое уравнение мы дол­
жны интегрировать по t, принимая т в качестве параметра, второе урав­
нение интегрируем по т, считая t параметром.
Необходимость иметь взаимную корреляционную функцию K yx( t 9z) 
как функцию параметра т требует многократного интегрирования пер­
вого из уравнений (6) при различных значениях параметра т.
Очевидно, что это многократное интегрирование не будет затрудни­
тельным, если, как мы ранее предположили, известна матрица преобразо­
вания системы W. Можно показать, что в этом случае процесс решения 
уравнений (6) будет сводиться к следующему:
1 — по известной корреляционной функции входного случайного 
процесса составляется матрица вида
Y = WX . (4)
M y = W M x ;
M r =  {my(Q), OTy(Q ) , . . . ,  /Hy( Q n ) I ;  
Mx =  Imtf t1), Otv(Q ) , . . . ,  OTv( Q f 1)),
(5)
(6)
Kxxtf\, ^1 ) Kxxtfil % ) • • • Kxxtf i ’ т« + і)
Kxxtfi, *>•)= Kxxtf2, ц )  %)■•• Kxxtf2, хл + і) (7)
(8)
где
W — матрица преобразования системы;
Kyxtfi,  — матрица, совпадающая по виду с матрицей (7).
1 2 9
KyxXe 'Х.~~
KyxXt» ті) KyxXi1 т2) ... KyxXi) v + i )  
KyxjX.2y +)  Kyxit2y T2) ... KyxX2H il+l ) (9)
K yxX n + ll ++XKyxX n +1> "2 )*" KyxXn 'rh 'n+-1 ) J
v  3  — находится корреляционная матрица выходного случайного про­
цесса системы по формуле
. K yyQiy K 6 Qi,Ti) ( 1 0 )
'/p
KyxXu ' X — матрица, равная транспонированной матрице K yxXt rzX 
Учитывая (8 ), ( 1 0 ), можно записать
Ky y 6 ,Ti) = !  VK l f i t i,Ti) Wr (11)
ИЛИ, памятуя О симметричности матрицы KxxXc W
KyyXe ' X = W K xxXe xX W t - ( 1 2 )
Восстановление автокорреляционной функции выходного процесса, 
как функции двух аргументов при известной матрице ( 1 2 ), проводится 
методом интерполирования сначала по одному, а затем по другому ар­
гументам.
В результате получим билинейную форму, матрица которой пред­
ставляет собой матрицу коэффициентов разложения корреляционной 
функции выходного процесса в двойной ряд Фурье по системе экспонен­
циальных полиномов Чебышева.
T i (Z)H(T)  ( і ,  / — 0, 1, 2, 3 , . . . ,
Kyy[t, Q =  \  T t [t)A ? W K XX{L, т). (13)
/Г
T (т) — вектор-столбец «е»— полиномов Чебышева
T (T )^ iH (T ) 1 Н (т),..., Ц ( ХН;
T7 (t) — вектор-строка «е»— полиномов
Tr (Z) =  IH(Z), H(Z),..., H(Z));
А — так называемая интерполяционная матрица [6 ];
A r  — матрица, равная транспонированной матрице А.
В заключение отметим, что при определении статистических харак­
теристик нестационарных систем возможен и другой подход.
Будем считать, что входной сигнал задан случайным вектором ви­
да (3).
X = J x i t 1 ), A(Z2) , . . . ,  X(Zrttl));
тогда, согласно (4), выходной случайный вектор определяется выраже­
нием * '
Y = W 1), у(Z2), . л , у( Zrttl)} == (14)
Используя интерполяционный процесс [6 ], выходной случайный 
сигнал можно представить в виде
JZ(Z) =  Tr (Z) • A A T W X t.(15)
tl
Обозначения в (15) совпадают с обозначениями (13). Аналогично, най­
дем '
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JM  = T* (X) 2n A*WX, (16)
П
Образуя произведение выражений (15), (17) и усредняя его по множес­
тву реализаций, получим корреляционную функцию выходного случай­
ного процесса
K vy [t,X ) -  4  тт [t) A rW JJx I w tAT A). ( i s )
îlu
Усредненное произведение вектора-столбца X t на вектор-строку Х І  
есть, очевидно, матрица корреляционных моментов, совпадающая с (7). 
Итак, окончательно,
KyyJ,  Т о- 4  T r(T) A r W K xxJ i,*і) W t A T A ) .  (19)
n 2
Сравнивая (19) с (13), убеждаемся в их идентичности.
или, что равносильно,
у(х)=—Х? Wt-ATJ). (17)
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