To get a deeper insight into the factors affecting the vascular hemodynamic, the propagation coefficient ( should be calculated. However, results from estimated method of this quantity are conflicting. Using numerical tools, three methods permitting an estimation of this complex number were investigated. We studied the influence of peripheral resistance, fluid and wall viscosities, stiffness, cross-sectional area, vessel length and measurements errors on the accuracy of these methods. Results obtained from this analysis demonstrated that the three methods provide exact value of propagation coefficient when analysing accurate flow velocity and diameter data. Conversely, in realistic condition (i.e. inaccurate data) significant errors related to the degrees of inaccuracy within the data arise. These errors are systematically larger on the values of propagation coefficient obtained by the three-point method than the error on the values calculated by two-point methods. Hence, we believe that difference in sensitivity of each method to the measurements errors may be the main source of the disparity of results reported in literature. In addition, the small value of attenuation and time lag seem to be the sources of the large difference between calculated and theoretical values of this parameter. Our finding doesn't support previous works which attributed the disparity of results to the high reflection or/and to the failure of the methods themselves. In realistic condition, it seems that two-point methods are more reliable than the three-point method for the estimation of the true propagation coefficient.
Introduction
The shape and magnitude of pressure and flow waveforms depend on the cardiovascular state. The measured pressure and flow waves are the sum of two components: a forward wave running from the heart which provides information about the heart function and a backward wave coming from the periphery which provides information about the vascular network (1) , (2) . Such information about the mechanical properties of the vessel wall and pathological sites in the arterial network can be derived from the analysis of the arterial pulse waveform (3) , (4) , (29) . If a linear model is adopted, the wave propagation can be described by means of a complex variable:
the propagation coefficient = , where c is the phase velocity, a parameter of clinical interest (5) , (6) , (28) , is the pulsation and a is the attenuation which represents the loss of pulse energy per unit of length, so, it is related to the energy dissipation due to the blood and wall viscosity, reflection in bifurcations and pathological sites (7) , (8) .
Different approaches of measuring the propagation coefficient have been reported in the literature. In a reflection-less uniform tube or an artery, the propagation constant can be calculated from pressure or flow measurement at two sites separated by a known distance d. When reflections are present and in the frame of transmission line theory others methods are necessary to determine a true propagation coefficient (9) , (10) , (11) , (12) , (13) , (14) , (15) , (16) , (17) , (26) . These methods, supposing a uniform artery with linear behaviour and the same phase velocity for the forward and backward waves, provide a true propagation coefficient. The merits, disadvantages and errors inherent in the determination of propagation coefficient by three-point and two-point method have been discussed by several authors (12) , (13), (14), (18) . Results obtained by such methods are conflicting and led different groups to different conclusions especially concerning the three-point method. Inaccuracy of the three-point method has been proposed by Buss et al. (13) as an explanation for these discrepancies. Li et al. (18) attributed the disparity of results to difference in the degrees of sensitivity of each method to non-linearities. Ursino et al. suggested that the three-point method may be introducing significant errors at low frequencies when distance between two consecutive transducers becomes much lower than the wavelength (21) . Other authors reported that the three-point method might produce significant errors in the estimation of wave's attenuation when the experiments are performed in a condition of vasoconstriction with increased reflection coefficient (22) . Reuderink et al. (25) demonstrated that taper affects slightly the three-point method, but does not seem able to explain reported differences between theoretical predictions and experimental measurement. Comparative studies of different method for determination of true wave propagation coefficient under low and strong reflection (19) and small and large pulse-wave amplitude (20) have been carried out a quite agreement between various methods and don't support that three-point method systematically over-estimates attenuation. Yet, reasons for discrepancy between observations and theory on the estimation of the propagation coefficient by the various methods are still not explained. In particular the accuracy of the three-point method still not been proven. Accordingly, the aim of this work was to examine the influence of terminal impedance, wall stiffness and the viscous dissipation as well as cross-sectional area and the vessel lengths on the accuracy of two-point and three-point methods. We will also attempt to explain the remaining difficulty in measuring an accurate attenuation coefficient by analysing the influence of measurement error. For this purpose, we intend to compare using numerical tool, three methods of determining propagation coefficient: three-point method (measurement of R(
). The obvious and most important advantage of using numerical simulation is that the behavior of the system can be studied easily and more extensively than the actual system which it represents. Moreover the effect of each system variable can be easily controlled and as such we can know accurately the source of error in the computed propagation coefficient.
Methods
We consider a vessel of length L = 45cm with uniform cross-sectional area, terminated by an equivalent reflection site, with reflection coefficient K (Figure 1 ). Three equations were used to calculate the complex propagation coefficient from simulated data. This data was obtained using Womersley oscillatory flow theory with a viscoelastic wall (30) . Following a standard solution of the wave equation, the distributions of the centre line flow velocity and the radius resulting from the propagation and reflections of this pulse are obtained by the below equations: 
Two-point method
The first method (RV-I) uses measurement of radius and flow velocity at two sections of coordinates and .
= 0

Where
=
The propagation coefficient is the solution of this four degrees equation. The details of this method were presented by the authors elsewhere (15) .
The second method (RV-II) uses also measurement of radius and flow velocity at two sections of coordinates and . It has been derived from Milnor and Nichols method when replacing pressure by radius and flow by flow velocity (13) . 
The three-point method (3PT )
Alternatively propagation coefficient has been obtained from three measurement of radius at three equidistant sections.
Where d is a known distance between respective measurement sites.
Details of these techniques and of the computer model, which are based on the assumption that the system is analogous to a linear transmission line, have been discussed in earlier papers (15, 23) .
The expressions for the propagation coefficient from the three methods described above have all been programmed and solved numerically using HP Compaq computer. The same set of input parameters were used in the computation for all methods. The parameters required for flow velocity and diameter calculations are regrouped in Table 1 . The simulated radius and flow velocity data were analysed in the frequency domain by each of three methods. Flow velocity and diameter data were then fed together with distance d, heart rate into a computer programme to calculate propagation coefficient from 10 harmonics of each pair of diameter and flow velocity waves using equations (8, 9 and 10). The results are presented in non-dimensional form. The non-dimensionalized attenuation and phase velocity are obtained by dividing the calculated values by the input known values.
Results
Influence of terminal impedance
First, the program was used to analyse the effect of change in terminal impedance associated to changes in the mechanical properties of the vascular wall and, often, to the presence of vascular junctions and constrictions. The increase of stenosis severity, for example, induces an augmentation of the peripheral impedance that we have simulated by increasing the reflection coefficient K. Figure 2 shows in three dimensional view the frequency patterns of phase velocity (top panels) and attenuation (bottom panels) obtained by the three methods. Various values of reflection coefficient are used (K 0 = -0.98, -0.78, -0.58, -0.38, -0.18, 0.02, 0.22, 0.42, 0.62 and 0.82). The normalized phase velocity and attenuation (ratio of computed ad input value, i.e, theoretical value) are equal to unite over the frequency range investigated. So, the three methods used in this study provide values of propagation coefficient in good agreement with theoretical values. The augmentation of reflection coefficient seems to have no significant effect on the determination of the true propagation coefficient. L=44.3cm, d=5cm, R 0 =2.9 mm, = , E 0 =8.21 10 5 Pa, =2.53 10 -3 Pa.s.
Influence of changes in wall properties. 4.2.1. Wall stiffness:
We examine in this section the influence of a change in arterial stiffness on the accuracy of the three investigated methods. Figure 3 shows in a three dimensions view the frequency patterns of normalized phase velocity (top panels) and attenuation (bottom panels) for various young modulus (E 0 = 0.36, 0.86, 1.36, 1.85, 2.35, 2.85 and 3.35 10 6 Pa). Both, phase velocity and attenuation obtained are in good agreement with theoretical values. It can be concluded that the increase in arterial stiffness seems to not affect significantly the accuracy of the three methods.
Wall viscosity:
In this paper, the wall viscosity is expressed in terms of phase angle of dynamic Young's modulus. The angle is approximated by the expression = 1 (31) . Figure 4 illustrates the influence of change in wall viscosity simulated by variation of ( = 0 , 3 , 6 , 9 , 12 , 15
18 . In this computer simulation, the influence of the wall viscosity on the propagation coefficient spectrum is not actually significant.
Influence of blood viscosity
In order to illustrate the effects of alteration in blood viscosity which can be associated to pathophysiological states as hyperproteinemia or haemodilution we simulated various values of blood viscosity. Figure 5 shows the frequency spectrum of propagation coefficient when the fluid viscosity is changed ( =0.7, 3.2, 5.7, 8.2, 10.7, 13.2, 15.7, 18.2 and 20.7 ×10 -3 Pa.s). The increase in fluid viscosity seems to not affect the accuracy of the three methods which provide propagation coefficient similar to the prescribed ones.
Influence of vessel cross-sectional area and vessel Length
To study the influence of cross-sectional area on the accuracy of the investigated methods we simulated various diameters. Figure 6 shows the results of calculations of propagation coefficients for representative values of radius (R 0 =2.4, 2.9, 3.4, 3.9, 4.4, 4.9, 5.4 and 5.9 mm). It can be seen from figure 6 that the change in diameter does not affect the propagation coefficient calculation.
In the present study the length vessel is defined as the distance from the entrance of the tube to the discrete effective reflection site. Figure 7 shows in three dimensional view. The frequency patterns of normalised phase velocity (top panels) and attenuation (bottom panels), for several vessels length (L = 12.8, 17.8, 22.8, 27.8, 32.8, 37.8 and 42.8 cm). Similarly to the change in diameter, the computed values of phase velocity and attenuation obtained by the three methods, over the range of frequencies studied, are in a good agreement with theoretical values. = . , . , . , . , . , . , . .
),
Influence of inaccuracy within measurement data
In order to check other possible sources of discrepancies between reported results in literature, concerning the calculation of the attenuation, we have simulated experiment with measurement errors. Inaccuracies in the measurement data have a number of sources. They can be associated to an internal or external noise from the measurement system (23) . They can also be associated to error in positioning measurement probe or/and to difficulty of synchronizing apparatus (27) . In addition, the data can not be measured with the same accuracy. 
Influence of time lag:
The numerical tool was used to analyse the influence of the time lag in recording data on the accuracy of the calculated propagation coefficient. This time lag can be due to the different frequency response of the different measuring devices. Figure 8 shows the results where the radius lags the flow velocity at position by 2 ms (Square), 4 ms (Triangle) and 6 ms (Circle). The diamond corresponds to data recorded without time lags. As shown in Figure 8 , the calculated propagation coefficient is affected by time lags. The effect of time lag is more great than the effects of error in positioning measurements probes witch affect also the accuracy of the three methods (27) .
Influence of noise and distance between measurements sites:
We have demonstrated in previous work that noise, sampling interval and distance between measurement sites affect the accuracy of three and two-point methods in case of occlusion (i.e. K 0 =1) (23) . Figure 9 summarizes results for attenuation coefficient calculated using noisy signal (4%) when reflection coefficient is different of the unit. In figure 9 the average value and standard errors of 20 noise simulations are given for each frequency. For large distance between measurement sites, d=15cm ( figure 9-A) , the average value of attenuation obtained by the three methods used were in agreement with theoretical value over the range of investigated frequencies, although three-point method exhibit large error bar than those exhibited by two-point method (RV-I and RV-II).
It should be noted also that the deviations of attenuation at high frequency are greater than those observed at low frequency for all methods. Decreasing the distance between measurement sites to d=5 cm ( figure 9-B) affects the three methods but with different degrees. The mean value of attenuation is about five times higher than the input values when using three-point method. In an other simulation (not shown in this paper), the computed attenuation showed large deviation from the theoretical ones, when values become very small. They are about 15 times the theoretical ones when using two-point methods (RV-I and RV-II) and 50 times the theoretical ones when using three-point method for a prescribed value equal to a=0.005m -1 , nevertheless the phase velocity computed using these three methods still in quite agreement with the input values. 
Discussions:
In this work we have studied the effect of physiological conditions, as wave reflection and vessel geometry, on the accuracy of three and two point methods in the estimation of the propagation coefficient. Results of computer model demonstrated that the propagation coefficient calculated by equations derived from linear model which take into account the wall viscoelasticity was in good agreement with theoretical values in ideal condition (accurate data). Our simulation shows a very small fluctuation of the computed propagation when compared to methods described in literature (9) , (11), (18), (24) . The change of terminal impedance, wall compliance, fluid and wall viscosity, vessel length and cross-sectional area seem not to have significant effect on the accuracy of the three and two point methods. The difference between simulated and theoretical values is less than 5% for both attenuation and phase velocity over the studied range of frequency. From Figure 2 , it is clear that the three methods give similar phase velocity and attenuation in agreement with theoretical values independently of reflection coefficient and frequency. This observation is in harmony with several experimental previous studies using three-point and two-point methods (7) , (15), (20) . Nevertheless, this finding do not support the idea that the 3PT methods produces significant errors in the estimation of wave attenuation when the experiments are performed in a condition of vasoconstriction with increased reflection coefficient as reported by M. Ursino et al. (21) , (22) . On the other hand, the results obtained here (Figures 6-7 ) support the idea that the accuracy of the computed phase velocity and attenuation as calculated by the three methods is independent of vessel length and vessel diameter. Hence, we can conclude that these methods can be used in vivo for various vessel dimensions. The same conclusion can be pronounced for change in wall stiffness and blood viscosity (Figures 4-5) . A second fundamental conclusion arising from this study, and confirming our previous conclusions, is that using inexact flow velocity and radius data leads to high errors in the calculation of the propagation coefficient (23) , (27) . A small time lag between radius and flow velocity data induces a large scatter on the computed propagation coefficient ( figure 8 ).
Moreover, we can see that the three-point method is more affected than two-point methods by time lag. In other hand, the computed attenuation by all methods becomes highly erroneous when the computer programme was applied to noisy signal as shown in figure 9 . The scatter is more apparent when distance between measurement sites becomes small (23) , (22) . Moreover, the three-point method exhibits more scatter than two-point methods for small distance between measurement sites. It turns out attenuation values about 5 times higher than theoretical ones when the distance decrease from 15 to 5 cm. This finding is in harmony with previous experimental studies where authors found attenuation values completely higher than the theoretical ones. Li et al. (18) , who used transducer distance of 2-3 cm and Milnor et al. (11) , (24) , who used 3.5-5.3 cm, obtained attenuation values much higher than those predicted by linear theories when applying the three-point method. However, Ursino et al. (22) , who used transducer distance of 10 and 40 cm and Reuderink et al. (25) , who used transducer distance of 10 cm and found good agreement between calculated and theoretical values of propagation coefficient. As discussed by Bertram et al. (14) , (19) , (20) , the value of attenuation seems to be the second source of the continuing difficulty of measuring this parameter. As cited above, we have found in other simulations which are not shown here, that all studied methods provide highly erroneous attenuation values when this quantity become very small (less than 0.15 m -1 ). It should be noted here that errors in attenuation values are systematically higher than errors on phase velocity. However, the value of attenuation has no significant incidence on the computation of the phase velocity. Consequently, inaccuracy of data and small value of attenuation seem to be the main sources of disparity between results reported in literature (23) , (27) . However, this discrepancy can be due to other unknown artefacts such the use of catheter that affect hemodynamic conditions (20) , (21) or to the assumption of linearity used in the derivation of the true propagation Vol. 4, No. 3, 2009 coefficient (18) .
Conclusions
In conclusion, terminal impedance, wall stiffness, wall and fluid viscosity and vessel dimensions have no significant effect on the accuracy of two and three point methods which give similar propagation coefficient in ideal condition (accurate flow velocity and diameter data). In realistic conditions, it seems that two-point methods are more reliable than the three-point method for the estimation of the true propagation coefficient. Hence, we believe that difference in sensitivity of each method to the inaccuracy in experimental measurement may be the main source of the disparity between results reported in literature. In addition, the small value of attenuation seems to be the source of the large difference between calculated and theoretical values and remaining difficulty in measuring this parameter. This finding may rule out the idea which associate theses differences to the failure of the linear models on which these methods were based or to influence of terminal impedance.
