Various existing criteria to characterize the statistical independence are applied in blind source separation and independent component analysis. However, almost all of them are based on parametric models. The distribution model mismatch between the output PDF (Probability Density Functions) and the chosen underlying distribution model is a serious problem in blind signal processing. Nonparametric PDF estimates like the Parzen window applied to the popular KullbackLeibler divergence produce computational difficulties. Hence we propose a new measure, the Quadratic Guussiunity Measure, which is associated with the Euclidean distance between the marginal probability density function and the Gaussian distribution. We show that it outperforms other Gaussianity measures in signal processing applications, such as standardized kurtosis tests because our novel Gaussianity measure is robust to changes in the distribution form.
INTRODUCTION
Information theory has been widely applied in communication engineering and digital signal processing. Since statistical independence among different sources or adjacent communication symbols is the most reasonable assumption for source separation and blind equalization problems, the Kullback-Leibler divergence K@llq) 0-7803-5673-X/99/$10.00 0 1999 IEEE 58 where x is an N-dimensional random variable vector, has been applied as an independence measure [ 11. However, algorithms based on Kullback-Leibler divergence involve numerical integration which poses computational difficulties [2] . Another method of estimating K@llq) replaces the analytic form in Equation (1) by a sample mean approximation, but it may cause a large statistical bias when the sample size Tis not sufficiently large [3] .
To overcome such a practical difficulty Fisher [4] and Xu [5] proposed alternative measures of entropy and mutual information based on the Euclidean distance between the probabilistic functionals such as (2) where S , is the region of support. In Fisher's quadratic entropy difference measure, g(x) = 1 and for Xu's quadratic mutual information g(x) = n f i ( x i ) whereflx) is the joint distribution of multi-dimensional random variable x =[xi] andf;:(xi) is the marginal distribution of xi. The non-parametic Parzen window [6] was applied to estimateflx) in [4, 5] . The computational complexity is O(N2) where N is the size of the random variable vector x, so there are practical difficulties when N gets large. 
STANDARDIZED KURTOSES
The eigenspread criterion to extract sources one-by-one among selected frames can be considered as a threshold on the second-order energy ratio [7] . Although a large and time-varying energy discrepancy is very common for some nonstationary natural signals such as speech, it is neither an universal characteristic nor a plausible technique for blind separation of a convolutive mixture. Hence, a novel way to extract a single source from the linear mixture using statistical information is necessary. where Cpx is the pth order cumulant of the data x, and proved that we may extract a source out form the linear mixture by maximizing or minimizing (3). Another objective function is the "Gray norm'' of the separated or deconvolved sequence [8, 9, 101, which can be expressed as The Gray norm or standardized kurtosis has been widely utilized for blind source separation [ l l , 131 and blind channel equalization [ 121.
QUADRATIC GAUSSIANITY MEASURES
Gray norms or standardized cumulants require a minimum of a priori knowledge about the sources, namely, the sign of the sources' kurtoses [ l l , 131. We will propose here a novel measure of Gaussianity to extract sources without any a priori requirements, i.e. independently of the sign of the kurtosis. Our novel measures are described as follows:
Quadratic Gaussianity measure I: (Euclidean distance)
The first novel quadratic Gaussianity measure we propose is based on the Euclidean distance between a marginal output distribution fyi(yi) and its corresponding Gaussian distribution fG(yi) with the same variance. The Euclidean distance between these two probabilistic functionals is defined by
The measure GE(gil, gi2) of (5) will include the trivial zero solution, hence an alternative measure G A i l , gi2) with appropriate normalization (the sample standard deviation) was developed [14]. GN becomes scale invariant.
Quadratic Gaussiunity measure XI: (Absolute cosine)
The other novel quadratic Gaussianity measure we propose is based on the square cosine value between a marginal output functional fy,(yi) and its corresponding Gaussian functional fG(yi) with the same variance. The inverse of the square cosine value between these two probabilistic functionals is defined by r fyjYi)*dYjIm .&Yj)dYj
(6)
Each of the integrals in (5) and (6) will be estimated with the information where G(.,.) is a multidimensional Gaussian kernel. We will utilize an example to illustrate the difference among all the measures defined here and the existing Gaussianity measures, e.g. the Gray noms NG,~(P, yi) in Equation (4) and the standardized cumulants C&, yi) in Equation The maxima of (5) and (6) are always two line segments excluding the origin, i.e., gi,= 0 or gi2= 0 except gil = gi2 = 0. In these conditions, maximization will always separate one sole sub-Gaussian or super-Gaussian source. Consequently, with the new quadratic Gaussianity measures GN(gi1, gi2) or GA(gi1, gi2) there is no need to know the kurtosis sign. This is unlike the Gray norms or the standard cumulants, where we have to decide between a minimization or maximization operation depending upon the sign of the kurtosis.
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SIMULATION AND CONCLUSION
The new measures can be widely applied in blind source separation and blind channel equalization [ 141. We just discuss the source separation here due to page limitations. We will present results using GN only because this learning rule is much simpler to implement. Here we would like to show three source separation simulations and compare the results among different criteria. All simulations are based on artificial mixtures. Figure 3 . We will compute the SIRS as above. The SIR using Gray norm maximization is 0.87 dB, while using our GN maximization is 15.88 dB. We can observe in the Figure that the output using the GN maximization is much closer to Source 2 while the output using the Gray norm maximization is still scrambled. The listening test corroborates the visual analysis. This verifies again that even for convolutive mixtures our GN maximization method is more robust for nonstationary signals than Gray norm maximization method.
Objective functions
H2,(z) = -0.7 + 0 . 4~~' + 0.32-1 3 +0.22-+ 0 . 1~~. We mix them in the computer and From these three simulations, we can conclude that the optimization of our measure will outperform the Gray norms for blind signal processing. Further applications of these new measures will be provided in future work. These applications include the blind equalization of short-term fading channels, whose model can be characterized as short finite-support impulse responses.
