Abstract. We prove that the uniform unlabelled unrooted tree with n vertices converges in the Gromov-Hausdorff sense after a suitable rescaling to the Brownian continuum random tree. This proves a conjecture by Aldous. We also treat the case of vertex-degree restrictions.
Introduction and main results
Since the construction of the continuum random tree (CRT) by Aldous [Ald91a, Ald91b, Ald93] various models of random structures have been found to admit the CRT as scaling limit. See for example [CHK, Car14, Bet, JS, PSW14, ABBG12] .
The present paper concerns itself with trees that are unordered and unlabelled. Here one distinguishes between Pólya trees, which have a root, and unlabelled unrooted trees. In [Ald91b, p. 55] Aldous states that he expects the CRT limit to hold for uniform random unordered unlabelled trees as well.
Marckert and Miermont [MM11] proved convergence for the case of binary Pólya trees. Shortly afterwards, Haas and Miermont [HM12] proved a general result on the scaling limit of Markov branching trees. As an application, they showed convergence for Pólya trees with and without vertex outdegree restrictions, remarking that the conjecture for unlabelled unrooted trees is still open.
Our main result settles this conjecture in the affirmative.
Theorem 1.1. Let T n denote the uniform random unlabelled unrooted tree with n vertices.
There is a constant a > 0 such that a √ n T n
with respect to the Gromov-Hausdorff metric.
Here we use the normalisation of Le Gall [LG05] and let T e denote the continuum random tree encoded by normalized Brownian excursion. The scaling constant a is precisely the same as for the case of Pólya-trees, i.e. it is given by a = π/2κ ∞ with κ ∞ denoting the growth constant of Pólya-trees [HM12] . The techniques of our proofs are based on the cycle-pointing decomposition developed by Bodirsky, Fusy, Kang and Vigerske [BFKV11] . We also provide subgaussian tailbounds for the diameter of the tree T n : Lemma 1.2. Let T n denote the uniform random unlabelled unrooted tree with n vertices. Then there are constants C, c > 0 such that for all n and x ≥ 0 we have the following tail bound for the diameter: P(D(T n ) ≥ x) ≤ C exp(−cx 2 /n).
This implies for example that the rescaled diameter aD(T n )/ √ n convergences towards the diameter D(T e ) of the CRT not only in distribution, but also in arbitrarily high moments. Since E[D(T e )] = 4/3 π/2 it follows in particular
asymptotically as n tends to infinity. If we consider trees with constraints on the vertex degrees we also have to deal with restrictions on the size of the tree: Proposition 1.3. Let Ω be a set of positive integers such that 1 ∈ Ω and there is a k ≥ 3 such that k ∈ Ω. We let d denote the greatest common divisor of the nonzero elements of the shifted set Ω * = Ω − 1. Then the following holds i) If there is a tree with n vertices and vertex degrees in Ω, then n ≡ 2 mod d. Conversely, if n ≡ 2 mod d is large enough, then there always exists such a tree with n vertices. ii) If there is a rooted tree with m vertices and vertex outdegrees in Ω * , then m ≡ 1 mod d.
Conversely, if m ≡ 1 mod d is large enough, then there always exists such a tree with m vertices.
The proof of this well-known fact is by Schur's lemma, see for example Wilf [Wil06, Thm. 3.15.2]. We provide the following extension of our main result: Theorem 1.4. Let Ω be a set of positive integers containing 1 and at least one integer equal or larger than 3. Let d denote the greatest common divisor of the positive elements of the shifted set Ω * = Ω − 1. Given an integer n with n ≡ 2 mod d we may consider the uniformly drawn random unlabelled rooted tree A n−1 with n − 1 vertices and vertex outdegrees in Ω * and the uniform random unlabelled unrooted tree T n with n vertices and vertex-degrees in Ω.
Suppose that we have convergence for the Pólya tree A n , i.e. that
c Ω * √ n−1
A n−1
−→ T e for some constant c Ω * as n ≡ 2 mod d tends to infinity. Then we also have that
Here convergence is meant with respect to the Gromov-Hausdorff metric on the space of isometry classes of compact metric spaces.
Haas and Miermont [HM12] showed convergence for Pólya trees with respect to the stronger Gromov-Hausdorff-Prokhorov metric in the cases Ω * = N 0 , Ω * = {0, b} and Ω * = {0, 1, . . . , b} for b ≥ 2. Hence in these cases our result also ensures convergence for the random tree T n .
In order to ensure convergence of higher moments of extremal parameters, we show the following tail bound for the diameter. Lemma 1.5. Using the notation of Theorem 1.4 there are constants C, c > 0 such that for all x ≥ 0 and n with n ≡ 2 mod gcd(Ω * ) we have that P(D(T n ) ≥ x) ≤ C exp(−cx 2 /n).
As an important ingredient for the proof we show a subgaussian tail bound for the height of uniform random Pólya trees: Lemma 1.6. Using the notation of Theorem 1.4 there are constants C, c > 0 such that for all x ≥ 0 and m with m ≡ 1 mod gcd(Ω * ) we have that P(H(A m ) ≥ x) ≤ C exp(−cx 2 /m).
In particular, under the assumptions of Theorem 1.4 it follows that
as n ≡ 2 mod d tends to infinity. Parts of this result have already been obtained using analytic methods: Broutin and Flajolet performed a precise study of the height of unlabelled rooted binary trees and diameter of unlabelled unrooted ternary trees (i.e. the case Ω * = {0, 2} and Ω = {1, 3}) in [BF08] and [BF12] , showing among other results convergence of arbitrarily high moments with exact expressions for their limit. Drmota and Gittenberger [DG10, Thm. 2] obtained the limit behaviour of the height of unlabelled rooted trees with precise expressions for the limits of arbitrarily high moments.
Preliminaries
2.1. Gromov-Hausdorff convergence. We briefly fix notations and recall standard results related to the Gromov-Hausdorff metric. A correspondence between two compact metric spaces (X, d) and (Y, d) is a subset R ⊂ X × Y such that for any x ∈ X there is a y ∈ Y with (x, y) ∈ R, and conversely for any y ∈ Y there is a x ∈ X with (x, y) ∈ R. The distortion of the correspondence is defined by dis(R) = sup{|d
The Gromov-Hausdorff distance of the metric spaces X and Y is given by d GH (X, Y ) = 1 2 inf R dis(R) with R ranging over all correspondences between X and Y . The factor 1 2 is required in order to stay consistent with the alternative definition of the Gromov-Hausdorff distance via the Hausdorff distance of embeddings of X and Y in a common space. See for example [BBI01, Thm. 7.3 .25]. The set K of isometry classes of compact metric spaces equipped with the Gromov-Hausdorff distance is a metric space which is both complete and separable, i.e a Polish space [BBI01] .
2.2. Combinatorial species. Our methods make heavy use of the framework of combinatorial species introduced by Joyal. We give a brief introduction following Joyal [Joy81] and Bergeron, Labelle and Leroux [BLL98] , and refer the reader to these sources for a thorough treatment on the subject. Formally, a species G is a functor from the groupoid of finite sets and bijections to the category of finite sets and arbitrary maps. Two species G 1 and G 2 are isomorphic, denoted by G 1 G 2 , if there exist a natural isomorphism from G 1 to G 2 . A subspecies H of the species G is a species satisfying H[U ] ⊂ G[U ] for all finite sets U and
for all bijections σ : U → V . We denote this by H ⊂ G.
We say G maps the finite set U of labels to the set G[U ] of G-objects over U and the bijection σ :
We say σ is an isomorphism between m U and m V . If U = V and m U = m V then σ is an automorphism of m U . We say m U has size |U |. An isomorphism class of G-objects is an unlabelled G-object. The ordinary generating seriesG(z) is the formal power series whose n-th coefficient [z n ]G(z) counts the number of unlabelled G-objects with size n. A pair (G, σ) of an G-object together with an automorphism is called a symmetry. Its weight is given by
2 · · · with n denoting the size of G and σ i denoting the number of i-cycles of the permutation σ. In particular σ 1 denotes the number of fixpoints. We may form the species Sym(G) of symmetries of G. The cycle index sum of G is given by
with (G, σ) ranging over the set n∈N 0 Sym(G)[n] with [n] := {1, . . . , n}. By standard results for counting orbits of group actions, any unlabelled G-objectḠ of size n corresponds to precisely n! symmetries (G, σ) ∈ Sym(G) [n] having the propertiy that G belongs toḠ. In particular, if we draw a symmetry (G, σ) from Sym(G)[n] uniformly at random, then the isomorphism class of G is uniformly distributed among all unlabelled G-objects of size n. Moreover, it follows that the ordinary generating series and cycle index sum are related bỹ G(z) = Z G (z, z 2 , z 3 , . . .). For example, the species SET which is given by SET[U ] = {U } for all U satisfies SET(z) = 1/(1 − z) and Z SET (x 1 , x 2 , . . .) = exp(
2.3. Cycle pointing. Bodirsky, Fusy, Kang and Vigerske [BFKV11] introduced the cycle pointing operator which maps a species G to the species G • such that the G • -objects over a set U are pairs (G, τ ) with G ∈ G[U ] and τ a marked cycle of an arbitrary automorphism of G. Here we count fixpoints as 1-cycles. Any subspecies S ⊂ G • is termed cycle-pointed. The symmetric cycle-pointed species G ⊂ G • is defined by restricting to pairs (G, τ ) with τ a cycle of length at least 2.
The main point of the cycle-pointing construction is evident from the following fact.
Lemma 2.1 (Thm. 5, [BFKV11] ). For any unlabelled G-structureḠ of size n there exist precisely n unlabelled G • -structures whose underlying G-structure isḠ.
This means that if we select a unlabelled G • -structure of size n uniformly at random, then the underlying G-object is also uniformly distributed. And studying the random G • -object might easier due to the additional information given by the marked cycle. Moreover, Lemma 2.1 implies thatG
A rooted c-symmetry of the cycle-pointed species S ⊂ G • is a quadruple (G, τ, σ, v) such that (G, τ ) is a S-object, σ is an automorphism of G, τ is a cycle of σ and v is an atom of the cycle τ . Its weight monomial is given by w (G,τ,σ,v) = t s w (G,σ) (s 1 , s 2 , . . .) with w (G,σ) denoting the weight of the symmetry (G, σ) and the length of the marked cycle τ . We may form the species RSym(S) of rooted c-symmetries of S. The pointed cycle index sum of S is given byZ S = (G,τ,σ,v) w (G,τ,σ,v) ∈ Q[[s 1 , t 1 ; s 2 , t 2 ; . . .]] with the index ranging over the set n∈N 0 RSym(S) [n] . Any unlabelled cycle-pointed S-objectS of size n corresponds to precisely n! rooted c-symmetries from RSym(S)[n] having the property that the isomorphism class of the underlying G-object equalsS. In particular, the pointed cycle index sum relates to the ordinary generating series byS(z) =Z S (z, z; z 2 , z 2 ; . . .) [BFKV11, Lem. 4]. The pointed cycle index sum of the species G • is given byZ
2.4. Operations on species. Combinatorial species can be combined by a variety of constructions. Given two species G and H their sum is defined by the disjoint union (
with the index ranging over all ordered 2-partitions of U , i.e ordered pairs of (possibly empty) disjoint sets whose union equals U . The transport of the product along a bijection is defined componentwise. The corresponding cycle index sums are given by
with the index π ranging over all unordered partitions of the set U . Here the transport along a bijection σ is done by applying the induced map of partitionsσ : π →π to the G-object and the restrictions σ| Q , Q ∈ π to the H-objects. For example, the species A of rooted trees satisfies an isomorphism A X · (SET • A) with X denoting the species given by a single object with size 1. The cycle index sum of the composition is given by
It is important to have detailed information on the structure of the symmetries of the composition G • H. Given a finite set U , any element of Sym(G)[U ] consists of the following objects: a partition π of the set U , a G-structure G ∈ G[π], a family of H-structures (H Q ) Q∈π with H Q ∈ H[Q] and a permutation σ : U → U . The permutation σ is required to permute the partition classes and induce an automorphismσ : π → π of the G-object G. Moreover, for any partition class Q ∈ π the restriction σ| Q : Q → σ(Q) is required to be an isomorphism from H Q to H σ(Q) . Given a cycleτ = (Q 1 , . . . , Q ) ofσ it follows that for any i it we have σ (
Thus any cycle ν of σ corresponds to a cycle of the induced permutationσ whose length is a divisor of the length of ν.
The cycle-pointed analogues introduced in [BFKV11] are defined as follows. If S ⊂ G • is a cycle-pointed species and H a species, then the pointed product S H is the subspecies of G · H given by all cycle-pointed objects such that the marked cycle consists of atoms of the G-structure and the G-structure together with this cycle belongs to S. The corresponding pointed cycle index sum is given byZ
• -structure P has a marked cycle τ of some automorphism σ. By the discussion in the preceding paragraph, this cycle corresponds to a cycle on the G-structure of P which does not depend on the choice of σ. Hence the G-structure of P is cycle-pointed and we say P belongs to S H if and only if this cycle pointed G-structure belongs to S. The corresponding pointed cycle index sum is given bȳ
2.5. Boltzmann samplers. Given a species G and a constant x > 0 with 0 <G(x) < ∞ we may consider the corresponding Boltzmann model for unlabelled objects. It is a probability measure on the set of unlabelled G-objects given by assigning to any object the probability x k /G(x) with k denoting the size of the object. Expressing G in terms of other species via the operations discussed in Section 2.4 aids in the construction of Boltzmann samplers, i.e. random generators that produce objects according to a Boltzmann model [DFLS04, DFLS02, FFP07] . For example, given an isomorphism G H 1 · H 2 we may draw a Boltzmann distributed unlabelled G-object with parameter x by independently drawing unlabelled Boltzmann distributed H i -objects H 1 and H 2 (again with parameter x) and returning the G-object corresponding to the pair (H 1 , H 2 ). The set of rules for the construction of Boltzmann samplers for unlabelled objects was extended in [BFKV11, Ch. 5] by the introduction of Pólya Boltzmann samplers which produce random symmetries and can be used to construct ordinary Boltzmann samplers. A thorough discussion of this framework is beyond the scope of this introduction and we refer the reader to this source for an adequate treatment of the subject.
Proof of the main theorems
Throughout this section, let Ω be a set of positive integers containing the number 1 and at at least one integer equal or greater than 3. We let F denote the species of unrooted trees and F Ω its subspecies of trees with vertex degrees in the set Ω. Analogously, we let A denote the species of rooted trees and A Ω * the subspecies of rooted trees with vertex outdegrees in the shifted set Ω * = Ω − 1. In the following we will always assume that n denotes an integer satisfying n ≡ 2 mod gcd(Ω * ) and n large enough such that trees with n vertices and vertex degrees in the set Ω exist, see Proposition 1.3. Let ρ denote the radius of convergence of the generating seriesÃ Ω * (z).
We let (T n , τ n ) denote a random cycle-pointed tree drawn uniformly from the unlabelled F • Ω -objects of size n. As discussed in the preliminaries section, this implies that T n is the uniform random unlabelled unrooted tree with n vertices and vertex degrees in the set Ω. Moreover, let A n−1 a random rooted tree drawn uniformly from the unlabelled A Ω * -objects of size n − 1.
Given a cycle pointed tree (T, τ ) such that the marked cycle τ has length at least 2 we may consider its connecting paths, i.e. the paths in T that join consecutive atoms of τ . Any such path has a middle, which is either a vertex if the path has odd length, or an edge if the path has even length. All connecting paths have the same lengths and by [BFKV11, Claim 9] they share the same middle, called the center of symmetry.
The cycle pointing decomposition given in [BFKV11, Prop. 12] splits the species F • Ω into three parts,
Here S := X • (SET Ω • A Ω * ) corresponds to the trees with a marked fixpoint and the other summands to trees with a marked cycle of length at least two. More specifically, E := SET {2} R Ω corresponds to the symmetric cycle pointed trees whose center of symmetry is an edge and V := (SET Ω R Ω ) X to those whose center of symmetry is a vertex. We are going to use this decomposition in order to show convergence of a rescaled uniform unlabelled F Ω -object towards the continuum random tree.
3.1. A proof of Theorem 1.1 and Lemma 1.2. Of course, Theorem 1.1 and Lemma 1.2 are special case of Theorem 1.4 and Lemma 1.5, respectively. Hence a separate treatment is not strictly necessary. However, we may take significant shortcuts in the unrestricted case Ω = N, which justify a redundant treatment.
Proof of Theorem 1.1 . Let c N 0 denote the scaling constant for the uniform unlabelled Pólya tree, i.e.
−→ T e with respect to the Gromov-Hausdorff metric. Let f : K → R be a bounded Lipschitz-continous function defined on the space of compact metric spaces equipped with the Gromov-Hausdorff metric. We are going to show the following three claims:
iii) E[f (
This implies that E[f (
and we are done. Claim i) follows from the fact
) and by Propositions 3.6 and 3.6 the radius of convergence of the seriesẼ(z) is strictly larger than the radius of convergence ofF • (z).
Claim ii) follows directly from the convergence
−→ T e , since Ω = N implies that S = X • (SET • A) A and hence (T n , τ n ) conditioned on belonging to S is distributed like the uniform random Pólya tree A n . Claim iii) follows from Lemma 3.1 below.
The proof for the tail bound of the diameter uses the same decomposition:
Proof of Lemma 1.2. We have to show that there are constants C, c > 0 such that for all n and x ≥ 0 we have that P(D(T n ) ≥ x) ≤ C exp(−cx 2 /n). We may replace C by any larger constant and c by any smaller constant, hence it suffices to consider the case √ n ≤ x ≤ n. Clearly we have that
By Lemma 3.1 there are constants C 1 , c 1 > 0 such that the summand for B = V is bounded by C 1 exp(−c 1 x 2 /n). The tree T n conditioned on (T n , τ n ) ∈ S is distributed like the uniform Pólya tree A n . Hence by Lemma 1.6 there are constants C 2 , c 2 > 0 such that the summand for B = S is bounded by C 2 exp(−c 2 x 2 /n). It follows from Propositions 3.6 and 3.6 and the expression P((
) that there are constants C 3 > 0 and 0 < γ < 1 with P((T n , τ n ) ∈ E) ≤ C 3 γ n . Since x ≤ n we have that γ n ≤ exp(−c 3 x 2 /n) for some c 3 > 0. Hence the summand for B = E is bounded by C 3 exp(−c 3 x 2 /n). Thus
for some C, c > 0.
It remains to show the following lemma which was used in both proofs.
Lemma 3.1. Let V n be a uniformly at random chosen unlabelled V = (SET A) X object with size n. Then
−→ T e with respect to the Gromov-Hausdorff metric. Moreover, there are constants C, c > 0 such that for all n we have the following tail bound for the diameter P(D(V n ) ≥ x) ≤ C exp(−cx 2 /n) for all x ≥ 0 and n.
Proof. We are first going to prove convergence towards the CRT. Let ρ denote the radius of convergence ofF(z). By the rules for Pólya-Boltzmann samplers in [BFKV11] the following procedure draws a random Boltzmann distributed unlabelled V-object with parameter ρ, i.e. each object with size k gets drawn with probability ρ k /Ṽ(ρ). Compare with Figure 1 . 1. Draw a random unlabelled rooted tree X from A according to the Boltzmann distribution with parameter ρ. 2. Choose a random integer K ≥ 2 with distribution given by
3. Select a random Boltzmann distributed cycle-pointed rooted tree (B, ν) from the unlabelled A • -objects with parameter ρ K . 4. Connect the root of X with the roots of K identical copies (B 1 , ν 1 ) , . . . , (B K , ν K ) of (B, ν) by adding edges. 5. Compose the marked cycle τ out of atoms of the cycles ν i = (a 1 i , . . . , a K i ) as follows:
. Let V denote the resulting cycle-pointed tree. By definition of the Boltzmann distribution we have that V conditioned on having size n is distributed like the uniform unlabelled V-object V n . The probability generating function of the total size of the K identical copies of B is given by ( k≥2Ã
We have that ρ < 1 by Proposition 3.4, hence this series has radius of convergence strictly greater than 1. By Proposition 3.5 we know that P(|V| = n) ∼ d Ω * n −3/2 for some constant d Ω * > 0. Hence there is some constant C > 0 such that
Let X n denote the random variable X conditioned on the event |V| = n. Consider the correspondence R n between the discrete metric spaces X n and V n given by
) with x 0 denoting the root of X n . Then we have dis(R n ) = O(log(n)) with high probability. This implies that the Gromov-Hausdorff distance
converges to 0 in probability. Hence it suffices to show that
For any positive integer we have that X n conditioned on the event |X n | = is distributed like the uniform random unlabelled rooted tree A with vertices. Hence for any bounded Lipschitz-continuous function f : K → R defined on the metric space (K, d GH ) of isometry classes of compact metric spaces we have that 
. This proves convergence towards the CRT. It remains to show the tail bounds for the diameter of V n . Let H denote the maximum length of a path in V that starts from the root of X and let H n denote the corresponding random variable conditioned on the event |V| = n. Since D(V n ) ≤ 2H n it suffices to show that there are constants C, c > 0 with P(H n ≥ x) ≤ C exp(−cx 2 /n) for all x ≥ 0 and n. Since we may substitute C by any larger constants and c by any smaller constant it suffices to show this for the case √ n ≤ x ≤ n. The event H n ≥ x implies that H(X n ) ≥ x or |B| ≥ x. Since X n conditioned on the event |X n | = is distributed like the uniform Pólya tree A , it follows by Lemma 1.6 below that there are constants C 1 , c 1 > 0 such that for all y ≥ 0 and n the probability P(H(X n ) ≥ y) is bounded by
Moreover, by Propositions 3.5 and 3.6 we know that there are constants C 3 > 0 and 0 < γ < 1 such that for all y ≥ 0 and n we have that P(|B| ≥ y | |V| = n) ≤ C 3 n 3/2 γ y . It follows that there are constants C 4 , c 2 > 0 such that we have uniformly for all x ≥ √ n
This concludes the proof.
3.2. A proof of Theorem 1.4 and Lemma 1.5. We start straight-away with the proof:
Proof of Theorem 1.4. Suppose that we have convergence of A n−1 to the CRT, i.e. that there is a constant c Ω * > 0 such that the uniformly drawn unlabelled rooted tree A n−1 satisfies
−→ T e with respect to the Hausdorff-Gromov metric. The proof of Theorem 1.4 follows closely the proof of Theorem 1.1 in Section 3.2. The only difference lies in how we show convergence for the unlabelled S = X • (SET Ω • A Ω * ) objects and the unlabelled V = (SET Ω A Ω * ) X objects. We treat these cases separately in Lemma 3.2 and Lemma 3.3 below.
Proof of Lemma 1.5. The proof is analogous to the proof of Lemma 1.2. The only difference lies in how we show the tail bounds for the unlabelled V-objects and unlabelled S-objects. This is carried in out in Lemmas 3.2 and 3.3 below.
Lemma 3.2. Let S n be drawn uniformly from the unlabelled S = X • (SET Ω •A Ω * ) objects of size n. Then we have
−→ T e . with respect to the Gromov-Hausdorff metric. Moreover, there are constants C, c > 0 such that for all n and x ≥ 0 we it holds that P(
Proof. We have that S X · (SET Ω • A Ω * ), hence we do not require cycle pointing techniques in this case. Let (S n , σ n ) be drawn uniformly at random from the set Sym(S) [n] . Let π n denote the corresponding partition. By the discussion in Section 2.4, σ n induces an automorphism σ n : π n → π n of the SET Ω -object. Moreover, let F n ⊂ π n denote the fixpoints ofσ n , f n = |F n | their number and for each fixpoint Q ∈ F n let (A Q , σ Q ) denote the corresponding symmetry from Sym(A Ω * )(Q). Let H n denote the total size of the trees dangling from cycles with length at least 2. We are going to show the following claims. 1) There are constants C 1 > 0 and 0 < γ < 1 such that for all n and x ≥ 0 we have that P(H n ≥ x) ≤ C 1 n 3/2 γ x and P(f n ≥ x) ≤ C 1 n 3/2 γ x . 2) For any δ > 0 the maximum size max Q∈Fn |A Q | of the trees corresponding to the fixpoints ofσ n satisfies P(max Q∈Fn |A Q | ≤ n − n δ ) = o(1). 3) There is a constant C 2 > 0 such that E[f n ] ≤ C 2 for all n. We may deduce the tail bound for the diameter as follows. First, it suffices to show such a bound for all √ n ≤ x ≤ n. If D(S n ) ≥ x, then we have H n ≥ x/2 or max Q∈Fn H(A Q ) ≥ x/2 − 1. By 1), we have P(H n ≥ x/2) ≤ C 1 n 3/2 γ x/2 and there are constants C 4 , c 4 > 0 such that C 1 n 3/2 γ x/2 ≤ C 4 exp(−c 4 x 2 /n) for all n and √ n ≤ x ≤ n. Let E n denote the event max Q H(A Q ) ≥ x/2 − 1. It holds that
with F ranging over all subsets of partitions of [n] with P(F n = F ) > 0. By the discussion of symmetries in Section 2.4 we have that given F n = F , the symmetries (A Q , σ Q ) Q∈F are independent and for each Q ∈ F we have that (A Q , σ Q ) gets drawn uniformly at random from the set Sym(A Ω * ) [Q] . That is, A Q gets drawn uniformly at random from all unlabelled Pólya trees with outdegrees in the set Ω * . By Lemma 1.6 it follows that there are positive constants C 5 , c 5 such that uniformly for all n and x
we have that E[f n ] ≤ C 2 for all n. Thus, for some C 6 , c 6 > 0, it holds that
uniformly for all n and √ n ≤ x ≤ n. Thus the claims 1) and 3) imply the tail bound for the diameter.
We may deduce the convergence towards the CRT as follows. Select one of the partition classes from F n with maximal size uniformly at random and let X n denote the corresponding tree. By claim 2) we have P(|X n | ≤ n − n 1/4 ) = o(1) and thus
in probability to zero. Hence it suffices to show c Ω * X n / √ n
−→ T e . Let f : K → R denote a bounded Lipschitz-continuos function defined on the space (K, d GH ) of isometry classes of compact metric spaces equipped with the Gromov-Hausdorff metric. By claim 2) it follows that
with the index of the sum ranging over all integers n − n 1/4 ≤ ≤ n with P(|X n | = ) > 0, in particular ≡ 1 mod gcd(Ω * ). Since > n/2 we have by the discussion of the structure of symmetries in Section 2.4 that X n conditioned |X n | = is distributed like a uniformly drawn Pólya tree A of size with outdegrees in Ω * . Hence
for a fixed constant C > 0 that does not depend on .
We have by Lemma 1.
−→ T e . It remains to verify claims 1) -3). The probability generating function of H n is given by
Since 1 ∈ Ω we may bound the denominator from below by [z n−1 ]Ã Ω * (ρz) and by Proposition 3.5 we have that [z n−1 ]Ã Ω * (ρz) ∼ Cn −3/2 for some constant C > 0 as n ≡ 2 mod gcd(Ω * ) tends to infinity. Moreover, for all n the polynomial in the indeterminate w in the numerator is dominated coefficient wise by the series Z SET Ω (Ã Ω * (ρ),Ã Ω * ((ρw) 2 ), . . .) which by Proposition 3.5 has radius of convergence strictly greater than 1. In particular we have that
Hence there is a constant C such that P(H n ≥ x) ≤ C n 3/2 γ x for all n and x. The probability generating function for the random number f n is given by
and the corresponding bound for the event f n ≥ x follows by the same arguments. This proves claim 1).
We proceed with showing claim 2). Let x n be a given sequence of positive numbers. The event max Q∈Fn |A Q | ≤ x n would imply that n − 1 = H n + Q∈Fn |A Q | ≤ H n + x n f n . In particular it holds that H n ≥ (n − 1)/2 or f n ≥ (n − 1)/(2x n ). Thus, for x n = cn/ log(n) with c > 0 a sufficiently small number, it follows by the tail bounds of claim 1) that P(max Q∈Fn |A Q | ≤ x n ) = o(1). Thus, setting y n = n − n 2/3+ for any small > 0, we have that
We can form any unlabelled S-object by taking an ordered pair of unlabelled A Ω * -objects, connecting their roots by an edge, and declaring the root of the first object as the new root of the resulting tree. It follows that the number of unlabelled S-objects with size n having the property that at least one of the subtrees dangling from the root has size k is bounded by a k a n−k with
. By Proposition 3.5 we know that a i ∼ Ci −3/2 ρ −i as i ≡ 1 mod gcd(Ω * ) tends to infinity. Thus
for some C > 0. Writing k = n/2+t we obtain k(n−k)/n = ((n/2) 2 −t 2 )/n and this quantity strictly decreases as |t| grows. Hence we have (k(n − k)/n) −3/2 ≤ n 2/3+ (1 + o(1)) uniformly for all x n ≤ k ≤ y n , and thus P(max Q∈Fn |A Q | ≤ y n ) = o(1). Setting z n = n − n 2 3 ( 2 3 + )+ for a small > 0 we may repeat the same arguments to obtain
and this quantity tends to zero. We may repeat the same argument arbitrarily many times and hence obtain that for any δ > 0 we have that
This proves claim 2). It remains to prove claim 3), i.e. we have to show that E[f n ] = O(1). If Ω ⊂ N is bounded, then this is trivial. Otherwise it seems to require some work. We have that
Since 1 ∈ Ω we have that the denominator is bounded from below by [z n−1 ]Ã Ω * (z). By Proposition 3.5 it follows that ([z n−1 ]Ã Ω * (z)) −1 = O(n 3/2 ρ n ). The power series in z in the numerator is bounded coefficient wise by
with h(w) = w exp(w) analytic on C and g(w) = exp( i≥2Ã Ω * (z i )/i) having radius of convergence strictly larger than ρ since ρ < 1. By a singularity analysis using results from [BBY06] and [FS09, Thm. VI.5] it follows that [z n−1 ]h(Ã Ω * (z))g(z) = O(n −3/2 ρ −n ). The detailed arguments are identical as in the proof of Proposition 3.6 below. This concludes the proof.
Lemma 3.3. Let V n be drawn uniformly from the unlabelled V = (SET Ω A Ω * ) X objects of size n. Then we have
Moreover, there are constants C, c > 0 such that for all x ≥ 0 and n we have the tail bound
Proof. The proof is analogous to the proof of Lemma 3.2, only with pointed cycle index sums replacing the role of cycle index sums. Let (V n , τ n , σ n , v n ) be a rooted c-symmetry drawn uniformly at random from the set RSym(S)[n]. In particular, V n is distributed like the uniformly at random chosen unlabelled V-object with size n. Let π n denote the corresponding partition. By the discussion in Section 2.4, σ n induces an automorphismσ n : π n → π n of the SET Ω -object. Moreover, let F n ⊂ π n denote the fixpoints ofσ n , f n = |F n | their number and for each fixpoint Q ∈ F n let (A Q , σ Q ) denote the corresponding symmetry from Sym(A Ω * )(Q). Let H n denote the total size of the trees dangling from cycles with length at least 2. We are going to show the following claims.
1) There are constants C 1 > 0 and 0 < γ < 1 such that for all n and x ≥ 0 we have that P(H n ≥ x) ≤ C 1 n 3/2 γ x and P(f n ≥ x) ≤ C 1 n 3/2 γ x . 2) For any δ > 0 the maximum size max Q∈Fn |A Q | of the trees corresponding to the fixpoints ofσ n satisfies P(max
From these claims we may deduce the tail bounds for the diameter and the convergence towards the CRT in an identical manner as in the proof of Lemma 3.2. It remains to verify claims 1)-3). We start with claim 1). The probablity generating function of H n is given by
.
Since 1 ∈ Ω and there is a number k ≥ 3 with k ∈ Ω it follows that the denominator is bounded from below by
We have that n − k ≡ 1 mod gcd(Ω * ) and thus, by Proposition 3.5, we have that [z n−k ]Ã Ω * (ρz) ∼ Cn −3/2 as n ≡ 2 mod gcd(Ω * ) tends to infinity. The polynomial in the numerator with indeterminate w is bounded coefficient wise by the seriesZ
. . .) which does not depend on n and, by Proposition 3.6, has radius of convergence strictly larger than 1. It follows that there is a constant C such that P(H n ≥ x) ≤ C n 3/2 γ x for all n and x. The probability generating function for the random number number f n is given by
. and the corresponding bound for the event f n ≥ x follows by the same arguments. This proves claim 1).
We proceed with showing claim 2). Let x n be a given sequence of positive numbers. The event max Q∈Fn |A Q | ≤ x n would imply that n − 1 = H n + Q∈Fn |A Q | ≤ H n + x n f n . In particular it holds that H n ≥ (n − 1)/2 or f n ≥ (n − 1)/(2x n ). Thus, for x n = cn/ log(n) with c > 0 a sufficiently small number, it follows by the tail bounds of claim 1) that P(max Q∈Fn |A Q | ≤ x n ) = o(1). Setting y n = n − n 2/3+ for any small > 0, we have that
Any unlabelled V-object with a tree of size k dangling from the root that does not contain any vertex of the marked cycle can be formed by connecting the roots of an unlabelled A Ω * -object of size k and an unlabelled SET Ω * A Ω * object of size n − k. By a singularity analysis similiar to the proof of claim 3) in Lemma 3.2 we have that the number b i of unlabelled SET Ω * A Ω * -objects of size i is at most O(i −3/2 ρ −i ). It follows that
uniformly for all x n ≤ k ≤ y n and thus
In order to finish the proof of claim 2) we may now follow precisely the same arguments as in the proof of claim 2) in Lemma 3.2. Claim 3) follows by similar arguments as in the proof of claim 3) in Lemma 3.2. This completes the proof.
3.3. A proof of Lemma 1.6. We have to show that there are constants C, c > 0 such that for all x ≥ 0 and m ≥ 1 with m ≡ 1 mod gcd(Ω * ) it holds that P(H(A m ) ≥ x) ≤ C exp(−cx 2 /m).
Proof of Lemma 1.6. Since we may replace C by any larger constant and c by any smaller constant, it suffices to pick a fixed constant M and show the claim for all m ≥ M and √ m ≤ x ≤ m. By the rules governing Pólya-Boltzmann samplers [BFKV11] the following recursive procedure ΓÃ Ω * (x) terminates almost surely and draws a random unlabelled A Ω * -object according to the Boltzmann distribution with parameters x for any 0 < x ≤ ρ. 1. Start with a root vertex v. 2. Draw a random permutation σ(v) with size in Ω * such that σ(v) gets drawn with probability proportional to its weightÃ Let A be a random tree drawn according to ΓÃ Ω * (ρ) and consider the subtree T given by the root-vertices of the trees generated by a call to the sampler with parameter ρ (as opposed to ρ i for some i ≥ 2). Then T is distributed like the result of drawing a Galton-Watson tree and discarding the orderings on the offspring sets, with the offspring distribution ξ given by the number of fixpoints of the random permutation drawn in step 2. The probability generating function of ξ is given by
Note that E[ξ] = 1 and, by Proposition 3.5, E[z ξ ] has radius of convergence strictly larger than 1.
For any vertex v of T, the sum of vertices S(v) := i≥2
j=1 i|A i j (v)| of the attached subtrees corresponding to cycles of lengths at least 2 has probability generating function
Again, by Proposition 3.5, this series has radius of convergence strictly larger than 1 and hence there is a constant 0 < γ < 1 with P(S(v) ≥ y) = O(γ y ) uniformly for all y ≥ 0. Given m ≡ 1 mod gcd(Ω * ) let A m , T m and (S m (v)) v∈Tm denote the random variables A, T and (S(v)) v∈T conditioned on the event |A| = m. In particular, A m is uniformly distributed among all Pólya trees of size m with outdegrees in the set Ω * . If the height H(A m ) of the tree
By the tail bounds for conditioned Galton-Watson processes given in Addario-Berry, Devroye and Janson [ABDJ13] there exist constants C 1 , c 1 > 0 such that for all and y ≥ 0 we have that
Moreover, T m conditioned on having size is distributed like T conditioned on having size . Thus the probability for the event H(T m ) ≥ x/2 is bounded by
By Proposition 3.5 and the definition of the Boltzmann-distribution, we have that asymptotically P(|A| = m) ∼ d Ω * m −3/2 for some constant d Ω * . In particular, there is a constant C 2 > 0 such that P(|A| = m) ≤ C 2 m −3/2 for all m. Hence there is a constant C 3 > 0 such that for all x and m the probability for the event S m (v) ≥ x/2 for at least one vertex v ∈ T m is bounded by
We assumed that √ m ≤ x ≤ m, hence m 5/2 γ x/2 ≤ C 4 exp(−c 2 x 2 /m) for some constants C 4 , c 2 > 0. Thus there are constants C 5 , c 3 > 0 such that
3.4. Enumerative properties. In this section we collect basic facts regarding the number of unordered unlabelled trees, which are frequently used in the proofs of the main theorems. Most of these are well-known (at least under less general assumptions), but we do provide proofs for the readers convenience.
Proposition 3.4. The radius of convergence ρ of the seriesÃ Ω * (z) satisfies 0 < ρ < 1 and
Proof. The seriesÃ Ω * (z) is dominated coefficentwise by the generating seriesÃ(z) of all rooted trees and it is known thatÃ(z) is analytic at the origin (see e.g. Otter [Ott48] , Pólya [Pól37] , Flajolet and Sedgewick [FS09] ). Hence ρ > 0. As formal power series we have that
The coefficients of all involved series are nonnegative, hence we may lift this identiy of formal power series to a identity of real numbers. By assumption, 0 ∈ Ω * and there is an integer ≥ 2 such that ∈ Ω * . Thus, for all 0 < x < ρ it holds that
with S denoting the symmetric group of degree and σ i denoting the number of cycles of length i of the permuation σ. In particular, by considering the summand for σ = id, we have thatÃ Ω * (x) ≥ x(Ã Ω * (x)) / !. Since ≥ 2 this implies that the limit lim x↑ρÃ (x) is finite and henceÃ Ω * (ρ) is finite. Moreover, considering the summand in ( * ) for σ a cycle of length yields that ∞ >Ã Ω * (ρ) ≥ ρ(Ã Ω * (ρ ))/ !. This implies that ρ ≤ 1 because otherwisẽ A(ρ ) = ∞. If ρ = 1, then Inequality ( * ) would imply thatÃ Ω * (1) ≥ 1. Applying ( * ) again then yields thatÃ Ω * (1) ≥ 1 +Ã Ω * (1), a contradiction. Hence ρ < 1.
From this we obtain detailed information on the number of Pólya trees of a given size with outdegrees in Ω * . Proof. We have thatÃ Ω * (z) = E Ω * (z,Ã Ω * (z)) and for any Λ the series E Λ (z, w) is dominated coefficient-wise by z exp(w + ∞ i=2Ã Ω * (z i )/i). Since ρ < 1 it follows that there is an > 0 such that E Λ (ρ + ,Ã Ω * (ρ) + ) < ∞. By a general enumeration result given in Bell In [BFKV11, Prop. 20 ] the cycle-pointing decomposition was used in order to provide a new method for determining the asymptotic number of free trees. The argument used there can easily be extended to the case of vertex degree restrictions.
Proposition 3.6. The seriesF Ω (z) andÃ Ω * (z) both have the same radius of convergence ρ. Moreover, the following statements hold.
i) There is a constant d Ω * such that [z n ]F Ω (z) ∼ d Ω * ρ −n n −5/2 as n ≡ 2 mod gcd(Ω * \ {0}) tends to infinity. ii) For any set Λ ⊂ N the series
• Ω * (z);Ã Ω * (z 2 ),Ã
• Ω * (z 2 );Ã Ω * (z 3 ),Ã
• Ω * (z 3 ); . . .)
satisfies F Λ (ρ + ,Ã Ω * (ρ) + ) < 0 for some > 0. iii) The power seriesZ SET {2} A Ω * (z) =Ã • Ω * (z 2 ) has radius of convergence greater than ρ.
Proof. Let ρ denote the radius of convergence ofÃ Ω * (z). Claim iii) follows from the fact that ρ < 1 and the seriesÃ • Ω * (z) = z d dzÃ Ω * (z) also has radius of convergence ρ. We proceed with claim ii). The seriesZ SET Λ is dominated coefficient-wise by the series Z SET (s 1 , t 1 ; s 2 , t 2 ; . . .) = exp(
and hence F Λ (z, w) is dominated by exp(w +
• Ω * (z i ). Since ρ < 1 this series is finite for z = ρ + and w =Ã Ω * (ρ) + if > 0 is sufficiently small. In order prove claim i) we are going to perform a singularity analysis of the seriesF • Ω (z). The cycle pointing decomposition MoreoverÃ Ω * (ωz) = ωÃ Ω * (z) for all z in a generalized ∆-region with wedges removed at the points of U . We have that h(z, w) is a power series with nonnegative coefficients and by claim i) and ii) and Proposition 3.5 we have h(Ã Ω * (ρ) + , ρ + ) < ∞ for some > 0. Hence the dominant singularities and their types are driven by the seriesÃ Ω * (z). We may apply a standard result for the singularity analysis of functions with multiple dominant singularities [FS09, Thm. VI.5] and obtain that [z m ]h(z,Ã Ω * (z)) ∼ d Ω * m −3/2 ρ −m for m ≡ 1 mod gcd(Ω * ) and d Ω * > 0 a constant.
