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INTRODUCTION 
L’objet de ce travail est l’etude des lois conditionnelles intervenant en 
thtorie du filtrage. Dans 131, Liptser et Shiryayev font un expose detaille des 
resultats obtenus sur ce probleme avant 1972. I1 rnontre, en particulier, que 
si (0,) 5,) est un processus a valeurs dans IR * et h, une fonctionnelle mesurable 
de (0,) {,) veritiant certaines conditions, l’esperance conditionnelle E(h, 1 Srf), 
oti Srf est la tribu engendree par (5;, s < t}, est solution d’une equation 
differentielle stochastique appelle equation de filtrage. Cette equation 
prtsente l’inconvtnient de ne pas ttre fermte, au sens 06 elle fait intervenir 
l’esperance conditionnelle de quantites autres que h,. Par contre, si la 
probabilite conditionnelle P(e, > x 1 X:) admet une densite par rapport A la 
mesure de Lebesgue, celle-ci veritie une equation stochastique aux derivees 
partielles fermee. 
Krylov et Rozovskii ont dtmontrt, dans [2], que, si (B,, 5,) est un 
processus de diffusion sur IRm x IW verifiant certaines hypotheses, la loi 
conditionnelle admet une densite de classe gk. Leur methode consiste i 
demontrer l’existence d’une solution faible pour une equation aux derivees 
partielles stochastique d’un type deja consider& par Pardoux [8], puis a 
obtenir des rtsultats de regularit pour cette solution. 
Pardoux, dans [ 10, 111, effectue en quelque sorte la demarche inverse. I1 
resoud l’equation de filtrage considerie a priori et il montre a l’aide d’une 
formule de Feynman-Kac que la solution de cette equation est la densite 
conditionnelle du tiltrage. 
On obtient ici des resultats de regularite pour la loi conditionneile relative 
a un couple de processus (0,, &), solution d’un systeme differentiel 
stochastique dont les coefficients peuvent dependre de tout le passe de r. La 
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methode est totalement differente de celle utilisee dans [2]. Elle permet en 
particulier de choisir pour loi conditionnelle initiale une mesure quelconque. 
On suit, tout d’abord, la m2me methode que Liptser et Shiryayev dans leur 
demonstration concernant le cas gaussien: elle consiste a realiser 8, comme 
une fonctionnelle de (w, <) ou w est un processus de Wiener de mCme 
dimension que 8, puis, en utilisant la formule de Bayes generalisle a ecrire 
l’esperance conditionnelle E( h(t, 0, , <,)~~) comme une integrale sur l’espace 
de probabilite du brownien sur R”’ (m = dim 19). Ceci fera l’objet du 
chapitre 2. Ces resultats permettent d’appliquer, dans le chapitre 3, la 
methode que Paul Malliavin a utilise dans 15, 6, 71 pour demontrer l’absolue 
continuite des lois d’un processus de diffusion. On rappellera les grandes 
lignes de cette methode, dans le chapitre 1, en utilisant tres largement Particle 
de Stroock [9] sur le travail de P. Malliavin. 
Je tiens i adresser tous mes remerciements a M. Paul Malliavin pour les 
nombreuses discussions que j’ai eues avec lui et pour les encouragements 
qu’il m’a prodigues tout au long de ce travail. 
0. PR~LIMINAIRES 
0.1. Notations 
0.1.1. g(Rp) est l’espace des fonctions continues de Rf dans Rp; on note 
c l’element generique de F(lFQ Xp est la tribu borelienne sur cet espace; 
-A$( est la sous-tribu de ND engendree par les fonctions {c(s), s <t, 
c E Q(RP)). 
0.1.2. gO(Rp) est le sous-espace de Q(Rp) formi des fonctions nulles en 
0; on note w I’element generique de gO(Rp); sp est la tribu borelienne; 3pp., la 
sous-tribu engendrte par (w(s), s < t, w E qO(Rp)l. 
0.1.3. %?$Z”) est l’espace des fonctions born&es de R” dans R de classe 
@‘( et dont les dtrivees jusqu’i l’ordre k sont bornees. 
0.2. Soit (Q,,F, P) un espace de probabilitt muni d’une famille 
croissante de tribus {T} inclues dans ST et soient (W, ,..., IV,,), n = m +p 
processus de Wiener independants ur cet espace, adaptis a la famille (6). 
Soient a, b, A, B des matrices reelles definies sur iR+ x Rm X Q(R’) de 
dimensions respectives m x 1, m x n, p x 1, et p X n telles que, si l’on notef 
I’un quelconque des elements de l’une de ces matrices, on ait: 
(H,) f(t, x, c) est JY^,,,-mesurable en tant que fonction ditinie sur @(Rp), 
pour tout couple (t,x). 
(H 1) II existe une fonction croissante K, 0 < K < 1 et des constantes L , et 
L, telles que: 
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(i) IS(t,x,c)-f(t,~‘,c’)I~~~Crb lc,-CC:\’ dWs))+~,(lx-x’12+ 
ICI -412), 
(ii> f’@,x,~)<L,(Jb(l +lc,l’> dW)+L,(l +lx12+Ic,12). 
(H2) La matrice BB* est inversible et il existe des constants C et C’ telles 
que: 
(a) (BB* 2, 2) > C IZI’, VZ E Rp. 
(b) @(I,, - B*(BB*)-‘B)b*Z, Z) > C IZI*, VZ E R”. 
(c) Les coefficients des matrices b, B, A sont bornis par C’. 
On note (e,, &) la solution du systeme stochastique, pour t < T, T fix& 
de, = a@, et, () dt + b(t, 8,, <) dW,, 
dt,=A(t,8,,t)dt tB(t,t)dW,, 
8, et &, sont supposes dans L’(Q). 
Une telle solution existe de facon unique grace a (H,) et on a: 
E(SUPrJ<I<T (]8J’t lrt]‘)) < +co (cf. par ex. [3, Chap. 41). 
0.3. On cherche une decomposition de d8, sous la forme: de, = 
a’dt + Dd<+ FdW oti 
(dtl)i(Fd W)j = 0 Vi=1 apetj=l Am. 
Ceci est a rapprocher de la methode utilisee dans ]7] ou l’espace @$R”) est 
localement realise comme la somme directe de l’espace tangent a 4 = 
(w, r(o) = <} et de son orthogonal. 
La condition (d<)i (FdW)j = 0 est equivalente 8: b = DB t F et FB* = 0, 
d’oti l’on dkluit: D = bB*(BB*)-‘; F= b(Z,, - B*(BB*)-‘B). 11 est clair 
qu’il existe des processus de Wiener independants &-adapt& @, ,..., @,, tels 
que: 
(BB*)-“‘BdW, = ti;; ~t(FP)-v2FdWs = @; 
0 
oti Fv2= (kv, --. Wp) et lT-‘= (pp+, wee @J, FF* itant inversible d’apris la 
condition (H,, b). En conclusion: 
df?, = (a - bB*(BB*)-‘A) dt + bB*(BB*)-’ d& 
t [b(Z, - B*(BB*)-‘B)~P*]“~ d@;. 
d& = (BB*)“‘(t, c) dp; + A(& 8,, <) dt. 
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On notera 
6, = bB*(BB*)-‘, 
6, = [b(~-B*(BB*)-‘B)b*]“*, 
i= a - bB*(BB*)-‘A. 
0.4. Remarquons que les coefficients de S,, S,, bB*(BB*)-‘A sont 
born&, grace aux conditions (H2, a et c). On notera M un de leurs 
majorants. 11 est aise de voir egalement que 6, et a’ verifient une condition du 
type de (H,)i, Montrons qu’il en est de meme pour 6,. Soient (x, c) et (x’, c’) 
deux elements de IR” x I. Notons D et S la difference t la somme des 
matrices /?,(t, x, c) et s,(t, x’, c’). D est symetrique et done diagonalisable. 
Soit (u, . . . urn} une base orthonormee de IR” formee de vecteurs propres de 
D associes aux valeurs propres {Ai ... 1,). Alors les (S-“- viJi=, g, sont des 
vecteurs propres de la matrice S-IDS associes aux memes valeurs propres. 
Notons que S est inversible car 6, est delinie positive. On a l’egalite: 
D + Sp ’ DS = 2s -‘(&t, x. c) - s;(t, x’, c’)). 
D’ou, pour tout i et tout q E IR”‘: 
~i(Ui, V) + \7 Aj(sui, uj)(s-'uj? V> 
= 2(S - ‘(&t, x, c) - &t, x’, C’))U,) rj). 
Prenons r = Sa,. On obtient: 
Izi(ui, s”i) = ((6;I(t, x, c) - Q(t, x’, C’))Ui, Vi) 
et on a: (vi, SV,) > 2#. 6 veritiant une condition du type (H,), , il en est 
done de meme pour 6,. On notera L; et Li des constantes telles que l’un 
quelconque des coefficients des matrices 6,) S,, a’ virifie: 
If(f, x, c) -f(4 x’, c’)12 
1. INTR~wCTI~N Au CALCUL DES VARIATIONS STOCHASTIQUEY 
On se propose dans ce paragraphe d’exposer les grandes lignes de la 
mithode developpee dans [5, 61 pour obtenir des resultats de regularid des 
lois de processus de diffusion. 
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On Cnoncera souvent les resultats dans l’interpretation qu’en a don&e 
Stroock dans [9] (cf. egalement [ 1 ] pour une formulation en termes 
d’analyse fonctionnelle). Le point de depart de la methode est le lemme 
suivant: 
1.1. LEMME. Soit p une mesure de Radon finie sur IR”. On suppose qu’il 
existe une constante C, > 0 et un entier non nul N tels que: 
Alors ,a est absolument continue par rapport h la mesure de Lebesgue. Soit f 
la densite’: si N > n, f E F#T?“) oii k = N - n - 1 et Ilfllw;(Rn) < C,A(n, N) oti 
A(n, N) ne dkpend que de n et de N. 
1.2. Soit (t, w) E Rf x u7,(Wm) -+ gl(w) E iR”, m < n, un processus de 
diffusion et p = (g,)*@,). Soit a, E 5Fp(lR”): 
- aa, 
I II!” ax, 6) Adx) = 1 ~~(iRm) $ (g,(w))ddw). k 
L’idee est d’etablir une notion de derivation sur l’espace @$F?“‘) qui permet- 
trait d’exprimer ap/ax,(g,(w)) a l’aide d’une “derivee” de la fonction 
q, = q 0 g, et d’effectuer une integration par parties sur ~,,(lR”) par rapport a 
la mesure de Wiener. 
1.3. L’ope’rateur cfornstein-Uhlenbeck 
C’est un optrateur sur %F&FY) qui generalise I’operateur 
d’ornstein-Uhlenbeck sur Rp au sens ou il est auto-adjoint par rapport i la 
mesure de Wiener. 
1.3.1. DEFINITIONS. Soit {G?@?m), Sk, Si,,,,&} l’espace de Wiener 
des fonctions continues de (iRi)2 dans R” nulles sur les axes de coor- 
donnees. Z??f, est la tribu borelienne sur Qi(Rm); AYk,l est la tribu engendree 
par la famille d’applications: {fe Q@“‘)I+(s, r), s < t, 7 E R + 1. Enfin, & 
est la mesure de Wiener sur Qi(lR”). On note w* = (w:,..., w,!J I’element 
generique de cet espace. On appelle processus d’ornstein-Uhlenbeck sur 
5F’,(R”) l’application: (t, w”) E R + x Q@?m)++x,,,2(t) E Q,(lR”) definie par: 
x,,,4f)(7) = jlrn I,’ e(S-fM2w2(ds, do). 
Ce processus possede la propriete de laisser invariante la mesure de Wiener 
P In’ 
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Soit D, I’ensemble des fonctions @ de LP(O,(lRm),~,) pour lesquelles il 
existe une fonction YE LP(5F0(Rm),~m) telle que: 
soit une martingale, P &ant la loi du processus xwz considere comme une 
application de %$(IRm) dans lui-meme et distribut initialement selon la 
mesure pu,. 
Une telle fonction Y si elle existe est unique; on la note CT,@. 11 resulte de 
l’unicite que QQID, = GY, si q <p.’ On note L l’operateur Q?, et on l’appelle 
operateur d’ornstein-Uhlenbeck. 
1.3.2. PROPOSITION. L’opkateur (L, DJ est un opkrateur auto-adjoint 
sur L2(2770(lRm), pu,), de?ni nkgatzx 
Soit de plus a: R ’ x ~O(W”) + Rm une fonctionnelle .2’,,,,-nonanticipante 
appartenant ti (D,Y’ pour t < T et telle que: E,(li (I a(t + 
1 La(t)l’) dt) < co. On d@zit: r(t) = lb ai dw’(s). Alors r(t) E D, pour 
t < T et L<(t) = ,fb (Lai(s) - +ai(s)) dw’(s). 
1.3.3. DBFINITION-THBOR~ME. Soient @, et Q2 deux &hents de D,. 
Alors @, + Q2 ED,. L’application (@,, @2)k+CZ,(@,, Q2) - p,LQ2 - @,L@, 
est une application bilinkaire syme’trique d&Inie positive de D, x D, dans 
L’(~‘,(R”),,u,,,). On la notera: (@,, @,)wV@, . V@,. Elle posst?de les 
propri&% suivantes: 
( 1) I‘V,,(W V~,.V~2d~,=-JCPo(Ipm)~,LQb2d~m=-J‘~~n~m,~ZL~Id~,, 
(2) i l@,@,(t)) - I‘WW-UN d~I[@k&)) - J-bL@P,k,i~W4 - 
J‘; (V@, . V@,)(x,(s)) di, 23;,,, P} est une martingale. 
1.3.4. DEFINITION. On note ‘cP l’espace des fonctions de D,, telles que 
(1 V@]14 = (V@ . V@)* E Lp(5F0(Rm),,uu,) et K = npz2 ICY. L’espace K, muni 
de la norme: 
JI@II,,= [E,(I@12P+ lLcPlzp+ IV@. V@12p)]1’2p 
est un espace de Banach. Enfin si cz: iR + X qO(lRm) + IR est une fonctionnelle 
.W,,,-nonanticipante, on dlfinit: 
IIallKp,r= [Em(;yl,’ (Ia,lZP +lLatlzP + IVat. ~~tI’p)>l”2p. 
I Les opkrateurs @,, sent des optrateurs fermks. 
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1.3.5. THBORBME. Soit @ E (tc,)n et f E Q*(lR”) vert@ant la condition de 
croissance: 
( IfCx>l 4% 1 + 1x1* + CY= 1 I af(x>laxi I 1 + 1x1 + i;, l&(x,, <+c0* 
Alorsfo@ED,et: 
De plus, si @ E (rc2)“, f 0 @ E K, et 
V(f0 @)VY= + (V@, . V!P)f$qx)) pour Y'K,. 
k=l k 
1.4. Action de L sur les Solutions dl?quations Dtflerentielles Stochastiques 
1.4.1. LEMME. Soit a: I?+ x Qo(iRm)+lRm etP=R+ ~~?,(iR”)-t R des 
v.a. Z3m,t non-anticipantes telles que ai et P(t) appartiennent a K2 pour tout 
t < T et tout i. On suppose de plus: 
I oT (II 4t)ll4,,> + llP(t)llf,) dt< + 00. 
Alors, si l(t) = &, + ,fh ai dw’(s) + Jb p(s) ds, r(t) appartient a ~~ pour tout 
t et: 
Lr(t) = jr (Lai(s) - iai(s)) dw’(s) + I’ L/?(s) ds, 
0 0 
V<(t) V<(t) = 2 if 0((s) . Va,(s) dw’(s) + f (Va(s) . Va(s) 
0 0 
+ 2V@s) . VP(s) + Ia I’(s)> ds. 
De plus, il existe des constantes 28,(T) ne dependant que de p et T telles que: 
E,,,(sup It(t)I < ~JT) 
t<T 
II tollZp + 1’ ~,(14t>12p + IPW12p> df ,
0 I 
4’;yp Iu-@>I’“> G up [loT ~,(lLa(t)12P + 14t)12P + lLP(t>l’“) dt , , I 
E,( SUP /I v<(t)liZp) ,< SJT) 
f<T 
i’E,(ll Va(t)llZP + l a(t)lzP + II VP(t)ll’“) dt]. 
0 
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1.4.2. THI~OR~ME. Soient a: I?’ x RN-+ RN@ R” et p: RM x RN-+ RN. 
On suppose que a et /I sent de classe O2 et que leurs dt%vkes premiPres ent 
dans ~#R”‘). On se donne y0 E RN et q: IR+ X ~&Rm) --t R” une v.a. 29m,l- 
nonanticipante appartenant d (JC)~ pour tout t < T et telle que: 
r T Ilr(t>ll:, dt < +a. 
-0 
Alors, presque surement, l’kquation 
y(t) = Y, + j’ otrlts), Y(S)) dw(s) + jf /W(s), Y(S)) ds 
0 0 
a une solution qui est dans (K)~ pour 0 < t < T. 
1.5. Reprenons la demonstration du thkoreme de P. Malliavin. On 
suppose que le processus g, est solution d’une equation differentielle 
stochastique de la forme: 
y(t) = Y, + j' 4~6)) dw(s) + (I P(Y(s)) ds 
0 0 
oti y, E iR” et u et B verifient les hypotheses du theroreme 1.4.2. Alors, il 
resulte de ce theoreme que g, est dans K” pour tout t. Appliquant alors le 
theoreme 1.3.5. on a: 
Vgf * V(y, 0 g,) = k$l $ (&>mf * w>* 
k 
Notons A la matrice de coeffkients Vgi - Vd, 2 la matrice de ses cofacteurs 
et A son determinant. Alors: 
Utilisant le thkorkne 1.4.2, on peut montrer que Zik est dans K et qu’il en est 
de meme de AZ’ si on fait l’hypothise: A-’ E LP(~o(W’),~m), ‘dp. On peut 
alors appliquer l>proposition 1.3.2 et on obtient: 
ZRO/4l/l 2 
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On a ainsi le thkorkme: 
THBOR~ME. Soit g, un processus de diffusion defini par une equation de 
la forme: 
y(t) = yo + !‘I o(Y(s)) dw(s) + ~(B(Y(s)) ds 
0 0 
dont les coefJcients o et p sont de classe @r. Soit A la matrice de coef- 
ficients Vgf . Vg$. Si A est inversible presque surement, la loi de g, est 
absolument continue par rapport d la mesure de Lebesgue. Si, de plus, 
(d&t A)-’ est dans Lp pour tout p, la densite’ est de classe SF. 
2. LA FORMULE DE BAYES GBNBRALISBE 
2.1. PROPOSITION. Soit (U,sT’, P’) un espace de probabilite, 3: une 
famille croissante de tribus de fit incluses dans Sr’, et (/?, ,..., b,), n processus 
de Wiener independants definis sur cet espace, adaptb ci la famille Sri. 
Soient enfin: (a,, a*), (yl ) y*): 0’ x [O, T] -+ (R” 0 Rrn) x (RP 0 RP) x 
R” x Rp des v.a. ST;-nonanticipantes et bornees par une constante L. On 
note (C)i= I.* les processus a valeurs dans R”’ (resp. Rp) 
(i(t) = ,f ai d@(s) + I’ Y)(s) ds + MO> 
0 0 
06 /I’=@, . ../?.) et P2=(/3m+l . ..j?.). On suppose E’(<f(O)) < +a~. Alors 
le systeme dt@erentiel stochastique: 
dx, = h,(t, X,, C-2) 4,(t) + h<t, X,, C2) dMt) 
+ W, X,, L) 4 x0 E L*(n’, P’) 
admet une solution unique. On note v,+~,~ la mesure sur @(IT?’ X Rm) image 
de la mesure de Wiener par l’application: (J3, . .. p,)t-(<l, c,). I1 existe une 
fonctionnelle borelienne Q, sur [0, T] X R”’ X u7(Rm X Rp) telle que: V(aPy), 
VXo : 4 = Q,<x,,, Cl, L), P, 0 v,.~,~ -presque surement, ou PO est la loi de X0. 
Preuve. On utilise un pro&d& de discrktisation; i.e. on dkfinit la suite de 
v.a. X: : X;t = X0 et pour Tk/n Q t < T(k + 1)/n, on d&it: 
FILTRAGE ET VARIATIONS STOCHASTIQUES 
Montrons tout d’abord que: supNENE’(suplGT IX;“l’) ( +co, 
E’( sup Ix;‘/‘) < 3 E’(& I’) + 4nZLZkPT+ 3n f Nz’ 2nM2 
tsr 1-O I 
I1 existe done deux constantes A4 et M’ telles que: 
E’(sl; IX;“l’) <iv + M’ ; “2’ E’(xyilN)*. 
I-O 
Or il est clair qu’un calcul identique au precedent entraine: 
E’(x;T,N)2 < M + M’ ; kg-l E’(x&N)2 
i-0 
On en deduit par rkcurrence que: 
E’(XfT,,)*< (1 +M’~~-‘(M+Mi$EX~) pour k> 1. 
D’ou: 
E’(sup IX;“(‘) < 
tST 
M + M’ +X-’ ,)(l+kq’. 
Or le membre de gauche converge vers Mexp M’T lorsque N tend vers 
I’infmi done est borne independamment de N. Montrons maintenant que: 
- 
~~6,(.,~,~2)di,(s)-~~(~,~,~*)~s)2~ 
0 
tend vers 0 lorsque N tend vers l’intini. 
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Pour celi, on remplace XT par son expression explicite et on utilise 0.4. 
N-l , 
gN7N2L; K‘ 
- 0 
T('+l)'h E'(IX'&, -A$')& n2[LZ + 3T(l + L’)] 
i=O T$N i 
x wlJ%N -~3”> 
< (2M2L2[4n2 + 6n*T] + 2L:TE'(;wv iC2(s)1*) 
-. 
+ W”s~p, (1C2(s>1’ + I~:i’>>\ ;a 
II existe done une constante P telle que: &. < P/N. On en dkduit que: 
E”;yg Ix;” - x;“‘l’) 
+ ‘f [cqs, xf, C*) - cq& x5 &)I ds 
2 
J I) ’ 0 
2P 
’ inf(N, N’) +2 
% (X;-X;'12ds n*L;[L* + 3T(1 +L')]. 
Notons Q la constante n facteur de l’intkgrale. Alors il rksulte du lemme de 
Gronwall: E'(sups< T IX: - Xr’I’) < (2P/inf(N, N’)) exp(QT). Ceci implique 
que la suite X;” est convergente dans L* uniformkment en t < T. Soit X, sa 
limite. On a alors: 
On dCduit du lemme de Borel-Canteili que la suite 1:” est presque surement 
convergente vers X,, uniformkment en t. Montrons enfin que X, est solution 
de I’kquation. Considerons: 
FILTRAGE ET VARIATIONS STOCHASTIQUES 19 
D’oti: 
Zm < (3P/N)(2 exp QT + 1 + 2Q exp QT), VN=xZm=O. 
Soit alors {e;“},,, une suite de fonctionnelles borkliennes sur 
[0, T] x Rm x a(lRm x Rp) construite de la faGon suivante: &ant donnk 
(c,, 4 E g’(R”’ x W, Q;“( x, c,, c,) est obtenu en remplaqant dans l’ex- 
pression de X;“, ci par ci et X0 par x. On d&it: 
Q, = lim Q:” lorsque cette limite existe. 
“-CC 
Q, = 0 sinon. 
Montrons que cette fonction est borizlienne. Soit 
w(x,c,, c,)= lim [ lim sup IKQ:" - Q:'% c, > c,)ll,,,,,~l~ p-t co q‘+m p<N<N’<q 
Cette fonction, ti valeurs dans w, est obtenue en prenant une limite 
dkroissante de limites croissantes de fonctions borkliennes. Elle est done 
borklienne. L’indicatrice de l’ensemble oti elle est nulle Pest tgalement. Or 
done Q, est borklienne comme limite de fonctions borlliennes. D’apris ce qui 
prkkde, Qy’(Xo, cl, &) = Xf” est PO @3 v,,~,~ presque surement convergent, 
pour tout t, vers X,. On en dbduit que, PO @ v,,~,? presque surement X, = 
Q,(Xo, Cl, CA Vt < T. 
2.2. PROPOSITION. Soit (0, jT’, P’) un espace probabilise’ muni d’une 
famille croissante de tribus {F;}. Soit @,,.Fi) un processus de Wiener d 
valeurs dans Rp et a = (a[, Xi) un processus indkpendant de /3 ci valeurs 
dans Rq. Soit enjin c la solution (suppo&e existante) de Pkquation: 
4, = C(t, a, 9 dt + D(t, 0 dP, 
06 C et D sont des matrices de dimensions respectives p X 1, p X p, vt%@ant 
les conditions suivantes: 
(a) (0’ I W, a, c)l dt < +a~ et lc DD*(t, c)dt < +03, V(a, c) E 
O(lR4 x WP). 
(b) II existe une fonction croissante K, 0 < K < 1 et des constantes C, 
L, et L, telles que: pour tout couple (i, j): 
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D;(t,C)<L, ~(1+lc,12)dK(s)+L2(l+lc,12). 
I 0 
D’autre part: 
(DD*(t, c) e 2, Z) > C 1Z12, vz E RP, V(c, c’) E Q(IRp)2. 
(c) P’ (I,’ ICl’(t, a, [)dt < +CO) = P’ (J-,’ IC(‘(t, a, V) dt < +co> = 1 
oli v est la solution de Pkquation: 
drl, =D@, rl)dPtg, qo = co. 
(d) E’(I,T IC(t, a, t;)l dt) < +a~, P’(i; l~l’(t, 0 dt < +co) = 1 ou 
C(t, () = E’(C(t, a, C) 1 ;7is) et T{” est la tribu engendrie par les v.a. c(s), 
s < t. 
Alors, si g(a, c) est une fonctionnelle .F’,“hneasurable, telle que 
E’ Ig(a, [)I < +CO, on a: 
oli P,,,~, est la loi de a conditionnkpar co et: 
p&h C) = exp ’ (C(t, a, c) - C(t, 6’))* [D(ty [)-‘I* @f 
-i I ’ [C(t, a, C) - @, C)]*(DD*(t, C))-’ 0 
x [ C(t, a, 63 - @, 01 dt ) 
02 d& = D(t, [)- ‘(d[, - C(t, [) dt) et (J?~, .Ff) est un processus de Wiener. 
Preuve. C’est la gkntralisation immkdiate de la formule de Bayes 
gCnQaliske en 1 dimension, obtenue en utilisant la version vectorielle des 
thkorkmes d’absolue continuid de mesure (cf. [3, p. 2791). j?t est le processus 
d’innovation. 
2.3. COROLLAIRE. Soit 9 une application continue de R” dans R telle 
que: E(Ip(8,)() < +a~. Alors: 
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et 
x W*(s, Cl>-‘MS, Qs(x, w, 0 t) - & 8) ds 
i 
auec x(s, t> = E(A(s, Q,(x, w t), t) I xi> et 
x(s, 0 ds]. (&,.Ff) est un processus de Wiener. 
dt, = W*>"'(s, t)[d& - 
Preuve. On dkduit du paragraphe 0 et de la proposition 2.1 oti l’on prend 
[, = IT’ et c2 = l que: 
0, = Qt(Bo, @‘I, 0. 
On applique alors la proposition 2.2 en prenant: &I’, jT’,Ri, P’) = 
(n, F, 5, P); p = p2 ; a = (O,, F’,); C = <; C(t, a, 4 = A (6 Qr(eo 3 ml 7 0 0; 
D(t, r;) = (BB*)“*(t, 6-I; g(a, C) = v(Q,(eo, @, 3 0). 
3. ABSOLUE CONTINUE DES LOIS CONDITIONNELLES 
3.1. LEMME. Soit q E GF#F). Alors: 
1,(x, <) = jvo,Rm, $ <Q,<x, w, 0) P~(x, WV r> &n(w). 
I 
Preuve. Corollaire 2.3. 
3.2. On note (Q,F, jT;, v) I’espace produit: 
(~a@? x Q grn x FY .3&r x 6, P, x PI- 
Comme prictdement, on notera E, l’intbgration sur le premier facteur, E 
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celle sur le second; 8 disignera l’indgration sur le produit. Tomes les v.a. 
definies sur 0 seront desormais considerees comme des v.a. sur Q’ ne 
dependant que de la deuxieme coordonnee. On notera w l’tlement generique 
sur le premier facteur. On definit sur a’ l’operateur L de la facon suivante: 
Si f est une application definie sur Q’, on note, pour tout o E 0, f, 
l’application definie sur B,(lRm) par: f,(w) =f(w, w). On definit: 
Lf(w, 0) = J!f&) 
ou z est l’operateur d’ornstein-Uhlenbeck sur gO(Rm) defini en 1.3.1. On 
d&it, plus generalement, des operateurs a,,, p # 2, de facon analogue. K, 
est l’espace des applications f definies sur 0’ telles que 
3.2.1. llfjl 
Si a: R’ X RK’ 
= {~?(\fl’~ + ILfl’” + IVf. VfI’p))““p < +co et K = npz2 K,. 
+ R est une v.a. 5 non-anticipante, on dttinit: IIaI/Kp,T =
[8(sup,<.(la,jzp + JLa,JZP + (Va, . va,12p>>]“2p. 
3.2.2. LEMME. Les ope’rateurs OZp sont des opkrateurs ferme’s pour la 
norme usuelle de L”(U, v). 
Preuve. Soit X, une suite de variables aleatoires definies sur Q’, 
convergeant dans Lp(12’, v) vers une v.a. X. On suppose que, pour tout n, X, 
est dans gp et que la suite $X, converge dans Lp(Q’, v) vers une v.a. Y. La 
suite de v-a. II X, - Xll~P~vo’,(nm~,uu,~ 3 definie s r Q, converge done vers 0 dans 
L’(Q, P). 
On peut done en extraire une sous-suite qui converge presque surement 
vers 0. Notons ( IZ, ..., rzi ,... } l’indexation de cette sous-suite. Alors, la suite 
II apxni - YIlt&~~omm~,flm~ converge vers 0 dans L’(R, P). On peut done de 
m2me en extraire une sous-suite qui converge presque surement vers 0. 
Notons {m, ,..., m, ,... } l’indexation de cette sous-suite. P-presque surement, on 
a: 
X= lim Xmi et Y = lim @Xmi 
les limites &ant dans Lp(5F,(Rm),,um). Alors, d’aprts le paragraphe 1.3.1, 
X E Gp et Y = CF,X, sauf peut-etre sur un ensemble de P-mesure nulle. 
Dans la suite, s’il n’y a pas d’erreurs possibles, Lp designera Lp(f2’, v). La 
suite de la demonstration va consister a effectuer une integration par parties 
dans 1,(x, 0 par un procede semblable a celui de 1.5 a l’aide de l’opkateur 
T L. 
On a besoin pour cela d’etablir un theoreme parallele au theoreme 1.4.2, 
concernant l’action de L sur les solutions d’equations differentielles 
stochastiques d’un type particulier. 
3.3. THBOR~ME. Soient (C, D,E) lR+ X F?” X IRS X g(Dp) -+ (wS 0 Rm) X 
(R’ @ Rp) X IRS des applications ve’r@ant les hypoth&es (Hi)i=,,, 9 de classe 
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G?’ par rapport a (n, x) E R’ X Rs et qui sont continues par rapport a fen- 
semble des variables ainsi que leurs derivees successives en (9, x) que l’on 
suppose de plus bornees. Soit n = Rf x R -+ R’ une v.a. Fi non-anticipante, 
presque surement continue, appurtenant a K pour tout t < T et ve’rtj?ant 
II VfllKJ < +oo, pour tout p. Soit X0 une v.a. 9@esurable. Alors Pequation: 
x,=xo+ .‘c(s,~,,x,,5)dw,+jrD(s,rl,,X,,5)dT, 
I -0 0 
+ -’ E(S, qs, x,, 8 ds 
I -0 
admet une solution qui est duns K pour tout t < T. De plus, LX, et la matrice 
((OX: . VX{)) vPrt>ent des equations dtjjferentielles stochastiques lineaires 
non-homogenes, dont les coefficients sont des fonctions C”O des de’rivees 
premieres et secondes par rapport a n et x de C, D, et E. 
Preuve. On reprend les differentes &apes de la demonstration du 
theoreme 1.4.2 donne dans [9], en les adaptant au cas present. La methode 
utilisee est la mithode d’iteration de Picard, i.e., on definit la suite: 
X: = X0 + 
1 
’ C(s, vs, X:- ‘, t) dw, 
0 
+ ‘D(s,s,.~-‘,C)dT,+j’E(s,~~,~-‘,5)ds. 
I 0 0 
3.3.1. LEMME. Soit a:R’ x Rt + R une v.a. jr;-nonanticipante telle 
que a, est duns K pour tout t < T et que: (0’ Ija,(lz dt < +oo pour tout p. On 
d&it: & = (i a, d~i(s) (i < p Jixe’). Alors [, est duns K pour tout t < T et 
L[, = ’ La, dqi(s), 
I 0 
V[, . V[, = 2 (IVC& . Va, dvi(s) + If Va, . Va, ds. 
0 0 
Preuve. On suppose tout d’abord que s t+ a, est une fonction telle qu’il 
existe une partition 0 < t, < . . . < t, < T de l’intervalle [0, T] telle que, pour 
tout LO’ E II’, a,(w’) soit constant sur chaque intervalle ]tt, ti+,[. Alors 
k-l 
41~ “ atiF pi(ti+ 1) - wi(ti)l 
,TO 
+ atk[ mitt> - @i( si tE [tk,tk+,]. 
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D’autre part, un calcul immkdiat conduit aux kquations annonckes pour LC, 
et V& - V<,; de plus il existe des constantes universelles B,(T) telle que: 
+ I T 8yva,l12p) dt . 0 1 
On dkduit de la dernikre inkgalitk qu’il existe une constante B:(T) telle que: 
3.3.1.1 
On suppose maintenant que a,, La, et IIVa,l/* sont continus dans tout Lp. 
Posons alors: a: = aInlyn et montrons que c = Jb a: dRi(s) et L[: 
convergent dans tout Lp respectivement vers & et lb La, d~i(S). Ceci se 
dtduit des intgalitks: 
a(1 C - CT I’“) < B,(T) (Ji 84 a, - 4 I’“> ds) y 
8 L[: - ‘La,dbTi(s) 
ii j 0 
1”) <B,(T) (,,’ b(lLa: - La, I’“) ds ). 
Le.9 opbrateurs OZp &ant fermks, il en risulte que: 
L[, = ‘La, d~i(s). 
s 0 
On a, d’autre part, les inlgalids, diduites de 3.3.1.1: 
3.3.1.2 
g(;yy llV(Ci’ - C~)ll’“) Q B;(T) (~oTg(/lV(a; - a:)ll:‘) dt. 
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On en deduit que ]] V<: (] * est une suite de Cauchy dans Lp et que, par suite, 
Vc: . Vaf en est une egalement. Les operateurs 0, &ant fermis, ces suites 
convergent respectivement vers ]]V&]]* et V& . Va,. 11 est alors aise par 
passage a la limite de montrer que ces quantitts verifient l’tquation 
annoncee. 
I1 reste done a approcher toute v.a. a satisfaisant les hypotheses du lemme 
par une suite a” de v.a. continues dans tout Lp ainsi que La” et ]( Va”lJ*. Pour 
cela, on introduit une fonction p, 0” a support compact sur IR inclus dans 
[O, T] et d’integrale 1. On pose: a: = j,O,rl np(n(t - s))a, ds. D’apris le 
lemme 1.4.1: Lay = l,o,rl np(n(t -s)) La, ds: lkrivant II V4 II* = 
+(L(a:)* - 2ay. La:), 
(a:)* = 1 (, np(n(t - u)) np(n(t - v)) ai ai du) dv 
et 
a: . La: = 
II 
np(n(t - u)) np(n(t - v)) a:Laa du dv 
et appliquant le lemme 1.4.1, on obtient: 
3.3.1.4 
lIWl12 =(l,o Tlz n*p(n(r - u)) p(n(t - v)) Va, . Va, du dv. 
11 est clair que a:, Lay et )I Va:]]’ sont continus dans tout Lp. On peut done 
leur appliquer les resultats precedents. 11 reste alors i montrer que 
c = jr, a: dpi(s) et L<y convergent dans tout Lp respectivement vers [, et 
Ji La, dmi(s), et que, de plus, 11 Vc]12 et V(y - Va: sont des suites de Cauchy 
dans tout Lp. 
26 DOMINIQUE MICHEL 
Pour tout p, il existe une constante C, telle que: 
et il rbulte d’un theoreme general sur les opbateurs de convolution sur les 
groupes abeliens (cf. par exemple P. Malliavin, “Integration - Probabilites -
Analyse de Fourier,” Masson, 1980) que, pour (w, w) fixe: 
On deduit de (1) que: lh I a;-a,lpd~<2~ j:,Ia,Ipds. 
Le membre de droite de cette inegaliti est dans L”(U) d’apres le theoreme 
de Fubini. 11 resulte alors du theoreme de convergence dominie que 
au; Ia: - asIP ds) tend vers 0 lorsque n tend vers +co, ce qui demontre que 
c: tend vers 5, dans tout Lp(O’). 
On demontre, de mime, que Lc converge vers Ih La, dqi(s) dans tout Lp. 
En ce qui concerne IIV[: I\*, 1 es estimees 3.3.1.2 et 3.3.1.3 sont toujours 
valables. 11 sufflt done de montrer que: 
I 
T a(llV(a: -a~)l14p) ds et 
0 
(I Z(llVa:ll* - IIVa~l/2)2p ds 
0 
tendent vers 0 lorsque n et m tendent vers l’infini. 
D’apres 3.3.1.4: 
IIVC - 4’Yll’ G lT h,@ - ~1 -P,@ - u)l l/Va,ll da / * 
0 
et il resulte de la demonstration precedente que 
fi? (1’ /~Tp.(t--u)ljVa.lldu-/lVa,l/ l*‘df) -0 quand n+ 00. 
0 0 
On a done la premiere condition de Cauchy cherchee. 
Pour obtenir la deuxieme, on montre que I( Vay I(* est une suite convergente 
dans LP(R’ x R+) en approchant Va, . Va, par des fonctions simples qui lui 
sont inferieures et en demontrant le resultat sur les fonctions simples par un 
raisonnement analogue au precedent, portant ici sur des integrales doubles. 
On conclut comme dans le cas oii a, La et I( Vail* sont continus dans tout L”. 
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3.3.2. LEMME. Supposons que x;l-’ est dans K et que, de plus: 
Alors X: possdde la me^me proprih? 
Preuve. Notons x l’une quelconque des fonctions C’, D’, ou E’ et 
montrons que xS = (s, vS, x- ‘, 0 est dans K pour tout s, 0 < s < T. D’apres 
le thtoreme 1.3.5, xS est dans K, et: 
Lx& 
[ 
a2X 
2 
---“-VT/f. vg+-& 
2 aViarlj 
vxi ox{ + 2 a? ---L vrf vx; 
1 J 
aqiaxj 1 
+$Lq: +z(Lx;-‘)‘, I I 
lIvxsl12= (2) (2) s s (2, Ej) s vlli . vdj +ss (vXn-l)i. v(p-*)j s 
+ ax, ax, / ax,( . aX, avi axj i3qj f3Xi 1vrli . v(xy-l)j. 
On en deduit qu’il existe des constantes A4 et M’ telles que: 
3.3.2.1 
qsup ILX1(2p)1’2p~M11~-111’r,r+~‘, 
t<T 
Z”(SUP lI~xt114p)1’2p < ~II~-111Rp,7 + hf’. t<T 
De plus: 
8(sup Jxtj2P)1’2P < Nwlg (1 + ix:-‘I’+ I<J2 + ~~t~2)P)v2P 
t<T 
Or, & etant dans Lp, il rlsulte des estimees classiques sur les solutions 
d’equations differentielles tochastiques que suprGT I$) l’est egalement. On 
deduit alors des lemmes 1.4.1 et 3.3.1 que &’ est dans K 
LX;=j; (LC-;)dw,+j;LDdS,+j+;LEds. 
28 DOMINIQUE MICHEL 
Pour calculer VX:,’ . VT”, on l’kcrit sous la forme: 
D’oti 
L(xy . x;J) = [L(xf.icj + x;Jci) - +(x$cj + x,n+jci)] dw, 
+ 
I 
t L(x*‘Dj + q”Di) d<, 
0 
+ 
I 
’ L [X~‘iE’ + ~,‘E’ + (CC* + D(BB*)D*)ij] dS, 
0 
xyiL.qJ = 
I 
’ p$(Lcj - $cj) + LX;W] dw, 
0 
+ 
I 
f [X;*‘LD’ + LX;*‘D’] d<, 
0 
+ 
I 
t [x;.iLEj + ,rX;,jEi 
0 
+ C’(LC’ - ~C’) + (D(BB*)D*)ij] dS, 
vxy . vx;J= ’ [vqi . I 
vcj + vx;*j VC’] dw, 
0 
+ 
I 
’ [vx;*~ VD’ + VX;,’ VD’] d& 
0 
+ 
I 
* [VX;,‘VEj+ VX;“VE’ 
0 
+ x (vC; VC: + V(DB): . V(B*D*)‘,) ds. 
k 1 
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Ces equations permettent d’obtenir des majorations de ]Ix]lKp,T indipendantes 
de n. 11 est clair, en utilisant les intgalites 3.3.2.1 quil existe des constantes 
M”, M”’ telles que: 
a( sup ILX: I’“) < M” + M”’ 
t<T (,‘Ilr’II~ g 7 0 
a( nip vxy * VA-y) < M”(b( alp vxy * vxy))1’2 
i.i id 
11 est classique que l’on peut deduire de la deuxieme inegalite une inbgalite de 
la forme 
a( ;Llp vxy . vxy ) < Iv” + iv”’ (,‘llr’ll~ ds) 
0 
i,i 
et par suite: 
On en deduit: I]X:]Izz < R” exp R’T. 
3.3.3. Fin de la de’monstration du thkor2me 3.3. Le fait que q converge 
vers X, dans tout Lp est bien connu (cf. [3, p. 130, par. ex.]). On ne 
developpera done pas la demonstration. D’aprb ce qui precede, la suite aXT 
est bornee dans Lp et admet done une sous-suite faiblement convergente vers 
un element Z, de Lp. Par un procede standard utilisant le theoreme de 
Hahn-Banach, on peut construire une suite c de combinaisons lineraires 
des X: convergeant fortement vers X, et telle que CT7 converge fortement 
vers Z,. Alors: X, E qp et Z, = apXt. On a de meme: Vx*’ . Vx*j 
converge vers VX: . VX: dans tout Lp. Lc fait que LX, et VX: . VX{ verifient 
des equations stochastiques lineaires s’obtient en passant i la limite dans les 
relations obtenues prtcedemment. 
3.4. COROLLAIRE. Q,( x, w, 4) est dans K et, pour tout processus X,, 
solution d’une kquation dtflkrentielle stochastique semblable ci celle du 
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theoreme precedent, VQf - VX: est solution dune equation stochastique 
lineaire nonhomogene dont les coeflcients sont des fonctions C” des derivees 
premieres des fonctions 6,) 6,) a, C, D, et E. En particulier 
d(VQf . VQ;) = (VQf : VQ;) 2 + g (VQ; VQj) dw, 
k 1 
+ (VQf 3 VQ;) 9 + $ (VQ: . VQj) dt, 
k 1 
(VQ:-Qi)+( ($z), (VQf . VQ:)Z+E 
k 
+ 
a62 
zqBB 
(VQ: 
3;5. TH~OR~~ME. Soit (t?,, <J un processus satisfaisant les hypotheses 
(Hi)f=Odz et: 
(H3) 0, et to sont dans Lp pour tout p. 
(H4) Les coeflcients des matrices a, A, b, B sont de classe $F3 par 
rapport a la variable 8 et sont continues par rapport a l’ensemble des 
variables ainsi que leurs derivees successives en 0 que l’on suppose de plus 
bornees. Alors la mesure conditionnelle P(B, E dx ( 7;) est absolument 
continue par rapport a la mesure de Lebesgue, presque surement pour la loi 
de <, pour tout t, 0 < t < T. 
Preuve. On pro&de comme au paragraphe 1.5. On note P, la matrice de 
coeffkients VQf VQ/, p la matrice de ses cofacteurs et A son dizterminant. 
Soit rp une fonction de R” dans R de classe ‘GP’, nulle i l’infini. 
V(CP 0 Q,) . VQ:’ = g (VQf . VQ{). 
I 
D’oti : 
$ = (V((P 0 Q,, . VQj)&K’. 
* 
D’aprGs le lemme 3.1: 
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OLi 
3.5.0 
ZZ 
I 
(V$, * VQj)jjiA-‘P,(X> WY tS) ‘P,(W) 
Vo(W) 
oti cp’, = rp 0 Q,(x, w, 0 
D’apres le thtoreme 3.3, @,, Q:‘, flji sent dans K. 
3.5.1. LEMME. pr est duns K. 
Preuve. p1 est solution de l’equation: 
d&x, w, C) = pf(x, w, <)[A (6 Q,<x, ~3 <h &> - x(t, r>l* 
x [BB*(t, t)] - “* dt, > 
p& w, <) = 1. 
A et (MI*)-’ &ant born&, on en deduit que pt est dans Lp pour tout p. 
Posons P; = logp,. Alors, d’apres les theoremes 3.3 et 3.4, P; est dans rc et 
VP; . VQ, verifie un systeme lineaire nonhomogene dont les coefficients sont 
des fonctions C” des derivees premieres et secondes de b,, b,, A, et B par 
rapport a 8. 
On ne peut pas appliquer directement le theoreme 1.3.5 i la fonction 
composie exp oP; car la fonction exponentielle ne vhitie pas les hypotheses 
de croissance lente. On definit alors une suite de fonctions qn: R -+ R. 
(a) (p, est de classe @, 
(b) am = eX pour x < n, 
(c) il existe un reel x, tel que qn soit constante sur [x,, +oo[, 
(d) il existe une constante Co Me we Iv,(x)1 + Id(x)I + 
I C(x)1 < Co ex. 
On peut construire de telles fonctions en raccordant eX B des polynomes bien 
choisis. 
Posons: p; = Ed,@;). Alors, presque surement, py converge vers pt. D’autre 
part, d’apres la condition (d), py est domint par C,p, qui est dans Ldp pour 
tout p. On a done convergence de p: vers pt dans tout Lp. Les fonctions ~3, 
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satisfont les hypotheses du theoreme 1.35. On en deduit que py est dans K, 
et: 
On a, presque surement, les convergences: 
Utilisant de nouveau la condition (d), on en deduit qu’on a convergence 
dominee done convergence dans L p. Le fait que les operateurs GT., soient 
fermbs permet de conclure que pI est dans K et que: 
3.5.2. LEMME. d;’ = (det((VQi . VQj)))-’ est duns K, pour tout t > 0. 
Preuve. On commence par montrer que l/(s + d) est dans K pour tout E. 
Soit rp, une fonction de classe q2 sur IR verifiant les hypotheses de 
croissance du thioreme 1.3.5 et telle que: 
P,(X) =& pour x > 0. 
Alors d’aprls le theoreme 1.3.5, p,,(d) est dans K, puisque A est dans K 
d’aprb les theoreme 3.3 et 3.4. De plus: 
Ilo (A)ii = & IF’WII’~ 
L @ ; A)3 II W/l2 - L(A) (E t A)’ ’ 
Montrons que: supxsRm I(A-llILPcR,,vj < +CCJ. On procede comme dans [9]. 
Soit X, la matrice (m, m) solution de l’equation stochastique 
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C’est une matrice inversible dont l’inverse 2, verifie l’equation: 
- 
On vbifie aisement par la formule d’Ito que: 
P, = x, 
Soit v un vecteur de R”. 
- Z;Xj+v, Z,*X$) ds. 
On utilise l’hypothise (Hz, b) 
(Pu, II) 2 +f ((Z,“X;ul[’ ds. 
0 
On obtient, par des methodes de majoration deji utilisees: 
SUP a( sup ~~z~x,*x,z,~y> < +m. 
xcm s,t<T 
D’oi: infx&?im z(inf$ tcT , (inf spectre (XtZ,Z~X~))p) > 0. 
infxcRm a(inf, I G t < .(inf spectre PJ”) > 0 pour tout E’ > 0. 
SUPxe~m~(SUP,~(tST~t-P) < +a)* 
D’oti: 
D’oti: 
11 rcsulte de ce qui precede que If I/(& + ~I)ll,, est borne independamment 
de E. Alors le theoreme de convergence monotone et le fait que les cpl, soient 
fermes donnent le resultat annonce. On a ainsi montre que chaque facteur de 
l’integrand de 1,(x, <) est dans 1~. On peut alors effectuer une integration par 
parties dans 3.5.0. 
Notons: &f =~-LQ~~jiid-’ - (VQj . V(Jjid-‘p,))p;’ . E’ dbignera l’in- 
tegration sur ~2 par rapport i la loi de r; E est un reel positif tixe, inferieur i 
T. On deduit de ce qui precede l’egalite: 
3.3.5 
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Notons Pso la loi de &, et ty les trajectoires du processus r issues de y. 
etudions la dependance par rapport g x et y de ECYE,,,(~~p,C,C, (pr &x, 
w, <‘I>. A@, w, 4’1, Q,< X, W, ty), LQf(x, W, ly), VQf . V(fijfd-‘) (~9 WY <‘) et 
VQf e VP, . p;‘(x, w, t’) sont solutions d’equations differentielles 
stochastiques qui ont tte explicitees precedemment. 11 est aise de voir, en 
utilisant les estimees classiques sur les solutions d’equations differentielles 
stochastiques que, pour tout p, il existe des constantes Cf, C$, C: telles que 
12: lx]P + C; 1 y Jp t C: majore la norme Lp de la borne superieure sur E < 
t < T des valeurs absolues des quantites citees plus haut. On en deduit qu’il 
existe des entiers r et s, et des constantes K,, K,, K, telles que: 
E~y~‘E,(~~~,~,~T lpf&x, w, ty>l> <K, 1x1” + K, 1~1’ + K,. Ah-s: 
JT < KAI ‘Al’> + W(I &,ls) + K, < $00 
puisque, par hypothbe, 13, et to sont dans LP(R, P) pour tout p. 11 reste i 
appliquer le lemme 1.1 pour conclure que, pour tout e > 0, presque surement 
pour la loi de (, la mesure conditionnelle admet une densite par rapport a la 
mesure de Lebesgue et ceci pour t, E < t < T. Soit E, une suite de reels 
positifs convergeant vers 0 et soit E, le sous-ensemble de R, de mesure nulle 
pour la loi de <, en dehors duquel la loi conditionnelle est absolument 
continue, pour tout t verifiant E, < t < T. Alors, si E = U, E,, la loi 
conditionnelle est absolument continue en dehors de E, qui est de mesure 
nulle, pour tout t > 0. 
3.6. THI~OR~ME. Soit (t?,, &) un processus satisfaisant les hypotheses du 
theoreme 3.5. On suppose de plus que les fonctions a, A, b, B sent de classe 
%?k’mf3 par rapport a la variable B et qu’elles sont continues par rapport a 
Pensemble des variables ainsi que leurs d&i&es successives que Pon suppose 
de plus bornees. Alors la densite’ f f de la mesure conditionnelle par rapport a 
la mesure de Lebesgue est de classe Qk et pour tout E > 0, 
s”P,<,<T Ilffllv~cw~ < +a* 
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Preuve. 
Pour effectuer une nouvelle integration par parties, il faut que &(0,, w, l) 
soit dans IC. Or &(0,, w, c) a une differentielle stochastique qui fait inter- 
venir les derivees secondes des fonctions a, A, b, B. Done pour pouvoir 
appliquer le theoreme 3.3, il faut supposer que ces derivees secondes nt de 
classe GY*. 
On a alors: 
E a,, ( 
d”ul 
. . . aei, (et) c I i 
D’aprb le theoreme 3.4, & fait intervenir les derivees des coefficients jusqu’a 
l’ordre 3. On augmente ainsi dune unite i chaque &ape, ce qui demontre la 
premiere partie du thtoreme. Pour demontrer la seconde, on Ctablit, comme 
dans la demonstration du thtoreme precedent, l’inegalite suivante: 
EC sup rpecPbm(Rm) $$ IE@“det) Ix;)1 Il9lli,‘) < +a, Va, Ial <k + m + 1, 
d’ou il resulte, que pour presque tout <, il existe des constantes Ci,, telles 
que: 
On deduit alors du lemme 1.1 que: 
sup II f:llw@“) c<t<r <A(13 k + 2) SUP Ci,re i<ktmt 1 
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