Electron tomography of frozen-hydrated bacteria, combined with single particle averaging, has produced stunning images of the intact bacterial flagellum, revealing features of the rotor, stator and export apparatus.
David DeRosier
Thanks to the new work of Murphy et al. [1] , we now have a view of the bacterial flagellum in situ and quick-frozen in time as if a flash bulb had stopped its action. The flagellum, with its complexity of structure and multiplicity of function, is a machine that boggles the mind. While musing on possible phrases that might catch the reader's attention, I was reminded of the memorable 1926 slogan for the Hoover vacuum cleaner: ''It beats as it sweeps as it cleans.'' The flagellum self-assembles as it propels as it responds; that is, the flagellum not only pushes the cell along, it also responds to intracellular signals and it assembles itself. It seems as amazing as the old Hoover did in its heyday. But, I thought, the bacterial flagellum does not really 'beat'; the eukaryotic flagellum, an entirely different machine, does that. Instead, the prokaryotic flagellum spins, driven by a rotary motor at speeds of over 100,000 rpm in at least one species [2, 3] . The torque generated by the motor is converted to thrust by the corkscrew-shaped filament or propeller (for a review see [4] ).
Of the 40 genes needed to code for a flagellum, at least 24 produce proteins found in the final structure. In Salmonella typhimurium, the flagellar mass is w10 9 Daltons, 99% of which is outside the plasma membrane. The necessary flagellar export apparatus is built into the very structure of the flagellum. The export apparatus recognizes, chaperones, unfolds and exports flagellar proteins, which travel along a narrow, 2 nm channel inside the flagellum. Some of the remaining genes encode for proteins that carry out the export, regulate flagellar gene expression, or function during assembly. Only 5 of the 24 structural proteins -FliG, FliM, FliN, MotA and MotB -are implicated in generating torque. The first three of these are cytoplasmic proteins thought to form the rotor, while the last two are transmembrane proteins that are thought to form the stator. In S. typhimurium, MotA and MotB conduct protons, the energy source for the motor. The mechanism of the motor remains unknown.
Structural studies have been carried out piecemeal on parts of the flagellum. We have atomic models for the entire filament [5] , domains of the hook subunit [6] , and domains of FliM, [7] FliG, [8] and FliN [9] . We have molecular resolution structures for the hook [10] , the rotor [11] , and the cap [12] . The composite structure shown in Figure 1 reveals the stunning complexity of the flagellum, but the extracted flagella used to determine this structure lacked the stator and, for all we know, parts of the export apparatus; Figure 1 . The structure of the flagellum extracted from S. typhimurium cells [11] . The gene for the filament subunit has been inactivated so that the structure seen here lacks the filament or propeller, which would be inserted as a 10 micron long corkscrewshaped filament between the cap and the junction. The diameter of the C ring is 45 nm.
there are hints of a large 'export' complex extending into the cytoplasm from the center of the rotor [13] . The stator has only been seen in freeze-fracture images [14] . What was missing but is now revealed to us is the three-dimensional structure of the intact flagellum in situ.
To obtain their beautiful tomograms, Murphy et al. [1] placed living Treponema primitia cells on electron microscope grids and quickly plunged them into a -170 C cryogen, a process that can preserve details down to the atomic level in some specimens. To generate three-dimensional tomograms, they collected low dose images of each cell incrementally tilted over a range of about 125
, which is the best one can do given the mechanical limitations of the microscope. The result is a three-dimensional tomogram of the cell with its embedded flagellum. Why are there not tomograms of S. typhimurium as well as T. primitia? The small diameter of the latter (w300 nm instead of the w1000 nm of S. typhimurium) permits better penetration of the electron beam, requires fewer tilted images per tomogram, and therefore produces better resolution.
Of course, one would like to obtain images as detailed as those from extracted flagella as seen in Figure 1 , but the individual tomograms are not that detailed. There are two reasons for this. First, resolution is limited by the limited range of tilt angles available in the microscope. Second, each three-dimensional tomogram results from a single flagellum and not by averaging data sets from many identical flagella, a process that greatly increases the signal to noise ratio. Thus to improve detail, Murphy et al. [1] cut 20 three-dimensional images of individual flagella from the set of 16 tomograms and averaged them. In so doing, they not only increased the signal to noise ratio, but also compensated for the loss of structural data due to the limited range of tilts available.
The final average reveals new, exciting features (Figure 2 ). We find structures analogous to those seen in Figure 1 : the C and M rings and the rod. No gene corresponding to the P ring has been discovered, even though there is a P-collar in the same general region. Nor is there a gene for the L ring protein nor an L ring. The flagellar filament in T. primitia is confined to the periplasm, where its rotation propels the cell by gyration of the cell body. Perhaps the conventional L and P ring proteins must be removed for this mode of operation. We also see for the first time a cytoplasmic, axial component, which the authors suggest is the export apparatus, but what is most exciting are the stator units.
Murphy et al. [1] point out four connections from these units, three are to the rotor, which must be important for rotation, and the fourth to a periplasmic collar, which may help anchor the stator to the cell. They find 16 stator units as opposed to the w10 seen for S. typhimurium. Thus not only are there more torque generating units but each, being at a larger radius, can produce more torque, which the authors note may be needed to drive rotation of the filament in the confines of the periplasm. Let us end with another familiar slogan Language: Specifying the Site of Modality-Independent Meaning
Language processing can be triggered by auditory, visual or somatosensory input. A recent study has provided new insight into a fundamental issue raised by this observation: how is knowledge of language implemented in the human brain such that speakers can use any type of sensory-motor input-output system for comprehension and production?
David Poeppel
Here is a bad idea: there are separate, modality-specific language systems -at least three -and language processing is completely dependent on the properties of the sensory modality. Baroque explanations would be required to account for why heard and read language appears to be identical at the level of meaning. A better and simpler idea is this: there exists a 'core' linguistic computational system that specifies what a speaker knows about his or her mental lexicon, phonology, syntax and semantics [1] . This system represents knowledge in a way that permits its translation into different sensory-motor interfaces. After all, the message ''Your paper is rejected'' is interpreted the same way -each equally painfulwhether experienced by sound, sight or touch. But is there evidence that the different modalities converge onto neuronal populations that mediate meaning independent of modality? There must be some type of convergence using shared neural codes. A new imaging paper from Richard Wise's group [2] provides stimulating new insights into this question.
After about 150 years of systematic research on the neural basis of language, we know virtually nothing about the neural coding at the basis of linguistic experience. We do, however, have a growing body of data about the neurophysiological foundations of language [3] , based principally on the results of EEG and MEG studies as well as on important clinical studies. There is also a rich literature on the functional neuroanatomy of language, deriving both from deficit-lesion studies in patients and, more recently, from functional brain imaging [4] .
Recent functional/anatomical models of language processing reflect an emerging consensus, although the emphasis must be on emerging. Most textbooks still provide a cartoon left hemisphere highlighting an inferior frontal region, Broca's area, and a posterior temporal region, Wernicke's area, that are suggested to form the basis for language processing. But it is now indisputable that there are many other cortical and subcortical areas implicated in speech and language processing and that the right hemisphere plays a crucial role as well [5] [6] [7] .
In new imaging work using positron emission tomography (PET) and working with ecologically natural language stimuli, Spitsyna et al. [2] make a provocative contribution to the question of how 'verbal meaning' converges neuroanatomically and functionally in the brain. They report a network of four left-lateralized areas that are argued to mediate meaning independent of modality.
In their experiment, participants were presented with two kinds of ecologically natural linguistic stimulus. In one condition, subjects heard a one-minute duration segment of connected speech (per experimental block); in another, they were shown a paragraph of text (per block). To control for modality-specific input processing, subjects also heard 'rotated speech ' [8] or were shown false-font visual stimuli. The prediction tested was, roughly: if there is convergence onto cortical areas responsible for the processing of 'verbal meaning', experimental conditions driving different input modalities should still activate the same areas responsible for the supramodal extraction of meaning.
The underlying controversy is the following. According to one view, informed by lesion and imaging data, the processing of (lexical-level) meaning is primarily mediated in posterior aspects of the superior temporal lobe and the middle temporal gyrus [7] , reminiscent of the classical findings by Wernicke from 1874. But, on the other hand, clinical research on semantic dementia has implicated the anterior and inferior temporal lobe in the processing of meaning. Who is
