ABSTRACT. Solutions of general homogeneous linear second-order differential equations having an irregular singularity, of unit rank, at infinity are examined. The classical Poincare expansions for such solutions generally are valid in a sector for which the argument of the independent variable z has the range STT -b where b denotes an arbitrary positive constant. In this paper, n terms, say, are taken in the Poincare expansion; the remainder is expressed in the form h n (z) + en(z)i and an explicit expansion involving the generalised exponential integral then is derived for hn (z). By the method of successive approximations, explicit error bounds are derived for Isn^)!-Then it is shown from the error bounds that when n = |2| + a where a is bounded and |;z| -> oo, Sn(z) is asymptotically smaller than hn(z) in a sector with a range of arg(2;) which is larger than 47r. In addition to being valid in a larger sector than the corresponding Poincare expansions, the expansions provide greater accuracy, and give a smooth interpretation of the Stokes phenomenon. The present results provide explicit and realistic error bounds for general exponentially-improved asymptotic solutions of differential equations.
Introduction
In this paper, we shall investigate solutions of the general homogeneous linear secondorder differential equation of the form cPw ", x dw , x , ^ + /(*)^ + *(*)«' = o.
(1.1)
In particular, we are interested in the case where the equation has an irregular singularity, of unit rank, at infinity. The general theory for such a problem is well-known; for full details see, for example, [8, Chap.7, § §1-2].
The notation we adopt is as follows. A positive number a and coefficients {/sj^o and {^l^ol are suc k that for \z\ > a, the following series converge 
2)
Since the singularity at infinity is not regular, it follows that l/ol + N + lsil^O. for some constants {a<5j}£l 0 which can be determined recursively in terms of the coefficients appearing in (1.2), (see, for example, [8, p.230] ). Here, and throughout, 6 denotes an arbitrary small positive constant.
Without loss of generality, we shall assume that ao,i = ao,2 = 1. The constants Aj are the roots of the quadratic equation A 2 + /oA + 2o = 0, (1.5) and without loss of generality (see [7] ), we shall assume that they are distinct, satisfying A2 -Ai = 1. If expansions of the form (1.4) are truncated after an optimal number {n say) of terms, it is known for a wide class of functions that the remainder can be reexpanded in terms of generalised exponential integrals. These integrals in turn can be represented in terms of the complementary error function (see [2] , [5] and [9] ), and as a result, a smooth interpretation of the Stokes phenomenon is provided. The two other major advantages of this technique are greater attainable accuracy and a larger sector of validity. In particular, the extended sectors of validity are 0 < arg (zev{ j-i)i\I < 5 _ ^ ^^ which should be compared with (1.4) and (1.6). Another important advantage of being valid in these larger sectors is that it can allow the determination of the connection coefficients between any three solutions of (1.1). The smoothing of Stokes discontinuities, for certain functions having integral representations, first was achieved by Berry [2] in 1989, and later for solutions of differential equations in [3] . Subsequently, the technique was put on a more rigorous foundation, and generalised to solutions of differential equations by a number of authors, including Paris [11] , McLeod [6] , Olver [10] , and Olde Daalhuis and Olver [7] . The scope of the latter two papers is very close to that of the present paper. In [10], a direct differential equation approach was used to obtain exponentially-improved re-expansions for the asymptotic series of the confluent hypergeometric function. In [7] , similar results to those in [10] were obtained for the general equation (1.1), and in both papers, it was assumed that certain connection coefficients (the so-called Stokes multipliers) were known. In [7] , Stieltjes-type representations were constructed for the remainder terms, and from these, the desired re-expansions in terms of generalised exponential integrals were obtained, together with order estimates (in certain restricted sectors) for the error terms; by use of appropriate connection formulae, these estimates were used to show that the error terms were asymptotically smaller than the expansions throughout the extended sectors (1.10).
In this paper, we take an approach different from [7] . After truncating the Poincare expansion after n terms, we obtain the re-expansion involving generalised exponential integrals via an inhomogeneous differential equation satisfied by the remainder term. This expansion involves certain coefficients which can be determined directly from the coefficients in (1.2) and (1.4), and no use is required of connection formulae. This has the potential advantage of facilitating calculation of the Stokes multipliers. It should be remarked, however, that since the Stokes multipliers appear directly in the re-expansions in [7] and [10], they enjoy the property of giving a particularly elegant interpretation of the smoothing of Stokes discontinuities.
The main significance of this paper is the derivation of realistic and explicit error bounds. Previously, the only explicit error bounds given for this class of problem was for a specific function, namely the generalised exponential integral by Dunster [5] . In this, error bounds were derived using an asymptotic theory for a class of ordinary differential equations having almost coalescent turning points [4] .
The plan of this paper is as follows. In §2, we give error bounds which are uniformly valid for 0 < |arg (ze -71^-7-1 ) 2 ) | < 27r, initially focusing on this smaller sector rather than the full sector of asymptotic validity (1.10) so as to simplify the error analysis. In §3, we give details of the proof of the derivation of these bounds, which uses the technique of successive approximations. It is seen from the bounds that the relative error in this case is 0(z~1) as z -> oo. In §4, we generalise the results of § §2-3 to give exponentially-improved expansions with an improved relative error term of 0(z~m) as z -> oo where m is a prescribed fixed positive integer. Again these are uniformly valid for 0 < |arg (ze-^-1^) \ < 2>K. In §5, we give brief details on the extension of the error analysis to sectors which, in conjunction with the results of §4, give explicit error bounds for the sectors (1.10). In fact, the results of § §2-4, together with appropriate connection formulae, are sufficient to provide error bounds for exponentially-improved asymptotic expansions for all ranges of arg(z); however, the importance of §5 is to both demonstrate that the sectors of validity of § §2-4 are not maximal and to show clearly how the analysis breaks down as arg(2;) approaches the extreme values of (1.10). In §6, we examine in more detail the asymptotic nature of the error bounds, which involve so-called weight functions. In particular, we show that when n = \z\ + 0(1) each error term is asymptotically smaller than the corresponding approximant throughout a sector which is larger than 0 < |arg ^ze~7 r^~1^) \ < 27r. Finally, in §7, we give a numerical example on the calculation of certain constants which appear. and
The remainder term h ni i(z) is the unique solution of (2.3), which is 0(e XlZ z^1-n ) as z -> +00 (arg(z) = 0).
We wish to use variation of parameters to re-express (2.3) as a Volterra integral equation. To do so, we seek a homogeneous differential equation which is "close" to that on the left-hand side of (2.3), having explicit elementary solutions. In addition, we have defined
both of which are 0(1) as t -> oo.
We shall approximate h n^{ z) by h^\{z), which is the function given by the righthand side of (2.13) with h nA (t) and h'^t) neglected. Thus, define
To estimate, and indeed bound, the error in this approximation, we shall use the wellknown technique of successive approximations. To this end, we define for s = 1,2,... where
The function R n ,i(t) has the convergent expansion (\t\ > a)
fe=l with readily computed coefficients. It is worth observing that if a s ,i has a factorial growth as s -^ oo, then for large n, a nA (k) = 0(a n _i,i) = o(a n ,i) for each k. In general, this can be shown to be true (see for example [1] and [7] ). By expanding the integrand in (2.19), we find that the approximant h^z) can be expressed in terms of the generalised exponential integral, which is defined for |axg(;20| < l^rby /oo -zt '-dt (2.22) and by analytic continuation elsewhere. Then, from uniform absolute convergence, we interchange summation and integration, and as a result, we find that
To understand the asymptotic nature of this function, we wish to express the righthand side of (2.23) in terms of J5 n _^1 +Ai2 (^) alone. This can be done by employing the well-known expansion (see, for example, [5, §4]) '-**»<" = (-^rfew + ? Ei-^'^i, p
Thus, assuming convergence of the following sums for a given set of coefficients d k and large enough \z\, which is the case above, we have in general We shall bound each h^^z) in turn in terms of a weight function £n,i{z) defined as follows. It will be defined as the supremum of a certain function over a region V{z) in the plane of a dummy complex variable u. To define this domain, first we introduce two regions in the u-plane (for a fixed nonzero z) by
Then we define, for 0 < arg(z) < 27r,
see Figure 2.1. Next, again for 0 < arg(z) < 27r, let V~(z) be the region on the sheet -27r < arg('u) < 0 which is conjugate to T> + (z). Then, we define
and
where, in the latter, it is understood that arg(z) = -arg(z) for -27r < arg(2:) < 0. Our first observation is that V(pe iei ) C V{pe i62 ) when p > 0 and 0 < 0i < 62 < 2TT or -27r < 62 < 0i < 0. The principal motivating reason for the particular definition (2.31)-(2.35) is given in §3 (in the paragraph after (3.4)).
Having given the domain, we choose the smallest nonnegative integer q such that <7>|Re(/ii-/i2)|, (2.36) (see (3.8) and (3.9) below), and then prescribe for -27r < arg(2:) < 27r
Equation (2.37) defines a real-valued function which is continuous for -27r < arg(^) < 27r. Our only assumption at this time on the positive integer n is that n > q (and hence n > \ Re(/zi -^2)I)-The existence of this supremum then follows from the asymptotic formulas for the generalised exponential integral given above. The asymptotic nature of this function is discussed in §6 below.
In order to state our main result on error bounds, we must introduce certain terms involved. First, we define
Next, for each non-zero z, we define a path £(z) in the t-plane as follows. When 0 < arg(^) < TT, the path C(z) consists of an arc at infinity extending from t = 00 with arg(£) = 0 to t = Re(z) + zoo, and a line parallel to the imaginary axis from t = Re(z) 4-zoo to t = z] when TT < arg(z) < 27r, the semi-infinite line runs instead from t = -\z\ + zoo to t = -\z\, and in addition the path has the circular component V2{z). Finally, for -27r < arg(z) < 0, we define L{z) to be the conjugate of the path £(£), which lies in the sheet -27r < arg(t) < 0. The path Z(z) is depicted in Figure  2 .
for two values of arg(z).
There are two crucial properties of L(z) that we shall use. First, [e*! < \e z \ for all finite t £ £(2), which is used in deriving (3.7) below. Secondly, on this path |£| > \z\, and, consequently, the term in square brackets in the bound (2.44) is O^-1 ). 
which is the inequality we shall use. We prefer to find an appropriate C^ 1 to satisfy (2.40) rather than (2.42), since this makes its computation easier. By defining C^ \ via (2.40) for the larger range 0 < | arg(;z)| < |7r, and likewise for the more general case in §4 (see (4.29) below), allows us to use the same constants in §5.
In the next section, we prove the following theorem. 
<i(*) <ci:i o n ,ic
Remark. If one is considering the cases 0 < arg(z) < 27r and -2TT < arg(z) < 0 separately, the bound (2.44) (for one of these cases) can be sharpened as follows. 
(-D-^+t-D-f;^.
A:=l
and from these, we in turn define
The approximant for the second solution then is given by
and we select C^ 2 so that *$(*) <c: We emphasise that we have made no assumption that n be large at this stage; however, for the bounds (2.44) and (2.52) to be asymptotically meaningful, the requirement n = \z\ + O(l) will be demonstrated in §6.
Proof of Theorem 2.2
We now give details of the proof of Theorem 2.2; the proof of Theorem 2.3 then can be achieved in a similar manner, so it will not be necessary for us to record details.
By establishing uniform convergence, we show that the solution of (2.13) is given by ViW^w+E^w, 
where the ipj(t) are defined by (2.45). The path of integration from t = +oo to t = z will, for each value of s in turn, be deformed to the path C(z) as described in §2. Justification of the path deformation to C(z) for each value of 5 will come from the induction hypothesis (3.2) and from referring to (1.6), (2.26), (2.29), and (2.37).
The main motivation for our definition of V(z) (for each fixed value of z) is directly related to C(z): for arbitrary t G C(z), an important property is C(t) G V(t) C V(z) (in the ix-plane). The consequence of this will become more apparent in the next paragraph. In deriving this bound, we employed |e*| < \e z \ for all t G £(2:) in the first integral. Now, since q > 0 and g > Re(^i -/X2), it is straightforward to show for 0 < I arg(>2;)| < 27r that
where 72 (6) is defined by (2.39). Note that if one is restricted to the smaller range 0 < arg(2;) < 27r and Im(/xi -^2) < 0, then the term ^(^n) in (3.9) can be replaced by exp{||Im(/zi -/i2)|}; a similar replacement holds if -27r < arg(^) < 0 and Im(/ii -^2) > 0. To prove the first of these assertions, we observe from the definition of C(z) that if 0 < arg(z) < 27r and Im(//i -/X2) < 0, then 7r/2 < arg(t) < arg(z) when 7r/2 < arg(2;) < 27r, and arg(^) < arg(t) < 7r/2 when 0 < arg(z) < 7r/2. Hence, one can show that Im(/ii -/X2){arg(z) -arg(^)} < |7r|lm(/ii -fi2)\ from which the first assertion follows.
Thus, using the inequalities (3.8) and (3.9) in (3.7) yields
,(i.i) (i)
h^iz) <Cft ttnie^2^1 -9 fin.iW/ {l^iWl + Tad^l^Wl}!*" 2 *!-
which is what we wanted to prove. Now let 11) and suppose that (3.2) holds for some positive s. Then, again using (3.4) with s replaced by s + 1, we find that C { nl\a n ,ie x **zn-*\S ntl (z) The theorem follows.
Smoothing of Stokes discontinuities: higher approximations
In this section, we generalise Theorems 2.2 and 2.3 to obtain an exponentially improved asymptotic expansion, again valid for the same ranges of arg(2;), but now with an improved relative error of 0(z~r n ) for prescribed fixed m G N. The general procedure for doing this is essentially a modification of the preceding one in §3. Again, we express Wi(z) in the form (2.2) where h n^( z) satisfies (2.3). Then, in place of Lemma 2.1 we shall use the following refinement. Solving this then gives u(z) = e^/V 1 / 2^™ )^)}" 172 , which in turn yields £ = -±z -a\n(z) + | InlA^iz)} -\ ln{^m ) (^)}. The construction of (4.2) now follows in a similar manner to that of (2.7). □
An important alternative representation for f i '
Tn \z) and ^^{z) is given as follows. Proof. We first observe that the logarithmic derivative appearing on the right-hand side of (4.6) is 0(z~2) as z -> oo; hence, from this fact and the definitions (4.1) and (4.5), it is evident that a^ exists. The analyticity of f i<m \z) and ^^(z) for \z\ > a^ then follows from the definitions (4.3) and (4.4), together with the fact that in the unbounded annulus neither P^(z) nor Q( m ) vanishes. Note that when m = 1, we can choose a^1) = 2a.
To obtain the coefficients in the expansions (4.9) and (4.10), we use the fact that asymptotic expansions for the normal solutions of (4.2) are known, namely, they are the exact solutions e To solve for / s , subtract (4.18) with j = 2 from the same with j = 1, and employ the relations (1.6) and (1.9). Then, on referring to (4.17), one finds that the expression for fs is the same as that for f s when s = 0,1,2,... ,m, and for the subsequent values of 5, the expressions (4.12) and (4.13) are found. Finally, to determine gi , simply set j = 1 in (4.18) and use (4.11)-(4.13) and (4.17 we deduce the existence of a computable constant C^ ^ , which is independent of z, such that for 0 < | arg(2)| < |7r and max{a,a^m^} + 1 < \z\ < oo ftS^I < cS\a n<1 e^Z^-n \{\zE n^1+tl2 (z) which implies
In place of (2.18), we define for s = 1,2,... 
The proof of the following theorem now follows in a similar manner to that of Theorem 2.2. We now extend the results derived in Theorems 4.3 and 4.4 to the ranges 27r < |arg(z)| < §7r -6 and 27r < | eirg(ze~7 ri )\ < |7r -(5, respectively. We give brief details for the first of these, and there are essentially two modifications required. An appropriate path of integration must be specified for (4.32), and a suitable weight function must be prescribed in place of (2.37). To simplify the details of the extension of Theorem 4.3, we shall assume here that \z\ < n + 1 when 27r < arg(2;) < |7r with the restrictions on n and q being the same as in § §2 and 4.
For each non-zero z satisfying |7r < arg(z) < §7r, we define a path C n {z) in the £-plane as follows. To do so, we introduce z n = Re(2:) -i\/{n + I) 2 -Re(z) 2 , which is the point satisfying |7r < arg(i n ) < 27r, having the same real part as z, and with modulus n + 1. The path C n (z) then consists of an arc at infinity extending from t = 00 with arg(t) = 0 to t = (n + 1) + zoo, and a line parallel to the imaginary axis from t --{n + 1) + ioo to t = (n 4-lOe 7 ™; in addition, the path C n {z) consists of the part of the circular arc \t\ = n-f 1 running from t = (n + l)e 7rz to t = z n , together with the line segment parallel to the imaginary £-axis running from t -z n to t = z. For -|7r < arg(z) < -|7r, we define C n (z) to be the conjugate of the path C n (z), which lies in the sheet - §7r < arg(t) < -|7r. The path £n(2) is depicted in Figure 5 .1 for the case 27r < arg(^) < |7r.
(/!+ 1)^ FIGURE 5.1. t-plane: path £n{z) for 27r < arg(^) < 57r/2.
We also must define an integration path for each z' G £ n ((n + l)e ±37r2//2 ), and this is done simply by defining C^z') to be Ciz'), the segment of £ n ((n + l)e ±37rz / 2 ) which runs from t = oo to t = z r . As before, |e £ | < \e z \ for all finite t G £n(^)-Also, since n > \z\ -1, on this path |t| > sin(5)|^| provided 27r < |arg(2;)| < |7r -6. The segment of the path C n (z) consisting of a semi-infinite straight line and a part of a circle resembles C(z), except that the circular component of C n (z) has a fixed radius n + 1 rather than \z\. The importance of this stems from a consideration of all sub-paths C^z') where z' G C n (z), and we discuss this further below after defining a suitable weight function.
Since the path of integration has been modified, it follows that the weight function, £71,1(2) say, also must be modified. For ^TT < | arg(z)| < |7r, we define it to be
Note that £n,i(z) varies continuously as z varies continuously in 27r < | arg(z)| < |7r. Although in our application 27r < |arg(^)| < |7r, we must define £ n ,i(z) (and hence Cn{z)) for the larger range ^TT < | arg(j2;)| < |7r, since arg(t) lies in this range when t e >C n (^), and £n,i(t) is required in each successive approximation. Let us return to the reason for defining C n (z) as we did. In bounding ft^i (2) using its representation (4.32) (where C(z) is now replaced by £ n (;z)), one requires a suitable bound for the integrand, and, in particular, for h^i ,rn \z') for all z' G C n (z).
This in turn requires a suitable bound for h^i ^'(z") for all z ff G C n (z r ) and for all z' G Cn{ z )i an d so on. It is clear from the present choice of C n (z) that all members of these families of sub-paths are merely sub-paths of C n (z) itself. However, if C n (z) were defined in a similar manner to C(z) with a circular component of radius \z\, then the following problem would ensue: the point t = Re(z)e 27r2 lies on the path C n (z) whenever 27r < arg(z) < |7r, and so in turn, the path C n (Re(z)e 27rt ) would contain the point t = Re(z)e' 7ri . Consequently, the weight function £n,i(z) would have to be defined as the supremum over a region, V n (z) say, which must contain the point u = Re(z)e 7r2 . As a result, this weight function would certainly be bounded below by
When n = \z\ + a with a bounded (as will be the case), it then can be shown from (5.2) that the weight function would be asymptotically larger than the approximant A£J(*) as |;?| -> oo (compare (2.29), (2.30), and (4.28)).
With the above definitions, the proof of the following theorem is similar to that of Theorems 2.2 and 4.3. 
Remark. In the derivation of this bound, the following generalisations of (3.8) and (3.9) were used: for ^TT < | arg(z)| < |7r -6, with \z\ < n + 1 when TT < | arg(z)| < |7r -6, 
Asymptotic properties of the expansions
In this section, we focus on the asymptotic nature of the expansions for wi(z) given by Theorems 4.3 and 5.1. Similar results to those in this section can be obtained regarding the expansions for W2{z). We assume that 0 < | arg(z)| < |7r -<5, max{a, a^m^} + 1 < \z\ < oo, and m is fixed. In addition, we now impose the requirement that
where a is bounded. Recall in §5, we assumed for simplicity that n > \z\ -1, so in that case a also must satisfy a > -1. First, to show that the constant in (4.29) can be chosen so that C^l = 0(1) as n -^ oo, one could select, for instance,
so that (for fixed m)
From the error bounds given by Theorems 4.3 and 5.1, it is seen that, as a means of showing that the leading terms provide a meaningful asymptotic approximation to the corresponding exact solutions, it suflBces to establish the theorem. By examining the asymptotic behaviour of the generalised exponential integral on the negative real axis (see [5, Theorem 3 .1]), we find that this bound is actually valid for TT < arg(C) < STT. For the special case ( = z (and recalling that n = \z\ + a), we deduce from (6.9) and Stirling's formula that \E n^1+ , 2 (z)\>K\z^\e^ (6.11) for sufficiently large \z\ with TT < arg(z) < STT. NOW, to prove (6.7), we use (4.28) to yield
zn }■ (6.12) Therefore, combination of these last two results yields (6.7) for TT < arg(2;) < STT. Similar^, the bound can be shown to hold for -STT < arg(^) < -TT. On employing [5, Theorem 3.1], (2.29), and (6.12), we find that (6.7) also holds for 0 < | arg(z)| < TT. Next, from [5, Theorem 3.1], (2.29), and (6.11), it is not difficult to show that
ceav(z) (6.13) uniformly for 0 < |arg(z)| < 27r. For the corresponding suprema over C n (z), the same bound can be established from (6.9). Hence, for all z under consideration, the establishment of (6.8) is equivalent to showing that C*-n+1 i5"-M1 WC) <K y q-n+l En-1*1+^2 W (6.14) and to do this, we shall consider 3 cases separately.
Case 1: 0 < |arg(z)| < TT. In this case, we can exploit the facts that |C| > \z\ and Re(C) > Re(^). So to prove (6.14), it suffices to prove |£? n^1+Ma (0| < K\E n^1+^{ z)l (6.15) and this follows immediately from (2.29) and the stated lower bounds on |C| and Re(C). Next, when TT < |arg(z)| < 27r, we observe that |C| = |^|, so from (6.10), we again arrive at (6.16). Comparing (6.16) with (6.11), we arrive at (6.14) for case 2.
Case 3: 2>K < |arg(^)| <\-6,\z\<n + \. If \^ < |arg(C)| < §7r, then |C| =n + l > |^|, and hence (6.14) follows from similar arguments to case 2. If §7r < |arg(()| < |7r -6, then we shall use (6.9) and the bounds |*| sin(«) < Re(z) < |C| < n + 1. (6.17)
Let |C| = v\z\ where u is bounded, and bounded below by sin(^). Then, from (6.9) and (6.17)
C-B+1 f7"-w+Ma (C) < ^max l^l'-^e-"!*! . (6.18) If the maximum is attained by the first term in the curly brackets, the analysis follows as before and (6.14) is established. If the second term is the dominant one, then it is seen from (6.11) that a sufficient condition for (6.14) to be established is If i/ > 1, then this is indeed satisfied. It remains to consider sin(<!>) < u < 1, and in this case, (6.19) will certainly hold if
for sufficiently large \z\. Since n = \z\ + a, the right-hand side of (6.20) is bounded above by 1 for sufficiently large \z\, and hence we arrive at the sufficient condition ln(l/i/) < v + 1, which is equivalent to u > UQ = 0.27846 • • •. Taking into account (6.17), we summarise that (6.14) will hold for Case 3 if 6 > arcsin(j/o) « 16.2°. This completes the proof of Theorem 6.1. □
Remark.
It is possible to refine Theorem 6.1 to establish a similar bound which is uniformly valid for 0 < | arg(z)| < |7r -6 where 6 > 0 is arbitrarily small. However, this would require a more complicated choice of integration paths and weight functions. This extra complexity would not be worthwhile since, as we indicated in the introduction, Theorem 4.3 and equation (6.4) as they stand, together with appropriate connection formulae, are sufficient to supply error bounds for exponentially-improved asymptotic expansions for all ranges of arg(z).
Numerical calculation of the coefficients
As an example on the computation of certain coefficients which appear in this paper, and, in particular, the bounding constants C^J , consider the equation 1 with a s^ = (-l) s tts,i-From (7.1), we perceive that Rn,i(t) = a n^t n , and hence f3n,i(k -1) = an,i(k) = 0 for k = 1, 2,... . Hence, for the case m = 1, we can simply take C^l = 1 in (2.40). Now consider a higher value of m: for illustrative purposes, let us take m = 10 and n = 20. From (4.26), we find the first 20 coefficients that we shall require, as given in Table 1 Therefore, in conclusion, we see from (6.2) that the constant we desire can be taken as Table 1 appear quite large.
In general, as m increases so does a^m\ and hence too the coefficients {&)?) {k)}T_ themselves. However, since \z\ = 0(n) in applications, the series appearing in (4.28) converge quite rapidly provided m is not too large compared to n. For example, one requires 19 terms in the following series to attain the value shown X) "7^ = 0.01394215174 • • • , (7.11) and in the following, the value shown is attained after taking 10 terms in the given series n + 1 If we now insert (7.14) into (7.13), we arrive at our desired recursion relation On+lAk) = °n.l(k + 1) + ^ n + fc+1 (7 -15) where Un,i{k) = (Mi -M2) A: " 1 Xlifii -M2) 2 -2Ai(n -/i^^i -^2) + (n -/xi)(n -/xi + 1) fe+i /=o (7.16) in which it is understood that /_i = 0. Notice that (7.15) and (7.16) simplify considerably in the common case when fj,i = /i2-Remark 3. In order to calculate coefficients such as those given by (2.27), one should calculate a starting coefficient (to the desired accuracy) using its convergent series expansion, and then calculate subsequent ones recursively (without having to resort to their convergent expansion representations). For example, from the general form of (2.27), one would use ^)(^ + l) = -(n + g -^1+^)/?ff( S )-an ' a j . (7.17) 0-71,1
If the coefficients are not decreasing rapidly in absolute value, one would calculate Pn^iiO) as the starting coefficient, and then use forward recurrence; otherwise, backward recurrence from some appropriate later starting coefficient may be required.
