It is known that the minimal total entropy production (EP) generated during the discrete-time evolution of a composite system is nonzero if its subsystems are isolated from one another [29, 30] . Minimal EP is also nonzero if the subsystems jointly implement a specified Bayes net [12, 28] . Here I extend these discrete-time results to continuous time, and to allow all subsystems to be simultaneously interacting. To do this I model the composite system as a multipartite process [5, 8, 10, 11, 25] , subject to constraints on the overlaps among the "neighborhoods" of the rate matrices of the subsystems [10]. I derive two information-theoretic lower bounds on the minimal achievable EP rate expressed in terms of those neighborhood overlaps. The first bound is based on applying the inclusionexclusion principle to the neighborhood overlaps. The second is based on constructing counterfactual rate matrices, in which all subsystems outside of a particular neighborhood are held fixed while those inside the neighborhood are allowed to evolve. This second bound involves quantities related to the "learning rate" of stationary bipartite systems [1, 3, 9].
I. INTRODUCTION
The field of stochastic thermodynamics [7, 24, 27, 30] is concerned with the thermodynamic properties of arbitrarily far off-equilibrium systems that evolve according to a continuous-time Markov chain (CTMC). A central result in this field is an expression for the time derivative of the Shannon entropy of an evolving system as the sum of two terms. The first term is the "entropy flow" (EF) rate, capturing the transfer of entropy between the system and external reservoirs that it is coupled with. The second is the non-negative "entropy production" (EP) rate, capturing the net increase of entropy in the combination of the system and the external reservoirs.
Suppose we are given the initial distribution of states of a system, along with a desired discrete-time dynamics of the system. The minimal time-integrated EF that is generated by any CTMC that implements that dynamics is known as the "generalized Landauer's bound" [22, 23] . It can only be achieved if the EP rate is exactly zero throughout the system's evolution. A canonical example is when the system has two states, the initial distribution is uniform, and the desired discrete-time dynamics is the bit-erasure map, so that the generalized Landauer's bound is just kT ln [2] .
In general, if we are also provided with some constraints on the rate matrix that can be used to implement the desired dynamics, then the generalized Landauer bound cannot be achieved. The minimal integrated EP that must arise due to such constraints has been called the "Landauer loss" [28] [29] [30] . As an example, the Landauer loss of the evolution of a composite system is nonzero if its subsystems are required to evolve independently of one another [29, 30] . So there is no way for such a composite system to achieve the generalized Landauer's bound. As another example, Landauer loss is also nonzero if the rate matrix of the composite system is constrained so that the subsystems jointly implement a specified Bayes net [12, 28] . (See also [2] , which considers similar issues that arise in the thermodynamics of information ratchets when there is only a single heat reservoir.) Here I focus on continuous time rather than discrete time. So I consider the minimal EP rate of a composite system due to constraints on the form of the system's rate matrix, which I call the Landauer loss rate.
To investigate the Landauer loss rate of composite systems, I model them as multipartite processes, in which each subsystem evolves according to its own rate matrix [10] . Importantly, often the rate matrix of any subsystem i in a multipartite process will only depend on the states of a limited set of other subsystems, which are jointly called the "neighborhood" of i [10]. Moreover, in general the neighborhoods of different subsystems will have non-empty overlaps, i.e., it may be that the rate matrices of two subsystems i, j = i both depend on the state of the same, third subsystem, k. Loosely speaking, the global structure of such overlaps among the neighborhoods of the subsystems can be viewed as a "continuous-time version" of a Bayes net [6, 14, 15] .
In this paper I derive two lower bounds on the Landauer loss rate in terms of this global structure of the neighborhood overlaps. Both of these lower bounds are information-theoretic, in the sense that both of them only involve Shannon entropies and their timederivatives. The first bound is based on applying the inclusion-exclusion principle to the overlaps of the neighborhoods. The second is based on constructing counterfactual rate matrices, in which all subsystems outside of a particular neighborhood are held fixed while those inside the neighborhood are allowed to evolve. This second bound involves quantities which are related both to the "learning rate" of stationary bipartite systems [1, 3, 9] and more generally to the "information flow" among subsystems [10, 11] . Importantly, both of these lower bounds can be strictly greater than zero even if there is no sense in which the subsystems evolve "independently of one another", or in a "modular" manner (as they do in all previous work on Landauer loss).
For reasons of space, this paper contains no detailed, low-level examples of multipartite processes; the interested reader is encouraged to see [1, 10, 11].
II. TERMINOLOGY AND NOTATION
I write |A| for the cardinality of any set A. I sometimes write the Kronecker delta as δ(a, b) or even δ a b rather than as δ a,b , for legibility.
Throughout this paper I will assume we have a specified set of N subsystems, N , with finite state spaces {X i : i = 1, . . . N }. I write x to indicate a vector in the joint space of all N subsystems, X. For any A ⊂ N , x −A indicates the vector of all components of x other than those of the subsystems specified in A.
I write a distribution over a set of values x at time t as p x (t), and write the simplex of all such distributions as ∆ X . I write the associated Shannon entropy as S(p X (t)), S t (X), or S X (t), as convenient. In addition, I write the multi-information of a joint distribution over the set of random variables {X i : i = 1, . . . N } (sometimes called the"total correlation") as
Mutual information is the special case of multiinformation where there are two random variables [4] . In this paper I consider the case where the joint state x ∈ X of the N subsystems evolves according to a multipartite CTMC during time interval [0, 1]. So there is a set of time-varying stochastic rate matrices,
and where the joint dynamics over X is governed by the master equation
The marginal distribution of each subsystem i evolves as
due to the multipartite nature of the process [16]. Eq. (5) shows that in general, the marginal distribution p x i will not evolve according to a CTMC over the set of distributions defined on X i .
For any set A ∈ N , and any set of rate matrices {K x ′ x (i; t) : i ∈ A}, I define the rate matrix given by windowing A onto K(t) as
Note that this is a properly normalized rate matrix. In addition, for each subsystem i, I write r(i; t) for any set of subsystems at time t such that we can write
for an appropriate set of functions K
, no matter what value x ′ has, I take r(i; t) = {i}.) Following [10], I refer to the elements of r(i; t) as neighbors of i at time t, and refer to the full set r(i; t) as a neighborhood of i at t. As shorthand, if r is a neighborhood under rate matrix K(t), I will write
. Note that the neighbor relation is not symmetric. I will refer to a neighbor j of a subsystem i as a minimal neighbor if j is a member of the minimal neighborhood of i. (So if j is a minimal neighbor of i, then K x ′ x (i; t) depends on the value of x ′ j .) In addition, for any neighborhood r of some i, and any x ′ ,
where the last equality follows by normalization of each of the rate matrices K(i; t). Therefore x r K x ′ r x r (i; t) = 0 for any neighborhood r of subsystem i.
III. LOCALIZED NEIGHBORHOOD SETS
I say that a set of neighborhoods of a multipartite CTMC is localized if for all i, j, k where subsystem k is a neighbor of subsystem j which in turn is a neighbor of i, k is also a neighbor of i. I assume from now on that the set of neighborhoods being discussed is a localized set [17] . This implies that for all i, at all t, the neighborhood of i contains the neighborhoods of all of i's neighbors. So the intersection of any two neighborhoods is also a neighborhood. This means that two subsystems i and j can co-evolve in a statistically coupled manner, even though K(i; t) is independent of x j (t) and vice-versa. I will use the term neighborhood structure to refer to any family of sets, N 1 = {ω 1 , ω 2 , . . . , ω |N 1 | }, where each ω i is a union of neighborhoods, and where ∪
As an example, [1] considers entropy production in a special type of bipartite system. This system has an "internal" and an "external" subsystem, where the external subsystem is its own neighborhood, but by itself, the internal system is not a neighborhood. So the (localized) neighborhood structure is unique in their scenario. In general though there will be more than one neighborhood structure for any localized set of neighborhoods, since in general there will be more than one set of unions of neighborhoods that covers N .
Any neighborhood structure specifies an associated set of sets,
where for all i > 1, N i is the set of all intersections of i of the sets in N 1 . So writing them out explicitly,
and so on, up to N |N 1 | . Note that every element of N (N 1 ) is itself a union of neighborhoods, due to the definition of neighborhood. Sometimes I will abuse terminology, and refer to the set of sets N (N 1 ) specified by some N 1 as a "neighborhood structure". Also, when N 1 is obvious by context, I will sometimes just write N rather than N (N 1 ).
For any function f : N → R, I define the associated inclusion-exclusion alternating sum (or just "inex sum" for short) as
In particular, given any neighborhood structure N and any fixed distribution p over X, there is an associated real-valued function mapping any ω ∈ N to the entropy of the marginal distribution over the (joint state of the) subsystems in r. So using S N to indicate that function,
I will refer to Γ S(N ) − S X N as the in-ex information.
As an example, if N 1 consists of two subsets, ω 1 , ω 2 , with no intersection, then the in-ex information is just the mutual information I(X ω 1 ; X ω 2 ). As another example, if N 1 consists of all singletons i ∈ N , then the in-ex information is the multi-information of the N separate random variables. However, in contrast to multi-information -but just like some other extensions of mutual information to more than two variables (e.g., multivariate information, interaction information, etc. [13, 26] ) -in some situations the in-ex information can be negative [18] . It is shown in Appendix A that at any time t, for any union of neighborhoods ω, p x ω (t) evolves as a CTMC
So a union of neighborhoods evolves according to a selfcontained CTMC, in contrast to the case of a single subsystem (cf. Eq. (5)). Given this, define the expected EF rate of any ω ∈ N (t) at time t as
Make the associated definition that the expected EP rate of any ω ∈ N (t) at time t is
which I will often write as σ ω (t) for short.
I refer to σ ω (t) as a local EP rate, in contrast to the global EP rate, σ(t) , defined by setting ω in Eq. (19) to N (t). For any ω ∈ N (t), σ ω (t) ≥ 0. (This follows from the fact that σ ω (t) has the usual form of an EP rate of a single system.) In addition, that lower bound of 0 is achievable, e.g., if K
Note though that local EP rates differ from the EP-like quantities analyzed in [10, 11].
IV. THERMODYNAMICS OF LOCALIZED SET OF NEIGHBORHOODS

A. EP Bounds involving in-ex sums
Appendix B contains a proof that the global EP rate is
where all probability distributions in the expansions of the two Γ's are implicitly evaluated at t, and the neighborhood structure N is fixed to the structure at time t. Note that by expanding the term dΓ S N (t) /dt in Eq. (20), collecting sums, and combining with Eq. (17), we see that global EF equals the in-ex sum of EF rates:
Eq. (20) is the first major result of this paper. It is illustrated in the following two examples.
Example 1. Suppose that every neighborhood in N 1 (t) is a distinct subsystem in N . So there are no overlaps among the neighborhoods. Physically, this models any scenario where a set of N "subsystems" evolve in isolation from one another. This process is called a subsystem process [28, 30] . In a subsystem process, Eq. (20) takes the form
So the in-ex information is just the multi-information in this case. If we now integrate Eq. (23) over the time interval [0, 1], we get a formula for cumulative EP of the joint system:
where ∆I is the expected change in the multi-information among the subsystems over the entire duration of the process. This formula for the total EP in a subsystem process was first derived in [28] . (See also [29, 30] .)
As an example, Eq. (25) holds in a subsystem process, where in fact for every j > 1, for every ω ∈ N j , Q ω (t) = 0. Less trivially, Eq. (25) also holds if at a minimum, every union of neighborhoods ω ∈ N 2i (t) for some i has a positive EF rate, ejecting heat from the system into the environment. When Eq. (25) holds, due to the non-negativity of EP rates of all ω ∈ N , σ(t) is bounded below by
Note that this lower bound on the global EP rate is a purely information-theoretic expression.
B. EP Bounds involving windowed derivatives
We can construct other lower bounds on the global EP rate that are also purely information-theoretic, like Eqs. (23) and (26) , but that hold unconditionally, and in addition are guaranteed to be non-negative.
To do this, it will be useful to introduce some shorthand. First, for any A ⊂ N (not necessarily a union of neighborhoods), the A-(windowed) derivative of the conditional entropy of X given X A under rate matrix K(t) is defined as
I write this as just d A dt S X|X A (t) when K(t) and p(t) are obvious from the context [19] . The expression on the RHS of Eq. (27) specifies the instantaneous dynamics of the conditional entropy of X given X −A , but under a counterfactual rate matrix, K(A; t) that does not change the state of x −A , only x A . So it captures how the statistical coupling between X A and X −A diminishes with time, if x −A is not allowed to change. More precisely, in Appendix C it is shown that if A is a union of neighborhoods, then
is the derivative of the negative mutual information between X A and X −A -under the counterfactual rate matrix K (A; t) [20]. This in turn means that if A is a union of neighborhoods, then
It will also be useful to define
which I will abbreviate as σ K(A;t) (t) when the set of subsystems is clear from the context. Since σ K(A;t) (t) is the global EP rate under the counterfactual rate matrix K(A; t), it is non-negative. Note that even if A is a union of neighborhoods, ω, in general σ K(ω;t) (t) differs from σ ω (t) , since we can use Eq. (B3) to establish that
In Appendix D it is shown that for any set of subsystems ω that are a union of neighborhoods under K(t), and any union of neighborhoods ω ′ ⊂ ω,
(where the second lines uses the fact that windowing K(ω; t) to ω ′ ⊂ ω is the same as windowing K(t) to ω ′ ). This is the second major result of this paper. In particular, by taking ω = N and then rewriting ω ′ as ω, we see that for any union of neighborhoods ω,
As claimed above, the RHS of Eq. (33) provides a purely information-theoretic, non-negative lower bound on the Landauer loss rate, which applies unconditionally. As a simple example of this result, consider again the analysis of a special type of bipartite process in [1]. Suppose we set ω to contain only what in that paper is called the "external" subsystem. Then if we also make the assumption of that paper that the full system is in a stationary state,
where the RHS is called the "learning rate" of the internal subsystem about the external subsystem [3] . Given this, Eq. (33) above is equivalent to Eq. 7 of [1]. However, Eq. (33) bounds the global EP rate of the system considered in [1] even if the system is not in a stationary state, which need be the case with the learning rate [21] .
In some situations we can substitute Eq. (30) into Eq. (32) to expand the first EP rate on the RHS, getting a larger lower bound on σ(t) . For example, if ω and ω ′ ⊂ ω are both neighborhoods under K(t), then
The RHS of Eq. (35) exceeds the bound in Eq. (33), by the negative ω ′ -derivative of the mutual information between X ω\ω ′ and X ω ′ . Alternatively, suppose that ω again is a union of neighborhoods under K, and that some set of subsystems α is a union of neighborhoods under (a localized neighborhood structure of) K(N \ ω; t). Then since the term σ K(N \ω;t) (t) in Eq. (32) is a global EP rate over N under rate matrix K(N \ ω; t), we can again feed Eq. (30) into Eq. (32) to get
The RHS of Eq. (37) also exceeds the bound in Eq. (33), by the negative α-derivative of the mutual information between X N \α and X α , under the rate matrix K (N \ω; t) .
Depending on the full neighborhood structure, we may be able to combine Eqs. (35) and (37) into an even larger information-theoretic lower bound on the global EP rate. This is illustrated in the following example.
Example 3. Suppose N is a set of four subsystems, labeled 1, 2, 3, 4. Suppose as well that the (localized) neighborhood structure under K (N ; t) is the three sets of subsystems, {1, 2, 3}, {3}, {3, 4}. Physically, this could correspond to a situation where there are three devices, A, B and C, with internal state spaces X 1,2 , X 3 and X 4 , respectively. Device  A is continually observing B as B evolves, 
So α is a member of a (localized) neighborhood structure of K(N \ω), which means that we can apply Eq. (36).
The first term in Eq. (36), σ ω (t) , is the local EP rate that would be jointly generated by the set of three subsystems {1, 2, 3), if they evolved in isolation from the other subsystem, under the self-contained rate matrix
The third term in Eq. (36) is the local EP rate that would be jointly generated by the two subsystems {3, 4}, if they evolved in isolation from the other two subsystems, but rather than do so under the rate matrix K(α; t) = K({3, 4}; t), they did so under the rate matrix 4}; t) .) The fourth term in Eq. (36) is the global EP rate that would be generated by evolving all four subsystems under the rate matrix given by windowing α onto K(N \ ω; t), i.e., the rate matrix in Eq. (38) . This equals the third term.
All of these three terms are non-negative. However, none of them are information-theoretic, in the sense that all of them depend on more than just derivatives of Shannon entropies. In contrast, the remaining terms are also nonnegative -but in addition depend only on derivatives of Shannon entropies. Specifically, the second term in Eq. (36) is the negative of the derivative of the mutual information between the joint random variable X 1,2,3 and X 4 , under the rate matrix
Next, since N \ α = {1, 2}, the fifth term is negative of the derivative of the mutual information between X 1,2 and X 3,4 , under the rate matrix given by windowing α onto K(N \ ω; t), i.e., under the rate matrix in Eq. (38). Finally note that we also have a neighborhood ω ′ = {3} which is a proper subset of both ω and α. So, for example, we can plug this ω ′ into Eq. (30) to expand the first term in Eq. (36), σ ω;K(ω;t) (t) , replacing it with the sum of three terms. The first of these three new terms, σ ω ′ ;K(ω;t) (t) , is the local EP rate generated by subsystem {3} evolving in isolation from all the other subsystems. The second of these new terms, σ K(ω\ω ′ ;t);ω (t) , is the EP rate that would be generated if the set of three subsystems {1, 2, 3} evolved in isolation from the remaining subsystem, 4, but under the rate matrix
While non-negative, these two new terms are not information-theoretic. In contrast, the third new term is negative of the derivative of the mutual information between X 1,2 and X 3 , under the rate matrix K(ω; t). This is both non-negative and information-theoretic.
It is important to realize that the neighborhood structure underlying these bounds on the Landauer loss rate can change with time. To illustrate this, return to the scenario from the beginning of this example, involving three devices. It may be that at some time B stops acting on C, and a new neighborhood structure forms, in which A uses x 1 , the final value of its running average of observations of B's state, to govern how it acts on C, e.g., in an attempt to undo the earlier actions of B on C. (A new neighborhood structure capturing this could be {1, 4}, {2, 3}, {3}, for example.)
There are many directions for future work. In particular, it was recently shown how to use the discrete-time Landauer loss of subsystem processes to derive novel fluctuation theorems and thermodynamic uncertainty relations for physical systems that implement any given Bayes net [28] . It will be interesting to see if the same basic idea can be used with the bounds on continuoustime Landauer loss rate derived above, to derive novel fluctuation theorems and thermodynamic uncertainty relations for physical systems that implement any given multipartite process. 
If in addition A is a neighborhood under K, then we can also write the quantity in Eq. (B1) as
Proof. Invoking the multipartite nature of the process allows us to write
Eq. (B4) establishes Eq. (B1) and Eq. (B5) establishes Eq. (B2). To establish Eq. (B3), use the hypothesis that A is a neighborhood to expand
Next, by plugging in and using the normalization of the rate matrices, we see that the EP rate of the full set of N coupled subsystems is
However, since by hypothesis A is a union of neighborhoods, K x A (t),x −A (t)
x A (t+δt),x −A (t+δt) (A; t) = K x A (t)
x A (t+δt) (A; t)δ
Plugging this into Eq. (C1) and summing both sides over x A (t + δt) shows that to leading order in δt,
Eq. (C3) in turn implies that to leading order in δt,
This formalizes the statement in the text that under the rate matrix K(A), x −A does not change its state. Next, since A is a neighborhood under K(A; t), we can expand further to get
So the full joint distribution is
We can use this form of the joint distribution to establish the following two equations S P (X −A (t + δt) | X −A (t), X A (t + δt) = 0 (C8) S P (X −A (t) | X −A (t + δt), X A (t + δt) = 0 (C9)
Applying the chain rule for entropy to decompose S P (X −A (t), X −A (t + δt) | X A (t + δt)) in two different ways, and plugging Eqs. (C8) and (C9), respectively, into those two decompositions, we see that S P (X −A (t + δt) | X A (t + δt)) = S P (X −A (t) | X A (t + δt)) (C10)
Next, use Eq. (C10) to expand d A;K dt S X|X A (t) = lim δt→0 S P (X −A (t) | X A (t)) − S P (X −A (t + δt) | X A (t + δt)) δt (C11) = lim δt→0 S P (X −A (t) | X A (t)) − S P (X −A (t) | X A (t + δt)) δt (C12)
Add and subtract S(X −A (t)) in the numerator on the RHS to get d A;K dt S X|X A (t) = lim δt→0 I(X −A (t) | X A (t)) − I(X −A (t); X A (t + δt)) δt (C13)
Since X −A (t) and X A (t + δt) are conditionally independent given X A (t), the difference of mutual informations in the numerator on the RHS is non-negative, by the data-processing inequality [4]. This completes the proof.
