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Research indicates that there are many individual reasons why people do not speak up when
confronted with situations that may concern them within their working environment. One
of the areas that requires more focused research is the role culture plays in why a person
may remain silent when such situations arise. The purpose of this study is to use data
science techniques to explore the patterns in a data set that would lead a person to engage in
organisational silence. The main research question the thesis asks is: Is Machine Learning
a tool that Social Scientists can use with respect to Organisational Silence and Culture, that
augments commonly used statistical analysis approaches in this domain.
This study forms part of a larger study being run by the third supervisor of this thesis. A
questionnaire was developed by organisational psychologists within this group to collect data
covering six traits of silence as well as cultural and individual attributes that could be used
to determine if someone would engage in silence or not. This thesis explores three of those
cultures to find main effects and interactions between variables that could influence silence
behaviours.
Data analysis was carried out on data collected in three European countries, Italy, Germany
and Poland (n=774). The data analysis comprised of (1) exploring the characteristics of the
data and determining the validity and reliability of the questionnaire; (2) identifying a suitable
classification algorithm which displayed good predictive accuracy and modelled the data well
based on eight already confirmed hypotheses from the organisational silence literature and (3)
investigate newly discovered patterns and interactions within the data, that were previously
not documented in the Silence literature on how culture plays a role in predicting silence.
iii
iv
It was found that all the silence constructs showed good validity with the exception of Oppor-
tunistic Silence and Disengaged Silence. Validation of the cultural dimensions was found to
be poor for all constructs when aggregated to individual level with the exception of Humane
Orientation Organisational Practices, Power Distance Organisational Practices, Humane
Orientation Societal Practices and Power Distance Societal Practices. In addition, not all
constructs were invariant across countries. For example, a number of constructs showed
invariance across the Poland and Germany samples, but failed for the Italian sample.
Ten models were trained to identify predictors of a binary variable, engaged in Organisational
Silence. Two of the most accurate models were chosen for further analysis of the main effects
and interactions within the dataset, namely Random Forest (AUC = 0.655) and Conditional
Inference Forests (AUC = 0.647). Models confirmed 9 out of 16 of the known relationships,
and identified three additional potential interactions within the data that were previously not
documented in the silence literature on how culture plays a role in predicting silence. For
example, Climate for Authenticity was discovered to moderate the effect of both Power Distance
Societal Practices and Diffident Silence in reducing the probability of someone engaging in
silence.
This is the first time this instrument was validated via statistical techniques for suitability
to be used across cultures. The techniques of modelling the silence data using classification
algorithms with Partial Dependency Plots is a novel and previously unexplored method of
exploring organizational silence. In addition, the results identified new information on how
culture plays a role in silence behaviours. The results also highlighted that models such as
ensembles that identify non-linear relationships without making assumptions about the data,
and visualisations depicting interactions identified by such models, can offer new insights over
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Chapter 1
Introduction
Research indicates that there are many individual reasons why people do not speak up when
confronted with situations that may concern them within their working environment. This
phenomenon is referred to as Organisational Silence and is considered both an individual and
collective level behaviour (Morrison, 2014a). Employees do not call attention to problems
that make their life uncomfortable within an organisation, resulting in self-censorship and
trivialisation of problems (Hazen (2006) citing DeVault (1999) p. 177). The end result being
that employees make a decision to stay silent (Tahmasebi, Sobhanipour, & Aghaziarati, 2013).
More concretely, employees who are engaged in the day to day operations of an organisation
may see potential areas for constructive improvement and fail to raise their voice (Ryan &
Oestreich, 1991).
1.1 Research Rationale
Organisational Silence had been explored previously with respect to societal Culture in a
tangential manner but not as the core focus of research papers. During the literature review
for this study, it was found that several papers focused on facets of organisational Culture
and how they predicted sub domains of Silence (Saglam, Yorulmaz, Anasiz, Colak, & Dumlu,
2018; Sholekar & Shoghi, 2017; Wynen, Kleizen, Verhoest, Lægreid, & Rolland, 2019). At the
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time of writing no research was found that attempted to model the probability of engaging
in Silence based on societal differences across Cultures. The previous studies did not focus
on cultural and organisational attributes that contribute or interact to classify if a person
would engage in Silence behaviours. Bogosian (2018) hypothesised about the role of national
Culture in influencing Silence behaviours. The paper speculated that a manager’s leadership
type could moderate the effect of Silence behaviours as a result of Culture, however, there
was no analytic work applied to the topic. The paper called for more empirical research to
investigate the topic further.
Organisational Silence is a relatively new area of research which impacts both an organisa-
tion’s ability to adapt to change and for individuals who experience it (Edmondson, 1999).
Companies are now becoming more global in their outlook necessitating research into how
Culture may play a role in developing bespoke feedback mechanisms. House et al. (1999)
stated in 1999 that foreign sales by multi-national businesses now exceed $7 trillion dollars a
year and have a growth rate of over 20% more than traditional exports. This necessitates
the need for managers with a global mind set of which among the fortune 500 companies a
shortage exists (Javidan et al., 2006).
This thesis explores the possibility of previously undocumented interactions between Silence,
Culture and several other individual attributes across three GLOBE Cultures in order to
predict Silence using novel techniques. By understanding how different attributes change the
probability of someone engaging in Silence, it allows a company to adapt their practices to
promote employee feedback with greater success.
1.1.1 Aim
The overall aim of this study was to apply classification algorithms with a focus on model
interpretation to uncover new and previously unknown insights into how Organisational
Silence and cultural attributes influence a person’s probability in engaging in Silence (A01).
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1.1.2 Objectives
The objectives of this study were to:
• (O01) Research methodologies and theory related to Organisation Silence and GLOBE.
This was to allow the understanding of the known relationships to silence to help validate
both the constructs and the models (Chapter 2) .
• (O02) Run a pilot study and review results. The pilot was to get qualitative feedback
on the survey instrument highlighting shortfalls and catching spelling mistakes or
inconsistencies (Section 3.5).
• (O03) Determine the validity and reliability of the questionnaire to confirm that what
was being measured was what was expected as well as being reliable (Section 5.5 and
Section 5.6).
• (O04) Explore the characteristics of the data for the main data collected for the three
countries (Section 6.3).
• (O05) Determine if the questionnaire had the same meaning for each culture (Chapter
5.5).
• (O06) Compare the results of machine learning algorithms with published results of
statistical analysis in terms of patterns found and conclusions drawn to determine if the
model performance was useful within the sphere of survey data (Section 2.4 and Section
8.2).
• (O07) Investigate new and previously unknown patterns and interactions uncovered by
machine learning (Section 8.4).
• (O08) Determine the impact of Culture on the probability of someone engaging in Silence
(Section 8.4.3).
This thesis proposes the use of machine learning techniques to understand the phenomenon of
Silence and model what attributes promote Silence behaviours. The machine learning models
used in this thesis had characteristics that are ideal for exploring data which contains several
hierarchies, where the relationship between the predictors was not known in advance. The
data collected for this study contained several attributes that were aggregated on societal,
industrial and individual level. The main effects of how several of these predictors influenced
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silence had been researched previously (Section 3.6) but it had never been documented how
these predictors interacted with each other to promote Silence behaviours.
The thesis explores the research question: Is Machine Learning a tool that Social Scientists
can use with respect to Organisational Silence and Culture, that augments commonly used
statistical analysis approaches in this domain? (RQ).
1.1.3 Methodology
The research question was investigated using ten different classification algorithms with a primary
focus on prediction first to determine the best model for predicting if an individual would engage
in Organisational Silence. The most predictive algorithms measured by AUC (Section 7.2 for
a discussion on predictive accuracy) were then interpreted with respect to main effects. The
models were also interpreted with respect to how interactions between variables changed the
probability of Organisational Silence engagement. The models in Chapter 8 suggested that the
relationship between Culture and Organisational Silence was more complicated than a linear
monotonic relationship.
The data collected for this study was collected by researchers independently from this study.
Constructs or factors were used previously from the literature or derived specifically for this survey
instrument by the subject matter experts in the field of Organisational Silence. The data collection,
survey instrument creation and organisation of the survey was administered by the third supervisor
of this thesis. A bespoke data collection instrument was created by a team of Organisational
psychologists who are part of his work group. Based on their expertise, constructs were included
which they felt would explain peoples’ motives for engaging in Silence behaviours. For this study
Organisational Silence was broken down into six themes referred to as constructs or factors. These
can be viewed as human traits measured by the questionnaire for this study. Acquiescent Silence
(as) is a behaviour that manifests when an employee remains silent because they feel their opinion
does not matter and it will not change anything. They have essentially acquiesced to the status quo.
Quiescent Silence (qs) is an active behaviour where the employee engages in Silence behaviour
for fear of the consequences either from their management or from their co-workers because they
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do not agree with the group. Pro-social Silence (ps) is also an active behaviour which is based
in altruism where the employee remains silent to either protect co-workers or the company. People
engage in Opportunistic Silence (os) to try to gain advantages for themselves for example
refusing to share information as it might give away their knowledge advantage. Diffident Silence
(di) is the act of remaining silent due to lack of confidence while Disengaged Silence (de) is
the act of remaining silent due to the individual being disengaged from their role within the
organisation. The constructs are outlined in more detail in Chapter 3.
This study incorporated cultural traits across three different Cultures by utilizing the GLOBE
(Global Leadership and Organisational Behaviour Effectiveness) survey instrument to ascertain
how Silence characteristics interacted with cultural traits to predict if someone would engage in
Silence or not. The GLOBE project was set up in 1993 as a way to measure how Culture impacts
leadership and Organisational processes which makes it ideal to measure cultural aspects of why
someone would remain silent in the work place (R. House et al., 2001a). Several constructs were
adapted from the GLOBE survey instrument including: (1) Uncertainty Avoidance Societal
Practices (ua) is the degrees of effort undertaken by a group or collective to avoid uncertainty in
their lives, (2) Future Orientation Societal Practices (fo) is the process by which a group plans
and is rewarded for future orientated behaviour, (3) Power Distance Societal Practices (pd)
measures how a society/collective responds to power, (4) Collectivism 1 Societal Practices
(sc) measured group behaviour and the propensity of people to act as a collective, (5) Humane
Orientation Societal Practices (ho) measures a cultures propensity to promotes and reward
humane behaviour and finally (6) Performance Orientation Societal Practices (po) measures
a Culture’s attitude to promoting high standards and performance improvement (Grove, 2005a).
The resultant survey was filled out across three countries (n = 784) representing three different
Cultures according to GLOBE: Italy (Latin Europe, IT), Poland (Eastern Europe, PL) and Germany
(Germanic Europe, DE). These themes were aggregated to individual level (prefixed with indv_gls)
and country level (prefixed with grp_gls). Additionally the organizational GLOBE constructs
were aggregated to individual level (prefixed with indv_glo) and industry level (prefixed with
indust_glo).
Seven modelling techniques were applied to the data set with a focus on predictive accuracy
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measured by AUC (Chapter 7.2 for discussion on predictive accuracy). The most accurate models
were then interpreted for both main effects and interactions that the modelling techniques deemed
important for classifying silence. Previous research was investigated and eight accepted hypotheses
were examined in the predictive models to see if those patterns had been discovered and to what
extent they were useful in predicting Silence. If known patterns were found natively by the models,
then additional new patterns found that were stronger predictors of Silence could be interpreted
with more confidence.
1.2 Scope of Study
As part of this thesis, a pilot was run to test the data collection instrument. The pilot was
implemented and feedback solicited from a convenience sample of work colleagues which allowed
the researchers to modify the final survey to provide a better overall view of the problem under
study. Not all feedback was implemented by the researchers collecting the data. Section 3.5
outlines the limitation of the pilot study and its impact on the overall data collection by Dr Knoll’s
team.
This thesis involved the analysis of data collected for the first three countries representing three
different Cultures (Germany, Italy and Poland). The data was subjected to validity and reliability
tests to determine if the newly created survey was valid, reliable and would be interpreted and
understood in the same manner across three different Cultures. Machine learning algorithms were
applied to the dataset and the results interpreted.
1.2.1 Study Uniqueness
Machine learning has not been used previously when investigating Organisational Silence as a
concept and is rarely used in the social sciences in general. In order to aid the reproducibility of
the study, several machine learning models were applied to the data. The most predictive models
were interpreted. Previous research in this area, did not focus on prediction. It was unclear from
the previous research if the models produced in those papers would reproduce their results on new
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and unseen data as the papers never documented steps undertaken to avoid overfitting. The thesis
used techniques focused on prediction first in order to aide the reproducibility of the study. By
focusing on prediction using robust sampling techniques, models produced in this thesis should
generalise to similar representative data and produce similar results. Any findings found in the
model interpretation would also have a higher probability of replication because the model was
trained to generalise on new and unseen data.
The totality of constructs in this study had never been investigated before. Several of the attributes
were taken directly from previous research while others were adapted by the psychologists in the
work group run by the third supervisor specifically for this study. This study statistically tested the
validity and reliability of the constructs across the three Cultures for all attributes. Many of the
questions and constructs for this study were not used previously. In order for machine learning
to be effective and interpretable, it was necessary to confirm that the measurements taken were
measuring what they were supposed to. More concretely, testing the validity and the reliability of
the constructs gave a measure of the quality of the constructs.
Using existing theory to validate machine learning models has never been undertaken before in the
area of Psychology. Overall the predictive accuracy ranged from poor to average suggesting the
constructs were not as predictive as originally hoped with a maximum AUC of 0.654. Only models
that showed relatively good accuracy amongst the ten models were interpreted. The interpretation
of the machine learning algorithms was a three stage process where eight hypotheses based on the
literature review were examined to see if the most accurate machine learning models had captured
the expected patterns. If the model was able to capture well understood patterns as well as having
good accuracy, it could be argued it was a good model of Silence. Given that Silence has never
been explored in this manner in relation to Culture it was expected that models capturing expected
interactions, based on the previously mentioned hypotheses, as well as displaying good predictive
accuracy could be considered useful general models for Silence. If the machine learning models
captured this knowledge based on work discovered by other researchers (Section 3.6) it would
lend more support to newly discovered, previously unknown and highly predictive interactions
that predicted Silence. The statistical models used in this study exposed underlying interaction
patterns that had not been investigated previously in the Silence literature. The models suggested
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that culture plays a large role in Silence behaviours. However, Chapter 8 documented that the
predictive performance was average with respect to other research that used Machine Learning to
model survey data.
1.3 Thesis Organisation
The thesis is organized into nine chapters. Each chapter is prefaced with the aim of the section.
Chapter 2 is concerned with previous literature in the Silence area. It documents the causes and
the impact of Silence and the role of culture in determining Silence engagement. The chapter also
documents statistics in the social sciences and how machine learning could be a useful tool for
exploring survey data. Chapter 3 discusses the scale used to collect the data for this study. The
chapter explains the constructs used and what they hoped to measure. It briefly describes a Pilot
Study undertaken for the Ph.D. which asked participants for feedback on the survey instrument.
The chapter highlights expected patterns based on previous research which the machine learning
models were expected to model (Section 3.6).
Chapter 4 and Chapter 5 outline the methods undertaken to ensure the data quality of the survey.
Chapter 4 outlines the theory behind the techniques to ensure the data collected was valid and
reliable. Chapter 5 applies those methods ascertaining if the factors that described each of the
attributes being measured were measuring what they were supposed to measure and could be used
across cultures. More concretely it determined if the survey questions meant the same thing to
the three different cultures. The findings suggested that not all constructs were valid or useful.
This finding motivated an update to the patterns that were expected to be found in the machine
learning models (Section 5.7).
Chapter 6 was concerned with exploring and transforming the data. Types of data transformations
included data cleaning (Section 6.2.3), feature creation (Section 6.2.1) and construct creation.
Relationships were examined in Section 6.3.5 using visual and filter methods.
Chapter 7 and Chapter 8 were concerned with the modelling aspect of the thesis where 10 machine
learning algorithms were applied to the dataset. However, not all models were deemed useful
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for example three SVM models were initially utilized to find a ceiling of accuracy in which to
compare the more interpretable models. The results described in Section 8.2.2 highlighted that
the models did not perform as expected and so further investigation of the results was not deemed
necessary. As a result, Chapter 7 outlines the theory behind the seven remaining models utilised in
this study and why they were chosen as part of this modelling task. It explains how the results
were interpreted and how interactions were found within the models. Chapter 8 describes the
application of the machine learning techniques and reports on the results. Results were mixed,
with the highest AUC being moderate when compared to other research papers in the field that
applied machine learning techniques to survey data.
Chapter 9 discusses the results and examines the merits of machine learning with the models used
and weaknesses of the analysis. It suggests future areas of research in both the machine learning
area and in the Silence domain based on patterns uncovered in Chapter 8.
The Appendix contains information such as the original questionnaire (Appendix A.1), the glossary
(Appendix A.2), the packages used in the analysis and writing of this thesis (Appendix B), a detailed
exploration of the pilot study (Appendix C) and finally, additional data exploration (Appendix D)
of the main data collected where the items were not deemed predictive.
1.3.1 Writing Conventions Used
The survey used in this thesis comprised of 138 questions, each with their own acronym. Before
beginning this thesis it recommended having the questionnaire in Appendix A.1 to hand to follow
the narrative more easily. Machine learning and psychology also use a lot of acronyms which may
cause the reader to lose track of the narrative. It is worth having the Glossary in Appendix A.2
also to hand. It contains a definition of terms, the first time they appear in the thesis and where
the reader can go for a more detailed explanation.
All constructs when mentioned will be highlighted in bold for example Climate for Authenticity.
When referring to the constructs within the data set, the colour of the font will be changed to
red for example cfa. When referencing items within a data set the font will change slightly for
example the number 5. When quoting from other sources or directly from the questionnaire itself,
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the sentences will be quoted and in italics e.g. “because of fear of negative consequences”. All
figures will be prefaced with “Figure”, all tables will be prefaced with “Table” and all chapters
and sections will be referenced as “Chapter” and “Section” with the appropriate reference directly
afterwards.
It should be noted that the terms Organisational Silence and Silence are used in specific instances
within this document. Organisational Silence as defined by the literature is used when discussing the
theory behind the phenomenon of Organisational Silence and more practically for the independent
factors used to predict Silence behaviours. Silence when used on its own for this study is related to
the engagement of silence behaviours based on self report in the questionnaire. More concretely,
this study is focused on using Organisational Silence constructs/attributes to try to predict Silence
behaviours. The study contains three countries which represent three different cultures under
investigation The term country and culture are used interchangeably throughout the thesis as a
result but represent the same meaning. Although hopefully, it should be clear from the context, it
is worth disambiguating the acronym ‘DE’ which can represent either the country Germany or the
construct Disengaged Silence depending on the context.
1.3.2 Software Used
This thesis is written in R using the bookdown package (R Development Core Team, 2016; Xie,
2016). More details of the packages used in each chapter can be found in Appendix B
Chapter 2
Silence From A Cultural Perspective
2.1 Introduction
The aim of this chapter is to provide an overview of Organizational Silence and GLOBE (Global
Leadership and Organizational Behaviour Effectiveness). The chapter addresses O01 (Research
methodologies and theory related to Organization Silence and GLOBE ). Section 2.2 investigates
the properties of Organizational Silence focusing on known causes, known consequences and how
some researchers suggest Culture influences Silence behaviours. It draws on previous research
to highlight areas already explored with other constructs within the organizational literature. By
highlighting these areas models produced from any machine learning can be validated and examined
against existing research and theory (O06).
Section 2.3 of this chapter is concerned with the role of Culture but more specifically the GLOBE
survey methodology. GLOBE is an inventory that measures how Culture relates to leadership
effectiveness on a societal and organizational level. It describes the history of the GLOBE project
and why it was used in this survey in order to see if organizational or societal factors influence if a
person will remain silent or not.
Section 2.4 introduces the reader to statistical tools that are currently used in the social sciences.
It is not a complete list but gives a broad outline of the field and its usage within psychology. It
explains how machine learning is currently used in the social sciences and highlights several studies
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that have used the techniques with success to uncover new and interesting patterns, within their
respective areas, in analyzing survey and social science data.
2.2 Organizational Silence Explanation
Pinder & Harlos (2001) defined employee Silence as “the withholding of any form of genuine
expression about the individual’s behavioural, cognitive, and/or affective evaluations of his or her
circumstances to persons who are perceived to be capable of effecting change or redress”. It is
considered both an individual and collective level behaviour (Morrison & Milliken, 2000). Employees
do not call attention to problems that make their life uncomfortable within an organization, resulting
in self-censorship and trivialization of problems (Hazen (2006) citing DeVault (1999) p. 177).
The end result being that employees make a decision to stay silent (Tahmasebi et al., 2013).
More concretely, employees who are engaged in the day to day operations of an organization may
see potential areas for constructive improvement and fail to raise their voice (Ryan & Oestreich,
1991). Alternatively, employees may witness illegal, immoral or inappropriate activities within their
sphere of responsibility and fail to report it (M. Knoll & van Dick, 2013b). The phenomenon of
collectively and actively withholding information is referred to as Organizational Silence (van Dyne,
Ang, Botero, & Dyne, 2003).
Morrison, Wheeler-Smith, & Kamdar (2011) reiterating a point from Morrison & Milliken (2000)
argued that concepts of Silence and voice (speaking up and providing ideas on how to improve the
working environment and organization) are integrated and should be treated as such. Silence is a
failure to voice and voice is a choice not to remain silent (Morrison & Milliken, 2004).
2.2.1 Causes of Organizational Silence
Silence has been researched from a bottom up perspective where Silence permeates from lower levels
of the organization to the upper levels and also from a top down perspective, where organizations
may not be receptive to voice from employees (M. Knoll & van Dick, 2013b; Morrison, 2014b). In
this section we will review the main drivers from both perspectives
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Milliken, Morrison, & Hewlin (2003) have suggested that voice can be unwelcome by management
as it has the potential to be viewed as criticism (Milliken et al., 2003). Yildiz (2013) citing
a survey published in Industry Week showed that among 845 managers interviewed, only 29%
actively encouraged open feedback (Moskal, 1991). Managers may also not value their employee’s
opinions seeing the feedback as threatening or accusatory (Ashford, Sutcliffe, & Christianson, 2009).
Managers may not want feedback because they wish to save face and avoid any embarrassment or
criticism of their leadership skills (Morrison & Milliken, 2004). Owuor (2014) provided examples
of weak feedback structures within companies to give the appearance of listening to employee’s
feedback. The aim of the weak structures is to give the appearance of open dialogue, to avoid
external avenues of feedback which the employee might utilize like unions (Dundon & Rollinson,
2004). Dundon & Rollinson (2004) citing Marchington & Vincent (2004) suggested the type of
feedback that is allowed within some companies is selective and dictated by the management. This
selective approach encourages a policy of Silence on topics the management do not want employee
feedback on. Research indicates that people in positions of power have high estimates of their own
competencies and decisions and so are less appreciative to feedback (Morrison & Milliken, 2004;
Morrison & Rothman, 2009). Other research posits that when voice is engaged by employees
supporting the status quo, management are more open to the message and the employee raising
the issue (Burris, 2012). This behaviour can produce filter bubbles where superiors only receive
information that confirms their views and are not privy to the full picture of mood and support for
management decisions (Tourish & Robson, 2006). Conversely an open management style which
welcomes employee feedback has been shown to promote voice amongst employees (Morrison,
2014b). In several studies it was shown that voice is practised only when the manager is perceived
to be approachable to the idea of feedback (Glauser, 1984; Saunders, Sheppard, Knight, & Roth,
1992). Botero & Van Dyne (2009) cited numerous studies that showed that employees were more
communicative with managers who they perceive to be ethical, respectful, fair and where a good
relationship exists between manager and subordinates (Brown, Treviño, & Harrison, 2005; Fix &
Sias, 2006; Takeuchi, Chen, & Cheung, 2012).
While management styles can determine if an employee will engage in Silence behaviours, Rüya &
Melek (2008) theorized that having many layers of middle management within an organization can
lead to high levels of Silence. Senior management will mainly deal with direct reports and not the
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people reporting to those middle managers thus creating a filter between lines of communication.
Morrison (2014b) posited that employees do not wish to bring bad news to their superiors due
to the discomfort it might generate (Tesser, Rosen, & Batchelor, 1972). Milliken et al. (2003)
hypothesised that this filtering process is prevalent in those with highly ambitious career aspirations
who do not want to damage their career prospects. Hierarchical structures within companies tend
to exacerbate this effect by constraining feedback between low level employees on the corporate
ladder to high level superiors (Rüya & Melek, 2008). Employees adapt to this by filtering the bad
news so it does not sound as severe to the recipient (Milliken et al., 2003).
Employees refrain from speaking up if they feel their opinion will not result in any action by
management. This is referred to as Acquiescent Silence. In the same study conducted by
Milliken et al. (2003) referenced earlier, twenty percent of employees said they did not speak
up about issues in work because they thought there would be no practical steps implemented in
response to the feedback.
Silence can also be influenced by the cultural and institutional environment in which employees
work (Bowen & Blackmon, 2003). Voicing an opinion may not be the practised social norm.
Employees before expressing opinions and feedback, first gauge the atmosphere of the company,
the attitudes of their colleagues and their direct manager. Newer employees may feel they lack
authority or credibility because of their short tenure within the organization to voice their concerns
(Milliken et al., 2003). They may also still be learning the social norms within their new company
i.e. “what is appropriate and what is smart behaviour and what is not” (Van Maanen & Schein,
1979).
More generally, the act of engaging in Silence because employees withhold their opinions for
fear of negative consequences to their feedback is referred to as Quiescent Silence. Some of
these consequences include harming their career or damaging relationships with colleagues. Older
employees who have been with the company many years may feel they have more to lose in
expressing an opinion and as a result remain silent (Noelle-Neumann, 1974). Conversely Rudman,
Borgida, & Robertson (1995) posited in relation to the topic of sexual harassment that longer
term employees who are higher in the organizational chart would have more confidence to express
themselves within the organization and thus engage in more feedback opportunities (in this case
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reporting harassment). These contradictory views could potentially be explained by the safety
of the jobs of the employees, the stability of the industries in which they work and the options
to employees if they decide to leave the company due to dis-satisfaction. Employees may also
take into consideration if their opinion concurs with the feelings and opinions of their co-workers
and may stay quiet so as not to damage their reputation or social capital with their colleagues
(Ashford et al., 2009; Milliken et al., 2003).
In general, if a person will engage in Silence or not is dependent on the opportunity to voice
concerns. If the opportunity presents itself to provide feedback with superiors who are open
to and can enact change, where the feedback is not diluted by going through many layers of
middle management or diluted by ineffectual feedback mechanisms employees will engage in voice
(Donaghey, Cullinane, Dundon, & Wilkinson, 2011; Fast, Burris, & Bartel, 2014). Morrison (2014b,
p. 85) shows a summary of the Silence behaviours including causes and effects discussed up until
this point.
2.2.2 Prevalence and Impact of Organizational Silence
Ryan & Oestreich (1991) found in their study (n = 260) that 70% of people engaged in Silence
out of fear. Milliken et al. (2003) found with a small sample (n = 40), that 85% of people had
engaged in Organizational Silence at least once while 51% said they were comfortable talking
to their immediate supervisors on issues. Detert, Burris, & Harrison (2010) found in their study
(n = 439), that 42% of participants engaged in Organizational Silence. Bang (2012) interviewed
corporate heads and middle managers (n = 19) and found that 18 participants claimed that
highlighting miscommunication in meetings would result in negative consequences. Of those, 14
claimed that personality factors were the reasons they did not speak up while 8 claimed their
personal relationship stopped them speaking up. Finally, seven participants claimed social norms
were the reason they did not speak up.
In the medical industry, Maxfield, Grenny, McMillan, Patterson, & Switzler (2005) interviewed
administrators (n = 175), physicians (n = 106), nurses (n = 1, 143) and clinical-care staff
(n = 266) and found that one in five physicians had seen detrimental impact on patients as a
16 CHAPTER 2. SILENCE FROM A CULTURAL PERSPECTIVE
result of Silence behaviours. The study stated that only 10% of clinical staff confronted employees
where poor process or short cuts were taken. Souba, Way, Lucey, Sedmak, & Notestine (2011)
recorded that 69% of participants within their survey (n = 137) claimed Organizational Silence
was prevalent in their organization.
Trautman (2001) interviewed police officers and cadets (n = 2132) in relation to “Code of Silence”,
effectively a synonym for Organizational Silence. The survey found that 46% of officers had
engaged in employee Silence after witnessing misconduct. 79% of cadets were aware of employee
Silence while 52% did not express any concerns over the behaviours. Other papers evidence
extreme examples such as police officers witnessing unethical behaviours from their colleagues
(Hopson, 2011), Paedophilia cover ups in religious institutes (Gross, 2005) and harassment in the
military (Pinder & Harlos, 2001). Oppel (2002) reported on employees failing to speak up about
Enron’s dubious activities due to a Culture of intimidation that was prevalent at the time.
Silence can be individual or shared, resulting in a number of negative effects for both individual
and collective performance (Edmondson, 1999). It contributes to enduring mistreatment and
unethical behaviour within organizations that can impact employees and external stakeholders by
generating feelings of stress, anger and resentment amongst staff (Cortina & Magley, 2003; Pinder
& Harlos, 2001). Henriksen & Dayton (2006) found that patient safety in hospitals had been
compromised due to a climate of Silence resulting in injuries to patients. In some cases, Silence can
cause cognitive dissonance (disconnect between an employee’s actions and beliefs which causes the
employee discomfort (Festinger, 1962)). For example, of a sales person selling damaged electrical
goods to customers for full retail value without informing the customer that the product was
damaged (Nelson & Quick, 2008, p. 120). The dissonance arises because the employee believes
this to be unethical. The situation can result in stress and anxiety for the employee as well as
potentially a high turnover of staff for the company (Rüya & Melek, 2008).
From an organizational perspective, the organization loses its ability to innovate by reducing the
organizations ability to learn. Filtering out negative feedback to the management and promoting a
false consensus within the company reduces the ability of the company to identify problems quickly
due to employees keeping opinions to themselves. The inability of employees to give feedback to
their superiors results in poor confidence, lack of motivation, a lack of self-worth and reduced
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commitment from the employees (Morrison & Milliken, 2000; Nikolaou, Vakola, & Bourantas,
2011; Vakola & Bouradas, 2005). In essence, companies require that their staff share knowledge,
opinions and feedback. Poor feedback and lack of knowledge sharing can reduce an organizations
ability to adapt and develop to a changing environment.
2.3 The Role of Culture in Organisational Silence
Other factors also play a role in organisational silence including individual traits and Culture.
Premeaux & Bedeian (2003) suggested that personal attributes of individual employees played a
significant role in whether an employee stayed silent or not. Considering where a person is from
and grew up is a part of their personal identity, it follows that the cultural and social factors
of their environment would inform their character and as a result their attitudes towards voice
and Silence (Erez, 1994). Morrison & Milliken (2000) noted that both organizational factors and
cultural factors may play a role in why employees chose to remain silent at work (Huang, de Vliert,
der Vegt, Vliert, & Vegt, 2005).
In studies cited by Huang et al. (2005) high power distance societies tended not to openly
express their anger or dissatisfaction with their superiors compared with low power distance nations
(Argyle, Henderson, Bond, Iizuka, & Contarello, 1986; Huang et al., 2005; Noesjirwan, 1978).The
same study highlighted that employees from high power distance societies did not become more
productive when given the opportunity to participate in managerial decisions (Eylon & Au, 1999;
Huang & Van De Vliert, 2003). In fact Eylon & Au (1999) suggests that the converse holds true
based on a study of 135 MBA students. Brewster, Mayrhofer, & Morley (2004) show cased human
resource departments within multi-national companies changing their behaviour on employee
empowerment depending on the society the branch was set up. This finding seems to correlate
with GLOBE phase three (discussed in Section 2.3.2) where successful CEOs adapt to the society
in which they operate (House, Dorfman, Javidan, & Hanges, 2019). Finally, Umar & Hassan
(2013) suggested that papers on Organizational Silence in western countries may not be adequate
when trying to understand Organizational Silence within different Cultures. This was based on a
small sample of 26 respondents, where it was found that respondents remained silent on certain
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issues because culturally in Nigeria those issues – improving processes or pay increases - were
considered evil and considered arrogant or antagonistic towards management.
The above examples did not try to predict if participants would engage in Silence behaviours
(A01). Only single Cultures were examined empirically in relation to Silence and the theme was
not investigated across multiple societal Cultures using a single algorithm to highlight differences
as constructs changed (O07). Interactions between Culture and Silence were not investigated as
independent variables to try to predict the propensity of engaging in Silence (O07). However, based
on the research papers, it is clear that Culture as well as organizational environment plays a role in
determining the reasons behind Organizational Silence. Managers and CEOs who wish to bring
about change in an organization need to be able to adequately get real and useful information
from their employees in order to adapt to a changing market place. Employee’s personalities as
well as organizational climate, societal factors and perception of management ability (often derived
by employees based on expected leadership behaviour verses the actual leadership behaviour)
determine how effectively employees will respond to any initiatives to reduce Silence behaviour.
In order to measure both the societal and organizational factors that may impact a person’s
tendency to engage in silence, several measurement instruments were included in the survey
instrument prepared by Dr Knoll taken from the GLOBE study on how Culture impacts the
effectiveness of leadership. The next section discussed this in detail.
2.3.1 Global Leadership and Organizational Behaviour Effective-
ness
The GLOBE initiative was set up in 1993 to investigate how Culture relates to leadership ef-
fectiveness on a societal and organizational level (House, Javidan, Hanges, & Dorfman, 2002).
The project is ongoing, with the aim of empirically identifying how cultural factors impacted the
effectiveness of leadership and organizational processes. Some of the questions GLOBE asks are
• How do the cultural factors impact the effectiveness of leadership attributes and organizational
processes?
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• What are the consequences of disrupting social or organizational norms with leadership traits
and processes?
• Do some leadership traits/organizational processes transcend cultural and societal factors?
• Conversely, are some of the same traits/processes only effective in a specific cultural or
organizational environment?
GLOBE is a key contributor to research on behaviour in the work place, resulting in an agreed
definition of cultural factors that can measure specific cultural and organizational traits. The
GLOBE project has resulted in 2 books and over 30 book chapters and published research papers
(House et al., 2019; R. J. House et al., 2004a). This study utilizes several of the GLOBE survey
constructs to determine the impact of Culture on the propensity of someone engaging in Silence
(O08).
The scale generated by the GLOBE research (Chapter 3.4.2) is considered very valuable design for
multi-national corporations who have branches of their businesses globally and practice geocentric
staffing. Geocentric staffing is a process where a corporation moves a successful manager from
one Culture/society to another with the expectation that the attributes and ideas of the manager
which were successful in the prior position will be equally effective in the new position (R. House
et al., 2001b).
GLOBE theorizes that a society’s Culture and belief system will impact the effectiveness of
companies leadership and processes, as well as attributes and behaviours of the leaders within that
specific Culture (House & Aditya, 1997; House et al., 2001b). McCaughey & Bruning (2005) citing
numerous studies estimate that between 25-40% of all expatriate assignments for multinational
corporations end in failure. Black & Gregersen (1999) reviewing 750 companies found that between
20-25% assignments ended in failure. Moodian (2008) highlighted that 4% of expatriates returned
from their assignments early because of cultural issues. Colakoglu & Caligiuri (2008) found in
their study of 52 companies that the higher ratio of expatriates based in a subsidiary office the less
well that subsidiary did citing cultural distance as one of the reasons for this relationship. Rau, Liu,
Juzek, & Nowacki (2013) found in 2 studies that German (a low power distance nation) managers
who adopted a high power distance management style produced more productive behaviour from
their Chinese employees (a high power distance Culture). Zeira, Harari, & Nundi (1975) found that
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employee morale towards processes, personal and promotion prospects in an American subsidiary
of a foreign owned airline was very poor as a result of managing the subsidiary without taking
into account American Culture. This is a theme that is particularly relevant for this study because
employee’s opinions on their leadership specifically to feedback would influence Silence behaviours.
This information is explored in Chapter 8 where cultural factors in the survey produced predictors
that had a large influence on participants Silence behaviours.
2.3.2 GLOBE Methodology and Findings
The GLOBE project consists of four phases comprising of a team of over 200 researchers called
country code investigators (CCI) from 61 nations (Dorfman, Javidan, Hanges, Dastmalchian,
& House, 2012; House et al., 2002). The CCI’s responsibilities include, data gathering both
quantitative and qualitative, survey translation accuracy and providing contextual interpretation of
GLOBE results for their area and Culture of responsibility (House et al., 2002).
To date, three of four phases are complete (“About the Studies - GLOBE Project,” n.d.). Phases
1 and 2 collected data from roughly 17,300 middle managers across 951 organizations, focusing on
three industry sectors: financial industry, food processing, and telecommunications industry. It was
determined these industry sectors existed in almost every country in the world but have varying
degrees of stability. Phase 3 involved collecting data from over 1000 CEOs and their 6000 direct
reports across 24 countries to determine strategic and leadership effectiveness and how cultural
and societal values impact its effectiveness (House et al., 2019).
It was found in the study that 22 out of the 122 attributes measured in the GLOBE survey
measured Desired Universal Leadership attributes and the research confirmed that people wish
to have leaders with attributes such as sound ethics, honesty, trustworthiness and decisiveness
(Dorfman et al., 2012; House et al., 2002). There is however a certain nuance in this universal
desire. In Germany, for example, a leader is considered decisive, if they weigh up all the facts
and consider the consequences before making a decision. Contrast this with the US model of
decisiveness where a leader is expected to make quick decisions based on approximation (House et
al., 1999). It has been stated that 8 out of the 122 attributes on the GLOBE survey were designed
2.3. THE ROLE OF CULTURE IN ORGANISATIONAL SILENCE 21
to measure undesired universal leadership attributes for example, ‘ruthless and ‘irritable with one
attribute malevolence deemed to be restrictive for effective leadership (Dorfman et al., 2012).
Javidan, Dorfman, Howell, & Hanges (2010) reported that some GLOBE attributes were found to
be Cultural Dependant Leadership Attributes. This means that these attributes are effective in
one Culture but not so effective in another. Trompenaars & Hampden-Turner (1993) produced a
study that highlighted managers in Japan being required to provide precise and succinct answers
to staff questions whereas managers in the United States could be more vague and general. In
another example of this east and west dichotomy, in China it is considered better to praise an
employee to others as opposed to the employee directly. Contrast this with the US approach
where the converse holds true (House et al., 2004a). In the Arabian countries, authoritarian
leadership structures which are based on tribal and familial structures are valued more than the
more inclusive western management practices (Dorfman et al., 2012; Kabasakal & Bodur, 2002).
In some Cultures (American, Arabic, Asian, British, Eastern European, French, German, Latin
American and Russian) leadership is seen in a positive light whereas in others it is looked upon with
suspicion (France), scepticism (Netherlands) and in some cases downplayed (Japan) (Wolf, 2006).
In order to create effective leadership structures within this new globalized landscape, business
leaders have to be aware of cultural and societal factors that may undermine and negatively impact
processes or plans they plan to implement. Leadership attributes and behaviours that work in
the west may not be as effective in the east. The study produced 10 GLOBE cultural societies
(Dorfman et al., 2012). The dimensions captured the association culturally that countries have
with each other (Globe, 2012).
Implicit leadership theory states that individuals have beliefs based on what leadership qualities
are effective (Lord & Maher, 2002 chp 2). When leaders act according to individual employee’s
implicit beliefs, the leader has a better chance of their ideas being accepted. Implicit leadership
theories are based on the individual. GLOBE took implicit theories of leadership and attempted
to abstract it to culturally endorsed implicit theories of leadership. In other words, people in the
same Culture have the same implicit beliefs on what leadership should be. Conversely different
Cultures have different endorsed implicit theories of what leadership should be. GLOBE stated
that Culture plays a role in leadership. It found that within agreement for leadership attributes of
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measurements within a Culture was significantly different from that of other cultures. Generally,
Hofstede (1980) states that the value and belief system of a Culture directly impacts organizations
within that Culture by validating any actions, ideas or processes undertaken by these organizations.
GLOBE theorizes that motivation is also linked and affected by Culture and society (House et al.,
2004a, p. 17).
2.4 The Potential of Machine Learning
This thesis suggests that machine learning or predictive modelling can be used as a tool to uncover
previously unknown patterns in social science data. One of the core attributes of machine learning
is its focus on prediction. The aim of this study is to interpret the resulting models after a
generalizable maximum predictive accuracy has been achieved (A01). Gray, McGuinness, Owende,
& Carthy (2014) found that in the area of social science, research publications tended to use
statistical analysis to verify a hypothesis. The hypothesis is generated first and then rigorous
statistical processes are applied to the data set. A recent review of 55 studies in educational
psychology, reported that the main methods for analysis used were Correlation (78%), Regression
(54%) and Path Analysis (14%) (Gray et al., 2014). For this study, 44 papers which used either
GLOBE or Silence constructs in their analysis were reviewed and their methods examined. The
methods used can be seen in Table 2.1. Looking at the top 8 techniques, it can be seen that
Pearson’s Correlation (r) was used in 70.5% (31) of the papers to check for relationships between
scales; Cronbach Alpha (α) was used in 70.5% (31) of the papers for scale reliability; Multiple
Linear Regression was used in 36% (16) of the papers; Confirmatory and Exploratory Factor
Analysis were carried out by researchers in 34.1% (15) and 31.8% (14) of the research papers
under review to explore and confirm constructs respectively; Structural Equation Modelling (SEM)
was used in 22% (10) of the papers; ANOVA was used to test hypothesises in 15.9% (7) of the
research papers. None of the papers attempted to predict if someone would engage in Silence
and none of the papers extended their research questions to interactions that might promote the
behaviour in a cross culturally setting (O07, O08).
In 2006 the IEEE identified the top ten most used machine learning algorithms (Wu et al., 2007).
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Table 2.1: Analytical Techniques Used in 44 Research Papers Which
Contain Either Silence or GLOBE Inventories. Some Papers Use Multi-
ple Techniques
Analytical Techniques Unique Papers Percentage of Papers
Pearsons Correlation Analysis ( R ) 31 70.5%
Cronbach Alpha 31 70.5%
Multiple Linear Regression 15 34.1%
Confirmatory Factor Analysis 16 36.4%
Exploratory Factor Analysis 14 31.8%
Hierarchial Regression (Mixed Models) 14 31.8%
SEM 11 25.0%
ANOVA 7 15.9%
Simple Slopes Analysis 5 11.4%
T-Test 3 6.8%
Harman’s Single-Factor Test 3 6.8%
PCA 3 6.8%
Percentage Frequency Tables 3 6.8%
Frequency Tables 2 4.5%
Composite Reliability 1 2.3%
Hotelling’s T-Square Test 1 2.3%
Chi-Squared Test 1 2.3%
Kruskal Wallis H Test 1 2.3%
Mann Whitney U 1 2.3%
Bonferroni Tests 1 2.3%
None of these algorithms were found to be used in the research papers reviewed for this study
which suggested that machine learning is not a tool used extensively in the social sciences yet.
Several researchers have stated that statistics should be part of a data analysis tool kit where the
field should be defined not by its tools but by its problems (Friedman, 1998; Tukey, 1962). Leo
Breiman (2001b) suggested that other modelling methods should be considered especially with
complex underlying phenomena that might not be easily explained.
Jiawei, Pei, & Kamber (2012a, p. xxiii) describes data mining or machine learning in this context
as “knowledge discovery from data”, as the discovery of previously unknown new and interesting
information from data. Similarly, Hand (2007) describes machine learning as the method of
analysing data to find new previously unknown relationships within a data set. The core idea
behind machine learning is that an algorithm will parse over a dataset and discover patterns in the
dataset in an automatic or semi-automatic manner (Witten, Frank, & Hall, 2011). Not all the
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patterns will be useful and for this a domain expert is needed to interpret the findings (Michie,
Spiegelhalter, & Taylor, 1994). The domain expert in the case of this study is the research group
run by the third supervisor of this thesis.
The patterns that are considered useful can be generalized to make predictions on new data,
for example, classifying new instances or generating forecasts (Zaki & Meira, 2013). Machine
Learning can be considered as a process of inferring or abstracting from raw data the underlying
pattern within that data and summarizing this underlying pattern into human understandable
form. Machine learning is the technical implementation of data mining in which algorithms are
implemented and run on computers accessing databases most often without human intervention
(Witten et al., 2011).
Data mining is a multidisciplinary field incorporating software development and mathematics
(Conway & White, 2012; Zaki & Meira, 2013). The necessity for data mining came about due to
arrival of the information age where the amount of data generated by sensors, computers, smart
phones, the internet and electronic devices far exceeded anything generated in the past. Data
mining was developed in an attempt to learn from these massive volumes of data. The overall aim
being to learn patterns, predict on new and unseen samples and provide insights (James, Witten,
Hastie, & Tibshirani, 2013).
Data mining can be split into two core types: descriptive and predictive (Jiawei et al., 2012a).
Descriptive data mining attempts to find the underlying patterns within a dataset and provide an
output that is interpretable by humans. Its aim is to get a better understanding of the underlying
patterns within the data. Examples of such interpretable models include Association Rules, Decision
Trees and Regression (James et al., 2013; Jiawei et al., 2012a, p. 244; Kamath, 2009, p. 185).
Predictive applications are concerned with using existing data to build a model which in turn
can be used to predict new events or classify new instances in unseen data. Predictive models
can sometimes have a black box implementation as the main focus for the model is not model
interpretability but in being able to accurately predict. This lack of interpretability becomes a
problem when the aim of a research question is to try to understand underlying complex patterns
in the area under investigation. Examples of black box implementations include Support Vector
Machines and Neural Networks (Bishop, 2005; Jiawei et al., 2012a, p. 408). However, while
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the black box models do not have inherent interpretable mechanisms, the role of predictors in
these models can be examined using techniques such as Variable Importance metrics or Partial
Dependency Plots. Both of these techniques are discussed further in Section 7.6.1 and Section
7.7.1 and are key to attempting to provide answers for O07 and O08 in Section 8.4
Data mining models can be split into four main areas: supervised (predicting a pre-defined label),
unsupervised (segmenting data into clusters within the data), semi supervised (unlabelled used
in conjunction with the labelled data to predict a pre-defined label) and active learning (domain
expert labels targets in unlabelled data to produce a pre-defined label) models (James et al., 2013;
Jiawei et al., 2012a). This study is only concerned with the former supervised version where the
aim was to predict Silence tendencies of participants. Generally, the training set consists of the
attributes (independent variables) and the label trying to be predicted, in the case of this study,
someone engaging in Silence. The label is the target the algorithm is trying to predict and acts as
a guide for the learning algorithm to predict the already pre-defined label while reducing some error
function (Baesens, Van Vlasselaer, & Verbeke, 2015; van der Aalst, 2011). In essence the response
variable is supervising the algorithm as it learns (Jiawei et al., 2012a). The models used in this
thesis can also assign a probability to the class prediction allowing a more nuanced interpretation
of why an attribute belongs to the Silence class.
Data mining has been used in a lot of industries across a wide range of domains. James et al.
(2013) and Witten et al. (2011) highlight applications in the medical field, biology, astronomy
finance industry, the postal industry, IT industry to farming. Examples include finding patterns
in the reasons behind Alzheimer’s disease, analysis of markers that cause depression, identify
characteristics that cause deviant behaviour in students and models to try to improve researcher’s
understanding of overall mental health (Deziel, Olawo, Truchon, & Golab, 2013; Hadzic, Hadzic,
& Dillon, 2010; Liu & Hsu, 2013; Price, 2009). Data mining is used in sports to determine the
medium to long term potential of football players based on a range of medical, anthropometric,
psychological, and physiological features as well as for assisting in scouting for draft players in the
Australian Football league (McCullagh, 2010; Tschopp, Biedert, Seiler, Hasler, & Marti, 2003). It
has also been implemented to assist HR departments to hire candidates with a low probability of
attrition (Chien & Chen, 2008).
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In a military context Halstead (2009) published a paper that showed a Random Forest model using
psychological constructs to find non-commissioned officers who would excel in recruitment for
the army. On a similar theme in the commercial industry Valle, Varas, & Ruz (2012) published
a research paper which used operational records of 660 usable sales agents and found a Naive
Bayes algorithm could predict the sales team’s performance. The results with only demographic
information produced an unusable model with a 71.76% accuracy. The researchers ran a second
experiment creating a separate model on new features of the same training set. It was found with
additional operational attributes such as time spent on the phone, logged hours and number of
people called, the model improved a new accuracy of 80.6%. A new test set (N= 207 agents) was
introduced to test the model on and the model predicted with 83.6%
Research papers in Organizational Psychology that use machine learning to understand complex
social phenomena are not as ubiquitous as traditional statistical methods but examples do exist.
Carpita & Zuccolotto (2007) used Random Forests and TreeBoost to find the factors most
conducive to job satisfaction finding that their model had a misclassification rate of lower than
20%. Vezzoli (2011) also trying to find constructs that predict job satisfaction used an ensemble
bespoke algorithm created by the author which is useful for handling data that contains hierarchical
structures (Vezzoli & Zuccolotto, 2011). Interpretation of the model was achieved by representing
the model as a Born Again Tree (Breiman, 1996). Jones (2014) used a questionnaire called
Malcolm Baldrige National Quality Award – a US federally approved survey which is designed to
help process improvement and quality management - to identify features from applicants’ answers
that would improve quality and performance within the business. Using a combination of statistical
techniques such as ANOVA, Regression, Discriminant Analysis and a Decision Tree, the researchers
concluded that only two inventories on the test had a high impact on the target label. The Decision
Tree was used to provide insights into how the factors contribute. There did not appear to be any
steps documented on avoiding overfitting of the Decision Tree. Introducing cross validation into
the regression portion of their study or using a test set would have mitigated this but also reduced
the accuracy.
In a somewhat flawed study (research paper used the same data for both training and testing)
Nagadevara, Srinivasan, & Valk (2008) used five different machine learning techniques on a sample
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of 150 participants to determine that “absenteeism and lateness, job content, demographics
and experience” are good predictors of job turnover. Diez-Pinol, Dolan, Sierra, & Cannings
(2008) used a combination of ANOVA and Classification and Regression trees to compare the
attributes responsible for burnout based on a survey undertaken by 1,022 medical staff. They
found that employees who were specialists in a highly demanding job with low gender equality,
scoring low in job satisfaction and with a belief they were not getting paid enough were more likely
to suffer burnout. The tree that was generated from the data showed interactions of attributes
of people liable to suffer burnout. The end result generated interesting and relevant profiles of
participants. The Decision Tree allowed the visualization of the attributes that increased the
probability of suffering burnout but also what interactions among those attributes were important
for the prediction. Finally, Tung, Huang, Chen, & Shih (2005) used an ART2 Neural Network
model and a Decision Tree which created 52 rules that the paper concluded could be used for
“recruitment and management of Generation Xers” based on a survey of 311 people in Taiwan. It
is important to note for this paper that accuracy of the model was not specified and no type of
re-sampling was documented to provide a meaningful result.
These papers above show that using machine learning techniques can uncover interesting main
effects and interactions germane to explaining the target variable. Several of those studies used a
variation of decision trees to highlight interactions and how they play role in prediction. The black
box models were not investigated beyond looking at variable importance. Section 8.4 highlights
that machine learning algorithms can be used to find new main effects and interactions that
indicate how the probability of Silence changes when independent variables are changed giving
a more nuanced relationship between the target variable and its predictors, that might not be
otherwise found (O07, O08)
In order to determine if the models applied to the dataset in Section 8.2.2 produced reasonable
accuracy scores, relative to similiar studies already published, several research papers were examined.
While machine learning was not used in organizational research with respect to Silence previously, it
was applied to several studies that used survey instruments. These papers could provide a generic
AUC performance of models that are used to interrogate survey data. Suchting et al. (2019)
used survey data with the modelling technique Generalized Additive Model to try to predict the
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frequency participants would take cocaine. The paper reported results of an AUC of 0.567. In
another study, Choi et al. (2017) used an online questionnaire to record several constructs from
participants to see if it was possible to identify features that would highlight individuals social
support needs for “Online Health Social Networks”. Several models were tested where a GBM
provided the most accurate results with an average AUC of 0.8. Kessler et al. (2016) ran several
machine learning algorithms to try to predict major depressive disorders from self reported surveys.
The study attempted to predict five such disorders with an average AUC of 0.71 (0.71, 0.63, 0.73,
0.74, 0.76).
Zhang et al. (2019) used machine learning to determine the self-reported wellbeing of adolescents
achieving AUC performance of over 0.90. The paper used PCA to reduce the number of variables
which would have resulted in loss of interpretation but improved the performance. Chen, Kwan,
Quispe Ortiz, & Zamora Maass (2016) used machine learning to try to predict people’s attitudes
towards abortion with AUC scores of 0.618 (Random Forest), 0.631 (Logistic Regression), 0.615
(Decision Trees) for predicting Health related abortion attitudes (See Table 7 for more details in
the paper). Finally, Zhang et al. (2019) used several machine learning algorithms to try to predict
Well Being in China. The decision tree produced the worst performance with an AUC of 0.6297,
while the XGBoost algorithm (a variant on GBM) produced a model that had an AUC of 0.8830.
Kern, Klausch, & Kreuter (2019) used 6 machine learning algorithms to try to predict item non
response on the German Socio-Economic Survey and found their average Kappa to be 0.268 which
is considered acceptable (Landis & Koch, 1977).
The next chapter discusses the survey instrument in more detail and describes the constructs used
in the survey to gather data for this study.
Chapter 3
Scale Considerations and Theorised
Hypotheses
3.1 General Overview
This chapter is concerned with outlining the survey itself. It highlights the different areas reviewed
in the research literature in order to improve the initial survey. Originally the survey was designed
by the Organizational Silence researchers under the administration of Dr Michael Knoll. All
questions pertaining to this survey were taken from previously published research papers or added
by the researchers based on their expertise in the area of organizational research. All scales were
translated into their local languages and then translated back to English to confirm there was
nothing lost in the translation. Inconsistencies were resolved by communication with the project
administrator as recommended by Harkness, Pennell, & Schoua-Glusberg (2004).
Section 3.2 provides a brief overview of quantitative verses qualitative methods for gathering data.
It is included in this study to highlight that while we focused purely on quantitative measures due
to distance and scale of the project, several of the constructs benefited from using qualitative
methods in their construction. The data collection for this study used an online web portal.
Section 3.3 describes both the benefits and disadvantages of using web based collection tools.
The questionnaire relied on questions taken from other independent studies. The questions were
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combined into a single survey for this study and as a result the number of options available to
answer was not uniform. For example, all Silence questions had seven options for participants
while several of the health questions had only five available options.
Section 3.4 describes the questionnaire in the order that participants see the questionnaire. It
describes how each of the questions relates to their relevant construct. Section 3.6 outlines
previously discovered patterns from the literature review of how Silence should interact with other
constructs used in this study before suggesting eight hypotheses to look for in the final models in
Section 8.3.1 to achieve O06.
3.2 Quantitative verses Qualitative Research
Before undertaking research it is worth reviewing how research is undertaken and how that impacts
data collection and interpretation of results. While the review of how objectivism (one absolute
truth) and subjectivism (interpretation is part of the knowledge discovery) is outside the scope of
this thesis, it holds some relevance as to why an online quantitative method was chosen for data
collection for this study.
Quantitative methods are by far the most used methods in psychological research. McLafferty
Jr. et al. (2010) reviewing several studies highlighted that only 10% of psychology courses in the
US incorporate qualitative methods into their curricula. Another study reviewing four journals in
psychology found that only 1.4% of research papers used qualitative methods (McLafferty Jr. et
al., 2010). Quantitative methods are beneficial as they use pre-existing scales or constructs derived
from existing theory to measure phenomena. This is advantageous as it allows the comparison
of results with other research endeavours (Yilmaz, 2013). Quantitative methods approach data
collection and interpretation from a generalizable perspective. More concretely samples must be
representative as the aim is to generalize to the population (Borrego, Douglas, & Amelink, 2009).
Statistical tests such as regression aim to explain the majority of information within a dataset and
then based on the results apply the knowledge gained to a population. Outliers and data that
does not conform to the overall view is generally ignored so subtleties are missed and individual
nuance that might be found from participants individual stories and subjective interpretation of
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the questions/topic is lost or discarded (Patton, 2002). Equally the constructs that are created to
measure an issue may not in fact measure the issue under investigation (Chapter 4). Qualitative
research can add new meanings to quantitative research. People’s perception of the questions
may differ depending on Culture, circumstance and how the participants may be feeling that day.
Quantitative data gathering methods use forms, surveys, counts, models and statistical analysis to
generate or confirm hypotheses. Patton (2002) suggests that quantitative methods are more useful
in dealing with larger sample sizes – due to the cost and time considerations - where summary
statistics are being used to describe larger patterns (Yilmaz, 2013).
Qualitative research is a more humanist approach concerned with exploring a research question
together with the research subjects. While quantitative approaches use constructs and pre-defined
measuring instruments with the assumptions that these instruments are measuring what they are
supposed to, qualitative theories are constructed while the researcher interacts with the experiment.
The researcher is not independent. The data gathering is constructed by interacting with the
subjects and the researcher is instead encouraged to empathize with the research subjects and
take note of their interpretations of the subject matter as well as their life experiences (Yilmaz,
2013). Qualitative research takes advantage of grounded theory where the researcher is aware of
the intricacies of the literature but does not let it bias the experiment that they are running (Shah
& Corley, 2006). Qualitative research results can be interpreted in different ways owing to the
fact that the ontology changes depending on the person perceiving it and the context. The key
point of the research paradigm is that there is not just a single holistic truth (Yilmaz, 2013). Data
gathering techniques for qualitative approaches are normally text based using such techniques as
focus groups, analysis of conversations, interviews and even archival data to corroborate theories
(Borrego et al., 2009; Olds, Moskal, & Miller, 2005). Qualitative approaches lend themselves
extremely well to exploratory analysis as they are not confined to the restrictions that having a set
amount of closed questions would impose on a study. Questions that lead to surprising answers
can be followed up.
Traditionally qualitative and quantitative methods were considered diametrically opposed and
entrenched, due to their different aims and different viewpoints on how to approach a research
question (Smith & Heshusius, 1986). However, that view point seems to have shifted to a mixed
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approach. Tashakkori & Teddlie (1998) suggest that the methods can be used interchangeably
while Makrakis & Kostoulas-Makrakis (2016) suggested that the methods can be used in concert
with each other retaining the strengths of the both methods. This shift in thinking has resulted in
combined approach called Mixed Methods. The aim of mixed models is to utilize the strengths of
both quantitative and qualitative methods. House (1994) recommends letting the research question
inform the methodology to be used. Both quantitative and qualitative approaches are utilized
and the results integrated further into the research project, in the case of social sciences this
integration happens at a theoretical level (Creswell, 2003, p 212). However, Sale, Lohfeld, & Brazil
(2002) warn that attempting to combine two different methodologies based on two fundamentally
different paradigms could result in loss of information due to the bias of the researcher wishing to
match up similarities.
This survey used predominantly quantitative methods during the data capture process in order to
get as big a sample as possible. Some of the scales such as Diffident Silence were built on the
qualitative work of others who produced scales from their own research. The survey used for this
study contained a single qualitative question. The response rate was so low that the question was
discarded from the analysis.
3.3 Medium
The data collection for this survey and the medium used was an online web page allowing the survey
to be administered across a vast geographical area (NOAA, 2007). Rhodes (2003) citing Streiner
& Norman (1995) suggested that web based surveys may reduce participants need for social
desirability thus making a web based medium effective. Online surveys can have validation built
into the web forms to validate information such as making sure age is a number or that telephone
does not contain letters. However, web surveys have their own unique challenges. Toepoel, Das, &
Van Soest (2008) cited numerous studies which showed that the page layout, question layout and
answer choices all impact how users answer web based questions. Studies have been conducted
to measure the differences between having an entire survey on a single page with a scroll bar, or
whether clicking through to the next question using a continue button are more effective. Studies
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have found that having questions dealing with the same theme on a single web page or section has
resulted in correlated results but not to a statistically significant level (Dillman & Smyth, 2007;
Tourangeau, Couper, & Conrad, 2004). It has also been found that having one item per screen
increases non response bias verses multiple items on screen that take less time to complete.
An important advantage for this study was that participants had as much time as they liked to
answer the questions. Difficult questions could be answered without fear due to the survey being
completely anonymous even to the researchers.
3.4 Study Survey Instrument
The initial survey that was put together consisted of 136 questions. The survey instrument
comprised of an initial section which contained demographic information as well attributes about
where the person worked. Part 1 of the survey was referred to as ‘Societal and Organizational
Context’ and comprised of GLOBE organizational and societal questions (Section 3.4.2). The
questions had a range of 1-7 possible answers with labels applied at the start, middle (to denote
neutral opinion) and end. Part 2 was called ‘Communication of Critical Situations at Work ’ and
comprised of questions related to Silence and voice (Section 3.4.3). Three of the questions on
critical situations at work only had four possible options. The Silence constructs in this section
of the survey (Acquiescent Silence, Quiescent Silence, Prosocial Silence, Opportunistic
Silence, Diffident Silence and Disengaged Silence) all had seven point scales where each
point was labelled. Part 3 of the survey was called ‘Personal Situation and Relationship to the
Organization’. All items related to organizational identification were measured on a seven point
Likert scale where only the end points were labelled. This section of the survey consisted of Mental
Health and Health and Satisfaction where all questions had five available answers where every
point was labelled. The construct Presentism had four possible answers where each answer
was labelled. In the final three constructs Expectation of remaining in the same job until
retirement age, Expectation of remaining in the same organization until retirement age
and Expectation of remaining in the same profession or occupation until retirement age;
a Likert labelled scale with five options was made available to the participants of the survey.
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Table 3.1 shows the number of questions per construct. The column Level of Measurement
highlights the aggregation level of the original research. The Group informs what group the
questions fall under. Group was labelled as the name of the constructs where the constructs are
concerned. More concretely when the measurement level is specified as Societal Level, the
constructs were aggregated not to the individual level but to the societal level of the participants.
For Organizational Level constructs these were originally aggregated to either department or
company level. Individual level scores provide a score per individual. The full survey can be
seen in the Appendix A.1
Table 3.1: Questions per Construct and Level of Measurement
Level of Measurement Group Number of Questions Existing Construct
Individual Demographics 14 NA
Societal Level Uncertainty Avoidance Societal Practices 4 Existing Research
Societal Level Future Orientation Societal Practices 5 Existing Research
Societal Level Power Distance Societal Practices 5 Existing Research
Societal Level Collectivism 1 Societal Practices 4 Existing Research
Societal Level Humane Orientation Societal Practices 5 Existing Research
Societal Level Performance Orientation Societal Practices 3 Existing Research
Organizational Level Uncertainty Avoidance Organizational Practices 3 Existing Research
Organizational Level Future Oriented Organizational Practices 3 Existing Research
Organizational Level Power Distance Organizational Practices 3 Existing Research
Organizational Level Collectivism 1 Organizational Practices 3 Existing Research
Organizational Level Humane Orientation Organizational Practices 4 Existing Research
Organizational Level Performance Orientation Organizational Practices 4 Existing Research
Organizational Level Gender Egalitarianism Organizational Practices 3 Existing Research
Organizational Level Climate for Authenticity 6 New Research
Organizational Level Psychological Safety Climate 7 Adjusted Research
Individual Acquiescent Silence 3 Existing Research
Individual Quiescent Silence 3 Existing Research
Individual Prosocial Silence 3 Existing Research
Individual Opportunistic Silence 3 Existing Research
Individual Open Silence Question 1 Existing Research
Individual Diffident silence 3 Existing Research
Individual Disengaged Silence 3 Existing Research
Individual Critical Situations at Work 3 Existing Research
Individual Relationship to Organization 3 Adjusted Research
Individual Organizational Citizenship Behaviour 5 Adjusted Research
Individual Mental health 5 Adjusted Research
Individual Health 16 Sample of Questions
Individual Satisfaction 4 Adjusted Research
Individual Presenteeism 1 Adjusted Research
Individual Expectation of remaining in the same job/Organization/Profession 3 Existing Research
Research has shown that scales with seven options normally have the most reliability (Matell &
Jacoby, 1971; Preston & Colman, 2000). Seven points allow for more granularity in answering
and will avoid participants selecting a neutral value where they do not have a strong opinion on a
subject that might be the case with 5 options or even three options. Krosnick & Berent (1990)
found that verbal scales, where each answer has a verbal label, are more reliable than scales that
have just labelled the end points. The numbering of scales is also seen as important. Schwarz et
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al. (1991) found when administering surveys based on participant’s perceived success in life which
had a scale rating of 0-10 and a scale rating -5 to +5 that participants felt 0 on the first scale was
an absence of success. A negative value on the second scale was a measure of failure even though
conceptually they were measuring the same thing. This finding has been replicated in other papers
as highlighted by O’Muircheartaigh, Gaskell, & Wright (1993). For this study the range of possible
answers differs per construct, e.g., four, five and seven Likert options. The varying scales can be
problematic in a number of ways. If the question has a low number of items to choose from, for
example five, the participant could standardize on the non-committal middle value rationalising
there is not enough nuance. Non-committal answers are not particularly useful overall.
A second concern is some models such as CART and Random Forests have a bias towards attributes
with more unique values (Section 7.5.2 and Section 7.6.1 for more details). Given this bias in
the model, even with values scaled and centred, a seven point Likert scale would have a higher
probability of more unique answers than a four point Likert scale question. Both CART and
Random Forest would find the attributes with the higher number of unique values as more predictive
biasing the the variable importance of the algorithms.
3.4.1 Demographics
While labelled as a construct in the table, Demographics provided information on the people
undertaking the survey. It contained information such as age, gender, working hours, both primary
job (PJHOURS) and secondary job (SJHOURS), education level (EDUC), country (CTRY) or
if participants were ex-patriots (NATION). It also requested some information on where the
participant worked (BRANCHE), their job title and how long they were with their respective
companies (NATION), what type of contract (CONTRACT) they were on and if they worked
multiple jobs (MJOBS). It asked for information on if they were a manager (MNG) and how many
direct reports they had (FOLLWRS).
Although research indicates that this information should be put at the end of the survey due to its
low cognitive overhead, it was left at the start of the survey to see if a specific demographic of
person broke off from the survey or showed signs of specific biases that might come up in the data
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exploration phase of the study.
3.4.2 Societal and Organizational Context
Although GLOBE originally created 36 cultural/organizational constructs to collect their data,
this study only incorporates 13 of them (House et al., 2019 Chapter. 6). GLOBE’s items within
a construct were measured based on the “should be” and “as is” principles. In other words an
organization’s or society’s values verses practices. This was done at organizational and societal levels
resulting in 9 constructs at both levels of abstraction for “should be” and “as is” measurements.
For example, participants believed Power Distance should operate in a particular way. A second
Power Distance construct would measure what the reality was. This measurement was measured
at the company and at the Societal level resulting in 4 constructs for Power Distance. For this
study only 6 societal level “as is” constructs were used on societal level for the survey. Seven “as
is” items were measured on organizational level meaning in total the survey utilized 36% of the
GLOBE survey instrument.
R. J. House et al. (2004b, p. 124) stated that the constructs were unsuitable to use on an
individual level and should not be used in this manner. However, this study takes inspiration from
the research of Bertsch (2012) which managed to validate several GLOBE constructs on individual
level. For this study the constructs were aggregated on individual level for both organizational and
societal level constructs to investigate the validity at this level. The societal constructs were also
aggregated up to country level. The organizational constructs require that the participants give
the place of their employment in order to be able to roll that information up into the relevant
company aggregate. It was only possible to collect the industrial sector where participants worked.
As a result, the constructs were aggregated to individual and industry level and the results were
validated in Chapter 5. The following paragraphs will explain each construct.
Uncertainty Avoidance Societal Practices is the degrees of effort undertaken by a group or
collective to avoid uncertainty in their lives. This can manifest itself by creating rules and regulations,
being resistant to change and formalizing processes and agreements with degrees of tolerance for
rule breaking implemented (House et al., 2019 Table 19.1). Uncertainty avoidance was measured
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on both a societal and an organizational level (Uncertainty Avoidance Societal Practices and
Uncertainty Avoidance Organizational Practices). The constructs were measured in both
this study and the GLOBE study by 4 questions and 3 questions respectively. High agreement
by participants undertaking the questionnaire with the statements in the survey resulted in high
scores of uncertainty avoidance.
Future Orientation Societal Practices is the process by which a group plans and is rewarded
for the future orientated behaviour. Groups that score highly in this construct, generally plan for
the future, have strategic goals and plans to achieve them, sometimes to the detriment of their
present situation. Groups that have low scores in the future orientation construct generally live in
the present and are less encumbered by past or future worries. GLOBE’s constructs for Future
Orientation are on both a societal (Future Orientation Societal Practices – 5 questions) and
an organizational level (Future Oriented Organizational Practices - 3 questions). In general
societies that score highly in future orientation questions are economically well off, have flexible
managers in strategic long term thinking work environments and value deferring of gratification
(House et al., 2019 Table 13.1)
Power Distance Societal Practices is concerned with measuring how a society/collective
responds to power. More concretely it is concerned with the perception of power within a society
or group. For example, groups that score highly in power distance view power as a necessity that
promotes stability and order (House et al., 2019 Table 17.2). Class systems exist, civil freedoms
are weak and the social mobility is limited. For this study power distance is measured on a societal
(5 questions) and organizational level (3 questions)
Collectivism 1 Societal Practices or Institutional Collectivism is related to group behaviour
and the propensity of people to act as a collective. Cultures who score highly in collectivism
generally have highly cohesive groups where individual goals are secondary to the groups (House
et al., 2019 Table 16.1). The pace of life in a highly collective society is slower, heart attack
rates and divorce rates are lower and tribalism is more prevalent (House et al., 2019 Table 16.1).
Within an organization GLOBE posits that organizations with high collectivism have employees
who believe in making sacrifices for the good of the company. The company in turn will look after
the welfare of the employees. Promotions, trainings, achievements and interactions within the
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company are all undertaken with a group focus. The GLOBE project split collectivism into in
Group Collectivism and Institutional collectivism. It was decided to only record participant’s
views on Institutional collectivism (4 questions) in order to keep the survey size down which as will
be seen from the pre-test (Section 3.5) was already deemed too large by participants.
Humane Orientation Societal Practices takes its humane orientation definition from House
et al. (1999) which defines the concept as a Culture or organization that promotes and rewards
humane behaviour such as fairness, generosity and kindness to others (House et al., 2019, p.
569). According to House et al. (2019) Table 18.1, societies and organizations that have a
high humane orientation value others and have a focus on altruistic behaviours. The societies
are tolerant, paternalistic and are encouraged to provide social support to each other. Children
should be controlled and obedient to their parents (House et al., 2019 Table 18.1). In our study
Humane Orientation Societal Practices was measured on societal level by five questions and
on Organizational level by four questions
Participants that produced high scores on the construct Performance Orientation Societal
Practices would have attributes such as strong economic and prosperous conditions as well as
high levels of development.
Gender Egalitarianism consists of four questions on the organizational level to see if organizations
try to maximize or minimize the differences between men and women. Four questions were used on
the original GLOBE study but only three were taken into account by the questionnaire setters for
this study. Organizations and Cultures that have high scores on this construct tend to have more
women in higher positions of both authority and status who have the ability to shape decision
making. Generally, higher levels of Gender Egalitarianism result in more women in the work
force and education levels between the sexes are roughly equal (House et al., 2019 Table 14.2).
Presentism was measured by a single question taken from Aronsson (2000) which asked “..previous
12 months that you have gone to work despite feeling that you really should have taken sick leave
due to your state of health”.
Expectation of remaining constructs consisted of three questions, each to be interpreted
at question level. The first construct - Expectation of remaining in the same job until
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retirement age - was taken from Liebermann, Wegge, & Müller (2013). The researchers building
the questionnaire for this study decided to flesh out the theme by adding two more questions
that would clarify if the participant in the survey liked their profession and not their company
(Expectation of remaining in the same organization until retirement age, Expectation
of remaining in the same profession or occupation until retirement age)
Psychological Safety Climate is taken from Baer & Frese (2003) and it measures if the climate
within an organization is amenable to employees taking personal risks. Specific to our case would be
voicing to senior managers if there would be a problem/areas for improvement in the organization
without fear of reprisals (Baer & Frese, 2003, p. 50). Seven Questions were used to measure
Psychological Safety Climate in this survey but several of the questions were slightly reworded.
Climate for Authenticity involves behaving in a way that is true to the ones feelings, morals
and thinking and being able to express oneself in a manner that is consistent with these feelings
irrespective of outside influences (Kernis & Goldman, 2006). It can be broken down into two
subsections; self-orientation and expression orientation (Knoll, Meyer, Kroemer, & Schröder-Abé,
2015). The former being that a person has high self-awareness of their different facets of emotions
and thoughts and the ambition to integrate them into a whole. The latter being an individual’s
desire to express themselves in an authentic manner which is consistent with their self (Knoll et al.,
2015). M. Knoll & van Dick (2013a) found that Climate for Authenticity was a very strong
predictor in influencing if people will engage in voice or not. Questions for this construct were
created specifically for this study. The construct was inspired by Grandey, Foo, Groth, & Goodwin
(2012) which was originally validated on group (organizational) level based on seven questions
showing good fit statistics. This new construct contains six questions.
3.4.3 Communication of Critical Situations at Work
As discussed in Section 2.2, Silence is defined as not speaking up on issues or ideas when employees
have something to say. It is possible that employees can remain silent simply because they have
nothing to say on a particular issue or they do not have enough information in order to speak
up (Morrison, 2014b; van Dyne et al., 2003). This study measures Silence using 6 constructs
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taken from two papers: four constructs from M. Knoll & van Dick (2013b) and two taken from
Brinsfield (2013a). The first four constructs taken from M. Knoll & van Dick (2013b) quantified
the ideas of van Dyne et al. (2003).
Acquiescent Silence is a disengaged passive behaviour where information is withheld because the
employee believes their contribution is neither welcomed nor wanted by their management (Farrell,
1983; Kahn, 1990; Morrison & Milliken, 2004). Employees believe speaking up would not make a
positive difference to the environment or their situation (Liu, Wu, & Ma, 2009). The employee
has resigned themselves to the fact that change would not happen with their participation and so
does not actively participate in any voice activities (van Dyne et al., 2003).
Quiescent Silence is an active behaviour in which the employee does not speak up for fear of
the consequences (Pinder & Harlos, 2001). It is a behaviour that is rooted in self-protection and
has been used in creating the concept of defensive Silence (Acaray & Akturan, 2015a; van Dyne
et al., 2003). An employee may see a problem within the work environment and have views on
potential solutions but keeps quiet because those potential solutions may impact negatively on the
employee or run counter to the majority of the group’s opinions (M. Knoll & van Dick, 2013b).
Prosocial Silence is an active behaviour where the goal of staying silent is rooted in altruistic or
co-operative aims to the benefit of colleagues or the organization (Acaray & Akturan, 2015a; van
Dyne et al., 2003). An example of pro-social Silence could be not reporting unethical behaviour of
a work colleague because it could result in the termination of that colleague’s employment. A
more extreme example would be to withhold information from managers about the potential of
automating a process to save money and increase productivity, as it might result in job losses
for colleagues. From an organizational perspective an employee would refrain from talking about
confidential information about the company or keeping confidences when the company is acting in
bad faith (Podsakoff, MacKenzie, Paine, & Bachrach, 2000).
Opportunistic Silence is an active behaviour where employees withhold information in order to
try to gain advantages for themselves. Employees engage in this behaviour to avoid additional
tasks or to avoid losing status and power. The behaviour manifests where employees refuse to
share information useful to other colleagues with the accepted knowledge that it could be to
detriment of these colleagues (Garfield, 2006; M. Knoll & van Dick, 2013b)
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The remaining two Silence constructs were taken from the work of Brinsfield (2013a). Diffident
Silence is the act of remaining silent due to lack of confidence or fear of embarrassing oneself
(Brinsfield, 2013a). Disengaged Silence is the act of remaining silent due to the individual being
disengaged from their role within the organization. There is an accepted overlap with Acquiescent
Silence but Brinsfield (2013a) points out that while the Acquiescent Silence construct contains
information on individual’s helplessness to make a difference within the organization, Disengaged
Silence, the feeling of indifference, should be treated as a separate construct. Both constructs
are taken from Brinsfield, Edwards, & Greenberg (2009) and Brinsfield (2013a). The studies were
motivated in part by Vakola & Bouradas (2005) and van Dyne et al. (2003) where Brinsfield
(2013a) suggested that the ideas by van Dyne et al. (2003) needed more research in order to
validate the constructs and test them for reliability.
Three additional questions were asked in the instrument including: (1) How often did you prefer
to remain silent (CRITSITS), (2) how often did you express concerns or opinions to someone who
is able to change the situation (CRITSITV) and (3) Have you noticed such a situation during the
last six months? (CRITSIT). There were potentially two class labels within this section. The aim
of this thesis was to predict when someone would stay silent and what attributes were useful for
predicting this. The question CRITSITS was used to determine when someone would stay silent or
not. A small modification was made to the label to convert it into a binary label as discussed in
Chapter 6. In order to only choose people where it made sense to measure Silence, it was decided
to only include individuals who had witnessed a situation where voice or Silence could be practiced
based on CRITSIT. Finally, the question CRITSITV was removed in Chapter 6 given that voice
and Silence were being treated as integrated concepts (Morrison et al., 2011).
3.4.4 Personal Situation and Relationship to The Organization
For this study, researchers who composed the questionnaire realized that the probability of someone
remaining silent in work were not exclusively dependent on Silence and cultural factors. To this
end additional constructs were added to provide a more rounded picture.
Relationship to Organization consisted of 3 questions taken from Postmes, Haslam, & Jans
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(2013) which all asked how much a participant identified with colleagues, manager and company.
The aim of these questions was to measure how much each employee identifies with the organization
and their current activities to that effect. It’s included in the constructs for this study because
a loyal employee might be more willing to speak up when they see something amiss within the
organization or paradoxically keep quiet to protect the organization.
Organizational Citizenship Behaviour (OCB) consisted of 5 questions taken from Van Dick,
Grojean, Christ, & Wieseke (2006) as a single construct. The construct is based on a single set
of questions that are broken down into three subsets: helpfulness, conscientiousness and a single
item to determine if a person informs their superior if they are coming in late to work or not
(Van Dick et al., 2006). The original OCB scale is taken from Van Dick et al. (2006) but only
a sample of five questions were utilized in this study by the psychologists. For this study the
researchers decided to swap out this last question and insert the question “I inform my colleagues
and supervisors early when I’m unable to come to work”. The researchers on this project have
hypothesized that the 5 question scale from the original survey can be broken down further into
Helpfulness (two questions) and Conscientiousness (two questions) with ocb5 being a stand
alone question.
The original scale for Satisfaction With Life was measured by “The Satisfaction with Life Scale”
which originally consisted of 5 statements where the respondents answered on a 7 point Likert
scale (Diener, Emmons, Larsen, & Griffin, 1985). This study adapted the structure of the original
questions to ask if respondents were satisfied (Satisfaction) with their health, their jobs, their
life and their ability to do their jobs. The four questions themselves were treated as separate
constructs.
Mental Health taken was from Ware (2000). The original survey for this construct comprised
of 36 questions which were used in the creation of 8 constructs. The original aim of the scale
was to provide a generic insight for both physical and mental wellness of individuals. This study
used 5 questions related to Mental Health from this survey. Mental Health in particular is of
interest as it was expected that low values in the Mental Health construct would result in higher
probabilities of Silence. Silence has previously been linked to burnout (Knoll, Hall, & Weigelt,
2018).
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The Health construct consisted of a sample of questions comprising of both physical and mental
complaints taken from Derogatis, Lipman, Rickels, Uhlenhuth, & Covi (1974). Originally developed
to measure the common complaints of outpatients, the survey comprised of 58 items which were
used in the construction of 5 factors. For this study a sub sample of 16 questions was chosen
comprising of a mix of physical and mental complaints.
3.5 Pilot Survey
In order for any modelling technique to be successful the data being collected must be valid and
representative for the problem being investigated. Generally, pilot studies are created and sent
out to a group of testers who provide feedback on the survey instrument itself before it goes live.
This section addresses O02 (. . . pilot study and review results) by considering two pilot studies and
exploring the results to find problems or biases within the survey instrument.
Pilot studies facilitate catching any errors in a survey that may bias the results and undermine the
data quality as well as impact the results of any validity and reliability analysis. Examples include
user misinterpretation of the questions, misunderstanding of the questions, directions, spelling,
grammar mistakes and system errors with the medium. Although the survey had already been taken
by a single country (Poland) at this stage, it was decided for this study to solicit a convenience
sample of friends and work colleagues for their feedback based on their experience of taking the
survey. Feedback was qualitative in nature based on 10 minute face to face conversations or email
exchange. The main common feedback was
• The survey was too long and questions sounded too similar, particularly the GLOBE questions
about society and organizational questions.
• Expatriates had problems with the society questions in the GLOBE portion of the study as
they were unsure if the questions were being asked about the society in which they currently
were based or the society in which they grew up.
• Additional information suggested by users was added including, the size of the firm, a
question to determine expatriate status and the industry they worked. These suggestions
were included in a second pilot study which was taken by a convenient sample of family
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members.
The feedback that was incorporated into the main survey included adding questions to determine
if people were ex-pats or not. This was a result of the literature research in Section 2.3 which
suggested ex-pats may have different patterns within the constructs to native populations. This
question was inserted into the German questionnaire but not the Italian (accidental omission)
or Polish sample. It was used to find people who identified as German. A second question was
added to determine if participants who declared as managers actually were managing people or
not. This was added because anecdotal experience within a large multi-national corporation,
suggested that people can have job titles such as “Project Manager”, “Program Manager” or even
“Office Manager” but have no direct reports. The existing question in the survey “Do you occupy
a supervisory or managerial position” could be construed as a compound ambiguous question.
Asking for the number of direct reports clarified the question and provided another data point.
As a result of this work, the Italian and German survey used some of the changes suggested by
this research. However, in order to have a homogeneous dataset with Poland, not all changes
could be utilized. More detailed analysis of the survey results can be found in Appendix C.2. The
data gathering phase for the overarching study being run by Dr. Knoll is collecting data for a wide
number of countries. The changes suggested in this thesis were suggested as ways to improve the
research and were applied to the data gathering of other country teams that had not started their
data gathering. A more detailed explanation of the pilot study and preliminary exploration of the
initial data can be found in Appendix C
3.6 Theorised Hypotheses Based on Known Patterns
of Silence
Although the relationships between Silence and other attributes were covered briefly in previous
sections, this section specifically examines previous research to identify existing patterns or
hypotheses put forward by past studies. While a statistical test might test these hypotheses
specifically, machine learning investigated if a selection of machine learning algorithms could
identify previously stated hypotheses. The over arching idea was, if the machine learning models
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picked up the expected relationships from the data that were theorised by researchers previously,
the model could be considered a good model for Silence. New patterns of discovery within the
model specifically related to Culture and interactions between constructs that predict silence could
then be given more credibility. As a result of these findings, eight hypotheses were put forward for
this study to validate model based on statistically significant, albeit relatively low, correlations
(O06)
Acquiescent Silence was found to correlate positively with defensive Silence, strain, turnover as
well as having a positive relationship to Power Distance and Collectivism in previous studies
(Kılınç & Ulusoy, 2014; M. Knoll & van Dick, 2013b; Rhee, Dedahanov, & Lee, 2014; Tan, 2014).
Acquiescent Silence was found to negatively correlate with Job Satisfaction and Well-Being
(M. Knoll & van Dick, 2013b). Previous research that used Silence in conjunction with GLOBE
constructs was not unearthed during the literature review. However, recall that Huang et al. (2005)
introduced several studies into the literature which showed that high power distance societies
tended not to openly express their anger or dissatisfaction to their superiors.
Quiescent Silence was found to be negatively associated with Job Satisfaction, and well-being
while being positively associated with strain and turnover (M. Knoll & van Dick, 2013b). Prosocial
Silence was found to be a good negative predictor of employee performance as well as being
negatively correlated with Well-Being and Authenticity (Kılınç & Ulusoy, 2014; M. Knoll & van
Dick, 2013a, 2013b).
Opportunistic Silence was found to be negatively associated with Well-Being and Authenticity.
Diffident Silence was found to be negatively related to Psychological Safety and positively
related to neuroticism (Brinsfield, 2013a). Disengaged Silence is useful as a negative predictor
for voice (Brinsfield, 2013a). Given the overlap with Acquiescent Silence, the expectation during
the data exploration stage is that both of these constructs will be highly correlated. Based on the
literature review the following hypotheses were investigated:
• H1: As the values of Acquiescent Silence, Quiescent Silence, Opportunistic Silence, Disen-
gaged Silence and Power Distance increase the probability of engaging in Silence should
increase.
• H2: An Interaction between high values Acquiescent Silence or Quiescent Silence and low
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values of Mental Health should increase the probability of engaging in Silence.
• H3: As Quiescent Silence increases in conjunction with low or declining values of Job
Satisfaction, the probability of engaging in Silence increases more sharply.
• H4: When Power Distance Interacts with high levels of Collectivism, the probability of
engaging in Silence increases more sharply.
Authenticity was found to have a positive relationship with voice, while a negative relationship
to Quiescent Silence, Pro-Social Silence, Opportunistic Silence, and Quiescent Silence
was found by M. Knoll & van Dick (2013a). Relationship to Organization was found to be
positively related to voice (Tyler & Blader, 2003). Satisfaction, specifically job satisfaction, has
been shown to have a negative relationship with both Quiescent and Acquiescent Silence (M.
Knoll & van Dick, 2013b). Morrison (2014b) suggests employees who work in a safe environment
will express their opinions more readily. Given a safe work environment, employees will also have
the ability to be more authentic. Botero & Van Dyne (2009) highlighted studies that showed that
employees who identify with their supervisors are more communicative. Milliken et al. (2003)
suggested that ambitious employees may filter bad news to managers to preserve their career
aspirations. This study could potentially measure this second phenomenon via Opportunistic
Silence where people may stay silent to protect knowledge or avoid additional work (M. Knoll &
van Dick, 2013b).
• H5: As Acquiescent Silence, Quiescent Silence or Opportunistic Silence interact with the
construct Authenticity, the probability of engaging in Silence should level off or decrease as
Climate for Authenticity increases.
• H6: As Acquiescent Silence, Quiescent Silence or Opportunistic Silence interact with the
construct Psychological Safety Climate, the probability of engaging in Silence should level
off or decrease as Psychological Safety Climate increases.
• H7: As Climate for Authenticity, Psychological Safety Climate, Job Satisfaction, Identification
with organization, team or supervisor increases, the probability of engaging in Silence
decreases.
Both Çınar, Karcıoğlu, & Alioğulları (2013) and Fatima, Salah-Ud-Din, Khan, Hassan, & Hoti (2015)
found that there was a negative correlation between Organizational Citizenship Behaviour
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and Organizational Silence. Acaray & Akturan (2015b) found that both Acquiescent Silence
and Prosocial Silence correlated with Organizational Citizenship Behaviour.
• H8: As Organizational Citizenship Behaviour interacts with low or declining values of
Acquiescent Silence, the probability of engaging in Silence should decrease more sharply.
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Chapter 4
Survey Validity and Reliability
Methods
4.1 Introduction
After the pilot study the main survey was undertaken by Germany and Italy. Recall that the
Polish data collection had been ongoing in parallel to the pilot study. While the project ultimately
collected data from 19 countries, only 3 countries were collected in time for consideration in
this study. Due to the uncertainty surrounding when the data would be available, a cut off was
established at three countries for this thesis. The three countries used were Poland, Germany and
Italy.
Concepts created by scales need to have high validity, high reliability and high discriminatory ability
in order to be considered useful data gathering instruments. In order to address O03 (. . . the validity
and reliability of the questionnaire) it was necessary to determine if these new constructs were
valid (measuring what we thought) and reliable (measuring consistently) using EFA (Exploratory
Factory Analysis), CFA (Confirmatory Factor Analysis), MGFA (Multi-group Factor Analysis),
Cronbach Alpha and Omega. These statistical techniques were applied in order to make sure the
data quality of the inputs into the modelling tasks was valid. If the data was not valid in respect
to what it was measuring but still proved to be a decisive delimiter of Silence behaviours, it would
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warrant careful interpretation. This chapter lays the ground work for establishing the data quality
of the constructs. Section 4.2 describes Factor Analysis, a technique used to both explore and
confirm the validity of constructs. Section 4.3 describes the technique using factor analysis to
determine if the questionnaire meant the same thing to people across groups using Multi Group
Factor Analysis. Section 4.4 describes the theory of testing if constructs were reliable.
Overall, this chapter discusses the theory behind these techniques and if:
• The scales were measuring what they should be measuring, i.e., was it a valid construct for
the topic?
• Different countries extracted the same meaning from the questions.
• The constructs measured their themes reliably, i.e., did the reliability of the questions hold
across each of the constructs?
4.2 Validity
Validity can be broken down into multiple sub categories of validation. There are more categories
than discussed here and interested readers are directed to Coolican (2009 Ch. 4) which provides a
more in depth treatment. The main sub categories comprise of content, internal, construct, face,
and external validity where internal and external validity are considered most important (Navarro,
2015).
Content Validity is achieved when the questions being asked measure the area that is under
investigation. For example, in the Silence domain there were several constructs being measured
and the questions being asked must be relevant to each of these constructs they were measuring.
Hypothetically a question pertaining to automobile ownership would fail content validity if the
scale was supposed to be measuring Silence. Coolican (2009) recommends asking colleagues or
subject matter experts to review questions to validate their use in a survey instrument. For this
study, the questions were selected based on strong theoretical underpinnings based on previous
literature and the experience of the researchers running this project, giving confidence that the
survey instrument had content validity.
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Face Validity is similar to content validity except it does not require any existing scientific support.
The questions just need to look like they make sense at a cursory glance. It is not a scientific or
robust method for measuring validity (Coolican, 2009; Navarro, 2015). For this survey, content
validity was verified by both the survey creators and feedback from the pilot study participants
about the meaning of the questions. Based on the previous criteria, the survey instrument was
said to have face validity.
Construct Validity confirms that the instrument being used to measure a specific topic is appropriate
for the theory being tested. It consists of convergent (the interrelatedness of questions measuring
the same thing) and discriminant (the constructs being measured are specific to the theory being
measured and do not overlap with other constructs). Carmines & Zeller (1979) recommend a
three-pronged approach for construct validity:
• Define the theory behind the constructs (Chapter 3).
• Investigate the relationships between the constructs (Section 3.6, Section 6.3.5).
• Interpret the construct (Chapter 5.1).
The questions and the constructs being used for this study come from existing published research
papers where several techniques were used to validate the constructs. Several constructs were
adapted or modified for this study. In order to validate the constructs Factor Analysis was used to
explore the constructs and to confirm existing validity. Factor Analysis is described in Section 4.2.1.
Construct validity can also be shown where the relationships between constructs is consistent
across experiments. Frost et al. (2007) and Hernon & Schwartz (2009) suggest using correlation
analysis on new data where relationships have been shown to exist previously. When validating a
new construct, theory should be able to validate the construct by comparing it with an existing
similar construct.
The aim of Internal Validity is to verify that the constructs are measuring the phenomena under
investigation. Confounders must be investigated to validate the instrument is not accidentally
measuring something that is not part of the research question. It is referred to as internal validity
as it is relevant to measurements within the study itself (Navarro, 2015). Hernon & Schwartz
(2009) posit that the aim of internal validity is to remove variables from survey instruments that
might interfere with the ability to make inferences about a subject matter. External Validity is the
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ability of the survey instrument to support inferences to the larger population based on the sample
(Coolican, 2009). It is self-evident that different populations may answer questions differently. In
this study there were three samples from three different populations under investigation: Poland
(PL), Germany (DE) and Italy (IT).
From the literature reviewed the two main types of analysis typically undertaken to explore and test
for construct validity were Exploratory Factor Analysis (EFA) and Confirmatory Factor Analysis
(CFA). For this study both EFA and CFA were undertaken to determine construct convergence
and divergence. The tests were carried out on all three datasets combined and then individually
on each dataset. CFA was used to confirm the internal validity of the constructs. Attempts were
made to verify external validity by comparing the results and model fit of the CFA in this study
with previous research for the same constructs. Multi Group Factor Analysis (MGFA) was applied
to determine if the constructs used to measure individual level constructs were equivalent across
groups. More concretely MGFA would clarify if the questions and the constructs meant the same
thing to the different groups/countries where the questionnaire was answered. MGFA which is an
extension of CFA is described in Section 4.3.
4.2.1 Factor Analysis
Factor Analysis is a data reduction technique that reduces observed variables to unobserved
latent factors (Norris & Lecavalier, 2010). The thinking behind factor analysis from a personality
survey perspective is that participants have inherent hidden characteristics (latent variables/
factors/constructs) and those characteristics motivate people to answer questions (observed
variables) the way that they do (Decoster & Hall, 1998). Factor Analysis minimizes the number of
variables while attempting to maximize the amount of shared variance (Field, Miles, & Field, 2012).
A correlation matrix or covariance matrix is produced and questions that correlate highly in these
matrices are thought to be influenced by the same latent factors. Factor Analysis produces loadings
or weights which can be interpreted similarly to regression coefficients (Kline, 1994). The loadings
characterise how much each observed variable is correlated with the latent factor, providing a
useful convergent method for establishing the validity of constructs (Harman, 1961; Henson &
Roberts, 2006; Thompson, 2004). Tabachnick & Fidell (2007) states that factor analysis consists
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of the following steps:
• Select variables that are theorised to be related to a latent factor.
• Generate a correlation matrix and extract the factor loadings.
• Interpret the factors and rotate the factors to improve interpretability if necessary.
4.2.2 Exploratory Verses Confirmatory Factor Analysis
As mentioned previously, Factor Analysis can be split into two methods: Exploratory Factor Analysis
(EFA) and Confirmatory Factor Analysis (CFA). EFA is generally used during the construct creation
phase where the aim is to explore the data with no previous theory or hypothesis (Henson &
Roberts, 2006). It is described as a data driven approach where the underlying constructs in the
data that explains the common variance in the questions are sought. There are no restrictions
made on the number of attributes or factors to be used in the experiments (Brown, 2006). EFA
is used for deriving hypotheses and for data exploration by grouping attributes based on their
correlation matrix. EFA allows attributes to load onto all factors where the factors are subsequently
rotated to achieve model parsimony (Brown, 2006, p. 43). The aim is to find a simple structured
model where attributes load cleanly onto a factor. EFA was used to ascertain if there was a better
configuration of the Health and Mental Health questions derived algorithmically from the data
which made sense. There was some overlap where some Health questions appeared to ask the
same question as Mental Health questions. The overlap suggested there might be a better
configuration than the one outlined in original survey. Section 5.5.6 explored this theme in more
detail.
CFA on the other hand is theory driven. Existing hypotheses on how variables should load onto a
factor are known a priori. The hypotheses generally come from pre-existing research or previous
experimentation. More concretely the factor loadings are forced to zero in the regression formula
where the researcher believes there is no relationship. Statistical tests are performed to test the
adequacy of the model fit (Kalliath, O’Driscoll, & Brough, 2004; Kolenikov, 2009). The pre-setting
of the relationship between attributes and factors means that there is no need to rotate factors
in CFA (Brown, 2006, p. 43). For this study, several of the construct’s questions were added
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or reworded slightly from their original versions in previous literature. CFA was applied to those
questions and constructs to see if the new constructs were valid. Section 5.5 details the constructs
in question and the results obtained from the CFA to ascertain the validity of the constructs.
4.2.3 Factor Representation
Factors are generated via linear combinations of the correlation matrix generated from participant’s
responses. The aim is to separate unique covariance from common covariance and error variance
(Osborne, Costello, & Osborne, 2005). Good factors have high correlation with the latent factors.
Questions attempting to measure the same underlying construct should be highly correlated with
each other and have a low correlation with other factors. Factor Analysis as a result can be
represented by a linear formula shown in Equation 4.1. The coefficient βi is the correlation of the
answered question to the factor and xi is a scaler number for answers submitted by the participants
of the survey (Field et al., 2012, p. 753).
Factor = β1x1 + β2x2 + ...+ βnxn (4.1)
The formula for Factor Analysis produces a factor matrix which can be written in matrix algebra
form where the columns represent the factors and the rows represent the questions correlation to
that factor (Field et al., 2012, p. 754). The factor matrix can then be multiplied by a person’s score
on the relevant questions to get their respective score on the factor. There are numerous methods
to extract the factors including principal components, principal factors, maximum likelihood and
generalized least squares (Tabachnick & Fidell, 2007). For the purposes of this study Robust
Maximum Likelihood called MLR was used because during the data exploration stage in Section
5.4, it was found that the data were non normal in their distributions. Beaujean (2014, p. 156)
recommends using robust statistical estimators such as MLR to produce more accurate estimators
when confronted with non normal data.
Beaujean (2014, p. 156) specifies that with large sample sizes, a value called a “T-Value” can
be calculated by multiplying the size of the sample by the fit function. This T-Value has a X2
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distribution with degrees of freedom equal to useful information minus the estimated parameters
from the model. MLR involves making a modification similar to that outlined by Yuan & Bentler
(2000). Beaujean (2014, p. 156) states that the previously mentioned “T-Value” is corrected with
a factor that represents the average kurtosis in the data. This correction is available in lavaan by
setting the model to estimate based on MLR (Rosseel, 2012). The estimation using MLR produces
scaled fit statistics that can work with incomplete data (Rosseel, 2012). Interested readers are
directed to Beaujean (2014) and Yuan & Bentler (2000) for more detailed information.
4.2.4 Number of Factors
Hair, Black, Babin, & Anderson (2010, p. 676) recommend that a factor should have a minimum
of 3 items per factor so as “to provide minimum coverage of the construct’s theoretical domain”.
Fabrigar, Wegener, MacCallum, & Strahan (1999) albeit in an EFA context recommends between
three to five items. Osborne et al. (2005) concurs with five items and warns that factors with
less than three items can result in unstable solutions. Raubenheimer (2004, p. 60) states that
although two items loading onto a specific factor is possible, it should be seen as the exception
not the rule. Yong & Pearce (2013) claim that two items loading onto a factor is acceptable
but that the correlations among the items in the factor must be extremely high (r > 0.7) while
remaining uncorrelated with the items that are not associated with the factor. Beaujean (2014, p.
40) also suggests that a two item factor is possible if the errors on the items do not co-vary and
the loadings are restricted to be equal.
In EFA, the number of factors to keep needs to be determined. There are several methods used
to determine the number of factors that should be extracted from a dataset. Field et al. (2012,
p. 762) outlines some of these methods including a Scree Plot where the number of factors is
plotted against eigenvalues generated from the correlation matrix, in descending order. In theory,
each attribute in a dataset can have an eigenvalue but the aim of the scree plot is to select the
factors with the highest eigenvalues. Normally the cut off point for this is the point of inflection
on the graph where the descent of the line levels off. A second method to determine which factors
to retain is Kaisers Criterion which states that all eigenvalues greater than one should be kept
(Kaiser, 1960). Fabrigar et al. (1999) are critical of both methods suggesting that the cut off
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points for both the scree plot and the Kaisers criterion are arbitrary and subjective. They go on
to cite several studies which show Kaisers criterion tends to retain too many or too few factors
(Zwick & Velicer, 1986).
An alternative to the previous methods is a technique called Parallel Analysis (Fabrigar et al.,
1999). The algorithm first generates random data with the same number of rows and columns
as the dataset under investigation. Principal Component Analysis (PCA) is performed on the
data repeatedly where the eigenvalues are recorded and averaged. The averaged eigenvalues are
compared to the random eigenvalues in the real dataset. Eigenvalues that are greater than the
eigenvalues in the real dataset are kept. This method suffers again from an arbitrary cut off point
where some factors might fall just below the average and some factors might be above the average
(Fabrigar et al., 1999).
For this study EFA was employed to investigate the Mental Health and Health constructs due
to the overlap of many of the questions between the constructs. All three methods described
above were utilized to provide a more rounded recommendation of the number of factors to keep.
The aim of the EFA was to determine if there was a better configuration of questions that would
produce theoretically useful predictors which measured single attributes of the participants, allowing
disambiguation of the two constructs.
4.2.5 Factor Loadings
Factor loading recommendations vary. Tabachnick & Fidell (2007, p. 702) citing Comrey & Lee
(1992) recommend cut-offs of between 0.32 and 0.71. Anything below that should be dropped.
Guadagnoli & Velicer (1988) recommend with sample sizes greater than or equal to 150 individuals
then 0.6 is considered a good cut off. The same paper specifies that weak factor loadings of 0.4
are only useful when the sample size is greater than 300 observations. Other recommendations
include factor loadings of 0.6 or higher if factor contains four or more items. Guadagnoli & Velicer
(1988) recommend looking at previous research to determine replicability. The expectation for the
loadings for all the constructs in this study was expected to be above the minimal threshold of
0.32 given the results of previous papers.
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4.2.6 Factor Rotations
From a geometric perspective, factors are straight lines and can be rotated to improve interpretability
without losing the mathematical properties of factor analysis. The aim is to maximize high loadings
and minimize low loadings (Brown, 2006, p. 43). It is worth noting that the position of the
data points remains constant, Factors are rotated by multiplying the factors by a square matrix.
Tabachnick & Fidell (2007, p. 691) highlights many different types of rotations, the two main
types being:
• Orthogonal Rotation assumes no correlation between the factors and that the factors are
completely independent. This means in practice that the factors must be at 90 degrees to
each other always. It comprises of techniques such as Varimax, Quartimax and Equamax
rotations (Decoster & Hall, 1998). Section 6.3.5 highlights that the factors in this study
were highly correlated so the method would be unsuitable.
• Oblique Rotation assumes that there is some correlation between the factors where the user
can specify the maximum amount of correlation allowed (Tabachnick & Fidell, 2007).
In theory there are an infinite number of options for rotating the factors. Fabrigar et al. (1999)
recommend rotating the factors in such a way as to achieve parsimony of loadings i.e. relevant
questions should load onto a single factor. Oblique rotation was used in this study because factors
were correlated. In addition, oblique rotation gives similar results to orthogonal rotation when
factors are independent (Harman, 1961).
4.2.7 Model Fit
Factor Analysis takes the covariance model generated by a pre-defined theory and compares it
to the actual covariance model generated by the experiment. There are a great many metrics
used to measure the resulting model fit. Goodness of fit statistics take an estimated correlation
matrix and compares it to the actual matrix. Global fit indices are more useful for determining
lack of fit as opposed to how good the model is. Brown (2006, p. 173) recommends checking
the global model fit before proceeding to interpret the loadings of the model as poor model fit
will result in correlations between factors being inflated and estimates of items being over or
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under-estimated. Fit statistics are good for an overall fit but do not give insight into where the
model is struggling to fit the data. Problems such as correlated error terms or poor loadings are
not specifically identified in a single fit statistic. Overall fit statistics do not estimate prediction
accuracy and they are not theoretically meaningful. These and other shortcomings are discussed
in more details in Kline (1994, p. 197). Residual statistics take the actual matrix and subtract
the derived matrix to produce a residual matrix. Statistics such as Root Mean Squared Error of
Approximation (RMSEA) and Standardized Root Mean Square Residual (SRMR) are derived from
these residuals. Fit statistics are a global overview to ascertain if the model is working as expected.
In order to give a balanced view into the validity of the constructs, this study examined several fit
statistics including the Chi Squared Test (χ2) , the previously mentioned RMSEA and SRMR, the
Comparative fit index (CFI) and the Tucker Lewis Index (TLI).
Goodness of fit statistics
The Chi Squared Test (χ2) falls into the category of absolute fit statistics because it measures
the similarity between the theorized covariance matrix and the actual covariance matrix (Albright
& Park, 2009). The null hypothesis states that the covariance matrices are the same. However,
the test has several assumptions including multi-variate normality and sensitivity to large sample
sizes producing significant differences where none might exist (Brown, 2006). Equation 4.2 taken
from Brown (2006, p. 81) shows the formula used to calculate the χ2 fit index where FML is the
maximum likelihood function used to reduce the difference between calculated covariance matrix
and the actual covariance matrix of the data.
χ2 = FML(N − 1) (4.2)
The Comparative fit index (CFI) compares the user generated model against a null model (Bentler,
1990). The null model is a model where the items are uncorrelated (Prudon, 2014). The test





1 − df1)− (χ22 − df2)
(χ21 − df1)
(4.3)
It is not as susceptible to sample size as χ2. The results are truncated so that it ranges from 0 to
1 (Prudon, 2014). In practice this means that when the value for CFI is greater than 1 it is set to
1 and when it is less than 0 it is rounded up to 0 (Prudon, 2014, p. 6).
Hu & Bentler (1995) recommends the following cutoffs for CFI:
• < 0.90 is considered poor.
• > 0.90 is recommended as good.
• > 0.95 is recommended as excellent.
The Tucker Lewis Index (TLI) is a related index that penalises model complexity. It contains a
penalty for models that add attributes which do not add any significant improvement to the model
(Brown, 2006, p. 85). Unlike the CFI it is not normalized between 0 and 1, but like CFI, models
that have a TLI closer to 1 are considered good with some research recommending a 0.95 cutoff








Residuals are derived by subtracting the derived model from the actual model producing a residuals
matrix. Residuals are checked to see if the model over-estimates or under-estimates the actual
results. High residuals indicates a poor model for prediction and impacts the fit statistics such as
SRMR and RMSEA. Residuals can be standardized by dividing the residuals by the standard errors
and then interpreting the results as z-scores i.e. 0 is a perfect score and any deviation from that is
the number of standard deviations from that score.
The Standardized Root Mean Square Residual (SRMR) is a residual index that measures the
absolute square average of the residual matrix. Hooper, Coughlan, & Mullen (2008) declares
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that models with a fit of 0.05 or less be considered very good. Models with a statistic up to
0.08 can be considered to have an acceptable fit (Hu & Bentler, 1999, 1998). The equation for
SRMR taken from Cangur & Ercan (2015) can be seen in Equation 4.5 where sij represents the
actual component of the sample covariance matrix and σ̂ij represents the hypothesised component
generated by the model. Finally, p represents the number of observed variables in the sample.
SRMR =
√√√√∑pi=1∑ij=1 [(sij − σ̂ij) / (siisjj)]2
p(p+ 1)/2 (4.5)
The Root Mean Squared Error of Approximation (RMSEA) measures if the model is similar to the
expected outcome (Brown, 2006, p. 83). It determines if the model provides a good approximation
of the data. Beaujean (2014) p. 162 describes how a one sided hypothesis test has been developed
for the RMSEA where the null hypothesis states that the score of the fit statistic is equal to 0.05.
The book goes on to state that a rejection of the null hypothesis results in a close fitting model.
Unlike χ2 statistic, it does not assume that the predicted covariance matrix will be identically
equal to the actual covariance matrix (Steiger, 1990). Unlike χ2 it is not susceptible to large
sample sizes and supports confidence intervals. RMSEA penalizes the model for over complexity.
Like SRMR, RMSEA ranges from 0 to 1 where low values are preferable. Equation 4.6 taken from
Beaujean (2014, p. 162) shows the formula for RMSEA where I is the model under investigation,





Hu & Bentler (1998) indicate that an RMSEA values of 0.06 or less is acceptable while Steiger
(2007) recommends 0.07 as an upper limit. In this study confidence intervals are included with the
RMSEA. Hooper et al. (2008) recommends that the lower bound be very close to 0 and the upper
bound of the confidence interval not break 0.08. Hu & Bentler (1998) specify that a value of 0.08
is acceptable while Hooper et al. (2008) citing Diamantopoulos & Siguaw (2000) recommends
tougher restrictions of 0.05 or less.
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4.2.8 Improving Model Fit
If the model fit is not adequate there are a number of tools to diagnose where the model is under
stress (Brown, 2006, p. 113). These include reviewing the residuals of the model and examining
the Modification Indices to see if allowing items to covary improved model fit.
Residuals
Generally, positive and large standardized residuals mean that more items need to be loaded onto
the factor. Negative and low residuals suggest the model is under estimating the relationship
between items. Brown (2006, p. 118) recommends investigating residuals that have values over
1.96 which are statistically significant at p < 0.05 level or 2.58 at p < 0.01. Alternatively residuals
can be normalized as in Equation 4.7 taken from Muthén & Muthén (2007) where
V ar(mi)
is described as the estimated variance for the sample mean mi. Values greater than 2 indicate





Modification indices can be used to improve the model by giving a list of indices which are
significant if any extra regression terms are added to the model. CFA works by restricting loadings
of items that should not load onto a specific factor. Modification indices are computed for any
variable that needs to be estimated on the model. It attempts to predict the approximate change
in a model by showing which constraints to release. Brown (2006, p. 113) describes it as the
equivalent to a rate of change χ2 test where the difference between the old model and the new
model is calculated and the approximation presented. Modification indices can suggest changes
to the model which may improve model fit but do not have any theoretical underpinnings. Any
modification to the model needs to have the requisite theoretical justification. The lavaan package
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in R which was used in this study, can make suggestions to improve the model by allowing an
item to load onto more than one factor or to allow error variances to co-vary (Rosseel, 2012).
Modification indices will be highlighted later in the study when implementing CFA and MGCFA on
the constructs.
Too Many Or Too Few Factors
A model may sometimes be over specified with too many factors. To examine this, the correlation
between the factors can be examined. Brown (2006, pp. 131, 166) recommends collapsing factors
that correlate above 0.85 or dropping one of the factors as they lack discriminant validity. Similar
to the modification indices, a good theoretical reason for any decision made needs to be specified
(Brown, 2006, pp. 123, 161).
Correlated Errors
If no correlations between items are specified, the model suggests that all correlations are accounted
for by the latent factor which the items load. If correlations exist between residuals, it suggests
that there is a relationship among the variables that is not being accounted for in the model or
because of method effects (Brown, 2006, pp. 173, 181). Method effects occur when variance is
introduced into the model due to the way questions are worded, mode in which data were collected,
social bias, or when you have a mix of positive and negative questions (Brown, 2006, p. 160).
4.2.9 Comparing Models
When a modified model has been created, it can be compared against the old model to see if
there is an improvement. The comparison between new and old models can be examined using
the ANOVA, which works only on nested models. A nested model is a model where you create a
new model by subtracting or adding new parameters. If items are removed from one dataset and a
new model reapplied, the models are no longer nested and the researcher has to use a statistic like
AIC or EVCI. For this study, the anova function in R was used (Satorra, 2000) for nested models.
AIC was calculated for non nested models based on Equation 4.8.
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AIC = χ2 − 2(df) (4.8)
4.2.10 Assumptions
Factor Analysis has a number of assumptions that have to be met in order for the technique to be
effective.
Normality
Yong & Pearce (2013) outline that data need to be univariate or multivariate normal. Tabachnick
& Fidell (2007) state that although normality is necessary for any inferential work, it is not a
prerequisite for exploratory analysis. It will however ‘enhance’ any results achieved. Normality was
checked using a Mardia’s Multivariate Normality Test (MMN) using the implementation of the MVN
Package in R (Korkmaz et al., 2014a; Mardia, 1974). These statistical tests were supplemented
by density plots or bar plots of participants’ answers. In order to account for non normal data
robust maximum likelihood was used to estimate the model parameters which is similar to the
normal maximum likelihood estimator but with a robust scaled test statistic and robust standard
errors (Beaujean, 2014, p. 157).
Outliers
Tabachnick & Fidell (2007) and Brown (2006) also advise investigating outliers both from a
univariate and multi-variate perspective. There are a number of methods put forward to test
for outliers (Finch, 2012). Tabachnick & Fidell (2007) recommends Mahalanobis distance but
the procedure requires data distribution assumptions such as normality to be met in order to be
effective (Zygmont & Smith, 2014). Mahalanobis distance is also itself influenced by outliers
(Finch, 2012). Zygmont & Smith (2014) recommends using Minimum Generalized Variance
(MGV). MGV attempts to create a subset of data which is completely free of outliers. The
algorithm iteratively identifies central points (using the Median as reference) and then works its
way out adding points that do not overly contribute to an increased variance (Finch, 2012). More
concretely, points are added and a generalized variance score is calculated (Wilcox, 2005, p. 229).
The point that added the least variance is kept and the algorithm starts again with the remaining
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points that have yet to be added. This process is continued until all the points are accounted for
again. On completion each point now has the addition of an generalized variance score (Finch,
2012). Cutoffs are determined by Equation 4.9 where any point with a generalized variance score
greater than the result of Equation 4.9 is considered an outlier (Finch, 2012).
Outlier >
√
χ2p(0.975)(q2 − q1) (4.9)
p represents the degrees of freedom while q1 and q2 represent the “ideal fourths” of the distribution
of calculated MGV values (Wilcox, 2005, p. 230). The χ20.975.p represents the 97.5% percentile of
the χ2 distribution (Wilcox, 2005, p. 230).
Multicollinearity
Unlike Linear Regression or other linear techniques, Multicollinearity is needed for factor analysis
to be effective but not so much that the correlation matrix becomes singular (Field et al., 2012).
Multicollinearity occurs in a dataset when more than two variables are correlated (James et al.,
2013, p. 102). For CFA some correlation is needed as the aim is to confirm that the groupings of
questions all relate to the same underlying construct. However, items that are 100% correlated
would produce a singular matrix meaning they are indistinguishable from each other. Field et al.
(2012, p. 771) recommends examining the determinant to ascertain if this is the case. The value
of the test ranges from 0 to 1 with 0 being given as a result when the vector of values are 100%
correlated and 1 if they are completely independent from each other. Field et al. (2012, p. 777)
states values greater than 0.00001 are deemed acceptable for factor analysis.
Minimum Sample Size
Research also recommends a minimum sample size for Factor Analysis which vary depending on
the sources. Field et al. (2012, p. 769) cites numerous studies and recommendations including:
• 10 times more participants than variables (Nunnally, 1978).
• 5-10 times more participants than variables up to 300 participants (Kass & Tinsley, 1979).
• Tabachnick & Fidell (2007), Field et al. (2012, p. 769), and Comrey & Lee (1992) state
that 300 participants for a study was acceptable.
4.3. VALIDITY ACROSS GROUPS 65
• MacCallum, Widaman, Zhang, & Hong (1999) propose that with commonalities (proportion
of shared variance) of 0.6 and above, it is possible to use a sample of 100 or less participants
in their study.
Williams, Onsman, & Brown (1996) citing a study by Hogarty, Hines, Kromrey, Ferron, & Mumford
(2005, p. 222) found there was no rule of thumb or definitive answer to the ideal size for a dataset.
Conversely Zygmont & Smith (2014) suggest that due to the different variables at play such as
ratio of rows to attributes and heterogeneity, rules of thumb for sample size are inappropriate.
The sample size for the combined dataset for all three samples in this study dataset was adequate
for the factor analysis based on the above criteria for each of the constructs. However, when
splitting the dataset up into its respective countries, it was initially thought that there would not
be enough people involved in the Polish dataset. The Kaiser-Meyer-Olkin statistic (KMO) was
used to ascertain sample size requirements (Kaiser, 1970). The KMO is the ratio of the squared
correlation amongst variables verses the partial correlation between those same variables with
values greater than 0.8 being considered good (Field et al., 2012, pp. 768–769). The KMO test
was performed using the Psych implementation in R (Revelle, 2016).
Heywood Cases
Finally, during the interpretation stage, Brown (2006, p. 71), advises to watch for Heywood Cases
which are described as communalities or variances that exceed their bounds. In practice this means
that parameter estimates are negative or greater than 1 and can cause an under identified model
to be estimated (Brown, 2006, p. 71). Kolenikov & Bollen (2012) citing several studies suggests
causes of Heywood cases can be a result of underspecified models, outliers, failure of the model to
converge, missing data or sampling issues. Heywood Cases can be reviewed by checking the model
output for variances that are negative or R2 being greater than 1.
4.3 Validity Across Groups
Atienza, Balaguer, & García-Merita (2003) citing Miles, Shevlin, & Mcghee (1999) proposed that
scales developed on one group may not be suitable for measuring other groups. For example,
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the language of the questionnaire, the Culture, the environment where the questionnaire was
implemented and the sub groups within a questionnaire may all impact the response of the
participants (Sassenberg, Muller, & Klauer, 2014).
For this study the social context is the origin of the participants: Poland (PL), Germany (DE) and
Italy (IT). Measurement Invariance tests a construct across different situations to determine if
the measurement is impacted by the environment (Sassenberg et al., 2014). This is important as
it determines if the construct is measuring the same phenomenon across groups (Raykov, 2004).
Some research suggests that constructs that do not measure the same item across groups are
not optimal for research as it can introduce confounding into the results (Hoyle & Smith, 1994;
Vlachopoulos, 2008).
Invariance can be divided into two categories. Category one is referred to as Measurement
Invariance and establishes if the scale is adequate for measuring across groups. Category two
establishes if there is a difference between groups. More succinctly, category one investigates
if differences observed between groups are a result of the actual measurement instrument while
category two confirms if differences are actually between the groups themselves (Beaujean, 2014,
p. 56).
Researchers have theorised that a questionnaire measuring a construct is actually a product of
environment and construct. Sassenberg et al. (2014) recommends validating the construct for
bias before comparing two groups. Measurement invariance should be established initially before
category 2 analysis is attempted (Vlachopoulos, 2008). van de Vijver & Tanzer (1997) highlights
biases that can be introduced as a result of the study instrument including:
• Construct bias occurs when the responses do not correlate with the theory. The construct
does not measure what it should because of the situation or relative experience. For example,
Sassenberg et al. (2014) suggests two groups who are asked a question on cold weather
might give, on average, different responses because of relative temperature differences in
their country.
• Method Bias occurs when a stimulus being asked about has different context depending on
the environmental context, for example, in how people greet each other in different countries
(Sassenberg et al., 2014).
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• Item Bias occurs when single items or questions differ across contexts.
Measurement invariance was examined using MGCFA to determine the constructs suitability for
measuring across the three country samples.
4.3.1 MGCFA Methods
Multigroup confirmatory factor analysis (MGCFA) can be used to determine measurement invariance
across two different groups (Trent et al., 2013). MGFA consists of a regression (Y = a+ bx+ e)
where Y is the manifest variable or the construct we are trying to predict, a is the intercept, b
is the loading or the path coefficient, x is the actual score the user had on the item and e is
the error term. MGFA consists of applying CFA to different groups simultaneously and placing
constraints on the groups in a stepwise fashion (Trent et al., 2013). More specifically constraints
are applied to different portions of the formula and fit indices checked. These steps start with the
least restrictive model with subsequent steps restricting the model incrementally. Fit indices are
recorded as each constraint is added (Brown, 2006). Beaujean (2014, p. 59) specifies that four
steps only need to be used when checking for measurement invariance.
The first step involves creating a CFA on each of the country samples separately to confirm the fit
indices and loadings are adequate. This is referred to as Configural invariance/equal form (Trent
et al., 2013). It confirms that the same number of factors are generated from the same number
of questions or items of the pooled items (Beaujean, 2014, p. 58). In other words, the same
theme or idea is being measured across samples, in this study’s case countries (Rudnev, Lytkina,
Davidov, Schmidt, & Zick, 2018). Beaujean (2014, p. 59) suggests that even if configurable
invariance is achieved, no meaningful comparisons can be made as the results do not confirm that
the latent variables in each sample are measuring the same thing (Xu & Tracey, 2017). In the
second step the factor loadings are constrained to be the same and the fit indices are reviewed (Xu
& Tracey, 2017). This step compares the variances between groups and confirms that the groups
are proportionally similar (Beaujean, 2014, p. 59). In other words, it checks to see if the items
load on the same factors for all groups (Trent et al., 2013). A construct is not invariant across
groups if items in one factor show different loadings in different groups, signifying that items may
68 CHAPTER 4. SURVEY VALIDITY AND RELIABILITY METHODS
not hold the same meaning across Cultures (Tagliabue & Lanz, 2014). Due to the smaller sample
sizes it is expected that the fit indices would drop slightly. This step is known as Metric Invariance
(Trent et al., 2013). Rudnev et al. (2018) and Beaujean (2014, p. 59) suggests that when metric
invariance is achieved, that covariances, variances and coefficients that are unstandardized can be
compared across groups. More concretely the meaning of the constructs is the same across groups.
Step three involves applying the restriction of equal intercepts to each item or question in a group.
This step is known as Scalar Invariance and measures the average score per question (Trent et
al., 2013). Irrespective of group membership, participants are expected to have the same average
value on an item. If invariance is maintained at this level it is now possible to compare the factor
scores to each other (Beaujean, 2014, p. 59). If this is achieved it suggests that the meaning
for the constructs is the same across each group (Xu & Tracey, 2017). Step four constrains the
error variance around the answers to specific questions to be the same. This step comprises of
comparing the residuals of the models per group to each other. Beaujean (2014, p. 59) suggests
it is not a necessary step when the aim is to compare the latent variables. It is implemented in
conjunction with testing the homogeneity of variable variances. If they differ it suggests that one
group of people is using a wider spread of available answers than the second group. This step is
known as Residual Error Invariance (Trent et al., 2013).
4.3.2 Model Fit
As mentioned previously, after each step, model fit indices were checked to ascertain the model
was still viable after each constraint was added. As each restriction was added to the model, the
CFI score was checked for a drop of more than 0.01 which Cheung & Rensvold (2002) indicates
is a useful cut off “that the null hypothesis of invariance should not be rejected”. The CFI was
used because it is relatively robust to small sample sizes (Prudon, 2014). If when a restriction was
added the model did not degrade by more than 0.01, the next restriction was added and the model
fit was reviewed again. If a drop of more than 0.01 was encountered, the model was reviewed to
see if Partial Invariance could be achieved.
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4.3.3 Partial Invariance
Partial invariance occurs when most items within the model are invariant except for a small subset.
In other words, the model has constraints on some items that are causing a poor model fit but
they are small in number. Beaujean (2014, p. 59) outlines a number of options that can be
investigated when investigating partial invariance.
• Release model constraints on a few of these items at the step of failure. If the model failed
at the scalar invariance step, some of the constraints on the intercepts can be released and
allowed to vary independently.
• Determine that the constructs are good and that the item has very little influence on the
overall construct.
• Remove the offending item and re-test.
• Conclude that the construct is not useful for measuring across groups. Items causing the
model to perform sub optimally can be reviewed by looking at the modification indices of
the CFA output.
4.3.4 Assumptions
Invariance model testing is based on CFA and as a result, is subjected to the assumptions of the
CFA model including lack of outliers, and normality. All four samples have differing numbers of
records. Brown (2006) argues that groups should be of equal size during the scalar invariance
tests in order to achieve optimal results. Given the low number of records already in the sample,
it was not possible to reduce the size of the datasets to make them equal. The conditions for
the invariance tests regarding sample size equality across groups was not optimal however Brown
(2006) comments unequal numbers of records within groups is not a barrier for implementing the
test.
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4.3.5 Validity at Country Level
Although efforts have been made to good effect on validating the GLOBE constructs on individual
level (Bertsch, 2012), House et al. (2004a, p. 147) recommend that the GLOBE societal constructs
should be validated at their level of interpretation. In this case all the GLOBE societal level
constructs were investigated to see if they were valid at individual level of aggregation, using the
methods described previously in Section 4.2. For the group/country level validation due to the
low number of records at this level of aggregation, external validity was looked at to see if the
relationship among those variables was consistent with previous research in Section 6.3.5.
Unfortunately, the information of where employees work was not contained within the dataset
so it was not feasible to provide the same grouping on organizational level. This was due to the
researchers wishing to maintain the anonymity of the participants. The lack of clarity of which
company the participants worked for would not allow the inference of how Silence impacted specific
companies. Participants did however supply the industry they worked in. With this in mind, it was
expected that some GLOBE organizational and societal constructs would produce poor validity on
individual level.
4.4 Reliability
Scale reliability is related to how consistently a scale measures over time. It should be noted that
a scale can be utterly reliable but not valid i.e. a scale can measure the wrong thing consistently
(Stanley & Alig, 2013). If the results of a survey can be shown to measure consistently over time,
for example reproducing the results with a different set of people, the scale can be considered
reliable (Golafshani, 2003; Kirk & Miller, 1986). The scores of the retest on a new sample should
roughly be equal to the original test. This is referred to as external reliability (Coolican, 2009). An
internally reliable test is where the test correlates with itself. For example, in this study, there were
several questions related to different types of Silence. It is expected that the answers provided
to the questions would correlate very highly with each other. The two statistics used to examine
reliability were Cronbach Alpha (α) and McDonald’s Omega (ω).
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4.4.1 Cronbach Alpha
Cronbach Alpha (α) is arguably the most used statistical test in psychology research to determine
the reliability of a construct (Cronbach, 1951; Guttman, 1945; Sijtsma, 2009; Trizano-Hermosilla
& Alvarado, 2016). Alpha (α) tests how similar the answers given by participants are. The test
statistic measures the correlation of a survey construct with answers to individual questions, by
computing the ratio of the true score variance against the observed score variance. This results
in a number between 0 and 1 of which a higher score indicates a better reliability. Alpha (α) is
defined by the formula in Equation 4.10, where v2i is the variance of the answered question while













Ideally a high test variance and a low answer variance is the aim, which helps distinguish participants
and produces a high score (Litwin, 1995). If the answers to the individual questions vary highly
across users compared to the overall test, the Alpha statistic produces a low score. (Coolican,
2009).
Alpha has many rules of thumb for an optimal α score. Kline (1999) recommends 0.7 as a good
cut off. Nunnally & Bernstein (1979) recommend a minimum of 0.7 for newly created constructs
but that the value for Alpha should be greater than 0.8 for established constructs. Streiner (2003)
recommends achieving an Alpha of 0.9 for applied research.
While the use of Alpha is pervasive in the social science literature, there are some reservations
on the usage of the technique especially when the assumptions of the test are violated (Dunn,
Baguley, & Brunsden, 2014). One of the most important assumptions is that all items contribute
to construct equally. This assumption of tau equivalence is very difficult to achieve (Cortina, 1993).
When tau equivalence is not met, Alpha tends to under-estimate the true score (Nunnally, 1978;
Sheng & Sheng, 2012). The statistic also requires that multivariate normality hold, and when
violated causes underestimation of the coefficient (Trizano-Hermosilla & Alvarado, 2016). Alpha
assumes that a single factor is responsible for all shared variance so the error variances should
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remain uncorrelated (Tavakol & Dennick, 2011). Alpha assumes unidimensionality of the construct,
i.e. all items are measuring the same unique phenomenon (Dunn et al., 2014). Unidimensionality
can be tested using factor analysis described previously in Section 4.2.1. Kamata, Turhan, &
Darandari (2003) citing a study from Osburn (2000) showed that Alpha underestimated the true
score when unidimensionality was violated. Dunn et al. (2014) citing a study by Waller (2008)
demonstrated that combining two different samples and applying Alpha had a tendency to both
overestimate and underestimate the true score. Criticisms about being a point estimation have
been highlighted where the recommendation is to apply bootstrapping to generate confidence
intervals around the point estimate (DiCiccio & Efron, 1996a; Dunn et al., 2014). Finally, Alpha is
sensitive to the number of items in a construct (Cortina, 1993). Although Alpha is not the most
ideal for scale reliability, it was included in this study for comparison purposes with previous papers.
4.4.2 Omega
Dunn et al. (2014), Peters (2014), Sijtsma (2009), and Trizano-Hermosilla & Alvarado (2016)
recommend against using Alpha due to its hard to meet assumptions. An alternative to Alpha
is Omega (ω) which is not subject to the assumptions of uncorrelated error variances or tau-
equivalence (Deng & Chan, 2016; McDonald, 1999). Omega is conceptually similar to Alpha in
that it measures the scales estimated true score variance divided by the total variance of the test.
It differs from Alpha by allowing for the possibility that items can contribute heterogeneously to
the construct (Geldhof, Preacher, & Zyphur, 2014). Omega is generated by fitting a one factor
model (Deng & Chan, 2016; Trizano-Hermosilla & Alvarado, 2016).
Omega generates the same score as Alpha when the tau equivalence assumption is met (Geldhof
et al., 2014; Trizano-Hermosilla & Alvarado, 2016). However, when the assumption is violated,
Omega provides a more accurate true score of the reliability of a construct (Dunn et al., 2014).
Dunn et al. (2014) state that Omega is not as susceptible to “commingling” effects of merging
samples witnessed in the experiments run by Waller (2008) with Omega being less likely to
overestimate or underestimate its point score. Iacobucci & Duhachek (2003) recommends using
confidence intervals generated by bootstrap when reporting any findings. Omega was generated
using the lavaan package. The package has three implementations of Omega. This study takes
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the bootstrapped Omega described in Bollen (1980). Rosseel (2012) contains more information
detailed information on the topic.
4.4.3 Reliability at Country Level
Previously it was discussed that the GLOBE constructs should be measured at their level of
interpretation. In this study reliability was tested on individual level with Alpha and Omega
statistics. Group level reliability was assumed to be correct based on the work of the previous
GLOBE researchers and the limited number of records in this study (One score per country per
attribute).
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Chapter 5
Results from Validity and Reliability
Analysis
5.1 Introduction
This section applies the statistical techniques outlined in Chapter 4 and aims to address O03
(. . . validity and reliability of the questionnaire) and O05 (..questionnaire had the same meaning
for each Culture). Chapter 3 highlighted that some of the constructs were modified slightly or
only a subset of the questions were used from the original papers. This is an important part of the
study as the inputs to the models need to represent what the researchers assume so that logical
analysis of how these independent variables influence Silence can be made.
Section 5.2 describes light data cleaning that was undertaken before reliability and validity were
examined. Section 5.3 describes the data screening that was undertaken which examined the data
for inconsistencies such as participants not using the full range of the scale and missing questions in
the different samples. Section 5.4 documents the examination of assumptions for Factor Analysis
to ascertain if the CFA was appropriate to apply to the data. Section 5.5 applies CFA to all
the Silence, GLOBE (individual level aggregation), Climate for Authenticity, Psychological
Safety Climate, Organizational Citizenship Behaviour and Health constructs. Where CFA
produced fit statistics that were within acceptable limits based in the recommendations in Section
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4.2, MGFA was performed to ascertain if metric invariance could be met across Cultures. As
previously mentioned both Mental Health and Health constructs supplied by the researchers
contained some questions that would suggest a high degree of overlap between the two constructs.
As a result, EFA was used to see if algorithmically there was a better configuration of questions
which might produce more insightful constructs.
Scale reliability was tested with Cronbach Alpha (α) and Omega (ω) as outlined in Section 4.4.
Although Alpha is not ideal for scale reliability, it was included in this study for comparison
purposes with previous papers. The results presented in this chapter informed modifications to the
8 hypotheses identified in Section 5.7.
5.2 Data Cleaning
During the initial data gathering phase, researchers in the three countries used localized versions
of the survey. The software they used to code the results was the same (SPSS) but the encodings
were slightly different. Some of the answers were in the local language. For example, the question
related to the industry where people worked asked to “Please indicate the kind of work primarily
done by the organization you are working for” resulting in answers in Polish, German and Italian.
As a result, the data needed to be cleaned and converged into one homogeneous dataset. The
following sections outline the transformations and cleaning undertaken for each data sample prior
to exploration and modelling.
The Polish data comprised of a mix of raw data and several calculations added by country
researchers. All calculated fields added by the researchers were removed from the data, such as
construct creation and reverse scoring.
More specifically the field manager was renamed to mng and was subsequently updated to deal
with missing values where if a user said they were a manager the field was set to 1, otherwise
0. People who left the field blank were considered non managers and were set to 0. The field
mjobs which specified if a person had multiple jobs was cleansed so that if mjobs was set to 2,
it was changed to a boolean of 1, otherwise it was kept at 0. People who ommitted answers
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were considered to have one job only. The field GENDER was also cleaned to be M for male, F
for female or U for unknown/missing. All Silence questions were renamed. For example, SIL9
was renamed to as9 where the first letters described the type of Silence and the number was
the Silence question number. Similarly, all questions related to identification such as OI, TI and
SVI were renamed to id_oi, id_ti, id_svi with the first two letters identifying the construct. All
Organizational Citizenship Behaviour questions were all prefaced with “hlp” and “cons”. A
column for the country was added called ctry and was set to PL (Poland), DE (Germany) and IT
(Italy). All headers were set to lower case.
In the other countries the field PRESENT representing the question Presenteeism was an ordinal
numeric variable. The German dataset encoded the variables as text. The field was normalized to
be in line with the other countries’ numeric values.
In the Italian dataset, the critical situation fields CRITSIT, CRITSITV, CRITSITS had all started at
an index of 0. This was changed to a starting index of 1 to keep it in line with the other countries.
The field PRESENT was converted to a numeric number similar to the other two samples.
5.3 Data Screening
The data was first subjected to exploratory analysis to find any inconsistencies. The construct
Organizational Citizenship Behaviour had anomalies where users did not select the full range
of answers for hlpocb3 (“I always follow rules very thoroughly”) in the Polish sample reducing the
variation in the answers compared to the other countries.
The GLOBE societal constructs glsho5 was not available in all datasets and so was removed in
order to compare the constructs. It is also worth noting that the full range, of answers for Germany
was not utilized for all questions. Several other questions including glsua4r (“This society has
rules or laws to cover”), glsfo2r (“In this society, social gatherings are usually..planned well in
advance”) and glsc13r (“In this society, being accepted by the other members of a group is very
important”) only selected 5 possible answers to the GLOBE questions. The range of values used
for the questions on the reversed scored items was 2-7. For the Italian dataset a full range of
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answers was not selected for glsua1r (“In this society, orderliness and consistency are stressed,
even at the expense of experimentation and innovation”). All other constructs used the full range
of values. Overall, the total number of participants was 1000 (Poland (n=211), Germany (n=507)
and Italy (n=282)).
5.4 Assumptions
Factor Analysis has a number of assumptions that need to be verified before proceeding. These
assumptions were outlined previously in Section 4.2.10.
Normality
The data was tested within its theorized factors. The Mardia’s Multivariate Normality Test (MMN)
using the implementation of the MVN Package in R was used to check for violation of normality
only within the Silence questions (Korkmaz et al., 2014a; Mardia, 1974). For example, the
questions pertaining to all the six Silence constructs were tested together. The same technique was
applied to all other questions within their respective constructs namely Silence, GLOBE society and
GLOBE organisational constructs. Table 5.1 highlights that each construct was not multi-variate
normal.
Table 5.1: Results of Mardia’s Multivariate Normality Test
Construct Mardia Test for Kurtosis Mardia Test for Skewness Significance
Organizational Silence 70.05 4494 0.05***
Climate for Authenticity 11.33 261 0.05***
Psychological Safety Climate 6.51 283 0.05***
Organizational Citizenship Behaviour 42.02 1641 0.05***
Health 39.80 3305 0.05***
Mental Health 17.36 684 0.05***
GLOBE Societal Constructs 37.95 5663 0.05***
GLOBE Organizational Constructs 34.80 4569 0.05***
a *** = significant at less than 0.05
Mardia (1974) recommends supplementing statistics with a visual inspection of the data. To this
end density plots of the answers to the questions supplied by the participants were produced for
Silence constructs in Figure 5.1. None of the answers to the questions seemed to be normally
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distributed. The majority of the answers seemed to be positively skewed. Pro-social Silence for
Italy had the most normal distribution but the other constructs all seemed to be highly skewed.
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Figure 5.1: Distribution of Answers for Acquiescent Silence (as), Qui-
escent Silence (qs), Pro-social Silence (ps), Opportunistic Silence (os),
Diffident Silence (di) and Disengaged Silence (de).
The distribution of the GLOBE societal constructs in Figure 5.2 confirmed the MVN test statistic
showing the data was not normally distributed. Similarly, the GLOBE Organizational questionnaire
answers were also non normal. Some of the most obvious departures from normality included
gloc13r and gloho3r which had bimodal distributions, glofo2r was left skewed, gloge1 right skewed
while gloge2 had the vast majority of answers (80%) between 1 and 4. Figure 5.2 shows the
distributions of the items split by country.
Health and Mental Health were plotted in Figure 5.3. It is clear from the distributions of the
questions that normality was violated in all the questions.
Climate for Authenticity plotted in Figure 5.4 showed that cfa1 and cfa3r were bimodal in
their distribution for Germany and Italy while cfa2 and cfa6 were left skewed. Organizational
Citizenship Behaviour showed left skewed results which were consistent across groups while
Psychological Safety Climate was predominately left skewed with ocb5 showing a particular
extreme to the upper available answers.
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Figure 5.3: Distribution of Answers for Health (health) and Mental
Health (mhi) Questions
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Figure 5.4: Distribution of Answers for Psychological Safety Climate
(psc), Climate for Authenticity (cfa) and Organizational Citizenship
Behaviour (ocb).
As previously mentioned, normality enhances the results of factor analysis particularly for inferential
work. In this study robust estimation was utilized in the CFA to account for violations in normality
with fit statistics comprising of scaled χ2, scaled CFI, scaled TLI and scaled RMSEA with scaled
confidence intervals (Tabachnick & Fidell, 2007, p. 666).
Multicollinearity
Factor Analysis requires multicollinearity, to be effective. To determine if the attributes are too
highly correlated, the determinant of the correlation matrix of all the construct attributes was
calculated. Table 5.2 shows the results of the determinant test for each of the constructs for the
pooled data.
Field et al. (2012, p. 777) recommends that the value of the determinant should be greater than
0.00001. In this case, multicollinearity should not be a problem.
Adequate Sample Size
KMO was used to confirm if the sample size was adequate for the pooled results with the results
visible in Table 5.2. The results of the KMO statistics were all greater than 0.8 except for the
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Table 5.2: Results of Multicollinearity, Outlier and Adequate Sample
Size Test
Construct Determinant KMO Statistic Number of Outliers
Organizational Silence 0.0001 0.909 140
Climate for Authenticity 0.1997 0.738 68
Psychological Safety Climate 0.2915 0.805 64
Organizational Citizenship Behaviour 0.1974 0.780 121
Health 0.0044 0.911 127
Mental Health 0.2473 0.778 81
GLOBE Societal Constructs 0.0061 0.834 123
GLOBE Organizational Constructs 0.0007 0.868 122
constructs Climate for Authenticity, Organizational Citizenship Behaviour and Mental
Health. The results of the sample size could result in the CFA failing to converge and any
inferences made from the test were treated with caution.
Outliers
Outliers were tested using the MGV technique outlined in Section 4.2.10 using the implementation
by Wilcox (2005). The output of the test can be seen from Table 5.2. Given the sheer volumes of
the numbers, it was not possible to run the CFA on the dataset without the outliers. For example,
in the Silence questions 140 items were considered outliers. Given that this is more actual records
than the Polish sample, and is 77% of the total Italian sample, it was noted for interpretation
purposes only.
Linearity
Linearity was investigated using scatter plots of each of the variables within their constructs. There
we too many diagrams to include in this thesis (148*148 comparisons) but the plots were examined
within their constructs one by one. All the items within each factor where examined to see if there
were any violations of linearity amongst the items within that construct. In the Silence constructs,
the construct Opportunistic Silence showed violations of linearity, specifically os17 and os20.
For Climate for Authenticity, linearity looked acceptable for CFA with no serious departures.
Minor problems existed for cfa2 and cfa5r where a non-linear relationship seemed to be present.
Two linear trends seemed to be present in the data for these two questions. The slope of the
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line was far less pronounced for options 1-3 than with users selecting options 4 onwards. Another
notable exception was the relationship between cfa6 and cfa2 which had a small curved relationship.
Psychological Safety Climate had a small number of deviations including psc2r having a non-
linear relationship with the rest of the variables within the construct, the most pronounced being
with psc3. The question psc3 also had a non-linear relationship with the vast majority of variables
specifically with psc1r, psc2r and psc3r which showed a slight curve between the items.
Small departures of linearity were detected for Organizational Citizenship Behaviour between
some items, particularly where the range of answers selected by the participants to the questions
were quite sparse. More specifically the relationship between variables consocb1 and consocb2 as
well as hlpocb4 and hlpocb3 appear to have a linear relationship. However, the question consocb1
and hlpocb2 displayed a somewhat curved relationship with hlpocb4. hlpocb3 and hlpocb4 showing
some departure of linearity from ocb5.
For Health and Mental health, comparisons were made to determine linearity between each of
the questions using scatter plots. The items that deviated largely from linearity included mhi55
which had deviations from mhi54r, mhi52r, health6r and mhi51r while mhi54r deviated from
mhi52r, mhi53, health5r, health4r, health3r in a non-linear manner.
5.5 Factor Analysis
Factor Analysis was carried out on the constructs concerned with Silence, Climate for Authen-
ticity, Psychological Safety Climate, Organizational Citizenship Behaviour and Health
and Mental Health. GLOBE was also looked at on an individual level to see if factors aggregated
at the individual level produced good results.
The last analysis also explored other configurations of the Health constructs to ascertain if there
was a better configuration of questions to improve validity. In all cases CFA was conducted
using the lavaan implementation of CFA in R (Rosseel, 2012). Robust Maximum Likelihood
estimation with robust standard errors was used to determine the loadings of the factors based on
the reasoning outlined in Section 4.2.3 (Beaujean, 2014).
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5.5.1 Silence
Model Fit
CFA was applied to the Silence questions where the algorithm forced the questions to load onto
constructs outlined in Equation 5.1. The CFA was applied to the pooled dataset and then to the
countries individually.
SILAS = sil9 + sil10 + sil12
SILQS = sil4 + sil5 + sil6
SILPS = sil6 + sil7 + sil16
SILOS = sil14 + sil17 + sil20
SILDE = sil3 + sil15 + sil21
SILDI = sil8 + sil13 + sil18 (5.1)
Heywood cases were ruled out by inspecting R2 and searching for negative variances after the
model was fit.
Table 5.3: CFA Robust Scaled Fit Statistics per Sample for Silence
Constructs
Sample χ2 df CFI TLI SRMR RMSEA [95% CI]
All 451 120 0.931 0.912 0.049 0.059 [0.055-0.064]
PL 201 120 0.917 0.894 0.063 0.071 [0.056-0.086]
DE 378 120 0.916 0.893 0.058 0.068 [0.061-0.074]
IT 244 120 0.898 0.870 0.074 0.076 [0.064-0.087]
a CFI = robust comparative fit index; TLI = robust Tucker Lewis index; SRMR =
Standardized root mean square residual; RMSEA = robust root mean square error of
approximation; CI = confidence interval
Overall the model for the pooled data had adequate results as all fit statistics were within an
acceptable range (Table 5.3). Individually, per country, the samples had model fits that showed
room for improvement with TLI being poor, SRMR having acceptable values and RMSEA showing
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borderline values for all individual country samples. The pooled dataset having acceptable values,
while the smaller country samples were borderline suggesting with larger samples, the uncertainty
around the RMSEA may reduce and the CFI and TLI statistics could improve. The pooled dataset
was investigated further to see if changes could be made to the model to improve the fit
Residuals
The normalized residuals of the model were examined and their correlations were plotted in Figure
5.5, looking for residuals higher than 2 to find where the model did not adequately explain the
variance. For the Silence constructs the residual matrix contained absolute residual scores of 19
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Standardized Residuals
Figure 5.5: Correlations Between Normalized Residuals in the Silence
Model
It can be seen from Figure 5.5 that the highest correlating residuals were between de3 (“because I
did not want to get involved”) and qs5 (“to not make me vulnerable in the face of colleagues or
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superiors”). It could be argued the reason these items co-vary is because the people answering the
questions were fearful in getting involved so as not to lose face.
The second highest correlated residuals were between de15 (“because I did not care what happened”)
and qs4 (“because of fear of negative consequences”). These two items had residuals that were
negatively correlated. The same question also had residuals that negatively correlated with os14
(“because that would have led to do avoidable additional work”) suggesting people who do not
care what happens also do not want to get caught for additional work. A disengaged employee is
not one to go looking for additional work.
Other questions such as os17 (“because of concerns that others could take an advantage of my
ideas”) correlated negatively with ps16 (“because I do not want others to get into trouble”). The
question de21 (“because the issue did not personally affect me”) had large negative residuals with
qs4 (“because of fear of negative consequences”). On the same scale it could be seen that os17
had very large residuals with os20 (“to not give away my knowledge advantage”) suggesting that
these items co-vary to protect ideas from colleagues.
There are three methods to fix extremely high residuals. The first option is to re-specify the
model and force all the error variances to zero and compare the new model with the old model
for fit degradation (Brown, 2006, p. 182). The second option is to allow the error variances to
co-vary. This makes sense for error residuals on the same factor and a decision should be made by
examining the residuals and modification indices (Brown, 2006, p. 182). The third option is to
drop the question if it makes sense to do so.
Modification Indices
The sensible suggestions for the modification indices highlighted os17 and os20 as two items that
should be allowed to covary. The modification indices suggested allowing de15 to covary with
de21 but the gain was so small it was discarded as an option. The model was reset to allow os17
and os20 to covary and run again. Interpretation was focused purely on the pooled data. The
CFA was run where the model was set to standardize on the latent variables producing the results
in Table 5.4.
The overall model fit was an improvement while the CFI for the Italian sample was now much more
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Table 5.4: CFA Robust Scaled Fit Statistics per Sample for Adjusted
Silence Constructs
Sample χ2 df CFI TLI SRMR RMSEA [95% CI]
All 380 119 0.946 0.930 0.046 0.053 [0.048-0.058]
PL 200 119 0.917 0.893 0.063 0.072 [0.057-0.087]
DE 333 119 0.931 0.911 0.056 0.062 [0.055-0.068]
IT 232 119 0.907 0.880 0.068 0.072 [0.06-0.085]
a CFI = robust comparative fit index; TLI = robust Tucker Lewis index; SRMR =
Standardized root mean square residual; RMSEA = robust root mean square error of
approximation; CI = confidence interval
acceptable. The new adjusted model was compared to the legacy model to see if the improvement
was statistically significant using χ2 difference test. The ANOVA test produced a result which
confirmed the new model has a better fit than the old model (χ2diff(df) = 298.486(1), p <
0.001).
Loading Investigations
The new improved model loadings were examined for the pooled model to see how the questions
loaded onto the constructs. The output of the model can be seen in Table 5.5. The “Question”
column is concerned with the question that is loading onto each latent factor. The estimate was
standardized on the latent variable. Taking the question as9 loading onto Acquiescent Silence
as an example, for every one standard deviation increase in the latent Acquiescent Silence
the answer to the question as9 increased on average by 1.63 CI[1.54-1.72]. The β column
represents the estimates when standardized on both the latent variable and on the questions. In
other words, they represent the correlation between the question and the factor it is loading on.
Examining β, all variables loaded on the construct well above the 0.3 which indicates a good
model.
Acquiescent Silence had good loadings with as9 (“because I would not have found a sympathetic
ear, anyway”), as10 (“because nothing would have changed, anyway”), as12 (“because my
superiors are not open to proposals, concerns, or the like”) having loadings above 0.70 which
is consistent with the original research (0.84, 0.80, 0.79) (M. Knoll & van Dick, 2013b). Table
5.5 shows that although the loadings were high and within an acceptable range, they were not
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Table 5.5: Loadings for Each Item on Each Construct for Pooled Results
for Silence Constructs
Question Est[95% CI] β
Acquiescent
as9 1.63 CI[1.54-1.72] 0.86***
as10 1.78 CI[1.69-1.87] 0.88***
as12 1.45 CI[1.34-1.57] 0.74***
Quiescent
qs4 1.48 CI[1.39-1.57] 0.84***
qs5 1.45 CI[1.35-1.54] 0.82***
qs19 1.42 CI[1.33-1.51] 0.82***
Pro-social
ps6 1.46 CI[1.37-1.54] 0.87***
ps7 1.36 CI[1.26-1.45] 0.81***
ps16 1.10 CI[0.99-1.21] 0.64***
Opportunistic
os14 1.10 CI[0.97-1.23] 0.66***
os17 0.77 CI[0.65-0.89] 0.51***
os20 0.82 CI[0.69-0.94] 0.54***
Disengaged
de3 1.20 CI[1.09-1.30] 0.71***
de15 1.05 CI[0.92-1.17] 0.60***
de21 1.12 CI[1.00-1.24] 0.65***
Diffident
di8 1.37 CI[1.27-1.48] 0.77***
di13 1.40 CI[1.31-1.50] 0.83***
di18 1.18 CI[1.07-1.29] 0.74***
a *** estimates are significant at 0.001
as uniform as the original study. The question as12 (0.736) had a lower loading than the other
two Silence questions but the result was consistent with the original study (M. Knoll & van Dick,
2013b).
In the original study by M. Knoll & van Dick (2013b), Quiescent Silence had excellent loadings
of 0.80, 0.90, 0.85 for questions qs5 (“to not make me vulnerable in the face of colleagues
or superiors”), qs4 (“because of fear of negative consequences”), and qs19 (“because I feared
disadvantages from speaking up”) respectively. This study found similar results with values of
0.84, 0.82, 0.82 with qs4 responsible for the most variance in both studies. The loadings in this
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study were more evenly balanced than the previous study.
In the original paper for Pro-Social Silence, M. Knoll & van Dick (2013b) found that the loadings
for the variables ps7 (“because I did not want to hurt the feelings of colleagues or superiors”), ps6
(“because I did not want to embarrass others”) and ps16 (“because I do not want others to get
into trouble”) were 0.91, 0.88 and 0.82 respectively. In this study the loadings were 0.81, 0.87
and 0.64. It could be argued that ps7 and ps6 were relatively consistent across both studies but
the results for ps16 were very different. The result could potentially be explained by the pooling
the results from the three different countries.
Opportunistic Silence had the poorest loadings of attributes for the Silence constructs in this
study with loadings of 0.51, 0.54, and 0.66 for the questions os20 (“to not give away my knowledge
advantage”), os17 (“because I did not want to hurt the feelings of colleagues or superiors”) and
os14 (“because that would have led to do avoidable additional work”). Comparing the results to
the original research highlights very different loadings for the same set of questions (0.78, 0.82,
0.56) which could be attributed to the pooling of the results or the linearity problems identified
in Section 5.4. People in both datasets may view Opportunistic Silence in a different light
depending on the sample to which they belong. The ability of the construct to measure across
Cultures was reviewed in greater detail in the next section.
The loadings for Diffident Silence in this study were 0.77, 0.83, 0.74 for questions di8 (“because
I did not feel confident enough to speak up”), di13 (“because I did not want to get involved ”),
di18 (“Because I did not want to appear incompetent”) respectively which are deemed excellent
(Tabachnick & Fidell, 2007, p. 702). Brinsfield (2013a) used five items for the original Diffident
Silence construct while this study only took three questions. However, the loadings appear to be
comparable with di8 having a loading of 0.83 in the original study, di13 having 0.78 and finally
di18 having 0.62.
Disengaged Silence had a range of good loadings. However, each question did not contribute
equally to the construct. The questions de3 (“because I did not want to get involved”), de15
(“because I did not care what happened”), and de21 (“because the issue did not personally affect
me”) had loadings of 0.71, 0.60 and 0.65. The original survey undertaken by Brinsfield (2013a)
had scores of 0.54, 0.56 and 0.63. The results of this study had higher loadings which accounted
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for more variance which would lend credence to the validity of the construct.
Multi Group Factor Analysis
MGFA was investigated using CFA from the R lavaan package (Rosseel, 2012). Since this is an
extension of CFA the same assumptions for the previous Section applied here. For this study, a
four step process outlined in Section 4.3 was implemented where the data was subjected to an
increasingly restrictive model in a step wise manner. The steps were
1. Configural Invariance/equal form.
2. Metric Invariance.
3. Scalar Invariance.
4. Residual Error Invariance.
The previous Section showed that the model was useful for pooled and individual country datasets.
Steps one to four were applied to the dataset to produce the result in Table 5.6. Recall that a
maximum decrease in CFI of 0.01 was recommended for each step.
Table 5.6: Multigroup Factor Analysis for Silence
Step χ2 df CFI ∆CFI
Configural invariance 772 357 0.922 0.000
Metric Invariance 818 381 0.918 -0.004
Scalar Invariance 954 405 0.897 -0.021
Residual Error Invariance 1028 441 0.890 -0.007
The result in Table 5.6 looked adequate for Configural Invariance and Metric Invariance. However,
the invariant test failed to be invariant at the scaler step suggesting people on average are answering
questions differently between the samples. The result showed the Silence constructs were not
invariant across samples for Scalar Invariance. The drop between Metric Invariance to Scalar
Invariance was quite small so it was decided to investigate if partial invariance could be met.
The model was run again at the scalar step to determine what question was causing problems.
This is an iterative process where the model is run and constraints are released one by one on
items. For the model under investigation this is only concerned with the intercepts. The SemTools
package in R allows the investigation into how much CFI will be gained by releasing constraints
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on intercepts for questions across groups (Yves Rosseel, 2016a). It was found that the highest
gain in CFI was achieved by releasing the constraints on the questions de15 (“because I did not
care what happened”) and ps16 (“because I do not want others to get into trouble”) allowing
the questions to vary across all groups. The model was rerun again with both questions allowed
to vary independently. The results can be seen in Table 5.7 which confirm that the scale can be
considered partially invariant.
Table 5.7: MGFA Partial Invariance for Silence Constructs
Step χ2 df CFI ∆CFI
Configural invariance 772 357 0.922 0.000
Metric Invariance 818 381 0.918 -0.004
Scalar Invariance 883 401 0.910 -0.008
Residual Error Invariance 955 437 0.903 -0.007
5.5.2 GLOBE
In the original GLOBE study the GLOBE constructs were meant to be interpreted at organizational
and societal level which would avoid individual bias influencing the constructs (House et al.,
2004a, p. 753). As discussed in Section 3.4.2, the original research warns that the constructs are
unsuitable to use on an individual level and should not be used in this manner (House et al., 2004a,
p. 124). This study takes inspiration from the research of Bertsch (2012) which managed to
validate several GLOBE constructs on individual level. CFA was used to validate both the societal
and organizational constructs on individual level. The constructs were then modelled using MGFA
also on individual level to determine if they were invariant.
5.5.2.1 Societal Constructs
GLOBE societal constructs in this study comprised of Uncertainty Avoidance Societal Prac-
tices (4 items), Future Orientation Societal Practices (5 items), Power Distance Societal
Practices (5 items), Collectivism 1 Societal Practices (4 items), Humane Orientation
Societal Practices (4 items) and Performance Orientation Societal Practices (4 items).
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Equation 5.2 shows the theorized relationships between items.
GLSUA = ua1r + ua2r + ua3r + ua4r
GLSFO = fo1r + fo2r + fo3r + fo4r + fo5r
GLSPD = pd1r + pd2r + pd3r + pd4r + pd5r
GLSC = c11r + c12r + c13r + c14r
GLSHO = ho1r + ho2r + ho3r + ho4r
GLSPO = po1r + po2r + po3r (5.2)
Model Fit
CFA was applied to the model outlined in Equation 5.2 using the lavaan implementation described
previously and the results can be seen in Table 5.8. The model was applied to the pooled data,
Polish data, German data and Italian data respectively.
Table 5.8: CFA Robust Scaled Fit Statistics per Sample for GLOBE
Societal Constructs
Sample χ2 df CFI TLI SRMR RMSEA [95% CI]
All 835 237 0.808 0.776 0.066 0.057 [0.053-0.061]
PL 368 237 0.790 0.756 0.092 0.065 [0.052-0.077]
DE 481 237 0.841 0.814 0.065 0.047 [0.041-0.052]
IT 486 237 0.704 0.656 0.092 0.076 [0.067-0.085]
a CFI = robust comparative fit index; TLI = robust Tucker Lewis index; SRMR =
Standardized root mean square residual; RMSEA = robust root mean square error of
approximation; CI = confidence interval
The model fit statistics were poor for the overall pooled data, with scaled statistics of χ2(df)
= 835.229(237), scaled CFI = 0.808, scaled TLI = 0.776, scaled RMSEA = 0.057
[0.053-0.061] and an SRMR = 0.066. Residuals and Modification indices were examined
to see which questions were being poorly predicted by the latent variables and which residuals
correlated above an absolute value of 2.
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Residuals
There were 63 pairs of residuals in total which had residuals greater than 2. The residuals are
summarized in Figure 5.6. The question glsfo3 (“In this society, more people live for the present
than live for the future”) had high residuals with glsfo4 (“In this society, people place more
emphasis on solving current problems”). Thematically the questions seem to be concerned with
living in the moment. Other questions that had big residuals on the same construct included











































































































































Figure 5.6: Correlations Between Residuals in GLOBE Societal Model
Modification Indices
The modification indices recommended that glsfo3 (“In this society, more people live for the present
than live for the future”) be allowed to covary with glsfo4 (“In this society, people place more
emphasis on solving current problems”) which is in line with the results of the residual examination
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in the previous section. Given both the residuals and the modification indices it was decided to let
glsfo3 to covary with glsfo4, glsua2r covary with glsua1r and finally glsc13r covary with glsc12
within a new model re-specification. The results are summarised in Table 5.9.
Table 5.9: CFA Robust Scaled Fit Statistics per Sample for Adjusted
GLOBE Societal Constructs
Sample χ2 df CFI TLI SRMR RMSEA [95% CI]
All 616 234 0.877 0.855 0.060 0.046 [0.042-0.05]
PL 331 234 0.845 0.817 0.088 0.056 [0.042-0.069]
DE 445 234 0.862 0.837 0.062 0.044 [0.038-0.05]
IT 405 234 0.796 0.760 0.085 0.064 [0.054-0.073]
a CFI = robust comparative fit index; TLI = robust Tucker Lewis index; SRMR =
Standardized root mean square residual; RMSEA = robust root mean square error of
approximation; CI = confidence interval
The model produced an improved fit with particularly good SRMR and RMSEA scores for the
pooled data. However, the CFI, TLI and χ2 scores suggested the overall model fit was not very
good. This is further evidenced when looking at the individual samples of Italy Germany and
Poland where the results were not very promising. The loadings were investigated to see if any
particular items were not loading correctly onto the constructs
Loading Investigations
Table 5.10 shows all items apart from glsc13r (“In this society, being accepted by the other members
of a group is very important”) and glsua1r (“In this society, orderliness and consistency are stressed,
even at the expense of experimentation and innovation”) loaded onto their respective constructs
but not very evenly across the constructs suggesting that some questions were responsible for the
constructs score more than others. Given the poor model fit across each of the samples it was
decided not to test for Invariance.
5.5.2.2 Organizational Constructs
GLOBE organizational constructs consisted of Uncertainty Avoidance Organizational Prac-
tices (3 items), Future Oriented Organizational Practices (3 items), Power Distance Orga-
nizational Practices (3 items), Collectivism 1 Organizational Practices (3 items), Humane
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Table 5.10: Loadings for Each Item on Each Construct for Pooled
Results for GLOBE Societal Constructs
Question Est[95% CI] β
Collectivism 1 Societal Practices
glsc11r 0.55 CI[0.39-0.72] 0.35***
glsc12 0.82 CI[0.64-1.00] 0.46***
glsc13r 0.26 CI[0.10-0.41] 0.21***
glsc14r 0.82 CI[0.65-0.98] 0.54***
Future Orientation Societal Practices
glsfo1r 1.34 CI[1.18-1.51] 0.73***
glsfo2r 0.58 CI[0.45-0.72] 0.40***
glsfo3 0.63 CI[0.48-0.78] 0.36***
glsfo4 0.45 CI[0.31-0.60] 0.30***
Humane Orientation Societal Practices
glsho1r 0.95 CI[0.85-1.05] 0.68***
glsho2r 1.06 CI[0.97-1.15] 0.83***
glsho3r 0.75 CI[0.66-0.83] 0.66***
glsho4r 0.65 CI[0.54-0.76] 0.52***
Power Distance Societal Practices
glspd1 0.80 CI[0.67-0.92] 0.51***
glspd2r 0.68 CI[0.56-0.79] 0.46***
glspd3r 0.86 CI[0.74-0.97] 0.63***
glspd4r 0.66 CI[0.54-0.79] 0.54***
glspd5r 0.73 CI[0.62-0.83] 0.64***
Performance Orientation Societal Practices
glspo1r 0.73 CI[0.58-0.88] 0.44***
glspo2r 0.97 CI[0.85-1.09] 0.68***
glspo3r 0.84 CI[0.73-0.95] 0.60***
Uncertainty Avoidance Societal Practices
glsua1r 0.21 CI[0.07-0.34] 0.15**
glsua2r 0.45 CI[0.32-0.57] 0.32***
glsua3r 1.01 CI[0.88-1.14] 0.66***
glsua4r 0.72 CI[0.61-0.84] 0.56***
a *** estimates are significant at 0.001
Orientation Organizational Practices (4 items), Performance Orientation Organizational
Practices (4 items) and Gender Egalitarianism Organizational Practices (3 items). The
original aggregation level for these constructs was at company or industry level. This study
aggregated the constructs to individual level because the anonymous nature of the data collection
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meant it was not possible to aggregate to company level. It was also not possible to aggregate to
industry level because the CFA did not have enough records to converge. As a compromise, it
was decided like in the GLOBE societal case, to aggregate to individual level to ascertain if the
constructs were valid. The individual constructs are given by the formula in Equation 5.3.
GLOUA = ua1r + ua2r + ua3r
GLOFO = fo1r + fo2r + fo3r
GLOPD = pd1r + pd2r + pd3r
GLOC = c11r + c12r + c13r
GLOHO = ho1r + ho2r + ho3r + ho4r
GLOE = ge1 + ge2 + ge3
GLOPO = po1r + po2r + po3r + po4r (5.3)
Model Fit
CFA was applied using the loadings outlined in Equation 5.3. The model fit statistics were poor
with scaled statistics of χ2(df) = 872.766(209), scaled CFI = 0.853, scaled TLI = 0.822, scaled
RMSEA = 0.064 [0.06-0.068] and an SRMR = 0.076. Similar to the societal constructs this
is not really surprising as the CFA is being applied at the individual level which is not the level of
interpretation espoused in the literature. As in previous sections, residuals and modification indices
were examined to ascertain if the model was not particularly good at predicting some items.
Residuals
Residuals were examined to see if there were residuals that co-varied above an absolute normalized
value of 2. 67 pairs of items existed within this specification. Uncertainty Avoidance had the
most items co-varying with items on other constructs. The question gloua1r (“In this organization,
orderliness and consistency are stressed, even at the expense of experimentation and innovation”)
co-varied with 14 other items, the largest having positive correlations with glopd2r (“In this
organization, subordinates are expected to obey their boss without question”) and negative
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correlations with glopo3r (“In this organization, being innovative to improve performance is
generally substantially rewarded”). In fact, the question has extremely highly positive correlated
residuals with every item on the Power Distance construct and high negative error correlations
with all the items on Performance Orientation items.
The pooled results suggest that when the organization stresses structure and processes, Power
Distance items had relatively high scores, while participants answers show a negative correlation
with Performance Orientation items. The residuals of gloua1r also had negative correlations
with all the Human Orientation items suggesting that a higher score in gloua1r coincides with a
lower score of gloho1r (“In this organization, people are generally very concerned about others”),
gloho2r (“In this organization, people are generally very sensitive toward others”), gloho3r (“In
this organization, people are generally very friendly”) and gloho4r (“In this organization, people
are generally very generous”).
The question gloua3r (“In this organization, job requirements and instructions are spelled out
in detail so employees know what they are expected to do”) had high residual correlations with
glopo2r (“In this organization, major rewards are based on only performance effectiveness”), glopd1
(“In this organization, a person’s influence is based primarily on one’s ability and contribution to the
organization”), glopo1r (“In this organization, employees are encouraged to strive for continuously
improved performance”) and glofo2r (“In this organization, meetings are usually planned well in
advance..2 or more weeks in advance”). The residual correlations subjectively show items related
to planning of work. All the previous pairs had positive correlations except for gloua3r and glopd1r
which had large negative correlations
Other interesting residuals included gloge1 (“In this organization, men are encouraged to
participate in professional development activities more than women”) having correlations with 10
other items. The top 3 error residual correlations being between glopd3r (“In this organization,
people in positions of power try to increase their social distance from less powerful individuals”),
glopo2r (“In this organization, major rewards are based on only performance effectiveness”) and
glopo3r (“In this organization, being innovative to improve performance is generally substantially
rewarded”). The question gloge1 had a negative correlation with glopd3r while gloge1 had
residuals which correlated positively with all items on the Humane Orientation Organizational
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Figure 5.7: Correlations Between Residuals in GLOBE Organizational
Model
Modification Indices
Modification indices suggested allowing gloua2r and gloua3r covary. Given this recommendation
it was decided in conjunction with the residuals to respecify the model so that both these items
co-varied. Unfortunately, with these changes the model failed to converge producing a singular
matrix. This suggests with the given data the CFA cannot be determined for the adjusted model.
Loading Investigations
Several items failed to load onto their respective constructs adequately. glofo2r (“In this organiza-
tion, meetings are usually planned well in advance (2 or more weeks in advance)”) and gloua1r (“In
this organization, orderliness and consistency are stressed, even at the expense of experimentation
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and innovation”) failed to load at all onto the construct. A second Uncertainty Avoidance
question gloua2r also failed to load onto its construct with an extremely low non significant β
value of 0.27
The loadings and model fit of the original model suggests that the model is unsuitable for invariance
testing as it fails on the initial Configural stage where a good CFA for each of the samples needs
to be achieved. Table 5.11 shows the CFA fits for the other samples
Table 5.11: CFA Robust Scaled Fit Statistics per Sample GLOBE
Organizational Constructs
Sample χ2 df CFI TLI SRMR RMSEA [95% CI]
All 835 237 0.808 0.776 0.066 0.057 [0.053-0.061]
PL 368 237 0.790 0.756 0.092 0.065 [0.052-0.077]
DE 481 237 0.841 0.814 0.065 0.047 [0.041-0.052]
IT 486 237 0.704 0.656 0.092 0.076 [0.067-0.085]
a CFI = robust comparative fit index; TLI = robust Tucker Lewis index; SRMR =
Standardized root mean square residual; RMSEA = robust root mean square error of
approximation; CI = confidence interval
5.5.3 Climate for Authenticity
The next construct to measure and validate was Climate for Authenticity. The same steps and
tests undertaken for the Silence constructs were also applied to this construct.
Model Fit
The algorithm was run and Heywood cases were checked by looking for R2 greater than one and
any negative variances that may have been produced from the model. None were present with
the pooled data. The theoretical structure of the model used in the CFA model can be seen in
Equation 5.4
CFA = cfa1 + cfa2 + cfa3 + cfa4r + cfa5r (5.4)
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Table 5.12: CFA Robust Scaled Fit Statistics per Sample for Climate
for Authenticity
Sample χ2 df CFI TLI SRMR RMSEA [95% CI]
All 227.2 9 0.746 0.576 0.092 0.176 [0.159-0.194]
PL 45.9 9 0.810 0.683 0.101 0.176 [0.133-0.222]
DE 70.5 9 0.907 0.846 0.051 0.12 [0.098-0.144]
IT 81.5 9 0.372 -0.046 0.120 0.211 [0.172-0.252]
a CFI = robust comparative fit index; TLI = robust Tucker Lewis index; SRMR =
Standardized root mean square residual; RMSEA = robust root mean square error of
approximation; CI = confidence interval
Table 5.12 was examined where it was found that the overall fit for all four samples was incredibly
poor with all test statistics showing a very poor fit. The normalized residuals examined to see if
there was any particular egregious residuals in Figure 5.8.
Residuals
The residual matrix for Climate for Authenticity contained absolute residual scores of 7 pairs of
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Figure 5.8: Correlations Between Residuals in Climate for Authenticity
Model
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The largest correlations between residuals was between cfa1 (“people’s behaviour reflects their ‘real
me’”) and cfa2 (“can one be true to oneself in most situations”). It would make sense that these
two questions have residuals that correlate as it could be argued that they are concerned with
internal authenticity. The positive correlation suggested in the pooled samples that as people’s
behaviour began reflecting their authentic self, they could be true to themselves in most situations.
The normalized correlation is almost three times the recommended cutoff indicating that the
overall model is not accounting for the relationship between these two items.
The second highest standardized correlation between residuals was between cfa1 (“people’s
behaviour reflects their ‘real me’”) and cfa6 (“I could accurately describe what kind of person
the people I work closely with are”) which was in essence asking a very subjective opinion of
participants of their work colleagues which may or may not be correct. Not everyone feels the
same way about people within their organization and some people may have more insight than
others in the characters they work with. It is clear the overall CFA model is not adequate in
explaining the variation between these two items.
A third set of residuals worth exploring was between cfa3r (“it is often better to play a role than
to show one’s true self ”) and cfa2 which had residuals that were highly negatively correlated,
suggesting that people who play a role can not be true to themselves. This is pretty logical and
feeds into cfa2 also having residuals that negatively correlate with cfa4r (“people sometimes remain
silent or convey agreement with issues and decisions even though they really disagree”) where
people may feel strongly about a topic but stay silent in any case. Modification indices were
examined to see if the model fit could be improved.
Modification Indices
The modification indices suggested allowing cfa4r (“people sometimes remain silent or convey
agreement with issues and decisions even though they really disagree”) and cfa5r (“needs one to
hide one’s true feelings”) to covary. These two items appear to be concerned with self censoring.
The modification indices also suggested allowing cfa1 to co-vary with cfa6. The result is unsurprising
given the high degree to which their residuals co-varied previously. The residuals were extremely
high and both the residual examination and modification indices suggested that the overall model
did not account for all the variance in the relationship between these two items. Items cfa4r and
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cfa5r seemed to be concerned with self censoring but cfa4r muddied the relationship because it
looked like a compound question where people stayed silent or agreed with decisions.
It was decided to respecify the model allowing cfa1 and cfa2 to covary as it provided the highest
gain. Table 5.13 shows the results.
Table 5.13: CFA Robust Scaled Fit Statistics per Sample for Climate
for Authenticity Construct
Sample χ2 df CFI TLI SRMR RMSEA [95% CI]
All 114.8 8 0.876 0.767 0.078 0.13 [0.113-0.149]
PL 26.6 8 0.904 0.820 0.087 0.133 [0.084-0.184]
DE 31.9 8 0.964 0.932 0.039 0.08 [0.055-0.106]
IT 46.6 8 0.666 0.373 0.109 0.163 [0.125-0.204]
a CFI = robust comparative fit index; TLI = robust Tucker Lewis index; SRMR =
Standardized root mean square residual; RMSEA = robust root mean square error of
approximation; CI = confidence interval
Although the CFI fit improved for PL and DE, it was clear the model was not fitting the data
adequately. The model was particularly poor for the Italian dataset. Loadings were reviewed to
see if specific questions were problematic
Loadings
An original paper for this construct does not exist and the questions were supplied by the researchers
specifically for this study. As a result, comparisons to previous results is not possible. The construct
was inspired by Grandey et al. (2012) which was originally validated on group (organizational)
level based on seven questions showing good fit statistics. Previous papers for the theme of
Climate for Authenticity show it to have relationships with Psychological Safety Climate.
Relationships between constructs was examined in Chapter 6 dealing with data exploration. Table
5.14 shows all items loaded albeit unevenly onto the construct apart from cfa6 (“I could accurately
describe what kind of person the people I work closely with are”).
The loadings were examined for the new model based on the re-specification for the pooled data
outlined previously. As can be seen from the table, cfa6 failed to load onto the construct effectively.
This is unsurprising as the question is not really concerned with Climate for Authenticity but
more concerned with if the participants know the people they work with.
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Table 5.14: Loadings for Each Item on Each Construct for Pooled
Results for Climate for Authenticity Constructs
Question Est[95% CI] β
cfa1 0.65 CI[0.50-0.79] 0.37***
cfa2 0.74 CI[0.60-0.89] 0.45***
cfa3r 1.28 CI[1.15-1.42] 0.68***
cfa4r 1.22 CI[1.10-1.33] 0.67***
cfa5r 1.60 CI[1.48-1.72] 0.87***
cfa6 0.28 CI[0.14-0.42] 0.17***
a *** estimates are significant at 0.001
Multigroup Factor Analysis
The Model Fit for Poland and Germany had attributes that suggested the scale could potentially
be invariant for those two countries. To determine this the dataset without the Italian sample
was tested to see if it was invariant. Table 5.15 shows the results of the invariant test for the two
samples. It appears that the model is invariant for these two samples based on the decrease in the
∆CFI being less than 0.01 per step.
Table 5.15: Multigroup Factor Analysis for Climate for Authenticity
Step χ2 df CFI ∆CFI
Configural invariance 58.6 16 0.951 0.000
Metric Invariance 68.9 21 0.945 -0.006
Scalar Invariance 79.1 26 0.939 -0.006
Residual Error Invariance 86.0 32 0.938 -0.001
5.5.4 Psychological Safety Climate
Psychological Safety Climate construct comprised of seven questions which can be seen in
Equation 5.5
PSC = psc1 + psc2 + psc3 + psc4 + psc5 + psc6 + psc7 (5.5)
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Model Fit
The initial model seen in Equation 5.5 was run and no Heywood cases were found. The model had
overall an average fit with acceptable CFI and SRMR but an RMSEA which suggested questions
with high residuals. The CFI for Poland was excellent with an RMSEA suggesting that this is an
excellent model for the Polish Sample.
Table 5.16: CFA Robust Scaled Fit Statistics per Sample
Sample χ2 df CFI TLI SRMR RMSEA [95% CI]
All 81.4 14 0.908 0.862 0.044 0.078 [0.064-0.094]
PL 16.9 14 0.981 0.972 0.046 0.04 [0-0.094]
DE 75.6 14 0.896 0.844 0.049 0.097 [0.077-0.117]
IT 35.2 14 0.743 0.615 0.068 0.092 [0.057-0.127]
a CFI = robust comparative fit index; TLI = robust Tucker Lewis index; SRMR =
Standardized root mean square residual; RMSEA = robust root mean square error of
approximation; CI = confidence interval
Recall in Section 5.4 that the KMO statistic for sample size for the pooled data was 0.8 suggesting
that the sample size for this construct was borderline. Given the size of the Polish sample set
the excellent fit statistics could be an artifice of low numbers of samples. The construct for Italy
like Climate for Authenticity was particularly poor fitting. The original paper generating this
construct had fit indices χ2(df) = 70.43(1), RMSEA = 0.00. Residuals were examined in Figure
5.9 for the pooled dataset to see if specific questions were producing residuals that were correlating
with each other.
Figure 5.9 highlighted that the biggest residuals were between psc6 (“the people value others’
unique skills and talents”) and psc5 (“one is free to take risks”). One possibility could be
argued that when participants have the confidence of colleagues and peers, they are free to work
independently on their own work and take risks where they think results might be achieved without
consequences.
The second item on the residuals list which is concerning was between psc5 (“one is free to take
risks”) and psc4r (“is it difficult to ask others for help”). The correlation is negative which signifies
that although participants can ask their colleagues for help, they are less free to take risks overall.
This could be the case that when someone asks for advice presumably from a colleague with more
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Figure 5.9: Correlations Between Residuals in Psychological Safety
Climate Model
experience, they feel they need to follow this advice and so lose some autonomy.
Modification Indices
Modification indices suggested allowing psc6 (“the people value others’ unique skills and talents”)
and psc5 (“one is free to take risks”) to co-vary. The modification indices also suggested allowing
psc1r (“are some employees rejected for being different”) and psc2r (“when someone makes a
mistake, it is often held against them”) to co-vary. These two questions appear to be related how
employees accept each other for being different and how they accept people making mistakes.
The model was re-run to allow the items psc1r and psc2r, and psc5 and psc6 to co-vary. Table
5.17 shows the overall the fit statistics for the model. The results would need to be interpreted
with suspicion because the TLI for Poland is greater than 1. The CFI is a perfect score while the
RMSEA is almost perfect with very low confidence intervals. Recall like Climate for Authenticity
in Section 5.4, the sample size assumption was borderline for the pooled sample. The sample for
the Polish dataset would then have not enough records. The model again also appeared to be less
than adequate for Psychological Safety Climate on the Italian sample.
For the Polish dataset the model fit statistics were excellent with scaled statistics of χ2(df) =
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Table 5.17: CFA Robust Scaled Fit Statistics per Sample for Adjusted
Psychological Safety Climate
Sample χ2 df CFI TLI SRMR RMSEA [95% CI]
All 43.02 12 0.958 0.926 0.032 0.057 [0.041-0.075]
PL 6.37 12 1.000 1.063 0.032 0 [0-0.034]
DE 38.79 12 0.955 0.921 0.036 0.069 [0.047-0.092]
IT 28.52 12 0.800 0.650 0.063 0.087 [0.049-0.126]
a CFI = robust comparative fit index; TLI = robust Tucker Lewis index; SRMR
Standardized root mean square residual; RMSEA = robust root mean square error of
approximation; CI = confidence interval
6.367(12), scaled CFI = 1, scaled TLI = 1.063, scaled RMSEA = 0 [0-0.034]. The upper confidence
for RMSEA interval suggested some uncertainty in the model predictions. Overall the model looked
good. The results are very similar to the previous Section for Climate for Authenticity (Section
5.5.3) which is unsurprising given that they measure theme wise very similar phenomena.
The German model was not as good with its overall fit with scaled statistics of χ2(df) = 38.79(12),
scaled CFI = 0.955, scaled TLI = 0.921, scaled RMSEA = 0.069 [0.047-0.092]. The RMSEA and
confidence intervals would suggest some uncertainty in the model predictions. The model had a
good SRMR and also had a good TLI.
As in previous instances the Italian model for this construct fared the worst of the three models
with extremely poor overall fit. Scaled statistics of χ2(df) = 28.515(12), scaled CFI = 0.8, scaled
TLI = 0.65, scaled RMSEA = 0.087 [0.049-0.126] indicate that the model did not fit the data
well.
Loadings
Loadings for the pooled data were above 0.3 with psc5 having the lowest loading of 0.33 followed
closely by psc3 which had a loading of 0.48. Confidence intervals on the loadings were small.
The original paper that derived the scales provided the model fit but not the loadings of items
onto each factor (Baer & Frese, 2003). Therefore it was not possible to make the comparison to
existing research for factor loadings. Table 5.18 shows the full loadings of each item onto the
Psychological Safety Climate construct.
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Table 5.18: Loadings for Each Item on Each Construct for Pooled
Results
Question Est[95% CI] β
psc3 0.88 CI[0.73-1.03] 0.48***
psc5 0.58 CI[0.43-0.73] 0.33***
psc6 0.90 CI[0.74-1.05] 0.50***
psc7 1.11 CI[0.96-1.26] 0.61***
psc1r 1.10 CI[0.94-1.26] 0.58***
psc2r 0.92 CI[0.78-1.06] 0.52***
psc4r 1.11 CI[0.97-1.25] 0.65***
a *** estimates are significant at 0.001
Multigroup Factor Analysis
The results for the previous test show that although an argument could be made for Psychological
Safety Climate being a legitimate construct for both the German and the Polish dataset, it
would appear to be inadequate as a construct for Italy which had a poor overall model fit. As
a result, MGFA was not performed on the Psychological Safety Climate data for the three
samples. Instead it was investigated if the construct was invariant across the Polish and Germany
samples. Given the near perfect scores of the Polish sample and the assumption violations outlined
in Section 5.4, the results of this test were treated with scepticism. Table 5.19 shows that the
scale seems to be invariant across these two samples.
Table 5.19: Multigroup Factor Analysis for Psychological Safety Climate
Step χ2 df CFI ∆CFI
Configural invariance 46.0 24 0.971 0.000
Metric Invariance 58.4 30 0.962 -0.009
Scalar Invariance 68.9 36 0.956 -0.006
Residual Error Invariance 78.7 43 0.953 -0.003
5.5.5 Organizational Citizenship Behaviour
Organizational Citizenship Behaviour was inspired by a construct called Organizational identi-
fication and citizenship behaviour (Van Dick et al., 2006). The original construct comprised of
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using the questions consocb1, consocb2, hlpocb3, hlpocb4 as well as a final question which asked
if participants “cheer up colleagues who are feeling blue” [sic](Van Dick et al., 2006).
In this study, the construct was adjusted. Helpfulness comprised of two questions hlpocb3 and
hlpocb4. Conscientiousness also comprised of two questions consocb1 and consocb2 and finally
a single question to determine if a person informs their superior if they are coming in late to work
or not.
While it was theorized that two factor constructs could be used in this study, the configuration
of two item constructs is problematic as outlined in Section 4.2 where the recommendation is to
have more than 2 items per factor (Hair et al., 2010, p. 676). Beaujean (2014, p. 40) suggests
that two items can be used for a factor if there is no correlation between the error variances and
the loadings on the construct have been forced to be equal. Examining the sub constructs is out
of the scope of this thesis. As a result, a single five item model was fit using CFA.
Model Fit
The first CFA to be performed was based on the five factor model where all items were loaded
onto a single construct as shown in Equation 5.6. CFA was conducted using robust maximum
likelihood estimation to derive the loadings for the factor.
OCB = conocb1 + conocb2 + hlpocb3 + hlpocb4 + ocb5 (5.6)
Table 5.20: CFA Robust Scaled Fit Statistics per Sample for Helpfulness
and Conscientiousness Construct
Sample χ2 df CFI TLI SRMR RMSEA [95% CI]
All 124.5 5 0.842 0.683 0.058 0.175 [0.151-0.199]
PL 65.7 5 0.525 0.050 0.086 0.303 [0.224-0.39]
DE 90.2 5 0.739 0.479 0.064 0.19 [0.157-0.226]
IT 27.5 5 0.933 0.866 0.046 0.158 [0.112-0.207]
a CFI = robust comparative fit index; TLI = robust Tucker Lewis index; SRMR =
Standardized root mean square residual; RMSEA = robust root mean square error of
approximation; CI = confidence interval
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The model performed poorly for the pooled data with scaled statistics of χ2(df) = 124.526(5),
scaled CFI = 0.842, scaled TLI = 0.683, scaled RMSEA = 0.175 [0.151-0.199] and an
SRMR = 0.058. Unsurprisingly with poor model fit for the pooled data, the results for both
Poland and Germany sub samples were also very poor. Italy had an extremely good scaled CFI fit
with 0.933 but given the scaled TLI score (0.866) and the very poor residual scores (RMSEA =
0.158 [0.112-0.207]), it was concluded that this was a very poor model across all samples.
Residuals and modification indices were examined for the pooled data to see if the model could be
improved or if there was a specific item causing the poor model fit.
Residuals
The biggest correlation between residuals was between consocb2 (“I always follow rules very
thoroughly”) and consocb1 (“I am always very punctual”). Modification indices were investigated
to see if the model fit could be improved by allowing items to co-vary. The top two recommendations
were in line with the previous findings where allowing consocb2 and consocb1 to co-vary with
each other provided the biggest gain in χ2. The second biggest gain in χ2 could be achieved by
allowing hlpocb3 and hlpocb4 to covary.
Due to the similarity in the content of the questions, the items were allowed to co-vary and the
model was re-run producing the results in Table 5.21.
Table 5.21: CFA Robust Scaled Fit Statistics per Sample for Adjusted
Helpfulness and Conscientiousness
Sample χ2 df CFI TLI SRMR RMSEA [95% CI]
All 9.84 3 0.991 0.970 0.014 0.054 [0.02-0.092]
PL 3.98 3 0.992 0.974 0.022 0.05 [0-0.175]
DE 8.50 3 0.983 0.944 0.020 0.062 [0.015-0.113]
IT 11.17 3 0.976 0.919 0.021 0.123 [0.061-0.191]
a CFI = robust comparative fit index; TLI = robust Tucker Lewis index; SRMR =
Standardized root mean square residual; RMSEA = robust root mean square error of
approximation; CI = confidence interval
The changes in the model resulted in a much better CFI across all models which achieved scores
well above the recommended cut off. However, RMSEA for all models on all datasets had very
wide confidence Intervals with Italy showing a particularly high residual. The next step in model
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diagnostics was to review the loadings on the construct for each item for the pooled data. Heywood
cases were checked at this point confirming that R2 was never greater than one and that variance
was never negative for any of the items.
Loading Investigations
All loadings were above 0.3 with ocb5 having the highest loading with a β of 0.76. The rest of
the items ranged from 0.55 to 0.69. All loadings were significant at p<0.001.
Table 5.22: Loadings for Each Item on Each Construct for Pooled
Results for Helpfulness and Conscientiousness
Question Est[95% CI] β
consocb1 0.99 CI[0.86-1.13] 0.60***
consocb2 0.79 CI[0.68-0.90] 0.55***
hlpocb3 0.84 CI[0.68-1.00] 0.69***
hlpocb4 0.83 CI[0.69-0.98] 0.62***
ocb5 0.99 CI[0.82-1.16] 0.76***
a *** estimates are significant at 0.001
The original paper by Van Dick et al. (2006) that derived this scale did not use CFA as a validity
technique so this study was unable to cross validate with the previous research. However, the
overall model scores in conjunction with the item loadings achieved from the pooled samples
suggest a very good model fit for the five item model when allowing two sets of items to covary.
Those two pairs of items were also the sub constructs theorized by the original questionnaire
designers of this survey. Given the excellent scores in TLI, SRMR and the generally good loadings,
it was decided to examine if the model would be invariant across groups.
Multi Group Factor Analysis
Table 5.23 shows the results of the analysis. It is clear across these three samples that the data
is not invariant. The CFI drop from configural to metric invariance is just greater than 0.01.
Similarly, the model drops between the metric and the scaler step was also above the recommended
cutoff. The model was confirmed not to be invariant based on the results in Table 5.23. It was
investigated to see if partial invariance could be achieved.
The first step was to investigate why the CFI drop from configural to metric invariance is greater
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Table 5.23: Multigroup Factor Analysis for Helpfulness and Conscien-
tiousness
Step χ2 df CFI ∆CFI
Configural invariance 25.5 9 0.980 0.000
Metric Invariance 44.7 17 0.967 -0.013
Scalar Invariance 83.0 25 0.930 -0.037
Residual Error Invariance 88.9 35 0.935 0.005
than 0.01, which suggests that the construct does not have the same meaning across groups. A
method of fixing this is to release the non invariant loading (Byrne, Shavelson, & Muthén, 1989).
Examining the model it seemed that hlpocb3 loaded differently onto the construct across samples.
The restriction on the question was allowed to vary independently across groups. The scalar
step was then investigated to see which questions on average were significantly different between
samples. The highest gain in CFI was achieved by releasing the constraint on the question ocb5
(“I inform my colleagues and supervisors early when I’m unable to come to work”) and allowing it
to vary for both groups. This was the new question added by the researchers for this specific study.
A second question consocb2 was also allowed to covary (“I always follow rules very thoroughly”)
with different samples answering on average differently. The changes were made to the model and
the MGFA was re-run.
Table 5.24: MGFA Partial Invariance for Factor Analysis for Helpfulness
and Conscientiousness
Step χ2 df CFI ∆CFI
Configural invariance 25.5 9 0.980 0.000
Metric Invariance 40.7 15 0.969 -0.011
Scalar Invariance 44.3 19 0.970 0.001
Residual Error Invariance 56.3 29 0.967 -0.003
The results are shown in Table 5.24 where the CFI drop between stages is borderline for the
CFI drop while the other types of invariance are at an acceptable level. Given the amount of
modifications needed to get this model to be partially invariant and the violation of the assumptions,
specifically the KMO test, more data would be required before anything definitive could be stated
on the invariance across groups.
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5.5.6 Mental Health and Health
In previous sections CFA was used to establish the validity of constructs. Theory from previous
research had established the constructs and the items that should load on them. However, the
Mental Health and Health constructs which were investigated in this chapter appeared to have
some overlap. In order to investigate this overlap, exploratory factor analysis (EFA) was undertaken
to see if there was a better configuration of questions that could generate more intuitive constructs.
In order to apply EFA, a number of small data modifications had to be undertaken.
The original Mental Health construct had items dealing with mental complaints where all
‘negative’ items (mental complaints) were reverse scored. Positive questions on the same construct
such as mhi53 (“Felt calm and peaceful”) and mhi55 (“Been a happy person”) were not reverse
scored. The items in the Health construct were not reverse scored in the original survey (Derogatis
et al., 1974). Looking into the construct Health, it is clear that each question is either a physical
or a mental complaint. Leaving the items as they are would mean a mismatch in the direction of
the answers for the Mental Health ‘negative’ items and the complaints in the Health construct.
A decision was made to reverse score the entire Health construct so the mental complaints in the
Health construct could covary with the mental complaints in the Mental Health construct.
There was potential for the constructs to confound each other in the analysis of the study. In this
chapter EFA was employed on the dataset to explore if both constructs should be combined into a
different combination or kept separate. A number of theories were investigated.
1. The number of constructs being generated were derived independent of prior theory using
statistical analysis techniques such as Parallel Analysis, Kaisers Criterion and a Scree Plot.
EFA was employed to see how well these questions loaded onto a specific construct when all
items were free to load on any construct. This was a data led approach.
2. The second theory to be investigated was to explore if the existing constructs should remain
the same irrespective of overlap. This was tested using CFA where items were loaded onto
their respective construct and the model fit was interpreted. The formulas for the existing
constructs can be seen in Equation 5.7
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HEALTH = h1r + h2r + h3r + ...+ h14r + h15r + h16rr
MHI = mhi51r +mhi52r +mhi53 +mhi54 +mhi55r (5.7)
Exploratory Factor Analysis
EFA was applied to all health questions to see if constructs could be naturally formed based
on the correlations between questions. The number of factors to retain was investigated using
Kaisers Criterion , Scree Plots and Parallel Analysis. Not all the methods agreed, so each was
tested separately and the best model was chosen that made sense from a theoretical and model
fit perspective. EFA was run using the psych implementation in R (Revelle, 2016). Due to the
non normality of the data, estimation of the factors was derived using the principal axes method
(Fabrigar et al., 1999; Osborne et al., 2005; Revelle, 2016).
Parallel Analysis recommended that the number of factors to be retained should be 8 while the
Scree Plot in Figure 5.10, suggested the number of factors should be 3. Theory suggested 2
factors with Mental Health and Health construct while the Kaisers Criterion method suggested
that 1 factor was appropriate. All 4 recommendations would be examined in the next sections.
Parallel Analysis (7 Factor)
EFA was run with 7 factors using oblique rotation and principal axes method to estimate the
parameters. The model fit was excellent with the Tucker Lewis Index having a score of 0.951
with the RMSEA = 0.043 (CI = 0.035 - 0.05). The CFI for the model was found to be 0.981
which is well above the 0.90 cutoff. The overall model fit statistics were excellent for a 7 factor
model. To confirm the model fit, the loadings for the questions were examined to see if they
loaded above 0.3 and if they made theoretical sense. Table 5.25 details the results.
The column question is the question and the PA columns are the six factors generating the
relevant factor. Each PA column contains the standardized loadings of each question onto the
derived PA constructs. The aim is to find loadings with an absolute value above 0.3 that load
cleanly onto one factor but do not double load onto another factor.













type Observed Data Simulated Data (95th %ile)
Point of inflection looks to be three constructs
Figure 5.10: Scree Plot for Number of Factors to Retain for Health and
Mental Health Questions.
The construct PA1 had the following items load onto a construct which had a loading over 0.3.
health9r (“Sadness”), mhi52r (“Felt downhearted and blue”), mhi54r (“Felt so down in the dumps
that nothing could cheer you up”), health14r (“Loneliness”) and health10r (“Trouble controlling
temper”). These items look to be related to sadness or Negative Emotions.
The next construct, PA2 had health2r (“Difficulty sleeping”), health3r (“Stomach/digestive
problems”), health1r (“Feeling tense”), health4r (“Unintended weight loss or gain”), health8r
(“Fatigue”), health6r (“Dizziness/trouble breathing/heart pounding”) and health7r (“Sore muscles
or joints”) which could be categorized as Physical Complaints.
The third construct, PA3 had only two items load with a loading in excess of 0.3. The loadings
were roughly equal with mhi53 (“Felt calm and peaceful”) and mhi55 (“Been a happy person”).
The construct could be labelled as Contentment. The correlation between these items was 0.5
which was below the 0.7 recommendation discussed previously for two item factors (Yong & Pearce,
2013).
The fourth construct PA4 consisted of health5r (“Anxiety attacks”) and health6r (“Dizziness/trouble
breathing/heart pounding”) which could be argued are the same question. This construct could
be called Physical Anxiety. The question health6r also cross loaded onto PA2.
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Table 5.25: Standardized Loadings for Seven Factor Solution for Health
Construct
question PA1 PA2 PA3 PA4 PA5 PA6 PA7
health9r 0.764 0.028 0.045 -0.004 -0.018 0.064 0.061
mhi52r 0.732 -0.017 0.081 0.051 0.099 -0.016 0.053
mhi54r 0.568 0.04 0.121 0.095 0.011 0.018 -0.142
health14r 0.487 0.037 0.051 -0.013 0.133 0.2 -0.241
health10r 0.38 0.012 0.057 0.138 0.126 0.07 0.253
health8r 0.262 0.435 -0.019 -0.293 -0.077 0.126 0.168
health7r 0.195 0.304 -0.135 0.075 0.121 -0.027 0.177
mhi51r 0.159 -0.031 0.222 0.184 0.267 0.043 0.224
health11r 0.151 0.184 0.101 -0.085 -0.064 0.401 0.261
health15r 0.135 0.008 0.087 -0.088 0.408 0.191 -0.047
health5r 0.132 0.117 0.076 0.557 -0.018 0.178 0.018
health6r 0.123 0.338 -0.043 0.352 0.053 0.058 0.023
health13r 0.099 0.018 0.001 0.042 0.014 0.711 -0.142
health4r 0.077 0.492 -0.116 0.031 0.13 0.031 0.003
health16r 0.063 0.154 -0.002 -0.008 0.516 0.091 0.005
mhi55 0.05 0.018 0.657 -0.002 0.056 -0.01 -0.078
health2r 0.047 0.605 0.155 0.03 -0.003 -0.03 -0.064
health1r 0.032 0.558 0.003 0.144 -0.045 0.007 0.02
mhi53 0.025 0.028 0.682 0.005 -0.045 0.028 0.066
health12r -0.064 -0.04 0.032 0.039 0.066 0.789 0.081
health3r -0.145 0.63 0.109 0.024 0.149 0.015 0.019
Note:
Loadings above 0.3 highlighted in red
PA5 had health16r (“Trouble getting along with others”), and health15r (“Memory problems”).
PA6 has health11r (“Feeling tense”), health12r (“Feeling guilty”) and health13r (“Feeling inferior”)
loading onto it which are all symptoms of anxiety. PA7 had no loadings above 0.3 suggesting
that EFA only found 6 viable constructs.
Kaisers Criterion (1 Factor)
The Kaiser Criterion specified that one factor would be applicable for the model. The EFA was
again run specifying one factor using oblique rotation and principal axes method to estimate the
parameters.
The Tucker Lewis Index had a score of 0.801 with the RMSEA equal to 0.086 (CI = 0.081 - 0.09).
The CFI for the model was found to be 0.821 which is well below the recommended 0.90 cutoff.
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The loadings for the questions were examined to see if they loaded above 0.3 and made theoretical
sense. Table 5.26 shows a summary of the loadings for the one factor model.

























Loadings above 0.3 highlighted in red
All loadings loaded on the single construct at 0.3 and above with the lowest loading being for
health7r and the highest for health9r.
Scree Plot (3 Factor)
The Scree plot was the most subjective interpretation of the data and suggested that three factors
would be adequate for the data. The EFA was re-run again, this time setting the number of factors
to be equal to 3.
The Tucker Lewis Index had a score of 0.885 with the RMSEA = 0.066 (CI = 0.06 - 0.071).
The CFI was 0.918 which was within acceptable parameters as discussed previously. The loadings
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for the questions were examined producing Table 5.27.
Table 5.27: Standardized Loadings for Three Factor Solution for Health
Construct
question PA1 PA2 PA3
health12r 0.788 -0.005 -0.066
health13r 0.751 -0.023 0.015
health14r 0.476 0.016 0.294
health15r 0.436 0.049 0.138
health9r 0.42 0.147 0.36
health11r 0.42 0.291 0.037
mhi52r 0.386 0.11 0.429
health16r 0.348 0.234 0.049
health10r 0.332 0.193 0.228
mhi54r 0.274 0.058 0.439
mhi51r 0.255 0.129 0.327
health5r 0.239 0.202 0.271
health8r 0.172 0.476 -0.059
health6r 0.13 0.422 0.097
health7r 0.13 0.456 -0.083
health4r 0.099 0.576 -0.131
mhi55 -0.034 -0.018 0.691
mhi53 -0.036 0.039 0.646
health3r -0.061 0.689 -0.008
health1r -0.065 0.633 0.004
health2r -0.107 0.632 0.149
Note:
Loadings above 0.3 highlighted in red
Nine items loaded on PA1 with loadings greater then 0.3. Those items were health13r (“Feeling
inferior”), health12r (“Feeling guilty”), health14r (“Loneliness”), health15r (“Trouble getting
along with others”), health9r (“Sadness”), health11r (“Feeling tense”), mhi52r (“Felt downhearted
and blue”), health16r (“Memory problems”) and finally health10r (“Trouble controlling temper”).
The grouping could be labelled as Social Anxiety. Cross loadings existed in the case of mhi52r.
health9r. The question health5r (“Anxiety attacks”) failed to load on to any construct.
8 questions loaded on the factor PA2. They were health3r (“Stomach/digestive problems”), health1r
(“Headache”), health2r (“Difficulty sleeping”), health4r (“Unintended weight loss or gain”),
health7r (“Sore muscles or joints”), health6r (“Dizziness/trouble breathing/heart pounding”) and
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health8r (“Fatigue”). These questions could be grouped under the construct Physical Ailments.
The final construct had the items mhi55 (“a happy person”), mhi53 (“Felt calm and peaceful”),
mhi54r (“Felt so down in the dumps that nothing could cheer you up”), mhi52r (“Felt downhearted
and blue”), health9r (“Sadness”) and mhi51r which contained of every item from the original
construct Mental Health.
Discussion and Model Selection
In this section it was discovered from basic data exploration that some items in the constructs
Mental Health and Health were asking similar questions. The overlap in topics could have
confounding implications during the machine learning phase of this study. It was decided to
investigate the possibility of re-organizing the items using 3 statistical analysis techniques. Parallel
analysis, Kaisers Criterion and a Scree plot were all implemented each giving conflicting answers
as to what the ideal number of factors should be. Assumptions were checked in Section 5.4 for
Factor Analysis which found that normality was violated, linearity had some deviations and outliers
existed within the dataset.
EFA was employed where 7 Factor model, 3 Factor model and 1 Factor model were investigated.
The one factor solution was discarded as it had a poor overall model fit and removed information
from the study by combining all questions under a single construct. The 7 item construct had the
best model fit and all items loaded onto their respective items at 0.3 and above. However, this
model was discarded because several of the constructs had 2 items.
Subjectively the three factor solution seemed to be the most adequate for these items. health10r
(“Trouble controlling temper”) was dropped from the construct Physical Ailments (PA2) because
trouble controlling anger did not theoretically fit in with having a Physical Ailments. The question
health15 was also dropped because memory problems did not fit into the three constructs in
Equation 5.8. Although the overall model fit was not as good as the 7 factor item, it was on
a sounder footing in relation to interpretation and number of items allowed to load on a factor.
Finally, EFA uncovered the Mental Health construct with the addition of health9.
Previously it was mentioned that items in the Health construct were reverse scored in order to
make mixing those items with the Mental Health items. In order to aide interpretation with
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other new constructs it was decided to undo this reverse scoring of items where it concerned
Physical Ailments and Social Anxiety. By reverse scoring the items again, low scores in the
construct could be compared to high scores in the Mental Health construct. The expectation
being that low scores in Physical Ailments or Social Anxiety would correlate negatively with
high scores in Mental Health. The health items in the new Mental Health construct would
remain the same so that negative items would function within the existing items in the Mental
Health construct.
The derived construct from the three factor EFA with the mentioned modifications is shown in
Equation 5.8 where PALE represents Physical Ailments, MHI represents the original Mental
Health construct and SOCanx represents Social Anxiety.
PALE = h1 + h2 + h3 + h4 + h5 + h6 + h7 + h8
MHI = mhi51r +mhi52r +mhi53 +mhi54r +mhi55 + h9r
SOCanx = h11 + h12 + h13 + h14 + h15 (5.8)
Model Fit (2 factor solution)
CFA was conducted using the lavaan implementation of CFA in R. The CFA was performed on
the theorized constructs Mental Health construct and Health first. The theorized loadings of
the model can be seen in Equation 5.7 producing the results in Table 5.28.
Table 5.28: CFA Robust Scaled Fit Statistics per Sample for Health
Constructs
Sample χ2 df CFI TLI SRMR RMSEA [95% CI]
All 1007 188 0.834 0.814 0.058 0.075 [0.07-0.079]
PL 377 188 0.785 0.760 0.076 0.087 [0.075-0.099]
DE 696 188 0.848 0.830 0.060 0.076 [0.07-0.081]
IT 417 188 0.805 0.782 0.073 0.082 [0.072-0.092]
a CFI = robust comparative fit index; TLI = robust Tucker Lewis index; SRMR =
Standardized root mean square residual; RMSEA = robust root mean square error of
approximation; CI = confidence interval
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The model fit for the pooled data produced poor results with scaled statistics of χ2(df) =
1006.806(188), scaled CFI = 0.834, scaled TLI = 0.814, scaled RMSEA = 0.075 [0.07-0.079].
The individual countries model fit was also far below the advised cut-off.
Residuals
A correlation of the residuals for the model was examined in Figure 5.11 and it could be seen that
there were 35 pairs of residuals present. Items that had residuals that positively correlated with
each other included health3 (“Stomach/digestive problems”) and health2 (“Difficulty sleeping”).
health2 coincidently had large residuals with health1 (“Headache”), health4 (“Unintended weight
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Figure 5.11: Correlations Between Residuals in Theorized Health Con-
structs
The second highest positively correlated items were between mhi55 (“Been a happy person”)
and mhi53 (“Felt calm and peaceful”). The question health13 (“Feeling inferior”) had highly
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correlated residuals with health12 (“Feeling guilty”) while health3 (“Stomach/digestive problems”)
had residuals that correlated highly with health1 (“Headache”).
Modification Indices
Recommendations included letting the residuals of health12 (“Feeling guilty”) covary with health13
(“Feeling inferior”), mhi52r (“Felt downhearted and blue”) and health9 (“Sadness”) would also
be allowed covary.
It was decided that health11 (“Feeling tense”) and health8 (“Fatigue”) be allowed covary while also
allowing health12 (“Feeling guilty”) to covary with health13 (“Feeling inferior”). The modification
indices suggesting that health3 (“Stomach/digestive problems”) and health4 (“Unintended weight
loss or gain”) should be allowed to covary as digestive problems could result in or be a by-product
of unintended weight gain. It was suggested allowing mhi55 (“Been a happy person”) had mhi53
(“Felt calm and peaceful”) to co-vary as the overall model was having difficulty adequately
explaining the relationship between these two items. The anxiety suggesting health5 (“Anxiety
attacks”) and health6 (“Dizziness/trouble breathing/heart pounding”) were also allowed to covary
as superficially they could be causal in nature. The model was re-specified and run again producing
the fit in Table 5.29
Table 5.29: CFA Robust Scaled Fit Statistics per SSample for Health
and Mental Health
Sample χ2 df CFI TLI SRMR RMSEA [95% CI]
All 747 183 0.885 0.868 0.052 0.063 [0.058-0.067]
PL 316 183 0.848 0.826 0.069 0.074 [0.061-0.087]
DE 547 183 0.891 0.875 0.055 0.065 [0.059-0.071]
IT 370 183 0.841 0.818 0.069 0.075 [0.065-0.085]
a CFI = robust comparative fit index; TLI = robust Tucker Lewis index; SRMR =
Standardized root mean square residual; RMSEA = robust root mean square error of
approximation; CI = confidence interval
The model fit statistics improved with scaled statistics of χ2(df) = 747.063(183), scaled CFI =
0.885, scaled TLI = 0.868, scaled RMSEA = 0.063 [0.058-0.067] and an SRMR = 0.052.
The overall model fit was less than the recommendation in the literature review for valid constructs.
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Model Fit (Three factor solution)
The next model to review was the three factor derived model created using the EFA in Equation
5.8. CFA was applied to the three factor model producing the model fit in Table 5.30.
Table 5.30: CFA Robust Scaled Fit Statistics per Sample for Three
Health constructs
Sample χ2 df CFI TLI SRMR RMSEA [95% CI]
All 672 149 0.881 0.864 0.053 0.067 [0.062-0.072]
PL 263 149 0.851 0.829 0.068 0.076 [0.061-0.09]
DE 483 149 0.888 0.872 0.055 0.069 [0.063-0.075]
IT 310 149 0.849 0.827 0.068 0.077 [0.066-0.089]
a CFI = robust comparative fit index; TLI = robust Tucker Lewis index; SRMR =
Standardized root mean square residual; RMSEA = robust root mean square error of
approximation; CI = confidence interval
The result is very similar to the table produced in Table 5.29 however like the previous model
the CFI and TLI appeared to be inadequate while the RMSEA and the SRMR were below the
recommended cutoffs. Residuals and modification indices were reviewed to see where the fit was
least optimal.
Residuals
The residuals generated by the model can be seen in Figure 5.12. Overall there were 20 pairs
of items that correlated above an absolute normalized value of 2. The largest residuals included
health11 (“Fatigue”) and health8 (“Feeling tense”), mhi55 (“Been a happy person”) and mhi53
(“Felt calm and peaceful”), health8 and health5 (“Anxiety attacks”) showing some of the more
interesting residuals. Modification indices were reviewed to see if there was a way to adapt the
model to get a better overall fit. The modification indices can be seen in Table 5.29.
Modification Indices
The results are unsurprisingly similar to the previous model. It suggested that health12 (“Feeling
guilty”) be allowed to covary with health13 (“Feeling inferior”). It was also recommended that
mhi52r (“Felt downhearted and blue”) be allowed covary with health9 (“Sadness”). Although
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Figure 5.12: Correlations Between residuals in three theorized Health
Constructs
several of the items above could be symptomatic of some illness, it would be pure conjecture to
allow them all to covary.
The more sensible error correlations which could be explained by logic included allowing mhi55
(“Been a happy person”) to correlate with mhi53 (“Felt calm and peaceful”). This seemed logical
as both questions are on the same construct of Mental Health but compared to the other
questions on the construct are related to positive emotions. It was also decided to allow health9
(“Sadness”) and mhi52r (“Felt downhearted and blue”) to covary as the items it could be argued
are asking the same question. This seems to be confirmed when taking the correlation between the
two items (r = 0.736). The queston health6 was allowed to covary with health5 due to health6
containing symptoms of anxiety attacks.
Based on the modification indices and the related themes in some of the residuals, it was clear
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that the strict model was not accounting for all the relationship amongst the items. The model
was adjusted to allow the previous specified pairs to co-vary.
Table 5.31: CFA Robust Scaled Fit Statistics per Sample
Sample χ2 df CFI TLI SRMR RMSEA [95% CI]
All 509 146 0.918 0.904 0.051 0.056 [0.051-0.061]
PL 211 146 0.915 0.900 0.063 0.058 [0.04-0.074]
DE 381 146 0.921 0.908 0.055 0.058 [0.052-0.065]
IT 273 146 0.881 0.860 0.065 0.069 [0.057-0.081]
a CFI = robust comparative fit index; TLI = robust Tucker Lewis index; SRMR =
Standardized root mean square residual; RMSEA = robust root mean square error of
approximation; CI = confidence interval
The new three construct had an adequate CFI and acceptable SRMR and RMSEA for the pooled
data. The model fit appeared to be superficially better than the theorized version in Section
5.7. Recall that the entire inventories from the previous research were not used in this study.
By splitting the Health Section up into Social Anxiety and Physical Ailments a distinction
could be made between physical problems and social anxiety based problems. The entire Mental
Health inventory was also used in this reconfiguration of the questions.
Loadings
The model fit for the newly created three factor model was determined to be acceptable in the
previous section. In this section the loadings were examined to ascertain the individual loadings of
the items on the constructs.
All items loaded on their respective constructs with loadings above 0.3 and all loadings were
statistically significant at less than 0.001 (Table 5.32).
Too Many or too Few Factors
An argument can be made that both new Social Anxiety construct and the new Mental
Health construct are effectively measuring the same thing. To determine that the constructs had
discriminant validity the correlation was taken between the two constructs. If the constructs had
too high a correlation (r > 0.85), the factors could be said to lack discriminant validity (Brown,
2006, pp. 131, 166). While the questions in the Mental Health construct can be viewed as being
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Table 5.32: Loadings for Each Item on Each Construct for Pooled
Results
Question Est[95% CI] β
health1 0.64 CI[0.56-0.72] 0.58***
health2 0.77 CI[0.69-0.84] 0.65***
health3 0.73 CI[0.65-0.82] 0.62***
health4 0.62 CI[0.52-0.71] 0.54***
health5 0.47 CI[0.38-0.56] 0.53***
health6 0.56 CI[0.47-0.65] 0.56***
health7 0.61 CI[0.51-0.70] 0.48***
health8 0.59 CI[0.52-0.67] 0.54***
mhi51r 0.64 CI[0.56-0.71] 0.60***
mhi52r 0.84 CI[0.78-0.91] 0.83***
mhi53 0.53 CI[0.46-0.60] 0.52***
mhi54r 0.60 CI[0.52-0.67] 0.68***
mhi55 0.49 CI[0.42-0.56] 0.52***
health9r 0.89 CI[0.82-0.96] 0.81***
health11 0.75 CI[0.68-0.82] 0.63***
health12 0.71 CI[0.62-0.79] 0.71***
health13 0.78 CI[0.71-0.86] 0.73***
health14 0.80 CI[0.72-0.88] 0.72***
health15 0.55 CI[0.47-0.62] 0.56***
a *** estimates are significant at 0.001
a consistent underlying behaviour, Social Anxiety it could be argued is situational in nature. The
final correlation identified in Section 6.3.5 between Physical Ailments and Social Anxiety had
a high positive score (r = 0.588). Theoretically people may be tense when in social situations if
they are suffering from some sort of ailment. This line of thinking would require more research
and is outside the scope of this thesis.
The literature review of Silence in relation to Social Anxiety is quite sparse. Goldfried & Sobocinski
(1975) posit that fear of negative evaluations can result in participants experiencing Social Anxiety.
Anjum & Shah (2017) citing Friend & Gilbert (1973) in relation to “Fear of Negative Feedback”,
suggest people who fear negative feedback wish to avoid being compared to others. Detert &
Edmondson (2011) suggest that Social Anxiety could prohibit voice. Mead (2014) suggests that
people who suffer from Social Anxiety emotionally disengage themselves from an encounter while
feigning satisfaction. This behaviour is remarkably similar to the motivations behind Acquiescent
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Silence, Quiescent Silence and Diffident Silence. External validity should present itself in the
form of positive correlations between Social Anxiety and the previous four mentioned Silence
constructs. External validity for the newly created construct was assessed in Section 6.3.5.
Multi Group Factor Analysis
Given the borderline acceptance of the model fit (with the Italian data showing a less than
acceptable fit) for the 3 construct model, MGFA was applied to see if the model could be
considered invariant for Poland and Germany. Table 5.33 shows that the fit for the 3 constructs
across Germany and Poland is not invariant.
Table 5.33: Multigroup Factor Analysis for Three Factor Health con-
structs
Step χ2 df CFI ∆CFI
Configural invariance 600 292 0.920 0.000
Metric Invariance 636 308 0.914 -0.006
Scalar Invariance 746 324 0.890 -0.024
Residual Error Invariance 797 343 0.882 -0.008
The model failed between the metric invariance step and the scalar invariance step. To ascertain if
partial invariance could be met. The model was run again at the scalar step to ascertain where the
model was not adequately capturing the patterns. The highest gain in CFI was achieved by releasing
the constraints on the questions mhi51r (“Been a very nervous person”), health8 (“Fatigue”) and
health15 (“Trouble getting along with others”), the scale became partially invariant (Table 5.34).
Table 5.34: Multigroup Factor Analysis for Adjusted Three Factor
Health Constructs
Step χ2 df CFI ∆CFI
Configural invariance 600 292 0.920 0.000
Metric Invariance 636 308 0.914 -0.006
Scalar Invariance 684 321 0.905 -0.009
Residual Error Invariance 735 340 0.897 -0.008
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5.5.7 Summary of Scale Validation
In this chapter, internal validity was tested using Factor Analysis. It was found that the constructs
related to Silence showed good overall fit statistics with adequate global statistics for CFI, SRMR
and RMSEA for both Germany and Poland but Italy seemed to be borderline with a CFI of 0.898.
The TLI fit statistic never reached 0.95 but all other fit statistics were within the recommendations
outlined in Section 4.2.7. Loadings of items for all the constructs were good. Opportunistic
Silence showed the poorest loadings of items onto factors. This could be explained by deviations
from linearity between the items os17 and os20 highlighted in Section 5.4. The lack of linearity
between the items would impact the correlation matrix used to produce the CFA loadings. Multi
Group Factor Analysis (MGFA) was applied across the three samples to determine the types of
invariance for the scale. The MGFA showed that the scale was invariant to the Metric Invariance
step suggesting that the proportions between groups per construct are similar. More concretely it
suggested participants who undertook the survey, interpreted the questions in the same manner
irrespective of group membership. This finding suggests the scale is suitable for the purposes of
this study.
Factor Analysis was also applied to the GLOBE Societal constructs on individual level. It was
found that the scales showed very poor overall fit statistics for CFI, TLI and SRMR, while the
RMSEA was acceptable for all samples. The model was adjusted but the overall fit statistics
did not improve. The loadings were examined and it was found that all items loaded onto their
constructs above 0.3 with the exception of glsc13r (“In this society, being accepted by the other
members of a group is very important"), glsua1r (”In this society, orderliness and consistency
are stressed, even at the expense of experimentation and innovation"). The results were mixed,
with the overall fit statistics not very promising. However, the loadings with the exception of two
items are considered good. All constructs apart from Collectivism 1 Societal Practices and
Uncertainty Avoidance Societal Practices showed potential as constructs on individual level
given the good loadings. Given the poor global fit statistics for the three cultures outlined in Table
5.9, it was decided to forgo the MGFA analysis.
The GLOBE organizational constructs showed a similar pattern with all global fit statistics
producing poor results. When the loadings were examined it appeared that questions related to
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planning orderliness and structure all failed to load onto their respective constructs. The questions
gloua1r (“In this organization, orderliness and consistency are stressed, even at the expense of
experimentation and innovation”), glofo2r (“In this, organization, meetings are usually planned
well in advance (2 or more weeks in advance)”) and gloua2r failed to load onto their constructs at
0.3 or above. MGFA was not attempted on the data given the poor initial results of the CFA.
Climate for Authenticity was reviewed where problems with sample sizes were found in Section
5.4 for the pooled data. With this in mind, it seemed that for sub groups the sample size might
become an issue for the statistic. Linearity also appeared to be an issue with several of the questions
within this construct. The model fit was poor with residual correlations suggesting that pattern of
answers pertaining to internal Authenticity was not being adequately captured by the construct.
Residuals of the model also suggested that the questions related to what employees thought
of their co-workers was also not being explained by the construct. The model was re-specified
allowing the questions concerned with internal Authenticity (cfa1 and cfa2) to co-vary. The results
produced useful models for both Germany and Poland while the Italian dataset still produced poor
statistics. Loadings were examined and showed all questions loaded apart from cfa6; the additional
question added specifically for this research. MGFA was applied to the German and Polish datasets.
The results suggested that the scale was invariant at Configural, Metric, Scaler and Residual Error
level. This was a very good scale for using across the German and Polish samples.
Section 5.4 documented that Psychological Safety Climate that the items in this construct
showed deviations from linearity. The result for the KMO test suggested that the sample size
was borderline at 0.8. Similar to Climate for Authenticity, while the pooled results might be
adequate, there was a suggestion that the country samples themselves might have too little records.
It was found that when CFA was applied, none of the countries had an adequate fit apart from
Poland which had a very good model fit for CFI, TLI, SRMR and RMSEA. The RMSEA had wide
confidence intervals. Adjustments were made to the model to allow the questions psc1r (“Are
some employees rejected for being different”) and psc2r (“When someone makes a mistake, it is
often held against them”) to co-vary, producing a useful model for both Germany and Poland.
Loadings were examined and found to be greater than 0.3. MGFA was applied for Germany and
Poland and like Climate for Authenticity, it was found to be invariant across Configural, Metric,
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Scaler and Residual Error level.
Organizational Citizenship Behaviour showed several problems with assumptions for CFA
including deviations from linearity and potential problems with sample size. The initial model fit
was poor but allowing the two helpfulness questions and two conscientiousness questions to co-vary
with each other produced a very good model. All items loaded onto their respective constructs at
0.3 above suggesting a good model fit. MGFA was applied but it failed at the first step where the
question hlpocb3 failed to load onto the construct for all groups. Several reasons for the construct
failing internal validity checks could be put forward. The assumptions suggested earlier that were
violated could make for an unstable model. While the model itself failed to be invariant, it could
be argued that the results global fit highlighted in Table 5.21 and loadings in Table 5.22 suggest
that a larger sample size could produce a more stable model. Another option could be based on
the construction of the construct where researchers believed there to be two sub factors contained
within the Organizational Citizenship Behaviour. Future research could attempt to flesh these
sub constructs out by adding additional questions so the number of questions per construct is
greater than two.
Both the original Health and Mental health statistics showed very poor overall model fits when CFA
was applied. EFA was used to ascertain if a better configuration of the items could be found with
the most promising coming in the form of three constructs: Social Anxiety, Physical Ailments
and a new Mental Health construct which consisted of the old Mental Health construct with
the addition of health9r. CFA was applied to the new 3 construct reconfiguration producing a poor
model. The model was adjusted to allow the two positive mental health items to covary and the 2
sadness questions to covary. This resulted in a model with adequate fit across all samples but Italy.
The construct was tested using MGFA and was found to achieve Metric Invariance suggesting the
questions could be used in this study across Poland and Germany again.
Overall it appears that the Silence constructs are suitable for this study. All the GLOBE con-
structs appear to have failed internal validity but based on the loadings it appears that the
constructs Humane Orientation Societal Practices, Power Distance Societal Practices,
Future Orientation Societal Practices and Performance Orientation Societal Practices
could potentially be useful constructs on individual level. Both Climate for Authenticity and
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Psychological Safety Climate appeared to be useful constructs for measuring across the Ger-
man and Polish sample while Organizational Citizenship Behaviour seemed to be interpreted
differently by different cultures (Table 5.24. The newly created Health constructs showed a better
model fit than the two suggested constructs put forward by the initial survey designers. The
3 new constructs provided more granularity but were not a particularly good fit on the Italian
sample. External validity would be looked at in Chapter 6 by exploring the relationships between
the predictors.
5.6 Reliability Analysis
Scale reliability was tested with Cronbach Alpha (α) and Omega (ω) as described in Section
4.4. Although Alpha is not the most ideal for scale reliability, it was included in this study for
comparison purposes with previous papers. Assumptions were checked for Alpha with equal factor
loadings (tau equivalence) and multi-variate normality being violated for all constructs. Omega is
not subject to such stringent assumptions as the Alpha statistic (Section 4.4.2). Both Alpha and
Omega were generated using the lavann implementation in R. Bootstrapping was applied using
the boot library (Canty & Ripley, 2016; Davison & Hinkley, 1997).
5.6.1 Silence
The first scale to be tested was the Silence constructs. Reliability was tested on the pooled data
and on the individual country sample data. Figure 5.13 shows the Alpha and Omega scores for all
the Silence constructs split across the all four samples. Each construct is colour coded and Alpha
and Omega are represented by different shapes. The dotted lines are various recommendations
for applied (α = 0.9), established (α = 0.8) and exploratory research (α = 0.7) based on the
literature review for this study (Kline, 1999; Nunnally & Bernstein, 1979; Streiner, 2003). Each
score also contains confidence intervals based on 1000 boot strapped samples. The results quoted
for the rest of the chapter are all from the Omega statistic.
None of the constructs attained a point score above the applied research threshold although the con-
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Alpha and Omega Scores for Silence Constructs
Figure 5.13: Reliability Statistics for Silence. Point and Error Bars for
Combined Data and Split by Country Using 1,000 Bootstrap Samples
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struct Acquiescent Silence had excellent scores for Germany (ω = 0.89, 95% CI [0.86,0.9]),
Poland (ω = 0.85, 95% CI [0.79,0.9]) and Italy (ω = 0.82, 95% CI [0.76,0.86]). The
high scores across all samples indicate that participants answered in a homogeneous way within
their sample. The Pooled resulted indicate that all 4 samples answered in a similar fashion (ω =
0.86, 95% CI [0.84,0.88]). The German sample has the highest score which is in line with
the previous research by M. Knoll & van Dick (2013b) which found an Alpha of 0.88 when deriving
the scale for a German sample. The scale for Acquiescent Silence can be said to be very reliable.
Opportunistic Silence appeared to be a poor construct for established research although the upper
confidence interval for all samples appeared adequate for exploratory research. Opportunistic
Silence had Omega scores of 0.65 (95% CI [0.58,0.71]), 0.65 (95% CI [0.61,0.81]), 0.74 (95%
CI [0.64,0.81]) for Germany, Poland, and Italy respectively. The wide confidence intervals in all
metrics suggest that this scale would require more investigation with another sample or needs
additional questions added to flesh out the theme. The original research produced a very good
reliability statistic of Alpha (α = 0.80) for Opportunistic Silence (M. Knoll & van Dick, 2013b).
The original score is within the confidence interval for Poland and Italy but not Germany.
Pro-Social Silence reliability statistics were all above the established research threshold for all
samples but Italy. The final results produced Omega scores of 0.83 (95% CI [0.8,0.86]), 0.86
(95% CI [0.79,0.9]), 0.77(95% CI [0.68,0.82]) for Germany, Poland, and Italy respectively while
the pooled results indicated that all four sample nations had homogeneous answers with an Omega
score of 0.82 CI = (0.79-0.85). M. Knoll & van Dick (2013b) found in the original scale derivation
an Alpha score of 0.82 which is within the confidence intervals of all the sample tested in this
study. The scale can be said to be reliable.
Quiescent Silence had excellent Omega scores. The construct was consistent for Omega across
the German (ω = 0.86, 95% CI [0.83,0.89]), Polish (ω = 0.87, 95% CI [0.82,0.91]) and Italian (ω
= 0.77, 95% CI [0.68,0.82]) datasets. In the original paper an Alpha score of 0.89 was found for
Quiescent Silence giving confidence that this is a reliable scale.
Diffident silence had excellent reliability scores as well for the Polish (ω = 0.82, 95% CI
[0.75,0.87]), German (ω = 0.83, 95% CI [0.79,0.86]) and the Italian sample (ω = 0.82, 95% CI
[0.75,0.86]) while Disengaged Silence had less useful scores for the Polish (ω =0.69, 95% CI
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[0.55,0.78]), German (ω = 0.73, 95% CI [0.68,0.77]) and the Italian sample (ω = 0.69, 95% CI
[0.59,0.76]).
5.6.2 GLOBE
Scale reliability for the individual GLOBE societal constructs was very poor with Humane
Orientation Societal Practices (glsho) and Power Distance Societal Practices (glspd)
producing the only useful reliability statistics. All other constructs showed very poor reliability
scores and large confidence intervals suggesting that the scales are not reliable at individual level.
Scale reliability for the organizational constructs on individual level also showed poor test statistics
with the exceptions of Humane Orientation Organizational Practices and Power Distance
Organizational Practices, as illustrated in Figure 5.15. Humane Orientation Organizational
Practices (gloho) showed excellent results across the samples with useful overall scores for the
Poland (ω = 0.9, 95% CI [0.86,0.93]), German (ω = 0.89, 95% CI [0.86,0.9]) and the Italian
sample (ω = 0.91, 95% CI [0.88,0.93]). Power Distance Organizational Practices was another
useful construct with scores for the Polish (ω = 0.81, 95% CI [0.7,0.86]), German (ω = 0.73, 95%
CI [0.68,0.77]) and the Italian sample (ω = 0.74, 95% CI [0.65,0.8]).
5.6.3 Climate for Authenticity
Point estimates for Omega showed good reliability with the pooled and German dataset exhibiting
properties for established scales. The Italian sample however did not produce good results in either
statistic.
Figure 5.16 shows the Alpha and Omega scores across all three datasets. Taking just the Omega
scores, both Germany (ω = 0.83, 95% CI [0.8,0.85]) and Poland (ω = 0.79, 95% CI [0.71,0.84])
datasets show a reliability of greater than needed for established scales. However, the Italian
dataset produced a very poor score of 0.19, 95% CI [0,0.46] evidencing the scale is not very reliable
for the Italian sample.
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Alpha and Omega Scores for GLOBE Societal Constructs
Figure 5.14: Reliability Statistics for GLOBE Societal Constructs on
Individual Level. Point and Error Bars for Combined Data and Split
by Country Using 1,000 Bootstrap Samples
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Alpha and Omega Scores for GLOBE Societal Constructs
Figure 5.15: Reliability Statistics for GLOBE Organizational Constructs
on Individual Level. Point and Error Bars for Combined Data and Split
by Country Using 1,000 Bootstrap Samples
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Alpha and Omega Scores for Climate for Authenticity Constructs
Figure 5.16: Reliability Statistics for Climate for Authenticity on In-
dividual Level. Point and Error Bars for Combined Data and Split by
Country Using 1,000 Bootstrap Samples
5.6.4 Psychological Safety Climate
Figure 5.17 shows the reliability of the scale for both Alpha and Omega. The Italian score produced
an Omega of 0.54 (95% CI [0.39,0.66]) which was well below what is necessary for a reliable scale.
Germany produced an omega score of 0.83 (95% CI [0.8,0.85]) while Poland produced a score of
0.79 (95% CI [0.71,0.84]). The Italian scale then can be considered not very reliable while the
Polish and German scales are reliable.
5.6.5 Organizational Citizenship Behaviour
The overall Omega for the pooled data was 0.8 (95% CI [0.76,0.84]) signifying that the scale
has good properties of reliability for established research. The Omega for the German and Polish
and Italian datasets was 0.75 (95% CI [0.69,0.8]), 0.73 (95% CI [0.59,0.82]) and 0.88(95% CI
[0.82,0.92]) respectively, giving a wider confidence interval breaching both the cutoffs for the
exploratory and established limits recommended by Nunnally (1978). The original Alpha score
found by Van Dick et al. (2006) reported an Alpha of 0.73, which was within the confidence
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Alpha and Omega Scores for Psychological Safety Climate Constructs
Figure 5.17: Reliability Statistics for Psychological Safety Climate
Construct on Individual Level. Point and Error Bars for Combined
Data and Split by Country Using 1,000 Bootstrap Samples
interval for the score in this study across all three country samples. The wide confidence intervals
suggest the reliability is not as stable as expected however it is consistent enough for exploratory
research. This scale shows excellent reliability for the Italian sample.
5.6.6 Mental Health and Health
Mental Health and the two newly constructed Physical Ailments and Social Anxiety were
tested for reliability.
The adjusted Mental Health construct with the addition of the health9r had an Omega score
of 0.79 (95% CI [0.76,0.81]) for the pooled data, 0.69 (95% CI [0.57,0.77]) for the Polish data,
0.81 (95% CI [0.78,0.84]) for the German data and an Omega of 0.8 (95% CI [0.75,0.85]) for the
Italian sample. These results are far more reliable than the original Mental Health inventory.
Physical Ailments had an Omega of 0.79 (95% CI [0.76,0.81]) for the pooled dataset. For the
Polish dataset, the results were 0.77 (95% CI [0.7,0.83]) for Omega with wide confidence intervals
just below the exploratory recommendation and an upper cut-off above the requirement for an
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established scale. The German dataset produced an Omega value of 0.82 (95% CI [0.79,0.85])
while the Italian dataset produced a score of 0.72 (95% CI [0.65,0.8]). The result had a poor lower
confidence interval but an acceptable upper confidence interval.
Finally, Social Anxiety had very good reliability scores across all samples. The Pooled dataset
had an ω of 0.84 (95% CI [0.82,0.86]), Polish had an ω of 0.86 (95% CI [0.82,0.89]). The German
dataset had an ω of 0.84 (95% CI [0.81,0.86]) which indicated it was a reliable statistic for this
study. The Italian dataset had an ω of 0.85 (95% CI [0.8,0.88]).
5.6.7 Summary of Scale Reliability
In this section reliability of the constructs was measured using both Alpha and Omega. All the
Silence constructs were found to be very reliable particularly for Germany and Poland. Two
notable exceptions were with the constructs Opportunistic Silence and Disengaged Silence.
The upper limits of the confidence intervals for the Omega statistic for Opportunistic Silence
showed adequate results for exploratory work but the overall range of values across countries
suggested it was not reliable. While the validity of the construct was relatively acceptable it
seemed that the construct was not reliable to use across the three cultures with any confidence.
Disengaged Silence also had very large confidence bands with the reliability of measuring within
the Polish sample showing a lack of consistency. Similar to Opportunistic Silence, it appeared
to be a valid construct but unreliable in its ability to measure consistently.
The GLOBE Societal constructs all had very poor reliability statistics with the exception of
Humane Orientation Societal Practices and Power Distance Societal Practices. In Section
5.5.2, these two constructs showed very good loadings for the CFA. The results of both tests
give confidence that on individual level these two constructs seem to be useful. The GLOBE
Organizational constructs showed similar results with Power Distance Organizational Practices
and Humane Orientation Organizational Practices showing very reliable results. All other
constructs produced results that suggest on individual level these constructs are not very reliable.
Climate for Authenticity showed extremely good results for both Poland and Germany. However,
the Italian sample appeared to be very unreliable with the lowest omega statistic produced for a
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construct in this study. Given the poor validity for Italy on the same construct in Chapter 5.5.3,
Climate for Authenticity appears to be a useful construct for only Germany and Poland. A
similar scenario was evident for the Omega results for Psychological Safety Climate which
showed excellent reliability for Germany and Poland again but not for Italy. Given the theme of
these constructs and how similar they are to each other, this result is not surprising.
Organizational Citizenship Behaviour produced Omega results that confirmed that the con-
struct was useful for exploratory work with the poorest performing dataset being Poland.
Finally, the Health constructs produced relatively good results across all samples. The legacy
Mental Health construct showed poor results for Poland but the upper confidence levels for the
construct were enough to warrant keeping the construct as is. The adjusted Mental Health
construct with the addition of the health9r question showed a much improved Omega score across
all three samples. The legacy Health construct produced scores greater than 0.8 for all samples.
The newly created Social Anxiety also had scores above 0.8 suggesting the construct had very
good reliability. The construct Physical Ailments had excellent Omega scores for Germany but
the results for both Polish and Italian samples suggested it was only useful for exploratory research.
5.7 Reassessing Theorized Hypothesizes
Section 3.6 proposed eight hypotheses based on previous research into the Silence literature. Recall,
from Chapter 3 that several of the scales had been adjusted or questions selectively used within
constructs based on the expertise of the survey designers. This chapter used statistical methods
to determine the internal validity and reliability of the scales in order to confirm that the scales
were measuring their stated theme and that they were measuring that theme reliably. Section 5.5
and Section 5.6.7 highlighted several constructs that showed weak validity and reliability. These
constructs were originally to be used in hypotheses to externally validate the machine learning
models produced in Chapter 8. However, in order for the models to be validated, it is necessary to
use valid and reliable constructs to test them.
The constructs Power Distance Societal Practices showed promising validity and good reliability
5.7. REASSESSING THEORIZED HYPOTHESIZES 141
and so would be investigated on the individual level in the hypothesis tests in Section 8.3.1 (H1).
The constructs Opportunistic Silence and Disengaged Silence showed inconsistent reliability
across the three samples and would be removed from any validation hypotheses changing hypotheses
H1, H3, H5 and H6. Collectivism 1 Societal Practices and Uncertainty Avoidance Societal
Practices showed both poor loadings and poor reliability when aggregated to individual levels and
as a result could not be used to validate hypotheses H4. Finally, Organizational Citizenship
Behaviour, while valid when combining all the data, failed the invariance test at the metric
level (Section 5.5.5) suggesting different countries interpreted the questions differently making
hypothesis H8 unsuitable to test. The updated hypotheses are:
• H1: As the values of Acquiescent Silence, Quiescent Silence, Opportunistic Silence,
Disengaged Silence and Power Distance increase the probability of engaging in Silence
should increase.
• H2: An interaction between high values of Acquiescent Silence or Quiescent Silence and low
values of Mental Health should increase the probability of engaging in Silence.
• H3: As Quiescent Silence increases in conjunction with low or declining values of Job
Satisfaction, the probability of engaging in Silence increases more sharply.
• H4: When Power Distance Interacts with high levels of Collectivism, the probability of
engaging in Silence increases more sharply.
• H5: As Acquiescent Silence, Quiescent Silence or Opportunistic Silence interact with the
construct Authenticity, the probability of engaging in Silence should level off or decrease as
Climate for Authenticity increases.
• H6: As Acquiescent Silence, Quiescent Silence or Opportunistic Silence interact with the
construct Psychological Safety Climate, the probability of engaging in Silence should level
off or decrease as Psychological Safety Climate increases.
• H7: As Climate for Authenticity, Psychological Safety Climate, Job Satisfaction, Identification
with organization, team or supervisor increases, the probability of engaging in Silence
decreases.
• H8: As Organizational Citizenship Behaviour interacts with low or declining values of
Acquiescent Silence, the probability of engaging in Silence should decrease more sharply.
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Chapter 6
Data Preparation and Exploration
6.1 Introduction
Previous chapters have investigated the validity and reliability of the constructs for this study with
some mixed results. While some of the scales investigated showed good psychometric properties
on individual scales, several of the GLOBE societal and Organisational constructs showed very
poor validity and reliability. Constructs such as Climate for Authenticity and Psychological
Safety Climate showed very good validity and reliability for the scales for Poland and Germany
but the scales seemed to have poor internal validity and reliability for Italy.
This chapter moves on to the machine learning section of the thesis, specifically data exploration
and pre-processing in preparation for modelling. It is broken down into two main sections to
address O04 (Explore the characteristics of the data. . . ) namely Data Transformation (Section 6.2)
and Data Exploration (Section 6.3). Before data exploration began, several data transformations
were necessary. Every model has some assumptions in relation to data distributions and data types
(Kuhn & Johnson, 2013, p. 27). No one model is uniformly superior to all other models and the
properties of the data should inform the model choice. This section discusses the pre-processing
of the data to make it suitable to use with specific machine learning algorithms. Pre-processing
can involve cleaning of the data to eliminate noise, transformation of variables, integration of
disparate sources and addition of features or attributes based on existing data within the sample
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(Jiawei, Pei, & Kamber, 2012a, p. 83). Kuhn & Johnson (2013) suggests data pre-processing can
improve a model’s performance and the type of data transformations should be determined by
the particularities and assumptions of the model. For this study, data transformations included
light data cleaning such as feature removal and handling missing values as described in Section
6.2.3. Section 6.2.1 is concerned with feature creation. These were additional columns thought
to be useful in helping to predict the outcome variable. This included transformations such as
translations of answers to English, binning of variables, creating the Silence target variable and
scaling and centering the data.
The second theme of this chapter is concerned with exploring the newly transformed dataset (O04).
This section explores the data with respect to the target variable sil_tgt and the relationship
between the predictors. It is already clear from existing research that there was an expected
relationship between some variables used in this study (Section 3.6). If the expected relationship
between variables held, the predictors that were derived from the constructs could be said to
have external validity. The existing research reviewed for this study used techniques that assumed
linear relationships among the variables (Section 2.4). It was never explicitly declared that the
relationships were linear or that any data transformations were applied to the predictors to transform
the variables to account for non-linearities. Some machine learning allows for models to find
the type of relationship between the predictors and target variable based on the patterns within
the data set. This is described in more detail in the next chapter. Section 6.3 explored the
distributions of the predictors that showed promise in predicting Silence. The relationships between
these predictors and the relationships between the predictors and the target variable were also
examined. The chapter also investigated the external validity of some of the constructs based on
their relationships with each other. This chapter only documents the results of predictors that
showed useful properties for the prediction of Silence. Other interesting features which were not
deemed predictive but which were used in the modelling in Chapter 8 are summarised in Appendix
D. The redundant predictors were kept because the models used in Chapter 8 had the ability
to automatically select the best features to maximize AUC. The models also had the ability to
find useful interactions that increased the predictivity of the models. Section 6.4 discusses how
attributes in isolation might not be deemed predictive but interacting with other attributes could
boost both predictive power of the models while also uncovering new insight into why people stay
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silent. The chapter evidences that predictors have weak relationships with the target variable but
some are statistically significant.
6.2 Data Transformation
Although all three samples had been cleaned and the column headers normalized, there were two
additional columns in the Germany dataset that did not exist in the other samples. The columns
nation and natgrow were added to the German survey to indicate what nation the individuals
in Germany were from and if the participants grew up in Germany. The columns were added in
order to remove ex-patriots (a result of the Pilot Study in Chapter 3.5). The data also highlighted
several participants that grew up in Germany but who identified as not specifically German. A
second interesting property of the data highlighted that people who grew up in Germany did not
declare themselves specifically as German (natgrow = 2).
For simplicity the German sample was reduced to only participants who grew up in Germany (natgrow
= 1) and self declared as German. For example, Turkish was removed but Deutsch-turkisch
was kept. The analysis took the simplistic view that growing up in the nation of your birth makes
you more inclined to have social facets of that culture. This reduced the German sample from
507 participants to 447. Questions that were reverse scored were transformed using the process
outlined in Appendix C.1. This removed 60 records producing a new dataset comprising of 940
records Poland (211), Germany (447), Italy (282).
Feature Removal
Items that were deemed not useful predictors or had been superseded by cleaner versions were
removed. The attribute jobtitle which comprised of free text where a user typed their job title was
removed because it had many variations with little consistency. The field educ was removed and
replaced with qual_calc and qual_level as described in Section 6.2.1. As previously mentioned,
nation and natgrow were removed because they did not exist in all samples.
All questions used in the creation of constructs were removed from the samples. Other questions
that needed to be removed were gls_ho5, silopen and gls_fo5 because they did not exist in the
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Italy sample. The questions critsit was removed as the modelling task was concerned with people
who had only witnessed a Silence incident making the field redundant. The field critsits was
removed because the sil_tgt was now acting as a less granular dependant proxy as discussed in
Section 6.2.1. The field critsitv was removed because the field was concerned with voicing when a
situation arose, while the critsits was effectively the inverse.
6.2.1 Feature Creation
Creating a target variable for analysis
Objective O07 of this thesis was to determine if machine learning could be used to discover new
and interesting patterns in the dataset in relation to Silence. In order to achieve this a new variable
needed to be created. The variable called sil_tgt was created by taking question critsits (“How
often did you prefer to remain silent”) and generating a Boolean expression where if participants
selected 1 (“Never”) they would be assigned to the category No and if they selected anything
from options 2-4 (“One time-Always”) in the questionnaire they would be categorized as yes.
Participants who were binned into the yes category were said to have engaged in Silence. This
resulted in a dataset with 222 people who did not engage in Silence and 702 who did, while 16
had missing values for the target label. Imbalanced datasets bring challenges to machine learning
tasks. In order to avoid a machine learning algorithm optimizing by selecting the majority class,
training of the models was implemented to maximize the Area Under the curve (AUC) which is
robust to imbalanced datasets. More details can be found in Section 7.2. This was not effective
for all models as was evident from the Gradient Boosted Model (GBM) case in Section 8.2.3.
It is acknowledged at this point that by binning a four option answer into a Boolean expression
that a trade off will exist between information lost verses predictive accuracy.
Translations
Although all three samples were consolidated into a single dataset, due to localization in answers it
was necessary to translate some of the answers for questions that were not Likert type answers into
English where applicable using google translate. For example, anything that was free text like educ
which had 182 unique values or the industry which had 92 unique values needed to be cleansed.
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In a lot of instances the answers were common across the samples, for example, the spoleczny
in the Polish sample was equivalent to Sozialer Sektor in the German sample and could both
be binned under HEALTH SECTOR. This type of binning was highly subjective. In the interest of
space, Table 6.1 shows an example of the top ten translations across each of the countries.






















Verwaltung/ Administration Administration 40
Similarly, the translation of industry needed to be converted to the English version of the answers
across all three samples and grouped into ind_calc. The table highlights that most people decided
against giving the industry in their answers. Responses from Health (20%) and Educ (14%)
dominated the sample, while 181 records (19%) were binned to “Other”. The distributions of the
industry are examined in detail in Appendix D.2.
The educ field contained 182 unique values and needed to be translated and standardised. Different
education systems have different setups so for example a diploma in Italy is not the same as
a diploma in Germany. This was problematic as education was expected to play a role in any
modelling undertaken. To group the different versions of education together a sample of work
colleagues were interviewed who had come through each of the school systems. The aim was to
group all the free text education into the bins of:
• Secondary School Lower - Students who leave the school system at this stage in their
education normally fall into a trade after completing this.
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• Secondary School Upper - This is the certificate one receives when finishing secondary
school. The next step on the education ladder is third level.
• Degree - University or college educated to the level of bachelor’s degree.
• Masters - University or college educated up to master’s level.
• PhD - University or college educated up to PhD level.
• Vocational training - student went onto a trade or vocational training such as an
electrician or a nurse.
Table 6.2: Top Ten Translations for Binning Education
Transformed bin value (qual_calc) Education (raw) n
Degree WY?SZE 180
Secondary School Upper DIPLOMA DI SCUOLA
MEDIA SUPERIORE
103










Secondary School Lower MITTLERE REIFE 21
-99 NA 17




Table 6.2 shows the top ten cleaned qualifications with their associated free text in the interests of
space. However, overall the top education bins were Degrees (51%, n = 486), Secondary School
Upper (27%, n = 261) and Secondary School Lower (7%, n = 71). It is clear that the sample
was imbalanced with 51% of the participants having a degree. Therefore, an additional field was
constructed called qual_level which aggregated the qual_calc up to four levels: “vocational” (3%,
n = 27), “second_level” (35%, n = 332), “third_level” (57%, n = 545) and “other” (3%, n =
36). In essence the same information but at a higher level of aggregation.
6.2. DATA TRANSFORMATION 149
Binning
It was previously described that missing values were set to -99 for the age field. The key idea
behind this is the pattern of missing values might highlight some unconsidered property of the
data.
For this study age was binned into groups of 3 years starting from age 17 to 69. This was an
arbitrary choice, the aim being to preserve as much information as possible while ensuring every
bin had rows. However, when modelling with Logistic Regression in Chapter 8, several warnings
appeared that stated “glm.fit: fitted probabilities numerically 0 or 1 occurred”. Field et al. (2012,
p. 323) states this “perfect separation” is because there is a feature or combination of features
that perfectly separates the data resulting in a probability of 1 or 0. Briefly, while attributes that
predict the probability of a classification to such certainty may be welcome, data does not exist to
allow the fitting of the S shape logit in a unique form. There are potentially a number of ways the
S shaped logit can be fitted once the extremes of the function are fitted. This results in increased
uncertainty within the model. If this happens Field et al. (2012, p. 323) advises the collection
of more data or removal of columns from the dataset which are causing the issues. After some
investigation it was found that the column age_grp was causing problems because at the upper
and lower end of the spectrum for the column ((16,19] and (61,68]) had too little values within
the groups. The values were collapsed into two new groups. Both (16,19] and (19,22] were
collapsed into the group (16,22] or more generally people early in their career. The last two
groups on the scale ((58,61], (61,68]) were collapsed into a new group (58,68] or people
later in their career.
A field called working_hrs_grp was generated based on working hours, and binned such that each
bin was 2 hours in length. It was constructed from a combination of the fields pjhours and sjhours.
If the field primary job working hours (pjhours) was missing data or the field secondary job working
hours (sjhours) had more hours than the pjhours then the value of sjhours was used. This new
attribute was then binned into a field called working_hrs_grp where the size of each group was 2
hours in length. Finally, the field tenure was binned into groups of 12 months called tenure_grp.
Binning has a number of disadvantages including losing information, sensitivity to the number
of bins impacted by outliers as well as the bin borders being stretched because of those outliers
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(Williams, 2011, p. 164; Witten et al., 2011, p. 316). However, the extent of missing values (1%)
warranted binning to allow attributes that were missing to be binned into their own buckets.
6.2.2 Construct Creation
GLOBE Societal Constructs
The GLOBE societal constructs were constructed by first taking the mean of the individual
constructs for GLOBE and then taking the mean at country level. The end result produced five
new features where each feature represented a value per country. The individual questions for the
GLOBE societal questions were then removed.
Individual Construct Creation
The survey consisted of several groups of questions to be aggregated into a single construct. These
constructs occurred on individual and group levels. While acknowledging there are several ways
to calculate constructs from individual items (Distefano, Zhu, & Mîndrilă, 2009), it was decided
in order to remain consistent with previous literature that the mean would be taken for each
construct.
Although the GLOBE Organisational constructs should have been aggregated to the company
where participants took the survey, it was not possible in this context due to the anonymous nature
of the participants. Therefore, the constructs were aggregated to individual level and industry level
based on the grouping variable ind_calc highlighted in Table 6.2 as a compromise.
Managers vs Project Managers
From looking at these data it was clear that the mng field could be broken down into mng and
ppl_mng where the second column would be boolean expression where the participant would get a
1 if they had follwrs (employees directly reporting to them) and a 0 otherwise. The field follwrs
could be dropped and replaced with the surrogate ppl_mng.
Scaling and Centering the data
In the data collection phase of this study, several items were captured on different scales. The Silence
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constructs (Acquiescent, Quiescent, Prosocial, Opportunistic, Disengaged and Diffident
Silence) for example were captured on a seven point Likert scale while other measures such as the
Health constructs were captured on a five point scale. Variables were scaled and centred so that
the mean was 0 and the standard deviation was set to 1 to ensure attributes had similar scales
(Kuhn & Johnson, 2013, p. 30; Shalev-Shwartz & Ben-David, 2014, p. 367). All parameters were
estimated from the training set and then applied to the test set, i.e., the mean for a particular
feature was derived from the training set and then applied to all new unseen test data (Kuhn &
Johnson, 2019 Chapter 6).
6.2.3 Missing Values
Missing data is a common occurrence in most datasets where the information is missing because a
user deliberately omitted the data or it could have been a result of an error in the data collection
technique (Williams, 2011). An example of this was shown in Section 5.2 in the field gender where
a variable with a missing value was coded with a U if it was missing.
A number of recommendations exist for dealing with missing values including ignoring the missing
value, manually adjusting the data as was done with gender, use a constant, use the mean, median
or mode or potentially use a statistical/machine learning method to handle the missing values
(Jiawei et al., 2012a, p. 88). However, as filling missing value techniques can impact the reliability
of estimates of model accuracy.
Missing values for age were present in 1% (n = 11) of total dataset. It was decided to keep the
missing value in the data as an attribute itself by converting the attribute to a character vector
and recoding the missing values as -99. The field GENDER was also cleaned to be M for male, F
for female or U for unknown/missing as discussed in Section 5.2.
The question critsit asks participants if they had witnessed a situation in the last six months where
they would have an opportunity to participate in Organisational Silence. The aim of this question
was to filter out the people who answer the subsequent Silence questions with an incident in
mind as opposed to what they think they would do if such a situation arose. People who had not
witnessed a situation where voice or Silence could be utilized were removed from the dataset.Recall
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from Section 6.2.1 that several rows had missing values in if someone would engage in Silence.
These were also removed resulting in 16 less records.
It was decided to delete any records which had missing values for any Likert question resulting in
the largest decrease in the dataset (n = 150). After filtering, the dataset comprised of 774 records
(Poland (n=133), Germany (n=450) and Italy (n=191))
6.3 Data Exploration
This section explores the data using both statistical and visual techniques. Section 6.3.1 describes
the rationale for using both statistical and visual methods. Section 6.3.2 explains the permutated
filter methods used for statistically testing the relationships between the predictors and the sil_tgt.
Section 6.3.3 and 6.3.4 shows the results of the permutation tests for both numeric and categorical
variables. Section 6.3.5 describes the relationships between the predictors. Highly correlated
predictors influenced any interpretation of the model’s variable importance as described in Section
7.4.
6.3.1 Relationship Between Predictors and Silence
Kuhn & Johnson (2019) suggests that often it is better to visualize data instead of using
statistical techniques which “boil relationships down to numerical summaries such as the χ2 test
of association”. All categorical variables were plotted using bar charts where the total number of
cases per category was plotted and colour coded based on the sil_tgt. Additional bar plots that
looked at the proportion of the sil_tgt within each category were utilized.
The relationship between the numeric predictors and the sil_tgt was determined in a subjective
manner using histograms where the values of each numeric field was plotted for people who engaged
in Silence vs those who did not. This produced two histograms per attribute. Histograms that
overlapped each other completely suggested no discriminatory properties as independent predictors.
Predictors where the histograms deviated from each other suggested good discriminatory properties.
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The visualizations for both categorical and numeric relationships were supplemented with statistical
tests of independence to ascertain if there was a relationship between the predictors and the sil_tgt.
A χ2 test for Independence was applied to a contingency table of each of the categorical variables
and the sil_tgt. A t-test was applied to each of the numeric groups to ascertain if there was a
difference in the mean value of the construct for those who engaged verses those who did not
engage in Silence.
Methods that use test statistics in this manner are called “Filter methods” are explained in the next
section. While all elements of the dataset were explored, only those attributes that showed promise
were discussed in this chapter. Appendix D contains additional visualizations and discussions
on those items that statistically were not found to discriminate between people who engaged in
Silence.
6.3.2 Filter Methods
Both visualizations describing the relationships between predictors and the sil_tgt were supple-
mented with approximate permutated Independence tests. The aim of these tests was to test for
a univariate signal between the attributes and the sil_tgt. It should be noted that these tests
only test an association in isolation so highly correlated attributes would be included as being
significant if a relationship existed between the predicter and the sil_tgt. Interactions among
variables are ignored during the filter test for the same reason (Kuhn & Johnson, 2013, p. 490).
This is discussed in greater detail in Section 6.4.
The visualization of the categorical attributes was supplemented with a χ2 test for Independence
statistic where appropriate. The test was applied to test associations between ctry, age, qual_calc,
qual_level, working_hrs_grp, mjobs, contract, tenure_grp, mng, ppl_mng, ind_calc and age_grp.
Only associations which produced a statistically significant result are highlighted in this chapter.
The null hypothesis for the χ2 test for Independence statistic specified that no relationship existed
between the independent categorical variables and the Silence target. The statistic is produced by
generating a contingency table between the categorical predictors and the levels of the sil_tgt.
Equation 6.1 is then applied to the contingency table where the aim is to see if a relationship exists
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across the explanatory categories. Unlike some parametric tests, the number of assumptions for
the test are relatively light with Field et al. (2012, pp. 816–816) suggesting that data needs to be
independent (one person can only be contained in one cell at a time), there should be more than
5 people per cell in an ideal scenario and no cell should have 0 participants in the expected count.
χ2 =
∑ (Oij − Eij)2
Eij
(6.1)
If a significant association is found then Field et al. (2012, pp. 816–816) recommends that the
standardized residuals should be investigated to see if one specific group is contributing more than
others to the over all χ2 test score. While it might be obvious in a 2*2 contingency table which
items are contributing to the result, larger contingency matrices may not be so clear. Sharpe
(2015) outlines four methods to investigate contributory factors to the overall χ2 with Delucchi
(1983) recommending to calculate the standardised residuals by subtracting the actual value of
the counts from the observed value of the counts. The standardized residuals can be derived from
Equation 6.1 to produce (O − E)/
√
E where a value of +/- 1.96 is significant at 0.05 (Field et
al., 2012, p. 825). The Phi (ϕ) statistic described by Kim (2017) was used to determine the
effect size of any 2x2 contingency tables that were found to be statistically significant. Cramer’s
V was used to calculate effect size for the statistic for contingency tables which where bigger than
a 2x2 contingency table. Kotrlik, Williams, & Jabor (2011) recommend a result between 0.20
and under 0.40 as having a moderate effect, 0.40 and less than 0.60 being a strong effect and
anything above 0.6 considered a very strong effect.
The visualization of the numeric attributes was supplemented with a t-test. The t-test was used
to test that the means between different silence groups were equal. In the case of the filter tests,
each attribute of that is suspected of being predictive is split into two groups. The groups in this
case are if someone engages in Silence or not. The test specifies the null hypothesis that there
is no difference between the means of each of the groups. If there is no difference between the
groups per attribute, it suggests that the attribute is not a good explanatory variable for Silence.
Equation 6.2 taken from Ruxton (2006) shows the formula used to generate the t-tests:
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The symbol µ̄i represents the sample mean of the samples of those attributes in the Silence and
non Silence group. The number of cases in each group is denoted by n1 and n2 while the standard
deviations of both samples are represented by the square of s1 and s2. Effect size was measured
using Cohen’s d (Cohen, 1988). The relative power of the score can be seen in Table 6.3 taken
from Wikipedia (Cohen, 1988; “Effect size,” 2020; Sawilowsky, 2009).








The above methods were used in conjunction with permutation testing to produce an exact
p-value. Permutation tests make no assumptions on any theorized distributions of the data
and are sometimes referred to as computational methods or models (Berry, Johnston, & Mielke
Jr, 2011). For this study, the interest is in the sample and of the relationship between the
variables and the sil_tgt. It is exploratory in nature and so inference beyond the training set is
not necessary (Ludbrook, 1994). Berry et al. (2011) lauds the use of permutation models over
conventional methods because permutation tests make no assumptions about the population (data
dependant), can be used for any sample type such random or non random as well as generating
exact probabilities.
The setup for Permutation models is relatively similar for different test statistics. In the case of
the χ2 test, the statistic is initially recorded. One of the columns is shuffled so that now the
categories being measured are arbitrarily related to each other. In this study it was one of the
categorical predictors and the sil_tgt variable. By shuffling one of the items the link between
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the items is broken. The test statistic is now run for the new perturbed sample and the χ2 score
is calculated using Equation 6.1. The proportion of test values greater than or equal to the
test value calculated for the unperturbed data is similar to the corresponding empirical p value
generated from population non permutated models (Berry et al., 2011). Permutation testing is
considered one of the best methods for testing and evaluating non-parametric statistical tests
(Fisher, 1992). The study does not permutate every variation of the relationships when generating
the null hypothesis but instead shuffles the attributes 1000 times while recording the test statistic
on each permutation (Nichols & Holmes, 2002). This type of permutation is often referred to as
an approximate permutation test (Nichols & Holmes, 2002). It was used in this study to evaluate
relationships between categorical variables and the sil_tgt using a χ2 test for Independence, while
a t-test was utilized to test differences in means between numeric attributes.
6.3.3 Categorical Predictors Analysis
The categorical variables under investigation comprised of ctry, gender, age_grp, qual_calc and
qual_level, working_hrs_grp, mjobs, contract, tenure_grp, mng, ppl_mng and the ind_calc. The
most promising associations with the sil_tgt were variables ctry and ppl_mng.
The ctry attribute comprised of three levels IT (Italy), PL (Poland), and DE (Germany). Germany
contained 58% of the participants, Italy had 24% and Poland had 17% of the total sample. Figure
6.1 shows the split by country with respect to the target variable. Panel (B) shows the German
sample had a higher proportion of people (80%) who participate in Silence (Panel A). Conversely
participants from the Polish sample had the lowest proportion of participants who participated in
Silence (67%).
The permutation based χ2 test for Independence produced a result which was statistically significant
with χ2(2) = 10.583, p = 0.011. Effect size was measured using Cramer’s V which produced a
small to medium effect of 0.115. The result suggests that the null hypothesis of no relationship
between country to Silence can be rejected. The investigation of the individual components in
Table 6.4 showed a statistically significant result for people from PL not engaging in Silence being
more than expected. The effect size was relatively small however, it suggests something about the





























Sample Country Split (B)
Figure 6.1: Country Distribution in Relation to Silence
countries is different with regards to Silence. Machine learning was used to model how the culture
of these countries (measured by GLOBE factors) interacted with other attributes to determine if
someone would remain silent as discussed in Chapter 1.
Table 6.4: Standardized Residuals of Chi Squared Test of Association





Out of the people who directly declared as managers (mng), five did not have any follwrs. These
five people could be project managers with no direct reports. Interestingly 13 people did not
declare themselves to be managers but specified they had direct reports. Unfortunately, 74% of
the people did not provide any information for the field.
The field manager had a non significant result but the feature People Managers (ppl_mng), derived
as a manager who had direct reports, had a permuted χ2(1) = 3.429, p = 0.043 with a small
effect size (Phi ϕ) of 0.065. The distribution of people managers is depicted in Figure 6.2 which
show that people with direct reports tended to not engage in Silence behaviour. It could be argued


























Figure 6.2: Managers in Relation to Silence
that people who have direct reports have more power within an organization and as a result are
more open to giving feedback and more confident that it will be listened to.
Overall only two of the 11 attributes showed statistically significant relationships with the sil_tgt of
which none of the effect sizes exhibiting large effects. The majority of categorical predictors based
on the filter methods would not be very useful predictors in the modelling based on univariate
testing.
6.3.4 Numeric Predictors Analysis
The numeric attributes for analysis consisted of 45 numeric attributes. Only 24 of those attributes
showed promise as predictors of the sil_tgt.
GLOBE
In the previous chapter, the constructs for the GLOBE societal constructs were aggregated to
individual and to their theoretical country levels. It was not possible to test the constructs using a
t-test of independence because there were not enough cases at that level of aggregation. Section
7.7.1 describes how using Partial Dependency plots, it is possible to see how the unbiased model
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Conditional Inference Forest models was able to model the attributes and provide an insight
into how changes in country level aggregations could result in a change of probability of Silence
engagement.
Two numeric GLOBE societal attributes on individual level showed promise as predictors: Hu-
mane Orientation Societal Practices (indv_gls_ho) and Power Distance Societal Practices
(indv_gls_pd) . Recall from Chapter 5 that both these constructs showed potentially good internal
validity based on the loadings of the items in Table 5.10.
Individual Humane Orientation Societal Practices (indv_gls_ho) was graphed in Figure 6.3
with respect to the Silence target. In Germany (µ̄ = -0.04 +/- 0.9), participants who scored high
values in indv_gls_ho tended to not engage in Silence behaviours while lower scores were in line
with people who did. Italy interestingly had the opposite pattern whereby low values in Humane
Orientation Societal Practices conveyed non engagement in Silence behaviours. Poland was
similar to Germany but low scores in the construct showed more people engaging in Silence. The
permutated t-test produced a test score of t(290) = -2.896, p = 0.004 suggesting Humane
Orientation Societal Practices seemed to have useful univariate discriminatory properties



























Humane Orientation Societal Practices
Figure 6.3: Humane Orientation Societal Practices Smoothed Distribu-
tion of Standardized and Normalized Answers.
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The GLOBE results for Eastern Europe in the original study which included Poland found that
on a societal level Poland had relatively high Power Distance Societal Practices. Although
the scale has been lost due to the previous data transformations, it seems that Power Distance
Societal Practices in Poland (µ̄ = -0.2 +/- 1.09) is a good discriminator with low values of the
construct pointing to a high proportion of people who do not engage in Silence. Interestingly, the
German sample had on average a higher individual power distance but a relatively lower standard
deviation (µ̄ = -0.02 +/- 0.98). However given that, it is also clear relative to the sil_tgt that
when there is a lower Power Distance Societal Practices score, a higher proportion of people
do not engage in silent behaviour. Italy (µ̄ = 0.18 +/- 0.96) had the highest power rating on an
individual level and the same pattern seem to hold as is evident from Figure 6.4. The permutated
t-test produced a test score of t(283) = 3.38, p < 0.001 with Cohen’s d effect size of 0.299





























Power Distance Societal Practice
Figure 6.4: Power Distance Societal Practices Distribution Smoothed
Distribution of Standardized and Normalized answers.
The GLOBE Organisational constructs all produced results which suggested they would all make
good predictors. However while this may be the case, recall from Sections 5.5 and 5.6 that both
reliability and internal validity of these constructs was very poor with the exception of indv_glo_ho
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and indv_glo_pd.
Figure 6.5 shows the distribution of the scores for Uncertainty Avoidance Organisational
Practices (indv_glo_ua) relative to the silent target. The Polish sample seemed to suggest that
when there are high values of Uncertainty Avoidance Organisational Practices, people do not
engage in Silence, concurring with the societal version of the same construct. Low scores across
all three countries indicate a higher probability of engaging in Silence, although differences in the
German sample appear to be marginal. The permutated t-test produced a marginally significant


























Uncertainty Avoidance Organisational Practices
Figure 6.5: Uncertainty Avoidance Organisational Practices Smoothed
Distribution of Standardized and Normalized Answers.
Figure 6.6 shows the distributions of the answers for the construct Future Oriented Organisa-
tional Practices (indv_glo_fo). The permutated t-test produced a test score of t(322) = -3.297,
p < 0.001 with Cohen’s d effect size of 0.268 which is considered a small to medium effect. While
the societal version of this construct indicated that Germany had the highest average score, the
Organisational variant of the construct recorded that Poland (µ̄ = 0.02 +/- 0.96) had the highest
average value. Germany (µ̄ = -0.05 +/- 0.97) seemed to show poor discriminate validity with
respect to the Silence target while both Italy and Poland showed that people who score highly on
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the Future Oriented Organisational Practices, were unlikely to engage in Silence behaviour.



























Future Oriented Organisational Practices
Figure 6.6: Future Oriented Organisational Practices Smoothed Distri-
bution of Standardized and Normalized Answers.
Power Distance Organisational Practices (indv_glo_pd) for the Polish dataset (µ̄ = 0.01
+/- 1.01) again proved to be the most interesting of the GLOBE constructs. People who scored
low on Power Distance Organisational Practices distance tended to specify that they did not
engage in employee Silence while people who had more positive scores tended to engage in the
behaviour. Germany (µ̄ = -0.03 +/- 0.99) showed a similar albeit not as pronounced behaviour.
The permutated t-test produced a test statistic of t(317) = 3.44, p < 0.001. Cohen’s d produced
a statistic of 0.28 which is considered a very small to small effect.
Analysis of Collectivism 1 Organisational Practices (indv_glo_co) showed that collectivism
was a good discriminator for Poland (µ̄ = 0.09 +/- 0.89). The permutated t-test produced
a test statistic of t(328) = -2.192, p = 0.029 suggesting it was a good discriminator but the
Cohen’s d statistic of 0.176 indicted the effect was very small. People who had high scores in the
construct generally voted they did not engage in Silence behaviours while lower scores increased
the likelihood of engaging in Silence. Germany (µ̄ = 0.04 +/- 0.93) had a similar pattern but
it was not as discriminatory. Higher scores in the Italian (µ̄ = -0.15 +/- 1.19) sample also had




























Power Distance Organisational Practices
Figure 6.7: Power Distance Organisational Practices Smoothed Distri-
bution of Standardized and Normalized Answers.
poorer discriminatory value.
The next construct Individual Humane Orientation Organisational Practices (indv_glo_ho)
again seemed very useful as a discriminator for the Polish (µ̄ = 0.01 +/- 1.01) sample with
high levels of Individual Humane Orientation Organisational Practices resulting in more
participants claiming they did not participate in Silence behaviours. Italy (µ̄ = -0.13 +/- 1.05)
while not as obvious, showed that people with extreme low humane orientation scores or extreme
high scores had a bigger distribution of people who did not engage in Silence. Germany (µ̄ = 0.06
+/- 0.97) seemed to show this distribution as well with a bimodal distribution of people who would
not engage in Silence behaviours. The permutated t-test produced a test statistic of t(318) =
-2.915, p = 0.004. Cohen’s d produced a statistic of 0.238 which is considered a small effect.
The construct Individual Gender Egalitarianism (indv_glo_ge) only asked questions about the
participants organization. There is no question asking for the same information on societal level.
This construct was aggregated to individual level. The Polish data (µ̄ = 0.27 +/- 1.03) indicated
that when participants had on average a higher score, they were more inclined to not engage in
Silence. This pattern seemed to be prevalent in all three samples although less prominent on the
German (µ̄ = -0.06 +/- 0.96) and Italian (µ̄ = -0.05 +/- 1.04) sample. The permutated t-test




























Collectivism 1 Organisational Practices
Figure 6.8: Collectivism 1 Organisational Practices Smoothed Distribu-



























Humane Orientation Organisational Practices
Figure 6.9: Humane Orientation Organisational Practices Smoothed
Distribution of Standardized and Normalized Answers.
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produced a test statistic of t(306) = -2.338, p = 0.02. Cohen’s d produced a statistic of 0.196
which is considered a small effect. Figure 6.10 shows the distribution of the scores for Gender






























Figure 6.10: Gender Egalitarianism Construct Smoothed Distribution
of Standardized and Normalized Answers.
Finally, one of the constructs Collectivism 1 Organisational Practices (indus_glo_co) ag-
gregated to the industry level showed useful discriminatory properties. The permutated t-test
produced a test statistic of t(278) = -2.05, p = 0.041. Cohen’s d produced a statistic of 0.18
which is considered a small effect. However, the effect size is larger than the same construct
aggregated to individual level (indv_glo_co).
Silence
The six Silence constructs were expected to provide very good predictors to separate people who
participated in Silence behaviours. Figure 6.11 and Figure 6.12 showed promising results.
Acquiescent Silence (indv_sil_as) showed good properties for separating Silence behaviours
for Italy (µ̄ = 0.04 +/- 0.94), Poland (µ̄ = 0.01 +/- 1.02) and Germany (µ̄ = -0.02 +/- 1.02).
Figure 6.11 highlights that as values in the construct increase people seem more likely to engage
in Silence. However, the result is far more pronounced in the Italian and Polish datasets.
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The previous two results showed that the country under consideration for the constructs seems
to play a role in construct’s effectiveness for predicting Silence. The permutated t-test produced
a test statistic of t(339) = 5.931, p < 0.001. Cohen’s d produced a statistic of 0.468 which is
considered a medium effect. The effect size is the largest effect size of any of the other attributes
considered for this study. Relative to other study attributes, Acquiescent Silence was likely to
be the most promising predictor of Silence.
Participants with low values in Disengaged Silence (indv_sil_de) showed that people had a
tendency to not engage in Silence, However, the German (µ̄ = 0.02 +/- 1) sample seemed to
produce a bimodal distribution where even people who selected low values still had a tendency to
engage in Silence. The permutated t-test produced a test statistic of t(310) = 2.994, p = 0.003.
Cohen’s d produced a statistic of 0.249 which is considered a small to medium effect. It would
seem for the Polish samples this construct would be useful in predicting if someone were to engage
in Silence, however, the German sample was no so clear where it could be argued the distribution
was not as expected according to the original paper by Brinsfield (2013b).
Diffident Silence’s (indv_sil_di) t-test produced a test statistic of t(333) = 3.607, p < 0.001
with a Cohen’s d of 0.287 which is considered a small to medium effect. Poland (µ̄ = 0.35 +/-
1.03) again showed that people who had low scores of diffident Silence tended not to participate
in Silence behaviours. Recall from the Power Distance Organisational Practices that people
who had low power distance also tended to vote no on engaging in Silence behaviours. Italy (µ̄
= 0.06 +/- 1.01) and Germany (µ̄ = -0.14 +/- 0.96) showed that low scores also had a large
amount of people not engaging in Silence. Fig 6.11 shows the distribution of the constructs split
by Silence tendencies. It seemed, subjectively, that the constructs Diffident Silence (indv_sil_di)
and Disengaged Silence (indv_sil_de) were relatively useful for predicting silence for both Italy
and Poland but the distribution for the German sample suggests they would be less effective when
utilized on the German sample.
Opportunistic Silence (indv_sil_os) was a good discriminator with Italy (µ̄ = 0.12 +/- 1.11)
and Poland (µ̄ = 0.13 +/- 1.03) where low values predominately described people who claimed
not engage in Silence. Italy appear to have a sub group of outliers who do not engage in Silence
while having high scores in this construct. The Germany (µ̄ = -0.1 +/- 0.93) sample seems not to
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Figure 6.11: Acquiescent, Disengaged and Diffident Silence Smoothed
Distribution of Standardized and Normalized Answers.
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be discriminated well by the construct. The permutated t-test produced a test statistic of t(349)
= 2.709, p = 0.007. Cohen’s d produced a statistic of 0.21 which is considered a small to medium
effect.
Prosocial Silence (indv_sil_ps) was consistent across all three samples with lower values resulting
in more people specifying they did not engage in Silence behaviours. However, there seems to be
a number of people in the German (µ̄ = -0.03 +/- 0.98) sample who while scoring low values did
indeed engage in Silence behaviours. The permutated t-test produced a test statistic of t(308) =
2.519, p = 0.012. Cohen’s d produced a statistic of 0.21 which is considered a small to medium
effect.
Finally, it could be seen that for Poland and Italy Quiescent Silence (indv_sil_qs) provided good
discriminatory ability with participants who scored low on the construct claiming they did not
engage in Silence behaviours. Germany (µ̄ = -0.04 +/- 0.98) was less clear cut as while lower
values in the construct resulted in more people not engaging in Silence, the trend was also clearly
visible to a lesser extent with people who did engage in Silence. Overall the permutated t-test
produced a test statistic of t(308) = 2.519, p = 0.012. Cohen’s d produced a statistic of 0.21
which is considered a small to medium effect.
Other predictive attributes
Relationship to the organization comprised of 3 questions: identify with my supervisor (id_svi),
identify with my organization (id_oi) and identify with my immediate work group (id_ti).
These items were likely to be equally useful at discriminating Silence because the wording of
the questions was so similar and the three identification targets of organization, supervisor and
workgroup are so intrinsically linked.
All three constructs showed promise for discrimination for Poland where high levels of identification
with participants organization, team and supervisor showed marginally useful discriminatory
properties. Italy seemed to have a more complex relationship where people who selected just over
the average for id_oi had a higher proportion of people who would engage in Silence. Lower values
and higher values contained people who would not engage in Silence although the differences
appeared to be marginal. The field id_svi also showed good discriminatory properties with



















−1 0 1 2 −1 0 1 2 −1 0 1 2
−2 −1 0 1 2 −2 −1 0 1 2 −2 −1 0 1 2












































Figure 6.12: Opportunistic Silence, Prosocial Silence and Quiescent
Silence Smoothed Distribution of Standardized and Normalized Answers.
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above average scores for identifying with their team showing tendencies not to engage in Silence.
Interestingly this separation seemed to disappear when people selected very high values for the
question.
All three items produced statistically significant results with a permutated t-test result of t(331)
= -4.037, p < 0.001 and an effect size of 0.322 for (id_svi). The construct id_oi showed similar
results with a t(305) = -2.939, p = 0.004 and an effect size of 0.247 while finally, the factor id_ti
suggested the predictor was useful for predicting Silence with a test statistic of t(326) = -2.88, p
= 0.004 and an effect size of 0.232. The largest effect size could be attributed to identifying with
one’s supervisor (id_svi) which is in line with the current research (Section 2.2.1)
Satisfaction was broken down into 4 questions. Participants were asked to rate their Satisfaction
in relation to their health (satis_h), Job (satis_j), Life (satis_l) and the ability to Perform their
daily activities (satis_p). Only one of the items, Job (satis_j), produced statistically significant
results with a permutated t-test result of t(309) = -3.179, p = 0.002 and an effect size of 0.265
for small to medium effect (Figure 6.14).
The construct Remaining in Job (ersjr) showed useful properties for prediction with a t-test
result of t(312) = -2.001, p = 0.046 and a Cohens d of 0.166 while Profession (erspr) showed
similar results (t(312) = -2.001, p = 0.046, Cohen’s d = 0.166). People who want to stay in the
same occupation show good separation for Italy but for Poland and Germany the construct does
not provide much separation (Figure 6.14).
The final constructs that showed good discriminant properties were Psychological Safety Climate
(indv_psc_calc), Climate for Authenticity (indv_cfa_calc), Remaining in Job or Profession
(erspr) until retirement (Figure 6.15). Climate for Authenticity (indv_cfa_calc) had small to
medium effect size with a permutated t-test result of t(309) = -3.179, p = 0.002 and a Cohens d
of 0.265 for small to medium effect. Psychological Safety Climate (indv_psc_calc) showed
similar results with a score of t(306) = -2.798, p = 0.005 and an effect size of 0.235. The Polish
data showed good discriminatory properties for these two constructs. The Italian construct was
less obvious with very high or very low values of indv_cfa_calc hinting that these scores result
in more people choosing not to engage in Silence. The construct indv_psc_calc shows lower
than average scores would result in people not engaging in Silence while paradoxically Poland and
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Figure 6.13: Identification with Organization, Team and Supervisor
Smoothed Distribution of Standardized and Normalized Answers.
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Figure 6.14: Remaining in Job, Remaining in Profession, Satisfaction
with Job Constructs Smoothed Distribution of Standardized and Nor-
malized Answers.
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Figure 6.15: Climate for Authenticity and Psychological Safety Climate
Smoothed Distribution of Standardized and Normalized Answers.
Germany show the opposite. People who wish to stay in the same organization until retirement.
6.3.5 Correlations between Constructs
In the previous sections, constructs and scales were investigated visually and statistically in relation
to the target variable sil_tgt where it was determined that 24 items showed univariate properties
to distinguish Silence and non Silence behaviours. Recall from Section 6.3 that one of the
disadvantages of filter methods is they view predictors in isolation meaning that highly correlated
variables would pass the filter methods. In this section relationships between the 24 predictive
independent predictors were reviewed. This analysis would identify where some items produced
redundancy by being highly correlated with each other. The discovered relationships would inform
modelling techniques and if additional data transformations were necessary.
The first type of relationship to be examined was relationships between numeric predictors. To
determine this each variable was plotted against all other variables to determine if the relationships
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were linear or of some other variety. In the interests of brevity the final results showed for each
chart that linearity was not met in all cases. This is not an unexpected result as in the scale
validation phase of the thesis it was found that most of the relationships were curvilinear in profile.
Given that the linear relationships do not seem to exist a Rank Spearman Correlation (rs) was
undertaken to check if relationships exist between the constructs.
Individual Construct Correlations
The first step was to remove any -99 values as they represented missing data. The correlations
were plotted in Figure 6.16 where the strength of the correlation is represented by both the
thickness and the opacity of the lines. Items that are highly correlated are placed closer together
on the chart. In total there were 55 pairs of items out of the individual constructs that were
correlated above 0.3. Unsurprisingly the Silence constructs are all correlated highly with each
other with an average correlation of 0.515 suggesting redundant information existing between the
constructs. The strongest correlation existed between Acquiescent Silence (indv_sil_qs) and
Diffident Silence (indv_sil_di) (rs = 0.72).
Silence had a number of previously published correlates which was compared against the data
collected for this study in order to externally validate the constructs. The following paragraphs
indicate the correlation in the previous research as r while the spearman correlation used in this
research is denoted by rs and visualized in Figure 6.16. M. Knoll & van Dick (2013b) found
that Acquiescent Silence correlated positively with Prosocial Silence (indv_sil_ps) (r = 0.25,
rs = 0.40). Opportunistic Silence (indv_sil_os) also correlated positively with Acquiescent
Silence (indv_sil_as) (r = 0.49, rs = 0.46) and Prosocial Silence (indv_sil_ps) (r = 0.29,
rs = 0.39). Quiescent Silence correlated with Acquiescent Silence (r = 0.61, rs = 0.584),
Prosocial Silence (r = 0.37, rs = 0.435) and Opportunistic Silence (r = 0.55, rs = 0.528).
Brinsfield (2013a) found Diffident Silence to be positively correlated with Disengaged Silence
(r = 0.55, rs = 0.52). All attributes indicated the expected relationship to be consistent with the
previous research providing an element of external validity for the constructs.
Acquiescent Silence (indv_sil_as) also had strong negative correlations with Climate for
Authenticity (indv_cfa_calc) (rs = -0.470) and Psychological Safety Climate (indv_psc_calc)
(rs = -0.493). Climate for Authenticity (indv_cfa_calc) was created for this study and consisted
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of one construct. As previously mentioned, it was inspired by a study in Grandey et al. (2012)
which describes it as “sense of confidence that the team will not embarrass, reject, or punish
someone for speaking up. . . ”. The original construct used the measurement of Psychological
Safety Climate (indv_psc_calc) as a basis for its construct. Given its origins, the expectation was
that Climate for Authenticity would correlate positively with Psychological Safety Climate
which was realised with Spearman’s correlation coefficient of 0.69 providing external validity for
the construct. Brinsfield (2013a) also discovered that Psychological Safety correlated negatively
with Diffident Silence (r = -0.25, rs = -0.19). The effect is not as strong as the Spearman
correlation found in this study.
M. Knoll & van Dick (2013b) found that Job Satisfaction (r = -0.50, rs = -0.36) and Organ-
isational Identification (r = -0.42, rs = -0.34) were negatively correlated with Acquiescent
Silence. Figure 6.16 shows all Silence questions correlated negatively with the Identification with
Organization, Team and Supervisor questions, providing external validity to the constructs.
The constructs ersjr and erspr had the same high correlation (rs = 0.679). This is unsurprising as
the researchers who generated the questionnaire reported the question ersor was derived from ersjr.
Other interesting correlations included indv_glo_ho and indv_psc_calc (rs = 0.59) hinting that
when a society (based on individual aggregation) has a humane orientation then participant’s self
reported levels of safety increases. People generally feel safe in societies that are humane within
our sample. The constructs indv_cfa_calc also had a high positive correlation (rs = 0.571) with
indv_glo_ho suggesting in humane societies there is higher degrees of Climate for Authenticity
in work environments. Unsurprisingly indv_glo_pd and indv_psc_calc had negative correlations
(rs = -0.565). People with high scores of Power Distance Societal Practices generally had
lower scores for Psychological Safety Climate (rs = -0.260).
Power distance also had interesting correlations. The construct indv_glo_pd had a high negative
correlation with indv_cfa_calc (rs = -0.507). The correlation suggests people working within an
organization with high power distance did not feel they had a high Climate for Authenticity.
Rhee et al. (2014) found that power distance promoted Acquiescent Silence and Figure 6.16
shows that both individual Power Distance Societal Practices constructs for Globe showed
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positive correlations with Acquiescent Silence. It would seem that GLOBE Power Distance
Organisational Practices have a much higher correlation than its societal counterpart. This
could be due to the fact that a working environment is more immediate to the participants and so
they have ready made examples in their head of where they have witnessed incidents related to
power distance within their organization. Power Distance Organisational Practices looked to
be correlated with indv_sil_as suggesting in high power distance societies employees engage in
high levels of Organisational Silence. In humane societies the opposite seems to hold (rs = -0.41).
Group Construct Correlations
The Globe Societal Constructs should be interpreted at the societal level. The constructs were
validated on individual level due to the lack of societies in the dataset for this study. For
completeness sake, the results for all three countries were rolled up to societal level for all GLOBE
societal constructs and compared to the original GLOBE study. The relationships between the
constructs should be consistent with the original survey. Figure 6.17 shows the average per country
for the GLOBE societal questions in 2004 which are overlaid with the average answers to the
questions in this study (2016). Several of the constructs have changed since the original survey
was undertaken suggesting that the GLOBE Societal constructs are fluid as cultures change their
outlook and attributes over time.
The diagram for Germany shows that while Power Distance Societal Practices has remained
very similar between the two time periods, there have been changes in Uncertainty Avoidance
Societal Practices where the new study shows a drop from 2004 (µ̄ = 5.216) to 2016 (µ̄ =
4.989). Future Orientation Societal Practices has seen an average increase from µ̄ = 4.266
to µ̄ = 4.575. Collectivism 1 Societal Practices has seen an increase from µ̄ = 3.791 to µ̄ =
4.141 while Performance Orientation Societal Practices has also increased from µ̄ = 4.246
to µ̄ = 4.645.
While Power Distance Societal Practices for Poland has not seen a major change (µ̄ = 5.101
to 5.123), Uncertainty Avoidance Societal Practices has changed dramatically from µ̄ =
3.622 to µ̄ = 4.309 where the Polish sample in this study is closer to the German average than
the old Polish sample. Future Orientation Societal Practices for Poland increased with a µ̄ =
3.105 recorded in 2004 compared to µ̄ = 3.688 in the current study. Collectivism 1 Societal
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Practices changed slightly as the current Polish sample had a slightly lower value (µ̄ = 4.530 -
4.255) while Performance Orientation increased from µ̄ = 3.888 to µ̄ = 4.129.
For the Italian sample, all results for the grouped constructs are almost identical with the notable
exceptions of Uncertainty Avoidance Societal Practices which showed a dramatic increase in



























Blue is related to 2004.
Dark Green is where the constructs overlap.
Light Green is related to 2016
Figure 6.17: Comparison of Answers Between 2004 GLOBE Survey
Verses the Current Study (2016), Aggregated to Societal Level
6.4 Summary
In this chapter the data was cleaned and combined so that data could be explored to determine
the patterns based on visual and statistical techniques. Data was scaled and new features were
created such as ind_calc, qual_level and qual_calc. The field working_hrs was created based on a
combination of Primary working hours and Secondary Working hours. The subsequent field was
binned into a field called working_hrs_grp. Other fields that were created as a result included
tenure_grp and age_grp. Based in the investigation of the mng field it was decided to add the
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field ppl_mng to the dataset which is defined as a Boolean expression where if the participant had
follwrs.
The column ctry was removed as the GLOBE societal constructs would act as a proxy for each
of the countries. The columns age, whours, working_hrs, pjhours and tenure were removed as
they had been replaced by binned columns. However, the binned columns working_hrs_grp and
tenure_grp were subsequently removed based on the exploration described in this chapter. It
was clear that both working_hrs_grp and tenure_grp were binned too sporadically for some of
the models in Chapter 8. For example, the tenure_grp had a single value in (420,432]. This
would mean any model attempting to predict the feature that anyone who worked in a company
for between 420 to 432 months would 100% engage in Silence based on a single unrepresented
example. The aim of the binning was to incorporate the missing values into the dataset. There
was not enough records in the bins to justify any interpretation as the vast majority of the data
was in the first five bins for tenure_grp (69%, n = 582) and working_hrs_grp (56%, n = 505).
Potentially the bins could have been made much larger but larger bins would have resulted in a
loss of information and any information derived from the predictive task would not have been
insightful to the role the attribute played in predicting Silence with larger, fewer bins. It was also
clear when dummy variables were created for the dataset for these categorical values that the
number of attributes would exceed the number of records causing some of the models to fail.
Filter methods were applied to an initial 56 predictors, of which only 27 showed promise from a
univariate perspective. The biggest effect from the numeric predictors produced a Cohen’s d of
0.468 for Acquiescent Silence. This construct was specifically developed to explain silence. All
other non specific silence constructs tended to have weak or very weak effects suggesting that the
predictors that showed promise were very weak predictors. Adding more complexity to the predictor
space was that the attributes which appeared to show promising predictive attributes tended to
be highly correlated with an average correlation of 0.20. Figure 6.18 shows the histogram of the
range of effect sizes for the predictors which showed significant results. None of the predictors
showed an effect greater than medium effect as suggested by Cohen (1988).
Conversely only the fields ctry and ppl_mg in the categorical predictors showed promise in having
a statistical significant relationship with the label to be predicted sil_tgt. However, the maximum
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Figure 6.18: Distribution of Effect Sizes for Numeric Predictors Based
on Cohen’s d. Vertical Lines Show Descriptors for Effect Sizes.
effect size based on Table 6.3 suggested these predictors were also quite weak. The low predictive,
highly correlated items within the dataset suggests that any predictive modelling task required the
use of models that were robust against correlated data. Chapter 7 outlines the predictive models
chosen and the benefits of using them.
While it is tempting to discard the 29 attributes that either failed to be predictive or were not
possible to test because of failed assumptions, Guyon & Elisseeff (2003) and Zhao & Liu (2009)
suggest that variables that have no predictive power in isolation may provide useful discriminatory
power when used in conjunction with each other. One way predictors can be used in conjunction
with each other is in the form of an interaction. An interaction occurs when impact of a predictor
is not merely additive (Sorokina, Caruana, Riedewald, Hochachka, & Kelling, 2009). They occur
when the relationship between a predictor and the target variable changes in the presence of
another predictor (Rud, 2001, p. 98; Shieh, 2009; Whisman & McClelland, 2005). Interactions
can sometimes be referred to as moderation effects (Durand, 2013). Andersson, Cuervo-Cazurra,
& Nielsen (2020) posits that interaction “effects pertaining to relations between independent and
dependent variables is at the heart of theory in social science”. The same paper points out how
interactions could impact the outcome of a variable with enhancing effects (enhances the predictive
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power of attributes), buffering effects (reduces the effects of predictors) and antagonistic effects
(both predictor and interacting variable have the same impact on the outcome but in opposite
directions). Finally, Andersson et al. (2020) suggests that the relationships between categorical
variables with respect to numeric variables may be positively related in one group and negatively
related in another group. The potential for these interactions is the reason the categorical variables
were not dropped. A machine learning approach was used to find such interactions automatically
and the literature has many examples of automatic interaction detection (O07). Vilar, Friedman, &
Hripcsak (2017) highlighted numerous studies where machine learning was used to find interactions
amongst different drugs. Sorokina et al. (2009) used an interaction detection technique to
automatically find interactions in noisy ornithology data with good results. Hsu (2015) used
a technique developed by Lim & Hastie (2015) called hierarchical group-lasso regression with
regularization to find automatic interactions in an energy consumption dataset. Finally, Ryo &
Rillig (2017) used tree based methods to discover interactions in a derived non-linear datasets.
Based on the research work of this thesis, finding of features automatically using machine learning
methods has not been undertaken in the Organisational psychology literature. The modelling
chapters will attempt to use models that will be able to find useful interactions.
Table 6.5 shows the new dataset that was used for the modelling in Chapter 8. The Number of
Items shows the number of constructs or questions used to measure the Group or theme. The
items can be referenced in the dataset based on the third Code column.
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Table 6.5: Data Sample to be Modelled Based off of Transformations




Qualification Level 1 qual_level
Working Hours Group 1 working_hrs_grp
Age Group 1 age_grp
Manager 1 mng
People Manager 1 ppl_mng
Presenteesim 1 present
Multiple Jobs 1 mjobs
Calculated Industry 1 ind_calc
Contract Type 1 contract
Tenure Group 1 tenure_grp
GLOBE Societal Constructs 6 (Individual) and 6
(Group Level)
begins with ind_gls or grp_gls
GLOBE Organizational Constructs 7 (Individual) and 7
(Group Level)
begins with indv_glo or
indus_glo
Silence 6 indv_sil_qs, indv_sil_ps,
indv_sil_di, indv_sil_de,
indv_sil_os, indv_sil_as
Psychological Safety Climate 1 indv_psc_calc
Organizational Citizenship Behaviour 1 indv_ocb_calc
Climate For Authenticity 1 indv_cfa_calc
Mental Health 1 indv_mhi_calc
Physical Ailements 1 indv_health_pale
Social Anxiety 1 indv_health_soc_anx
Satisfaction 4 satis_p, satis_l, satis_j,
satis_h
Expectation of Remaining 3 ersjr, ersor, erspr
Identification 3 id_svi, id_ti, id_oi
Chapter 7
Methods Used for Machine Learning
7.1 Introduction
The previous chapter explored the data and determined both visually and statistically if predictors
were related to the outcome. It was found that out of 58 raw numeric predictors, filter methods in
Section 6.3 found only 24 useful predictors from a univariate perspective. However, the numeric
predictors that indicated useful attributes for prediction, when visualized, highlighted that this may
not be uniform across samples. A predictor might be very useful for the Italian sample but not
so effective for the German sample, for example, Diffident Silence and Disengaged Silence
as highlighted in Figure 6.11. The numeric data samples were all highly correlated which could
impact any modelling undertaken so models were chosen that were robust to highly correlated
datasets. It was also found that only two of the categorical predictors (ctry and ppl_mng) showed
a statistically significant result of association with sil_tgt target.
This chapter is concerned with the theory behind the modelling techniques used to predict silence.
It is concerned with describing the techniques applied to the data in order to meet O06 (Compare
the results of machine learning algorithms with published results. . . ). This study focused first on
the robust accuracy of models in order to ascertain which is the most accurate. The most accurate
models were then interpreted to see if the machine learning models were useful for addressing the
RQ.
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Section 7.2 describes the accuracy metric used to evaluate the models and the reason this was
chosen. Section 7.3 describes the resampling methods used when fitting the model to avoid
over fitting. Section 7.4 describes variable importance measures in machine learning models as
well as the impact of highly correlated data on model generation and evaluation. It is a key
step in understanding how models produced their variable importance scores and helps address
O07 (Investigate new and previously unknown patterns and interactions uncovered. . . ). Variable
importance informed the generation of Partial Dependency Plots (PDP) which allowed for the
examination of the relationship between the predictors as discussed in Section 7.7.1 and how
they influenced the probability of someone engaging in Silence (O08). Sections 7.4 and 7.7.1 are
key to addressing the research question (RQ). The aim was to determine if machine learning
methods used highlighted variables (both main effects and interactions) which were important
to predicting silence and if culture played a role in prediction of Silence behaviours (O08). It is
generally accepted that in machine learning, the most predictive and flexible models are the least
interpretable. Kuhn & Johnson (2013, p. 79) recommends applying the more complex black box
models to get the upper degree of accuracy and then trying less flexible but more interpretable
models to provide insight into the data. The idea behind this is that the more accurate models
will provide a ceiling on predictive accuracy. This Section is broken down into two sub sections:
interpretable models (Section 7.5) and ensemble models (Section 7.6). Interpretable models are
defined as models that have internal mechanisms for interpretation. Ensemble models are generally
more predictive but also come at a cost of being more opaque. Section 7.4 and Section 7.7.1
explains how these models can be interpreted using a combination of Variable Importance scores
and Partial Dependency Plots. Each model is described in detail with emphasis on advantages and
disadvantages as well as the reasons for including them in this study.
7.2 Model Evaluation
Models are trained to minimize or maximize a certain metric. In general, the decision of which
metric to use is dependent on the data being modelled. In the case of a binary classification
problem, the model can be optimized to maximize the accuracy of classifications defined in
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Equation 7.1 where Acc is the accuracy of the model, Ccorr the number of correct predictions





Recall however in Chapter 6, the number of people who engaged in Silence was roughly three
times that of the people who did not. This would cause problems as maximum accuracy may be
achieved by simply taking the majority class. In cases where such a class imbalance exists the
Receiver Operator Curve (ROC) can be used to determine the usefulness of the model without
being overly impacted by the class imbalance. The ROC plots the changes of the false positive
rate (FP, X-Axis) against the true positive rate (TP, Y-Axis) of the model predictions vs actual
class. The resultant graph produces a curve, or a diagonal line if the model performance is no
better than chance. The overall idea is to see if increases in the Sensitivity (Equation 7.2) impacts
the Specificity (Equation 7.3) and what the ideal balance is.
sens = TP
TP + FN (7.2)
spec = TN
TN + FP (7.3)
The perfect classifier has a true positive rate of 1 and a false negative rate of 0 (Baumer, Kaplan,
& Horton, 2017, p. 189). A property of the ROC curve is called the AUC (Area Under The
Curve) which Witten et al. (2011, p. 177) points out shows if a classifier “ranks a randomly
chosen positive instance above a randomly chosen negative one”. It generates a value between 0
and 1 where anything less than 0.5 indicates the model is worse than random guessing (Kelleher,
Namee, & D’Arcy, 2015 Section 8.4.3.1). The same book suggests anything above 0.7 indicates a
strong model. AUC was used to optimize all models in this study because of its robustness against
imbalanced datasets (Kuhn & Johnson, 2013, p. 264).
In order to determine where the model was weakest in its predictions, a confusion matrix was
generated for each model. A confusion matrix breaks the model predictions down into TP (true
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positive classifications), TN (true negative classification), FP (false positive classification), FN
(false negative classification) (Witten et al., 2011, p. 164). A confusion matrix displays this
information in a 2*2 matrix where the rows indicate the predicted values and the columns identify
the actual class of the objects under investigation (Williams, 2011, p. 314).




The diagonal (top left to bottom right) in the confusion matrix identifies correctly classified
instances while the reverse diagonal identifies errors in the model (Kuhn & Johnson, 2013, p. 247).
Kuhn & Johnson (2013, p. 254) presents a version of a confusion matrix as in Table 7.1.
A second supplementary statistic, Cohen’s Kappa statistic, (Cohen 1960) was also included to
interpret the accuracy of the models. Originally the Kappa statistic was used to compare predicted
labels with prediction distributions that would occur by chance (Kuhn & Johnson, 2013, p. 255).
It measures the accuracy of the classifier with respect to guessing based on the distribution of the
target variable within both the actual and predicted classes. In the case of the confusion matrix
the rows of the matrix are considered to be one rater and the columns a second rater. The totals
for the rows and columns are computed from the confusion matrix producing observed (“O”) and
the expected results (“E”). O is the actual predictions made; E is the distribution of predictions
that would occur in random predictions. So in essence the Kappa statistic compares the observed
accuracy in a confusion matrix against the average or expected accuracy of a chance model. The
observed accuracy (“O”) is defined as the number of times the classifier correctly identifies the
class of a record divided by the total number of observations. The Kappa statistic calculation is
shown in Equation 7.4 (Lantz, 2013, p. 323).
Kappa = Pr(O)-Pr(E)1− Pr(E) (7.4)
Cohens Kappa statistic produces a value between -1 and 1 where 1 indicates complete agreement
between the model and the actual values (Kelleher et al., 2015 Section 10.5; Kuhn & Johnson,
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2019 Section 3.2.2). Landis & Koch (1977) suggested that a Cohen’s Kappa statistic of less than
0 indicates no agreement, a value range between 0.21 and 0.4 indicates an average agreement,
a value range between 0.41 and 0.60 indicates a moderate result, a value range of 0.61 to 0.80
indicating a very good model while anything above 0.81 indicates an almost perfect model. Lantz
(2013) suggested that a Kappa score of 0.61 to 0.81 as a substantial agreement and anything
above that is considered excellent. Fleiss, Levin, & Paik (2013) suggests that a kappa score of less
than 0.4 should be considered poor, a model that produces a Kappa of 0.40 to 0.75 as moderate
to good and anything larger than 0.75 should be considered an excellent model. Section 8.2.2
highlights the effectiveness of using both Kappa and AUC, where both statistics ranked model
performance differently. While the AUC produced a relatively good performance for the GBM, the
Kappa test statistic highlighted overfitting for the same model.
The probability of a classification per item was also calculated (Kuhn & Johnson, 2013, p. 247).
Predominately model probabilities can be used to determine the confidence that a record is
classified as a specific type, for example, a record classified as tending to engage in silence with
a 98% probability. This is a far more confident prediction than a model that classifies the same
record with a 51% probability (Kuhn & Johnson, 2013, p. 247). Probabilities also give flexibilities
that the classification output of a model do not provide.
Although it might be tempting to assign classes based on a probability being greater than or less
than a 0.5 threshold, Baumer et al. (2017, p. 189) recommends against it, because the average
probability of the output of the model might not be near 0.5. It is instead recommended to use a
ROC to determine the optimal probability to use based on aim of the modelling task.
7.3 Resampling Methods
Some models have high variance and as a result can sometimes over fit the data. Variance is
described as the change in the estimated model if the training set was exchanged for another
training set (Kuhn & Johnson, 2013, p. 97). Models that have high variance are highly flexible
and try to fit a function as close to all the points as possible to reduce the training error rate
(James et al., 2013, p. 34). This can result in a highly bespoke model for the training set. To
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assess if a model has high variance, the function used to derive the model can be trained on a new
dataset. In an ideal world the model would not vary too much from the previously derived model.
If the data is highly variable and unstable the difference between the models is large.
The models used in this study that were robust to highly correlated data tended to overfit the data,
a property that was exploited during the building of ensembles of Decision Trees in Section 8.2.2
to produce the most accurate models based on AUC. In order to avoid over fitting a resampling
technique was utilized to give a more accurate performance of the model. Resampling techniques
were also used to tune each model’s hyper parameters. The overall aim of resampling was to
produce a generalizable model so that the model would be equally accurate when applied to new
data from the same cultures, within a margin of error.
For this study K-fold cross-validation was used. K-fold cross-validation splits the data into K-folds
(Michie et al., 1994, p. 108). More concretely, if K is equal to 10, the data is split up into 10
folds where the algorithm is trained on the 9 folds and tested on the 1 fold not used in the training
model (Jiawei et al., 2012a, p. 370). The algorithm is then re-run again where one of the folds
originally used in the training is now the test set. This is repeated K − 1 times allowing each K
to act as the test set. At each iteration the test score is recorded (Hastie, Tibshirani, & Friedman,
2009, p. 242). The overall statistic is then calculated by taking the mean of the test statistic
being optimized for over each fold. The recommended value for k for cross-validation is between 5
and 10 in order to maintain a good balance between bias and variance (Hastie et al., 2009, p. 243;
Jiawei et al., 2012a, p. 370). In the case of this study both the mean and standard deviation of
Kappa (Kappaµ, Kappasd) and AUC (AUCµ, AUCsd) were recorded across 100 resamples, based
on 10 fold cross-validation repeated ten times. Kuhn & Johnson (2019 Section 3.4.1) suggests
a disadvantage with cross-validation is that it is a very noisy technique when used with random
sampling. Witten et al. (2011, p. 154) and Kuhn & Johnson (2019 Section 3.4.1) recommend
using stratification with respect to the target variable within the sampling when creating the folds
and repeating the procedure multiple times to provide an accurate test error. The repeats of the
k-fold resampling procedure reduce the variance in the performance metric.
In order to get an accurate estimation of the error rate of the model when using K-fold cross-
validation, all pre-processing was carried out within the fold (Hastie et al., 2009, p. 245). For
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example, the construction of new predictors/scaling or normalizing data were carried out within
both the training portion and then again separately in the test portion of each k split to avoid
bias. Kuhn & Johnson (2019 Section 3.4.7) suggests scaling or normalizing data as well as small
updates to the data do not need to be included. As was discussed in the Chapter 6, for the data
exploration, the whole of the training set was used to scale and normalize the predictors when
training the final model. However, when using cross-validation, the items were scaled within their
respective resamples. The aim was to get estimates from the cross-validated samples for predictive
accuracy. The calculations for the GLOBE societal constructs and industrial constructs were
generated within each resample for this study to avoid data leakage into the test set which would
bias the average AUC score. Scaling and normalization were also applied to each resample. The
entire training data set was used to train the final model for interpretation. While there are other
re-sampling techniques such as bootstrapping, cross-validation is ubiquitous and well understood
in the machine learning community and was used in this study to tune the models and to provide
robust estimates of model predictive accuracy.
7.4 Variable Importance
As could be seen from Section 6.3, not all predictors in the dataset contained enough variation
to help predict the sil_tgt. An important part in modelling is to determine how important the
predictors are to a prediction. For this thesis the variable importance scores would help in the
ranking of the variables deemed most important for predicting silence. The most important
variables would then be investigated to see how strongly they interacted with other variables and
how those interactions changed the probability of someone engaging in Silence.
Studies have shown that irrelevant predictors added to a dataset hinder the effectiveness of certain
algorithms (Kohavi & John, 1998; Witten et al., 2011, p. 307). Reducing the number of redundant
variables has many advantages including speeding up the algorithm, improving model accuracy
and helping with interpretability (Kuhn & Johnson, 2013, p. 488; Witten et al., 2011, p. 308).
Kelleher et al. (2015 Section 5.4.6) groups features into predictive, interacting, redundant and
irrelevant. In an ideal scenario a filtering technique will remove redundant and irrelevant features
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while keeping important features that can be shown to interact or help in the prediction of the
outcome (Kelleher et al., 2015 Section 5.4.6).
In this study Logistic Regression (Section 7.5.1), Decision Trees (Section 7.5.2) and Multivariate
Adaptive Splines (Section 7.5.3) were applied to the data set. All had internal methods of
measuring variable importance. Other interpretation methods are independent of the model such
as Variable Importance and Partial Dependency Plots for ensembles (Section 7.7.1). One of the
key points which has been mentioned repeatedly during this thesis is that theory should inform
what features to be used within any modelling context. So the first filter that the data has to
go through is the expertise of the researchers who have the domain knowledge before applying
additional techniques (Liu & Motoda, 2012, p. 5). The questionnaire was designed by experts in
the fields of organizational psychology who included attributes they deemed to be predictive of
Silence behaviour.
Additional to this first layer of filtering, Torgo (2010, p. 112) breaks down feature selection into
two main techniques called filter methods and wrapper methods. Filter methods were discussed
and applied in Chapter 6 which highlighted that 9 of the categorical variables and 21 of the numeric
did not appear to predictive if someone would engage in Silence. Wrapper methods can take the
form of top down or bottom up approach where attributes are added or removed and the model
performance is recorded. The aim is to optimize a target, for example, the accuracy of the model,
or to satisfy a p-value in a hypothesis test in some cases (Witten et al., 2011, p. 311) by adding
(forward method) or subtracting (backward method) attributes until the model no longer sees
an improvement in the metric being optimised. Liu & Motoda (2012, p. 5) argues that wrapper
methods are generally more effective but that filter methods are faster. Wrapper methods were
not used in this thesis because the algorithms selected were chosen for their automatic variable
selection properties.
7.5 Interpretable Modelling
This section describes the modelling techniques used that have internal mechanisms to allow
interpretation. These models were applied to the data first and interpreted in Chapter 8. Support
7.5. INTERPRETABLE MODELLING 191
Vector Machines (SVM) are considered a black box model in that they do not have any internal
criteria that can be interpreted. They are however very effective when dealing with two class
classification problems. SVMs were included as an benchmark for comparison with more inter-
pretable models. However, the results were poor with the best resampled AUC performance of
0.609 achieved for the radial kernel. The result is included here to highlight that not all machine
learning models work equally well on data. As a result of the performance, SVMs were included as
reference but was not discussed or interpreted further.
7.5.1 Logistic Regression
The first modelling technique to be undertaken was Logistic Regression (Nelder & Wedderburn,
1972). It was chosen because it is well understood and well used in the social science community.
The data in its current form has distributional properties that make the technique unsuitable for
interpretation as highlighted in Section 6.3.5. It was used in this study to show a non machine
learning method and the accuracy levels that could be achieved using it. It is in essence the base
or reference model upon which to compare the latter models. Hosmer, Taber, & Lemeshow (1991)
showed for the year 1989 the technique was prevalent in public health literature with over 30% of
published submissions in the American Journal of Public Health.
Logistic Regression is a classification technique that can be used to classify two or more dependent
values based on various types of independent data points. It is more commonly used in binary
classification where the algorithm attempts to separate two groups based on a binary label (LaValley,
2008). The predictors can be either categorical or numeric in nature. The options for the dependent
variable sil_tgt are dichotomous so a linear regression line is not optimal for this task (LaValley,
2008). Logistical Regression does not attempt to apply a line to the output but instead transforms
the dependent variable into an S shaped output called a logit. The logit of Y or the dependent
variable is an S shaped curve which ranges from minus infinity to plus infinity (Sainani, 2014).
Y = logit = ρ(1− ρ) = e
β0+β1x1+β2x2+...+βnxn (7.5)
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It is derived by the formula in Equation 7.5 where ρ is the probability of a record belonging to a
class and 1− ρ is the probability a record not belonging to the class (Ayalew & Yamagishi, 2005;
LaValley, 2008). The formula ρ(1−ρ) is referred to as the likelihood ratio and can be rewritten as
eβ0+β1x1+β2x2+...+βnxn . The parameter β0 represents the intercept, while the other variables in the
formula (βnxn) represent the contribution of each column or attribute to the variation of the logit
of Y (Ayalew & Yamagishi, 2005; Field et al., 2012; Sperandei, 2014). The probability of a row of
data belonging to a specific class can be calculated by re-arranging Equation 7.5 to Equation 7.6
ρ(Y ) = 11 + eβ0+β1x1+β2x2+...+βnxn (7.6)
Fitting the Model
Logistical regression uses an iterative fitting mechanism called Maximum Likelihood (James et al.,
2013). Conceptually the Maximum Likelihood attempts to find estimates of β coefficients that
maximize the probability of a data point being classified to the correct group (Bewick, Cheek, &
Ball, 2005; James et al., 2013). Maximum likelihood assumes the underlying data is binomial in
nature and produces a single probability of an item belonging to a class. As a result, Logistical
Regression uses a base class. In the case of the silence study, Maximum Likelihood would estimate
the parameters necessary to give a high probability of a data point belonging to a sil_tgt of yes,
people who engage in silence. To flag items where people do not engage in silence, data points
are examined where there is a low probability of sil_tgt membership or 1− ρ. The calculation for
fitting the model is determined based on the likelihood function formula in Equation 7.7 taken









There are some prerequisites that have to be investigated before being able to proceed with Logistic
Regression if the model is to be interpreted in an inferential setting (Harrell, 2015). A linear
relationship must exist between the predictors and the logit function of the output (Field et al.,
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2012). Residuals need to be independent where no relationship should exist between the different
data points. Multi-collinearity should not exist as it will result in inflation of the β coefficients
(Field et al., 2012). This can be investigated using a Variance Inflation Factor statistic (Myers,
1990). Harrell (2015, p. 255) states that multicollinearity is not as big a problem as non-linearity
or over fitting.
Outliers should be investigated via residual plots to be sure individual cases are not impacting the
final solution. In the data exploration stage of this thesis it was found that the dataset for silence
violated nearly all of these assumptions. However, the model was included as a reference model
because of the pervasiveness of regression in this domain
7.5.2 Decision Trees
The second modelling technique to be investigated was Decision Trees. Two variations were used
in this study, CART and Conditional Inference Trees. The following section explains Decision Trees
in general and then explores CART and Conditional Inference Trees specifically. Decision Trees
can be applied to classification and regression type problems. Similar to the previous modelling
technique they can produce a hard classification result or a probability assessment of membership
to a specific class (Ledolter, 2013, p. 161). It produces interactions when a tree with several splits
occurs potentially highlighting previously unknown relationships between predictors.
The interpretation of a Decision Tree starts at a base node. It splits on attributes segmenting the
data which create rules where each record is binned into a specific class. It was picked for this
study because Decision Trees do not have any distributional assumptions, are easily explained and
interpreted and are an extremely useful base learner for more complex techniques (Williams, 2011,
p. 205). Figure 7.1 shows an example of a Decision Tree taken from Wikipedia (Milborrow, 2011).
The diagram is a Decision Tree which was applied to the Titanic dataset. The aim of the algorithm
was to classify if a person was likely to survive or not when the ship hit the iceberg. As can be
seen from the diagram, the tree is broken up into a number of parts. The tree is upside down
and is read from top to bottom with each non terminal node asking a question and the lines
representing the data split (Williams, 2011, p. 205). The questions are iteratively asked of the
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Figure 7.1: An Example of a Simple Decision Tree
data until the splitting no longer yields terminal nodes. Once a Decision Tree is built, new test
data simply has the built tree applied to it where it is asked the same questions and classified
accordingly (Shalev-Shwartz & Ben-David, 2014, p. 250; Witten et al., 2011, p. 71).
Fitting the Model
For the Decision Tree to be effective it needs to split on the correct attributes. This splitting
happens in two stages. Stage one of the construction involves testing all the attributes of the
dataset and then splitting the data in the cleanest possible split. Each attribute is split along
all values within this attribute. Once an attribute has been identified and the data is split, the
process starts again on each branch, and with the remaining attributes. This iterative process
continues until either a stopping criteria is met or all records have been classified into a single
classification (Shalev-Shwartz & Ben-David, 2014, p. 252). A number of optimization functions
exist to determine the best splitting criteria called Impurity Measures (Williams, 2011, p. 209).
Stage two involves pruning the tree back to make the model more generalizable. The aim of both
stages is to have homogeneous data in the leaves.
The first Decision Tree algorithm used for this study was CART (Classification And Regression
Tree) (Breiman, Friedman, Olshen, & Stone, 1984). It can be used for either regression or for
classification. It forces the decision nodes to only have binary splits (Hand, 2007, p. 147). Hastie
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et al. (2009, p. 311) argues the case for binary splits suggesting unlike multi-way splits, the binary
method does not fragment the data excessively. For numeric attributes CART tests all the values
in the numeric field as splitting points before deciding on the optimal split. Nominal attributes
are split into binary values of 1 or 0 (Michie et al., 1994, p. 68). A number of splitting measures
can be used in the algorithm to achieve node purity. CART uses the Gini Index as the impurity
measure, as it forces the splits to be binary (Jiawei et al., 2012a, p. 124). The Gini index score
is calculated for the data pre-split and post split. Equation 7.8 shows the calculation where D
is the data being split and p is the proportion of the classes that are within the dataset after a
split. The samples in the post split are weighted by the number of records in each sample. The





James et al. (2013, p. 312) suggests that in order for a good model to be produced accuracy of
the overall model should be used in conjunction with the above splitting measures to find the best
model. Once the tree is grown it can be very large. The large tree invariable will not generalize
well to new datasets because the algorithm has over fit the training dataset. CART uses a version
of pruning called minimal cost complexity pruning (cp) which uses the error rate in conjunction
with the tree size to penalize the model (Kuhn & Johnson, 2013; Michie et al., 1994). The cost
complexity cp is sometimes referred to as α and was tuned using cross-validation.
Errorα = Error + α(Nodes) (7.9)
Equation 7.9 shows the error rate where the new error rate is penalized by the number of nodes
multiplied by the α variable. cp is referred to as a hyper parameter because it can not be estimated
directly from the data. When α is set to 0 the full tree is grown, when α is increased a less complex
smaller tree is produced (Kuhn & Johnson, 2013, p. 178). The aim is to produce an optimal
sized tree that generalizes well by reducing the variance of the model (James et al., 2013, p. 307).
James et al. (2013, p. 308) recommends using cross-validation to find the optimal value of cp.
For this study the optimal parameters were chosen based on tuning the cp between 0.001 to 0.5 in
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increments of 20 equidistant steps. More details on the tuning process can be found in 8.2.1.
Advantages and Disadvantages
As mentioned previously, Decision Trees in general have no assumptions about the data distribution
or the type of data that can be used. They are easily interpreted and are quick to calculate when
the datasets are not huge (James et al., 2013, p. 315; Kuhn & Johnson, 2013, p. 180). Decision
Trees handle qualitative data and - depending on which algorithm is used - missing data with ease.
Decision Trees can automatically capture interactions that methods like logistical regression would
need pre-specified (Hastie et al., 2009, p. 587).
James et al. (2013, p. 316) suggests that trees have poor predictive accuracy relative to other
algorithms. Hastie et al. (2009) suggests their high variance nature means trees are not particularly
robust to interpretation when new data is presented. The same book suggests that a poor split
further up the tree can be propagated down the tree. This high variance nature can be utilized
to good effect using methods such as Random Forests or GBMs where many trees are grown to
reduce the variance (Section 7.6).
Trees are likely to select attributes with more variation in the predictor space (White & Liu, 1994).
This is especially prevalent in categorical data and variables with high levels of missing values
(Guyon, Gunn, Nikravesh, & Zadeh, 2006, p. 201; Kim & Loh, 2001). For example, if you have an
attribute with four unique values and an attribute with 24 values, the Decision Tree will tend to
split on the variable with more values. The problems with the CART model also are exacerbated in
ensembles particularly for Random Forest which muddies variable importance measures. Hothorn
et al. (2006b) address some of CARTs disadvantages by introducing Conditional Inference Trees
(CIT).
Conditional Inference Trees
Conditional Inference Trees use a generalized statistical test of independence to combat against
over-fitting and the aforementioned variable bias tendency (Williams, 2011, p. 241). The algorithm
operates in two steps, the first is attribute selection where an association test between the attribute
and the outcome of interest is calculated (Venkatasubramaniam et al., 2017). The null hypothesis
is that the attribute Xi has no association with the outcome variable Y . Due to the multiple
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comparisons a Bonferroni corrected p-value specified by the user can be used. If the attribute
and the outcome are both numeric in nature, then the test statistic is a correlation test. If both
attributes are categorical in nature, dummy variables are created and a χ2 test of association
is performed. If one of the attributes is numeric and the other categorical then an ANOVA is
performed (Hothorn et al., 2006b).
Once the attribute has been identified, the second step involves selecting a split point in the
attribute, which can be determined using normal splitting procedures for Random Forest. Pruning
is not used by default as a stopping criteria can be set based on a cutoff (1-p-value) pre specified
which should produce an optimal tree (Hothorn et al., 2006a). The p-value itself can be used as a
tuning parameter (Kuhn & Johnson, 2013). Conditional Inference Trees remove the bias that is
inherent in CART providing splits that are more reliable in interpretation of variable importance.
7.5.3 Multivariate Adaptive Regression Splines
The previous two models discussed were tree based. Tree based models are based on stepped
functions and so are unable to model smooth functions such as a straight angular patterns
(Ridgeway, 2002). Multivariate Adaptive Regression Splines (MARS) allows such patterns to be
modelled (Friedman, 1991). MARS assumes no properties of the data and has the ability to
automatically model non-linear relationships in high dimensional data (Balshi et al., 2009; Elith &
Leathwick, 2007; Özmen & Weber, 2014). It has the ability to rank variable importance and find
useful features and interactions that are interpretable (Zhang & Goh, 2016).
In general, MARS splits a predictor space up into segments via split points in the dataset called
knots (Kuhn & Johnson, 2013, p. 145; Zhang & Goh, 2016). Simplistically, the non-linearities in
the data are modelled as a series of linear models where each model starts and ends at a knot
(Lee, Chiu, Chou, & Lu, 2006a). The overall model is then a series of linear models which are in
fact smaller models modelling segments of the predictor space of each predictor. The algorithm
models local variations in the predictor space where a linear regression would provide a global
solution (Elith & Leathwick, 2007). The mini regression models are referred to as piecewise linear
functions (Hastie et al., 2009, p. 321). The data is subsequently represented by these piecewise
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linear functions and can be interpreted like any other additive model (Abraham, Steinberg, &
Philip, 2001; Balshi et al., 2009; Quirós, Felićisimo, & Cuartero, 2009). Hastie et al. (2009,
p. 321) state that MARS can be viewed “..as a generalization of stepwise linear regression or a
modification of the CART method to improve the latters performance in the regression setting”.
More specifically the stepwise splitting of attributes in CART is replaced by piecewise linear basis
functions (Lee, Chiu, Chou, & Lu, 2006a). Knots and basis functions are explored in more detail
in the next section.
Fitting the Model
Basis functions are transformations that are applied to predictors and used for modelling in
place of the original variables (James et al., 2013, p. 270). Basis functions allow the ability to
incorporate non-linear attributes into the linear model architecture and take advantage of linear
models capabilities (James et al., 2013, p. 270). For example, Kuhn & Johnson (2019 Section
6.2.1) gives an example of a linear regression where a predictor x is transformed into f(x) using a
cubic version of the predictor. Instead of interpreting x, f(x) can be interpreted instead. The
basis functions in this example are globally applied which may not give the true pattern.
MARS uses knots which apply a basis function to segments of the data at a local level. More
specifically when a knot is applied to the data, a regression line is created both to the left and
right of the knot. The knot produces a hockey stick or hinge function based on the formula in
Equation 7.10 where I is an indicator value which highlights what happens at the knot (Kuhn &
Johnson, 2013, p. 145, 2019 Section 6.2.1). If x is greater than zero, then a function is generated
for h(x). If x is less than or equal to 0, h(x) is equal to zero.
h(x) = xI(x > 0) (7.10)
Hinge functions occur in pairs one for the left side of the knot and one for the right side of the
knot. For example, h(x− a) and h(a− x) where a is value of the knot point within the predictor
space (Kuhn & Johnson, 2013, p. 145). Figure 7.2 shows the Petal.Length plotted against
the Sepal.Length from the iris dataset in R. A linear regression and a MARs model were
applied to the data set attempting to model Petal.Length as a function of Sepal.Length. The
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MARs model segments the data into 3 distinct regions using two knots (Milborrow. Derived from
mda:mars by T. Hastie "and" R. Tibshirani., 2011). When the Sepal.Length is greater than 5.1
the coefficient shows an increase in Petal.Length by 3.5. The rate of increase is not as high













Figure 7.2: MARS Visualization in Regression Context
Two Step Fit
Like CART, MARS fits to the data in two steps (Balshi et al., 2009). The first step the algorithm
determines where to place the knots in the data. Each data point in the predictor space is
investigated by turning a data point into a knot. Two piece wise linear regression models are
applied to the split. One linear regression is applied to the left of the knot and a second linear
regression is applied to the right of the knot. This is done in an iterative manner in essence
creating k − 1 knots. A loss function is calculated and the knot that produced the lowest score is
then kept (Kuhn & Johnson, 2013, p. 146). The algorithm then runs again, this time splitting the
previous splits in an attempt to further reduce the loss function by adding more knots (Lee et al.,
2006a). If too many knots and splits are generated from the dataset, the algorithm will have a
tendency to over-fit the data. The number of knots can be specified in advance (Balshi et al.,
2009; Sekulic & Kowalski, 1992).
Step two of the algorithm reduces the number of knots. Knots that do not provide a sufficient
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reduction from the loss function are effectively removed in order of least effective (Lewis & Stevens,
1991). This is achieved by a penalizing the model for having too many sub regions while attempting
to maintain a balance with the loss function (Elith & Leathwick, 2007). A number of methods
can be used for this including generalized cross-validation (GCV) and cross-validation (Zhang &
Goh, 2016). Kuhn & Johnson (2013, p. 149) citing a study by Ambroise & McLachlan (2002)
recommends using cross-validation so that the uncertainty of model features can be factored into
the pruning process.
Interactions
Interactions are specified not in the global sense but in the actual basis functions used to represent
the data. Recall that each basis function only represents a segment of the data within each
predictor. MARS assesses segments as interactions to determine how useful they are as predictors
(Leathwick, Elith, & Hastie, 2006). Mars checks local segments for common predictors to identify
interactions in local feature spaces. While globally a pair of features may not be deemed useful for
prediction, when the feature space for those predictors is compared in a local segmented manner it
may highlight interactions that have not been considered before. The basis functions that are not
useful for prediction are pruned back based on either GCV or cross-validation described above,
leaving only the interactions that are considered meaningful predictors.
Interpretation
Interpretation of the MARs output is similar to regression in that coefficients are examined. The
basis functions themselves are interpreted, for example, h(a − x) will have a coefficient if it is
useful for prediction and can be interpreted based on coefficients. Interactions also can be viewed
in the same way where h(a− x) might have an interaction with h(y − a) with a given coefficient.
PDP diagrams described in Section 7.7.1 can be used to visualize predictors in how they respond
to the output.
The R implementation of the MARS package is called earth (Milborrow. Derived from mda:mars
by T. Hastie "and" R. Tibshirani., 2011). The earth package can estimate variable importance
outside of the coefficients described earlier (Milborrow, 2018). If two variables are highly correlated
as in the case with the silence attributes, one of those attributes will be selected during model
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building. This does not mean that the unselected attribute is immaterial, just that it is giving the
same information as the selected attribute.
Milborrow (2018) describes two ways that the earth package handles variable importance. The
first method counts the number of times a model subset has been used in the construction of
a model where a subset is defined as the number of terms retained after a pruning stage. The
subsets are defined as being less than or equal to the total number of terms kept in the final
model. The more times the subset is used the more important it is for the model and the higher
the variable importance (Milborrow, 2018, p. 50). The second method is based on the reduction
of Residual Sum of Squares (RSS) reduction when a term is not included (Kuhn & Johnson, 2013,
p. 150; Milborrow. Derived from mda:mars by T. Hastie "and" R. Tibshirani., 2011).
Tuning Parameters
Kuhn & Johnson (2013, p. 149) highlights the two main tuning parameters for the model. The
number of features to be initially added and the number of features to retain. The number of
features to retain can be determined via model tuning. The earth package also allows the user to
specify number of interactions to look for with theory informing the modellers decision (Sekulic &
Kowalski, 1992). This was also tuned using cross-validation in Section 8.2.1 where the number of
interactions to keep was varied from 3 to 10 while the number of terms in the model to keep was
varied from 3 to the total number of columns in the training set.
Advantages and Disadvantages
The basis functions used in MARS can be used to determine the shape of the relationship between
the predictors with respect to the target probability of engaging in Silence. This makes it ideal for
exploratory analysis for future modelling tasks where the user has to specify in advance the form
variables should take (Kuhn & Johnson, 2019 Section 6.2.1). MARS models are interpretable
allowing the isolation of specific regions of predictors in additive models. However, if features are
highly correlated one may be selected above another arbitrarily (Lee et al., 2006a). MARS can
model non-linear, complex relationships with inbuilt feature selection (Abraham et al., 2001; Lee
et al., 2006a). The MARS algorithm is unavailable in R but an open source version called earth
is available and used in this study to model Silence.
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Milborrow (2018, p. 52) highlights some problems including co-linearity masking attribute
importance, as well as interaction terms being counted more than once as each item receives
credit both for itself and being part of an interaction. The double counting can thus inflate the
importance of a variable. Finally, given two highly correlated predictors, it will randomly pick one
making the attribute important to the formula (Milborrow, 2018, p. 52). The dropped attribute
may be important to the data but not to the MARs formula. This makes variable importance
scores unstable.
7.6 Ensemble Modelling
Although the previous algorithms outlined have useful internal attributes that can be used to
interpret the data, accuracy may be improved by using ensembles. Williams (2011, p. 245) advised
using an ensemble of trees to try to improve performance of models.
An ensemble mechanism takes more than one model and trains it on a particular problem. Each
model - especially if they are highly variable models like Decision Trees - will take advantage of
the models tendency to over-fit the data (Hastie et al., 2009, p. 588). To use an analogy, each
model is an expert in its particular area for example, a specific attribute in the data set. When
all the models have been fit to the data, all the expert’s opinions are sought out before a final
decision is made (Williams, 2011, p. 246). In modelling this can be simply taking the mode across
all model outputs in a classification problem.
These methods use simpler base models as their constituent parts, where voting or aggregation of
the results can produce extremely accurate classifiers. Khoshgoftaar, Dittman, Wald, & Awada
(2013) point out in the context of bio-informatics that ensembles of machine learning classifiers
have the ability to reduce model bias and model over fitting, especially in datasets with class
imbalance problems. Windeatt & Ardeshir (2001) indicates that good ensembles require the results
of the base classifiers not be correlated. The key idea behind ensembles is that a committee of
uncorrelated models, when averaged, will reduce the error rate on average (Windeatt & Ardeshir,
2001). Kotsiantis, Zaharakis, & Pintelas (2006) suggests ensembles should be used when predictive
accuracy is the most important element of the analysis. Windeatt & Ardeshir (2001) highlights
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that producing uncorrelated models in an ensemble is almost never likely but that the accuracy of
the ensemble will never be lower than its base constituents. A number of options are available
to attempt to reduce the correlation between models. Different classifiers can be used within
the ensembles which approach the problem differently for example, SVM verses Decision Trees
(Kotsiantis et al., 2006). In Chapter 8, three ensemble models were investigated to attempt to
predict silence:
• Given the adaptive nature of the CART classifier and its high variability, it was decided to
use a Random Forest with base CART Decision Tree.
• Conditional Inference Modelling has the benefit of producing unbiased and more accurate
variable importance scores, especially amongst highly correlated predictors. A Random Forest
of CIT trees was applied to the dataset as a result.
• Finally, Gradient Boosted Machines were used with a CART classifier to attempt to predict
the probability of Silence. They were investigated because GBMs are less susceptible to the
biases for CART with respect to Random Forest.
7.6.1 Random Forest
Random Forests take advantage of the high variance property of Decision Trees to produce a
better predictive model than Decision Trees (Leo Breiman, 2001a; Ledolter, 2013, p. 190).
Fitting the Model
Random Forest can be used for any modelling technique to attempt to improve its accuracy.
However, it is generally associated with Decision Trees or Regression Trees (Torgo, 2010, p. 88).
For this study the base learner was the CART model described earlier using the Gini Index as a
splitting criteria (Breiman et al., 1984). Instead of building one Decision Tree, Random Forest
builds many trees which can be specified by the user. Each tree is allowed to grow fully without
being pruned back producing many over-fit trees to the training set. However, the algorithm
introduces randomization into the process using a technique called Bootstrap Sampling.
In the context of Random Forest, the rows in the dataset are subjected to bootstrap sampling with
replacement. In some cases, the same rows can be used in multiple trees due to the replacement
204 CHAPTER 7. METHODS USED FOR MACHINE LEARNING
strategy of bootstraps. A second randomization step is added to the Decision Tree by only allowing
the model to split on a random selection of attributes at each node. This step decorrelates the
trees and as a result reduces the correlation among predictors (Kuhn & Johnson, 2013, p. 199).
By imposing the necessitation of selecting only random sample of predictors at each split, the
trees can focus on less predictive predictors that would have been overwhelmed by more powerful
predictors in the dataset (James et al., 2013, p. 319).
The result of both sampling the rows of data and forcing the tree to only use a subset of the
attributes at each node, results in different trees over-fitting different sections of the dataset.
Classification is based on a majority vote amongst all trees. (Hastie et al., 2009, p. 592; Jiawei et
al., 2012a, p. 383; Kelleher et al., 2015, p. 165).
Random Forest uses a technique called out of bag samples (OOB) to validate the model (Nembrini,
König, & Wright, 2018). The bootstrap method upon which Random Forest samples the data
results in roughly 37% of the data not being used in the training phase (Zhou et al., 2017). This
data can be used to test the model in a similar but less computational expensive method as
cross-validation (Probst & Boulesteix, 2017). More concretely, rows are only considered by trees
that did not have that row in their bootstrapped training dataset in the test set. Leo Breiman
(2001a) showed that OOB is an unbiased estimator of predictive error as long as the number of
samples is larger than the number of predictors. In order to be able to compare the performance
of models, the same cross-validation technique was used for this algorithm as all others within this
study.
Variable Importance
Kuhn & Johnson (2013, p. 202) suggest that because of the nature in how the Random Forest
ensemble works, variable relationships between the predictors and the output is hard to investigate.
In essence there is a trade off between interpretation and predictability (James et al., 2013, p.
319). Permutation was used to determine a variables importance whereby the overall model is first
run. The predictor in question is shuffled so that the values in the dataset are basically random
and any links with that predictor to the patterns in the rest of the dataset are broken (Nembrini et
al., 2018). The test statistic used to measure the accuracy of the algorithm is recorded based on
the out of bag samples described previously. The difference is recorded per tree and aggregated
7.6. ENSEMBLE MODELLING 205
across all the trees in the forest (Kuhn & Johnson, 2013, p. 202). The importance is scaled per
predictor based on the accuracy drop, and ranked. The method is referred to as permutation
importance and is used in this study via the randomForest package (Leo Breiman, 2001a; Liaw
& Wiener, 2002)
As was discussed previously for CART, Strobl, Boulesteix, Zeileis, & Hothorn (2007) showed
that predictors with a high number of values are more likely to be selected and so inflate their
importance. The technique also suffers when attributes being used for prediction are not on
the same scale (Strobl et al., 2007). Strobl, Hothorn, & Zeileis (2009) states that permutation
importance can be used with Conditional Inference Trees to provide a reliable estimate of variable
importance when the predictors are uncorrelated. However, Strobl, Boulesteix, Kneib, Augustin, &
Zeileis (2008) showed that highly correlated data had a tendency to inflate the importance of non
informative predictors as long as those predictors were correlated with predictive attributes. For
example, if an attribute was randomized or removed completely and the Gini drop was recorded,
any attribute that was correlated with the dropped item would have its importance inflated.
If the importance of a variable is required then permutation should be done for groups of items that
are highly correlated with each other (Parr & Grover, n.d.). In the case of the silence attributes,
the mean correlation was extremely high which would mean that all silence attributes should be
permuted together. This would produce a variable importance score where all the silence constructs
in theory would be very important in comparison to other non correlated variables. However, this
method results in the loss of nuance on how the variables in isolation help in the prediction. Strobl
et al. (2009) implement a variation of this method in their party package where an attribute is
permuted within a group of attributes where the correlation among the variables needs to be at
a minimum of 0.2 (Strobl et al., 2008). Auret & Aldrich (2011) suggests that using conditional
inference trees as a basis for Random Forest to produce variable importance scores “appear to
strike a good balance between identification of significant variables and avoiding unnecessary
flagging of correlated variables” .
The variable importance metric, was generated based on the varimp function in the party package
for Conditional Inference Forests, which implements the variable importance outlined in Strobl et
al. (2008). Strobl et al. (2009) states that the method is conceptually similar in spirit to partial
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correlation. A conditioning grid is created based on the partition of feature space by individual
trees within the Random Forest framework resulting in a discretised feature space. The variable
is then shuffled within this newly created grid and the OOB is predicted. The difference is then
taken between the non permutated and the permutated Random Forest OOB. Interested readers
are directed to Strobl et al. (2009) for an accessible version or Strobl et al. (2008) for a more in
depth treatment.
While the metrics described above tend to converge on their recommendations for what the most
important variables are for predictions, they generally do not show if the variables positively or
negatively impact the probability a classification. For example, if someone will tend towards silence
behaviours or not. Partial Dependency Plots were used to see investigate this pattern.
Given the highly correlated attributes in the dataset, inflated predictor importance was to be
expected. It was accepted that the Random Forest variable importance would be biased towards the
individual constructs with more values. Conditional Inference Forest variable importance described
in Strobl et al. (2008) had a more mixed variable importance rankings with both individual and
country level aggregations for the GLOBE society constructs being represented in the rankings as
discussed in Section 8.4.1.
Tuning Parameters
Depending on the implementation, Random Forests have a number of tuning parameters that can
be optimized on during cross-validation. While cross-validation is not necessary for Random Forest
because an unbiased estimate of performance can be retrieved from OOB, it was decided to stick
to cross-validation for consistency with other models in this study.
Random Forests require mtry (number of predictors to split on) and the num.trees (Number of
trees to be grown in the forest) be tuned. Kuhn & Johnson (2013, p. 200) recommends starting
with 1000 trees and only increase it if performance has not levelled off. James et al. (2013, p. 320)
recommends using small values of mtry if the data is highly correlated. A typical recommendation
of the random number of predictors to use is the square root of the total number of predictors
(Leo Breiman, 2001a; James et al., 2013, p. 319). The range of values tested for mtry was tuned
from 2 to 80.
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Advantages and Disadvantages
Random Forest have all the advantages of Decision Trees as its the underlying algorithm with the
exception of interpretability. Random Forest builds individual trees to over fit the data and then
the results are voted on by the forest. This method of aggregation means that the algorithm is
not susceptible to suffer from outliers, noise, redundant variables and over-fitting like Decision
Tree techniques (Menze et al., 2009; Williams, 2011, pp. 245, 246). Accuracy of the algorithm is
robust even when there is missing data (Kashyap, 2018, p. 107). Disadvantages of the technique
include computationally expensive calculations but since the data in this study is not large it was
not a concern. Finally, from the data exploration stage it was discovered that the data were highly
correlated. Random Forest variable importance was going to be impacted by the multi-collinearity
resulting in both inflated variable importance and diluted variable importance. This was somewhat
mitigated by also using CIT as the base learner in Conditional Inference Forests.
7.6.2 Gradient Boosted Machines
Gradient Boosted Machines (GBM) are also an ensemble technique where instead of trees being
grown in parallel ala Random Forest, the models are instead grown sequentially (Elith, Leathwick,
& Hastie, 2008; Kuhn & Johnson, 2013; Natekin & Knoll, 2013). This is done using a method
known as boosting where an initial model is grown on the dataset which produces errors. A new
model is then applied to the misclassified rows to try to correct the mistakes of the previous model
(Natekin & Knoll, 2013). In the case of GBMs the aim of adding a new model is to reduce a loss
function (Friedman, 2001). This assumes there is a pattern in the misclassified rows.
Stochastic Gradient Descent
There are several versions of Gradient Descent however GBMs utilize Stochastic Gradient Descent
to minimize the overall cost in the model by calculating the derivative of the loss function with
respect to the parameters (Ruder, 2016). Stochastic Gradient Descent performs this update
to the parameters on a row by row basis. The models are evaluated based on the direction of
the loss function, with gradient descent being used to find the optimal direction and lambda
influencing step size for rate of change to loss function. A more detailed explanation can be found
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at Andrychowicz et al. (2016) and Ruder (2016).
Based on the above, it is clear that almost any model can be used within the framework as long
as it can be specified in such a way to reduce a loss function (Ridgeway, 1999).
Fitting the Model
Zaki & Meira (2013, p. 577) recommends using GBMs with weak classifiers which produce error
rates that are marginally better than random guessing. The core idea being while one weak
classifier will have poor accuracy, adding additional models to different subsets of the data in an
additive fashion reduces the overall bias of the model (Zaki & Meira, 2013, p. 577). The fitting
of the model is slower than Random Forest because of the lack of opportunities for parallelization
in building process (Kuhn & Johnson, 2013). Kuhn & Johnson (2013, p. 600) recommends trees
as a good base learner for GBMs.
The model is fit using the following steps and using the CART algorithm described previously as
the base model. The predictors, response and the loss function are selected (De’ath & Ath, 2007).
The two former items should be determined by theory. The loss function should be decided upon
by the modelling task at hand. For the silence target, the AUC statistic was be used.
Tree depth is then selected. A tree depth of one produces stump models and are concerned with
main effects only. The model can then be interpreted by plotting the predictor against the response
variable (Ridgeway, 1999). Since only one variable is used at each decision node, it can also be
interpreted as an additive model (James et al., 2013, p. 323). If the tree depth is set to two then
all second order interactions are taken into account. The number of iterations the model can go
through is also a parameter. This determines the number of models that are sequentially added to
the GBM. The optimal number of models can be selected using cross-validation in conjunction
with regularization and sub sampling. Every new model applied to the misclassified records is then
added to the existing model and the process is repeated again based on the number of iterations
specified in step one (Kuhn & Johnson, 2013, p. 600). This process is summarized in Equation
7.11 where f(x) is the initial fitted model and f1(x) is the first model to be fit to the residuals.
f ˆ(y) = f(x) + f1(x) + ...+ fn(x) (7.11)
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Over fitting
GBMs can over-fit if too many trees are utilized and it is recommended that cross-validation should
be used to select the number of trees (James et al., 2013, p. 322). The learning rate λ is used to
dictate how fast the boosted models learn. It takes on a range of between 0 and 1 where large
values indicate the model will learn quickly while small values will indicate the model should learn
slowly (Kuhn & Johnson, 2013, p. 206). Slowly learning models tend to be more accurate but
require more trees and as a result increased computational time (Ridgeway, 1999). The learning
rate is also referred to as shrinkage. The overall aim is to ensure one model’s importance does not
mask another model’s importance. Small stepped gradient descent boosting means a model can
correct its mistakes more easily than longer steps (Natekin & Knoll, 2013).
A second method to stop over-fitting is to add re-sampling to the technique (Kuhn & Johnson,
2013, p. 206). The data is bootstrapped sampled without replacement prior to fitting the model to
the residuals reducing computational time and reducing variance of the overall model by averaging
(Hastie et al., 2009, p. 365). The proportion of data used in each step can be set as a parameter
in the model with recommendations of between 0.5 to 0.7 being regarded as good starting points
(Elith et al., 2008; Kuhn & Johnson, 2013, p. 206). The technique is referred to as stochastic





where ŷ is the target variable, K is the number of models, in this case trees to be grown, βm are
the coefficients against each model, and f(x) are the individual models (Lampa, Lind, Lind, &
Bornefalk-Hermansson, 2014).
Interpretation
One of the advantages of using GBMs in the context of CART is that they can be interpreted as a
normal additive model if the basis models upon which they built are simply stumps (Hastie et al.,
2009, p. 351). PDPs can be used with GBMs to aide interpretation (Natekin & Knoll, 2013).
Variable Importance is defined as the improvement in error based on the number of times that a
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variable has been split on. These improvement scores It are averaged across all the trees (Kuhn &
Johnson, 2013, p. 207). The gbm package in R uses the squared improvement which is averaged
over all trees and standardized so that the sum of all contributions equates to 1 (Elith et al., 2008;
Friedman, 2001; Greenwell, Boehmke, Cunningham, & Developers, 2018). Equation 7.13 taken





GBMs contain a shrinkage λ described above which reduces the impact that highly correlated
variables can have when interpreting importance (Hastie et al., 2009, p. 368). De’ath & Ath
(2007) points out that like Random Forest, the variable importance may highlight important
predictors but it does not tell you how they relate to the output either positively or negatively.
In the data exploration phase it was suggested that while predictors may not be useful in isolation,
they may interact with others to provide better predictive accuracy. It was tested during the GBM
building phase if deeper trees resulted in larger accuracy gains over a purely additive main effects
model. Natekin & Knoll (2013) cites a study by Jiang (2002) suggesting that compact trees with
an interaction depth of around 5 are comparable to much deeper trees of interaction depths of 20
or more.
Advantages and Disadvantages
Like Random Forest, GBMs can capture non-linear patterns in the data (Natekin & Knoll, 2013).
Interactions can be viewed using PDP diagrams derived from the model and will be discussed in
the next section. However, in data with high multicollinearity, these diagrams should be viewed
as advisory for further investigation. For example, if a particular attribute modelled against a
response is shown to be non-monotonic, it could suggest a non-linear frame work is necessary to
model the attributes.
Disadvantages for GBMs are all centred around computational problems. The higher the number
of models, the more memory is required to store them (Natekin & Knoll, 2013). While this may
impact the ability to apply a small learning rate resulting in a large number of trees, it was not
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deemed to be a problem for this study because the dataset is relatively small.
7.7 External Model Interpretation Methods
7.7.1 Partial Dependency Plots
Ensembles of models are a lot more difficult to interpret due to the multiple models used in their
construction. One method of model interpretation for classification models is Partial Dependency
Plots (PDP). In this study, PDP plots were used in two contexts: firstly to investigate if expected
patterns as identified by the hypotheses in Section 5.7 were present in the models; and secondly
to investigate the nature of additional interactions in the models that were not previously known.
On a conceptual level a PDP is used in conjunction with a model to plot model predictions when
one or more of the independent variables is varied (Friedman, 2001). Each value of the predictor
is plotted against the probability of engaging in silence if other predictors are held either at this
mean or mode. All other variables are held either at their mean or their median (Natekin & Knoll,
2013). This is referred to as marginalizing over other features.
More concretely, taking a hypothetical dataset with 20 predictors (x1..x20) and 2000 rows, with
each row representing a participant in a survey and each predictor representing a factor that has
been measured. A model M is generated to predict yi. If the range of values that needs to be
tested is 100 for xi, then 100 datasets are created with the value of xi being the only change for
each copy. The PDP value is then calculated by using each of the datasets to generate a value
yi from the model M . The mean value yi is then taken to give an average value for the model
at that value xi. This becomes computationally expensive when the number of copies becomes
unmanageable so the median or mean for the values of xi not being varied is a computational
short cut. The result can then be plotted to show the change in X producing a change in Y
(Hastie et al., 2009; “Understanding Partial Dependancy Plots,” 2019).
One of the advantages of the technique is the ability to see the type relationship (linear, non-
linear) between the independent variable and the object being predicted (Molnar, 2020 Section
5.1). Goldstein, Kapelner, Bleich, & Pitkin (2015) highlighted a number of studies where partial
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dependency plots were used to tease out the relationships in models (Berk & Bleich, 2013; Elith
et al., 2008; Green & Kern, 2010). The literature reviewed for Silence did not find any papers
that used Partial Dependency Plots to explain models in relation to Silence.
The technique does have some problems when used in conjunction with correlated data. For
example, Molnar (2020 Section 5.1) highlighted an example of measuring how fast someone walks
given that persons height and weight. These two items are correlated and by averaging over
the marginal distribution of either weight or height its possible to get someone who is quite tall
but weighs an inappropriately low amount. Partial Dependency Plots were used in this study to
interrogate constructs where such a pattern was permissible and interpretable. A second problem
that can arise is if Partial Dependency Plots provide results that are based on extrapolation.
Extrapolation occurs where the PDP input xi contains a value that is outside the training set
producing a yi value. Greenwell (2017) recommends using rug plots as part of any PDP plot to
only interpret information within the range of the training set. A final limitation of PDPs is that
they only explain the model they are applied to. If a model has average or poor accuracy as in the
case of Section 8.2.2, the PDPs need to be interpreted with that limitation in mind.
7.7.2 Friedman’s H-Statistic
Friedman’s H-Statistic was used to identify strong interactions in models in Section 8.4.2 that
showed relatively good predictive accuracy. The statistic measures the interaction strength of
a specific feature with every other feature in the predictor space (Molnar, 2020 Section 6.4.2).
The main aim is to investigate how two variables in the predictor space depart from additivity
while averaging over the other predictors (Molnar, 2020 Section 6.4.2). The statistic tests if two
variables x1 and y2 interact with each other by comparing if the function f(x1, y2) is the same
as f(x1) + f(y2). Friedman’s H-Statistic then compares the variance captured by f(x1, y2) not
captured by f(x1) + f(y2). The statistic ranges from 0 to 1 where higher values indicate stronger
interactions (Lampa et al., 2014). To get the best results it is recommended to run it several
times and take the average. However, it was found that the computational time to build the
H-Statistic was excessive and so the relative strength was determined after only a single run of the
algorithm per attribute pair. In this study, the top variable importance rankings were taken for
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the top performing models. Friedman’s H-Statistic was applied to the top attributes to determine
attribute strength with all other attributes within the dataset. The two way interactions were then
plotted via PDPs to see how those interactions influence the probability of someone engaging in
silence (Friedman & Popescu, 2008).
7.8 Summary
This chapter explains the modelling techniques that were applied to the dataset in Chapter 8.
Logistic Regression was highlighted as a model that is prevalent in the social sciences and was
applied to the data as a reference model. Given the data distribution properties of the 3 cultures
it was unsuitable for this dataset. Similarly, SVM was applied to the dataset to provide a bench
mark for the more interpretable models however the results were not good. It was included in this
thesis to show that choosing machine learning models depends on the data being investigated.
Both MARs and Decision Trees were included because they have no data distribution assumptions
and find predictive interactions automatically, a benefit of machine learning for exploratory work.
Decision Trees using CART and CIT as the base learner were included because they are robust for
prediction tasks where the dataset has high correlation. They also improved prediction accuracy on
the base learners. GBMs were included because they were not as susceptible to highly correlated
features and generally out performed Random Forests. As was the case with SVMs, it will be seen
from Section 8.2.2 that GBMs were the poorest performing model out of all models investigated.
External methods for ensemble model interpretations were discussed including using Friedman’s
H-Statistic to find interactions and Partial Dependency Plots to plot both main effects and
interactions and how the changing values in the predictors influenced the probability of participants
engaging in Silence. The next chapter applies all these models with only the best performing
models being interpreted based on the AUC and Kappa scores.
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Chapter 8
Analysis of Data Modelling Results
8.1 General Overview
This chapter is concerned with fitting models to the Silence dataset to explore the relationship
between the predictors and the probability of Silence engagement. It provides the results to
determine if the RQ (Is Machine Learning a tool that Social Scientists can use with respect to
Organisational Silence and Culture, that augments commonly used statistical analysis approaches
in this domain?), discussed in Chapter 9 can be confirmed. The chapter is broken down into four
sections. Section 8.2 applies ten machine learning algorithms to the dataset and examines their
predictive accuracy using AUC and Kappa.
Logistic Regression was chosen as a basis upon which other models could be compared as it is
used extensively in the Social Silence discipline for interrogating data. Decision Trees were used
because of their interpretability and ability to model interactions. Conditional Inference Trees were
applied to the dataset to build an unbiased model to get a better understanding of the causes
of Silence. MARs was utilised to see if performance generated from the Decision Trees stepped
partitioning of the data could be improved upon by a piecewise partitioning of the data. SVMs
with 3 different kernels were applied to separate the data using hyperplanes. Ensembles including
GBMs, Conditional Inference Forests and Random Forests were utilised to improve the performance
of the base learners (CART and Conditional Inference Trees). They also had the advantage of
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being able to model datasets with high correlation and were resistant to outliers. Section 8.3.1
addressed O06 (Compare the results of machine learning algorithms with published results of
statistical analysis in terms of patterns found and conclusions drawn.) by documenting the results
of the best performing models and comparing the patterns in the models to the existing literature
(Section 5.7), to validate if the models were modelling accepted theories. While testing models by
pre-specifying expected patterns could be implemented with statistical analysis approaches, testing
for their presence in a model representative of the data’s main patterns gives credence to that
model.
Section 8.4 details the examination of the most predictive attributes for the most predictive
models. Those attributes were then plotted using Partial Dependency Plots (explained in 7.7.1) to
determine the relationship between the most predictive attributes and the target variable. The
H-Statistic (Section 7.7.2) was then applied to the top predictors to ascertain the strongest
interactions between the strong predictors and all other attributes within the dataset. The top
scoring interactions were then plotted using PDP plots, highlighting combinations of variables
that both increase and reduce the probability of someone engaging in Silence. The section pays
particular note of how Culture plays a role in Silence behaviours, an area previously unexplored
using machine learning techniques (O07, O08).
8.2 Modelling Results
The models were applied to the dataset using cross-validation from most interpretable to least
interpretable model. The first three models were Logistic Regression, Decision Trees (CART and
Conditional Inference Trees) and MARS. An SVM was applied to the dataset using three different
Kernels (Linear, Polynomial and Radial) to provide an upper level of prediction as discussed in
Chapter 7 but failed to be as predictive as hoped as discussed in Section 7.5. The AUC of the
SVM is included for illustrative purposes but additional interpretation was omitted. The second
part of the analysis involved using ensembles of tree models to try to improve predictive accuracy.
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8.2.1 Model Tuning
A Logistic Regression model was applied to the dataset. The model was run on a ten-fold cross
validated dataset and repeated ten times. There are no tuning parameters for the model. Both
CART and Conditional Inference Trees were fit to the same cross folds as the previous model.
CART was tuned across the cp measure of 0.001 to 0.5 in increments of 20 equidistant steps
where the optimal tuning parameter was found to be 0.001. The Conditional Inference Trees were
tuned across mincriterion which found that a value of 0.657 produced the best fitting tree. As
is evident from Figure 8.1, a range of parameter values gave similar model accuracies suggested






















Conditional Inference Trees Tuning for Mincriterion Variable
Figure 8.1: Tuning CART and CIT Results for Optimal Models. The
Top Panel Shows the Tuning Paramters of CART. The Bottom Panel
Shows the Tuning for Conditional Inference Trees.
The MARS algorithm was fit to the training dataset where the degree (number of interactions
to keep) was varied from 3 to 10 while nprune (the number of terms in the model to keep) was
varied from 3 to the total number of columns in the training set. The modelling problem ran
into the same issues with complete separation that were described in Section 6.2.1. The warning
from the MARS model was thought to be the result of interactions in combination with certain
features created by the model which allowed complete separation. This in conjunction with less
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data available due to the cross-validation resulted in several warnings. The message disappeared
when the model was applied to the full dataset. The optimal number of degrees was found to be
8 while the number of terms to keep was found to be 13. The range of parameter values giving












Average Model Performance in Red, 18 Terms and Includes up to 8 Degrees of interactions
Figure 8.2: Tuning Parameters for Number of Terms for MARs Algo-
rithm with Number of Interactions Fixed to 8.
The first ensemble algorithm to be tuned and trained was Random Forest using CART as a base
learner. The mtry parameter was tuned from 2 to 80 where the optimal number was found to
be 17. Similarly, the minimum node size was also tuned where the number of items necessary
for a node to be formed was found to be 2. The second model to be tuned was the Conditional
Inference Forests which was tuned from 2 to the number of columns in the dataset where the best
was found to be 57.
Finally, Gradient Boosted Trees were tuned across number of trees (2 - 100000), interaction depth
(5 - 9), and shrinkage (0 - 0.05). The optimal parameters were 1000, 9 and 0.0001 respectively.
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8.2.2 Predictive Model Accuracy
All tuned models were run on a ten-fold cross validated dataset and repeated ten times, producing
100 resamples, to get an Average AUC performance. The AUCµ performance for Logistic
Regression was 0.576 with a standard deviation of 0.064 (Kappaµ = 0.067, Kappasd = 0.117)
which is not very informative when you consider a random guess would produce an AUC of 0.5.
While the model is consistent in its accuracy, the AUC score is relatively poor suggesting the model
is not generalizing well to the new and unseen data.
The average AUC performance was 0.591 with a standard deviation of 0.08 (Kappaµ = 0.119,
Kappasd = 0.115) for the CART model. The model was poor, but marginally better than the
Logistic Regression model. The performance of the Conditional Inference Tree model was very
poor with an average AUC performance of 0.517 with a standard deviation of 0.1 (Kappaµ =
0.106, Kappasd = 0.118). The results of the AUC suggested the model should be discarded and
interpretation would not be informative or useful. However, poor performing models can be used
in ensembles such as Conditional Inference Forests to good effect (Section 7.5.2). The MARS
model generated using the earth package in R produced an AUC mean of 0.576 and a standard
deviation of 0.079 (Kappaµ = 0.087, Kappasd = 0.125).
The performance of the Random Forest appeared to be more accurate than any of the interpretable
models with AUCµ = 0.655 and a standard deviation of AUCsd = 0.078 (Kappaµ = 0.099,
Kappasd = 0.094). Conditional Inference Forests produced a result of AUCµ = 0.647 with a
standard deviation of AUCsd = 0.076 (Kappaµ = 0.126, Kappasd = 0.108). The Gradient
Boosted Tree’s results appeared contradictory with the best performing AUC of all models reviewed
so far (AUCµ = 0.656, AUCsd = 0.079) however, the Kappa (Kappaµ = 0, Kappasd = 0)
statistic produced the worst score. This was investigated more in Section 8.2.3. Figure 8.3 shows
that the ensembles of trees outperform all other models investigated so far.
8.2.3 Confusion Matrices for each of the Models
All models had problems with identifying people who did not engage in Silence. For example, the
CART algorithm identified roughly 30% on average correctly, MARs on average 20%, Conditional
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Figure 8.3: Model Performance Across All Models. Vertical Red Lines
Indicate Good Models.
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Inference Trees accurately predicted 15% while Logistic Regression was on average able to predict
the true negatives 26% of the time.
Previously it was noted that GBM has the highest AUC but the lowest Kappa. Figure 8.4 shows
a plot of all the confusion matrices for each of the models averaged across one hundred models
applied to the dataset. The split of the silent target was roughly 23% (No) (18 cases) to 76%
(Yes) (60 cases) for each test set. Discrepancies between Kappa and AUC for GBM are explained
by an imbalance in the class label, as can be seen from the confusion matrices.
The ensemble models showed a better ability to predict silence behaviours than the interpretable
models. Figure 8.4 shows the confusion matrix for the Random Forest classifier. The model ( ¯TP
= 58.95) is on average much better at identifying when people will engage in Silence compared to
the other interpretable models, however, this seems to come at a large cost for identifying people
who do not engage in Silence ( ¯TN = 1.45). Given the much higher AUC and the aim of this
research is to understand why people engage in Silence, the Random Forest is considered the much
better model. The Conditional Inference Forests model produced a similar score to the Random
Forest model highlighting the difficulty all models had when trying to predict the true negative
class ( ¯TP = 58.6, ¯TN = 1.96).
8.2.4 Summary
In this section, ten machine learning algorithms were applied to the dataset with Gradient Boosting
Machines appearing to be the best algorithm for predicting Silence based on the AUC. However,
the Kappa result of Kappaµ = 0, Kappasd = 0 indicated that the model was not as optimal as
originally thought. Examining the confusion matrices it was observed that models that had a bias
of scoring most of the cases as Silence engagement produced a high AUC score. The GBMs in
particular were a salient case where the confusion matrix identified that it identified every case as
a Silence engagement case. As a result, the model is not useful.
The Logistic Regression model was better than the previously mentioned SVMs and GBMs however,
the prediction task was approached in a naïve additive way. Assumptions were made that the
variables were completely independent. Interactions were neglected and assumptions of the model
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Confusion Matrix across 100 resamples
Figure 8.4: Average Values for Confusion Matrices for All Models Across
100 Samples When Predicting Silence. Opacity Indicates Mumber of
Classifications with Blue Indicating the Majority of Classifications.
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were clearly violated in the case of multi-collinearity, a property that would impact any interpretation.
The predictive accuracy of the model indicated it was not useful for predicting Silence with the
model having severe difficulty in predicting people who do not engage in Silence correctly.
At the beginning of this chapter it was suggested that a black box model could be used to find an
upper ceiling of predictive accuracy. The literature review of other papers highlighted in Section
2.4, using machine learning shows the range of AUC and Kappa performance to have a large
variance depending on the techniques used in the construction of the model. The interpretive
models in this study all produced AUC scores lower than the models examined as part of the
literature review in Section 2.4. While the Kappa recommendations were also on average lower
than expected for this kind of data, the AUC scores were considered reasonable for at least two of
the ensemble models. Although the original Kappa recommendations outlined in Section 7.2 were
not recommended with machine learning in mind, the AUC performance of two models could be
considered reasonable to the current research in psychology. However, the Kappa performance
can be considered in the context of this study to be extremely poor. With this in mind, only
two machine learning algorithms that had a good AUC and relatively average Kappa score were
investigated further.
8.3 Validating Models from Existing Hypotheses
In the previous section model accuracy was assessed in detail for seven models. Only Random
Forest and Conditional Inference Forest models were investigated further based on the AUC and
Kappa scores. This section is broken down into four subsections. Section 8.3.1 uses PDPs to
investigate known causes of Silence published in previous research (O06). If found, they would
provide external validity to the models. However, these patterns may not be the most predictive
of Silence behaviour. Section 8.4 examines the models’ predictors of Organisational Silence. The
main effects for these factors were then investigated using PDPs. Tree based models also allow
the interpretation of interaction effects and how those interactions impact on Silence. Taking the
top predictors, their interaction strength was measured against all other predictors in the dataset
using the H-Statistic described in Section 7.6. These interactions were also plotted using PDPs to
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highlight the top interactions and how they influence Silence behaviours in Section 8.4.2.
8.3.1 Existing Research Confirmation
Hypothesis 1 (H1) stated that as the constructs Acquiescent Silence, Quiescent Silence and
Power Distance increased, the probability of engaging in Silence would also increase. Referencing
the PDP diagrams in Figure 8.5, it can be seen that the probability of engaging in Silence increased
as attributes concerned with Power Distance increased. Recall from Section 6.3.4 that while the
three Silence constructs were predictive of the sil_tgt, only the individual level aggregated Power
Distance Societal Practices (indv_gls_pd) and Power Distance Organizational Practices
(indv_glo_pd) showed potential for predicting Silence behaviours based on the a t-test in Section
6.3. Both Power distance constructs showed that as the values of those constructs increased
the probability of Silence increased. However, for the Random Forest model the effect of Power
Distance Societal Practices (indv_gls_pd) on the probability of someone engaging in Silence
levelled off and decreased at upper levels of the construct. It is evident from the plot that
Power Distance Societal Practices has a larger influence on engaging in Silence than practices
aggregated to organisation sector. Any issue with organizational level aggregates could be due to
differences across organisations in the same sector that were aggregated together. The working
atmosphere in a private hospital, for example, could be very different from a public hospital; or a
large teaching hospital compared to smaller regional hospital.
The construct Acquiescent Silence (indv_sil_as) in Panel 3 showed a steep climb for probability
of engaging in Silence from extremely low values of the construct but the relationship levelled out
for the middle range of values before increasing again monotonically. It suggests that at low levels
of Acquiescent Silence the probability to engage in silence is low but when the inflection point
is reached, the construct is not as influential. The Conditional Inference Forest levelled out again
at upper levels. Panel 5 in Figure 8.6 showed the distribution of answers that the participants
supplied. The number of participants reduces steadily as the upper level of the construct is reached
but rises again at the upper most levels. This suggests the algorithm is not extrapolating. Both
models indicated that as Acquiescent Silence increased, the probability of engaging in Silence
increased.
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model Conditional Inference Forest Random Forest
X−Axis is change in construct value
Y−Axis is change in probabilty of silence engagement
Figure 8.5: PDP Plots for Both Ensemble Models for Power Distance,
Acquiescent Silence and Quiescent Silence.
A review of Quiescent Silence (indv_sil_qs) found that as values in the construct increased, the
probability of engaging in Silence increased. Conditional Inference Forests conveyed both a higher
probability change and an overall higher probability for increases in the construct. The pattern
tended to level off at very high levels and very low levels of the construct. The two models seem
to agree with the previous theory that as Quiescent Silence increased, the probability of Silence
increased. However, both Random Forest models for this dataset highlight the relationship is non
monotonic and levels out when an upper limit was reached. Note the blue line appears shorter
because the range of values used in the PDPs was set at the library default for each construct, for
the pdp library in R. There were a lower range of values used than the values used for the Random
Forest. The plots indicate the models uncovered the expected patterns.
The second hypothesis (H2) was concerned with interactions between the Silence constructs Ac-
quiescent Silence (indv_sil_as) and Quiescent Silence (indv_sil_qs) interacting with Mental
Health (indv_mhi_calc) with the expected result being high values of the Silence constructs inter-
acting with low values of the Mental Health (indv_mhi_calc) would result in higher probabilities
of engaging in Silence. The Conditional Inference Models showed Acquiescent Silence exhibiting








































Distribution of Answers for Several Constructs
Figure 8.6: Distribution of Answers for H(1). Note Also That There
are Large Gaps in the Histogram for the Identification Constructs Due
to Less Options to Select on the Scale.
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a steady increase in the probability of Silence irrespective of the moving value of Mental Health.
Random Forest showed that with extremely high levels of Acquiescent Silence, the probability
of someone engaging in Silence was reduced when the person had very good scores in Mental
Health. While low or high levels of Mental Health in conjunction with Acquiescent Silence
would result in someone having a much lower probability of engaging in Silence. The model seems
to be extrapolating based on the distribution of answers provided in Figure 8.6 with respect to
relatively low scores in the extremes of the Mental Health construct. Quiescent Silence. The
results of the model indicate subjectively that H2 appears to be partially met by Random Forest
but the models are not conclusive. The construct Mental Health was not determined statistically

















































































Figure 8.7: PDP Interaction Plots for All Ensemble Models for Hypoth-
esis 2.
Hypothesis 3 (H3) stated that as Quiescent Silence (indv_sil_qs) interacted with low or declining
values of Job Satisfaction (satis_j), the probability of engaging in Silence increases more sharply.
Panel 1 and 2 of Figure 8.8 shows the results of investigating H3. Neither algorithm was able to
find the pattern in the data when it came to interactions to predict Silence.
Hypothesis (H5) stated that as Acquiescent Silence (indv_sil_as) or Quiescent Silence
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(indv_sil_qs) interacted with the construct Climate for Authenticity (indv_cfa_calc), the
probability of engaging in Silence should level off or decrease as Climate for Authenticity
increased. Figure 8.8 shows that the interaction was found between Acquiescent Silence,
Quiescent Silence and Climate for Authenticity for all algorithms. As the levels of Climate
for Authenticity stated by the participants increased, the overall probability of engaging in Silence
as either of the two Silence constructs increased was moderated.
Hypothesis 6 (H6) stated that as Acquiescent Silence (indv_sil_as) or Quiescent Silence
(indv_sil_qs) interacted with the construct Psychological Safety Climate (indv_psc_calc), the
probability of engaging in Silence should level off or decrease as Psychological Safety Climate
increased. Given the high correlation with Climate for Authenticity (indv_cfa_calc), the results
were expected to be very similar to the previous hypothesis, however, this was not the case.
Reviewing the output of the model in Figure 8.9, Conditional Inference Forest failed to identify
a pattern. There would appear to be a pattern in the Random Forest model, however, a review
of the distribution of values in Figure 8.6 evidences the Random Forest may have extrapolated
for high and low values of CFA due to lack of data. We will see this difference between the two
models again in Section 8.3. As a result, the model was not able to discover the pattern to any
great certainty.
The final hypothesis (H7) stated that As Climate for Authenticity (indv_cfa_calc), Psy-
chological Safety Climate (indv_psc_calc), Job Satisfaction (satis_j), Identification with
organization (id_oi), team lead (id_ti) and Supervisor (id_svi) increase, the probability of
engaging in Silence should decrease. Fig 8.10 shows that this seems to be the case for Identi-
fication with Team, Identification with Supervisor, Climate for Authenticity and to a far
lesser extent Job satisfaction.
The two most obvious predictors are the Identification with Supervisor and Climate for
Authenticity which clearly show a decrease in probability of engaging in Silence as the values in
the constructs increase. This is in line with the t-test in Section 6.3.4, which highlighted both
these constructs as having a relatively bigger effect than the other constructs when comparing their
means. The parabolic curved observed for Psychological Safety Climate was not as expected,
but is inconclusive given the low number of examples representing high a low vales. The construct



















































































































Figure 8.8: PDP Interaction Plots for All Ensemble Models for Hypoth-
esis 3 (Panel 1 and 2 Left to Right) and Hypothesis 5 (Panels 3, 4, 5
and 6).
























































































Figure 8.9: PDP Interaction Plots for All Ensemble Models for Hypoth-
esis 6.
id_oi suggests that the more a participant identified with their organization the more likely they
were to engage in Silence. The attribute in Section 6.3.4 suggested a small effect and the PDP
plot seems to suggest the same however, the Random Forest has a sudden drop at the upper
levels. This can be explained by reviewing Figure 8.6 which shows that there were no values for
the construct at the upper point of the scale.
8.4 Insights from Machine Learning Models
The previous section identified several patterns in the dataset that previous theory had specified.
The models’ findings seemed to suggest that overall the machine learning models were capturing
the signal for the majority of pre-specified hypotheses. Interestingly, several of the attributes were
not deemed the most important attributes if someone would engage in Silence or not. The research
question asked if machine learning could uncover new and unknown relationships. In this section
the top ten variables identified by the models was examined.





















model Conditional Inference Forest Random Forest
X−Axis is change in construct value
Y−Axis is change in probabilty of silence engagement
Figure 8.10: PDP Plots for Both Ensemble Models for Hypothesis 7.
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8.4.1 Variable Importance
Variable importance was examined for the two ensemble techniques of Random Forest and
Conditional Inference Forest based on the methods outlined in Section 7.6.1. Recall in Section
7.5.2 that Random Forest exacerbated CART’s biases of variable importance by focusing on
attributes with more granularity, more missing values, or factors with many levels. In order to get
a more rounded view of what the key drivers were for Silence, the variable importance for Random
Forest was calculated for each model in each resample and plotted in the top panel of 8.11. The
figure shows the average position of each of the attributes based on the each training test/split in
the cross-validation. Given the cross-validation process was repeated 10 times, it produced 100
models and so 100 variable importance measures.
The construct Power Distance Societal Practices (indv_gls_pd) is the top ranked predictor for
the Random Forest with almost no variation or position change for variable importance. The mean
rank (µp) of the attribute is 1.16 while the median is 1. The next two most important predictors
are the Silence based constructs Acquiescent Silence (indv_sil_as) and Quiescent Silence
(indv_sil_qs) which tend to interchange across the resamples for position 2 and 3. After the
third highest predictor, the variable importance is not so clear with the next 3 items interchanging
positions on variable importance. These are Climate for Authenticity (indv_cfa_calc), Psy-
chological Safety Climate (indv_psc_calc) and Humane Orientation Societal Practices
(indv_gls_ho). All three are historically associated with mediating Silence and all related to feelings
of safety in the workplace. This was unsurprising as all three are correlated as was discussed in
Section 6.3.5.
The Conditional Inference Forest modelling used an unbiased estimator to calculate the variable
importance and the results can be seen in the bottom panel of Figure 8.11. Variable importance
metrics were derived from a single model trained on the full dataset. In the case of the unbiased
ranking (Section 7.5.2 in relation to Conditional Inference Trees and Section 7.6.1 related to
Conditional Inference Forests), the group based Uncertainty Avoidance Societal Practices
(grp_gls_ua) was ranked as the most useful predictor of Silence. Recall that one of the advantages
for Conditional Inference modelling was the use of statistical tests to split the nodes in place of
the CART based Random Forest method of using the Gini Index. This allowed consideration
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Figure 8.11: Top Panel Consists of Position of Variable Importance
for Each Factor for Random Forest. Bottom Panel Shows Variable
Importance Based on Unbiased Estimation for Conditional Inference
Forest.
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of items that did not have many unique values to be ranked higher in importance which would
otherwise be ignored by a Random Forest. Figure 8.11 demonstrates this by showing two group
based aggregations, Uncertainty Avoidance Societal Practices (grp_gls_ua) and Future
Orientation Societal Practices (grp_gls_fo) in the top 15 most important predictors for
Conditional Inference Trees while CART based Random Forest ranked them as 37th and 45th
most important predictors respectively.
Concurring with Random Forest, the second most useful attribute for predicting Silence was
Acquiescent Silence (indv_sil_as). The next three constructs Diffident Silence (indv_sil_di),
Quiescent Silence(indv_sil_qs) and Disengaged Silence (indv_sil_de) all showed similar
rankings. The top ranked construct for the Random Forest model was indv_gls_pd but in the
Conditional Inference Forest it was ranked at 9th position of importance although its importance
was similar to higher ranked attributes.
Comparing the variable importance between the models for the top 15 attributes the models are
relatively in agreement on the ranking when it concerns the Silence attributes. Both indv_sil_as
and indv_sil_qs are ranked within the top 5 across both models. The next group of constructs
algorithms concurred on were GLOBE organisational constructs aggregated to individual level,
namely Uncertainty Avoidance Societal Practices and Future Orientation Organizational
Practices. There was some difference in rankings because of RF’s preference for constructs with
more unique values. Table 8.1 shows the attributes in common for the top 8 attributes for both
models
Partial Dependency Plots of Variable Importance Measures
As in previous cases, PDP plots were used to investigate the results of the models to determine
the relationship between constructs and the probability of engaging in Silence. The models were
trained on the whole dataset and PDPs were created first for individual constructs.
Several predictors of Silence which were never considered before were suggested in the variable
importance metrics as being more useful in predicting Silence. Note that the Conditional Inference
Forest highlights changes in grp_gls_ua having a higher impact on the Silence probability than
the CART based Random Forest. This is in line with the ranking of importance of the attribute in
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Table 8.1: Comparison Between Rankings of Top Variable Importance
for Random Forest and Conditional Inference Trees




indv_sil_as 2 2.77 2
indv_sil_de 3 12.06 12
indv_sil_qs 5 3.23 3
indv_glo_ua 6 8.16 8
indv_glo_fo 8 11.65 12
indv_gls_ho 9 6.52 6
indv_cfa_calc 10 5.48 5
indv_gls_pd 11 1.05 1
* VI - Variable Importance;
† Cross Validated
both models where the CART Random Forest did not rank it within the top 40 predictors. The
difference in ranking as mentioned previously could be related to CART Random Forest’s bias
towards attributes with more unique values. Similar to other attributes aggregated to societal
level, Uncertainty Avoidance Societal Practices only had 3 values and could be considered a
proxy for the country.
While the Silence features Acquiescent Silence (indv_sil_as), Disengaged Silence
(indv_sil_de), Diffident Silence (indv_sil_di) and Quiescent Silence (indv_sil_qs) were all
identified as top predictors and had a relationship to Silence previously found in the literature, the
constructs Uncertainty Avoidance Organizational Practices(indv_glo_ua), Performance
Orientation Societal Practices (indv_gls_po), Future Orientation Organizational Prac-
tices (indv_glo_fo) and Humane Orientation Societal Practices (indv_gls_ho) are new
features that have a previously undocumented relationship to Silence.
It was found in the data exploration stage that all of the Organizational GLOBE attributes
showed statistical significant differences in their mean apart from Future Orientation Organiza-
tional Practices (indv_glo_fo). The construct Performance Orientation Societal Practices
(indv_gls_po) did not show any statistical difference in its mean when examined across the
Silence groups however, the machine learning model found it predictive. Recall from Figure
6.16, that a correlation analysis showed an absolute mean Spearman correlation statistic of 0.02
between Uncertainty Avoidance Organizational Practices (indv_glo_ua) and all the silence
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constructs. The construct Humane Orientation Societal Practices (indv_gls_ho) showed
similar results with an absolute mean correlation of 0.09 suggesting that both Random Forests
ranked the attributes as important while the correlation analysis found very weak associations.
Examining the role the predictors played in predicting Silence, Conditional Inference Forest found
the feature Uncertainty Avoidance Societal Practices (grp_gls_ua) as the number one most
predictive feature for the model. The PDP graph in Figure 8.12 highlights for both Conditional
Inference Forest and Random Forest, that as Uncertainty Avoidance Societal Practices
increased, the probability of engaging in Silence also increased.
grp_gls_ua





















model Conditional Inference Forest Random Forest
Figure 8.12: PDP Plot for Uncertainty Avoidance Aggregated to Country
Level and Its Relationship to Silence.
Figure 8.14 showed the same behaviour for the individual level aggregate indv_gls_ua but
paradoxically the industry based indv_glo_ua had the opposite and counter intuitive relationship.
Figure 8.14 showed that as Future Oriented Organizational Practices (indv_glo_fo) on
organizational level increased, the probability of engaging in Silence decreased. The finding
suggests that the more future orientated a company is the less inclined they are to engage
in Silence. The construct Uncertainty Avoidance Organizational Practices (indv_glo_ua)
suggested that when the values in the construct increased the probability of engaging in Silence
decreased. Similarly, the PDP plot in the third panel suggested more humane an organization
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Normalized distribution of answers for several constructs
Figure 8.13: Distribution of Constructs That Were Deemed Predictive
by the Two Ensemble Models.
the lower the probability of someone engaging in Silence. Performance Orientation Societal
Practices (indv_gls_po) showed a similar non-linear association at upper levels of the construct.
The CART based Random Forest tended to pick up more extreme drops in probability at the
upper levels of the constructs. This owed to the lack of real data points at the upper levels of the
construct and suggested the algorithm was extrapolating (Figure 8.13).
8.4.2 Interactions
The previous section utilized variable importance Ranking and PDP to look at main effects
in predicting Silence. To assess new interactions, interactions were examined using Friedmans
H-Statistic as described in Section 7.7.2. The statistic was applied to the top 20 predictors in each
of the models. Each top predictor was compared to every other predictor with a high H-Statistic
score indicating that the attributes interacted with other attributes on average to a high degree.
Figure 8.15 shows the results of the top twenty attributes per model which on average had the
highest H-Statistic with other attributes.
It can be seen that Random Forest tends to rank the interactions between individual variables as
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PDP Plots GLOBE constructs
Figure 8.14: PDP Plots for New Attributes and How They Predict
Silence.
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model Conditional Inference Forest Random Forest
Figure 8.15: H Statistic Scores for the Top 20 Attributes per Model. A
High Score Indicates the Attribute Interacts With Other Attributes to
a High Degree.
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more important than group variables. Of the cultural dimensions, Random Forest highlighted that
the attributes Humane Orientation Societal Practices (indv_gls_ho) and Power Distance
Societal Practices (indiv_gls_pd) showed the highest H-Statistic score amongst the cultural
dimensions.
The constructs Psychological Safety Climate (indv_psc_calc) and Social Anxiety
(indv_soc_anx_calc) also had relatively large interaction scores. H-Statistic scores for Conditional
Inference Forest were higher. The Conditional Inference Forest highlighted several attributes
that were based on group level that were not present in the Random Forest but they had large
H-statistic scores.
The top 5 interacting attributes per model where new interactions not previously highlighted in
Section 8.3.1 were examined in Table 8.2 and the nature of these interactions are examined next
using PDP plots.
Table 8.2: Top Six Interacting Pairs of Attributes Across Random Forest
and Conditional Inference Forests
model feature1 feature2 interaction
Conditional Inference Forest grp_gls_ua indv_sil_as 0.620
Conditional Inference Forest indv_sil_qs grp_gls_ua 0.577
Conditional Inference Forest indv_sil_as indv_cfa_calc 0.237
Conditional Inference Forest indv_gls_pd indv_cfa_calc 0.226
Conditional Inference Forest indv_sil_qs indv_sil_as 0.178
Random Forest indv_sil_as indv_cfa_calc 0.180
Random Forest indv_sil_de indv_sil_as 0.143
Random Forest indv_mhi_calc indv_glo_pd 0.133
Random Forest indv_sil_di indv_cfa_calc 0.129
Random Forest indv_gls_pd indv_cfa_calc 0.129
Table 8.2 suggests the strength of the interactions within the top interacting attributes for the
Conditional Inference Forests is far stronger than that found by the Random Forest, as is consistent
with overall H-Statistic’s scores illustrated in Figure 8.15. Figure 8.16 shows four of the top five
interacting attributes using PDP graphs for the Conditional Inference Forests model.
The highest scoring H-Statistic was generated from the interaction between Uncertainty Avoid-
ance Societal Practices (grp_gls_ua) and Acquiescent Silence (indv_sil_as) with a score
of 0.62. Figure 8.16 suggests that high levels of Uncertainty Avoidance Societal Practices










































































Figure 8.16: PDP Plots for Top Predictive Interacting Attributes.
interacting with high levels of Acquiescent Silence result in a much higher probability of someone
engaging in Silence. Recall that in societies with high levels of Uncertainty Avoidance, cultures
gravitate to implement processes and procedures to avoid ambiguity. The second highest score for
the Conditional Inference Forests was between the attributes Quiescent Silence indv_sil_qs and
Uncertainty Avoidance Societal Practices grp_gls_ua. The pattern is similar to the previous
pattern where high values of both result in an increase in Silence tendencies.
The third interesting interaction was found between Climate for Authenticity (indv_cfa_calc)
and Acquiescent Silence (indv_sil_qs). This was looked at previously in when discussing
hypothesis 5 in Section 8.3.1. This interaction was found to produce the highest H-Statistic for
the Random Forest. Both Conditional Inference Forest and Random Forest show that as Climate
for Authenticity increased, it moderated the effect that Acquiescent Silence had on a persons
probability of engaging in Silence.
The model also identified in Figure 8.16 that in low Power Distance societies where individuals
reported high values of Climate for Authenticity, that the effect of Power Distance is mod-
erated. People who work in areas where they can authentically express themselves in low Power
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Distance cultures appear to have a lower probability of engaging in Silence.
The fifth interaction identified that as Acquiescent Silence (indv_sil_as) increased with Quies-
cent Silence (indv_sil_qs), the probability of engaging in Silence increased. It is unsurprising that
both Silence constructs when interacting produce an increase propensity to engage in Silence. It
would seem that according to the model, individuals that show high levels of fear of consequences








































































Figure 8.17: PDP Plots for Top Predictive Interacting Attributes for
Random Forest.
For the model, Random Forest, the second highest interaction was between Disengaged Silence
(indv_sil_de) and Acquiescent Silence (indv_sil_as) which showed that extremely high values
of Acquiescent Silence interacting with relatively average values of indv_sil_de promoted increased
probability of someone engaging in Silence. However, at higher levels of Disengaged Silence
this seemed to be reduced. It could be argued that the spike is related to sampling as both
constructs in Figure 8.6 show low distributions of participants for both constructs at the upper
level. Logically someone who believes their contribution is not going to be taken on board and
has resigned themselves to accepting the status quo would become disengaged particularly around
the opportunity to give feedback. However, the expectation would be that this would increase
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monotonically as both constructs increase. The low sample at the upper levels of each construct
and the relatively low score in the H-Statistic suggests that more data is required before anything
definitive can be said about these two items.
The second panel suggested that participants with averageMental Health score had the inclination
to engage in Silence when working in a high power distance culture on organizational level. This
finding could be attributed to the low number of participants who answered extreme high values
or extreme low values for the Mental Health.
The final two panels are concerned with Climate for Authenticity (indv_cfa_calc) where high
levels of Climate for Authenticity in the presence of Diffident Silence and Power Distance
Societal Practices show that as the Climate for Authenticity increases the probability of
someone engaging in Silence decreases or is moderated. In a climate where one can be themselves,
Diffident Silence where one fears embarrassing ones self becomes less of an issue. This finding
is unsurprising given that the model already identified that Quiescent Silence in the presence of
high levels of Climate for Authenticity tempered participants probability of engaging in Silence.
The constructs are extremely similar in their scope of measurement.
Power Distance Societal Practices too shows that even if an individual works in a Culture
with high Power Distance Societal Practices being in an environment where you can express
yourself authentically moderates the effect of power distance on engaging in Silence. This is very
similar to the findings in Figure 8.16
8.4.3 A Review of the Findings With Respect to Organisational
Silence
Uncertainty Avoidance on societal level was the number one predictive attribute for Silence for
the Conditional Inference Forest Model. Both Random Forest and Conditional Inference Forest
algorithms identified the same relationship to Silence engagement. As Uncertainty Avoidance
increased, the probability of engaging in Silence increased. This was a previously unknown pattern
although Oliver (2011) outlines several components of Uncertainty Avoidance that may promote
Silence behaviours. Oliver (2011) states that high Uncertainty Avoidance societies have a highly
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formalised management structure and an inclination towards hierarchical structures which was
previously mentioned as a potential cause for Silence behaviours in Section 2.2.1. Cultures with
high Uncertainty Avoidance also have structured methods and procedures on processes. Such
processes could be for employees to give feedback to management. Grove (2005a) highlights that
societies with high levels of Uncertainty Avoidance also show a strong resistance to change. This
suggests that people in high Uncertainty Avoidance societies may engage in Silence behaviours
because they feel any feedback they give would result in no changes in the status quo, in essence
Acquiescent Silence. Its worth noting that Uncertainty Avoidance on societal level did not
make the top list of predictive attributes in the Random Forest. This as mentioned previously
in Section 7.6.1 is due to Random Forest having a bias towards attributes with more unique
values. Uncertainty Avoidance on societal level has only three values. The same construct
on organisational level was the 8th highest predictor on the Random Forest and the 6th most
important attribute on the Conditional Inference Tree. As previously mentioned paradoxically,
as Uncertainty Avoidance increases the probability of engaging in Silence decreases. It could
be a case that within the work environments of the participants, Uncertainty Avoidance on
organisational level supersedes the cultural level. In this case, people wish to reduce uncertainty by
voicing feedback. However, recall in Sections 5.5.2.2 and 5.6.2, the construct indv_glo_ua showed
poor reliability and poor validity. Interpretation as a result, could not be taken at face value.
A second previously unknown pattern was the role that Future Orientation played on Silence.
It was found for individual level for societal and organisational Future Orientation constructs,
again conflicting views. From a societal perspective, House et al. (2004a, p. 302) details that high
Future Orientated societies have a tendency to work for long term success by being adaptive and
champion the ethos of spiritual and material success as integrated concepts. As previously outlined
in Chapter 2.2, Organizational Silence can inhibit a company’s ability to adapt to a changing
world resulting in stagnation. Authenticity and a safe climate to express ones opinions could feed
into a person’s “spiritual fulfilment” within an organization (Grove, 2005a). A company that has
high levels of Future Orientation would be open to receiving employee feedback in order to
remain nimble in the market. The Societal measure suggested for the Random Forest that Silence
increased steadily as Future Orientation increased up until a point. At higher levels both models
suggest that the probability in engaging in Silence reduces. It is worth noting that both of these
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constructs did not have very good reliability and internal validity at this level of aggregation.
Humane Orientation was also a big predictor of Silence. Based on Figure 8.14, it suggested that
the more humane a society was the less likely someone would engage in Silence. The construct
is defined as “the degree to which an organization or society encourages and rewards individuals
for being fair, altruistic, friendly, generous, caring, and kind to others” (House et al., 2004a, p.
569). Humane Societies and as an extension humane companies are interested in the opinions
and well beings of others. Humane societies based on the previous definition would provide a safe
environment where one could voice concerns without fear of censorship or negative consequences.
In an environment where people are aware and sensitive to others needs, the probability of engaging
in Silence decreased according to both models. It also worth noting that the validity of these
constructs was good in both cases of the construct.
Performance Orientation on societal level aggregated to individual level suggested that the
more performance orientated a society was, the less likely they are to engage in Silence behaviours.
Grove (2005a) outlines the properties of high performance societies including high emphasis on
feedback mechanisms to promote performance improvement and the expectation of open and clear
communications channels. High performance societies expect both communication and formalized
feedback, one of the main contributors in predicting whether someone will voice or not. The model
suggests the more performance orientated a Culture is, the less likely the probability of Silence
behaviours. Contrast low performance societies where formal feedback is not welcomed and is
considered a negative. This would promote a Culture of Silence.
Additionally, the models were able to highlight previously unknown but sensible interactions which
could be linked back to theory providing hypothesises to explore using traditional more traditional
methods using new representative data. Several interactions were specified in Table 8.2 which
were deemed important for predicting Silence. Group Level Uncertainty Avoidance interacted
with Acquiescent Silence to increase the probability of someone engaging in Silence. High
Uncertainty Avoidance cultures generally are slow to change and take risks and only after careful
consideration of the consequences Grove (2005a). Acquiescent Silence is a result of a person
acquiescing to the status quo. Given the original findings for GLOBE found that Uncertainty
Avoidance correlated positively with self protective leadership, it could be argued that individuals
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who believe their opinion would not change much in a culture that tries to avoid uncertainty tend
to Silence. Their feedback is not wanted as it might cause uncertainty round leadership decisions.
The same pattern existed for Uncertainty Avoidance interacted with Quiescent Silence. The
original GLOBE study suggested that self protective leaders reduce uncertainty. Silence it could be
argued is a top down consequence to leaderships self protectionism [GLOBE p. 707]. Cultures with
high levels of Uncertainty Avoidance in conjunction with employees who fear the consequences
of speaking up (Quiescent Silence) in an environment with leaders that do not wish to be
questioned promotes Silence behaviours (Ashford et al., 2009).
Finally, a previously unknown pattern was observed between Power distance and Climate for
Authenticity using the Conditional Inference Forests. As Climate for Authenticity increased,
the interaction seemed to moderate the effect that Power Distance had on the probability of
someone engaging in Silence. Taylor (1992) suggests that employees with high Authenticity
value their ability to determine their mobility and choices. Contrast this with the findings for
GLOBE which suggests that high power distance societies tend to have low social mobility. This
relationship that is new to the Silence literature and would require more research. It could be
particularly relevant for teams which use geocentric staffing where the company wishes its Culture
to supersede to societal Culture within an office environment. More concretely companies that
require feedback in order to maintain competitiveness could provide an office environment that
promotes Authenticity. By promoting Authenticity, even in high Power Distance cultures, a
Culture of Silence within the office can be reduced according to the model.
8.5 Summary
This chapter addressed O06 (‘Compare the results of machine learning algorithms with published
results of statistical analysis. . . ’), O07 (‘Investigate new and previously unknown patterns and
interactions. . . ’) and O08 (‘Determine the impact of Culture on the probability of someone
engaging in Silence’)
The initial focus of the chapter was to maximize the predictive accuracy of all models using the
ROC metric while using the Kappa metric as a supplementary statistic. The ensemble models
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provided a better accuracy but when examining the top model, GBM, it became clear that the
model got the best ROC by classifying all records as True cases of someone engaging in Silence,
succumbing to the imbalanced nature of the dataset (Section 8.2.3). The results of the GBM
suggested optimising on the AUC was not robust to sample imbalance. The Kappa in this case
provided a better indicator of the model performance. Objective O06 was addressed in this section
by examining other papers to compare the results of Machine Learning Algorithms in the same
areas i.e. psychology or survey analysis. The overall results indicated that the AUC scores were
competitive within the space but that the Kappa scores, which were far less prevalent, were below
the average.
It was decided to interrogate the Random Forest and Conditional Inference Forest models as both
AUC and Kappa suggested they were the best performing models. Objective O06 also examined
previously known hypothesis to ascertain if they could be found in the models as identified in
Section 5.7. The results were visualized in Section 8.3.1. A total of 16 relationships were examined
visually using PDPs for Conditional Inference Trees and Random Forest. Nine of those relationships
were found. It could be argued that several of the relationships failed to materialize because of the
data quality (Chapters 5 and 6).
Hypothesis H1 was fully met with Acquiescent Silence, Quiescent Silence and Power Dis-
tance Societal Practices all showing as positively influencing silence. However, the effect for
all three constructs levelled off at upper levels. Hypothesis H2, an interaction between Men-
tal Health and either Acquiescent Silence or Quiescent Silence, was not found. A second
expected pattern that was not found was the interaction between Quiescent Silence and Job
Satisfaction (H3). Hypothesis H05 suggested that Climate for Authenticity moderates the
impact of Acquiescent Silence and Quiescent Silence on the probability of someone engaging
in Silence. This pattern was found. H07 was partially met with only Identification with Super-
visor and Climate for Authenticity showing the expected decrease in probability of engaging in
Silence as the values in the constructs increased.
Variable importance for the two ensembles was examined. Recall there was no previous research
across cultures using the GLOBE measurements concerning Silence propensity. Both models tended
to converge on the top predictive attributes and several new attributes previously undocumented
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in the Silence literature were discovered as being important for prediction. There were some
question marks over Disengaged Silence as it appeared to be much higher on the Conditional
Inference Forest than the Random Forest model. Within the Random Forest, within the top ten
most predictive attributes, four items were concerned with culture.
Bogosian (2018) requested more research on how “national cultural dimensions, cultures of voice
and Silence, and the moderating influence of leadership practices when consistent and inconsistent
with national cultural norms where the organization operates.”. This study attempts to address
some of this research using machine learning. It was found during the analysis of this thesis
that the final machine learning algorithms were able to pick up 60% of theory specified by the
hypothesis in Section 3.6 which also uncovered patterns theorized by researchers previously but
was not tested on real world data (Section 8.4.3). This suggested that the models were useful
but far from perfect based on the ROC and Kappa scores. The next chapter discusses the role of




This thesis set out to explore the question if “Machine Learning was a tool that Social Scientists
could use with respect to Organisational Silence and Culture, that augments more traditional
statistical analysis approaches pervasive in this domain” (RQ). The question was viewed through
the lens of Organizational Silence and culture. Organizational Silence had never been investigated
in a cross-cultural setting previously using machine learning techniques. Ten techniques were
applied to the data. Logistic Regression, a technique that is more common to Social Science
data, failed to find a pattern with reasonable accuracy. Other machine learning algorithms had
better predictive accuracy while only two showed results that warranted interpretation. It should
be acknowledged that all of these findings and patterns of behaviour are produced by models
with average AUC performance. The AUC performance for the models suggested that the models
themselves did not excel at predicting Silence with the attributes used. The highest performing
model was the Random Forest with an AUC score of 0.655 which indicated the model has a 65%
chance of correctly identifying if someone will engage in Silence or not. Potential reasons for this
average performance are discussed in the next sections.
Although CART Random Forest produced a marginally more accurate classifier based on AUC
performance in Section 8.2.1, Conditional Inference Forest captured stronger interactions in Table
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8.2 which had previously been theorized or found using statistical techniques (Section 3.6 and
Section 5.7 for more details). The biased nature of the Random Forest also gave predictors with
more unique values preference over the group based variables such as Uncertainty Avoidance
Societal Practices (grp_gls_ua), the societal level GLOBE questions which were used as a proxy
per country. This has implications for future research of using scales with variable numbers of
options to select when collecting the data via a questionnaire and is discussed more in Section
9.1.2. The Conditional Inference Forest appeared to model a more realistic view of the Silence
data given its unbiased rankings of variable importance. The algorithm also highlighted stronger
interaction terms which were more closely linked to previous theory suggesting a more accurate
representation of Silence with respect to culture.
This chapter discusses the results of Chapter 8, highlighting new findings uncovered by the machine
learning models (Section 9.1.1), the influence of data quality on the models (Section 9.1.2), how
the data transformation and modelling choices could have influenced the modelling (Section 9.1.3),
future research (Section 9.2) and finally, the conclusion on if Machine Learning was a tool that
Social Scientists could use with respect to Organisational Silence and Culture (Section 9.3)
9.1.1 New Findings
The aim of the machine learning models in this thesis was to discover if the patterns uncovered
by the machine learning algorithms enhanced previous knowledge highlighted by statistical based
research (Section 2). The attributes that were included in the models for this study were based
on experience of the researchers and previous research undertaken in the Silence literature. It
was evident that not all predictors were useful from both Chapter 6 and Chapter 8. However,
several features that were not deemed predictive by the t-tests in Section 6.3.4 were deemed
useful predictors for Conditional Inference Forests and Random Forests. For example, the fields
Future Orientation Societal Practices (indv_glo_fo), Performance Orientation Societal
Practices (indv_gls_po), Health Satisfaction (satis_h) and Uncertainty Avoidance Societal
Practices (indv_gls_ua) showed no statistical significance when the two target classes were
compared. However, the machine learning algorithms found them to be useful predictors. The
ranking of variable importance included interactions that the variables were part of, suggesting
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that the power of the previously mentioned predictors lay not in their univariate power but in their
interactions with other variables . Although not plotted in the thesis itself due to the relative
weakness of the interactions, indv_glo_fo and indv_gls_po all appeared in the top twenty most
powerful interactions for the models in Figure 9.19. It is worth noting that both of Future
Orientation constructs did not have very good reliability and internal validity at this level of
aggregation.
Newly discovered interactions such as the power of Climate for Authenticity (indv_cfa_calc)
to moderate the effects of Silence both across all the Silence attributes themselves and more
interestingly across culture is a new area of research to be explored, giving rise to the question,
does the local environment supersede the cultural environment in determining if employees engage
in Silence. It must be admitted, this could have been speculated upon from the correlation plot
in Figure 6.16, where Climate for Authenticity (indv_cfa_calc) was negatively correlated with
all Silence and power distance constructs. However, the correlation plot did not uncover the
group level interaction between Uncertainty Avoidance Societal Practices (grp_gls_ua) and
Acquiescent Silence (grp_gls_ua) . Interestingly several GLOBE organizational attributes aggre-
gated to individual level such as Uncertainty Avoidance tended to have opposite relationships to
Silence than their societal counterparts. For example, as the constructs Future Orientation and
Uncertainty Avoidance tended to increase, individuals tendency to engage in Silence reduced
according to the models. The correlation between these attributes and the Silence predictors was on
average rs = -0.05. These findings suggest the Random Forest models were useful for uncovering
new previously unexplored patterns and hierarchical interactions (cultural level vs individual level),
directly addressing the RQ. The findings could potentially produce useful research for companies
that practice geocentric staffing and wish to maintain a culture of openness which may be the
antithesis of the society in which it operates.
9.1.2 Data Collection and Quality
The attributes used in this research were derived by a team of experts in the Organizational
Psychology literature. The constructs in the survey were either adopted and adapted to this survey,
or inspired by other research. The literature research in Chapter 2 suggested that culture plays a
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role in Silence behaviour but the exact relationship was still to be determined, a problem type that
machine learning excels at. The chapter also highlighted many other constructs that were thought
to be related to Silence lending credence to the selected constructs. Reviewing the history of
both Silence and cultural research also allowed the generation of eight hypotheses from published
literature that should be evident in models of the data (O01). It was also evident from the research
in Chapter 2 that only main effects were looked at, that no research paper had tried to predict if
someone would engage in Silence, and all methods used assumed linearity between independent
and dependant variables (Table 2.1). Machine learning models that were eventually chosen for
modelling were able to model non-linearities, to discover interactions without pre-specification and
assumed no relationship with the target variable.
Poor quality data will hinder any model and for this thesis several tasks were undertaken to ascertain
data quality (O02, O03, O04, O05) where several of the new constructs failed to be valid or reliable.
Several of the constructs were not suitable to use across groups because according to the results
of the analysis in Chapter 5, different groups perceived the questions to mean different things. In
the context of Confirmatory Factory Analysis, several assumptions were violated, most notably
sample size violations. Sample size was an issue later in Chapter 8 as well where models that were
estimating probabilities would produce warnings about “complete separation” during tuning which
disappeared with training the model on the complete dataset suggesting data volume challenges.
Several constructs showed promising fits such as Climate for Authenticity but failed internal
validity which could be attributed to sample size. In all other respects, such as correlation analysis
and within the modelling itself, the constructs showed both internal and external validity (Section
5.7). The lack of validity and reliability within the data required that the original hypothesised
eight were reduced to six accepted patterns that could be searched for within the model.
The investigations carried out in Chapters 5 and 6, the constructs could be categorized, based on
data quality, into three main groups: very valid, useful, not useful. The very valid constructs showed
very good internal validity, validity across groups to the metric invariance level, reliability statistics
above the 0.7 exploratory cut-off, and correlated with expected results as outlined in Section
6.3.5. The scales Acquiescent Silence, Quiescent Silence, Prosocial Silence and Diffident
Silence showed excellent scale validity and reliability. The scales that were deemed useful had good
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internal validity and reliability but this was not evident across all samples. They showed expected
relationships based on the literary review with other constructs in the survey however, more
research is required with larger sample sizes. The useful scales were Climate for Authenticity
and Psychological Safety Climate which showed excellent internal validity and reliability for
Germany and Poland but produced a poor model fit for Italy. Other scales that showed potential
were Humane Orientation Organizational Practices, Opportunistic Silence, Disengaged
Silence, Power Distance Organizational Practices, Humane Orientation Societal Prac-
tices, Power Distance Societal Practices, Physical Ailments, Organizational Citizenship
Behaviour, Social Anxiety and Mental Health. However, more data was needed as several of
the constructs seem to fail because of lack of participants within each country sample. All other
scales while producing external validity had problems with their internal validity. Those scales
were all concerned with GLOBE constructs aggregated to the individual level and leant weight to
the warning by House et al., 2004a, p. 124 to only aggregate the scales to their recommended
aggregated level.
A second salient point discussed in Section 3.4 describes how different ranges of a Likert scales
influence how people will avoid extremes when answering questions. It was seen that this was the
case for a number of constructs where the Random Forest extrapolated beyond its bounds for
the PDP plots in Section 8.3.1 for Mental Health. In fact, this was a consistent pattern of the
data overall for the constructs that was evidenced by Figure 8.6. Subjectively it appeared that the
Random Forest seemed to suffer from extrapolation effects more severely than the Conditional
Inference Trees.
Additional to reducing the variation of answers, a smaller scale when put into the same survey
as a larger scale biases a Random Forest to the scale with more variation in its answers. As
discussed in Section 7.6.1, Random Forest when using CART as its base model tends to attribute
higher importance to variables which have a greater range of values. Several data transformations
were applied in Chapter 6 especially in relation to the categorical variables but the sample size
was not big enough to warrant a large number of bins and so preserve much of the variability
of the original attribute. A second Random Forest was applied to the dataset which used the
unbiased Conditional Inference Trees as its base. While both forests agreed overall what the top 20
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attributes, it was notable that the CART based iteration did not find the country or industry level
predictors as important as the individual level attributes. Conversely the number one predictor
for the Conditional Inference Forest was the country level aggregated Uncertainty Avoidance
Societal Practices.
The attributes themselves, although well researched and derived from existing research and theory
indicated that while there was a difference between people who engaged in Silence and those that
did not the real world effect of that difference was weak. Section 6.3.2 highlighted that the effect
size of each of the attributes when tested in isolation for univariate properties that might predict
Silence yielded results that suggested that the effect size of these attributes was small to medium.
In essence the machine learning algorithms were applied to data where the signal to noise ratio was
low resulting in an average AUC. Section 6.3.5 also highlighted that the data was very correlated.
This was unsurprising as the Silence constructs were measuring different aspects of the same
phenomenon while several of the constructs such as identify with my supervisor, identify with
my organization and identify with my immediate work group were all variations on the same
theme. While similar attributes could have been removed, both Random Forest and Conditional
Inference Forest models were robust against outliers and highly correlated data suggesting removal
was not necessary.
9.1.3 Modelling Choices
Several data transformation choices were made that could have impacted the AUC performance
of the models. As mentioned in the previous section, all items that were highly related were left
in the modelling dataset as the models chosen were robust to correlation effects. Several of the
GLOBE constructs were aggregated at individual, industrial and country level. The literature
review in Chapter 2 suggested only using the constructs at their theoretical level of abstraction
but due to the small data size and lack of company name an individual level was chosen as well
as the recommended levels of abstractions. This could have potentially muddied the waters with
respect to what was useful for predicting Silence. The machine learning models had inbuilt feature
selection but with a larger sample with more countries, only country level aggregations could have
been used.
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The data was highly skewed to people who had experienced Silence behaviours and remained silent.
Initially this appeared to be a bonus as the aim of the modelling task was to understand Silence
behaviours, however, all the models had great difficulty in identifying people who did not engage
in Silence. This severe under performance was highlighted by the GBM model which optimised
the AUC by predicting everyone in engaged in Silence for the best AUC score of all models. While
some form of up sampling was considered it was discarded as an idea based on a paper by Weiss,
McCarthy, & Zabar (2007) which stated that under sampling could discard useful data while
oversampling could result in overfitting the model. It was also assumed that the AUC would be
more resilient against the effects of unbalanced datasets. This was a methodological mistake and
an area for future research for modelling Silence.
Missing data was another modelling choice that was not investigated to its fullest. In general, the
dataset was reduced where attributes were found to be missing. The choice of imputing missing
data was not chosen because either too many variables were missing in a record or using imputation
itself would have biased the data depending on the method used (Saunders et al., 2006). The
method used in this thesis of list-wise deletion of any record that did not complete the construct
questions reduced the sample size by 19% (Chapter 6). During the Pilot study, missing values
were examined and there was no evident pattern to suggest participants were skipping questions.
The examination of the data suggested the data was missing at random (Appendix C)
Variables that were categorical were binned as discussed in Section 6.2.1 with the aim to maximize
the variability of the variable without losing any of the information. The binning sizes were
subjectively chosen and were not tested beyond face validity. Different size bins could have been
chosen to determine if more categorical variables were predictive. The bin sizes could be tuned via
cross validation as the different bin widths were tested using the AUC performance as a metric to
benchmark.
9.2 Future Research
The results of this thesis suggest that more data is needed. The initial three samples used in this
thesis were small with Poland and Italy requiring more records. Larger sample sizes with more
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countries would confirm if the constructs that initially had a borderline fit were not adequate to
measure their intended attributes. Also, more countries would allow the aggregation of attributes
to their recommended levels.
Additionally more data is required in order to have a training dataset where the models can be
trained and tuned and a test set to test the accuracy of the model. A validation set could then
be used to test any theories generated from the original training and test data using hypothesis
tests based on the results of the machine learning exercise. Additional data manipulation could be
attempted in respect to tuning algorithms while varying the correlation of attributes, imputing
missing data and varying bin sizes of categorical data to determine if the AUC could be improved.
Balancing the class data by using techniques such as under sampling, over sampling and SMOTE
to improve accuracy could also be investigated (Ramentol, Caballero, Bello, & Herrera, 2012).
Partial dependency plots suffer from highly correlated data (Section 7.7.1). Other methods exist
that are not so readily impacted by correlation but require more data in order to produce useful
graphs. It was mentioned during the running of the H-Statistic to uncover interactions that the
ranking of the interactions could change slightly due to the estimation method used in the iml
package. It took 4 days to run the H-statistic on a moderately powerful laptop but Molnar (2020)
recommends running the technique several times to confirm stability.
In the area of Silence prediction, one of the more interesting findings was that local environment
seemed to have a larger effect on Silence behaviours. A larger sample size of many countries could
ascertain if this finding holds true for all cultures using statistical means.
This thesis focused on prediction to get the best model as different datasets require different
models. There is no one perfect model for all data types, accuracy was used as a method to find
the best model. The models used were resistant to highly correlated data as well as removing
redundant features in their calculations. The models highlighted previously undiscovered main
effects and interactions across three cultures which promote a person’s inclination to Silence.
However, the study had a number of limitations. Feedback from the participants in the pilot study
could not be applied to all samples used within this study. Given the feedback about the similarity
between the questions for the organizational and societal constructs and the subsequent correlations
between them, it might have been better to drop the organizational questions. However, it was
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clear that while the societal constructs behaved as expected it was evident the models suggested
that the converse pattern existed for the organizational constructs. Given that we did not have
the companies the participants worked for it is an interesting question if societal or organizational
environments are more relevant when engaging in Silence.
Finally, one of the main limitations was lack of cultures or countries. Taking the three cultures and
aggregating the GLOBE societal constructs to individual level showed very poor fit statistics for
the majority of constructs. However, the aggregation of GLOBE Power Distance and Humane
Orientation to individual level shows promise. Not all constructs showed a solid internal and
external validity when tested in Chapter 5, a result in many cases of the sample sizes being too
small. For example, several constructs were unsuitable for Italy but worked very well for Poland
and Germany. It was noted at the time that the Italian sample was very small so more data for
these constructs would prove useful to clarify the usefulness of constructs.
9.3 Conclusion
Machine learning is the discovery of new and interesting patterns. This thesis uncovered several
interesting patterns that were previously unknown. The Partial Dependency plots were useful in
visualizing the pattern of change of independent variables to the change in probability of Silence
engagement. However, the results have to be put into context that PDPs are only reliable if the
model itself is an accurate representation of under lying patterns (i.e., has good accuracy). It was
clear that the use of the AUC metric in conjunction with the GBMs on an imbalanced dataset
resulted in a model that overfit the data. Overfitting the model meant that any interpretation
could only be relevant to this dataset. In the case of GBMs the model had the best AUC but
interpretation would have yielded no insights as the model output classified everyone in the majority
class. It highlights that other metrics could be optimised on for better accuracy
Another major point of using machine learning to explore data is that tuning, applying the H-
Statistic and generating the PDP plots took 7 days for the CART based Random Forest while
it took 9 days for the results to be generated for the Conditional Inference Trees. There is a
trade off which needs to be considered before using the models for exploration. The smaller more
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interpretable models from Section 7.5 would have been completed in less than 90 minutes for the
same process and the accuracy could be improved by tuning any of the steps outlined in Section
9.1.3.
Both Random Forests and Conditional Inference Forests uncovered new main effects that influenced
if someone would engage in Silence as well as interactions that were previously unknown that
both inhibited and promoted Silence behaviours. It also opened up a new area of research based
on the results, where local environment seemed to take precedence over culture at society level.
This thesis asked the question if Machine Learning was a tool that Social Scientists could use
with respect to Organisational Silence and Culture, that augments more traditional statistical
analysis approaches common in this domain (RQ). While the field of statistics itself has a wide
range of possible tests, this thesis focused on statistical analysis prevalent in social science, which
are limited by assumptions of linearity and independence. The machine learning models used
in this study did not make such assumptions, and consequently did uncover new patterns and
areas for research. However, each model in itself limits it’s search space in some way, such as
CART favouring attributes with more distinct values. Therefore, while we can conclude that
machine learning is a useful tool in augmenting existing approaches, we acknowledge that no single
approach can be considered optimal. In spite of data quality issues, weak differences between
the two classes, and weak to moderate AUCs, expected patterns were still evident as well as new
information suggesting the machine learning models were useful tools at modelling Silence. This
makes machine learning suitable for survey data in a social science context.
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This Appendix contains the questionnaire used in the thesis. Initially several questions were
validated but removed when they did not result in a useful construct. These questions have “(rm)”
at the end of the acronym column. It is worth printing out this table when reading the thesis to
clarify what questions are being referenced in the thesis.
Construct Question Acroynm Num of Choices
User Attributes
None How old are you? age 1
None What is your type of contract? contract 1
None What is your nationality? ctry 1
None What is the highest level of formal education you have
achieved?
educ 1
None If yes, how many people report directly to you in the
chain of command?
follwrs 1
None What is your gender? gender 1
None Please indicate the kind of work primarily done by the
organization you are working for
industry 1
None What is your current job title? jobtitle 1
None Do you work at more than one job? mjobs 1
None Do you occupy a supervisory or managerial position? mng 1
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(continued)
Construct Question Acroynm Num of Choices
None Did you grow up in the country you are currently
working in?
natgrow 1
None If ‘yes’, then how many hours do you work in a typical
week in your primary job?
pjhours 1
None How long have you worked for your current employer? tenure 1
None How many hours do you work in a typical week? whours 1
Part I: Societal and Organizational Context
Climate for Authenticity In my working environment people’s behavior reflects
their ‘real me’.
cfa1 7
Climate for Authenticity In my working environment can one be true to oneself
in most situations.
cfa2 7
Climate for Authenticity In my working environment it is often better to play a
role than to show one’s true self.
cfa3r 7
Climate for Authenticity In my working environment people sometimes remain
silent or convey agreement with issues and decisions
even though they really disagree.
cfa4r 7
Climate for Authenticity In my working environment needs one to hide one’s true
feelings.
cfa5r 7
Climate for Authenticity I could accurately describe what kind of person the
people I work closely with are.
cfa6 7
Collectivism 1 Organizational Practices In this organization, managers encourage group loyalty
even if individual goals suffer
gloc11r 7
Collectivism 1 Organizational Practices The pay and bonus system in this organization is
designed to maximize individual interests
gloc12 7
Collectivism 1 Organizational Practices In this organization group cohesion is more valued than
individualism
gloc13r 7
Future Oriented Organizational Practices In this organization, the accepted norm is to plan ahead glofo1r 7
Future Oriented Organizational Practices In this organization, meetings are usually planned well
in advance (2 or more weeks in advance)
glofo2r 7





In this organization, men are encouraged to participate









What percentage of management positions in this




In this organization, people are generally very concerned
about others
gloho1r 7
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(continued)
Construct Question Acroynm Num of Choices
Humane Orientation Organizational
Practices





In this organization, people are generally very friendly gloho3r 7
Humane Orientation Organizational
Practices
In this organization, people are generally very generous gloho4r 7
Power Distance Organizational Practices In this organization, a person’s influence is based
primarily on one’s ability and contribution to the
organization
glopd1 7
Power Distance Organizational Practices In this organization, subordinates are expected to obey
their boss without question
glopd2r 7
Power Distance Organizational Practices In this organization, people in positions of power try to





In this organization, employees are encouraged to strive









In this organization, being innovative to improve




In this organization, most employees set challenging




In this organization, orderliness and consistency are





In this organization, most work is highly structured,




In this organization, job requirements and instructions
are spelled out in detail so employees know what they
are expected to do
gloua3r 7
Collectivism 1 Societal Practices In this society, leaders encourage group loyalty even if
individual goals suffer
glsc11r 7
Collectivism 1 Societal Practices The economic system in this society is designed to
maximize individual interests
glsc12 7
Collectivism 1 Societal Practices In this society, being accepted by the other members of
a group is very important
glsc13r 7
Collectivism 1 Societal Practices In this society group cohesion is valued more than
individualism
glsc14r 7
Future Orientation Societal Practices In this society, the accepted norm is to plan for the
future
glsfo1r 7
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Construct Question Acroynm Num of Choices
Future Orientation Societal Practices In this society, social gatherings are usually planned well
in advance (2 or more weeks in advance)
glsfo2r 7
Future Orientation Societal Practices In this society, more people live for the present than live
for the future
glsfo3 7
Future Orientation Societal Practices In this society, people place more emphasis on solving
current problems
glsfo4 7
Future Orientation Societal Practices The way to be successful in this society is to plan ahead glsfo5 7
Humane Orientation Societal Practices In this society, people are generally very concerned
about others
glsho1r 7
Humane Orientation Societal Practices In this society, people are generally very sensitive toward
others
glsho2r 7
Humane Orientation Societal Practices In this society, people are generally very friendly glsho3r 7
Humane Orientation Societal Practices In this society, people are generally very tolerant of
mistakes
glsho4r 7
Humane Orientation Societal Practices In this society, people are generally very generous glsho5 7
Power Distance Societal Practices In this society, a person’s influence is based primarily on
one’s ability and contribution to the society
glspd1 7
Power Distance Societal Practices In this society, followers are expected to obey their
leaders without question
glspd2r 7
Power Distance Societal Practices In this society, people in positions of power try to
increase their social distance from less powerful
individuals
glspd3r 7
Power Distance Societal Practices In this society, rank and position in the hierarchy have
special privileges
glspd4r 7
Power Distance Societal Practices In this society, power is concentrated at the top glspd5r 7
Performance Orientation Societal
Practices
In this society, teenaged students are encouraged to









In this society, being innovative to improve performance
is generally substantially rewarded
glspo3r 7
Uncertainty Avoidance Societal Practices In this society, orderliness and consistency are stressed,
even at the expense of experimentation and innovation
glsua1r 7
Uncertainty Avoidance Societal Practices In this society, most people lead highly structured lives
with few unexpected events
glsua2r 7
Uncertainty Avoidance Societal Practices In this society, societal requirements and instructions
are spelled out in detail so citizens know what they are
expected to do
glsua3r 7
Uncertainty Avoidance Societal Practices This society has rules or laws to cover almost all
situations
glsua4r 7
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Construct Question Acroynm Num of Choices
Psychological Safety Climate In my working environment are some employees rejected
for being different.
psc1r 7
Psychological Safety Climate In my working environment when someone makes a
mistake, it is often held against them.
psc2r 7
Psychological Safety Climate In my working environment would no one deliberately
act in a way that undermines others’ efforts. PSC3
psc3 7
Psychological Safety Climate In my working environment is it difficult to ask others
for help.
psc4r 7
Psychological Safety Climate In my working environment is one free to take risks. psc5 7
Psychological Safety Climate In my working environment the people value others’
unique skills and talents.
psc6 7
Psychological Safety Climate In my working environment is one able to bring up
problems and tough issues.
psc7 7
Acquiescent Silence I remained silent at work because nothing would have
changed, anyway.
as10 7
Part II: Communication of Critical Situations at Work
Acquiescent Silence I remained silent at work because my superiors are not
open to proposals, concerns, or the like.
as12 7
Acquiescent Silence I remained silent at work because I would not have
found a sympathetic ear, anyway.
as9 7
Stand Alone Question Have you noticed such a situation during the last six
months? (wrong, inefficient, immoral or otherwise
problematic behaviour)
critsit 4
Stand Alone Question How often did you prefer to remain silent? critsits 4
Stand Alone Question During the last 6 months, how often did you express
concerns or opinions to someone who is able to change
the situation?
critsitv (rm) 4
Disengaged Silence I remained silent at work because I did not care what
happened.
de15 7
Disengaged Silence I remained silent at work because the issue did not
personally affect me.
de21 7
Disengaged Silence I remained silent at work because I did not want to get
involved.
de3 7
Diffident silence I remained silent at work to avoid embarrassing myself. di13 7
Diffident silence I remained silent at work because I did not want to
appear incompetent.
di18 7
Diffident silence I remained silent at work because I did not feel
confident enough to speak up.
di8 7
Opportunistic Silence I remained silent at work because that would have led
to do avoidable additional work.
os14 7
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Construct Question Acroynm Num of Choices
Opportunistic Silence I remained silent at work because of concerns that
others could take an advantage of my ideas.
os17 7
Opportunistic Silence I remained silent at work to not give away my
knowledge advantage.
os20 7
Prosocial Silence I remained silent at work because I do not want others
to get into trouble.
ps16 7
Prosocial Silence I remained silent at work because I did not want to
embarrass others.
ps6 7
Prosocial Silence I remained silent at work because I did not want to hurt
the feelings of colleagues or superiors.
ps7 7
Quiescent Silence I remained silent at work because I feared disadvantages
from speaking up.
qs19 7
Quiescent Silence I remained silent at work because of fear of negative
consequences.
qs4 7
Quiescent Silence I remained silent at work to not make me vulnerable in
the face of colleagues or superiors.
qs5 7
Stand Alone Question I remained silent at work to avoid conflicts. sil1 (rm) 7
Stand Alone Question I remained silent at work because others said nothing,
too.
sil11 (rm) 7
Stand Alone Question I remained silent at work because of bad experiences
I’ve had with speaking up on critical issues in the past.
sil2 (rm) 7
Organizational Citizenship Behaviour I am always very punctual. consocb1 7
Part III: Personal Situation and Relationship to the Organization
Organizational Citizenship Behaviour I always follow rules very thoroughly. consocb2 7
Stand Alone Question I can picture myself remaining in my current job until
official retirement age, if allowed.
ersjr 5
Stand Alone Question I can picture myself remaining in my current
organization until official retirement age, if allowed.
ersor 5
Stand Alone Question I can picture myself remaining in my current profession
or occupation until official retirement age, if allowed.
erspr 5
Complaints Last Six Months suffered from Headache health1 5
Complaints Last Six Months Trouble controlling temper health10 5
Complaints Last Six Months Feeling tense health11 5
Complaints Last Six Months Feeling guilty health12 5
Complaints Last Six Months Feeling inferior health13 5
Complaints Last Six Months Loneliness health14 5
Complaints Last Six Months Trouble getting along with others health15 5
Complaints Last Six Months Memory problems health16 5
Complaints Last Six Months Difficulty sleeping health2 5
Complaints Last Six Months Stomach/digestive problems health3 5
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Construct Question Acroynm Num of Choices
Complaints Last Six Months Unintended weight loss or gain health4 5
Complaints Last Six Months Anxiety attacks health5 5
Complaints Last Six Months Dizziness/trouble breathing/heart
pounding
health6 5
Complaints Last Six Months Sore muscles or joints health7 5
Complaints Last Six Months Fatigue health8 5
Complaints Last Six Months Sadness health9 5
Organizational Citizenship Behaviour I gladly help to orient new colleagues. hlpocb3 7
Organizational Citizenship Behaviour I help colleagues who have heavy work loads. hlpocb4 7
Stand Alone Question I identify with my organization. idoi 7
Stand Alone Question I identify with my supervisor. idsvi 7
Stand Alone Question I identify with my immediate work group. idti 7
Mental Health Last Six Months Been a very nervous person. mhi51r 5
Mental Health Last Six Months Felt downhearted and blue. mhi52r 5
Mental Health Last Six Months Felt calm and peaceful. mhi53 5
Mental Health Last Six Months Felt so down in the dumps that
nothing could cheer you up.
mhi54r 5
Mental Health Last Six Months Been a happy person. mhi55 5
Organizational Citizenship Behaviour I inform my colleagues and supervisors early when I’m
unable to come to work.
ocb5 7
Stand Alone Question Has it happened over the previous 12 months that you
have gone to work despite feeling that you really should
have taken sick leave due to your state of health
present_calc 5
Stand Alone Question Last Six Months Been satisfied with my health. satish 5
Stand Alone Question Last Six Months Been satisfied with my job. satisj 5
Satisfaction with life scale Last Six Months Been satisfied with my life. satisl 5
Stand Alone Question Last Six Months Been satisfied with my ability to
perform my daily activities.
satisp 5
A.2 Glossary of Terms
This is a glossary of terms and where they appear in the thesis. It is recommended to have this to
hand for reference when reading the document as there are a lot of acronyms and technical terms
used within the thesis
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Alpha Cronbach Alpha statistic measures the
correlation of a survey
construct with answers to
individual questions. Aim is to





because they feel their opinion
does not matter and it will not
change anything.
4 40
AUC Area Under the
Curve
A metric used in machine
learning to determine the
accuracy of a model based on a
rate of change of true positives




Involves behaving in a way that
is true to the ones feelings,
morals and thinking and being
able to express oneself in a
manner that is consistent with





Similar to EFA except uses
theory to inform which





Absolute ft statistic for CFA.
Compares the user generated
model against a null model






An ensemble of trees that
decorrelates the trees by
utilizing bootstrapping.
Improves the accuracy of
Conditional Inference Trees
base learner. Uses a splitting
mechanism that removes the
CART version Bias
iv 201
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A method of resampling that
prevents a model from





Is the act of remaining silent
due to the individual being





Is the act of remaining silent





A data reduction technique
based on a data driven
approach to find underlying
constructs in the data that
explains the common variance
in the questions are sought
49 53





Constructs consisted of three
questions, each to be
interpreted at question level.
Do participants see themselves




FA Factor Analysis is a data reduction technique
that reduces observed variables
to unobserved latent factors.
22 52
Filter methods Filter methods Statistical Tests that test for a
univariate signal between the
attributes and the class the
model is trying to predict
151 151
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Gradient Boosted Machines are
also an ensemble technique
where instead of trees being
grown in parallel ala Random






Measured group behaviour and







The process by which a group







Measures a Cultures propensity
to promotes and reward





















Is the degrees of effort
undertaken by a group or
collective to avoid uncertainty
in their lives
4 37
health Health Measures the mental and
physical complaints of the
participants
30 43




Constructs consisted of three
questions, each to be
interpreted at question level.
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Professional Association for the
Institute of Electrical and
Electronics Engineers
22 -99
indv_mhi_calc Mental Health The original aim of the scale
was to provide a generic insight





Measures if the climate within
an organization is amenable to





The ratio of the squared
correlation amongst variables
verses the partial correlation
between those same variables.








models smooth functions such





used to determine measurement
invariance across two different
groups. Confirms if a






An iterative process that




A measurement tool comprised
of questions used to measure a






within the thesis to describe the
individual samples from the
countries
iii NA
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Absolute ft statistic for CFA. It
measures the similarity between
the theorized covariance matrix
and the actual covariance
matrix.
58 58
None Heywood Cases Parameter estimates in a CFA
model that are negative or
greater than 1 and can cause









Omega Omega Omega is conceptually similar
to Alpha. It differs from Alpha
by allowing for the possibility






Not speaking up when
confronted with situations that





Employees remain silent to gain
advantages for themselves for
example refusing to share







Shows the change in the
probability of an outcome when
predictors are varied either
separately or tandem
182 209
present Presentism A question related to calling in
sick to work when participants
were ill
33 39
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Employees remains silent to





Employees remain silent for fear
of the consequences either from
their management or from their
co-workers because they do not
agree with the group
4 40
RF Random Forests An ensemble of trees that
decorrelates the trees by
utilizing bootstrapping.








Residual Statistic for CFA that
determines if the model








satis_h or satis_l or satis_j or satis_p Satisfaction
with health or
life or job or
ability to
perform jobs
Constructs consisted of three
questions, each to be
interpreted at question level.








Residual Statistic for CFA that
measures the absolute square




Absolute ft statistic for CFA.
Contains a penalty for models
that add attributes which don’t
add any significant
improvement to the model.
59 59
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A method for deriving the most
important variables for
prediction. Different models





This appendix contains all the r packages used in the construction of the thesis
B.1 Packaged Used split by Chapter
Chapters 2 and Chapter 3 used the following packages: knitr (for the markdown document), readxl
(to import excel reference data), kableExtra (for creating all the tables within the chapter), scales
(for manipulating axes in charts) and dplyr (for all data manipulation in this chapter) (Wickham,
2018; Wickham & Bryan, 2019; Wickham et al., 2019; Xie, 2014; Zhu, 2019).
Chapter 4 used the following packages: knitr (for the markdown document), kableExtra (for
creating all the tables within the chapter), ggthemes (modify the colours of the charts), readxl (to
read in excel sheets), glue (to provide easy string manipulation in R), ggplot2 (plot all the graphs
in this chapter), readr (read in text files into R), gridExtra and grid (to allow the combination of
different charts in the same plot), skimr (to allow for quick visualization of the data as well as
basic statistics), janitor (clean up excel files), labelled (work with data imported from SPSS), corrr
(generate and plot correlations) and ggrepel (modifies plots so that labels and annotations do
not overlap) (Arnold, 2019; Bray, Ismay, Baumer, & Cetinkaya-Rundel, 2018; Firke, 2018; Hester,
2019; Jackson, Cimentada, & Ruiz, 2019; Larmarange, 2019; Quinn, McNamara, Rubia, Zhu, &
Ellis, 2019; Slowikowski, 2018; Wickham, 2017; Wickham & Bryan, 2019; Wickham et al., 2018;
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Wilkins, 2019; Zhu, 2019).
Chapter 5 used the following packages: knitr (for the markdown document), tidyverse (for
data manipulation and plotting), kableExtra (for creating all the tables within the chapter),
ggthemes (modify the colours of the charts), psych (generate group statistics), MVN (to ascertain
data normality in a dataframe), WRS (used for outlier detection), glue (to provide easy string
manipulation in R), anova (to determine if one model is better than another in a nested model
scenario), lavaan (CFA, EFA and reliability tests), semTools (relatability tests for alpha and omega)
and boot (boot strap sampling) (Arnold, 2019; DiCiccio & Efron, 1996b; Hester, 2019; Korkmaz
et al., 2014b; Revelle, 2016; Rosseel, 2012; Wickham, 2017; Wilcox, 2005; Yves Rosseel, 2016b;
Zhu, 2019); (Rosseel, 2012).
Chapter 6 used the following packages: knitr (for the markdown document), tidyverse (for data
manipulation and plotting), kableExtra (for creating all the tables within the chapter), ggthemes
(modify the colours of the charts), glue (to provide easy string manipulation in R), ggridges
(to produce ridgeline plots), skimr (to allow for quick visualization of the data as well as basic
statistics), ggrepel (modifies plots so that labels and annotations do not overlap), infer (allows
permutation modelling), labelled (work with data imported from SPSS), haven (import SPSS
files) and janitor (clean up excel files) (Arnold, 2019; Bray et al., 2018; Firke, 2018; Hester, 2019;
Larmarange, 2019; Quinn et al., 2019; Slowikowski, 2018; Wickham, 2017; Wickham & Miller,
2018; Wilke, 2018; Zhu, 2019).
Chapter 7 used the following packages: tidyverse (for data manipulation and plotting), kableExtra
(for creating all the tables within the chapter), knitr (for the markdown document) (Wickham,
2017; Xie, 2014; Zhu, 2019).
Chapter 7 used the following packages: knitr (for the markdown document), tidyverse (for data
manipulation and plotting), kableExtra (for creating all the tables within the chapter), ggthemes
(modify the colours of the charts), glue (to provide easy string manipulation in R), caret (for
model tuning), ResourceSelection (allow the running of Hosmer-Lemeshow Goodness of Fit (GOF)
Test), tidymodels (for final models), readr (read in text files into R), gbm (to model using Gradient
Boosted Trees), ranger (to model using Random Forests, Party (to model using Conditional
Inference Trees and Conditional Inference Forests), iml (allow the running of H statistic to find the
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top interactions), pdp (allow the use of PDP plots on any model), e1071 (model using SVMs),
earth (model using the R version of MARs), rpart (model with decision trees), and stats (model
with logistic Regression) (Arnold, 2019; Greenwell, 2017; Hester, 2019; Lele, Keim, & Solymos,
2019; Max & Wickham, 2018; Max Kuhn et al., 2018; Meyer, Dimitriadou, Hornik, Weingessel,
& Leisch, 2018; Milborrow. Derived from mda:mars by T. Hastie "and" R. Tibshirani., 2011;
Molnar, Bischl, & Casalicchio, 2018; R Development Core Team, 2016; Therneau & Atkinson,
2018; Wickham, 2017; Wickham et al., 2018; Xie, 2014; Zhu, 2019)
Appendix C used the following packages: tidyverse (for data manipulation and plotting), janitor
(clean up excel files), glue (to provide easy string manipulation in R), readxl (to read in excel sheets),
VIM (plot missing values), likert (to analyse and plot likert based data), treemapify (generate tree
map), corrr (generate and plot correlations), ggrepel (modifies plots so that labels and annotations
do not overlap) and ggsci (colour scheme for ggplot) (Bryer & Speerschneider, 2016; Firke, 2018;
Hester, 2019; Jackson et al., 2019; Kowarik & Templ, 2016; Qiu, 2019; Slowikowski, 2018;
Wickham, 2016, 2017; Wickham & Bryan, 2019; Wilkins, 2019; xiaoGgsciScientificJournal2018;
Yu, 2018).
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Appendix C
Pilot Study
Two online pilot studies were undertaken for this research. The first pilot study was a web based
convenience sample created by Dr. Knoll on a local server within Chemnitz University. An email
was sent out to my work colleagues (working all over the globe), to fill in the questionnaire.
The survey was originally set-up on a web service running the open source software lime survey
(Schmitz, 2012). The returned dataset consisted of 71 rows representing 71 participants and 215
columns. 135 columns represented the answers to questions and 80 columns consisted of meta
data such as timings per question, the last page which the user reached and submit date of the
survey.
The final dataset comprised of 64 usable rows and 144 columns. The top represented countries
who participated in the survey were Germany (17), Ireland (10) Great Britain (8), America, Poland
(2) and the Netherlands (2). The remaining participants representing a single country. Three
participants do not specify their country. Figure C.1 shows the distribution of the countries. It can
be seen that the GLOBE clusters Germanic Europe and Anglo Cultures take up the majority of
the dataset followed by Southern Asia and Eastern Europe. The nations that did not supply any
information for their location is an interesting anomaly and will be reviewed in the next section.
Not all participants finished the survey although there was no evidence of systematic skipping of
certain questions. The median time taken to complete the survey was 16 mins (mean 59 mins)
with a Median Absolute Deviation (MAD) of 15 mins (SD 160 mins). This large mean due to
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The area of each tile represents the number of users per country as a
      proportion of all countries in the sample
Figure C.1: Participants Origins for the Pilot Study. The Bigger the
Square the More Participants Replied
some of the participants undertaking their survey during their office hours and having it as an
open tab while they worked through the course of the day.
Feedback was taken from the participants on how they found the survey with common feedback
being that the survey was too long and questions sounded too similar, particularly the GLOBE
questions about society and organizational questions. Expatriates had problems with the society
questions in the GLOBE portion of the study, unsure if the questions were being asked about
the society in which they currently were based or the society in which they grew up. Additional
information suggested by users was added including, the size of the firm, a question to determine
expatriate status and the industry they worked. These suggestions were included in the follow up
pilot study.
Updates arising from the first pilot study were tested in a second, smaller pilot study based on
personal contacts who gave feedback as they answered questions. In total, 11 people undertook
it and finished it. Spelling mistakes were caught and one duplicate question was removed. The
complaint that the survey was too long was re-iterated.
The analysis in the next sections combines both pilot study datasets to get a general idea of the
way people were answering. The patterns of answering, missing data and the timing of the answers
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was looked at.
C.1 Data Manipulation
After preliminarily reviewing the data it was clear that a number of issues needed to be fixed before
it could be explored further. The meta data was removed so that the data now consisted of just
answers to questions. The timings of the questions would be handled later in a different format.
Some participants of the survey went to the webpage but did not answer any questions. They
were recorded as impressions on the web page but since they provided no useful information they
were removed by finding all rows where the field lastpage was set to null in the dataset. Some
participants started the survey but broke off half way through resulting in null values for the field
submitdate. These null values were replaced by the last datestamp recorded for each user where
the submitdate was null. All the dates were parsed into date format to allow the calculation of
the duration_calc which calculated the amount of time each user took to complete the survey in
minutes. The changes generated a dataset which consisted of 64 rows and 135 columns.
The second item to remedy was the column names for the dataset which were unwieldy and
unintuitive. It was necessary to change them. For example, the column name GLSFO5.GLSFO5.
was converted to gls_fo5 where the first three letters determined the construct being measured
and the second three letters signified the question being asked. Single Item scales such as the
questions associated with identification were given acronyms as they could not be rolled up to
constructs.
Column EDUC which measured the highest level of education a participant received was open text
in the survey. As a result of the numerous different countries that participants came from, this
field contained 43 unique answers. An attempt was made to normalize the academic education by
creating a new field called educ_att_calc which binned the education level into “2ND LEVEL”,
“3RD LEVEL” or “NOT SPECIFED”. Two further fields were created the first called educ_qual_calc
which attempted to bin education qualification into “DIP”, “DEGREE” or “MASTERS” with
a default value of “NOT SPECIFIED”. Columns TENURE.SQ001. and TENURE.SQ002. were
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concerned with how long an employee currently worked in his/her role. The answers were split up
in years and months with some values not being provided. It was decided to combine these into a
single column called tenure_mths_calc_months which measured total duration in the employees
current role in months. Null values where a user declined to answer were set to 0. Similar to the
EDUC field the NATION field which identified the nationality of the participants was free text and
there were misspellings and language specific spellings that needed to be cleaned up. For example,
if a user specified “IRISH” or “IREISH” they were cleaned to the NATION “IRELAND”. Similarly,
“POLISCH” or “PL” would be cleaned to the NATION “POLAND”.
The survey attempted to determine if participants taking the survey were managers. In the
investigation stage it was found that the vast majority of participants in our survey were not
managers. 3 participants identified as “N/A”. The data was normalized to change those who had
specified “N/A” to “NO” based on the fact they had no subordinates. This information was taken
from the field FOLLWRS.
In the data exploration phase it was found that the answer format was not consistent based on
how the software lime survey returned the data. For example, if a user selected option 4 in the
online form “NEITHER AGREE NOR DISAGREE”, this was represented in the data as “NEITHER
AGREE NOR DISAGREE4”. It was necessary to remove all the text from the answers and just
return the number. In our previous example “NEITHER AGREE NOR DISAGREE4” was converted
to 4. In some cases such as the questions measuring psychological demands, no numbers exist in
the returned answers. In this case the answers were converted into ordered factors.
A second data-frame was created that took the columns which contained meta data for timings and
generated a consolidated view. These timings are the timings it took to complete each Section of
the survey. The columns for the new data frame were given more readable names and exploration
of the timings can be seen in Section C.2.4.
Some of the questions were reverse scored and needed to be standardized so that they would be
aggregated correctly into their relevant constructs. Reverse scoring was achieved by subtracting
the value the user selected from the maximum value in the scale + 1 (Equation C.1).
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Xr = (Max(X) + 1)−X (C.1)
These items were then added to the dataset with an “r” to signify they had been reverse scored.
For example, gls_fo1 was renamed gls_fo1r following the application of Equation C.1.
C.2 Data Exploration
C.2.1 Patterns of Answers
Due to the large number of questions in the survey, the questions were split into three groups
for analysis based on the type of Likert scale used for interpretability. The dataset used in the
exploration was a combination of both pilot studies. Figure C.2 shows the pattern of answers for
questions with a Likert scale of 7 possible answers. Questions that were not answered were coded
to the value Unanswered.
As can be seen from Figure C.2 percentage figures exist on both the left and right hand side of
the chart showing where the majority of people answered. It should be noted that the sample
size is far too small to draw any inferential conclusions but any findings were kept in mind when
exploring the main survey data.
The most positively answered question came from the GLOBE Power Distance Societal Prac-
tices construct. The question gls_pd5r asked users where they thought power was focused within
their society.The majority of the respondents, 73%, generally thought that power was concentrated
at the top. The third most negatively answered question gls_pd4 asked if participants thought
that rank and position within a hierarchy provided special privileges with 92% generally agreeing
with that sentiment. The questions gls_pd1 (“influence is primarily based on authority”), gls_pd2r
(“obey leaders without question”) and gls_pd3r (“People in power tried to increase their social
distance from people with less power”) all had relatively high answers.
In GLOBE Future Orientation Societal Practices an equal number of people answered gls_fo4
that in their society people planned more for the future than accepted the status quo (73%). This



























































































































































































































Figure C.2: Answer Statistics for 7 Point Likert Scale Questions From
the Pilot Studies
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answer correlated well with the other future orientated answers gls_fo2r (“People mostly planned
ahead for social gatherings”, 66%) and gls_fo5r (“Participants perceived planning ahead in their
society results” in successes).
The construct for GLOBE Collectivism 1 Societal Practices also showed some very strong
opinions. The question gls_c13r asked if being accepted by members in the society was very
important, showed that in general 70% of participants in the study agreed. The question gls_c11r
where participants were asked if leaders encouraged group loyalty over the achievement of individual
goals found that 62% generally agreed. The question gls_c14r found that individual behaviour
was considered more important than group behaviour. The answers to this particular question
have a very low response rate in comparison to the response rate of the other Collectivism 1
Societal Practices questions. The question gls_c12 asked participants if the economic system
of their society was set up to maximize individual or the group where 32% generally believed it
favoured the group.
The construct for the GLOBE Humane Orientation Societal Practices that people generally
agreed that they lived in friendly societies (gls_ho3r, 67% agree) where people were generally
concerned about the welfare of others (gls_ho1r, 56% agree). Other questions concerning this
construct seemed less sure overall from the sample of participants with gls_ho2r (“people are
sensitive” about others, 48% agree), gls_ho4r (“people are tolerant of mistakes”, agree 44%),
gls_ho5r (“people are very generous agree” 45%).
In the questions concerning Psychological Safety Climate only 8% of people responded to the
question psc3 which asked if “In my working environment would no one deliberately act in a way
that undermines peoples efforts”[sic]. The negative reaction to this question was peculiar as it did
not correlate well with other questions in the same construct.
The vast majority of the questions for the GLOBE organizational constructs all had relatively
positive results with glo_ge3 (“What percentage of management positions in this organization are
filled by women? ”) and glo_ge2 (“In this organization, physically demanding tasks are usually
performed by”) indicating mostly negative answers suggesting that the institutions where the
participants were working were predominantly male dominated and male focused in the upper
management levels.
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Although generally the amount of missing data was quite high for most of the questions,
one question (gls_ua4r) in the construct Humane Orientation Societal Practices had a
question which asked if the society in which people lived had rules and laws to cover almost











































Figure C.3: Answer statistics for 5 Point Likert Scale Questions From
the Pilot Studies
The 5 point Likert scales were concerned with the constructs Mental Health which received high
positive scores from the participants. The question mh5r (‘people are generally happy ’) had the
highest positive rating with 62% and mh2r where people were asked if they ever felt downhearted
and blue (53% - disagreed in general). A question asking if the participants felt loved and wanted
mh4 (41% - agreeing in general), felt calm and peaceful mh3 (59% agreeing in general) and mh6
also had particularly positive answers which would suggest from a cursory overview that the scale
is consistent in what its measuring.
Satisfaction with Life questions beginning with SATIS which suggested that all participants are
generally satisfied with their lives (satisl), job (satisj), health (satish) and ability to perform their
daily tasks (satisp).
The last two questions related to Expectation of Remaining In the same Job (ersjr) and
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organization (ersor) provided some interesting results. People were overall happy to stay in the
same organization but not in the same job which would one could speculate suggests ambition to
proceed up the chain in the organization.
Finally, the vast majority of the Silence constructs answered in the negative (Figure C.4). This
would suggest that Silence is not an issue amongst the majority of people who participated in the
pre-study three questions within the survey are aimed at finding people who either participated
in Silence or have seen Silence behaviours within their organization. Those were critsit_ (Has
a participant noticed any Silence behaviours - 36% generally have), critsits (Has a participant
engaged in critical Silence - 27% generally have), critsitv (Did participants speak up to express





















Figure C.4: Answer Statistics for 4 Point Likert Scale Questions From
the Pilot Studies
The interpretation of the results of the previous three figures are highly skewed by the absence
of data referred to as missing data. In the next Section we will review the missing data in the
answers to the test survey.
326 APPENDIX C. PILOT STUDY
C.2.2 Missing Data
As previously stated, there was a large degree of missing data (26%). Missing data takes several
forms (Rubin, 1987).
• Missing at Random (MAR) where the missing data is based on other observed data in the
dataset. For example, in a completely hypothetical scenario, a form asking for people’s
demographics might show up a column for age and sex where age is missing every time sex
is set to female.
• Missing completely at random (MCAR) is where the instances of missing data are completely
independent of both observed and unobserved data.
• Not missing at random (NMAR) is where instances of missing data are related to observed
and unobserved data (Jiawei et al., 2012a).
To investigate the type of missing data in the pilot study, The VIM package was used to visualize
the data (Templ, Alfons, Kowarik, & Prantner, 2015). The aim was to see if there was any pattern
in the missing data that could be determined for example if participants omitted pairs of answers.
Due to the size of the figure it is not reproduced here but the figure highlighted the missing
combinations of values. As previously noted gls_ua4r (30) had the most missing values followed
by gls_c14r (25). The next three columns have 24 missing values, the next 11 columns have 23
missing values and the next 19 columns all have 22 missing values each. However, there did not
seem to be an overall pattern to the missing data.
C.2.3 Correlations
Correlations were reviewed using a network diagram. Spearman’s Correlation was used to assess the
rank correlations amongst the non-linear variables. Figure C.5 shows the answers to the questions
and the correlation between them. The closer the items are to each other on the chart, the more
correlated they are. There is a minimum cut-off of 0.3 for correlations to appear in the chart.
Rather than go through every correlation the figure provides a good overview of questions that are
highly correlated.
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Figure C.5: Correlations Among Questions in the Pilot Study
Although difficult to see due to the amount of correlations present, there appeared to be several
clusters of correlations in the data. The most obvious correlations were between questions relating
to the same constructs. Questions related to Climate for Authenticity had high associations
with questions on Mental Health, identification with team/supervisor and company. Equally
Climate for Authenticity had high correlations with questions related to Psychological Safety
Climate. Unsurprisingly all the Silence questions were correlated. Interestingly the GLOBE
societal questions occupy the left hand side of the graph exclusively with Future Orientation,
Collectivism and Uncertainty Avoidance showing associations.
C.2.4 Timings
The survey timings were split based on the page of the web survey. So when a person clicked
next on the survey a new screen would load and a timer would start. The survey in Appendix A.1
shows in more detail how the survey was split up into sections. Briefly, section 0 contained all
the demographic information about the participants and consisted of one page asking participants
basic details about themselves such as age, work history. In the timing data, this was referred to
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as Dem. Section 1 of the survey was called “Societal and Organizational Context” and comprised
of the GLOBE societal cultural practices. In the online survey this was split into three screens for
the user to click through. Each screen was referred to in the data as Gls1, Gls2 and Gls3. Similarly,
the GLOBE Organizational questions were grouped into a section called “Organizational Context”
which again consisted of three screens of questions the participants had to click through. They
were coded in the timings data as Glo1, Glo2 and Glo3.
Section two of the survey was called “Communication of Critical Situations At Work” and consisted
of 24 questions concerned with voice and Silence. The first three questions were concerned with if
participants had witnessed a time in their organization when they could have voiced or remained
silent. All three questions were prefixed with critsit. These three questions had their own screen
and were referred to in the timings dataset as Critsit. Additionally, all the Silence questions were
contained within this section of the survey and were given their own screen in the online web
portal. They were referred to as Sil in the timings dataset.
Section three of the survey was called “Personal Situation and Relationship to the Organization”
and was broken down into two parts. It comprised of the questions “..identify with my organization”
(oi), “..identify with my immediate work group” (ti), “..identify with my supervisor.” (svi), the
Health construct and the Satisfaction with Life constructs. These questions all were made
available to the participant on a single screen and were referred to as “Personal Situation and
Relationship to the Organization” (Pers_org_rel1) in the timings dataset. The second set of
questions in the same section of the survey consisted of ersjr, ersor and erspr were grouped into
the “Personal Situation and Relationship to the Organization” Pers_org_rel2 in the timings data.
Section 3.4 describes the contents of each section in detail.
As mentioned earlier it seemed that some of participants did the survey while in the office and so
spread out their answers over the course of the day, answering when they had time. Others did
the survey in one sitting. This is not ideal especially as it inflates the average time it takes to
take the survey. However, reviewing the timings also made it possible to identify users who just
clicked through the survey. The ID for the raw timings of the 71 individuals was examined to see
the general time taken per person per segment. The time was converted to minutes and the log
of the minutes was taken so the general pattern could be observed without being unduly impacted
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by outliers. Figure C.6 shows the results of the timings for the two pilot studys combined. The
x-axis shows the log of the minutes and the y-axis shows the participant number who took the
pilot survey.
It is possible to see that phantom users (the participants that logged on but never attempted
any questions) have no representation on the graph. It is also obvious to see that some people
started the test and broke off half way through. Question fatigue seems to set in for some users
and they began clicking through the questions quite quickly in comparison to other participants.
For example, participant 2 seems to be in line with the same timings as the majority but after
finishing the first set of GLOBE organizational questions (Glo1) begins to finish the survey very
quickly. Similarly, user 63 appears to start clicking through questions almost immediately. Both of
these users it could be argued should be removed from the dataset as the data they are providing
is not useful and would bias the results.
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Figure C.6: Timings in Log Minutes to Complete the Pilot Survey
Appendix D
Data Exploration
This Appendix shows the results of the exploration of the less promising constructs for prediction
which had non significant results for either the χ2 test or the t-test of independence.
D.1 Education
The first two fields to be investigated were the categorical variables qual_calc and qual_level.
Both these items were qualitative in nature and missing values were represented by -99. The
largest group had a Degree (n = 49%). The next level of participants was Secondary School
Upper and Secondary School Lower with 29% and 8% respectively. Although having a PHD
seemed to indicate a lower number of people participate in Silence behaviour. There were only 13
people in the sample and as a result no conclusive observations can be made. Figure D.1 shows
the breakdown for each attribute of qual_level in Panel C and D. Visually it appears that people
who had a vocational training certificate engaged less in employee Silence compared to the other
groups. While this is interesting it is worth noting the actual numbers of people within each group
with both vocational and other are severely under represented in the sample. A permuted χ2
test was not possible because there were not enough records for the qual_level or for the qual_calc
feature.
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Sample Qualification Level Split (D)
Figure D.1: Qualification Distribution in Relation to Silence
D.2. WORK SITUATION 333
D.2 Work Situation
The field tenure was measured in months with the vast majority of people (n = 64, 8%) not
specifying any tenure. The next highest were 1 month (n = 31, 4%) and 2 (n = 28, 3%) months
respectively. The density plot in Figure D.2 Panel A shows little difference in the target variable
across tenure durations, although short tenure durations are associated with a lower participation
in Silence. As mentioned previously, it was decided to bin the tenure into arbitrary 2 month bins.















Figure D.2: Tenure Distribution in Relation to Silence
The field contract was divided into permanent (64%), self-employed (8%) and temporary (25%).
16 people provided no information. In order to apply a permuted χ2 test of association, the 16
records with missing values were removed for the test to produce a result of χ2,(2) = 1.643, p =
0.42. The result suggested no relationship between Silence and the contract type was present.
The vast majority of people worked 40 hour weeks with 25% of the total sample signifying they
worked a standard 40 hour (whours , See Figure D.3). 7% of the participants claimed to be
working 45 hour weeks while 6% of the participants worked 60 hour weeks. 517 people specified
they worked only one job while 89 participants said they had multiple (mjobs). 3 people specified
they did not work any hours. They were in the industry sectors (ind_calc) of “education” or
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“other”. 397 people did not specify any working hours for their primary job however, 383 of those
had specified their whours. 52 people said they worked 40 hours a week in their primary job
(pjhours). In another data peculiarity 26 people specified that their Primary Job Working Hours















































Figure D.3: Working Hours Distribution in Relation to Silence
The Manager (mng) field had a permuted χ2(1) = 3.429, p = 0.063 indicating there was no
difference between the two groups.
Finally, the calculated field of industry sector (ind_calc) showed that 21% of participants worked
in “Other”, 20% of participants worked in the Health_Sector while the lowest representation
was Agriculture with less than half a percent. The field ind_calc was compared to the sil_tgt
to see if the categories were related. There were not enough records in the Agriculture group
to perform the χ2 permutation test.
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D.3 Numeric Attributes
In total there were 21 predictors that showed no discernible pattern when examined with respect
to sil_tgt. This appendix looks at the more interesting individual predictors that were expected to
be good differentiators of Silence.
Individual Performance Societal Practices (indv_gls_po) suggested that within their respective
ranges, each country concurred that lower levels of indv_gls_po were linked with a higher chance
of engaging in Silence.
The Polish sample (µ = -0.49, SD = 1.02) suggested that when there are high values of
Uncertainty Avoidance Societal Practices (indv_gls_ua), people do not engage in Silence.
However, the distribution overall is similar to people who do engage in employee Silence and
given the number of participants in the Polish sample it might be a sampling issue. Interestingly
the opposite seemed to hold for Germany (µ = 0.28, SD = 0.89) where relatively higher values
of Uncertainty Avoidance Societal Practices resulted in a higher proportion of the sample
engaging in Silence. For the Italy (µ = -0.26, SD = 1.02) sample it seemed that when there was a
relatively higher than average Uncertainty Avoidance Societal Practices score where people
in the sample engaged in Silence.
Collectivism 1 Societal Practices (indv_gls_c1) on individual level highlighted for the German
sample (µ = 0.05, SD = 0.95) that people who engage and do not engage in Silence have relatively
similar distributions. However, it seemed from Figure D.4 that more people engage in Silence
when Collectivism 1 Societal Practices is around average while less people engage in Silence
when Collectivism 1 Societal Practices is below average. Conversely for the Italian sample (µ
= -0.22, SD = 1.11) lower scores on Collectivism 1 Societal Practices resulted in more people
engaging in Silence. The distribution seemed to be fatter and less pronounced than people who
did not engage in Silence. Finally, the Polish sample seemed to have the same distribution for both
Yes and No (bimodal distribution) but more people again engaged in Silence when Collectivism
1 Societal Practices was high.
On average Germany had the highest mean for Future Orientation Societal Practices
(indv_gls_fo) (µ = 0.43, SD = 0.87). Figure D.4 shows that when the construct had lower
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Figure D.4: Collectivism 1 Societal Practice, Uncertainty Avoidance
Societal Practices and Performance Societal Practices distributions
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values, the figure indicated lower likelihood of engaging in Silence. When the distribution of
answers was above average, participants engaged in employee Silence. Although at the highest
levels of Future Orientation Societal Practices, Silence behaviours tended to be similar. Italy
(µ = -0.67, SD = 0.89) also showed good discriminatory value with participants who scored less
than average having a higher proportion of people not engaging in Silence. Poland (µ = -0.67,
SD = 0.89) showed the opposite distribution with low values of the construct having more people
engaging in employee Silence.
The newly created Mental health (indv_mhi_calc) was explored next relative to the target
variable sil_tgt. The two additional constructs of Social Anxiety (indv_health_soc_anx) and
Physical Ailments (indv_health_pale) were also explored. High values of Mental health meant
that participants had good mental health. High values of Social Anxiety meant the participants
have tension in social situations and high values of Physical Ailments conveyed participants poor
physical health.
Figure D.5 indicates that for Italy and Poland high values of the new construct indv_mhi_calc
suggested people are less likely to engage in Silence. This pattern seemed to hold for Germany
too but to a lesser degree. The field indv_health_pale showed that people with lower values
of Physical Ailments tended to not engage in Silence behaviours. This was not the case with
Germany, where lower levels of the construct seemed to suggest more people would engage in
Silence. Finally, Social Anxiety suggested that with low levels of Social Anxiety people tended
to not engage in Silence for both Poland and Italy but the Germany sample was not so clear in its
separation.
Satisfaction was broken down into 4 questions: Satisfaction with their health (satis_h), Life
(satis_l) and the ability to Perform their daily activities (satis_p). All three constructs subjectively
looked like they were useful for separating the data for Poland with people who had high degrees
of satisfaction not engaging in Silence. The construct satis_l shows the best discriminatory power
for Germany where people who claimed to have higher than average health (within the sample),
did not engage in Silence.
People who wished to stay in the same organization until retirement (ersor) show good separation
for Silence and non Silence behaviours for Poland. High values indicate people who do not engage
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Figure D.5: Three Health Constructs on Individual level
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Figure D.6: Satisfaction Constructs on Individual level
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in Silence. For Italy, the pattern is less obvious, but it is present, where like Poland, low values in
the construct signify higher levels of Silence. Germany seems to suggest that either extreme high
values or low values will result in Silence behaviour. People who claim to wish to stay in the same
job until retirement show good consistent separation across all three samples where people who




























Figure D.7: Expectation of Remaining in the Same Organization Until
Retirement Distribution
