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We study the dynamical multistability of a solid-state single-atom laser implemented in a quantum dot spin
valve. The system is formed by a resonator that interacts with a two-level system in a dot in contact with
two ferromagnetic leads of antiparallel polarization. We show that a spin-polarized current provides high-
efficiency pumping leading to regimes of multistable lasing, in which the Fock distribution of the oscillator
displays a multi-peaked distribution. The emergence of multistable lasing follows from the breakdown of the
usual rotating-wave approximation for the coherent spin-resonator interaction which occurs at relatively weak
couplings. The multistability manifests itself directly in the charge current flowing through the dot, switching
between distinct current levels corresponding to the different states of oscillation.
I. INTRODUCTION
Quantum conductors coupled to localized harmonic res-
onators, such as microwave photon cavities [1–6] or mechani-
cal resonators [7–10] have become commonly studied systems.
They open the route to explore correlations between charge
transport and emitted radiation [11] or induced mechanical
vibrations [12]. Ultimately, these systems can encode single-
atom lasers which exhibit unique features compared to con-
ventional lasers such as absence of threshold, self-quenching
and sub-Poissonian statistics [13–17]. Lasers where a cavity
mode interacts with a stream of excited atoms one-at-a-time
[13, 14] can display multistability [18], whereby two or more
stable amplitudes of oscillation coexist. Such behavior has
also been predicted to occur in solid-state analogues, such as
single-electron transistors [19–22] and optomechanical sys-
tems [23, 24].
Single-atom lasers have been realized in cavity quantum
electrodynamics (QED) [18, 25], in circuit QED [26] and in hy-
brid systems with double quantum dots coupled to microwave
cavities [27]. Quantum dots are natural candidates for explor-
ing the rich physics of single-atom lasing, given their tunability
and versatility [1, 28–32]. Theoretical works analyzed the pos-
sibility of lasing in open quantum dots [28, 29] and a number
of successful experiments [1, 27, 30, 33] reported lasing in
double quantum dot systems. A single-atom laser using spin-
polarized current in spin-valve quantum dots has also been
proposed [34].
In this work we show that a spin-valve quantum dot laser can
display a rich range of multistable dynamics. The emergence
of multistability turns out to be closely linked to the break-
down of the rotating-wave approximation (RWA), even though
it occurs for relatively weak dot-oscillator couplings. This is
in contrast to well-studied quantum optical systems which also
display multistability, such as the micromaser [18, 35]. The
spin-valve system therefore provides a very promising plat-
form, not just for studying unconventional laser-like dynamics
in hybrid systems, but also for investigating coherent spin-
oscillator interactions beyond the RWA without the require-
ment for ultrastrong couplings [36, 37]. The spin-oscillator
FIG. 1. Model of a quantum dot spin valve: (a) photon microwave
cavity or (b) nanomechanical resonator interacting with two spin lev-
els of energy difference ∆ε. Electron tunneling occurs at rates Γ↑L and
Γ
↓
R through ferromagnetic leads. (c) Energy diagram of the corre-
sponding single-atom laser. (d) Average occupation of oscillator n¯ as
a function of spin energy splitting ∆ε and the spin-oscillator coupling
strength λ for fully-polarized leads and Γ↑L = Γ
↓
R = 0.1ω0, Q = 10
3
(inset: line at λ = 0.13ω0). (e) Steady-state Fock distributions pn
at three different points (triangle, star and circle) marked in (d), with
maxima at nI, nII and nIII.
model we consider is depicted in Fig. 1(a,b,c); it comprises
two levels of an electron spin with energy difference ∆ε within
a quantum dot embedded between ferromagnetic contacts of
opposite polarization. The spin interacts with a local res-
onator of frequency ω0 which can be a microwave photon
cavity, Fig. 1(a), or a mechanical mode, Fig. 1(b). Assuming
strong Coulomb repulsion forbids double occupation in the
dot, the spin levels behave as a spin-1/2 interacting with the
oscillator with coupling strength λ. For a single resonator
mode with high quality factor and negligible relaxation rates
for other (non-emitting) decay channels, lasing is achieved as
illustrated in Fig. 1(d), as a function of ∆ε and λ. Remarkably,
regimes of bi- and multistability are readily found where two
2or more states of large amplitude of oscillation coexist, lead-
ing to corresponding maxima in the Fock distribution of the
resonator, as illustrated in Fig. 1(e). We show that bistabil-
ity can be achieved with experimentally accessible parameters
and detected using simplemeasurements of the average current
flowing through the dot.
This paper is organized as follows: in Sec. II we introduce
the model Hamiltonian and the master-equation formalism.
Section III describes the single-atom laser properties of the
model within the RWA, while in Sec. IV we show how mul-
tistability emerges beyond the RWA. In Sec. V we prove how
the multistable dynamics can be detected through current mea-
surements, while Sec. VI is devoted to the experimental fea-
sibility study of the system. Finally, we draw our conclusions
in Sec. VII.
II. MODEL HAMILTONIAN AND MASTER EQUATION
The dot-resonator system is described by the Rabi model
Hamiltonian (~ = 1)
Hˆ =
∆ε
2
σˆz + ω0bˆ†bˆ + λ(σˆ+ + σˆ−)(bˆ + bˆ†), (1)
with bˆ, bˆ† the annihilation and creation operators of the oscil-
lator, σˆ± = (σˆx ± iσˆy )/2 and σˆx, σˆy, σˆz Pauli spin operators
associated to the two spin levels of the dot, polarized in the z-
direction, and with a transverse interaction with the oscillator
via σˆx .
In the limiting case of fully spin-polarized leads, the left
contact fills the spin-up level whereas spin-down electrons
escape to the right, see Fig. 1. The coherent interaction with
the oscillator provides a spin-flipping mechanism allowing
an (inelastic) current to flow through the dot accompanied
by energy release into the oscillator: each electron passing
through the dot emits one quantum of oscillation. However,
the perfect correspondence between creation of quanta and
flow of current is broken if there is intrinsic spin relaxation
in the dot, or if the polarization in the leads is incomplete (so
electrons can tunnel in and out from both spin levels). When
the lead polarizations are Pν , with ν = L,R, the spin-dependent
tunneling rates are given by Γσν = Γν (1 + σPν)/2 for spin
index σ =↑ / ↓= +/−. For simplicity, we assume throughout
symmetric and opposite polarization, i.e., PR = −PL = P,
with 0 < P ≤ 1.
We focus on the regime Γσν  eV , with V the bias voltage
and e the electron charge. Notice that the strong coupling limit
is not necessary in our model since we can have λ  Γσν . For
large bias voltage the average energy of the two spin levels is
well inside the bias window, and transport from right to left is
blocked. In this regime the dynamics is captured by a Marko-
vian master equation in Lindblad form for the density matrix ρˆ
of the coupled dot-resonator system [38–40]. Tracing out the
leads, and assuming local dissipation within each subsystem
(dot and oscillator), the master equation at zero-temperature
reads
˙ˆρ = −i[Hˆ, ρˆ]+
∑
σ=↑,↓
[ΓσL D (Fˆ†σ ) ρˆ+ΓσRD (Fˆσ ) ρˆ]+κD (bˆ) ρˆ, (2)
FIG. 2. Average occupation n¯ of the oscillator as a function of λ, for
fully-polarized leads at ∆ε = ω0. Solid lines are numerical calcula-
tions, dashed lines are the analytical results from the Fock distribution
pn obtained within the RWA. The vertical and horizontal dotted lines
are the threshold λthr and saturation number A2s , respectively, pre-
dicted by the semiclassical equations in RWA.
where κ is the oscillator damping rate (related to the quality
factor by Q = ω0/κ). We have denoted the Lindblad dissipa-
tor with D ( xˆ) ρˆ = xˆ ρˆxˆ† − ( xˆ† xˆ ρˆ + ρˆxˆ† xˆ)/2. The operators
Fˆσ = (1 − nˆ−σ )dˆσ and F†σ describe incoherent electron tun-
neling with the constraint of vanishing double occupation. dˆσ
is the fermionic operator which annihilates an electron of spin
σ in the dot and nˆσ is the corresponding number operator. The
mappings σˆz = nˆ↑ − nˆ↓ and σˆx = dˆ†↑dˆ↓ + dˆ†↓dˆ↑ hold in Hamil-
tonian (1). The derivation of Eq. (2) is given in Appendix A.
The steady-state solution of Eq. (2) is found numerically using
the Python package QuTiP [41, 42].
III. STANDARD SINGLE-ATOM LASER AND RWA
For weak spin-oscillator coupling, the rotating-wave ap-
proximation (RWA) is expected to be valid and Hˆ is approxi-
mated by
HˆRWA =
∆ε
2
σˆz + ω0bˆ†bˆ + λ(σˆ+bˆ + σˆ−bˆ†). (3)
Using Eq. (3) in Eq. (2) we recover well-known approxi-
mate analytical solutions for the oscillator Fock probability
distribution pn of a three-level single-atom laser [35], see Ap-
pendix B 1. The average Fock number n¯ = 〈bˆ†bˆ〉 calculated
numerically coincides with the analytical results in Fig. 2(a):
incoherent pumping by electron tunneling establishes a spin
population inversion leading to lasing. By combining theRWA
with a semiclassical approximation [15], the operator bˆ is re-
placed by its time-dependent, classical expectation value α(t),
assuming quantum fluctuations are negligible (viz., above the
lasing threshold). The spin is still described quantummechan-
ically by a density matrix with ρ↑(t) and ρ↓(t) the diagonal
elements and ρ↑↓(t) the off-diagonal element. The dot oc-
cupation probability is p1 = ρ↑ + ρ↓ whereas Sz = ρ↑ − ρ↓
is the spin polarization. Moving to a rotating frame with
α(t) → α˜(t)e−iω0t, ρ↑↓(t) → ρ˜↑↓(t)e−i∆εt , we obtain a set
of nonlinear equations for α˜(t), p1(t) and the spin vector
~S(t) = [Sx (t), Sy (t), Sz (t)]T with ρ˜↑↓(t) = [Sx (t) − iSy (t)]/2,
3derived in Appendix B 2. Within this framework, lasing is
equivalent to self-sustained oscillations: the relaxation dy-
namics for the amplitude |α˜ | = A is given by
A˙ = −[κ + γrw(A)] A2 (4)
with the effective, negative nonlinear damping
γrw(A) = − λ
2Γeff
λ2A2 + ΓeffΓ
↓
R/4
(5)
where Γeff = Γ↑LΓ
↓
R/(2Γ
↑
L + Γ
↓
R). Equation (4) predicts a stable
steady-state solution of finite A above a threshold coupling λthr.
For fully-polarized leads (P = 1) and on resonance (∆ε = ω0),
one obtains λ2thr = Γ
↓
Rω0/(4Q) and for λ  λthr the amplitude
saturates to As =
√
ΓeffQ/ω0. Semiclassical predictions for the
saturation and threshold are shown as straight lines in Fig. 2.
We conclude by observing that, for finite polarization, we
have the weak scaling λthr ∼ 1/
√
P, As ∼
√
P, as shown in
Appendix B.
IV. MULTISTABILITY BEYOND RWA
The RWA predicts that the saturation amplitude As should
simply increase with increasing Q and Γeff , without any other
changes developing. However, numerical calculations show
that the average Fock occupation (n¯) no longer saturates and
instead drops with increasing λ, see Fig. 2(b). This break-
down in the RWA occurs when the Rabi oscillation frequency
of the spin (which is proportional to λA) approaches ω0. In
fact, for large enough Rabi frequencies, the Fock distribution
(obtained numerically) becomesmulti-peaked with the highest
peak close to the amplitude predicted by the RWA, Fig. 1(e).
This happens even at finite detuning (∆ε , ω0) giving rise to
the complex behavior of n¯ reported in Fig. 1(d). By extend-
ing the semiclassical approach to analyze the behavior beyond
RWA, we show that the oscillator dynamics can possess two
or more coexisting stable limit cycles with different ampli-
tudes. The resulting phase diagram of the bi- and multistable
regions agrees closely with the numerical results as shown in
Fig. 3(b,c).
Focusing on the case Γ↑L = Γ
↓
R/2 = Γ to simplify the dis-
cussion, p1 becomes irrelevant and we write again a set of
nonlinear equations for α˜(t) and ~S(t) in the rotating frame
(see Appendix C for details). In the regime κ  λ, Γ, ω0, the
oscillator amplitude |α˜ | = A is a slow variable while its phase
is irrelevant and it can be set to zero. Assuming constant A,
the equation for the spin vector when ∆ε = ω0 and P = 1 is
~˙S(t) = Γuˆz − Γ~S(t) + ~S(t) × ~B(t), (6)
with uˆz unit vector in the z-direction and
~B(t) =
(
Bx (t)
By (t)
)
= 2λA
( −1 − cos(2ω0t)
sin(2ω0t)
)
. (7)
The behavior of the solutions of Eqns. (6)-(7) is similar to
that seen in previous studies on circuit-QED systems [21]
and is related to a phase-locking phenomenon in which the
Rabi frequency of the spin—determined by the oscillation
amplitude—seeks to be commensurate to the oscillator fre-
quency [23]. By writing Eq. (6) in Fourier space, with
Sk (t) =
∑
n S
(n)
k
e2inω0t, (k = x, y, z), we obtain a recursion
relation for the A-dependent Fourier coefficient S(n)z in terms
of S(n±1)z . We can then calculate the amplitude-dependent ef-
fective negative nonlinear damping γeff acting on the oscillator
due to the spin dynamics,
γeff (A) = −2λ
2
Γ

4ω20
Γ2 + 4ω20
S(0)z − Im
(
2ω0
Γ + 2iω0
S(1)z
) . (8)
We show the results for γeff on resonance in Fig. 3(a). The
monotonic RWA behavior γeff ≈ γrw is recovered only at low
tunneling rate whereas the function γeff oscillates at larger Γ
with maxima close to the points λA ∼ jω0 with j integer. This
nonmonotonic behavior leads to many (stable) limit cycles de-
termined by the intersections κ = −γeff (A) with a negative
slope of |γeff (A) |. Equation (8) is readily generalized to the
off-resonant case in Appendix C 2 andwe can extract the stable
steady-state amplitudes to produce the predicted multistability
diagram, Fig. 3(b). We test the validity of the semiclassical
solution by finding numerically the steady-state Fock distri-
bution pn of the system through Eq. (2) and computing the
number of distinct peaks in pn with n > 0, see Fig. 3(c).
The semiclassical method has the important advantage that
it can be used to calculate the onset of bi- and multistability
at relatively weak coupling strengths, λ ∼ 10−3ω0, and high
quality factors,Q ∼ 105, which are most likely to be accessible
FIG. 3. (a) Effective negative nonlinear damping γeff (A) for the
oscillator, as given by Eq. (8) on resonance ∆ε = ω0 and for λ =
0.055ω0. Intersections with the horizontal dashed line at κ = 10−4ω0
indicate limit cycles for the amplitude. (b) Multistability diagram
obtained with the semiclassical approximation, showing the number
of stable limit cycles (italic numbers) as a function of ∆ε and λ.
(c) Multistability diagram obtained from the numerical solution of
the Lindblad equation (number of peaks in the Fock distribution).
Parameters: Q = 103, P = 1, Γ = 0.05ω0.
4FIG. 4. (a) Sketch of the behavior of the current in the lasing regime
with a single stable oscillator amplitude AI (upper) and in a bistable
regimewith distinct stable amplitudes AI and AII (lower). (b)Occupa-
tion probabilities PI and PII of the two states computed numerically.
(c) Average current computed numerically (solid blue line) and us-
ing the effective two-state model (dashed orange line). The upper
(red) and lower (black) dotted lines show the two current states II and
III along with their variance, represented by the shaded areas. The
parameters match those of the inset in Fig. 1(d).
experimentally (as discussed below). For large Q, the average
occupation number is too large to allow a full numerical so-
lution of the master equation, since it requires a prohibitively
large cutoff in the Fock state basis.
V. CURRENT JUMPS
Measurement of the dc-current through the dot provides a
simple way to detect lasing and bistability. In the large bias
limit the current is given by
I = e(Γ↑Rρ↑ + Γ
↓
Rρ↓). (9)
In the fully-polarized case the total current is purely inelastic
(oscillator-assisted spin flips), I = eΓ↓Rρ↓, and on resonance
we have κn¯ = I/e, as expected by energy conservation: the
outgoing flux of quanta equals the ingoing flux of energy into
the oscillator. For large oscillator occupation number (i.e.,
large oscillation amplitudes in the semiclassical framework),
the average current is much larger than its fluctuations and
acts as a measure of the oscillator amplitude as illustrated in
Fig. 4(a). The current also provides a simple way to detect the
RWA breakdown and the onset of bistable regime, as it can
display telegraph dynamics. For a well-developed bistability,
the oscillator exists in a mixed state containing two different
limit cycles with well-separated amplitudes AI and AII and
associated probabilities PI and PII. The amplitude is then ex-
pected to switch randomly between two well-defined plateaus
when PI ∼ PII. The close connection between current and
oscillator amplitude suggests that the telegraph dynamics will
manifest itself in random switching between plateaus of dif-
ferent average current associated with the different states of
oscillation [43], as sketched in Fig. 4(a). Such behavior is also
naturally implied by the semiclassical treatment in which, for
each stable amplitude solution AI, AII of the oscillator, one has
a different solution for the average current, II and III.
Telegraph behavior of the current should be observable if:
(i) PI ∼ PII; (ii) the variance associated to each plateau is
smaller than the distance: ∆II,∆III  |II − III |; (iii) the life-
time of each plateau is sufficiently long to observe separated
jumps. Under these conditions the system is well described
by an effective two-state model with transition ratesWI→II and
WII→I. We test the appropriateness of the two-state model by
computing the probabilities PI, PII (from the areas of the two
peaks in the pn distribution) and by comparing the average dc-
current calculated numerically with the two-state expression
Its = PIII + PIIIII, (10)
see Fig. 4(b,c). Here we also report the current variance
for each plateau ∆II and ∆III defined as ∆II =
√
ΓSI and
∆III =
√
ΓSII, with SI, SII the current shot-noise. Finally,
we obtain the sum of the two rates WI→II + WII→I by com-
paring the current shot-noise, calculated numerically with the
full-counting statistics method, to the two-state formula (see
Appendices D-E and Refs. 44–48 for details). This sum agrees
well with the real part of the smallest nonzero eigenvalue of
the system Liouvillian, verifying the applicability of the two-
state model and showing that the switching can be extremely
slow (orders of magnitude slower than the relaxation time of
the oscillator) [49] as discussed in Appendix E.
VI. EXPERIMENTAL FEASIBILITY
At finite polarization the total current has an elastic con-
tribution in addition to the inelastic one that arises from the
interaction with the oscillator. This leads to lower efficiency,
but lasing and multistability are still achievable. Importantly,
the inelastic current is still a substantial fraction of the total
current (larger than the noise) such that the current jumps are
still clearly observable. Using numerical calculations, we test
that the results presented so far are robust against effects of
finite polarization. Having in mind the case of mechanical
oscillators, we also include the effects of finite temperature T
(namely, nB > 0 with nB = [exp(ω0/T ) − 1]−1 the thermal
bosonic occupation number and kB = 1) and intrinsic non-
linearity [50]. The multistability is preserved in a substantial
range of parameters far from the ideal case (e.g., P = 0.5) in-
cluding finite internal spin relaxation of the dot, which plays a
role similar to finite polarization: impinging spin-up electrons
can decay into the spin-down level and pass through the dot
without quanta emission. When the spin relaxation rate γsr is
smaller than the tunneling rates Γ and the Rabi frequency λA,
lasing and multistability remain unperturbed. Several exam-
ples of the behaviour of the results including finite temperature,
finite polarization, spin relaxation andDuffing nonlinearity are
shown in Appendix F.
Spin-valve-based carbon nanotube quantum dots (CN-
TQDs) provide a promising way of implementing the model
system we have investigated. CNTQDs can achieve high spin
5polarization of injected electrons [51] and small spin relax-
ation rate [3, 52, 53]. Furthermore, suspended nanotubes act
as electromechanical systems with vibrational modes of huge
quality factor [54]. Spin-vibration interaction in suspended
CNTQDs has been investigated theoretically in spin-valve se-
tups [55–57]. For Q = 106, P = 0.5, ΓL = ΓR = 0.05ω0,
we estimate a threshold λthr ≈ 1.6 × 10−4ω0 which is well be-
low the expected interaction strength λ ≈ 1 MHz for a typical
resonance frequency ω0/2pi = 100 MHz [56, 57].
Realizations based on spin valves coupled tomicrowave cav-
ities should also be possible. Reliable coupling of CNTQDs
with superconducting microwave cavities has been demon-
strated [58]. Spin-photon interactions have also been imple-
mented in quantum dots with ferromagnetic leads [3] and,
more recently, in silicon double dots embedded in magnetic
nanostructures [59].
VII. CONCLUSIONS
We have analyzed a model quantum dot spin valve which
forms an unconventional single-atom laser: a spin-polarized
current pumps the motion of a resonator coupled to the dot
very efficiently, allowing access to novel regimes of multi-
stable lasing. We show that multistability develops when the
dot-resonator interaction is no longer captured by the conven-
tional RWA—which is expected to occur for the relativelyweak
couplings achievable with current devices—because large am-
plitudemotion of the resonator enhances the effective coupling
strength. This type of system provides an alternative route for
investigating coherent dynamics beyond the RWA without the
need for ultrastrong couplings. Our work raises a range of
interesting questions about the extent to which the multistable
lasing dynamics can be controlled and exploited, e.g., in non-
linear amplifiers or force sensing devices.
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Appendix A: Derivation of the master equation
In this Appendix we derive Eq. (2) and discuss critically its
validity regime. We start from the model Hamiltonian that de-
scribes a quantum dot with spin-dependent levels, between two
lateral leads, and coupled to an harmonic oscillator damped
through a bosonic thermal bath (~ = 1):
Hˆtot = Hˆ + Hˆleads + Hˆtun + Hˆbath + Hˆosc−bath, (A1)
with
Hˆ = ε0(nˆ↑ + nˆ↓) +
∆ε
2
(nˆ↑ − nˆ↓) +Unˆ↑nˆ↓
+ ω0bˆ†bˆ + λ(dˆ†↑dˆ↓ + dˆ
†
↓dˆ↑)(bˆ + bˆ
†), (A2)
Hˆleads =
∑
ν=L ,R
∑
kσ
(νkσ − µν)cˆ†νkσ cˆνkσ, (A3)
Hˆtun =
∑
ν=L ,R
∑
kσ
Vνσ
(
cˆ
νkσ
dˆ†σ + H.c.
)
, (A4)
Hˆosc−bath = bˆBˆ + H.c. (A5)
We have labeled with ε0 the average energy of the two levels
in the dot and ∆ε their energy separation. The Coulomb
interaction is taken into account via the repulsive energyU > 0
for the doubly-occupied state. Hˆleads corresponds to the leads,
viz., two Fermi gases, with cˆνkσ the annihilation operator
for a level of energy νkσ on the ν lead kept at chemical
potential µν . The coupling between the leads and the dot is
realized through the tunneling Hamiltonian Hˆtun, with Vνσ the
tunneling amplitudes. Finally, the oscillator is linearly coupled
to a bosonic bath (described by Hˆbath) through the operator of
the bath Bˆ.
1. Born-Markov master equation
We identify our system as the dot coupled to the oscillator,
evolving coherently under Hamiltonian (A2), and we seek for
the Markovian master equation describing the evolution of
the system density matrix ρˆ, using the standard open systems
approach [38, 40]. The external environment is described
by HˆE = Hˆleads + Hˆbath, interacting with the system through
Hˆint = Hˆtun + Hˆosc−bath. In the interaction picture with respect
to Hˆ + HˆE , the exact equation for the total density matrix ρˆtot
is
˙ˆρtot,I (t) = − i
[
Hˆint,I (t), ρˆtot,I (t0)
]
−
∫ t
t0
dt ′
[
Hˆint,I (t),
[
Hˆint,I (t ′), ρˆtot,I (t ′)
] ]
, (A6)
where the subscript I refers to the interaction picture. At this
point, a number of assumptions are in order. (i)We assume that
the interaction with the leads and the bath is turned on at some
initial time t0. Up to this instant, the total density matrix is fac-
torized, ρˆtot(t0) = ρˆ(t0) ρˆleads(t0) ρˆbath(t0) (the tensor product
is implied); the reservoirs are at separate thermal equilibria (the
leads can have different chemical potentials). (ii) The internal
correlations in the environments decay on a timescale which
is much shorter than the timescale of interaction between the
dot and the leads (given in the interaction picture by the in-
verse of the average tunneling amplitude Vνσ) and between
the oscillator and its bath. This follows from the assumption
that the reservoirs are weakly coupled to the system and are
very large, reaching thermal equilibrium very fast: their state
is weakly affected by the interaction with the system, such that
one can replace ρˆtot,I (t ′) with ρˆI (t ′) ρˆleads,I (t0) ρˆbath,I (t0) in
the integral. This weak-coupling approximation is commonly
6referred to as Born approximation [40]. (iii) The existence
of a timescale separation allows us to make Eq. (A6) local
in time, such that the evolution of ρˆ at time t only depends
on ρˆ at the same instant (Markov approximation). By finally
transforming back to the Schrödinger picture, we write the
Wangsness-Bloch-Redfield master equation [39]:
˙ˆρ(t) = −i[Hˆ, ρˆ(t)]
−
∫ ∞
0
dτTrE {[Hˆint, [Hˆint(−τ), ρˆ(t) ρˆleads(t0) ρˆbath(t0)]]}
≡L ρˆ(t), (A7)
where we introduced the total Liouvillian superoperatorL. Its
action on ρˆ can be decomposed into the sum of the coherent
part −i[Hˆ, ρˆ] and the dissipative part Lleads ρˆ + Lbath ρˆ. The
decomposition is possible because the leads and the bath are
uncorrelated reservoirs.
2. Large bias voltage and strong Coulomb repulsion limit
We consider a bias voltage V applied symmetrically to the
leads, such that µL = eV/2 and µR = −eV/2. Next, we assume
the limit of large voltage bias. Thus, the Fermi functions
fν ( ) = {exp[( − µν)/T]+1}−1 for the leads (kB = 1 and T is
the temperature) can be approximated to be fL ≈ 1 and fR ≈ 0,
independent on the energy. All energy levels of the system lie
inside the bias window, and electron transport from right to
left is blocked. Computing the time integrals in Eq. (A7) in
the large bias limit, we can write the dissipator for the leads as
Lleads ρˆ =
∑
σ=↑,↓
[
ΓσL D (dˆ†σ ) ρˆ + ΓσRD (dˆσ ) ρˆ
]
. (A8)
The bare tunneling rates are given by Γσν = 2pi |Vνσ |2ρνσ , with
ρνσ the spin-σ density of states at the Fermi level of lead ν.
We have made here the wide-band approximation, such that
the spectral densities of the dot-lead couplings are energy-
independent. At low temperature, the correlation functions of
the leads decay on a timescale τleads ≈ ~/eV (we restore the
Planck’s constant for the moment) [39], and become indeed
the smallest timescale required in assumptions (ii)-(iii) of Sec-
tion A 1 in the large bias limit. The leads are ferromagnetic,
with a finite polarization Pν for lead ν. We can write the
tunneling rates as Γσν = Γν (1 + σPν)/2. For symmetric and
opposite polarizaion P the rates read:
Γ
↑
L = ΓL
(
1 + P
2
)
, Γ↓L = ΓL
(
1 − P
2
)
,
Γ
↑
R = ΓR
(
1 − P
2
)
, Γ↓R = ΓR
(
1 + P
2
)
. (A9)
We now assume that the Coulomb repulsionU inside the quan-
tum dot becomes the largest energy scale in the system, i.e.,
one has also U  eV . The doubly-occupied state is away
from the bias window and cannot be even thermally populated
at finite temperature T . In this limit, the population of the
doubly-occupied state and the coherences involving this state
are constrained to vanish by replacing the dot operator dˆσ
with Fˆσ = (1 − nˆ−σ )dˆσ , together with its complex conjugate,
in Eq. (A8). Simultaneously, one can remove the Coulomb
term from Hamiltonian (A2). The dot is either empty or
singly-occupied due to the incoherent single-electron tunnel-
ing events.
To obtain Eq. (2), we assume that the dissipation for the
harmonic oscillator (described by Lbath) can be added locally
in the standard way, assuming that the quality factor Q is very
large (the oscillator is very weakly coupled to its bath, and it
is extremely underdamped) [35, 38]. Equation (A7) becomes
finally
˙ˆρ = − i[Hˆ, ρˆ] +
∑
σ=↑,↓
[
ΓσL D (Fˆ†σ ) ρˆ + ΓσRD (Fˆσ ) ρˆ
]
+ κ(1 + nB)D (bˆ) + κnBD (bˆ†), (A10)
with the intrinsic damping of the resonator, κ = ω0/Q, and the
average number of excitations in the thermal bath at frequency
ω0 and temperature T , given by nB = [exp(ω0/T ) − 1]−1.
Setting nB = 0 gives the zero-temperature limit illustrated by
Eq. (2).
We conclude by explaining the equivalence between
Eq. (A2) and Eq. (1). The coherent dynamics of the sys-
tem does not involve the empty and the doubly-occupied state.
The dot’s Hilbert space is thus reduced to that of a two-level
system. This allows us to map the dot operators to the Pauli
algebra through nˆ↑ − nˆ↓ → σˆz , and dˆ†↑dˆ↓ + dˆ†↓dˆ↑ → σˆx , after
projecting out the irrelevant states. In the formal solution of
Eq. (A10) the empty state must be taken into account. Finally,
the average energy level ε0 of the quantum dot is irrelevant in
the open dynamics and can be disregarded, because we work
in the large bias limit.
Appendix B: Single-atom laser within the RWA
1. Analytical solution for the steady-state Fock distribution
In the rotating-wave approximation (RWA) we can obtain
an analytical expression for the steady-state Fock distribution
pn of the harmonic oscillator and show that it corresponds
to a lasing state. Starting from the Eq. (A10), we replace the
systemHamiltonian with Eq. (3). We discuss here the resonant
case, ∆ε = ω0. Following standard textbooks [35] we assume
a large quality factor for the oscillator and derive the equation
for the steady-state Fock distribution pn in recursive form: nκ(λ/λthr)
2
1 + n
A2s
(λ/λthr)2
+ κnBn
 pn−1 = κ(1 + nB)pn, (B1)
with
A2s =
ΓLΓRP
(2ΓL + ΓR)κ
, λthr =
√
ΓRκ
4
[
2ΓL(1+P2) + ΓR(1−P2)
4ΓLP
]
.
(B2)
7A2s is the saturation number, while λthr is the threshold cou-
pling. The solution to Eq. (B1) can be written as
pn = p0
Nn
Dn
(
nB
nB + 1
)n
. (B3)
We introduced the Pochhammer symbol, an = a(a + 1)(a +
2) · · · (a + n − 1), and the quantities N = 1 + A2s/nB +
A2sλ
2
thr/λ
2 and D = 1 + A2sλ2thr/λ
2. The zero-Fock-number
occupation can be obtained from the normalization condi-
tion
∑∞
n=0 pn = 1, yielding p0 =
[
2F1
(
1,N ,D, nBnB+1
)]
,−1
where 2F1(a, b; c; z) is the ordinary hypergeometric func-
tion. In the zero-temperature limit, Eq. (B3) becomes
pn = p0A2ns /Dn and the zero-Fock number occupation is
p0 = 1F1
(
1; A2s (λthr/λ)2 + 1; A2s
)
, where 1F1(a; b; z) is the
confluent hypergeometric function. From Eq. (B3) we can
compute the average Fock number n¯ =
∑∞
n=0 npn, obtaining:
n¯ = A2s
1 −
(
λthr
λ
)2 + nB + nB(1 + nB)
(
λthr
λ
)2
p0. (B4)
Above threshold (λ  λthr) where we have p0 ≈ 0, and at zero
temperature, Eq. (B4) agrees with the semiclassical solution,
see below Eq. (B13).
2. Semiclassical equations in RWA
In this Appendix we derive the set of semiclassical equa-
tions for the dynamics of the system in RWA. To simplify the
discussion we present the calculation in the fully-polarized
case (P = 1) and with nB = 0. We obtain the following set of
equations:
〈 ˙ˆn↑〉 = −Γ↑L(〈nˆ↑ − nˆ↓〉 − iλ〈bˆσˆ+ − bˆ†σˆ−〉 + Γ↑L,
〈 ˙ˆn↓〉 = −Γ↓R〈nˆ↓〉 + iλ〈bˆσˆ+ − bˆ†σˆ−〉,
〈 ˙ˆσ+〉 = *,i∆ε −
Γ
↓
R
2
+- 〈σˆ+〉 − iλ〈(bˆ + bˆ†)σˆz〉, and c.c.,
〈 ˙ˆb〉 =
(
−iω0 − κ2
)
〈bˆ〉 − iλ〈σˆ−〉, and c.c. (B5)
We perform the semiclassical approximation with the replace-
ment bˆ → α, where α = Aeiφ is a complex number. A and
φ identify the amplitude and phase of the oscillator, respec-
tively. This is equivalent to neglecting quantum fluctuations
for the harmonic oscillator. The expectation values involving
both oscillator and dot operators are thus factorized. We work
in a rotating frame with the replacements 〈σˆ−〉 → 〈σˆ−〉e−i∆εt
and α → α˜e−iω0t . To make a connection with the nota-
tion in Sec. III, we set Sx = 〈σˆ+ + σˆ−〉, Sy = −i〈σˆ+ − σˆ−〉,
Sz = 〈nˆ↑ − nˆ↓〉 and p1 = 〈nˆ↑ + nˆ↓〉. Furthermore, by setting
ΓL = ΓR/2 = Γ, (B6)
in Eq. (A9), the equation for the total dot occupation p1 decou-
ples from the rest of the system and thus can be disregarded.
Since this condition does not alter the physics of the sys-
tem, we focus on this case to simplify the calculations. With
Eqns. (B6), and with the resonant condition ∆ε = ω0, the
system (B5) becomes
S˙x = −ΓSx − 2λA sin φSz, (B7)
S˙y = −ΓSy − 2λA cos φSz, (B8)
S˙z = Γ − ΓSz + 2λA
(
sin φSx + cos φSy
)
, (B9)
A˙ = − κ
2
A +
λ
2
(
− sin φSx + cos φSy
)
(B10)
φ˙ = − λ
2A
(
cos φSx − sin φSy
)
, (B11)
where we have replaced the equations for α and α∗ with the
corresponding equations for A and φ. The system has a steady
solution (in the rotating frame) which can be found by setting
the time derivatives to zero. The solution is also independent
of the phase φ of the oscillator, which can be set to zero.
More generally, at finite polarization (P < 1), we obtain the
nonlinear equation for the amplitude:
A˙ = − A
2
κ −
2λ2P
Γ
1 +
(
2λA
Γ
)2
 = −
A
2
[
κ + γrw(A)
]
. (B12)
In the latter equality, we have defined the effective, negative
nonlinear damping. When A˙ = 0, this equation yields the
steady-state solutions for the occupation number (n¯ = A2) of
the oscillator:
n¯ = 0 and n¯ = A2s
1 −
(
λthr
λ
)2 . (B13)
with A2s = ΓP/(2κ), λthr =
√
Γκ/(2P), and in full agreement
with Eq. (B2). The solution with n¯ , 0 is stable and exists only
for λ > λthr, and corresponds to the lasing solution: for high
quality factor, the saturation number ismuch larger than 1. The
solution n¯ = 0 is stable below the threshold and unstable above
it. When λ  λthr, γrw becomes independent of λ, saturating
the average occupation n¯ as a function of λ to the value A2s .
For P = 1 but arbitrary Γ↑L and Γ
↓
R, one has to include also
the equation for p1. By repeating the treatment, we obtain the
expressions for γrw, As and λthr given in Sec. III.
Appendix C: Semiclassical equations beyond RWA
We derive here the set of semiclassical equations for the
dynamics of the system, starting from the full Hamiltonian
Eq. (1). Using Eq. (2), we obtain the following set of exact
equations
〈 ˙ˆn↑〉 = −Γ↑L〈nˆ↑〉 − Γ↑L〈nˆ↓〉 − iλ〈(bˆ + bˆ†)(σˆ+ − σˆ−)〉 + Γ↑L,
〈 ˙ˆn↓〉 = −Γ↓R〈nˆ↓〉 + iλ〈(bˆ + bˆ†)(σˆ+ − σˆ−)〉,
〈 ˙ˆσ−〉 = *,−i∆ε −
Γ
↓
R
2
+- 〈σˆ−〉 + iλ〈(bˆ + bˆ†)σˆz〉, and c.c.,
〈 ˙ˆb〉 =
(
−iω0 − κ2
)
〈bˆ〉 − iλ〈(σˆ+ + σˆ−〉 and c.c..
(C1)
8We perform again the semiclassical approximation and move
to the rotating frame; assuming the condition Eq. (B6), the
equation for the total dot occupation p1 still decouples from
the rest of the system.
1. Resonant case
On resonance (∆ε = ω0) and for P = 1 the system (C1)
becomes
S˙x = − ΓSx − 2λA [sin(2ω0t − φ) + sin φ] Sz, (C2)
S˙y = − ΓSy − 2λA [cos(2ω0t − φ) + cos φ] Sz, (C3)
S˙z = − ΓSz + 2λA { [sin(2ω0t − φ) + sin φ] Sx
+
[
cos(2ω0t − φ) + cos φ] Sy} + Γ, (C4)
A˙ = − κ
2
A +
λ
2
{ [
sin(2ω0t − φ) − sin φ] Sx
+
[
cos(2ω0t − φ) + cos φ] Sy} , (C5)
φ˙ = − λ
2A
{ [
cos(2ω0t − φ) + cos φ] Sx
− [sin(2ω0t − φ) + sin φ] Sy} . (C6)
We have now terms rotating at frequency 2ω0 in the system. It
is possible to obtain a single recursive equation for the Fourier
coefficients of Sz , which is related to the nonlinear damping
γeff , as follows: we first assume that the amplitude A of the
oscillator in Eqns. (C2)-(C4) for the spin dynamics is constant.
This assumption is based on the separation of timescales κ 
Γ, λ, ω0, which guarantees that the amplitude of the oscillations
is indeed a slow variable coupling only to the average spin over
the time evolution in the rotating frame. Furthermore, we can
disregard the evolution of the phase φ as for the RWA case.
With these assumptions, we can focus on Eqns. (C2)-(C4) for
the spin degrees of freedom alone. They can be cast in the form
reported in Eqns. (6)-(7). We consider the Fourier expansion
in harmonics of the fundamental frequency 2ω0 of the spin
quantities, i.e.:
Sk (t) =
∞∑
n=−∞
S(n)
k
(A)e2inω0t, (k = x, y, z), (C7)
where we have made explicit the amplitude dependence of the
Fourier coefficients. By plugging Eq. (C7) in Eqns. (C2)-(C4)
we are able to write a single equation for S(n)z , which couples
to S(n+1)z and S(n−1)z . It reads:χ−1n +
(
2λA
Γ
)2 (
χn +
χn−1 + χn+1
2
) S(n)z =
= δn,0 −
(
2λA
Γ
)2 (
χn + χn+1
2
S(n+1)z +
χn−1 + χn
2
S(n−1)z
)
,
(C8)
where we introduced the generalized dimensionless suscep-
tibility χn = Γ/(Γ + 2inω0). Equation (C8) constitutes a
matrix equation with an infinite band-diagonal matrix, having
only three non-zero diagonals, and a constant vector. It can
be solved numerically by truncating the resulting matrix since
the Fourier coefficients decay rapidly for increasing n. After
solution of Eq. (C8), we can find S(n)x and S(n)y in terms of S(n)z ,
plug them into Eq. (C5) and derive the nonlinear damping as
given by Eq. (8). For λA, Γ  ω0, Eq. (8) agrees with the
result of the RWA, where all harmonics with n > 0 vanish
and the system has a steady solution in the rotating frame. As
the effective Rabi frequency λA increases, energy is fed into
higher harmonics of Sz , as a result of the nonlinear interaction
between the oscillator and the spin degrees of freedom. This
produces a nonmonotonic behavior in γeff as a function of λA,
which is responsible for the appearance of multiple stable limit
cycles in the oscillator amplitude.
2. Off-resonant case
The treatment can be readily generalized to the off-resonant
case, where ∆ε , ω0. In this case the recursive equation
satisfied by the Fourier coefficients of Sz reads
( χ−
n−1)
−1+( χ+n )−1
2
+
(
2λA
Γ
)2( χ+n+ χ−n+ χ+n−1+ χ−n−1
2
)S(n)z =
= δn,0−
(
2λA
Γ
)2 ( χ+n+ χ−n
2
S(n+1)z +
χ+
n−1+ χ
−
n−1
2
S(n−1)z
)
,
(C9)
with the generalized susceptibilites
χ−n =
Γ
Γ + i[2ω0n + (ω0 − ∆ε)],
χ+n =
Γ
Γ + i[2ω0n + (ω0 + ∆ε)]
. (C10)
For ∆ε → ω0, we have χ−n → χn and χ+n → χn+1, and we
recover Eq. (C8). The nonlinear damping for the amplitude is
then given by
γeff (A) = −2λ
2
Γ

4ω0∆ε
Γ2
(
1 + ∆ε
2−ω20
Γ2
)2
+ 4ω20
S(0)z
−Im

2∆ε
Γ
(
1 + ∆ε
2−ω20
Γ2
)
+ 2iω0
S(1)z


.
(C11)
The expression is in agreement with Eq. (8) when ∆ε = ω0.
We have used Eq. (C9) together with Eq. (C11) to generate the
semiclassical stability diagram of Fig. 3(a).
Appendix D: Current and shot-noise using the full-counting
statistics method
We report here the procedure for the numerical calculation
for the average current and the zero-frequency current noise
9(shot-noise) through the quantum dot. We employ the full-
counting statistics (FCS) method (see, for instance, Refs. 44–
46). To express the average current I and the zero-frequency
noise S(0), we use a vector a representation for the Hilbert-
space operators: the Liouvillian superoperator L operates in
the Liouville space, where a Hilbert-space operator Aˆ is rep-
resented by a vector |a〉〉, and premultiplication (left) or post-
multiplication (right) of Aˆ are represented by an appropriate
matrix which multiplies the vector |a〉〉. The Liouville space
possesses a natural scalar product given by 〈〈a |b〉〉 = Tr( Aˆ† Bˆ),
where the trace is performed over the Hilbert space. In this
way, the master equation Eq. (A7) reads | ρ˙〉〉 = L|ρ〉〉. Since
the Liouvillian is in general non-Hermitian, it has different left
and right eigenvectors, namely
L|ri〉〉 = λi |ri〉〉, 〈〈li |L = λi〈〈li |. (D1)
We denote with |ρst〉〉 the steady-state of the system, which
satisfies the equation L|ρst〉〉 = 0 and hence constitutes the
right eigenvector corresponding to the eigenvalue λ0 = 0 of
the Liouvillian. The left eigenvector is readily found from the
orthonormality condition Tr( ρˆst) = 1 = Tr(1ˆ† ρˆst). Hence, the
left eigenvector corresponds to the identity operator in Hilbert
space, which we denote with 〈〈1|. Next, in the framework
of the FCS, we define the collector in our system to be the
right lead (in the large bias limit only left-to-right transport is
allowed). The current superoperator is then defined by
J |ρ〉〉 =
∑
σ
ΓσR Fˆσ ρˆFˆ
†
σ . (D2)
With this definition, the average current reads
I = e〈〈1|J |ρst〉〉 = Tr(J ρˆst) = e
∑
σ
ΓσR ρ
st
σ, (D3)
where ρstσ is the occupation probability of the spin-σ level
in the dot, in the steady-state. Equation D3 corresponds to
Eq. (9). For the zero-frequency current noise, one finds [45]
S(0) = e2〈〈1|J |ρst〉〉 − 2e2〈〈1|JRJ |ρst〉〉
= eI − 2e2Tr(JRJ ρˆst). (D4)
We have introduced the pseudoinverse of the Liouvillian R =
QL−1Q, where Q is the projector out of the null-space of L,
which is spanned by ρˆst. If |ρst〉〉〈〈1| is the projector onto the
stationary state then Q = 1− |ρst〉〉〈〈1|. The pseudoinverseR is
well defined, since the inversion is performed in the subspace
spanned by Q, where L is regular.
Appendix E: Current for the two-state model in the bistability
regime
The two-state approximation for the system is valid if the
pn distribution of the oscillator displays two distinct peaks of
similar probability PI and PII, which are well separated by a
region with a negligible probability, as is reported in Fig. 1(e).
To show telegraph noise, it is also necessary that the current
variance associated to each state is smaller than the distance
between the average values, i.e., ∆II, ∆III < |II − III |, and that
the switching rates between the two states are slow, such that
one can resolve the individual jumps bymonitoring the current
during time. Under these conditions, we can model the current
and the current noise by using a set of four parameters, II, III
and the ratesWI→II andWII→I. The two states will have relative
probabilities
PI = WII→IWI→II +WII→I , PII =
WI→II
WI→II +WII→I
. (E1)
The average current and the zero-frequency current noise are
given by
Its =
WII→III +WI→IIIII
WI→II +WII→I
(E2)
and
S(0)ts =
4PIPII(II − III)2
WI→II +WII→I
, (E3)
where the numerator is the two-state current variance [49]. To
calculate these quantities in our system, we identify PI and
PII with the area of each of the two peaks in the steady-state
pn distribution of the oscillator; next we set the elements of
the density matrix corresponding to one of the two states to
zero, and we build a new truncated density matrix from which
one can calculate the two currents II and III through Eq. (D3),
hence the average current with Eq. (E2). The current variance
for each state can be estimated as ∆II,II =
√
ΓSI,II, where
SI,II is the zero-frequency noise calculated from Eq. (D4), but
using the truncated states. The sum of the ratesWI→II +WII→I
is obtained by comparing the current noise calculated with
Eq. (D4) with the one given by Eq. (E3). In the two-state
model, a very slow timescale dominates the current noise.
FIG. 5. Comparison between the inverse of the smallest nonzero
eigenvalue |λ1 | of the Liouvillain (solid blue line) and (WI→II +
WII→I)−1 as obtained by the two-state model (orange dashed line), as
a function of the dot’s energy splitting ∆ε. The curves are rescaled
with the typical decay time of the oscillator κ−1. Parameters: Q =
103, ΓL = ΓR = 0.1ω0, P = 1, λ = 0.13ω0, T = 0.
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FIG. 6. Effect of finite temperature and finite polarization. (a) Av-
erage occupation number in the oscillator at resonance as a function
of the dot’s energy splitting ∆ε and of the spin-oscillator coupling
strength λ. (b) Stability diagram of the oscillator. The italic num-
bers indicate the number of distinct peaks in the Fock distribution.
Parameters: Q = 103, ΓL = ΓR = 0.1ω0, P = 0.5, T = 10ω0.
Specifically, this slow timescale is associated with the real
part of the smallest nonzero eigenvalue of the Liouvillian of
the system, as one can see directly by expanding Eq. (D4) in
terms of the eigenvalues and eigenvectors of L [49]. If the
lowest nonzero eigenvalue, λ1, is small and well separated
from the others (i.e., |λ1 |  |λp | for p > 1), the current
noise is dominated by this eigenvalue, and a comparison with
Eq. (E3) leads us to identify −λ1 = WI→II +WII→I. In Fig. 5
we compare the result for the sum of the rates obtained by
the eigenvalue expansion with the two-state approximation,
showing that the behavior is very similar. Moreover, this
timescale is much larger compared to the relaxation time of
the oscillator, and shows indeed that the telegraph dynamics
can be observed by monitoring the current. We stress that
here we show relatively large coupling constants in order to
realize numerical calculations with Fock occupation number
not too large. On the other hand, semiclassical equations at
finite polarization predict a similar behavior also at smaller
coupling constants.
Appendix F: Multistability in nonideal cases
1. Effect of finite temperature (T > 0) and finite polarization
(P < 1)
The model system we considered can be implemented in a
nanomechanical framework, by considering for example a car-
bon nanotube quantum dot (CNTQD). Mechanical resonators
have in general low frequency (ω0/2pi ≈ 100MHz), and con-
sequently one cannot neglect the effect of finite temperature of
the thermal bath coupled to them, since T & ω0. Furthermore,
state-of-the-art ferromagnetic contacts reach a polarization of
about 40-50%, thereby decreasing the lasing efficiency. In
Fig. 6 we report the numerical calculation of the average oc-
cupation of the oscillator in the steady-state—obtained with
Eq. (A10)—together with the stability diagram for a nonideal
case (T  ω0 and P < 1), and we show how the qualitative
picture is not destroyed. More specifically, the lasing threshold
is pushed to a larger coupling, according to Eq. (B2), as well as
the onset of bi- and multistability. The thermal noise smears
out the transitions to the lasing state.
2. Effect of spin relaxation at T > 0 and P < 1
We take into account decoherence in the quantum dot due
to spin relaxation with a characteristic time T1. We neglect a
general inhomogeneous pure dephasing term of characteristic
timescale Tφ , which is justified as this term arises from hyper-
fine coupling of the electronic spin to the nuclear spin of 13C
atoms, whose natural abundance in carbon is less than 1% [53].
The spin relaxation is included in the dynamics by adding the
dissipator Lsr ρˆ = γsrD (σˆ−) ρˆ to Eq. (A10). γsr = T−11 iden-
tifies the relaxation rate. Spin relaxation plays a role similar
to the effect of finite polarization: an electron decays into the
lower spin level and then tunnels into the right lead, without
emitting a quantum of oscillation. If the relaxation rate is
much smaller than the Rabi frequency λA and of the tunneling
rates, the dynamics is expected to be unperturbed. We find
numerically the steady-state for the new Lindblad equation,
and we calculate the average Fock number of the oscillator for
different values of γsr. An example is shown in Fig. 7(a) in
which the lasing mechanism is noticeably suppressed only for
γsr/ω0 = 10−2. Figure 7(b,c) shows the average occupation
and the stability diagram as a function of λ and ∆ε. For the
case of a CNTQD setup, the relaxation time in single-walled
CNTs [52] was reported to be T1 ≈ 100 µs at T = 4K corre-
sponding to a relaxation rate of 10 kHz. At low temperature
(T ≈ 20 mK, considered in our case) we expect a substantial
decrease of this value.
3. Effect of nonlinearity at T > 0 and P < 1
We include in our numerical model a Duffing nonlinearity
for the harmonic oscillator, by modifying Hamiltonian (1) into
Hˆ =
∆ε
2
σˆz+ω0bˆ†bˆ+
β˜
4
(bˆ+ bˆ†)4+λ(σˆ++σˆ−)(bˆ+ bˆ†). (F1)
We introduced the parameter β˜ = βx4ZPM, with β and
xZPM =
√
~/2mω0 being the Duffing nonlinearity parame-
ter and the zero-point amplitude of the oscillator (where we
have restored ~), respectively. The nonlinearity is expected
to play a nonneglibile role for mechanical resonators where
intrinsic nonlinearities can be large and hence might affect the
lasing behavior at large amplitudes. For a realistic estimate
of β˜, we set the typical mass of a CNT to be m ≈ 10−21
kg, which for ω0/2pi = 100MHz gives zero-point fluctua-
tions of order xZPM ≈ 10 pm. Experimentally, the geometrical
nonlinearity parameter for a CNT is positive and of order
β/m = 1035 Nkg−1 m−3 [50]. The parameter β˜/2pi is hence of
order ≈ 1 kHz, i.e., β˜/ω0 ≈ 10−5. We neglect the electrostatic
nonlinearity arising from strong coupling effects between the
leads and the CNT and from single-electron tunneling, which
is in general orders of magnitude smaller and is proportional
to the electron tunneling rate, assumed much smaller than ω0.
Solving the Lindblad equation for the steady-state, we report
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FIG. 7. Effect of dot’s spin relaxation. (a) Average occupation of the oscillator on resonance as a function of λ at different values of the spin
relaxation rate γsr. (b) Average occupation of the oscillator as a function of λ and of ∆ε for γsr = 10−3ω0. (c) Stability diagram of the oscillator
for γsr = 10−3ω0: the italic numbers indicate the number of distinct peaks in the Fock distribution. Parameters: Q = 103, ΓL = ΓR = 0.1ω0,
P = 0.5, T = 10ω0.
FIG. 8. Effect of the Duffing nonlinearity for a nanomechanical resonator. (a) Average occupation for the oscillator as a function of λ for
three different values of the Duffing nonlinearity parameter and γsr = 0. (b) Average occupation for the oscillator as a function λ and ∆ε for
γsr = 10−3ω0 and β˜ = 10−4ω0. (c) Stability diagram of the oscillator for γsr = 10−3ω0 and β˜ = 10−4ω0: the italic numbers indicate the
number of distinct peaks in the Fock distribution. Parameters: Q = 103, ΓL = ΓR = 0.1ω0, P = 0.5, T = 10ω0.
the average Fock number as a function of the coupling strength
λ in Fig. 8(a). Finally, in Fig. 8(b,c) we show the average oc-
cupation and the stability diagram as a function of λ and ∆ε by
combining the effect of finite temperature, finite polarization,
spin relaxation and Duffing nonlinearity showing that the main
features still persist in a largely nonideal case.
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