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Nonconvex fraction function recovery sparse signal
by convex optimization algorithm
Angang Cui, Jigen Peng, Haiyang Li and Meng Wen
Abstract—In our latest work, a non-convex fraction function
is studied to approximate the ℓ0-norm in ℓ0-norm minimiza-
tion problem and translate this NP-hard ℓ0-norm minimization
problem into a fraction function minimization problem. Two
schemes of iterative FP thresholding algorithms are generated
to solve the regularized fraction function minimization problem
(FPλa ). One is iterative FP thresholding algorithm-Scheme 1 and
the other is iterative FP thresholding algorithm-Scheme 2. A
convergence theorem is proved for the iterative FP thresholding
algorithm-Scheme 1. However, the stationary point generated
by the iterative FP thresholding algorithm-Scheme 1 may be a
local minimizer due to the non-convexity of fraction function.
Moreover, the regularized parameter λ and parameter a in
iterative FP thresholding algorithm-Scheme 1 are two fixed given
parameters, and how to choose the proper regularized parameter
λ and parameter a for the iterative FP thresholding algorithm-
Scheme 1 is a very hard problem. Although the iterative FP
thresholding algorithm-Scheme 2 is adaptive for the choice of
the regularized parameter λ, the parameter a which influences
the behaviour of non-convex fraction function, needs to be
determined manually in every simulation, and how to determine
the proper parameter a is still a very hard problem. In this
paper, instead, we will generate a convex iterative FP thresholding
algorithm to solve the problem (FPλa ). Similarly, two schemes of
convex iterative FP thresholding algorithms are generated. One
is convex iterative FP thresholding algorithm-Scheme 1 and the
other is convex iterative FP thresholding algorithm-Scheme 2.
A global convergence theorem is proved for the convex iterative
FP thresholding algorithm-Scheme 1. Under an adaptive rule,
the convex iterative FP thresholding algorithm-Scheme 2 will
be adaptive both for the choice of the regularized parameter λ
and parameter a. These are the advantages for our two schemes
of convex iterative FP thresholding algorithm compared with
our previous proposed two schemes of iterative FP thresholding
algorithm. At last, we provide a series of numerical simulations
to test the performance of the convex iterative FP thresholding
algorithm-Scheme 2, and the simulation results show that our
convex iterative FP thresholding algorithm-Scheme 2 performs
very well in recovering a sparse signal.
Index Terms—The ℓ0-norm minimization problem, Regular-
ized fraction function minimization problem, Iterative FP thresh-
olding algorithm, Convex iterative FP thresholding algorithm
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I. INTRODUCTION
In information processing, many practical problems can be
formulated as the following ℓ0-minimization problem[1], [2],
[3], [4]:
(P0) min
x∈Rn
‖x‖0 subject to Ax = b, (1)
where A ∈ Rm×n is a real matrix of full row rank with m≪
n, b ∈ Rm is a nonzero real column vector, and ‖x‖0 is the ℓ0-
norm of real vector x ∈ Rn, which counts the number of the
non-zero entries in vector x [5], [6]. The problem (P0) aims
to seek the sparsest signals which satisfy the underdetermined
linear equations. However, it is NP-hard [7], [8] because of
the discrete and discontinuous nature of the ℓ0-norm.
In our latest work [4], we substitute the discontinuous ℓ0-
norm ‖x‖0 by the sparsity promoting penalty function
Pa(x) =
n∑
i=1
ρa(xi) =
n∑
i=1
a|xi|
a|xi|+ 1 , a > 0, (2)
where
ρa(t) =
a|t|
a|t|+ 1 (3)
is the fraction function and concave in t ∈ [0,+∞]. It is easy
to verify that ρa(t) = 0 if t = 0 and lima→+∞ ρa(t) = 1
if t 6= 0. Clearly, with the adjustment of parameter a, the
continuous function Pa(x) can approximate the ℓ0-norm well.
Then, we can translate the NP-hard problem (P0) into the
following fraction function minimization problem
(FPa) min
x∈Rn
Pa(x) subject to Ax = b (4)
for the constrained form and
(FPλa ) min
x∈Rn
{
‖Ax− b‖22 + λPa(x)
}
(5)
for the regularized form, where λ > 0 is the regularized
parameter.
In [4], two schemes of iterative FP thresholding algorithm
are proposed to solve the problem (FPλa ). One is iterative FP
thresholding algorithm-Scheme 1 and the other is iterative FP
thresholding algorithm-Scheme 2. A large number of numeri-
cal simulations on some sparse signal recovery problems have
shown that the iterative FP thresholding algorithm-Scheme 2
performances very well in recovering a sparse signal compared
with some state-of-art methods. However, the stationary point
generated by the iterative FP thresholding algorithm-Scheme
1 may be a local minimizer due to the non-convexity of
fraction function. Moreover, the regularized parameter λ and
parameter a in iterative FP thresholding algorithm-Scheme 1
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are two fixed given parameters, and how to choose the proper
regularized parameter λ and parameter a for the iterative
FP thresholding algorithm-Scheme 1 is a very hard problem.
Although the iterative FP thresholding algorithm-Scheme 2 is
adaptive for the choice of the regularized parameter λ, the
parameter a which influences the behaviour of non-convex
fraction function, needs to be determined manually in every
simulation, and how to determine the proper parameter a
is still a very hard problem. In this paper, instead, we will
generate a convex iterative FP thresholding algorithm to solve
the problem (FPλa ). Similarly, two schemes of convex iterative
FP thresholding algorithms are generated. One is convex
iterative FP thresholding algorithm-Scheme 1 and the other is
convex iterative FP thresholding algorithm-Scheme 2. A global
convergence theorem is proved for the convex iterative FP
thresholding algorithm-Scheme 1. Under an adaptive rule, the
convex iterative FP thresholding algorithm-Scheme 2 will be
adaptive both for the choice of the regularized parameter λ and
parameter a. These are the advantages for our two schemes of
convex iterative FP thresholding algorithm compared with our
previous proposed two schemes of iterative FP thresholding
algorithm.
The rest of this paper is organized as follows. In Section II,
we review some known results about our previous proposed
iterative FP thresholding algorithm for solving the problem
(FPλa ). In Section III, a convex iterative FP thresholding
algorithm is proposed to solve the regularized problem (FPλa ).
In Section IV, a series of numerical simulations on some
sparse signal recovery problems are demonstrated. In V, we
conclude some remarks in this paper.
II. ITERATIVE FP THRESHOLDING ALGORITHM FOR
SOLVING THE PROBLEM (FPλa )
In this section, we review some known results from our
latest work [4] for our previous proposed two schemes of
iterative FP thresholding algorithms to solve the problem
(FPλa ).
Lemma 1. ([4]) Define a function of β ∈ R as
fλ(β) = (β − γ)2 + λρa(β) (6)
where γ ∈ R and λ > 0, the optimal solution to minβ∈R fλ(β)
can be expressed as
β∗ = hλ(γ)
=
{
gλ(γ), if |γ| > tλ;
0, if |γ| ≤ tλ,
(7)
where gλ(γ) is defined as
gλ(γ) = sign(γ)
( 1+a|γ|
3 (1 + 2 cos(
φλ(γ)
3 − π3 ))− 1
a
)
(8)
with
φλ(γ) = arccos
( 27λa2
4(1 + a|γ|)3 − 1
)
, (9)
and the threshold value tλ satisfies
tλ =
{
λa
2 , if λ ≤ 1a2 ;√
λ− 12a , if λ > 1a2 .
(10)
Definition 1. ([8]) The nonincreasing rearrangement of the
vector x ∈ Rn is the vector |x| ∈ Rn for which
|x|1 ≥ |x|2 ≥ · · · ≥ |x|n ≥ 0
and there is a permutation π : [n] → [n] with |x|i = |xπ(i)|
for all i ∈ [n].
Now, we consider the following regularized function
Cλ(x) = ‖Ax− b‖22 + λPa(x) (11)
and its surrogate function
Cλ,µ(x, z) = µ[Cλ(x)− ‖Ax−Az‖22] + ‖x− z‖22 (12)
for any λ > 0, µ > 0 and z ∈ Rn.
When we set 0 < µ ≤ ‖A‖−22 , we can get that
‖x− z‖22 − µ‖Ax−Az‖22 ≥ 0.
Therefore, we have
Cλ,µ(x, z) = µCλ(x)− µ‖Ax−Az‖22 + ‖x− z‖22
≥ µCλ(x).
(13)
Under the condition 0 < µ ≤ ‖A‖−22 , if we suppose that
the vector x∗ ∈ Rn is a minimizer of Cλ(x), then
Cλ,µ(x,x∗) = µ[Cλ(x)− ‖Ax−Ax∗‖22] + ‖x− x∗‖22
≥ µCλ(x)
≥ µCλ(x∗)
= Cλ,µ(x∗,x∗),
which implies that x∗ is also a minimizer of Cλ,µ(x,x∗) on
x ∈ Rn for any fixed µ ∈ (0, ‖A‖−22 ].
On the other hand, Cλ,µ(x, z) can be reexpressed as
Cλ,µ(x, z) = ‖x− (z− µA⊤Az+ µA⊤b)‖22
+λµPa(x) + µ‖b‖22 + ‖z‖22 − µ‖Az‖22
−‖z− µA⊤Az+ µA⊤b‖22
=
n∑
i=1
((
xi − (Bµ(z))i
)2
+ λµρa(xi)
)
+µ‖b‖22 + ‖z‖22 − µ‖Az‖22 − ‖Bµ(z)‖22,
where Bµ(z) = z + µA
⊤(b−Az). This means that for any
fixed λ > 0 and µ > 0 minimizing Cλ,µ(x, z) on x ∈ Rn is
equivalent to solve
min
x∈Rn
{ n∑
i=1
((
xi − (Bµ(z))i
)2
+ λµρa(xi)
)}
. (14)
Notice that the summation of problem (14) is separable,
therefore, solving problem (14) is equivalent to solving the
following n subproblem
min
xi∈R
{(
xi − (Bµ(z))i
)2
+ λµρa(xi)
}
(15)
for i = 1, 2, · · · , n.
By Lemma 1, the minimizer xsi ∈ R of problem (15) can
be given by
x
s
i = hλµ((Bµ(z))i)
=
{
gλµ((Bµ(z))i), if |(Bµ(z))i| > tλµ;
0, if |(Bµ(z))i| ≤ tλµ,
(16)
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for i = 1, 2, · · · , n, where hλµ, gλµ and tλµ are obtained by
replacing λ with λµ in hλ, gλ and tλ. Therefore, we get the
minimizer xs ∈ Rn of Cλ,µ(x, z) on x ∈ Rn as follows
x
s = Hλµ(Bµ(z)), (17)
where Hλµ is the fraction function thresholding operator
defined as
Hλµ(Bµ(z)) =
(
hλµ((Bµ(z))1), · · · , hλµ((Bµ(z))n)
)⊤
.
(18)
The above analysis show us that the regularized problem
(FPλa ) permits a thresholding representation theory for its
solution, and through these analysis we can conclude the
following theorem.
Theorem 1. For any fixed λ > 0 and µ ∈ (0, ‖A‖−22 ], if
x
∗ ∈ Rn is a solution to the regularized problem (FPλa ),
then
x
∗ = Hλµ(Bµ(x∗)). (19)
Particularly, one can express
x
∗
i = hλµ((Bµ(x
∗))i)
=
{
gλµ((Bµ(x
∗))i), if |(Bµ(x∗))i| > tλµ;
0, if |(Bµ(x∗))i| ≤ tλµ,
(20)
for i = 1, 2, · · · , n, where
tλµ =
{
λµa
2 , if λ ≤ 1a2µ ;√
λµ− 12a , if λ > 1a2µ .
(21)
With the representation (19), the iterative FP thresholding
algorithm for solving the problem (FPλa ) can be naturally
given by
x
k+1 = Hλµ(Bµ(x
k)). (22)
As we all know, the quality of the solutions to the regular-
ized problems depends seriously on the setting of regularized
parameter λ. However, how to choose the optimal regularized
parameter for a regularized problem is a very hard problem. In
[4], a rule is given to select the proper regularized parameter
λ for the iterative FP thresholding algorithm. In the following,
we briefly describe the selection process.
Suppose that the vector x∗ of sparsity r is the optimal
solution to the problem (FPλa ). Then, by Theorem 1, the
following inequalities hold:
|Bµ(x∗)|i > tλµ ⇔ i ∈ {1, 2, · · ·, r},
|Bµ(x∗)|j ≤ t⇔ j ∈ {r + 1, r + 2, · · ·, n},
where tλµ is the threshold value which is defined in (21).
According to
√
λµ− 12a ≤ λµa2 , we have{ |Bµ(x∗)|r > √λµ− 12a ;
|Bµ(x∗)|r+1 ≤ λµa2 ,
(23)
which implies
2|Bµ(x∗)|r+1
aµ
≤ λ < (2a|Bµ(x
∗)|r + 1)2
4a2µ
. (24)
The above estimate helps to set the proper regularized param-
eter λ. A choice of the proper regularized parameter λ is
λ∗ =
{
λ1 =
2|Bµ(x∗)|r+1
aµ
, if λ1 ≤ 1a2µ ;
λ2 =
(1−ǫ)(2a|Bµ(x∗)|r+1)2
4a2µ , if λ1 >
1
a2µ
,
(25)
where ǫ is a small positive number such as 0.1,0.01 or 0.001.
Instead of real solution, we can approximate x∗ by known
x
k in (25). Therefore, in each iteration, the proper regularized
parameter λ can be selected as
λ∗k =
{
λ1,k =
2|Bµ(xk)|r+1
aµ
, if λ1,k ≤ 1a2µ ;
λ2,k =
(1−ǫ)(2a|Bµ(xk)|r+1)2
4a2µ , if λ1,k >
1
a2µ
.
(26)
When doing so, the iterative FP thresholding algorithm will be
adaptive and free from the choice of the regularized parameter
λ.
Incorporated with different parameter-setting strategies, it-
eration (22) defines different implementation schemes of the
iterative FP thresholding algorithm, i.e.,
Scheme 1: µ = µ0 ∈ (0, ‖A‖−22 ); λ = λ0 ∈ (‖b‖22, λ¯), 1
and a = a0 (a0 > 0 is a given positive number).
Scheme 2: µ = µ0 ∈ (0, ‖A‖−22 ); λ = λ∗k defined in (26),
and a = a0 (a0 > 0 is a given positive number).
There is one more thing in Scheme 2 needed to be men-
tioned that, in each iteration, the threshold value function is
set to tλµ =
λµa
2 when λ = λ1,k, and tλµ =
√
λµ− 12a when
λ = λ2,k.
Algorithm 1 : Iterative FP Thresholding Algorithm-Scheme 1
(IFPTA-S1)
Input: A ∈ Rm×n, b ∈ Rm, µ = µ0 ∈ (0, ‖A‖−22 ), λ =
λ0 ∈ (‖b‖22, λ¯), a = a0 (a0 > 0 is a given positive number);
Initialize: Given x0 ∈ Rn;
while not converged do
Bµ(x
k) = xk + µA⊤(b−Axk);
if λ ≤ 1
a2µ
then
tλµ =
λµa
2
for i = 1 : length(x)
if |(Bµ(xk))i| > tλµ, then xk+1i = gλµ((Bµ(xk))i);
if |(Bµ(xk))i| ≤ tλµ, then xk+1i = 0;
else
tλµ =
√
λµ− 12a
for i = 1 : length(x)
if |(Bµ(xk))i| > tλµ, then xk+1i = gλµ((Bµ(xk))i);
if |(Bµ(xk))i| ≤ tλµ, then xk+1i = 0;
end
k → k + 1;
end while
Output: x∗
The above analysis leads to two schemes of the iterative
FP thresholding algorithm. One is iterative FP Thresholding
1The parameter λ¯ in Scheme 1 is defined as
λ¯ = ‖b‖22 +
‖A⊤b‖∞ +
√
‖A⊤b‖∞ + 2a‖b‖22‖A
⊤b‖∞
a
.
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Algorithm-Scheme 1 (which is named IFPTA-S1 for short
in this paper) and the other is iterative FP Thresholding
Algorithm-Scheme 2 (which is named IFPTA-S2 for short in
this paper). We summarized these two algorithms in Algorithm
1 and Algorithm 2.
The basic convergence theorem of IFPTA-S1 can be stated
as below
Theorem 2. Let {xk} be the sequence generated by IFPTA-
S1. Then
(1) The sequence {Cλ(xk)} is decreasing;
(2) {xk} is asymptotically regular, i.e., limk→∞ ‖xk+1 −
x
k‖22 = 0;
(3) {xk} converges to a stationary point of the iteration (22).
Due to the non-convexity of the objective function in (14),
the sequence {xk} generated by IFPTA-S1 always converges
to a local minimizer of the non-convex problem (14). How to
find the unique global minimizer for the non-convexminimiza-
tion problem (14) is a really challenging problem. Moreover,
we can find that the regularized parameter λ and parameter
a in IFPTA-S1 are two fixed given parameters, and how to
choose the best regularized parameter λ and parameter a for
the iterative FP thresholding algorithm-Scheme 1 is a very hard
problem. Although the iterative FP thresholding algorithm-
Scheme 2 is adaptive for the choice of the regularized param-
eter λ, the parameter a which influences the behaviour of non-
convex fraction function, needs to be determined manually in
every simulation, and how to determine the proper parameter
a is still a very hard problem.
Algorithm 2 : Iterative FP thresholding algorithm-Scheme 2
(IFPTA-S2)
Input: A ∈ Rm×n, b ∈ Rm, µ = µ0 ∈ (0, ‖A‖−22 ), a = a0
(a0 > 0 is a given positive number) and ǫ > 0 (ǫ is a small
positive number such as 0.1,0.01 or 0.001);
Initialize: Given x0 ∈ Rn;
while not converged do
Bµ(x
k) = xk + µA⊤(b−Axk);
λ1,k =
2|Bµ(xk)|r+1
aµ
, λ2,k =
(1−ǫ)(2a|Bµ(xk)|r+1)2
4a2µ ;
if λ1,k ≤ 1a2µ then
λ = λ1,k , tλµ =
λµa
2 ;
for i = 1 : length(x)
if |(Bµ(xk))i| > tλµ, then xk+1i = gλµ((Bµ(xk))i);
if |(Bµ(xk))i| ≤ tλµ, then xk+1i = 0;
else
λ = λ2,k , tλµ =
√
λµ− 12a ;
for i = 1 : length(x)
if |(Bµ(xk))i| > tλµ, then xk+1i = gλµ((Bµ(xk))i);
if |(Bµ(xk))i| ≤ tλµ, then xk+1i = 0;
end
k → k + 1;
end while
Output: x∗
III. CONVEX ITERATIVE FP THRESHOLDING ALGORITHM
FOR SOLVING THE PROBLEM (FPλa )
In this section, we will generate a convex iterative FP
thresholding algorithm to solve the problem (FPλa ). Before
we giving out the analytic expression of our convex iterative
FP thresholding algorithm, some crucial results need to be
proved for later use.
Theorem 3. For any 0 < a ≤ 1√
λ
, the function fλ(β) defined
in equation (6) is strictly convex.
Proof. It is clear to see that the function
fλ(β) = (β − γ)2 + λρa(β)
is differentiable on R\{0}. For β 6= 0, the derivative of fλ(β)
is given by
f ′λ(β) = 2(β − γ) +
λa
(a|β|+ 1)2 sign(β), β 6= 0. (27)
Let us find the range of a for which fλ(β) is convex. Notice
that
ρ′a(0
+) = a > −a = ρ′a(0−) (28)
and
f ′′λ (β) = 2−
2λa2
(aβ + 1)3
, ∀ β > 0. (29)
When we set 0 < a ≤ 1√
λ
, the function f ′λ(β) defined in (27)
is increasing, then the function fλ(β) in (6) is strictly convex.
This completes the proof.
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λ
(β)
Fig. 1. The behavior of the function fλ(β) = (β − γ)
2 + λρa(β) with
λ = 0.49, a = 1.1 and γ = 0.
The graph presented in Fig. 1 show the plot of the function
fλ(β) = (β−γ)2+λρa(β) with λ = 0.49, a = 1.1 and γ = 0.
It can be seen in Fig.1 that the function fλ(β) = (β − γ)2 +
λρa(β) is strictly convex for λ = 0.49 and a = 1.1, even
though the penalty function ρa(β) is not convex. However,
when λ = 0.49 and a = 50, the graph presented in Fig. 2
show that the function fλ(β) = (β − γ)2 + λρa(β) is non-
convex.
Theorem 3 tell us that the convexity of the function fλ(β)
defined in (6) can be ensured by constraining the parameter
a as 0 < a ≤ 1√
λ
in the non-convex fraction function ρa(β),
which means that there exist the unique global minimizer to
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fλ(β) when we set 0 < a ≤ 1√
λ
. Combined with Lemma 1,
the unique global minimizer to fλ(β) can be expressed in the
following theorem.
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Fig. 2. The behavior of the function fλ(β) = (β − γ)
2 + λρa(β) with
λ = 0.49, a = 50 and γ = 0.
Theorem 4. Suppose 0 < a ≤ 1√
λ
, the unique global optimal
solution to minβ∈R fλ(β) can be given by
β∗ = hλ(γ)
=
{
gλ(γ), if |γ| > tλ;
0, if |γ| ≤ tλ.
(30)
where gλ is defined in (8) and the threshold value tλ satisfies
tλ =
λa
2
. (31)
Proof. We can see that the condition 0 < a ≤ 1√
λ
implies
that λ ≤ 1
a2
. Under this condition, the threshold value tλ
defined in (10) is simplified to just one threshold parameter
λa
2 . The ‘unique global’ is obtained by the strictly convexity
of the function fλ(β) under the condition 0 < a ≤ 1√
λ
. This
completes the proof.
In addition, by Theorem 3, we can also get that the objective
functions in (15) and (14) are all strictly convex functions
under the condition 0 < a ≤ 1√
λµ
. Therefore, for any fixed
λ > 0, µ > 0 and a ∈ (0, 1√
λµ
], there exist the unique global
minimizers to the problems (15) and (14).
In the following, we shall present a convex iterative FP
thresholding algorithm to solve the problem (FPλa ) under the
condition 0 < a ≤ 1√
λµ
.
Similar as the generation of the iterative FP thresholding
algorithm (iteration (22)), under the condition 0 < a ≤ 1√
λµ
,
the iterative FP thresholding algorithm for solving the problem
(FPλa ) can be rewritten as
x
k+1 = Hλµ(Bµ(x
k)), (32)
where
Hλµ(Bµ(x
k)) =
(
hλµ((Bµ(x
k))1), · · · , hλµ((Bµ(xk))n)
)⊤
(33)
with
hλµ((Bµ(x
k))i) =
{
gλµ((Bµ(x
k))i), if |(Bµ(xk))i| > tλµ;
0, if |(Bµ(xk))i| ≤ tλµ.
(34)
and the threshold value tλµ satisfies
tλµ =
λµa
2
(35)
which is obtained by replacing λ with λµ in tλ, and the tλ
here is defined in (31). Due to the convexity of the objective
function in (14) under the condition 0 < a ≤ 1√
λµ
, we call
the thresholding algorithm which is defined in (32) the convex
iterative FP thresholding algorithm.
Remark 1. The gλµ in this paper are all obtained by replacing
λ with λµ in gλ, i.e.,
gλµ(γ) = sign(γ)
( 1+a|γ|
3 (1 + 2 cos(
φλµ(γ)
3 − π3 ))− 1
a
)
(36)
with
φλµ(γ) = arccos
( 27λµa2
4(1 + a|γ|)3 − 1
)
. (37)
Similar as the iterative FP thresholding algorithm, the the
quality of our convex iterative FP thresholding algorithm also
depends seriously on the setting of regularized parameter λ and
parameter a, and how to select the proper parameters λ and a
in our convex iterative FP thresholding algorithm is also a very
hard problem. In detailed applications, the parameters λ and a
must be carefully chosen. In the following description, we will
generate an adaptive rule for the choice of the parameters λ
and a in our convex iterative FP thresholding algorithm. When
doing so, our convex iterative FP thresholding algorithm will
be adaptive both for the choice of the regularized parameter
λ and parameter a.
1) Adaptive for the choice of parameter a: Note that the
parameter a in convex iterative FP thresholding algorithm
should be satisfied a ∈ (0, 1√
λµ
]. Therefore, we can choose
the parameter a as
a =
τ√
λµ
, (38)
where τ ∈ (0, 1] is a given positive number. When we set
a = τ√
λµ
, the threshold value tλµ in (35) can be rewritten as
tλµ =
τ
√
λµ
2
. (39)
To see clear that once the value of the regularized parameter
λ is determined, the parameter a can be given by (38), and
therefore the convex iterative FP thresholding algorithm will
be adaptive for the choice of the parameter a. For the choice
of the proper regularized parameter λ , here, the rule which
is used to select the proper regularized parameter λ in our
previous proposed IFPTA-S2 is again used to select the proper
regularized parameter λ in our convex iterative FP thresholding
algorithm.
2) Adaptive for the choice of regularized parameter λ: Let
the vector x∗ of sparsity r be the optimal solution to the
problem (FPλa ). Then, the following inequalities hold
|Bµ(x∗)|i > tλµ = τ
√
λµ
2
⇔ i ∈ {1, 2, · · · , r},
|Bµ(x∗)|j ≤ tλµ = τ
√
λµ
2
⇔ j ∈ {r + 1, r + 2, · · · , n}
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which implies that
4|Bµ(x∗)|2r+1
τ2µ
≤ λ < 4|Bµ(x
∗)|2r
τ2µ
. (40)
The above estimation provides an exact location of the reg-
ularized parameter λ. A most reliable choice of the proper
regularized parameter λ specified by
λ∗ =
4|Bµ(x∗)|2r+1
τ2µ
+min
{
ζ, c
(4|Bµ(x∗)|2r
τ2µ
− 4|Bµ(x
∗)|2r+1
τ2µ
)}
,
(41)
where ζ > 0 and c ∈ [0, 1). Clearly, the parameter λ∗
defined in (41) satisfies the inequalities (40). Combing with
(41) and (38), the proper parameter a for our convex iterative
FP thresholding algorithm can be selected as
a∗ =
τ√
λ∗µ
. (42)
In each iteration, we can approximate the optimal solution
x
∗ by xk . Then, in each iteration, the proper regularized
parameter λ and parameter a for our convex iterative FP
thresholding algorithm can be selected as
λ∗k =
4|Bµ(xk)|2r+1
τ2µ
+min
{
ζ, c
(4|Bµ(xk)|2r
τ2µ
− 4|Bµ(x
k)|2r+1
τ2µ
)}
(43)
and
a∗k =
τ√
λ∗kµ
. (44)
By above operations, our convex iterative FP thresholding
algorithm will be adaptive for the choice of the regularized
parameter λ and parameter a in each iteration.
Similar as the iterative FP thresholding algorithm, incor-
porated with different parameter-setting strategies, iteration
(32) can also defines different implementation schemes of the
convex iterative FP thresholding algorithm in each iteration,
i.e.,
Scheme 1: µ = µ0 ∈ (0, ‖A‖−22 ); λ = λ0 (λ0 > 0 is a
given positive number), and a = a0 ∈ (0, 1√λµ ].
Scheme 2: µ = µ0 ∈ (0, ‖A‖−22 ); λ = λ∗k defined in (43),
and a = a∗k defined in (44).
It is worth noting that, in some k-th iterations, the values
of λ∗k defined in (43) may be equal to zero which lead to the
infinite numbers of a∗k. In fact, in k-th iteration, if λ = λ
∗
k =
0, the fraction function ρa in (14) will be vanished for any
choice of a > 0. Under this circumstance, we can choose the
parameter a as a random given positive number aˆ > 0. That
is to say, in k-th iteration, if λ∗k defined in (43) equals to zero,
we can set the parameter a as a random given positive number
aˆ > 0.
The above analysis also leads to two schemes of the convex
iterative FP thresholding algorithm. One is convex iterative FP
thresholding algorithm-Scheme 1 (which is named CIFPTA-
S1 for short in this paper) and the other is convex iterative FP
thresholding algorithm-Scheme 2 (which is named CIFPTA-S2
for short in this paper). We summarized these two algorithms
in Algorithm 3 and Algorithm 4.
Algorithm 3 : Convex iterative FP thresholding algorithm-
Scheme 1 (CIFPTA-S1)
Input:A ∈ Rm×n, b ∈ Rm, µ = µ0 ∈ (0, ‖A‖−22 ), λ = λ0
(λ0 > 0 is a given positive number) and a = a0 ∈ (0, 1√λµ ];
Initialize: Given x0 ∈ Rn;
while not converged do
Bµ(x
k) = xk + µA⊤(b−Axk);
tλµ =
λµa
2 ;
for i = 1 : length(x)
if |(Bµ(xk))i| > tλµ, then xk+1i = gλµ((Bµ(xk))i);
if |(Bµ(xk))i| ≤ tλµ, then xk+1i = 0;
k → k + 1;
end while
Output: x∗
Algorithm 4 : Convex iterative FP thresholding algorithm-
Scheme 2 (CIFPTA-S2)
Input: A ∈ Rm×n, b ∈ Rm, µ = µ0 ∈ (0, ‖A‖−22 ), τ ∈
(0, 1], aˆ > 0 is a random given positive number, ζ > 0 and
c ∈ [0, 1);
Initialize: Given x0 ∈ Rn;
while not converged do
Bµ(x
k) = xk + µA⊤(b−Axk);
λ∗k =
4|Bµ(xk)|2r+1
τ2µ
+min
{
ζ, c
( 4|Bµ(xk)|2r
τ2µ
− 4|Bµ(x
k)|2r+1
τ2µ
)}
;
if λ∗k 6= 0 then
λ = λ∗k , a =
τ√
λ∗
k
µ
, tλµ =
τ
√
λµ
2 ;
for i = 1 : length(x)
if |(Bµ(xk))i| > tλµ, then xk+1i = gλµ((Bµ(xk))i);
if |(Bµ(xk))i| ≤ tλµ, then xk+1i = 0;
else
λ = 0, a = aˆ, tλµ =
τ
√
λµ
2 ;
for i = 1 : length(x)
if |(Bµ(xk))i| > tλµ, then xk+1i = gλµ((Bµ(xk))i);
if |(Bµ(xk))i| ≤ tλµ, then xk+1i = 0;
end
k → k + 1;
end while
Output: x∗
At the end of this section, we justify the convergence of the
CIFPTA-S1.
Theorem 5. Let {xk} be the sequence generated by CIFPTA-
S1. Then
(1) The sequence {Cλ(xk)} is decreasing.
(2) {xk} is asymptotically regular, i.e., limk→∞ ‖xk+1 −
x
k‖22 = 0.
(3) {xk} converges to the unique global stationary point of
iteration (32).
Proof. The proof of Theorem 5 is similar to the proof of
Theorem 4.1 in [9]. Due to the convexity of the objective
function in (14), the sequence {xk} converges to the unique
global stationary point of the iteration (32).
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IV. NUMERICAL SIMULATIONS
In this section, we present a series of numerical simulations
on some sparse signal recovery problems to demonstrate
the performances of our convex iterative FP thresholding
algorithm. All the numerical simulations here are conducted
by applying the CIFPTA-S2 (convex iterative FP thresholding
algorithm-Scheme 2). In these numerical simulations, we
compare CIFPTA-S2 with our previous proposed IFPTA-S2
(iterative FP thresholding algorithm-Scheme 2 [4]) and a state-
of-art method (Half algorithm [10]). These numerical simu-
lations are all conducted on a personal computer (3.40GHz,
16.0GB RAM) with MATLAB R2015b.
We generate a Gaussian random matrix of size 128 × 512
with entries i.i.d. to Gaussian distribution, N (0, 1), as the
measurement matrix A. The original r-sparse signal x¯ with
dimension 512 is generated by choosing the non-zero loca-
tions over the support in random, and each nonzero entry is
generated as follows[11]:
x¯i = η1[i]10
αη2[i], (45)
where η1[i] = ±1 with probability 1/2 (a random sign), η2[i]
is uniformly distributed in [0, 1] and the parameter α quantifies
the dynamic range. We generate the measurement vector b
with dimension 128 by b = Ax¯, and therefore we know the
sparsest solution to Ax¯ = b. The stopping criterion is defined
as ‖xk+1 − xk‖2
max{‖xk‖2, 1} ≤ 10
−15
or maximum iteration step equal to 3000. The success recovery
of the original sparse vector x¯ is measured by computing
RE = ‖x∗ − x¯‖2.
In our numerical simulations, if RE ≤ 10−4, we say that the
algorithm can exact recovery the original r-sparse signal x¯. For
each simulation, we repeatedly perform 30 tests and present
average results in this paper. In these numerical experiments,
we set µ = 0.99‖A‖−22 , ζ = 10−4, τ = 0.5 and c = 0.5
in our CIFPTA-S2. Moreover, we choose the parameter aˆ
as a random integer between 1 and 100 in CIFPTA-S2, and
generated by the Matlab code: randint(1,1,[1 100]).
In theses numerical simulations, we set a = 2, ǫ = 0.01 in
our previous proposed IFPTA-S2.
The graphs demonstrated in Figs.3, 4 and 5 show the
comparisons of CIFPTA-S2, IFPTA-S2 and Half algorithm
in recovering a sparse signal x¯ with different sparsity r. In
these three numerical simulations, we set α = 1, 1.5 and
2 respectively. As we can see, the CIFPTA-S2 has the best
performance compared with other two algorithms.
V. CONCLUSION
The problem of recovering a sparse signal from the linear
constraints, known as the ℓ0-norm minimization problem,
has been attracting extensive attention in recent years. Un-
fortunately, the ℓ0-norm minimization problem is a NP-hard
problem. In this paper, we first review some known results
from our latest work for our previous proposed iterative FP
thresholding algorithm to solve the problem (FPλa ), and then
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Fig. 3. The comparison of CIFPTA-S2, IFPTA-S2 and Half algorithm in the
recovery of a sparse signal x¯ with different sparsity r, α = 1.
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Fig. 5. The comparison of CIFPTA-S2, IFPTA-S2 and Half algorithm in the
recovery of a sparse signal x¯ with different sparsity r, α = 2.
generate a convex iterative FP thresholding algorithm to solve
the problem (FPλa ). Two parameter-setting strategies are given
to the choice of regularized parameter λ and parameter a.
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Corresponding, two schemes of convex iterative FP thresh-
olding algorithm are proposed to solve the problem (FPλa ).
One is convex iterative FP thresholding algorithm-Scheme 1
and the other is convex iterative FP thresholding algorithm-
Scheme 2. A global convergence theorem is proved for the
convex iterative FP thresholding algorithm-Scheme 1. Under
an adaptive rule for the choice of the regularized parameter
λ and parameter a, the convex iterative FP thresholding
algorithm-Scheme 2 is adaptive both for the choice of the
regularized parameter λ and parameter a. These are the
advantage for our convex iterative FP thresholding algorithm-
Scheme 2 compared with our previous proposed two schemes
of iterative FP thresholding algorithm. Numerical experiments
on some sparse signal recovery problems have shown that
our our convex iterative FP thresholding algorithm-Scheme
2 performs the best in recovering a sparse signal compared
with the iterative FP thresholding algorithm-Scheme 2 and
Half algorithm.
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