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General Appearance
The main goal of the feature extractor is to reflect the characteristics of an object in a given dataset. In this way feature extractor simplify the amount of resources required to describe a large dataset accurately. One of the most important subjects in pattern recognition area is relation between feature extractor and classifier. An ideal feature extractor's main aim is to represent the data in a way that could be more efficient for network for classification [7] . The pattern recognition unit, that in this paper tries to find a more efficient result always encountered with problems such as number of -training‖ examples (also called data points or iterations, samples, patterns or observations) associated with desired outcomes, the machine learning process consists of finding the relationship between the patterns and the outcomes using only the training examples [8] . The training examples are used to select an optimum set of parameters. Building a pattern classifier includes many steps: choosing the learning algorithm, choosing the features, collecting training data, training and testing the classifier. Feature extraction's main usage area is simplifying the amount of resources required to describe a large data set accurately. In literature there are lots of feature extraction transforms. Most known examples are Fourier Transform and derivatives like Discrete Cosines Transform -DCT-, Wavelet Transforms and similar transforms like Gabor Transforms, Principal Component Analysis -PCA-, Linear Discriminate Analysis -LDA-, Kernel based versions of PCA, Independent Component Analysis -ICA-, etc In our work done analytical database which is subject for input of feature extraction unit is achieved by Magnetic Flux Leakage that is one of the procedures of NDT from metallic pipelines. Among various pipeline Intelligent monitoring approach for pipeline defect detection from MFL inspection Saeedreza Ehteram, Seyed z. Moussavi, Mohsen Sadeghi, Seyed m. Mahdavi, Abbas Kazemi inspection technologies, MFL inspection is the most widespread and perfect one. The defect recognition procedures are mainly completed by academic centers at present. Indeed it needs long time for engineer to analyze a long pipeline data [9] . So finding the intellective technology to recognize pipeline defect quantitatively is urgent. This is not only a time consuming and tiring task; moreover, the result depends on human elements of uncertainty. So for all these reasons we find relation between the applied magnetic on the metal care and through extraction magnetic behavior of material defect was recognized. In this way an approach is to find many exactly samples from a defect which is sorted in the surface by its various radial and depth [10] . The mentioned devised algorithm with the use of DCT, PCA and LDA is employed for defect detection by at most data reduction. In Section 2, Database fundamentals are discussed. In Section 3, dimension reduction techniques are explained briefly. Details of applications and results are given in Section 3 and 4. Section 5 is reserved for conclusions and future works.
Database of defects from MFL testing
If a material is magnetized near saturation, the MFL field generated by a subsurface flaw can be described as follows [11, 12, 13] . Where h bar is the plank coefficient, H a is the applied magnetic field that is 1 tesla and a is the radius of the defect. If the MFL on the surface of a sample is calculated, the variable y is constant and is equal to the depth h of the defect. So the magnitude of h could specify the depth of defect. As mentioned above, it is not necessary to get physical information, like size or position of the defect. If the unknown system and material properties are defined by p=2h(m-2H a a 2 ) and q=h 2 . Then we could obtain the following simple function as follows:
In the developed device the signal is measured by induction coils and for this reasons the measured signal is the derivative in x direction times the velocity of f(x) of measuring device.
With regards to the previous equation, the MFL signal becomes as below. In this relation we try to calculate the rate of measured signal in time. So with acknowledge of velocity, which is the rate of measuring device distance in time, and by timing this term to deviation of f(x) we could reach to rate of delta f to delta t that is rate of depth in time [11, 12, 13] . 
PCA, DCT and LDA for Comparison
In this part a comparison among three main feature extraction functions is done which can perform data reduction. These methods like PCA, DCT and LDA use some mathematical equations to realize data reduction as efficient as possible. Rotation in feature space often simplifies feature selection. Rotation is a simple linear transformation. So in this paper we employ a box of triple feature extractors. Several preprocessing methods such as Principal Component Analysis (PCA) perform such linear transformations, which permit reducing the space dimensionality and exhibit better features. PCA represents the data in a least-squares sense. Briefly, a set of correlated variables is transformed into a set of uncorrelated variables, which are ordered by decreasing variability. As a supervised feature extractor, the goal of the LDA is to train the linear data projection with the class separation criterion. Basically this criterion is maximizing the between-class and minimizing the within-class scatter matrix of projected data. In PCA, the subspace defined by the vectors is the one that better describes the conjunction of data. LDA tries to discriminate the different classes of data. DCT tries to centralize the more dense features in first elements of its matrix. [14] Let's have on overview on Principal component analysis that is a well-known statistical technique for feature extraction. Each is the corresponding diagonal matrix of Eigen values. As the PCA has the property of packing the greatest energy into the least number of principal components, eigenvectors corresponding to the m largest Eigen values in the PCA are selected to form a lowerdimensional subspace. It is proven that the residual reconstruction error generated by discarding the m N T components is low even for small m [16] . As has been said, PCA computes the basis of a space which is represented by its training vectors. The basis vectors computed by PCA are in the direction of the largest variance of the training vectors. These basis vectors are computed by solution of an Eigen problem, and as such the basis vectors are eigenvectors. These eigenvectors are defined in the signal space. They can be viewed as signals and indeed look like its inherent shape. Hence they are usually referred to as Eigens.
A Discrete Cosine Transform (DCT) is a Fourierrelated transform similar to the Discrete Fourier Transform (DFT), but using only real numbers. DCTs are equivalent to DFTs of roughly twice the length, operating on real data with even symmetry (since the Fourier transform of a real and even function is real and even). The DCT, is often used in signal and signal processing, especially for lossy data compression, because it has a strong "energy compaction" property: most of the signal information tends to be concentrated in a few low-frequency components of the DCT [32] . This function is mathematically explained below:
For our reason this function is employed because if its strong behaviour on collecting the important information in low frequencies at the top left of the DCT matrix. The squared low dimensional matrixes could lead to best and rapid decisions in some cases this later could lead to the accuracy rate of 100% in some cases.
Let's have an overview on a discriminate analysis, Linear Discriminate Analysis (LDA) is a popular holistic feature extraction technique for object recognition. LDA determines a set of projection vectors maximizing the between-class scatter matrix S b and minimizing the within-class scatter matrix S w in the projection feature space. A 2D object signal is viewed as a vector of n dimension. The training set contains M samples
Unlike PCA that extracts features to best represent object signals, LDA aims to construct the subspace which best discriminates different object classes. Therefore, LDA is more suitable for the classification problem than PCA.
A typical LDA implementation is carried out via scatter matrices analysis [17] . We compute the within and between-class scatter matrices as follows 
The distance measure used in the matching could be a simple Euclidean, or a weighted Euclidean distance. It has been suggested that the weighted Euclidean distance will give better classification than the simple Euclidean distance [18] , where the weights But it turns out that this weighted measure is sensitive to whether the corresponding persons have been seen during the training stage or not. To account for this, we devised a simple scheme to detect whether the person in the testing signal has been trained or not and then use either a weighted Euclidean distance or a simple Euclidean distance respectively.
Classification for recognition
According to construction of combiners, they are all made of learning process. Therefore to have different combiners different ways of training is essential. The process of learning is based on many ways such as: different ways to show inputs, samples for learning, training process, different consulting technologies… although in this task many theories are offered but each of them should lead to some results: 1. The first requirement is that each expert has high level of performance and independently in deciding feature 2. Expert has an arithmetic mathematics table to refer this point as strong point of each expert. Classifying is done by many ways such as: Multilayer Perceptron, (MLP), Radial Basis Function (RBF), kmean etc. This paper presents MLP for classifying. MLP means Multi layer Perceptron. Classifying is done by neural networks such as MLP. Fundamental work of MLP is to changing weights between layers and each layer has (m) nodes. Number of input nodes is depended on dimension of the database. Amount of nodes located in hidden layer are subject to change by complicated rate of the expert. In this paper an approach is shown in follows that specifies the number of each layer this equations for this reason is earned experimentally but the result of this employment is satisfied. In training situation the weights are subject to change until reaching the best weights. The number of training situations is determined by the number of epochs it is kept done until fewer mistakes appears in output. In this algorithm three Networks with the names of +1 0 -1 are employed. All of these three experts are learned by a same set of database and the result of classification is achieved by voting the triple output. [19] 
Devised Algorithm
In this paper a combination of neural networks and feature extraction functions is done to the database of cracks and non cracks. Therefore at each output of algorithm a matrix with double number of rows is achieved this matrix conveys about defect or non defect on each row of its matrix column. The output matrix is achieved from each MLP and LDA with this point that the LDA is acts on pure data with large dimension and each MLP acts on lower dimension data from PCA and DCT. It should be notify that the pure database is normalized and the next step PCA, DCT and LDA algorithms are applied to database. It has been intended to compare dimension reduced versions of database with PCA and LDA. It is important to decide how many attributes will be used after application of algorithms. By 10 times iteration the best number of attributes could be selected. Chosen attribute numbers for dataset is a subject that is done by ten times iterations.
Experimental approach
In this section our clams for efficiency of the mentioned algorithm is considered in figure 2 . please note that all the above quantities are approximated by less than a unit difference.
Result discussion
To date, all published research based on the analytical model of dipolar magnetic charge, [20, 21-23, and 24] , this later is discussed before and defined as m parameter. But for an exception, reference [25] is presented. This reference is just discussed a single defect. The often encountered practical situation of two adjacent defects is also discussed only by Uetake and Saito [25] , but their study is limited to slots with parallel walls, of a maximum of 4mm in length. In this study we consider a multiple defect case. That is consists of triple recognitions we claim that this algorithm could satisfy almost all of defects. With increase in computational capabilities, finite element analysis can now compete with analytical methods. Since the proceeding numerical modeling of MFL phenomena is exposed by Lord and co-workers [26, 27, 28] , the finite element analysis of defect-induced magnetic signals has become increasingly popular. In oppose of the significant progress made in this area to include non-linear material properties [29, 30, and 31] , a quantitative relationship between magnetic leakage field and defect length has not been clearly specified. Furthermore, numerical modeling involves a direct MFL approach, since it includes predefined defect geometries and material characteristics. Calibration of the MFL signals in terms of defect depth has been studied both through finite element modeling [27, 28, 29, and 31] and through analytical methods based on dipolar magnetic charge [28, 32] . Two of the numerical analysis studies [27, 31] correctly predicted that the amplitude of the normal MFL signals Component increases with defect depth, and that the separation between the extreme MFL values is directly proportional to the Defect length. In this paper, with regards to previous works, a new simple algorithm is applied that could exactly determine defects with various shapes. For problem of encountering different kinds of defects we initializes deferent defects with three classes which each of them tries to learn a defect with determined characteristics. These features are an estimate of three large groups of defects.
Conclusion
The aim of this paper is to apply an intelligent algorithm for defect detection directly from MFL signals. An analytical model is employed to account defects in order to correlate the normal component MFL profile with the defect dimension along the Impregnating magnetic field. The efficiency of the model was confirmed through experimental results in MFL defect detection. A clear advantage of the method presented here is the low number of parameters that have to be considered. For a satisfactory estimation we classify all the defects by three groups that different parameters neural networks is discussed. These three groups are composed of neural networks and LDA functions. In our approach shape of all the defects ranged to depth of 2 till 4 millimeter and radius of 1 up to 1.5 millimeters. These later are subject to recognize. For this reason three expert systems were learned to recognize the request. The accuracy rate of over 80 percent per path of algorithm shows the efficiency of the mentioned devised algorithm. Please note that all the above quantities are approximated by less than a unit difference. 
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