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Several functions involving the gamma function T(x) and the q-gamma function 
T,(x) are proved to be completely monotonic. Some of these results are used to 
establish the infinite divisibility of a number of probability distributions defined via 
their moment generating functions. ‘f: 1986 Academic Press, Inc. 
1. INTRODUCTION 
Recent work on inequalities for ratios of gamma functions [S; 9; 10; 16, 
p. 1551 shows the usefulness of simple monotonicity properties of such 
ratios. Our principal aim in this paper is to show that in many cases these 
ratios, or other functions related to gamma functions, are, in fact, com- 
pletely monotonic. That is, they satisfy inequalities of the form 
( - 1 )“f’“‘(x) >, 0, a<x<b,n=O, I,2 ,.... 
In view of the importance of completely monotonic functions or related 
sequences in areas such as probability theory [S, p. 4251 (see also Sect. 6) 
numerical analysis [ 151 and elasticity [3], it may be of interest to add to 
the available list of such functions. 
A typical type of result which we prove runs as follows: We show that a 
functionfJx) is completely monotonic on 0 < x < cc for a d a0 thatfL(x) is 
completely monotonic on 0 < x < co for a 2 a, ( > ao) and that neither 
f,(x) nor f:(x) is completely monotonic for a0 < a < a,. 
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In many cases, the asymptotic form of the ratio or other function being 
considered suggests the result to be expected. Thus, the asymptotic formula 
suggests that f(x) may be completely monotonic when a > b B 0 and 
a+ b 2 1 and that l/f(x) may be completely monotonic if b > a> 0 and 
a + b 2 1. These results follow from Theorem 2.4. 
We also consider ratios, etc., of the standard q-analogues of the gamma 
function defined, for x > 0, by 
z-,(x)=(1 -q)l-” fi [(l -q”C’)/(l -qn+x)], 
n=O 
O<q<l, 
f,(x)=(q- ,)1-X qx(x-ui* jJo [(l-q- ‘““‘)/(l -q-@+x))], q> 1, 
and are able to take advantage of recently proved formulas connected with 
these functions [l, 7, 121. 
The following two results on completely monotonic functions are used 
throughout the paper. 
THEOREM A [ 14, p. 1613. A necessary and sujj’jcient condition that f(x) 
should be completely monotonic on (0, 00) is that 
f(x) = foa e --xf da(t) 
where a(t) is nondecreasing and the integral converges for 0 -C x < 00. 
THEOREM B [2, p.831. Zff( x ) is completely monotonic on Z if g(x) E Z, 
and g’(x) is completely monotonic on (0, 00) then f [g(x)] is completely 
monotonic on (0, 00). 
The main results are stated in Section 2 and proved in Sections 3, 4, and 
5. Theorems 2.1-2.5 lead to interesting infinitely divisible probability dis- 
tributions. These distributions will be introduced in Section 6. 
2. RESULTS ON COMPLETE MONOTONICITY 
THEOREM 2.1. Let 
h,(x) = log[xaZ(x)(e/x)‘]. 
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Then 
(i) -h&(x) is completely monotonic on (0, CC) for a 6 l/2; so is 
x’~(x)(e/x)~‘. 
(ii) h,:,(x) is completely monotonic on (0, txt )). 
(iii) h:(x) is completely monotonic on (0, CG) for a > 1. The function 
.x-“(x/e)“/T(x) is also completely monotonic on (0, a) for ci 3 1. 
(iv) Neither h:(x) nor -h:(x) is completely monotonic on (0, CC ) for 
$<a<l. 
Remark 2.1. For 0 < x < cc, we have 
xl”T(x)(e/x)-‘> $i and xT(x)(e/x)‘> 1. 
THEOREM 2.2. Let 0 < q < 1 and let 
h(x) = log[( 1 - q)-Y T,(x)]. 
Then -h’(x) is completely monotonic on (0, ‘CC)). So is (1 -q).’ f,(x). 
THEOREM 2.3. Assume q > 1 and set 
h(x)=log[q“P”Z”2(q- 1).‘Qx)]. 
Then -h’(x) is completely monotonic on (0, CC). So is qcrPr’)“(q- 1 )-’ f,(x). 
THEOREM 2.4. Let a>h>O, a+ba 1. Let 
h(x) = log[xupbI-(x + b)/f(x + n)]. 
Then both h’(x) and xbP “(f(x + a)/T(x + 6)) are completely monotonic on 
(0, CC ). The results fail when a + b < 1 replaces a + b 2 1 in the hypotheses. 
THEOREM 2.5. Let a>baO, a+ba 1, q>O, q# 1, 
h(x)=log[l 1 -q-‘IO-’ T,(x+b)/T,(x+a)l. 
Then h’(x) is completely monotonic on (0, 8x)). So is the function 
1 1 -4” 1 b--a f&x + a)/T’,(x + b). The result fails if a + b < 1. 
Remark. Theorem 2.4 can be viewed as the limiting case (q -+ 1) of 
Theorem 2.5. 
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THEOREM 2.6. Let 0 < t < ePy, y being Euler’s constant, 6 > 0, and let 
(t2/r(x6 + 1)) = ephfx’. 
Then, for 0~6~ 4, h(x)>O, and h’(x) is completely monotonic on (0, CXI). 
For 6 = 1, h(x) > 0, h’(x) > 0, and h”(x) is completely monotonic on (0, a). 
Remark. The first part is due essentially to Hartman [6, pp. 281-21 
who proved it in the hardest case 6 = f and showed that the complete 
monotonicity fails for $ < 6 c 1. 
3. PROOFS OF THEOREMS 2.1.-2.3 
In this section we prove the results involving gamma functions and q- 
gamma functions as stated in Theorems 2.1, 2.2, and 2.3. The proofs of the 
results involving quotients of gamma and q-gamma functions will be 
included in Section 4 while Theorem 2.6 will be proved in Section 5. 
We now come to the proofs of Theorems 2.1-2.3. Once we have the first 
part of each statement involving the complete monotonicity of the 
logarithm of the function in question, the second part follows from 
Theorem B. Parts (i) and (ii) of Theorem 2.1 are in [ 13, Theorem 2.11. 
Using Binet’s formula [4, p. 18 (22)] we find, as in [ 13, p. 561 that 
-h&(x)= IX [(1 -e-‘)-‘-t-‘-a] eP”‘dt, (3.1) 
0 
so to prove Theorem 2.1, parts (iii) and (iv), we need, in view of 
Theorem A, to show that the integrand here is negative for a > 1 and has a 
change in sign for f < a < 1. If a 2 1, the quantity in square brackets is less 
than or equal to 
(1 -e-‘)-l-t-‘- 1 
so we need to show that (1 + t)e-‘< 1, t > 0. This is clear. Now if we write 
f(t)=(l-e-‘)-‘-t-‘-a, 
we have f(O+)=f-a, f(w)= 1 -a so, for fixed a, +<a< 1, we see that 
f(t) changes sign on (0, co). Thus (iv) is shown. This completes the proof 
of Theorem 2.1. 
To prove Remark 2.1 we note that the left-hand sides of the two 
inequalities are respectively decreasing and increasing functions of x, 
0 c x < co. Hence they are bounded below by their limiting values at cc 
and 0, respectively. 
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To prove Theorem 2.2 we can use [ 1, p. 128 (3.3)] to get 
h’(x) = log q f [q”+x/( 1 - q”+y] 
n=O 
=logq f f q(n+x’K) o<x< CG, 
!Z=Or=l 
so for m = 2, 3,..., 
h’“‘(x) =log q f 2 q’“+.ylc log qy ‘. O<.U<‘X, 
tZ=OlC=l 
and the result is obvious. The result also follows from [7, (1.2)J which 
shows that h”(x) is completely monontonic. (It is obvious that h’(x) < 0.) 
The proof of Theorem 2.3 is similar. We use [ 12, p. 276, (6)] to get 
h’(x)= -1ogq f [q-“-X/(l-qPnP-r)] 
n=O 
= -logq $ 5 ql-n-.~lK) o<.u<,xi, 
n-OK=1 
so for m = 2, 3,..., 
and the result obviously follows. It also comes from [7, (1.2)]. 
4. PROOFS OF THEOREMS 2.4 AND 2.5 
These theorems involve quotients of gamma and q-gamma functions. We 
shall use Theorem B, as we did in Section 3. We. shall also make use of the 
following lemma: 
LEMMA 4.1. ZfO<b<a, a+b> 1, b2+(a-l)‘#O we have 
(Wb--Q)/(l-W)<U-bb, O<w<l. (4.1) 
The result fails if the condition u + b 2 1 is replaced bv u + b < 1. ( We then 
get > for w close to 1 and < for w close to 0.) 
Proof In [ll, Lemma l] it is shown that under the given hypotheses 
the left-hand side of (4.1) increases, 0 < )1’ < 1, and (4.1) follows since, as 
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W+l-, its left-hand side approaches a-b. To show that the condition 
a + b > 1 is not superfluous, we write 
F(w) = (a - b)( 1 - w) + uy= - wb 
and note that (4.1) is equivalent to F(w) > 0, 0 < w < 1. Also, 
F(w)= -(a-b)(a+b-l)(l-w)+O[(l-w)‘], w+ l-, 
so the condition a + b 2 1 is needed in order to have F(w) > 0 close to 1. 
We are now in a position to prove Theorem 2.4. We use the integral 
representation [4, p. 16 (14)] 
t,b(z)= -y+jom (eP’-e-“)(l -e-‘))‘dt, Rez>O. (4.2) 
We have 
h’(x)=(a-b)x-’ +I(/(x+b)-$(x+a) 
= I om [(e-‘“-e-‘b)/(l -e-‘)+a-b] e-Xfdt 
and the nonnegativity of the quantity in square brackets is necessary and 
sufficient for the complete monotonicity of h’(x). But if we write e -’ = u’ we 
see that Lemma 4.1 shows that this nonnegativity holds if a + b 2 1 and 
fails if a+bc 1. 
In order to prove Theorem 2.5 we suppose first hat 0 <q < 1. Using [ 1, 
p. 128 (3.3)] we have 
h’(x) = - (a- b)(log q) qx/( 1 - qX) 
f [q”+“+b/(l-qqn+x+b)_qn+x+o/(l-qn+x+a 
?I=0 
= -(a-b)logq f q”” 
K=l 
+logq f [q~+x+~/(l-q~+-~+~)-q~+x+~/(l-q”+~+~ 
1 n=O 4 
=logq f q’=[-a+b+(q”%l-qK))-(qKu/(l-qK))]. 
K=l 
Thus, for m = 0, l,..., 
h’“+l’(x)=logq f (rclogq)m[-a+b+(q”b/(l-q”))-(q”“/(l-q”))lq”” 
lC=l 
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and the result follows if we can show that the quantity in square brackets is 
negative. But this follows from Lemma 4.1 if we put qK = w. Since the above 
representation for h’(x) is equivalent to a Laplace integral representation 
with positive measure we see, using Theorem A, that the last assertion 
holds. 
In the case q > 1 we use, instead, [ 12, p. 279, (2.6)] to get 
h’(x) = (a - b) q-y/(q.r - 1) log q + (fJ - a) log q 
-logq f {(q-“-Y-b/(l -q-“- ‘-h))-(q-rl-.r~ “/(I -q-“-” U))) 
?I=0 
=logq f. q-KX{L7-b-(q-b”/(l-qq”))+(q~““/(1-qq”))) 
h.=l 
and the proof is completed as in the first part. 
5. PROOF OF THEOREM 2.6 
Most of this result is contained in the work of Hartman [6, pp. 281-2821 
though his explicit statement (“Proposition 1”) refers only to the case 6 = i. 
The positivity of h(x) will follow from that of h’(x) since h(0 + ) = 0. Also 
h’(x) = 6x6 -~ l [ - log 1 + $(x6 + 1 )] 
=6,~6--‘[-logt-y]+6x”~‘[y+ICl(.u”+ 1)-j. 
In case 0 < 6 < + the first erm here is obviously completely monotonic and 
the second is equal to 
* f x2s-l /((WI + l)(n + 1 +x6)) 
n=O 
on using [4, p. 151. Theorem B with f(x) = l/x and the fact that products 
of completely monotonic functions are completely monotonic show that 
each term of this sum is completely monotonic. 
In case 6 = 1 we find 
h’(x) = - log t + $(x + 1) 
and 
h”(x)=Il/‘(x+ l)= f (.u+j+ 1))” 
i=o 
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which is completely monotonic. We also have h’(x) > 0 in this case since 
h’(x) is increasing and 
h’(O+)= -logt-y>o. 
This completes the proof of the theorem. 
It seems reasonable to conjecture that h”(x) remains completely 
monotonic for at least some values of 6 > 1. 
6. SOME INFINITELY DIVISIBLE DISTRIBUTIONS 
Theorems 2.1-2.5 give rise to interesting infinitely divisible distributions. 
Recall that a probability measure C+(X) supported on a subset of [0, co) is 
infinitely divisible if and only if for every n, n = 1,2,..., there exists a 
probability measure &(x) supported on [0, co) such that 
P=P?I*Pll*“‘*Ptl (n times). 
where * is the usual convolution associated with the Laplace transform. It 
is well known, Feller [S, p. 4501, that dp is infinitely divisible if and only if 
s 
cc 
e --Xf +(I) = e-h(d, Rex>O,h(O)=O, 
0 
and h’(x) is completely monotonic on (0, co). This and the results of Sec- 
tion 2 imply the following theorem. 
THEOREM 6.1. For every E > 0, the following functions are Laplace trans- 
forms of infinitely divisible probability measures 
(i) [(x + ~)/a]~-‘-~ (T(x+ &)/r(s)) ex, u < l/2 
(ii) [(x + ~)/a]~+~-~ (f(&)/r(x + a)) eBX, a 2 1. 
(iii) (1-q)xf4(~+.c)/r4(~), O<q<l, 




q>o, qz 1. 
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