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An efficient integral equation method based on a method of moment(MoM) 
discretization of the Mixed-Potential Integral Equation (MPIE) for the analysis of  
2.5D or 3D planar microwave circuits is presented.  The robust Discrete Complex 
Image Method (DCIM) is employed to approximate the Green’s functions in layered 
media for horizontal and vertical sources of fields, where closed-form formulations of 
the z-integrations are derived in the spectral domain.  Meanwhile, an efficient and 
accurate numerical integration technique based on the Khayat-Wilton transform is 
used to integrate functions with 1/R singularities and near singularities.  The fast 
iterative solver ¾ Quadrature Sampled Pre-Corrected Fast Fourier Transform 
(QSPCFFT) ¾ is associated with the MoM formulation to analyze electrically large, 
dense and complex microwave circuits. 
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Chapter One: Introduction 
1.1 Background 
The boom of high-speed wireless communications and networks  has given a rise to 
the demand for advanced Radio Frequency (RF) and microwave engineering design.  
Hence many efficient Computer Aid Design tools (CAD) have been developed for the 
design and analysis of microwave circuits.  Many popular Electromagnetic (EM) 
techniques are used in the CAD tools such as the Finite Different Time Domain 
(FDTD), Finite Element Method (FEM), Transmission Line Method (TLM) and the 
Moment of Method (MoM) [1].  For layered media problems the integral equation 
commonly used in MoM is the Mixed Potential Integral Equation (MPIE) [2-4].  The 
MPIE is more suitable to analyze multi-layered media problems than other integral 
equations, such as the Electric Field Integral Equation (EFIE) or the Combined Field 
Integral Equation (CFIE), because the MPIE does not have to deal with the derivative 
of the layered Green’s function or the hyper-singularity of the kernels.  Consequently  
many researchers have applied the MPIE to solve problems in layered media.  For 
example, Mosig and Gardiol [5, 6] applied the MPIE to solve rectangular microstrip 
antennas.  Johnson [7] used a similar approach to solve the problem of a vertical 
cylinder penetrating the interface between contiguous half-spaces.  Recently , Ling [8]  
applied the MPIE with high-order basis functions to investigate the photonic band-gap 
effect of a microstrip filter. 
The main concerns that today’s CAD tools focus on are efficiency, 
controllable accuracy of solutions , and computational time of solutions.  The fill or 
setup time required by classical solution technique is O(N2), while the solve time is of 
the order O(N3), where N is the total number of unknowns for the problem.  When 
applying the method to large, complex 3D problems, the computational time can 
become unreasonably large.  The time can further increase when treating more 
complicated structures with vertical inter-connectors in layered media.  Thus, the 
objective and main challenge of this research is to develop efficient algorithms for  
analyzing three-dimensional microwave circuits in layered media that are efficient, 
reduce the computational time, and obtain solutions with controllable accuracy. 
21.2 Challenges 
A principle  challenge of the research is to compute the multi-layered media Green’s 
function efficiently , while maintaining high accuracy.   In other words , the objective is 
to significantly reduce the long computation time spent in evaluating the Sommerfeld 
integration required by the layered Green’s function.  The  Sommerfeld integration is 
very expensive to evaluate due to the oscillatory nature of the Bessel function in the 
far-field region.  This issue becomes more apparent for problems with vertical 
components.  The reason is that the Sommerfeld integration must be computed as a 
function of r  and ( )',z z .  While this is often pre-computed and tabulated, a 
sufficient density of samples must be computed to accurately treat near field 
singularities.  Likewise, a sufficient density must also be pre-computed to handle the 
oscillatory nature of the kernel in the far-field.  This 2D tabulation of data, at each 
frequency point, can be extremely expensive. 
1.3 Primary focus of dissertation 
As mentioned in the previous section, the Sommerfeld integration is computationally 
expensive to evaluate.  To resolve this issue, many approaches have been introduced 
in the literature to replace the Sommerfeld integral.   The most effective and robust 
method is the Discrete Complex Image Method (DCIM) [9-12].  In this dissertation, 
the vertical reactions of the kernels are expressed in closed form using the DCIM once 
the integrations in vertical layered media  are solved analytically in the spectral 
domain.  Subsequently, an efficient 1D windowed-adaptive interpolation scheme is 
employed to interpolate the value of the Green’s function in the spatial domain from a 
pre-computed 1D rather than a full 2D tabulation.  This significantly reduces the 
overall fill time. 
 The MPIE formulation has a 1/R singularity in the self-cell and is near-
singular in adjacent cells.  The traditional method to deal with the 1/R-type singularity 
is numerical integration based on an extraction method [13], or a cancellation method 
such as the Duffy transform [14].  In this dissertation, a novel approach employing the 
adaptive numerical integration based on the Khayat-Wilton transform [15] is used to 
accelerate the calculation of the impedance matrix and to obtain accurate solutions 
within a given tolerance.  The total computational time to solve arbitrary three-
3dimensional microwave circuits is greatly reduced.   Also, a new fast solver, referred 
to as the Quadrature Sample Pre-Corrected Fast Fourier Transform (QSPCFFT) is 
introduced for the rapid iterative solution of planar circuits in layered media.  The 
solution procedure has a complexity of O(NlogN), as opposed to the direct solver of 
N3, and memory of O(NlogN). 
1.4 Outline of the dissertation 
In Chapter two, a brief discussion of the MPIE and the MoM discretization is 
presented.  In addition a new numerical integration technique based on using the 
Khayat-Wilton transform to treat the 1/R singularity and near-singularity in the MPIE 
for self and adjacent cells is also discussed in Chapter two.  The Dyadic Green’s 
function for the MPIE in layered media is discussed in Chapter three.  The 
Sommerfeld integration is also presented with a robust DCIM acceleration technique.  
In the MoM discretization of the MPIE, the analytical formulations for the vertical 
kernels and basis reactions using the DCIM and computer implementation issues are 
discussed in Chapter four.  In Chapter five, the S-parameters of several examples of 
planar and 2.5D microwave circuits are extracted and compared with the EM full-
wave solver Zeland -IE3D [16] for validation.  Next, a brief introduction and 
validation of the fast solution technique ¾ the Quadrature Sample Pre-Corrected Fast 
Fourier Transform (QSPCFFT) ¾ is presented in Chapter six.  The DCIM developed 
in this dissertation can be further accelerated with QSPCFFT.  This is also discussed 
in Chapter seven.  A brief summary and outline for future work is also presented in 
Chapter seven.  Finally, the derivation of the layered media Green’s function and 
analytical closed form expressions for the vertical kernels and basis function reactions 
are presented in Appendices A and B, respectively. 
4Chapter Two: Integral Equation Method 
When analyzing the electromagnetic scattering of a Perfectly Electrically Conducting 
(PEC) object situated in a free space, the Electric Field Integral Equation (EFIE) is 
suitable to derive a solution for the induced current on the PEC.  However, if the PEC 
object is situated in a layered media , the so called mixed-potential form of the EFIE, 
or the Mixed Potential Integral Equation (MPIE), is preferable because it only 
requires the vector and scalar potential terms rather than the derivative of a kernel as 
required by the EFIE.  The advantage of the MPIE is that the mixed potentials are 
only weakly singular.  Thus, the MPIE is a more attractive formulation for solving  
problems in layered media.  This property was first recognized by Mosig and Gardiol 
[17] , who applied the MPIE to compute the scattering parameters of planar microstrip 
structures on a grounded substrate.  In addition, the Sommerfeld-type integrals 
associated with the potential kernels converge more rapidly than other integral 
equations associated with the field forms.  The derivation of a method of moment 
discretization of the MPIE is discussed in this chapter. 
2.1 Mixed Potential Integral Equation (MPIE) 
Michalski [18] proposed to use the “horizontal” scalar potential kernel in the MPIE 
when both vertical and horizontal currents are present.  This necessitated a proper 
“correction” of those elements of the dyadic vector potential kernel associated with 
vertical currents component in the MPIE.  This approach was further developed by 
Michalski and Zheng [3], who introduced three distinct MPIE formulations (referred 
to A, B and C) in multi-layered media.  In this dissertation, only Formulation C for 
penetrable objects in the layered media is employed.  For formulations A and B, the 
reader can refer to [3]. 
Consider an object situated in a layered media which is to be placed under the 
influence of a dynamic electromagnetic field.  The surface of the object is assumed to 
be described by a surface S.  The derivation of the MPIE is derived by constraining 
the total electric  and magnetic fields ( ) ( ), ,T T i s i sE H E E H H= + +v v v v v v , related to the 
electric and magnetic surface currents ( ),s sJ M
v v










M n E E J M s
J n H H J M s
+
+
é ù= - ´ + ë û
é ù= ´ + ë û
v v v v v
v v v v v  (2.1) 
where nˆ  is the outward unit vector normal to the surface S, and S+  indicates that the 
fields are evaluated as the observation point approaches S from the exterior region.  
The field due to the arbitrary current distributions ( ),J M
v v
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v v v  (2.2) 
where ( )'|PQG r r  is the Dyadic Green’s function (DGF) relating P-type fields at r  
and Q-type currents at 'r , and  is the inner-dot-product integral between two vector 
functions.  Consider the case where only the electric current J
v





 fields in (2.2) in terms of vector and scalar potentials, A
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 and 
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where 0m  and 0e  denote the free-space permeability and permittivity respectively, 
and the prime over the nabla operator indicates that the derivative is with respect to 




 are proportional to the electric and 
magnetic charge densities.  Furthermore, AG  and FG  are the DGF’s for the magnetic 
6and electric vector potentials respectively, and vG
F  and vG
y  are the corresponding 
scalar potentials for the layered media associated with the horizontal and vertical 
currents, respectively.  vC
f  and vC
y  are the correction factor for the electric and 
magnetic field. 
2.2 High-order method 
Complex and large structures generally require a large number of unknowns and have 
slow convergence rates using the MoM with classical low-order elements.  Hence 
high-order numerical techniques have been introduced to reduce the number of 
unknowns and matrix size s, and to accelerate the convergence rates in order to obtain 
accurate solutions [19-21].  A high-order solution can be obtained by employing high-
order basis functions and a method of moment like the Gale rkin discretization.  
Typically divergence-conforming basis functions are used for expanding the unknown 
surface current.  Such a basis has the property that normal current continuity is 
enforced.  Also for a pth-order basis, the divergence of the basis completes the 
polynomial space to order p .  A number of divergence conforming bases have been 
introduced, including the well-known Rao-Wilton-Glisson (RWG) [22].  An 
alternative high-order method can be realized via the Nyström method, in which the 
unknown surface currents are represented by their discrete sample points [23-25].  In 
order to deal with the singularity of the kernels, the Nyström method requires an 
additional transformation in the regions near the kernel singularity.  This is referred to 
as a Locally Corrected Nyström (LCN) formulation [26] .  Overall, both classes of the 
high-order methods require high-order meshes in order to obtain the desired high-
order accuracy in solutions.  This dissertation employs the high-order GWP-type basis 
functions with a Galerkin discretization.  This is discussed in Chapter four. 
2.3 Discretized MPIE in the MoM 
As mentioning in Section 2.1, the DGF AG  associate s with the electric field in (2.4) 
can be expressed in terms of the vector and scalar potentials A
v
 and eF  in (2.3).  







 are to be expanded with divergence conforming basis functions, 




 that leads to the 
Mixed-Potential Integral Equation (MPIE) [1]: 
 , , ,im m m ef E j f A fw f= + Ñ
vv
 (2.5) 
mf  is the surface current represented by M basis function.  Finally, the MPIE can be 
discretized with the Galerkin based point matching basis functions in the MoM [3]: 
( ) ( ) ( ) ( ) ( ) ( )
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 is an incident electric field, T
v
 is a vector test function, J
v
 is the surface 
current density, 0k  is the free-space wave number, 0h  is the free-space wave 
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that defines in the layered media .  The Green’s function AzxG  denotes the reaction 
between the z-directed projection of the field and an x-directed projection of the 
source.  Similar notation is used for the other terms or coefficients.  The scalar 















Observe that the scalar potential kernel assumes the current has either purely vertical 
or horizontal components.  Thus the correction factor CF  for the electric field in (2.4) 
is zero. 
2.4 1/R singularity integration 
Many numerical techniques have been developed to integrate a smooth function 
efficiently and accurately.  Among them is the popular numerical integration 
technique based on the Gauss Quadrature rule [27].  This method is efficient and 
accurate only when the kernel and basis functions are smooth.   However, the kernel 
8being integrated is singular when the observation point and source point have a 
vanishing separation.   For example, the free-space kernel 
'
'/




v v v v  has a 1/R 
singularity at 'r r=v v .  Thus, a special numerical algorithm must be employed near the 
singularity to accurately evaluate the integrals. 
 This section addresses the treatment of the 1/R-type singularity that occurs in  
the MPIE.  Many integration techniques have been developed to treat the singularity.  
The earliest technique is the singularity extraction introduced by Wilton for the RWG 
basis functions [13].  The idea is to integrate the smooth function numerically after 
the 1/R singular kernel is extracted in the clos ed form to add the singular kernel back 
analytically.  The main drawback of this approach is not all singular kernels can be 
expressed in closed forms.  Even for the free-space Green’s function, this is only a 
first order extraction of the singularity and numerical integration is still slowly 
convergent.  A more robust numerical technique based on the singularity cancellation 
is introduced by Duffy using a simple mapping [14]. 
2.4.1 Duffy Transform 
The Duffy Transform [14] is based on a change of variables such that the Jacobian of 
the transformation cancels the singularity.  This approach can only treat self-cell 
singularities (that’s when the source and observation cells are overlapping) at the self-
cell term but not for the near singular terms (that’s when the separation between the 
source and observation cells is small).  This issue is a concern because most of the 
effort in filling the impedance matrix in the MPIE sometimes is the evaluation of the 
near-singular terms of adjacent field and source cells.  A more robust technique ¾ the 
Khayat-Wilton Transform [15]  ¾ treats both the singular and near-singular terms 
effectively that is discussed in detail in the next section.  
2.4.2 Khayat-Wilton Transform 
A novel numerical integration method introduced by Khayat and Wilton [15] for 
treating integrals with a 1/R singularity is discussed in this section.  Similar to the 
Duffy Transform, the observation point is projected onto the original quadrilateral 
patch, and the patch is subdivided into 4 sub-triangles with the common vertex at a 




Fig. 2.1 A flat linear quadrilateral is divided into four sub-triangles with a 
common vertex at the singular point mr
v . 
 
Consider a function ( )F R  that has a 1/R singularity at the common vertex mrv .  The 
integral of this function on a quadrilateral patch is the superposition of the integrals 
over the 4 sub-triangles shown in Fig 2.1.  Namely: 






I r I r
=
= å
v vv v  . (2.9) 
For each sub-triangle, the integral of the function has the form: 
 ( ) ( )' 'kn n k
k
I r F R ds
D
= Lò
v v v  (2.10) 
where ( )'n rL
v v  is the basis function that is discussed in the next section.  Consider a 
sub-triangle  in the local coordinate system ( )' ',w v , illustrated in Fig. 2.2, where the 
integrands of the integral (2.10) are defined as [15]: 
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The symbol AD  is the area of the sub-triangle defines as: 
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 is the orthogonal projection for the singular point onto edge 23 .  This forms 
the radial v ’ axis.  Thus 'hˆ  is the unit normal vector along v
’.  The transverse 
coordinate w is chosen to be the direction orthogonal to 'h
)
 and in the plane of the 
triangle.  The bounds of the triangle  are then defined to be ( )' 0,v hÎ  and 
( )' '' ,l uw w wÎ , which are defined in (2.13). 
 
 
Fig. 2.2 A sub-triangle in a local coordinate system ( )' ',l uw w .  Note that vertex 
1 is the singular point. 
 
To remove or cancel the 1/R singularity of ( )F R , a change of variables is applied: 
 











where z is the projected distance between the observation point and source patch.  
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. (2.16) 
This transformation regularizes the 1/R singularity.  Consequently, a Gauss-Legendre 
Quadrature integration rule with weight and abscissa defined on the local coordinate 
system can be applied. Thus (2.10) can be rewritten: 
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 (2.18) 
where the position vector 'rv  and R  in the global coordinate system are expressed 
respectively as: 
 ( ) ( )2' ' ' 2 ' 'ˆ ˆsinh mr v h v z u w r= + + +v v  (2.19) 
( ) ( ) ( ) ( ) ( ) ( ) ( )
2
2 2 2 2 2' ' 2 ' 2 ' ' 2 ' 2 'sinh coshijR w v z v z u v z v z u
æ ö= + + = + + + = +ç ÷è ø
. (2.20) 
The unit vector of the radial axis and orthogonal axis 'hˆ  and 'wˆ  are defined in (2.12). 
 In summary, the Khayat-Wilton Transformation is based on a transformation 
of physical coordinates of a triangle such that the kernel’s 1/R singularity is exactly 
cancelled out using the transformation in (2.15).  With the 1/R singularity being 
cancelled or removed, the remaining integrand is regular, and a Gauss -Legendre 




The Khayat-Wilton Transform requires a transformation from the physical 
coordinates system to a local coordinates system.  This requires a non-trivial 
transformation.  For example consider the zeroth-order GWP divergence conforming 
basis function defined on a quadrilateral patch [21]: 
12
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u u u u
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L = L = L = L =
v v v v
 (2.21) 
where g is the Jacobian of the quadrilateral surface, and is defined: 
 1 2g a a= ´
v v   (2.22) 
and 1a
v  and 2av  are the unitary vectors for a bi-linear quadrilateral patch: 
 
( ) ( ) ( ) ( )
( ) ( )( ) ( )
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2 4 1 3 2
, 1
, 1
a u u r r u r r u
a u u r r u r r u
= - - + -
= - - + -
v v v v v
v v v v v .  (2.23) 
 After substituting (2.23) into (2.22), we observe that the basis function is a 
function of the local coordinates 1u  and 2u .  However, the Khayat-Wilton 
transformation is based on the physical coordinates system.  Thus, we need to project 
the physical coordinates system to local coordinates system given the observation 
point rv  by solving the mapping equation: 
 ( ) ( ) ( ) ( )1 2 1 2 1 21 2 1 4 1 1 2 3 4,r u u r r r u r r u r r r r u u= + - + - + - + -v v v v v v v v v v  (2.24) 
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where 
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q a c a c p b c b c
q b a b a c d c d p b a b a c d c d
q b d d b p a d d a
= - = -
= - + - = - + -
= - = -
 (2.28) 
Since the system is quadratic, there are two solutions.  To obtain a unique solution, 
constraints must be imposed, namely both 1u  and 2u  must be real numbers and lie 




Next, we must address the situation when the observation point falls outside the 
original quadrilateral, which poses a near-singular ity.  Unfortunately, following the 
algorithm can lead to a non-uniform solution as both 1u  and 2u  can be complex.  To 
eliminate this problem, we replace the first -order bi-linear quadrilateral with two 
second-order triangles.  This provides an exact mapping.  In addition, the Jacobian 
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transformation of the triangle simply equals 2AD , where AD  is the area of the triangle.  
For a flat quadrilateral patch, two linear triangles are sufficient. 
 
Khayat-Wilton Transform in the Three-dimensional Space 
 
In a three-dimensional space integral, the observation point may not lie in the plane of 
the quadrilateral patch.  In this situation, the projected distance of the observation 
point to the patch is not zero. Thus, equation (2.18) actually has a logarithmic 
singularity.  To resolve this, a specialized Linlog Quadrature rule [28] can be used 
along the v-directed integration.  The Linlog rule integrates the log singularity exactly 
and converges rapidly.  A 1D integration rule based on a Gauss-Legendre Quadrature 
can still apply along the orthogonal direction 'u . 
 The affect of this logarithmic singularity can be demonstrated through a 
sample of examples.  Fig 2.4 plots the difference of ' 'u lu u-  versus 'v  along the radial 
direction when both the source and observation points are in the same plane.  Note 
that the contour is a straight line.  Next, ' 'u lu u-  is plotted versus v when the 
observation point is moved a distance of 10-5 meter above the plane of integration.  
This is illustrated in Fig 2.5 and the logarithms singularity is observed. 
 The Linlog rule is used to approximate the integration of a logarithmic 
function using the summation  






f x dx f xw
=
» åò  (2.29) 
where iw  and ix  is the weights and abscissas for the Linlog rule that can be computed 
based on the moments: 
 ( ) ( ) ( )2 21,ln x ,x,xln x ,x ,x ln x ,...  (2.30) 
To effectively apply the Linlog integration rule, we need to determine the range over 
where the rule needs to be applied along the radial direction.  We implement the 
following algorithm to determine the transitional point (trspt) to use either the Linlog 
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We observe that the transitional point for the logarithmic function in (2.18) occurs at z.   
Two adjacent points 1x  and 2x  are chosen to compute the slope at z in (2.32).  We 
observe that when the angle at z is greater than 88 degrees, or 1.5358897 radians, the 
solution of the integral based on the Quadrature rule converges slowly because of the 
logarithmic singularity.  Thus, in this case the Linlog rule is applied.  If the angle  at z  
is less than or equal to 88 degrees, the function in (2.18) is smooth, and applying a 
Gauss-Legendre integration rule is sufficient to integrate the function accurately.  
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Fig. 2.3 The loglog plot of ( ) ( )' ' ' 'u lu v u v-  in (2.18).  The projected distance is 
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Fig. 2.4 The loglog plot of ( ) ( )' ' ' 'u lu v u v-  in (2.18).  The projected distance is 
z = 1´10-5. 
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Chapter Three: Multilayered-media Green’s function 
The rapid development of RF and monolithic microwave integrated circuits (MMIC) 
has generated a demand for efficient and robust engineering CAD tools that perform 
full-wave EM analysis.  Such tools that employ Method of Moment solutions must be 
able to efficiently evaluate the multilayered media Green’s functions that are 
traditionally represented by Sommerfeld -type integrals (refer to Section 2.4).  
Specifically, an efficient general-purpose software is sought that is capable of 
modeling arbitrarily shaped objects in multilayered media.  Development of such a 
general-purpose code requires solutions for both horizontal and vertical currents.  
Consider a current source in a multilayered medium , with each layer characterized by 
a relative permittivity re , relative permeability rm , and thickness id  as illustrated in 
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In this chapter, we discuss the derivation of the layered media Green’s function in 
Sommerfeld-type integrals, followed by presenting techniques to evaluate  the 
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Sommerfeld integrals using the Michalski’s extrapolation [29] and the Aksun’s Two-
level DCIM [12] schemes. 
3.1 Formulations of Dyadic Green Function 
An alternative formulation of the layered medium Green’s function is introduced by 
Chew [30].  This formulation has the symmetrized vector-differential operator in the 
transverse fields E and H components such that the reciprocity of the solution is 
satisfied.  The advantage of the symmetrized Green’s function is that the singularity 
of the Green’s function can be mitigated to the basis functions, avoiding the need to 
have special treatment for these singularities.  Unlike Chew’s approach, we 
superimpose the primary and reflected waves in the spectral domain in this 
dissertation.  The reason is that when a source is embedded in a thin dielectric region 
backed by a ground plane, a significant rounding error occur s in the reflected wave, 
nearly canceling the primary wave.  This difference can be as many as eight orders of 
magnitude smaller than the primary field.  As a consequence, the reflected waves 
must be calculated to an extraordinary number of digits, requiring an inordinate 
amount of CPU time.  Thus, splitting the field into primary and reflected waves loses 
its advantage.  Under such conditions, we superimpose the primary and reflected 
waves in the spectral domain.  In addition, we further decompose the reflected wave 
into symmetric and asymmetric  forms so that the Dyadic Green function in the MPIE 
is more convenient to implement in the MoM code.  For a detailed derivation of the 
Green’s function, the reader can refer to Appendix A.  Note that the derived Green’s 
function is based on the current of the basis function and are either purely vertical or 
horizontal.  When the Dyadic Green function is obtained, we can formulate the MPIE 
given in (2.6).  T he final formulations of the Green’s function of the DGF in (2.7) due 
to the vector and scalar potentials, 
m
EJ
xxG  and m
EJ
VG  respectively, for the horizontal 
current given in (A.94)¾(A.95) are expressed as: 
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vzG , for  
the vertical current in (2.8), from (A.92)¾(A.99) can be expressed as: 
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for source and observation points embedded in the same layer.  Note that the vector 
potential of the Green’s function, 
m
EJ
zzG  ,is contributed to when both the source and 
field basis situate on a vertical patch, while 
m
EJ
ztG  is contribute d to when the source 
basis situates on a transverse patch while the field basis situates on a vertical patch.  
On the other hand, for a source embedded in the mth layer and observation embedded 
in the ith layer, the final formulas of the Green’s function are given in (A.156)¾ 
(A.157) as:  
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for horizontal currents.  For vector and scalar potentials due to the vertical current, the 
final formulas of the Green’s function are given in (A.158)¾(A.160), as: 
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where all the reflection coefficients are defined in Appendix A. 
3.2 Sommerfeld Integral 
Consider the Sommerfeld-type integral of the form [4]: 
 ( ) ( ) ( )'
0 0
, ; 0,1,2vI f k dk G z z k J k dk vr r r r rr
¥ ¥
= = =ò ò %  (3.10) 
where G%  is a spectral domain Green’s function of the layered medium, vJ  is the 
Bessel function of order v ,  and r  is the radial distance between the field and source 
points: 
 ( ) ( )2 2' 'x x y yr = - + -  (3.11) 
where z  and 'z  are the vertical coordinates of the field and source points, 
respectively.  The Sommerfeld integration must be performed numerically.  This 
poses a number of challenges.  Initially, vJ  is oscillatory and slowly convergent.  In 
fact, for a large r  the integrand becomes very oscillatory.  On the other hand, as 
0r ® , the integral over the semi-infinite domain is slowly convergent.  The result 
can be singular when 0r = .  Finally, the integration must be performed carefully to 
avoid branch point singularities and simple poles that lie on or near the contour 
integration.  T here are several techniques to estimate the Sommerfeld’s tail efficiently 
and accurately.  One of the techniques is the Extrapolation Method introduced by 
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Michalski [29].  The equation (3.10) is split into two integral paths  ¾ ( )0, a  and 
( ),a ¥  ¾ as illustrated in Fig. 3.2.  Therefore (3.10) becomes: 




I G z z k J k dk G z z k J k dk vr r r r r rr r
¥
= + =ò ò% % . (3.12) 
The first integral path is deformed into an elliptic path ( eC ) in the first quadrant of the 
complex plane to avoid guided-wave poles and branch points of the integrand.  The 
value of a is selected to ensure that the integrand is free of singularities on the 
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where 0k  is the wave-number in free space, and maxre  is the largest relative 







+ + ( )Re kr
complex k planer -
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Fig. 3.2 Integration path in the complex kr -plane.  Between zero and a , the 
path is deformed from the real axis to avoid the integrand singularities.  The 
partition-extrapolation method is applied over the real-axis tail segment ( ),a ¥ . 
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where a and b  are the major and minor axes of ellipse where we assign a equals (3.13), 
and b equals a /4 in our code for an arbitrary value.  Next, we introduce a variable t  to 
transform the Cartesian coordinates ( ),x y  into the complex k planer - using the 
change of variable: 
 siny b t=   (3.15) 









J t b t
t t
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¶ ¶æ ö æ ö= =ç ÷ ç ÷¶ ¶è ø è ø
. (3.16) 
Substituting (3.16) into (3.12), we obtain the final expression of the elliptic 
integration: 
 ( ) ( )
0
1 cos sin cos cos
2 2eC
b bf k k f t jb t t jb t dt
p
r r
æ öæ ö= - + +ç ÷ç ÷
è øè øò ò
 (3.17) 
This can then be applied to the integration over the contour eC .  Next, the 
Sommerfeld’s tail is evaluated.   A number of extrapolation techniques have been used 
to approximate the remainder of Sommerfeld’s tails, such as the Euler Transformation 
[31] , Iterated Aitken Transformation [32] , E-Transformation [33-35] , Shanks  
Transformation [36] and Genera lized Levin Transformation [37].  We apply the 
method of weighted-average in this dissertation. 
 
Weighted -Average Method 
 
The interval ( ),a ¥  of Sommerfeld integral in (3.12) is subdivided into sections 
defined by break points, such as ( ) ( )0 0 1, , ,a k k kr r r  et cetera.  A suitable break point 
is selected based on the asymptotic behavior of the integrand in order to accelerate the 
convergence rate.  The simplest choice of break points is the equidistant points [38]: 
 0
n
k b nq nr = + ³   (3.18) 
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where b denotes the first break point greater than a, we choose b = a+q, where 
/q p r=  is the asymptotic half-period of the Bessel function, which has the large 
argument approximation [39]: 
 ( ) 2 cos
2 4v
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Thus, we can use a summation series {Sn} to approximate the tail of the Sommerfeld 
integral.  The second part of (3.12) is: 
 ( ) ( )'
0
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= = ® ¥åò %  (3.20) 
However, the summation series {Sn} is slowly converging into a solution.  Thus, a fast 
recursive approach is required to accelerate the convergence rate of the summation 
sequence { }nS .  Before applying the weighted-average method, we need to compute 
the initial summation series as: 





S G z z k J k dkr r rr= ò %  (3.21) 
where Nseg is the number of segments for the equidistant break point.  In our code, we 
choose ( )4 /segN ap r= .  Subsequently, we can apply the recursive formulation with 
k  iterative steps as: 
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 (3.23) 
The weighted-average method is recursively subdivided into equidistant break points 
defined in (3.18) until the relative error computed between the current and next step is 











<   (3.24) 
Finally, Michalski claimed that the recursive formula of (3.22) has a convergence rate 
for 'z z¹  
 ( ) '2 /,   O z zx p rx - = -  (3.25) 
where z and z’ are the observation and source point in the layered media, respectively.  
For 'z z= , the recursive formula exhibits linear monotone convergence. 
3.3 Discrete Complex Image Method 
When r  is large the evaluation of the Sommerfeld integral is very time consuming 
and expensive due to the oscillatory behavior of the Bessel function.  The Discrete 
Complex Image Method (DCIM) was developed to provide an accurate analytical 
approximation of the Sommerfeld integral.  It was first developed by Fang et al. [10] 
to approximate the layered-media Green’s function with a sum of complex 
coefficients and exponentials derived via Prony’s method [40] .  In this dissertation, 
the DCIM based on the original One-level approach is revised.  The more robust 
Two-level approach developed by Aksun [41, 42] is also discussed in detail.  In 
addition, the surface-wave terms of the Green’s function extracted from DCIM are 
included to improve the accuracy of the Green’s function in the far-field regions [10, 
43, 44]. 
3.3.1 One-level DCIM 
The spatial domain layered media Green’s function can be obtained from the 
Sommerfeld integral as: 
 ( ) ( ) ( ) ( )20G dk k H k G kr r r rr r
¥
-¥
= ò %  (3.26) 
It is recognized by Chow et al. [42] that if the spectral domain Green’s function 
( )G kr%  can be approximated by exponentials, the Sommerfeld integral can be 
evaluated analytically using the well-known Sommerfeld identity [45]: 
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Fortunately, the approximation of a function on a series of complex exponentials can 
be performed via the Generalized Pencil of Function (GPOF), also known as Matrix 
Pencil (MP) that was first introduced by T. Sarkar [46, 47].  In order to approximate 
the spectral Green’s function with the GPOF, the exponentials should be a function of 
kr  and sampled in the complex k planer - .  A contour (Cap) is defined as: 
 , 0
02
: 1 ,     0 t Tap m z m
t
C k k jt
T
é ùæ ö
= - + - £ £ê úç ÷
è øë û
 (3.28) 
This is illustrated in Fig 3.2. 
 
Fig. 3.3. Definition of the Sommerfeld integration path and the contours Cap1  
used in the One-level approach [41, 42]. 
 
Observe that the contour path is defined similar to the Sommerfeld path in Fig 
3.2.  The combination of the GPOF and Sommerfeld identity allows the DCIM to 
yield accurate solutions for the layered media Green’s function.  Unfortunately, as 
mentioned by Aksun, not all the Green’s functions have fast decaying spectral domain 
behavior.  Thus, the spectral domain behavior of the Green’s function must be 
investigated a priori.  Consequently, a few iterations to find the optimized parameters 
must be performed.  This drawback deterred the One-level approach from being fully 
robust, and hence it is not suitable for the development of CAD software.  To 
circumvent this difficulty, a robust Two-level approximation scheme was developed 
by Aksun.  This is discussed in the following section. 
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3.3.2 Aksun’s Two-level method 
To alleviate the necessity of investigating the spectral domain Green’s function in 
advance and the difficulties caused by the trade -off between the sampling range 0T  
and the sampling period, the approximation is preformed in two levels [11].  Define 
two contours on the complex k planer - , denoted by Cap1 and Cap2 , as illustrated in 
Fig. 3.4.  The mapping of the contour is performed with a real variable t and is 
defined as: 
 
( )1 , 02 01
2 , 02
02
  : ,     0 t T
  : 1 ,     0 t T
ap m z m
ap m z m
for C k jk T t
tfor C k k jt
T
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Fig. 3.4 Definition of the Sommerfeld integration path and the contours Cap1  
used in the Two-level approach [41, 42]. 
 
Note that contour 2apC  is identical to that contour defined for the One-level 
approximation.  The difference is that the value of 02T  can be set in advance to a value 
such that 
max2 max
k kr r³ , where maxkr  is determined via the maximum value of the 
dielectric wave number in the layered media.  The Green’s function is uniformly  
sampled along each contour, [ ]010,T  and [ ]020,T .  The details of how to define 01T , 
02T , and other parameters can be referred to [42].  In summary, unlike the One-level 
approximation, the Two-level approximation does not require a priori knowledge of 
the Green’s function behavior.  The only input parameters are the sampling periods 
01T  and 02T  which are typically set to a value between 100 to 300.  The value of the 
sampling periods is set to 101 throughout all the numerical examples done in this 
dissertation. 
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 The GPOF is applied in the spectral domain Green’s function to approximate 
the function on the contours Cap1 and Cap2.  The approximation can be expressed as: 
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where bn are the poles and an are the residues of the GPOF expansion.  Subsequently, 
 
( ) ( ) ( )
1 1
1 2










n m z n m z
c m z c m z
m z
N N
b k b k
n n
n nm z
G k G k G k
j k













 2 2 ,m m zk k kr = -  . (3.32) 
Equation (3.31) is then inserted into (3.26).  This can then be computed in a closed 
form via the Sommerfeld identity.  Consequently, the spatial domain Green’s function 
can be approximated as: 
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The parameters a1n, b1n and a2n, b2n are the coefficients and exponents obtained from 
the application of the GPOF method in the first and second contour of the Two-level 
approach. 
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 The Two-level DCIM can also be applied to the Sommerfeld integral of the 
form: 
 ( ) ( ) ( ) ( )21G dk H k G kr r rr r r
¥
-¥
= ò % . (3.35) 
This is necessary for the DGF coefficient ztG  (A.98).  To accommodate the first order 
Hankel function of second kind, we can use the identity [48]: 
 ( ) 2 2,1 2 2
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ò . (3.36) 
By approximating G%  with the Two-level approximation, we can derive the closed 
form expression as: 
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An alternative identity from (3.36) can be obtained by taking the derivative of the 
Sommerfeld identity in (3.27) with respect to r  [49] is: 
 ( )
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ò . (3.39) 
Our investigation concludes that the DCIM scheme using the identity in (3.39) has 
large errors in the near-field region ( 40 10k r
-< ).  On the contrary, the DCIM scheme 
using the identity in (3.36) has controllable accuracy in the near-field region. 
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 Many authors [8-10, 50-54] claimed that the DCIM could suffer significant 
inaccuracies  mainly due to two problems: (1) not extracting the quasi-static terms 
from the Green’s function; (2) introducing an incorrect branch point in the process to 
approximate the complex exponential.  Regarding the first problem, the conventional 
DCIM that is similar to Aksun’s One -level approach needed to extract the quasi-static 
terms to obtain accurate results in the near-field regions.  However, that is not 
necessary for the Two-level approach.  The approach yields highly accurate solutions 
without extracting the quasi-static terms.  With regard to the second problem, it was 
reported by Kipp and Chow [9, 44] that the DCIM needed to be modified to take into 
account the additional branch cut that is present for multilayered media with an 
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jk k
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%% % % %  (3.40) 
where A%  are the reflection coefficients (A.19) ¾ (A.21) and G%  is the spectral 
Green’s function.  Notice tha t a factor ,0 ,/z z mk k  is introduced to account for the 
branch cut.  The GPOF approximation is now performed in terms of ,0zk  instead of 
,z mk .  This misunderstanding is clarified by Aksun [55] that the introduction of the 
artificial branch cut can be avoided by using the GPOF and enough sampling points 
for the Two-level approach (the period sampling of 01T  and 02T  set to 101 points or 
more is sufficient).  The only error approximation of the solutions in the far -field 
regions for the Two-level approach is not extracting the surface-wave modes of the 
Green’s function.  Our investigation concludes Aksun’s clarification.  High accuracy 
of solution is obtained via the Two-level DCIM in the near-field region without  
extracting the quasi-static terms from the Green’s function. 
3.3.3 DCIM with Surface-wave-pole extraction 
Green function approximated using the Two-level approach can be applied to 
controllable accuracy in the near-field region.  However, the error becomes significant 
when r  becomes large.  This is due to the fact that DCIM does not accurately 
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approximate the 1/ r  asymptotic behavior inherent in the surface-wave modes that 
are dominant in the far-field.  This can be corrected by extracting the surface-wave 
modes from the DCIM approximation and adding them back in the spatial domain 
later. 
 In previous work on the DCIM, the evaluation of the surface-wave poles is 
carried out analytically using the Cauchy Residue theorem.  The Cauchy Residue 
theorem is defined: 
Cauchy Residue Theorem:  If G  is a simple closed positively oriented contour and 
f  is analytic inside and on G  except at the points 1 2, ,..., nz z z  inside G , then 
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 .(3.41) 
The analytical approach is difficult to extend to multilayered cases since the residue 
might not have an analytical solution.  A more robust approach to extract the surface-
wave pole numerically is to use a simple recursive algorithm introduced in [56], 
which is based on the Cauchy Residue theorem.  It begins with a rectangular contour 
enclos ing the region of interest.  The Green’s function is integrated over the contour.  
If the integral process is nonzero, the contour is subdivided into four contours.  This 
process is repeated until the location nk rr  and residue Res n of all the poles are found 
to be at the desired accuracy. 
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Fig. 3.5 Magnitude of Gv in the first and fourth quadrants of the complex kp-
plane for a four-layered medium.  (a) The cross-sectional view of a five 
layered media backed with PEC ground plane (b) The rectangular contour is 
bisected until the surface-wave poles are located at 01.736k kr =  and 02.435k , 
source [57].[51] 
 
 Consider the five layers medium backed by a Perfectly Electric Conducting 
(PEC) ground plane as illustrated in Fig. 3. 5(a) as an example.  The magnitude of the 
scalar Green’s function Gv is plotted in Fig 3.5(b) in the first and fourth quadrants, the 
contour integral is repeated until we found the surface -wave poles at 01.736k kr =  and 
02.435k , respectively. 
 Once the surface-wave poles are computed, the spectral Green’s function due 
to the surface-wave mode is expressed as: 
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Then, applying the identity [48], 
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the Green’s function can be expressed in a closed form in the spatial domain as: 
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The surface -wave term is then superimposed into the layer media Green’s function 
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% % %  (3.45) 
where the DCIM is applied to the extracted term swG G-% % .  Finally, the total Green’s 
function is expressed as: 
 ( ) ( ) ( ) ( )
ap1 ap2c c sw
G G G Gr r r r= + + . (3.46) 
Adding the surface-wave term into the DCIM approximation improves the far -field 
computation.  However, a problem is encountered for the near-field evaluation.  As 
discussed in [57] , when 'z z¹ , the Green’s function is not singular at 0r = ; however, 
the surface-wave term becomes singular due to the evaluation of the Hankel function.  
Another drawback of adding the surface-wave term is the difficulty to derive a closed 
form integration equation in the MoM integration for the near-field regions.  To 
circumvent these problems, we split the DCIM into two regions of r : (1) Aksun’s 
Two-level approach to approximate the spatial Green’s function in near-field regions 
( ) small r ; (2) in addition to the Two-level approach, include the surface-wave term 
to approximate the far-field regions.  The transition point between these two regions 
can be safely fixed at 0 1k r = .  A robust way we have found is to define a transition 
region with controllable error tolerance by computing the relative error between the 
numerical Sommerfeld integral and DCIM at distance points near 0 1k r = . 
3.4 Computer implementation issues 
There are three issues to be  considered when implementing the MoM code, especially 
for developing automated CAD tools for solving microwave circuits.  The first issue 
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is the implementation of DCIM.  The most important parameter used in the Two-level 
DCM is T02 shown in Fig 3.4 which is defined as: 
 
max02 0
1.2 rT k e=   (3.47) 
where 
maxr
e  is the maximum relative permittivity for the layered media in microwave 
circuits. The number of exponentials in the Two-level DCIM is automatically 
determined by equating the significant digits yielded from the Singular Value 
Decomposition (SVD) in the GPOF to the error tolerance. 
 Secondly, in order to save computer memory, we store the sample  points of all 
tabulated Green’s function into a compressed format, and several integer pointers are 
created to wisely determine the segment-window of the tabulated data to use.  The 
interpolation scheme is discussed in Section 3.4.1.  
 Finally , during the process of filling the impedance matrix, the field cells are 
sorted in an ascending order according to the separation of radial distance from the 
source cell.  For this procedure, we define two variables ¾ radius-near-field  and 
radius-far-field ¾ to check which integration scheme to use (adaptive or fixed point 
Gauss quadrature) for the source and observation cells’ interactions.  We define the 
radius-near-field  as the average of cells’ diameters and the radius-far-field as two 
times the radius-near-field.  Meanwhile, the separation distance for every reaction 
between source and field cells is calculated, and the separation distance is checked to 
ascertain whether an adaptive or fixed-point integration is used.  If the separation 
distance is smaller than the radius-near-field , an adaptive integration based on the 
Gauss Quadrature rule is employed.  If the separation distance falls between the range 
of radius-near-field and radius-far-field, we perform a fixed-point-order Gauss 
Quadrature integration proportional to the number of digits required for accuracy.  
When the separation distance is larger than the radius-far-field , integration with a 
fixed-point rule to an order of p+1 is performed, where p is the order of the basis 
function.  We utilize the Khayat-Wilton transform for the singular and near singular  
cells. 
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3.4.1 Tabulated data for layered-media Green’s functions 
Lale, Aksun et al. [58] developed the analytical formulation to solve for planar 
microstrip problems using the DCIM.  The approach is limited for rectangular mesh’s 
discretization.  The main drawback of this approach is incapable to solve for 
microwave circuits that have arbitrary shapes.  For an arbitrary patch, one may use 
numerical integration.  However, it is too expensive to compute.  It is more efficient 
to tabulate the Green’s functions as a function of r .  Subsequently , an interpolation 
scheme can be used to interpolate the Green’s function efficiently. 
3.4.2 Efficient adaptive-window 1D interpolation 
To reduce the overall fill time and comput e the impedance matrix in MoM, an 
efficient 1D adaptive-window interpolation scheme is employed to interpolate the 
value of the Green’s function in the spatial domain .  The Green’s function is pre-
computed and tabulated via the DCIM.  Subsequently, an interpolation scheme is 
utilized to approximate the Green’s function.  We employ the Silvester Lagrange 
Interpolation (SLI) scheme with order p  and local simplex coordinate u, which is  
defined as [59]: 
 ( ) ( )1 1, ,1p i pSLI R p u R p u+ -= -  (3.48) 
where ( ),iR p u  is the Silvester Lagrange polynomial defines as: 
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The sample points of the interpolation scheme are adaptively chosen to yield a 
controllable accuracy.  First, consider a segment ( )1 2,  r r  where 1r  and 2r  are the 
initial and end points respectively of Green’s function.  A new sample at the mid-
point, ( )3 1 2 / 2r r r= + , is chosen by bisecting the segment ( )1 2,  r r .  Subsequently, 
the first window enclosing all these 3 sample points are used to approximate the result 
¾ Y3(r3) at 3r  via the interpolation scheme.  Following the same procedure, we yield 
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5 sample points at the second window.  We approximate the result ¾ Y5(r3) at point 
3r .  The relative error is computed as: 
 
( ) ( )
( )







  (3.50) 
The bisecting procedure is repeated until the relative error is smaller than a given 
error tolerance. Note that t he new sample points are bisected in the equidistant manner.  
In the interpolation scheme we implemented, a maximum of nine sample points are 
allowed within a window.   
3.4.3 DOF for vertical basis reactions 
To ensure that the LCTN property of the vertical basis function is satisfied, we define 
the number of Degree of Freedom (DOF) for the source and field cells.  DOF equals 
(nc-1) where nc is the number of cells an edge shares.  For example, two cells sharing 
an edge have one DOF, and three cells sharing an edge have two DOF.  In order to 
satisfy the Kirchoff Current Law (KCL) in circuit theory, the direction of the current 
flows through the cells must be consistent.  The direction of current that flows out 
from the cell has a positive sign.  Otherwise a negative sign will be assigned to the  
current.  In the MoM, the sign is determined by choosing the smallest cell number of 
cells sharing the common edge .  For example, there are three cells that share an edge  
in Fig 3.6, hence the current is flowing into cell one and flowing out to cells two and 
three. 
2 ¬1 1 ® 3
Cell 1






Fig. 3.6 The DOF of a vertical cell element.  The sign of cell 1 has been 
assigned a positive value, while cell 2 and cell 3 are negative. 
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3.5 De-embedding scheme to extract scattering parameters  
Usually the network parameters such as the radiation and scattering parameters of RF 
and MMIC are extracted using a full-wave simulation.  The parameters being 
extracted are Y-parameters from discrete ports.  Different wave guiding structures are 
associated with these discrete ports, including microstrip lines, co-planar waveguide 
lines (CPW) or co-planar line-pairs (CPLP). 
 Two popular de -embedding schemes in electromagnetic  scattering problems 
are Chang and Rautio [60, 61].  In this dissertation, Rautio’s approach is employed for  
solving two-port network scattering parameters.  Next, the coefficients of current  
density are computed in MoM [25].  We excite each port with a delta-gap source and 
compute the port currents to find the Y-matrix as. 
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where vector V is the delta -gap source that is placed across a gap between two cells in 
the limit so that the gap separation tended to zero.  Thus, the Y-parameters can be 
extracted from a network by shorting all ports and exciting a single port with a 
voltage source.  Subsequently, a virtual short and open circuit are symmetrically 
placed in the feed line network in the reference plane.  The ABCD matrix can be 
computed by exciting the even and odd modes of the Device Under Test (DUT) under 
the feed line network.  Finally, the S-parameters can be transformed once the ABCD 
matrix is known.  A more detailed discussion about the DUT network can be found in 
the technical memorandum by Gedney [25]. 
3.6 Validation of Green’s function with horizontal 
source/observation patches via DCIM 
The advanced Two-level DCIM method presented in Section 3.3 is compared with the 
direct Sommerfeld integration, which is computed using the Weighted-average 
method.  A number of examples are chosen to attempting fully validate the accuracy 
and efficiency of the DCIM method.  Initially, consider the example of a microstrip 
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circuit printed on a single dielectric layer with the dielectric constant 3.31re = , that is 
backed by a ground plane with conductivity 74.9 10ms = ´  S/m.  The cross-sectional 
view of the microstrip is illustrated in Fig 3.7 (a).  With the presence of only a 
horizontal conductor, only two Green’s function terms ( xxG  and vtG ) in the DGF are 
required.  The Green’s functions are computed via the Two-level DCIM and the 
results are compared with the direct Sommerfeld integration.  Fig 3.7 (b) shows the 
magnitude of the Green’s functions versus 0k r  where 0k  is the free-space wave 
number and r  is the distance between the source and field points.  Note that the 
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(a)The cross-sectional view of a microstrip,  






















 (b) The comparison between DCIM and Sommerfeld. 
Fig. 3.7 Green’s function for a single layer microstrip computed via DCIM 
and a direct Sommerfeld integration.  The numerical Sommerfeld integration 
is based on the weighted average method in Michalski’s paper.  The 
operational frequency is at 2GHz. (a): The cross-sectional view of the 
microstrip; (b) The magnitude of Green’s function versus 0k r . 
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Next, Fig 3.8 (a) shows an example of a microstrip with four layers backed by a 
conductor plate, and each layer has a loss tangent of 0.001.  Note that the source z’ 
and observation z points are located at different layers.  The layered media Green’s 
functions xxG  and vtG  are computed via the DCIM, and compared with a direct 
Sommerfeld’s results.  Figure 3.8 (b) shows the magnitude of the Green’s functions, 
and Fig 3.8 (d) shows the relative error of the DCIM.  Note that in the region ( 0 3k r > ) 
the surface-wave pole extraction defined in Section 3.3.3 is employed. 
 
(a) The cross-sectional view of a microstrip, z is observation point,  



















(b) Magnitude of Green’s functions ,xx vtG G   

































(d) Relative error of DCIM 
Fig. 3.8 The comparison between the DCIM and Sommerfeld integration for 
the Green’s functions ,xx vtG G  at 20GHz for the four -layer microstrip backed 
by a plate.  Each layer has a loss tangent of 0.001.  (a) Cross-sectional view. (b) 
The magnitude of Green’s function z-integration versus 0k r . (c) The zoom-in 
view of results in the far-field region. (d) The relative error of DCIM 
compared with a direct Sommerfeld results. 
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Chapter Four: Efficient pre-computation of the DGF 
for 2.5D circuits in multi-layered media 
In Chapter 3 we considered the case of planar circuits printed on horizontal layered 
media.  However, the objective is to be able to treat the more general case of arbitrary 
shaped circuits in layered media, namely with both vertical and horizontal conductors.  
In this chapter, we present an efficient methodology for using the DCIM to 
approximate the DGF for such circuits.  The approach is limited to circuits with 
purely horizontal and purely vertical conductors ¾ namely 2.5D problems.  This is by 
no means limiting, since circuits fabricate d with lithography, etching, or epitaxial 
growth-type processes grow metal layers along the vertical dimensions.  Practical 
problems of interests are layered media for circuits with via, interconnects, air bridges, 
metal with thickness, et cetera.  The work here can be extended to general 3D 
problems.  An efficient approach to compute the DGF in layered media  for 
microwave circuits with horizontal and vertical conductors is addressed next. 
4.1 Circuits with horizontal conductors 
It is expensive to directly utilize the DCIM to compute the DGF during the 
computation of the impedance matrix for the MoM.  A more efficient approach is to 
pre-compute and tabulate the DGF via the DCIM in advance, and to utilize the 
adaptive 1D interpolation scheme presented in Section 3.4.1 to approximate the DGF 
with controllable accuracy.  For metallization in different layers, we need to tabulate 
the DGF for each source -field layer pair.  Reciprocity can be used to evaluate 
reciprocal DGF pairs, reducing the number of DGF pairs to N(N+1)/2, rather than N2 
operations, where N is the number of horizontal layers with metallizations. 
4.2 Circuits with vertical and horizontal conductors 
Circuits with vertical conductors require the pre-calculation of the DGF that is a 
function of the radial separation as well as the vertical separation of the source and 
field points.  Furthermore, the DGF is also a function of the vertical coordinate of the 
source point.  This is because the DGF is not translationally invariant with respect to z  
and z’.  Thus, the D GF must be computed for every source position z’ and every field 
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position z.  It must be noted that the DCIM only approximates the DGF as a function 
of the radial separation, r.  Consequently, a DCIM approximation must be performed 
for every anticipated source coordinate z' as a function of r and the vertical field 
coordinate z.  This computation is very time consuming, especially in the near field 
where an adaptive Quadrature integration is needed for both r  and z.  A solution to 
this problem is to pre-compute the DGF via the DCIM and tabulate it in a 2D table as 
functions of both r  and z-z’ pairs.  Subsequently, multiple  2D interpolations must be  
employed to interpolate the DGF.  For example, Ling [43]  employed the DCIM to 
tabulate the DGF as a function of r, z , and z-z’.  He utilized the Chebyshev 
interpolation scheme to interpolate the DGF for z-z’ and the Lagrange interpolation 
scheme for r.  Unfortunately, using a 2D interpolation scheme to interpolate the DGF 
can be very computationally intensive because the scheme requires fine sampling in z’, 
z-z’ and r in the near field to integrate through singularities.  In addition, fine 
sampling is also required to yield accurate solutions in the far field due to oscillatory 
nature of the DGF. 
4.2.1 Analytical evaluation of z-integration in the spectral domain . 
To avoid a costly 2D interpolation scheme, an efficient approach is to perform the z-
integration of the DGF in the spectral domain analytically.  Consider a source patch 
that has z-bounds ( )' '1 2,z z  and field patch that has z-bounds ( )1 2,z z .  For each unique 
( )' '1 2,z z  ¾ ( )1 2,z z  pair, the DCIM is used to pre-compute and tabulate the 
Sommerfeld integral resulting from the analytical z-integration of the DGF, which is a 
function of r only.  The tabulated data can then be computed using the adaptive 1D 
interpolation scheme presented in Section. 3.4.1. Therefore, a 2D interpolation 
scheme is avoided. 
The vertical conductors are assumed to be rectangular patches.  The basis 
functions on the vertical patches are the zeroth-order GWP [21] basis functions.  Both 
vertically and horizontally directional bases are supported on the vertical patch.  A 
reaction integral assuming vertical source and field patches can be written as: 
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where primes indicate source coordinates.  The Green’s function can be rewritten in 
the spectral domain via the Sommerfeld integral: 
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The order of integral is interchanged that leads to: 
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where G%  is known in a closed form.  Subsequently the z-integration can be performed 
analytically in the spectral domain.  For example, consider zzG , with the source and 
field patches in the same layer: 
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where the spectral domain zzG%  is defined as: 
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where the Fresnel reflection coefficients ,
TM
i jR%  and TMmM%  are defined from (A.19) to 
(A.21).  Subsequently, the bracketed terms in (4.4) can be derived analytically in a 
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All remaining reaction pairs of xxG , ztG , vtG , vzG  and zzG  for source and field patches 
in the same and different layers are discussed in detail in Appendix B.  An important 
observation from (4.4) to (4.7) is that the singularity is reduced when performing the 
z-integration in the spectral domain.  In addition, only the transverse-integration is to 
be performed in the spatial domain.  However, care must be taken when evaluating 
the self-cell term.  The kernel may still exhibit a logarithmic singularity at 0r = . 
While the kernel may not be numerically singular, its derivative is.  To deal with the 
logarithmic singularity numerically, the transverse source integral 't  can be split into 
two parts as: 
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To ensure high accuracy and a fast convergence rate for the solution, numerical 
integration based on the Gauss Quadrature rule with fixed-point and high-order is 
performed for the transverse field integration, while the integration based on the 
Gauss Linlog rule is employed for the transverse source integration to capture the 
singularity. 
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4.2.2 Asymptotic extraction of analytical formulations with DCIM 
As discussed in Section 4.2.1, the computation of the Sommerfeld integral in (4.4) is 
accelerated using the Two-level DCIM scheme.  However, two issues are to be  
addressed before applying the DCIM.  The first issue is that the DCIM cannot 
approximate a linear constant function accurately because a singularity occurs for  
computing the inverse vector via the Singular Value Decomposition (SVD) steps of 
the GPOF.  Thus, exponentials with zero arguments in the closed form spectral 
domain equations must be extracted either numerically or analytically before applying 
the DCIM. 
 Secondly, the analytical forms of the integral in (4.4) approximated via the 
DCIM consist of higher-order complex poles associated with the branch cut as: 
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Since DCIM only works well to approximate functions with a singularity of 1/r, (4.9) 
cannot be approximated via the DCIM accurately.  In addition, it is difficult to apply 
analytical integral identities for the Sommerfeld integral in (4.9).  Hence , the higher-
order poles must be extracted analytically before applying the DCIM.  The asymptotic 
extraction is presented in Appendix B.  We observe that the higher-order poles are 
dominant in the near field, as kr ® ¥ . 
4.3 Validation of Green’s function with vertical 
source/observation patches via DCIM 
In Section 4.2, a technique was presented where the vertical integrations for source 
and observation patches were performed analytically in the spectral domain.  The 
advantage of this approach is that it avoids the expensive pre-computation and 
tabulation of the Green’s functions over a 2D plane.  Closed form expressions were 
also derived via the advanced Two-level DCIM algorithm.  This methodology is 
validated in this section.  First, consider a vertical conductor embedded in a 
multilayered dielectric substrate as illustrated in Fig 4.1.  The conducting ground 
plane has a conductivity of 74.9 10ms = ´  S/m.  It is assumed at first that both the 
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vertical field and source patches have upper and lower z-bounds of 2.5 mm and 3 mm, 
respectively.  As an example, we compute some of the closed form z-integrations that 
are derived in Appendix B, the reader can refer to (B.88), (B.98), (B.110), and 
(B.126).  A comparison between the DCIM approximation and the direct Sommerfeld 
integration (the source and observation patch have the same z-bounds from 2mm to 
3mm) is plotted in Fig 4.2.  The relative error plot is illustrated in Fig 4. 2 (c).  For Fig 
4.3 the source point is located at z = 3mm (source layer is at 2), while the observation 
layer has a z-bound from 2mm to 3mm (observation layer is at 3).  The zoom-in view 
of the far-field and the relative error plots are illustrated in Fig 4.3 (b) and (c), 
respectively.  Both results agreed very well.  Note that in the region of 0 3k r > , the 
surface-wave pole extraction defined in Section 3.3.3 is employed to approximate the 
1/ r  characteristic behavior in the far-region.  The interpretations and derivations of 














s = 4.9x107S/m  
Fig. 4.1 Vertical strip embedded in a five layer media backed by a conducting 
ground plane  with 74.9 10ms = ´  S/m.  The vertical conductor is located 
between z = 2.5 mm and 3 mm and is assumed to be at r  = 0.  All layers ha ve 

































































(c) The relative error for DCIM 
Fig. 4.2 The comparison between the DCIM and Sommerfeld integration for 
the closed-form in (B.88), (B.98), and (B.110) at 30GHz for the microstrip 
case in Fig 4.1.  (a) The magnitude of Green’s function z-integration versus 
0k r . (b) The zoom-in view of results in the far-field region.  (c) Relative error 






























































(c) The relative error of DCIM 
Fig. 4.3 The comparison between the DCIM and Sommerfeld integration for 
the closed-form in (B.126) and (B.120). at frequency 30GHz for the microstrip 
case in Fig .4.1.  Source point is located on the interface at 3mm, observation 
is located at z-bounds 2.5mm to 3mm.  (a) The magnitude of Green’s function 





The next example is the case of a vertical stripline embedded in three dielectric layers, 
as illustrated in Fig 4.4.  The vertical conductor is situated between z = 0.508 mm and 
0.762 mm.  Both source and field patches are assumed to be at transverse levels and 
the same bounds.  The closed forms of (B.126) and (B.120) are computed via the 
DCIM and are compared with a direct Sommerfeld integration.  The magnitudes of 
the closed form results are illustrated in Fig 4.5 (a) with a zoom-in view of the far-
field region in Fig. 4.5 (b).  Finally, the relative error of the DCIM versus a direct 
Sommerfeld integral is computed and illustrated in Fig 4.5 (c).  From the figure, 
excellent results are observed via the DCIM with a relative error less than 10-4 at the 









s = 4.9x107S/m  
Fig 4.4 A strip structure embedded with three layers media between two 
conducting planes.  The vertical conductor is located at z-level from 0.508 mm 



























































(c) Relative error of DCIM 
Fig. 4.5 The comparison between the DCIM and Sommerfeld integration for 
the closed-form in (B.126) and (B.120) at frequency 20GHz for the stripline 
case in Fig 4.4.  (a) The magnitude of Green’s function z-integration versus 
0k r . (b) The zoom-in view of the results in far-field region (c) The relative 
error of DCIM compared to Direct Sommerfeld.  
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The surface -wave poles are again extracted in the far-field region when 0 3k r > .  The 
surface-wave poles for the microstrip line in Fig 4.1 and the stripline in Fig 4.4 are 
computed using the numerical contour-integral based on the Cauchy Residue 
Theorem.  The computed surface-wave poles are listed in Table 4.1.  Observe from 
Table 4.1 that the surface-wave poles for the TM and TE modes are complex numbers 
instead of real numbers, and they all lie in the fourth quadrant  of the complex 
k planer - .  This is due to the fact that all the dielectric substrates are embedded in a 
lossy materia l with a loss tangent of 0.001.  A number of other examples were studied 
to fully validate the implementation of the robust Two-level DCIM method yet is too 






Microstrip line in Fig 4.1 Stripline in Fig 4.4 










Table 4.1 TE and TM surface-wave modes for the microstrip line and stripline 
illustrated in Fig 4.1 and Fig 4.4, respectively, computed via the contour 
integration method. 
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Chapter Five: Validation 
A number of methods have been introduced in the previous chapters, including the 
application of the Khayat-Wilton transform for singular and near singular integrals, a 
robust Two-level DCIM that includes surface-wave poles and quasi-image poles, and 
an efficient method for analyzing printed structures with both horizontal and vertical 
structures.  The focus of this chapter is to validate the methods by studying both the 
accuracy and efficiency. 
5.1 Singular and near singular integrals 
Singular integral 
 
In chapter two, the Duffy and Khayat-Wilton transforms were introduced as an 
efficient technique for integrating the 1/R singularity of the layered Green’s function.  
Both techniques subdivided the surface of integration into continuous triangles that 
share a common vertex, which is the singular point.  The transformation cancels the 
singularity.  The unique nature of the Khayat-Wilton transform is that it exactly 
cancels the 1/R singularity kernel.  Once the transformation is made, a numerical 
quadrature scheme is then introduced in the parametric space.  A 1D fixed point 
Gauss Quadrature rule along the transverse direction 1u  and a 1D adaptive 
Quadrature rule in the radial 2u  direction are used respectively.  In this way, the 
number of function evaluations can be significantly reduced, while maintaining an 
accuracy solution for the integration.  To validate the  convergence of the Khayat-













Fig. 5.1 A flat linear quadrilateral is divided into four sub-triangles with a 
common vertex at the singular point mr
v .  The four vertexes are 1rv  = (5.8´ 10-4,        
-5´10-5,0), 2r
v  = (7.2´ 10-4,0,0), 3rv  = (6.7´ 10-4,1.3´10-4,0), 4rv  = (5.4´ 10-
4,1.8´10-4,0). 
 
Initially, the observation point mr
v  = (6.5´ 10-4, 8.72´10-5, 0).  Consider the following 
integral: 
 ( ) ( ) ( )' 'n n
s
I r r F R ds= Lò
v vv v  (5.1) 
where ( )'n rL
v v  are zeroth-order-divergence-conforming GWP basis functions defined 
in chapter four defined as: 
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v v  . (5.3) 
A reference result refI  for (5.1) ¾ (5.3) was initially computed using an adaptive 
Duffy transform integral with an error tolerance of 1´ 10-8.  The mean error  of the 
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The plot of the mean error versus number of Gauss -Quadrature points based on 
integrations via the Khayat-Wilton and Duffy transforms are illustrated in Fig. 5.2.  
Note that the number of Gauss-Quadrature points in the orthogonal direction for the 
Khayat-Wilton transform is proportional to the number of digits of the given error 
tolerance.  For example, two Gauss points were used along the orthogonal directions  
for an error tolerance of 0.01.  The radial direction employs of an hp-adaptive scheme 
(h-refinement and p-refinement adaptive integration) based on a 3 and 5 points 
Quadrature rule.  While the Duffy transform used a directional hp-adaptive scheme.  
Comparing the results in Fig 5.2, it is observed that the number of function evaluation 
using the Wilton method is at least three times less than the number used for the 



















no. func evaluation  
Fig. 5.2 Number of gauss points used for adaptive Duffy and Khayat-Wilton 
transforms to integrate (5.1).  Each square and circle represents the digit of 
tolerance set in sequence from 1´ 10-1 to 1´ 10-7.  The singular point is placed 




Using the same quadrilateral patch in Fig 5.1, the observation point mr
v  is located at 
(7´10-4, 8.72´ 10-5, 0).  The location is near to the edge of the quadrilateral patch but 
outside the patch.  A numerical integration based on an adaptive Gauss-Quadrature 
rule and the Khayat-Wilton transform is employed to compute the integration in (5.1).  
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The mean error defined in (5.4) versus the number of gauss points is plotted in Fig. 
5.3.  Observe that the solution computed via the Khayat-Wilton transform converges 
quickly, whereas the number of function evaluations required by the adaptive Gauss-
Quadrature integration is significantly greater (4 to 10 times more) than the Khayat-
Wilton transform.  In the next example, we alleviate the observation point to a 
distance 1´ 10-5 meter above from the patch surface , i.e. mr
v
 = (6.5´10-4, 8.72´ 10-5, 
1´ 10-5).  As discussed in Chapter two, the Khayat-Wilton transform has a log-
singularity in this case.  Consequently, Linlog Quadrature rule is used to further 
accelerate the convergence rate of the solution.  The number of function evaluations is 
significantly reduced when comparing to a conventional adaptive Quadrature 
integration.  Furthermore, the Linlog rule maintains a rapid slope of convergence.  
This is illustrated in Fig 5.4.  When the projected distance is gradually decreasing, the 
Linlog rule has a more rapid slope of convergence.  This is further illustrated in Fig 



















no. func evaluation  
Fig. 5.3 Number of gauss points used for adaptive Duffy and Khayat-Wilton 
transform to integrate (5.1).  Each square and circle represents the digit of 
tolerance set in sequence from 1´ 10-1 to 1´ 10-7.  The near singular point is 





















no. func evaluation  
Fig. 5.4 Number of function evaluations for Duffy, Khayat-Wilton with and 
without using the Linlog integration rule to integrate (5.1).  Quadrilateral 
patch is the same in Fig. 5.1, except the projected distance projd = 1´ 10-5.   




















no. func eval  
Fig. 5.5 Number of function evaluations for Duffy, Khayat-Wilton with and 
without using the Linlog inte gration rule to integrate (5.1).  Quadrilateral 
patch is the same in Fig. 5.1, except the projected distance projd = 1´ 10-6.   





















no. func eval  
Fig. 5.6 Number of function evaluations for Duffy, Khayat-Wilton with and 
without using the Linlog integration rule to integrate (5.1).  Quadrilateral 
patch is the same in Fig. 5.1, except the projected distance projd = 1´ 10-7.   
The singularity point is located at (6.5´ 10-4, 8.72´10-5, 1´10-5) 
5.3 Planar microwave circuits  
The DGF validated in the previous section were implemented within a computer 
program that performs a Method of Moment (MoM) solution for circuits and antennas 
printed in a multi-layered media.  The MoM formulation is based on a Galerkin 
discretization of the MPIE as described in Section 2.1.  The DGF were pre-computed 
via the Two-level DCIM method and were tabulated in a 1D table.  The table is filled 
adaptively in order to maintain a desired level of accuracy.  A fast interpolation 
scheme described in Section 4.3.1 is then used to approximate the DGF for the MoM 
reaction integrals.  The Khayat-Wilton transformation is used to compute both 
singular and near singular integrations.  The MoM code is validated first for circuits 
composed of only horizontal metallization.  These results are presented in Section 
5.3.1.  Then more general circuits with multiple horizontal and vertical conductors in 
multilayered media are validated.  These results are detailed in Section 5.3.2 ¾5.4. 
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5.3.1 Planar microwave circuits in single horizontal conducting layer 
The first example we chose is a microstrip ring resonator printed on a Silicon 
substrate of dielectric constant 11.7 as illustrated in Fig 5. 5 (a).  The resonator is 
designed to yield resonant at 10GHz w ith radius  equals to a quarter-wave length that 
is approximated as 3205mm.  The detail of designing the ring resonator is out of the 
scope of this dissertation.  Reader can refer to papers [62-70].  The  ring resonator is 
discretized with quadrilateral meshes as illustrated in Fig 5. 5 (b).  Subsequently, Fig 
5.6 shows the magnitude and phase of the S-parameters of the resonator that 
computed via the DCIM.  The results are compared w ith the computed results via the 






11.7re = tand = 0
s= 4.9x107S/m  
(a) The cross-sectional view of the microstrip ring resonator 
 
 
(b) The top-view of the microstrip ring resonator 
Fig. 5.5  Geometry of the microstrip ring resonator.  (a) The cross-sectional 
view of the microstrip ring resonator. (b) the top-view and the quadrilateral 
mesh of the resonator.  The gap between the feedline and the resonator is 






































(b) Phase of  the S-parameters for a microstrip ring resonator. 
Fig. 5.6 The S-parameters of the microstrip ring resonator shown in Fig 5.5. (a) 
S-parameters versus frequency. (b) Angles for the S-parameters versus 
frequency.  The computed results via DCIM are compared with Zeland’s IE3D. 
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Next a 10GHz stripline ring resonator is modeled.  The layout of the stripline is 
illustrated in Fig 5. 7 (a).  The stripline is embedded in four layers and bounded by two 
planes.  The dielectric constants and thickness of the layers are given in Fig 5.7 (a).  
The gap between the feed line and the resonator is 50 mm to exhibit a strong coupling 
effect. Fig 5. 7 (b) illustrates the quadrilateral mesh of the resonator.  The S-
parameters of the two-port network are computed with the DCIM.  These results are 
compared with the results computed independently with IE3D.  The magnitude and 
phase of the S-parameters are illustrated in Fig 5. 8 (a) and (b), respectively.  Both 











s = 4.9x107S/m  
(a) Cross-sectional view of the stripline ring resonator. 
 
(b) Top-view of the stripline ring resonator. 
Fig. 5.7 Geometry of the stripline ring resontor.  (a) The cross-sectional view 
of the stripline ring resonator. (b) the top-view and the quadrilateral meshed of 
the resonator.  The gap between the feed line and the resonator is 50mm, radius 






































(b) Phase of the S-parameters of the stripline ring resonator. 
Fig. 5.8 The S-parameters of the stripline ring resonator shown in Fig 5. 7. (a) 
S-parameters versus frequency. (b) Phase for the S-parameters versus 




The surface current density on the stripline computed at the resonant frequency is 
illustrated as Fig 5.9. This is presented as a normalized current distribution in a dB 
scale.  Interestingly , the smallest current is accumulated at the portion of the resonator 
that is parallel to the feed line, while the maximum current is present at the portion 90 




Fig. 5.9 The normalized current distribution of the stripline ring resonator 
showed in Fig 5. 7.  The magnitude of current is scaled in dB and the 
operational frequency is 10GHz. 
 
 Next, a six-pole hair-pin microstrip band pass filter printed on a RT/Duroid 
substrate with thickness of 0.81 mm and having a permittivity of 3.31re =  is 
analyzed.  The cross-sectional view of the filter is illustrated in Fig 5. 10 (a).  The 
elliptic -type band pass filter has the feature that it has two steep gradients of 
attenuation poles outside the band of interests, which are due to the even and odd 
modes of the resonator.  Figure 5.10 shows the top-view and layout of the six-pole 
band pass filter discretized with quadrilateral mesh.  The magnitude and phase of the 
S-parameters computed with both the DCIM and IE3D  are illustrated in Fig 5.11.  The 
results agree extremely well.  The filter has a reflection loss below -20dB within the 
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pass band, while the insertion loss within the pass band is about -1.2dB.  The loss 
effect is mainly due to the conductor loss, dielectric loss , and surface-wave modes.  
The normalized current density distribution of the band pass filter computed at 
2.18GHz is illustrated in Fig 5.12. 
 
 
Fig. 5.10 The top-view of the six-pole band-pass filter.  The filter is 





































(b) Phase of S-parameters for stripline ring resonator 
Fig. 5.11  The comparison of DCIM and Zeland’s IE3D results of the six-pole 




Fig. 5.12  The normalized current distribution of the six-pole band pass filter 
shown in Fig 5.10.   The magnitude of current is scaled in dB and the 
operational frequency is 2.18GHz. 
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5.3.2 Planar microwave circuits in multiple horizontal conducting 
layers 
For this section, a circuit with horizontal metallization at different layers is studied.  
The cross-sectional view of the layered media is illustrated in Fig 5. 13 (a), except the 
relative permit tivity for the lossless substrate ( tan 0d = ) is 
1
2re = , 2 4re = , 3 6re =  
and 
4
8re = .  The cross-coupled resonators are located at multiple horizontal-layer 
interfaces at z = 100, 200, and 300 mm.  The layout of the cross-coupled resonator in 
multiple horizontal layers media is showed in Fig 5. 13 (b).  The length and width of 
the resonators are 200 mm.  The magnitude and phase of the S-parameters were 
computed and compared with IE3D.  The results are illustrated in Fig 5.14, both 
results agree quite well.  The normalized surface current density distribution of the 
cross-coupled filter at the resonant frequency (11.5 GHz) is illustrated in Fig 5. 15.  As 
a reference , the same MoM simulation is performed using a direct Sommerfeld 











s = 4.9x107S/m  
(a) cross-sectional view 
 
(b) 3D view 
Fig. 5.13  The layout of the cross-coupled resonator in multiple horizontal 
layered media.  The filter is discretized with quadrilateral mesh.   Strip width = 








































(b) Phase of the S-parameters of the cross-couple filter. 
Fig. 5.14  The comparison of the DCIM, Sommerfeld integration and Zeland’s 
IE3D results for the cross -coupled resonator. (a) The Magnitude of S-





Fig. 5.15  The normalized current distribution of the cross-coupled resonator 
showed in Fig 5.13.   The magnitude of current is scaled in dB and the 
operational frequency is 11.5GHz. 
5.4 2.5D or 3D planar microwave circuits  
In this section, examples of circuits with both vertical and horizontal conductors in 
multi-layered media are studied.  A practical example of a 3D planar microwave 
circuit is the microstrip spiral inductor illustrated in Fig 5. 16.  The structure of the 
spiral inductor is a rectangular that consists of two air bridges across one of the feed 
lines.  The height and span of the air bridges are 1.0 mm and 6.0 mm, respectively.  
The material substrate used for the inductor is RT/Duroid with permittivity of 9.6 and 
thickness of 2 mm.  The S-parameters were computed using the DCIM and closed 
form Green’s function for vertical basis reactions.  These results are illustrated in Fig 
5.17.  The computed results agree quite well with IE3D even at resonant frequency.   
Moreover, the computed results are also agree very well with data published by Ling 
in [43].  The normalized current distribution of the spiral inductor at the resonant 








9.6re = tand =0.01
s  
(a) cross-sectional view 
 
(b) 3D view 
Fig. 5.16  The layout of microstrip spiral inductor.  The inductor is discretized 
with a quadrilateral mesh.  The substrate of the microstrip used is RT/Duroid 
with loss tangent of 0.01 (e r = 9.6-j0.096), the thickness of the substrate is 
2mm.  The conductor width and the spacing between the conductors is 2mm, 










































(b) Phase of the microstrip spiral inductor. 
Fig. 5.17  The comparison of the DCIM, Sommerfeld integration and Zeland’s 
IE3D results for the microstrip spiral inductor shown in Fig 5. 16. (a) The S-
parameters of the inductor. (b) Phase of the inductor. 
 
 
Fig. 5.18  The normalized current distribution of the microstrip spiral inductor 
shown in Fig 5.16.  The magnitude of current is scaled in dB and the  
operational frequency is 3.55GHz. 
 
Next, we conduct two examples of 3D planar microwave circuits that require junction 
bases.  The first example is a microstrip rectangular spiral that has the RT/Duroid 
substrate with loss tangent of 0.01 (e r = 9.6-j0.096) as illustrated in Fig. 5.19.  
Observe from the figure that the air bridge connects the end of spiral and the feed line, 
hence there are two junctions located at the pad bases of the microstrip .  The S-
parameters were computed using the DCIM and a direct Sommerfeld using the closed 
form Green’s function with vertical basis reactions.  These results are illustrated in 
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Fig 5.20.  The computed results agree quite well with IE3D even at the resonant 
frequency.  The normalized current density distribution of the microstrip spiral at the 






9.6re = tand = 0.01
s  
(a) cross-sectional view 
 
(b) 3D view 
Fig. 5.19  The layout of microstrip spiral inductor  w ith two junctions.  The 
inductor is discretized with quadrilateral mesh.  The substrate of the microstrip 
used is RT/Duroid with loss tangent of 0.01 (e r = 9.6-j0.096), the thickness of 
the substrate is 0.2mm.  The conductor width and the spacing between the 
conductors is 0.2mm, the height and span of the air bridges is 0.1mm and 









































(b) Phase of the microstrip spiral inductor. 
 
Fig. 5.20  The comparison of the DCIM, Sommerfeld integration and Zeland’s 
IE3D results for the microstrip spiral inductor shown in Fig 5.19. (a) The S-





Fig. 5.21  The normalized current distribution of the microstrip spira l inductor 
shown in Fig 5.19.  The magnitude of current is scaled in dB and the 
operational frequency is 3.55GHz. 
 
We compare the CPU time of the fill and the  matrix solved times for the impedance 
matrix via the DCIM and IE3D  with the examples shown above.  The data is 
summarized in Table 5.1.  Integration techniques based on the Duffy and the Khayat-
Wilton transform are compared, while the layered media Green’s function is 
approximated using DCIM.  All the simulations were performed using the HP 
superdome (SDX) cluster at the University of Kentucky.  This cluster has 248 3.4GHz 
Intel Xeon em64t processors @ 2GB per processor.  Only simulations performed on a 








DGF. (s) fill/solve per 
freq. (s) 
total/freq (s) 
Ie3d 692/1066 na na 11 
Duffy& 
Adap Q.L.+SI 
644/1066 1.71 20.42/0.78 22.91 
Duffy& 
Adap Q.L.+DCIM 
644/1066 0.04 19.77/0.79 20.60 
Khayat-Wilton 
+DCIM 
644/1066 0.04 13.66/0.78 14.48 




DGF. (s) fill/solv e per 
freq. (s) 
total/freq (s) 
Ie3d 588/852 na na 8 
Duffy& 
Adap Q.L.+SI 
548/822 2.2 21.22/0.30 23.72 
Duffy& 
Adap Q.L.+DCIM 
548/822 0.04 21.28/0.30 21.62 
Khayat-Wilton 
+DCIM 
548/822 0.04 11.44/0.31 11.79 




DGF. (s) fill/solve per 
freq. (s) 
total/freq (s) 
Ie3d 1320/2188 na na 96 
Duffy& 
Adap Q.L.+SI 
1320/2188 2.65 56.18/5.96 64.79 
Duffy& 
Adap Q.L.+DCIM 
1320/2188 0.05 49.14/5.96 55.15 
Khayat-Wilton 
+DCIM 
1320/2188 0.05 34.59/6.28 40.92 
(c) Six-pole bandpass filter in Fig 5.10 
Table 5.1 The comparison of the CPU time for DCIM, Sommerfeld 
integration and Zeland’s IE3D results for the microstrip ring resonator, 














  # cells/unks DGF. (s) fill/solve per freq. (s) total/freq (s) 
SI 284/424 9.53 20.49/0.04 30.06 
DCIM 284/424 0.77 20.92/0.05 21.74 
Multiple-horizontal cross-coupled in Fig 5.13 
 
  # cells/unks DGF. (s) fill/solve per freq. (s) total/freq (s) 
SI 71/72 6.9 4.13/0.0 11.03 
DCIM 71/72 1.06 4.13/0.0 5.19 
Microstrip air-bridge spiral inductor in Fig 5.16 
 
  # cells/unks DGF. (s) fill/solve per freq. (s) total/freq (s) 
SI 82/95 8.5 4.52/0.01 13.03 
DCIM 82/95 1.07 4.49/0.01 5.57 
Microstrip air-bridge spiral inductor with junction in Fig 5.19 
Table 5.2 The comparison of the CPU time for DCIM and Sommerfeld 
integration with analytically closed-form of z-integration in spectral domain 
on the vertical patch for the multiple horizontal cross-coupled, microstrip air-
bridge spiral inductor with and without junction. 
 
Observe from Table 5.1 and Table 5.2 that the pre-computation and tabulation time of 
Green’s functions using the DCIM was an order of magnitude faster than a direct 
Sommerfeld integration.  Meanwhile, the time to fill the impedance matrix using the 
integration scheme based on the Khayat-Wilton transform was about twice as fast as 
the integration based on the Duffy and adaptive Gauss Legendre. 
 Finally, we model the inductor with a solid air bridge that has a thickness of t 
= 0.1 mm.  The layout of the circuit is illustrated in Fig 5.20 (a).  The magnitude and 
phase of the S-parameters computed via the DCIM are illustrated in Fig 5.20 (b) and 
(c), respectively.  From these figures, a good agreement is observed comparing with 
IE3D. 
 


































(c) Phase of S-parameters. 
Fig. 5.20  The layout of microstrip spiral inductor  with thickness t = 0.1mm.  
The inductor is discretized with quadrilateral mesh.  The substrate of the 
microstrip used is RT/Duroid with loss tangent of 0.01 (e r = 9.6-j0.096), the 
thickness of the substrate is 0.2mm.  The conductor width and the spacing 
between the conductors is 0.2mm, the height and span of the air bridges is 
0.1mm and 1.1mm, respectively. (a) The 3D layout view (b) Magnitude of S-
parameters (c) Phase of S-parameters. 
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Chapter Six: Fast Solution Technique 
6.1 Introduction 
In this chapter, a fast method of moment solution for the network parameter extraction 
of passive circuit structures printed in a layered medium is presented.  The method of 
moments procedure is founded on a Galerkin based solution of MPIE in Section 2.1 
that employs a GWP zeroth-order divergence conforming basis functions.  To 
accelerate the computation, a fast solution procedure based on the Quadrature 
Sampled Pre-Corrected FFT (QSPCFFT) method is presented [71] .  The QSPCFFT is 
in the same class of techniques as the adaptive integral method (AIM) [72] , the pre-
corrected FFT [50, 73, 74], the sparse matrix/canonical grid algorithm [75] and the 
Fast Multipole Method (FMM) [76-79].  Near interactions are computed using the 
traditional integral equation formulation and stored in a compressed format.  Far 
interactions are not directly computed or stored.  Rather, when performing a matrix-
vector multiplication, the contribution from far interactions is accelerated via the FFT.  
What distinguishes the QSPCFFT method from previous techniques, is that it does not 
explicitly require the computation of moment s or an expansion of the Green’s 
function.  Rather, the FFT of the surface current density is computed directly using 
the discontinuous FFT of Fan and Liu [80].  It is shown herein that the QSPCFFT 
method is highly accurate and efficient.  The solution scales with a computational 
complexity of ( )logO N N  and memory as ( )O N .  It is worth it to mention that the 
DCIM is also suitable to be applied to the FMM.  However, a separation of multipole 
expansion must be done for each complex exponential, DGF term or coefficient, and 
each 'z z-  pair. 
6.2 Quadrature -Sampled FFT (QSFFT) 
The discretization of the MPIE in (2.6) leads to a linear system of equations,  
 Z =j v   (6.1) 




 The linear system in (6.1) will be solved using an iterative solution technique.  
This requires a series of matrix vector products with the impedance matrix Z.  To 
accelerate these products, the impedance matrix is broken up into its near and far-
field contributions as: 
 near farZ Z+ =j j v .  (6.2) 
nearZ  is a sparse matrix representing the near interactions and is stored in a 
compressed format.  The entries of nearZ  are computed to a specified accuracy using 
adaptive numerical Quadrature.  farZ  represents far interactions.  More explicitly, 
these are entries of Z that can be computed to a specified accuracy using a fixed qN -
point quadrature rule for both the inner and outer integrals of (6.1).  farZ  is not 
actually stored.  Rather a fast matrix-vector product that computes farZ a  is applied 
using FFT techniques. 
 Taking advantage of the translational invariance of the Green function along a 
horizontal plane, the matrix-vector product farZ j  is accelerated via the FFT.  This far 
interaction represents the convolution of a source current and the Green’s function 
assuming that the observation point is sufficiently far removed from the source.  
When computing multiple source interactions with multiple fields points, the 
convolution can be accelerated via the  operation { } { }{ }-1 G × JF F F , where F  
denotes the fast Fourier transform (FFT).  The standard FFT requires that the data be 
sampled at the vertices of a uniformly spaced grid.  However, the current density is 
supported by GWP basis functions on an arbitrary mesh discretization.  It is shown 
here that the Fast Fourier transform of the current can be performed using the 
discontinuous FFT of Fan and Liu [80] .  At this point, assume that the current density 
to be Fourier transformed is situated in a horizontal x,y-plane (that is parallel to the 
layered media interface).  The surfaces describing the printed circuit in this plane are 
discretized into cN  curvilinear triangle or quadrilateral cells.  An qN -point 
quadrature rule is then enforced over each cell so that the Fourier transform of the 
current is approximated as: 











e ds g e pp w ××
= =
= » ååòòò
k rk rJ k J r J
%%% % , (6.3) 
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where ( ),t x yk k=k % %%  is the transverse wave -vector, lqJ ( ( )lq= J r ) represents the current 
density sampled at the quadrature abscissa point 
lqr  on the l-th patch, lqw is the 
quadrature weight, and 
lq
g  is the Jacobian evaluated at 
lqr .   
 The exponential function in (6.3) is a smooth function over all space.  Thus, it 
can be interpolated from the uniform grid indices to the quadrature points as [80]: 
 ( ) ,22 ,
0 0
yx










= Få å k rk r r
%%
, (6.4) 
where , ( )x y ln n qF r  are smooth interpolation polynomials with finite support.  For 
simplicity in notation, the summation in (6.4) is taken over the entire uniform grid.  
However, the interpolation polynomials , ( )x y ln n qF r  are non-zero only in a region local 
to 
lq
r .  Combining (6.4) with (6.3), leads to 
 ( ) ,2,
1 1 0 0
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q yc l x
n nx y
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The order of summation is then rearranged [80], leading to: 
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%% % % , (6.7) 
where ,x yn nj%  represents the interior double summation of the expression in (6.6).  
Letting ,x yn nj%  be a single entry of the column vector j% , then j%  can be expressed in 
operator form as: 
 WL=j j% .  (6.8) 
where j  is the vector of unknown coefficients, L j  represents the total current 
sampled at the quadrature points and weighted by 
l lq q
g w , and W is a sparse matrix, 
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where the ll q´ -th entry of the x yn n´ -th row is ( ),x y ln n qF r .  It is noted that W is 
sparse since only local interpolation functions are used. 
 Next, from (6.7) it is seen that ( )J k% %  is efficiently evaluated for discrete values 
of k%  via the FFT as: 
 { }( ) WL=J k j% % F .  (6.9) 
The convolution of the Green’s function with the current is then approximated as: 
 { } { }{ } { }1 G WL WL- × =j jF F F H , (6.10) 
where G  is the dyadic Green function in (2.7) evaluated at the uniform FFT grid 
points, but set to zero at the origin avoiding the near-field singularity.  Thus, it is 
referred to as the windowed  dyadic Green’s function. 
 The convolutional expression in (6.10) computes the field at the uniform grid 
points.  However, what remains is the compute the inner product of the test vector T 
with the electric field.  To perform this operation, fields are interpolated from the 
uniform grid to the quadrature points.  Then, the inner product of the test vector is 
performed by weighting the interpolated fields by the quadrature weights and the 
Jacobian and then summing up this quantity over the quadrature points.  The final 
expression can then be expressed in operator form as: 
 { }far T TZ L W WL=j jH  (6.11) 
where the operator TW  interpolates the fields to the quadrature points, and the 
product with TL  then performs the inner product with the test vector –  effectively 
using an 
lqN -point quadrature rule for the l-th patch.  
 Since the FFT is a global operation, the operation on the right-hand-side of 
(6.11) has overlapping support in the near field region.  Consequently, the product 
nearZ j  must be corrected.  This is done a priori and is thus referred to as a pre-
correction of the sparse near field matrix nearZ .  This is expressed as [73]:  
 { }near near T TZ Z U L W WLé ù= - ë ûj% H , (6.12) 
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where U restricts the results to the support of the non-zero entries of nearZ .  The pre-
corrections can be performed very efficiently by effectively using a discrete impulse 








j   (6.13) 
Then, the pre-correction can be computed as: 
 
,, , i j
near near T T
i j i j i w jZ Z U L W G WLé ù= - × Äë ûj
% , (6.14) 
where 
,i jw
G  is sampled at the uniform grid points, and Ä  implies a discrete 
convolution.  It is noted that the products with WL  and T TL W  can be done locally and 
do not require the global sparse matrices.  Furthermore, the support of 
,i jw
G  used for 
the discrete convolution is determined by the support of the test function and the basis 
function relative to the uniform grid. 
 If the circuit lies entirely within a single plane of the layered medium, then 
only a single FFT will need to be done.  However, if there is vertical metallization and 
multiple horizontal metal layers, then multiple FFT’s will need to be performed.  The 
reason for this is that the dyadic Green’s function is translationally invariant along the 
horizontal direction, but not the vertical direction.  However, it can be set up so that 
only one FFT per layer (of the layered medium) needs be performed. 
6.3 Validation 
To validate the QSPCFFT algorithm , consider a microstrip patch array antenna, as 
illustrated in Fig. 6.1.  The antennas are printed on a 31 mil substrate with 4.4re = .  
The scattering parameters of the 2 element array are also illustrated in Fig. 6.1 and are 
compared to those computed via Zeland IE3D™.  The array of the antenna was 
increased from 2 to 16.  The solution was obtained via the QSPCFFT algorithm with a 
BiCGSTAB(l) iterative solver [81] with l = 4.  The CPU times required to compute 
the near field matrix and its pre-corrections are graphed in Fig. 6.2 as a function of N.   
Also, the CPU time per iteration is also presented.  The memory requir ed by the 
QSPCFFT algorithm is presented in Fig. 6.2 as well and is compared to that required 
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by a full-direct solve (assuming complex double precision for both approaches).  
Observing these results, it is seen that the fill time scales close to O(N), the cost per 
iteration scales close to O(NlogN), and the memory as O(N), as expected by the 
algorithm. 
 A final example is a spiral inductor array loaded microstrip line, illustrated in 
Fig. 6.3 (a).  The line is printed on a 10 mm InP substrate.  Each inductor has a radius 
of 200 mm.  The spacing between inductor load pairs is also 200 mm.  The scattering 
parameters were extracted via the QSPCFFT accelerated method of moment solution 
over the frequency range of 0.1 –  100 GHz.  These results are illustrated in Fig. 6.3 
(c).  These results are also compared to those computed via Zeland IE3D .  Excellent 
agreement is observed. Results obtained via the QSPCFFT solution are compared to 





Fig. 6 .1 2-element microstrip patch antenna array filter printed on a 31 mil 





Fig. 6 .2 Scaling of CPU time and memory as the patch array in Fig 6.1 is 
increased from 2 to 16 patch antennas.  The memory compares the QSPCFFT 



































conductors 4.1 10  S/ms = ´
 
 (a) Top view (b) Cross section view 
 
  
                 (c) S-parameters of UKY and IE3D              (d) QSPCFFT and direct LU 
 
Fig. 6.3 Spiral inductor loaded microstrip line.  (a) Top view, (b) Cross section 
of the microstrip line and substrate, (c) Comparison of the QSPCFFT solution 
(denotes as UKY) and Zeland’s IE3D, and (d) Comparison of QSPCFFT and 
direct LU factorization solutions. 
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Chapter Seven: Conclusion and Future work 
7.1 Conclusion 
In this dissertation, an efficient integral equation technique based on the MPIE has 
been implemented for the analysis of microwave circuits.  The GWP zeroth-order 
divergence conforming basis function is employed in the MoM analysis.  An adaptive 
numerical integration based on the Khayat-Wilton transform is employed to deal with 
the 1/R singularity and near-singularity of the kernels.  The time consuming direct 
Sommerfeld integration of the layered media Green’s function is circumvented by 
applying the Two-level DCIM scheme.  Furthermore, for circ uits with both horizontal 
and vertical conductors, a costly 2D interpolation of the Dyadic Green’s Function 
(DGF) is avoided by using a closed-form evaluation of the z-integrations in the 
spectral domain in layered media.  The calculation of the closed-form is further 
accelerated by using the Two-level DCIM.  Moreover, the singularity of the z-
integration is removed.  Finally, the use of the QSPCFFT in the MoM analysis 
accelerates the iterative costs of complexity to a scale of O(NlogN), rather than a scale  
of O(N2) with a direct solver. 
7.2 Future work 
The current algorithm is only valid to solve microwave circuits with either purely 
horizontal or vertical conductors in layered media.  In order to solve for more general 
and complicated structures such as antenna s with conical shapes, coaxial lines, and 
antennas with wire-bonds, several tasks are outlined in the next section. 
7.2.1 Modify the layered-media Green’s function 
For solving arbitrary 3D microwave structures, the DGF with both horizontal and 
vertical currents is required.  A suitable DGF is based on the formulation C proposed 
by Michalski and Zhang [3].  The new dyadic kernel for the MPIE formulation in 




















  (7.1) 
where the Green’s functions in (7.1) are presented in their paper from (43) to (53).  
Meanwhile, the correlation factor eF  in (2.4) is required for the scalar potential 
kernel. 
7.2.2 Incorporate Pre-corrected Fast Fourier Transform for 3D 
structures 
The fast technique based on the QSPCFFT is presented in Chapter six for 2D 
problems with horizontal conductors.  For problems with vertical conductors, the 
closed form z-integrations in the spectral domain are required to compute via FFT for 
each layer and maintain ( )logO N N  complexity for the matrix-vector multiplication. 
7.2.3 Extension to higher-order basis functions 
For complicated microwave circuit structures, a very fine detail in mesh discretization 
is necessary for low-order basis functions in order to yield accurate results in the 
MoM analysis.  As a result, a large matrix is to be solved, which is very time 
consuming.  A better approach is to utilize higher-order interpolatory basis functions 
that result in a better convergence rate and yield an accurate solution even with a 
coarse discretization.  Thus, the derivation of the closed-form z-integration in the 
spectral domain with higher-order basis functions is necessary.  
7.2.4 Optimization algorithm 
For microwave circuit design, an optimization process is essential to meet 
specifications and to minimize attenuation loss.  Many efficient optimization 
algorithms have been reported in literature, such as the optimization scheme based on 
the Genetic Algorithm [89, 90] .  In the optimization process , one can refill the entire  
z-matrix every time when a parameter is changed.  However this approach is 
inefficient and expensive.  A more efficient optimization approach is to refill the z-
matrix entries corresponding to the points where the parameters are modified [91, 92].  
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The remaining entries of the z-matrix are unaltered.  Hence, a large amount of time is 




Assume an arbitrary point source representing an electric current density 
ˆ( ) ( )Ia d¢ ¢= -J r r r , where aˆ ¢  is an arbitrary unit vector.  The vertical electric field 
can then be expressed as [93]: 


















Similarly, the vertical magnetic field is: 
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1 1,N Ne m- -
z z¢=
 
Fig. A.1 arbitrary point source embedded in the m-th layer of an N-layer medium. 
 
Next, assume the source to be located in the mth-layer of an N-layer medium as 
illustrated in Fig. A.1.  Initially, assume that the source is radiating in a homogeneous 
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space with physical material parameters ( , , ,tan )
m mr r m me m s d , where mre  is the relative 
permittivity (F/m) (a real number), 
mr
m  (H/m) is the relative permeability, ms  is the 
conductivity (S/m), and tan md  is the loss tangent.  Meanwhile, the complex relative 
permittivity is defined as: 










= - +  (A.3) 
To determine the fields within the layered medium, we will first apply the Weyl 
identity and express the current as a continuous spectral of planar current sheets [30, 
94].  Each sheet emanates a plane wave, for which a closed form solution of the 
integral exists.  The spatial domain Green’s function will then be found through 
Sommerfeld integrals.  This is derived in the following.  It is noted that the notation 
used herein is adopted directly from [95, 96]. 
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and from (A.2) 
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The transverse fields can be derived directly from the vertical fields.  These are easily 
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Now, we can assume that the source lies in the mth layer of an N-layer medium.  
Given this, we will proceed to compute the fields radiated by the source in the mth 
layer as well as an arbitrary layer i either above or below the source level (i.e., i < m, 
or i > m, respectively).  This is addressed in each of the following subsections. 
A.2 Observation field in the mth layer 
Initially, consider the field radiated in the mth layer due to the arbitrary point source in 









E z g g
k z k z
a a
æ ö¶ ¶¢ ¢= × + + Ñ ×ç ÷¶ ¶è ø














%%  (A.11) 
where the k-space Green’s function are defined as: 
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where TM/TE refers to either TM or TE, and /, 1
TM TE
m mR +  are the Fresnel reflection 
coefficients resulting from the reflection of a TM  or TE-polarized plane wave 
(respectively) by a material half space.  These are defined as: 
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The Fresnel coefficients satisfy the identity: , ,1, , 1
T M T E TMTE
m m m mR R+ += - .  We can also define the 
Fresnel transmission coefficients:  
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2
1 m m zTE TEm m m m












The coefficients R%  in (A.20) and (A.21) are referred to as the generalized reflection 
coefficients, and include multiple reflections due to the layers beyond the interface.  
The generalized reflection coefficients can be found recursively.  That is, if region 1 
and region N are half spaces, then we can define /, 1 0
TM TE
N NR + =% .  Consequently, starting 
with /1,
TM TE
N NR -% , we can find all /, 1TM TEm mR +%  recursively through /1,2TM TER%  using (A.20).  
Similarly, defining /1,0 0
TM TER =% , then starting with /2,1TM TER% , we can find all /, 1TM TEm mR -%  
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recursively through /, 1
TM TE
N NR -%  using (A.21).  Finally, in the event that region N is PEC, 
then 1, 1
TM
N NR - = +%  and 1, 1TEN NR - = -% , and again /, 1TM TEm mR +%  can be found recursively using 
(A.21).  A similar statement can be made if region 1 is PEC. 
 In (A.12) - (A.14), the k-space Green’s function can be expressed as a 
superposition of  the primary field  and the reflected field.  The primary field is simply 
the field due to the direct radiation of the Green’s function.  The reflected field is due 
to multiple reflections off the boundary interfaces.  To this end, we express: 
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% %%  (A.30) 
Due to the linearity of the operators in (A.10) and (A.11), we can also express: 
 ,
P R P Rm m m m m m
z z z z z zE E E H H H= + = +% % % % % % . (A.31) 
Following (15) – (24) of [95] , the total primary electric field is expressed in the 
spectral domain as: 
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a a a a a
é ù
¢ ¢× = × + ×ÑÑ×ê ú
ë û
E% %  (A.32) 
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 Next, we consider the multiple reflected wave.  Before deriving a symmetric 
operator similar to that expressed in (A.33), it is recognized that vertical electric field 
radiated by the vertical and horizontal have symmetric and anti-symmetric 
components.  This is predominately due to the flipping of the sign of the field radiated 
above or below the current sheet for the horizontal dipole case due to a reflecting 
boundary either above or below the source.  This is immediately observed from 
comparing (A.15) and (A.16) with (A.17) and (A.18).  Namely, the first term in the 
parenthesis of (A.15) and the second term in the parenthesis of (A.16) is equal to the 
first term of (A.17) and the second term of (A.18), respectively, for the TM-
polarization.  These correspond to the symmetric term.  Similarly, the second term in 
(A.15) and the first term in (A.16) is equal to the negative of the second term of (A.17) 
and the first term of (A.18), respectively, for the TM-polarization.  These translate to 
the asymmetric terms.  Based on this observation, it appears to be advantageous to 
further decompose 
RTE
mg%  and 
RTM























  (A.35) 
where, from (A.12) ¾ (A.18), the asymmetric  terms are: 
, , 1 , ,
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% % %  (A.36) 
and the symmetric terms are: 
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% % % . (A.37) 
The contribution to /
RATM TE
mg%  can be thought of as the principal reflections off the 
upper and lower boundaries (weighted by the multiple reflection term /TM TEmM% ) and 
the contribution to /
RSTM TE
mg%  can be thought of as due to the secondary reflections.  It is 
noted that the asymmetric term /
RATM TE
mg%  arises from the sign difference in the leading 
terms of TMmE%  and TMmF%  as compared to TMmB%  and TMmD% . 
 Next, the electric due to the reflecting boundaries will be decomposed into 
RSE%  and RAE% .  Initially, we will explicitly construct the contribution due to the upper 
boundary, where in general: 
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Then, combining (A.42), (A.41), (A.39) and (A.40) with leads to: 
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then (A.43) can be rewritten as: 
( )( ) ( )2 21 1ˆ ˆ ˆ ˆ ˆ ˆ ˆˆ ˆRS RS RSRS TM TM TEm m t t m m
m t
g z z g g
k k
a a a a a a a
é ù
¢ ¢ ¢× = × + ×ÑÑ× + × ´Ñ × ´Ñ -ê ú
ë û
E% % % %
 (A.45) 
The above procedure can be repeated for the reflective term due to the lower 
boundary.  Following this procedure we derive: 
( )( )( )2 21 1ˆ ˆ ˆ ˆ ˆ ˆ ˆˆ ˆRA RA RARA TM TM TEm I I m t I t m m
m t
g z z g g
k k
a a a a a a a
é ù
¢ ¢ ¢× = × + ×ÑÑ× + × ´Ñ × ´ Ñ +ê ú
ë û
E% % % %  (A.46) 
where ˆ Ia ¢  is the imaged source vector defined as: 
 ˆ ˆ ˆ ˆI x y zx y za a a a¢ ¢ ¢ ¢= - - +  (A.47) 
Applying an inverse trans form, (A.45) and (A.46) can be expressed in the spatial 
domain as: 
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R A S R A STM ME
m mg g  are spatial domain equivalents that are computed from the 
Sommerfeld integrals.  These are evaluated directly from (A.36) –  (A.37).  In each of 
these, the Sommerfeld integrals are of the form: 
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Then, (A.50) can be rewritten as: 















ò ò  (A.52) 
where 2 2,m z mk k kr= - .  Applying the identity: 
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then, (A.52) can be rewritten as: 
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The expressions in (A.48) and (A.49) represent the EFIE operator for the reflected 
Green’s function.  This expression can be used for a method of moment solution.  To 
this end, assume a test function ( )mT r
r r
 and basis function ( )nJ r
r r
, where the vector 
functions are assumed to be tangential to a surface element.  The EFIE operator is 
then expressed as: 
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r rr r  (A.59) 
for RS, where mS  is the surface of the patch supporting the test function, and nS ¢  is the 
surface of the patch supporting the basis function.  A similar expression is derived for 
RA.  
 Next, the dyad is introduced: 
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% %%%  (A.61) 
It is noted that only the transverse components of aˆ ¢  are impacted by the dyadic.  
Thus, we similarly have that: 
 ( )( )2
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RA RAME ME
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t
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For the generalized case, the symmetry property loses its advantage since the 
derivatives must be applied to the Green’s function.  Consequently, the RS and RA 
terms are combined, leading to: 
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h hg g% %  are defined in (A.29) and (A.30), respectively.  The spatial 
derivatives are then expressed in the spectral domain, where,  
 
2 2 2
2 2 2 2 2
2 2cos , sin , cos sink k kx y x yr r r
q q q q¶ ¶ ¶® - ® - ® -
¶ ¶ ¶ ¶
 (A.66) 
The dyadic is 
RME
mG
%%  is then mapped back into the spatial domain.  To this end, the 
Weyl identity is used.  The integral is reduced to a Sommerfeld integral by expressing 
the integral in cylindrical coordinates ( , )k r q .  The q  integrals can be performed 
analytically from the following identities: 
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where f  is the observation angle defined such that and 
( ) ( )cos / ,sin /x x y yf r f r¢ ¢= - = - .  Two analytical forms for the integrals in (A.67) 
– (A.72) are provided.  It is unclear if one offers any advantage over the other.  In 
either case, the observation angle f  is extracted from the Sommerfeld integral.   
Finally,  
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 (A.73) 
A.2.1 A Total Field Representation for the Electric Field Dyadic 
Green Function 
When a source is embedded in a thin dielectric region backed by a ground plane, there 
is the potential for significant rounding error to occur within the decoupled form of 
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the DGF presented in the previous section.  The reason for this is that the reflected 
wave is nearly canceling the primary wave.  This difference can be as many as 8 
orders of magnitude smaller than the primary field.  As a consequence, the reflected 
waves must be calculated to an extraordinary number of digits, requiring an inordinate 
amount of CPU time.  Thus, splitting the field into primary and reflected waves loses 
its advantage.  Rather different from Chew’s paper [30], under such conditions, we 
superimpose the primary and reflected waves in the spectral domain.  Thus, the 
Sommerfeld integrals can be pe rformed to reasonable precision with reasonable CPU 
times.  In this section, we will combine (A.32), (A.48) and (A.49) to transform the 
Dyadic Green function into a more convenient form to work with.  We begin with 
(A.33), (A.48) and (A.49), which provide the differential operators for the primary, 
and symmetric and asymmetric reflected fields:  
 ( ) ( )2
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Initially, the goal will be to express the ( ) ( )ˆ ˆˆ ˆt tz za a ¢× ´Ñ × ´Ñ  operator in a more 
convenient form.  We start out by expressing this term as a dyadic operator: 
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The dispersion relationship dictates that 2 2 2x yk k kr= -  and 
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y xk k kr= - .  Therefore, 
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. (A.79) 
This is then mapped back into the spatial domain as: 
 2 ˆ ˆ ˆ ˆt t t tkra a a a¢ ¢- × - × Ñ Ñ × , (A.80) 
where tÑ  represents the gradient operator along the transverse direction only.  
Therefore, we conclude that: 
 ( ) ( ) 2ˆ ˆ ˆ ˆ ˆ ˆˆ ˆt t t t t tz z kra a a a a a¢ ¢ ¢× ´Ñ × ´Ñ = - × - × Ñ Ñ ×  (A.81) 
Similarly, we can show that: 
 ( ) ( ) 2ˆ ˆ ˆ ˆ ˆ ˆˆ ˆt I t t t t tz z kra a a a a a¢ ¢ ¢× ´Ñ × ´Ñ = × + × Ñ Ñ × . (A.82) 
Combining the leading terms of (A.81) and (A.75), it is found that: 
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and from (A.82) and (A.76): 
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 Next, the ˆ ˆa a ¢× Ñ Ñ ×  terms in (A.74) - (A.76) and the ˆ ˆt ta a ¢× Ñ Ñ ×  terms in 
(A.81) and (A.82) are combined.  Before doing so, the following identities are 
realized: 
 ˆ ˆ ˆ ˆ ˆ ˆt za a a a a a¢ ¢ ¢×ÑÑ× = ×ÑÑ × + ×ÑÑ ×  (A.86) 
 ( )ˆ ˆ ˆ ˆ ˆ ˆRAI t za a a a a a¢ ¢ ¢×ÑÑ× = - ×ÑÑ × - ×ÑÑ ×  (A.87) 
 ˆ ˆ ˆ ˆ ˆ ˆt t t z ta a a a a a¢ ¢ ¢× Ñ Ñ × = ×ÑÑ × - × Ñ Ñ ×  (A.88) 




.  Note that the term ( )ˆ ˆ RAza a ¢×ÑÑ ×  of (A.87) is the asymmetric term 
that contributes to the scalar potential term in the MPIE.  Note that the second term in 
(A.87) from the image is negative.  This term represents the image of the electric 
charge density, which distribute the charge uniformly for transverse and vertical 
currents.  Subsequently, we combine the terms from (A.74) - (A.76) and (A.81) - 
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 (A.89) 
where the relationship 2 2 2 2 2,1/ 1/ /m m z mk k k k kr r- =  is used.  Finally, combining (A.85) 
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From (A.90), it is evident that this formulation will only be directly applicable to 
current densities that are either purely transverse or purely vertical.  A more general 
form that handles an arbitrary current density will require further derivation.  
Nevertheless, the present form is still applicable under many circumstances and has 
much merit.  
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 The next step is to derive the Sommerfeld integrals used to strictly express 
(A.90) in the physical spatial domain.  Observing (A.91) – (A.93), five Sommerfeld 
integrals are required: 
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Next, from(A.92), (A.29) and (A.30): 
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From (A.12), (A.91), and  
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Finally, from (A.93) (A.29), (A.30), (A.68), and (A.69): 
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At this point, we can express an integral operator based on (A.90) assuming a 
Galerkin formulation.  To this end, we expand the current with basis functions and 
perform the inner product of the electric field with a test function.  Thus, from (A.90), 
this leads to: 
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Finally, the derivatives can then be moved onto the test or basis function, leading to: 
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where for this to be valid nJ
r
 must be either purely horizontal or vertical. 
 Given the final forms of the layered Green’s function, the choice of sign for 
the scalar potential term ˆ ˆza a ¢×ÑÑ ×  in (A.87) can be validated by applying the 
Lorentz Gauge.  The definition of the Lorentz Gauge that is defined as: 
 ( ) ( )A r j rwmeÑ × = - F
v v v  (A.104) 
where ( )A r
v v  and ( )rF v  are the vector and scalar potentials, respectively, defined as: 
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where r  is the total charge density and J
v
 is the surface electric current density on 
the conducting surface.  Applying the continuity equation: 
 ( ) ( )' '' J r j rwrÑ × = -v v v  (A.106) 
and some manipulation using some vector identities [97], we can show that: 
 ( ) ( )' ' ', ,A qG r r G r rmeÑ× = - Ñv v v v  (A.107) 














% %   (A.108) 
Equation (A.108) relates the vector and scalar potential for a vertical electric dipole.  
Finally we can show that the vector potential and scalar potential derived in (A.91) 
and (A.92) satisfy (A.108). 
A.3 Observation field in the ith layer 
In this section, we consider the case when the source and observation coordinates are 
in different layers.  For distinction, let the observation point lie in layer i, and the 
source point lie in layer m.  Further, we will distinguish between observation layers 
that are above the source layer (i.e., and i m z z¢< > ) and observation layers that are 
below the source layer (i.e., and i m z z¢> < ).   
A.3.1 A Total Field Representation for the Electric Field Dyadic 
Green Function 
Initially, consider the situation when the observation layer is above the source layer 
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where the k-space Green’s function are defined as: 
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where, the indices of the product symbol in (A.116) are stepped with -1.  It is noted 
that /TM TEiA
<%  and TMiC
<%  can be further simplified by plugging in the values from (A.16) 
and (A.18) for /TM TEmD%  and TMmF% , respectively.  Then, after applying the identity: 
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/TM TE
iA
<%  and TMiC
<%  can be rewritten as 
 , 1 , , ,2/ / / /, , 1
m z m m z m z m m zjk d jk z jk d jk zTM TE TM TE TM TE TM TE
i m i m m mA T e e R e e M
< <
- ¢ ¢- -
+
é ù= +ë û
% % % %  (A.120) 
 , 1 , , ,2, , 1
m z m m z m z m m zjk d jk z jk d jk zTM TM TM TM
i m i m m mC T e e R e e M
< <
- ¢ ¢- -
+
é ù= -ë û
% % % %  (A.121) 









E z g g
k z k z
a a
> > >æ ö¶ ¶¢ ¢= × + + Ñ ×ç ÷¶ ¶è ø












> ¢= ×Ñ ´
-
%%  (A.123) 
where the k-space Green’s function are defined as: 
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where, 
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and jQ  is detailed in (A.118).  Again, substituting in for 
TM
mB%  and TMmE%  from (A.15) 
and (A.17), respectively, (A.127) and (A.128) can be expressed as: 
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Once again, it is desirable to derive a symmetric operator for the transmitted waves in 
the ith region.  To this end, the spectral domain Green’s function will again be 
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where, from (A.111) - (A.121): 
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 Similarly, from (A.124) - (A.132):  
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The vertical electric and magnetic fields radiated in the i-th region due to the 
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in which the constant VEDeP  is associated with the scalar potential and can be 
determined from applying the Lorentz Gauge in (A.108) from zzG% .  The constant 
coefficient VEDeP  is derived at the end of this section.  Following the derivations of 
(A.38) - (A.46) 
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The spectral form for the electric field in (A.143) and (A.144) can be transformed 
back into the spatial domain.  However, difficulty arises since 2aˆ ¢  and 2ˆ Ia ¢  are 
functions of kr .  To appropriately compensate for this, the method of mome nt 
formulation can be first introduced in the spectral domain using (A.143) and (A.144) 
are then appropriately inversing transformed back to obtain the spatial domain 
equivalent.  We begin by expressing the electric field dyadic Green function due to an 
electric current source in a similar form as that presented in section II.A.2.  This can 
be easily done using basically the same procedure as that outlined in (A.74) – (A.90), 
while using the transmitted fields as outlined in (A.109) –  (A.142).  In the 
development of this derivation it is realized that only the transmitted waves in region i 
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where the subscript i,m indicates the field in the i-th layer due to a source in the m-th 
layer, and: 
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In order to determine EJvzG% , we needed to derive the constant coefficient of VEDeP  in 
(A.142) using the Lorentz Gauge relationship between the scalar and vector potential 
in (A.108).  From (A.108)we interchange the derivative of  zzG%  from with respect to z  
to with respect to 'z , and perform proper sign change that lead to: 
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for i m< case.  From (A.154) we conclude that the constant coefficient of VEDeP  is 
, ,/i z m zk k .  Following similar procedure above, we can derive vzG%  for case i m> .  We 
showed that the constant coefficient of VEDeP  is the same with case i m< .  Finally, the 
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where, from (A.113) and (A.126),  
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<%  and /TM TEiA
>%  are given by (A.120) and (A.131), respectively, and 
TM
iC
<%  and TMiC
>%  are given by (A.121) and (A.132), respectively.  More specifically,  
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and  
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(A.156) ¾ (A.169) is the final expression of the layered media Green’s function in 




In this appendix B, the closed-form expressions for the z-integrations in the spectral 
domain basis functions and Green’s for arbitrary layered media are derived.  The 
asymptotic extraction of the closed-form expression via an analytical formulation is 
also included.  As stated in the Section 4.4, the basis function used is the GWP zeroth 
order basis function or the RWG rooftop basis function for a quadrilateral patch.  
 There are three different types reactions between basis: 1) vertical-to-vertical 
(vertical source basis and vertical field basis functions); 2) horizontal-to-vertical 
(horizontal source basis and vertical field basis functions); 3) vertical-to-horizontal 
(vertical source basis and horizontal field basis functions).  It is also noted that the 
horizontal functions are not necessarily planar, but can also have a vertical 
distribution (e.g., a horizontally directed current on a vertical strip).  All these 
reactions are presented below.  
 Consider the MPIE formulation with a Galerkin discretization:  
 ( )( )
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' ' ' ' '1
v
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 are the testing and source basis functions, respectively, where the 
surface integrals are performed in the transverse and z-direction.  Subsequently, we 
can distinguish the three different types of basis reactions with the MPIE formulation. 
B.2 Vertical-to-vertical basis reactions  
Assume that both the current and field basis functions are located on vertical patches.  
The integration in (B.1) resulting from the dyadic kernel G  can be expressed as: 
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where lz and lz’ are the tangential edge length of the field basis and current basis, 
respectively.  Similarly for the scalar potential vG , the order of integration is changed 
so that the z-integration falls on the spectral DGF: 
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The DGF in (B.4) is expanded in terms of a Sommerfeld integral: 
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Notice that the z-and z’-integrations are performed in the spectral domain before 
applying the Sommerfeld integral to transform to the spatial domain. 
B.3 Horizontal-to-vertical basis reactions 
Next assume that the current basis is located on a horizontal patch and field basis on a 
vertical patch.  The surface integral is performed in a local simplex coordinate system 
that transforms the physical coordinate system into a local system ( )1 2,u u .  The local 
system has a range of (0,1).  The integration in (B.1) resulting from the dyadic kernel 
G  can be expressed as: 
 

















where ds’ denotes the surface integral of the current patch.  The DGF in (B.6) is 
expanded in terms of a Sommerfeld integral: 
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where  denotes the inner product, and ztG%  is the Green’s function reaction 
associates with the vertical current and horizontal field.  Similarly for the scalar 
potential vG , the order of integration is changed so that the z-integration falls on the 
spectral DGF: 
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The DGF in (B.8) is expanded in terms of a Sommerfeld integral: 
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where the z-integration is derived analytically in the spectral domain before 
performing the Sommerfeld integration. 
B.4 Vertical-to-horizontal basis reactions 
Next assume that the current basis is located on a vertical patc h and field basis on a 
horizontal patch.  The surface integral is performed in a local simplex coordinate 
system that transforms the physical coordinate system into a local system ( )1 2,u u .  
The local system has a range of (0,1).  The integration in (B.1) resulting from the 
dyadic kernel G  can be expressed as: 
 

















The DGF in (B.10) is expanded in terms of a Sommerfeld integral: 
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Similarly for the scalar potential vG , the order of integration is changed so that the z’-
integration falls on the spectral DGF: 
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The DGF in (B.12) is expanded in terms of a Sommerfeld integral: 
 
( ) ( )0 ''
,' 0 '
, , ' 'z z v
m zs t z
J k k







ò ò ò ò %  (B.13) 
where the z’ -integration is derived analytically in the spectral domain before 
performing the Sommerfeld integration. 
 Once the reaction typed of basis functions are determined, we began to derive 
the closed-form formulations for all the reactions in free-space and layered media 
Green’s function.  The zeroth-order divergence-conforming GWP basis function is 
employed assuming that the vertical current patch has z-bounds ( )' '1 2,z z  and vertical 
field patch has z-bounds ( )1 2,z z  expressed as: 
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For horizontal currents that are transverse directed, the basis is constant in z.  The 
divergences of the z-directed source and field basis can be stated explicitly as lz and lz’.   
Combining this with the (B.2) ¾ (B.14) is what then leads to the 16 different closed 
form expressions showed in Table B1.  From the table, the closed-forms expressions 
from 1 to 9 are associated with the vertical-to-vertical basis reactions, expressions 
from 10 to 13 are associated with the horizontal-to-vertical basis reactions, and 
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Table B.1: Closed-form z-integration in spectral domain for the reaction 
between layered media Green’s function and zeroth-order divergence-
conforming GWP basis functions 
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B.5 Free-space case 
For sake of illustration, we begin by performing the z-integrations in the spectral 
domain when the host media is free-space.  The source and field patches are assumed 
to be rectangular, and to be either purely vertical or purely horizontal.  The source 
patch has the vertical bounds ( )' '1 2,z z , and the field patch has the vertical bounds 
( )1 2,z z .  The closed-form formulations (in the order of Table B1) for the free-space 
case are expressed in the following. 
 
Closed-form formulation (1): 
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case (I): when '1 1z z=  and 
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case (II) when 'z z>  or '1 2z z³ : 
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case (III) when 'z z>  or '1 1z z³ : 
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It is observed that (B.18) and (B.20) are the conjugate of each other as expected. 
 
Closed-form formulation (2): 
case (I) when '1 1z z=  and 
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case (III) when 'z z>  or '1 1z z³ : 
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Closed-form formulation (3): 
case (I) when '1 1z z=  and 
'
2 2z z= : 
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é ù é ù é ù- + + - - + -ë û ë û ë û=
é ù é ù- + + + -- ë û ë û= - +
ò ò
 (B.26) 
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=
 (B.28) 
case (III) when 'z z>  or '1 1z z³ : 
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=
 (B.30) 
Closed-form formulation (4): 
case (I) when '1 1z z=  and 
'
2 2z z= : 
( ) ( )
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ò ò
 (B.31) 
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=
 (B.33) 
case (III) when 'z z>  or '1 1z z³ : 
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é ù= - +ë û
 (B.35) 
Closed-form formulation (5-7): 
case (I) when '1 1z z=  and 
'
2 2z z= : 
 
( ) ( ) ( )
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m z m z
e dz dz
j z z e e
k k
- -
- - -- - -= +
ò ò
 (B.36) 




( ) ( ) ( ) ( )
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2 2 ' ',
'
1 1
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jk z z jk z z jk z z jk z z
m z
e dzdz
e e e e
k
- -




case (III) when 'z z>  or '1 1z z³ : 
 
( ) ( ) ( ) ( )
'
2 2 ' ',
'
1 1
' ' ' '








jk z z jk z z jk z z jk z z
m z
e dz dz
e e e e
k
- -




Closed-form formulation (8-11): 
There is no free-space Green’s function (or the primary term of the Green’s function) 
associated with the g zt term in DGF as showed in Appendix A. 
 
Closed-form formulation (12-13): 
case (I) when '1 1z z=  and 
'
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case (II) when 'z z>  or '1 2z z³ : 
 




m z m z
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- - - -
- -
æ ö-ç ÷
è ø=ò  (B.40) 
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- - - -
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æ ö-ç ÷è ø=ò  (B.41) 
Closed-form formulation (14-16): 
case (I) when '1 1z z=  and 
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case (II) when 'z z>  or '1 2z z³ : 
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- - - -
- -
æ ö-ç ÷
è ø=ò  (B.43) 
case (III) when 'z z>  or '1 1z z³ : 
 







m z m z
m z







- - - -
- -
æ ö-ç ÷è ø=ò  (B.44) 
B.6 Source and field points located at the same layer in the 
layered media  
In this section, we present the closed-form formulation for a multi-layered Green’s 
function as illustrated in Fig A.1.  For the vertical-to-vertical basis reactions, we need 
to consider only vertical field and source patches.  For vertical-to-horizontal and 
horizontal-to-vertical basis reactions, we need to consider both horizontal or vertical 




Closed-form formulation (1): 



















ò ò %  (B.45) 
in which the layered media Green’s function zzG% is due to a z-directed source and field.  
The Fresnel reflection coefficients 1 2 3, ,A A A  associated with zzG%  (A.91) are defined 
as: 
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, 2 1 2m z mz z d+ +
   (B.47) 
Closed-form formulation (2): 
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Closed-form formulation (3): 
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Closed-form formulation (4): 
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c c cG k z z dzdz
kr
+ +
ò ò % =  (B.54) 
in which the layered media Green’s function xxG% is due to an x-directed field and an x-
directed source projection.  The Fresnel reflection coefficients 1 2 3, ,A A A  associated 
with xxG%  (A.91) are defined as: 
  
131 
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   (B.55) 
and 
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   (B.56) 














G k z z dzdz
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+ +
ò ò % =  (B.57) 
The layered media Green’s function of vzG%  (A.92) is the scalar potential of the MPIE 
due to a vertical current.  For this case it is assumed that both the source and field 
basis are situated in vertical patches.  The analytical formulation of (B.57) is derived 
as the following: 
 
( ) ( ) ( ) ( ){ }
( )( ) ( )( ) ( )( ) ( )( )
( )( )
' ' ' '
, 1 1 1 , 1 2 1 , 2 1 1 , 2 2 1
' ' ' '
, 1 1 1 , 2 1 1 , 2 1 1 , 1 2 1
'
, 1 2 1
2 2 2 2
1 1
2 2 2 2
2 2 2
m z m m z m m z m m z m
m z m m m z m m m z m m m z m m
m z m m
jk z z d jk z z d jk z z d jk z z d
jk z z d d jk z z d d jk z z d d jk z z d d
jk z z d d jk
c A e e e e
e e e e
c A
e e
- - - -
- - - -
-
+ + + + + + + +
- - - - - - - - + - - - -
- - + -
= - - +
- - -
=
- + ( )( ) ( )( ) ( )( )
( ) ( ) ( ) ( ){ }
' ' '
, 2 2 1 , 2 2 1 , 1 1 1
' ' ' '
, 2 1 2 1 , 2 2 , 1 1
2 2 2
2 , 2 2 2
3 3
m z m m m z m m m z m m
m z m m m z m m z m
z z d d jk z z d d jk z z d d
jk z z d j k m z z z d jk z z d jk z z d
e e
c A e e e e
- - -- - - - - + - - - + -
- + + - + + - + + - + +
ì üï ï
í ý
ï ï+ +î þ
= - - + +
   (B.58) 
where the Fresnel reflection coefficients A1, A2, and A3 are defined in (B.46) for the 
TMz-polarization. 






















ò ò % =  (B.59) 
in which the layered media Green’s function vtG% is the scalar potential term of the 
MPIE.  For this case, it is assumed that the horizontal current is supported by a 
vertical patch, and the field basis is supported by a vertical patch.  The Fresnel 
reflection coefficients 1A  to 6A  associated with vtG%  (A.92) are defined as: 
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Closed-form formulation (8): 



















ò ò % =  (B.62) 
for the reaction of a horizontal source basis with a vertical field basis.  For this case, it 
is assumed that the horizontal source basis is supported by a vertical patch.  The 
closed-form expression of (B.62) is: 
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in which the Fresnel reflection coefficients 1A  to 6A  are defined in (B.60), and  
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Closed-form formulation (9): 
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Closed-form formulation (10): 

















ò % =  (B.67) 
for the reaction of a horizontal source with a vertical field.  In this case, the horizontal 
source is assumed to be supported by a horizontal patch.  The closed-form expression 
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 (B.68) 
in which the Fresnel reflection coefficients 1A  to 6A  are defined in (B.60). 
Closed-form formulation (11): 

















ò % =  (B.69) 
in which 
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for the reaction of a horizontal source with a horizontal field.  In this case, the 
horizontal field is assumed to be supported by a vertical patch.  The closed-form 
expression of (B.71) is: 
 
( ) ( ){ }
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 (B.72) 
where the Fresnel reflection coefficients 1A  to 3A  are defined in(B.55). 


















ò % =  (B.73) 
for the reaction through the scalar potential with a vertical source.  In this case, the 
reaction with a source basis on a horizontal patch is considered.  The closed-form 
expression of (B.73) is: 
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ò %  (B.75) 
for the reaction through the scalar potential with a vertical source.  In this case, the 
reaction with a field basis on a horizontal patch is considered.  The closed-form 
expression is: 
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for the reaction through the scalar potential with a vertical source.  In this case, the 
reaction with a source basis on a vertical patch is considered.  The closed-form 
expression of (B.77) is: 
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  (B.78) 
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for the reaction of a horizontal source and field.  In this case, the horizontal source is 
assumed to be supported by a vertical patch and the horizontal field is assumed to be 
supported by a horizontal patch.  The coefficie nts for closed-form expression of (B.79) 
are: 
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  (B.80) 
B.7 Source at mth-layer and field at the ith-layer in the 
layered media  
In this section, we present the closed-form formulation of the basis reaction for a 
multi-layered Green’s function that the source and field points are in different layers 
as illustrated in Fig A.1.  Similarly, we need to consider the basis reaction for all three 
cases: (1) vertical-to-vertical, (2) vertical-to-horizontal, (3) horizontal-to-vertical. 
 
Closed-form formulation (1): 
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ò ò %  (B.81) 
in which the layered media Green’s function zzG%  (A.149) due to a z-directed source 
and field that are in different layered media is expressed as: 
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   (B.82) 
where the Fresnel reflection R%  and transmission coefficients T%  are defined in the 
Appendix A.  The analytical form of (B.81) for the cases of ( )i m<  and ( )i m> , 
respectively are derived as: 
 
( ) ( )
( ) ( ) ( )
( ) ( ) ( )
( ) ( )
'
, 1 1 , 2
'
, 2 1 , 2
'
, 2 1 , 2 1
'




2 1 , 2 1
2' '
3 1 3 , 2 1
2' '




m z m m i z i
m z m i z i
m z m i z i i
m z m m i
j k z d d k z d
j k z d k z d
m z
j k z d k z d d
m z
j k z d d k
m z
c A e
c A jk z z e
c A A jk z z e





é ù- + - + +ë û
é ù+ - +ë û
é ù+ + + -ë û
- + - -
= -
é ù= - - -ë û
é ù= - - -ë û
é ù= - - -ë û
( )
( ) ( )
( ) ( ) ( )
( ) ( )
( ) ( )
2 1
'
, 1 1 , 2 1
'
, 2 1 , 2
'
, 1 1 , 2 1
'












m z m i z i i
m z m m i z i
m z m m i z i i
m z m i z i
z d d
j k z d k z d d
j k z d d k z d
m z
j k z d d k z d d
j k z d k z d
c A A e
c A jk z z e








é ù+ -ë û
é ù+ + + -ë û
é ù- + - + +ë û
é ù- + - - + -ë û
é ù+ - +ë û
= -
é ù= - - -ë û
= -
= -
= ( ) ( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( ) ( )
'
, 2 1 , 1
'
, 1 1 , 1 1
'
, 2 1 , 1 1
2' '
2 , 1 2 , 2 1
2
10 1 3 , 1 2
2 2' '
11 2 3 , 1 2 , 1 2
1
m z m m i z i
m z m i z i i
m z m m i z i i
j k z d d k z d
m z i z
j k z d k z d d
i z
j k z d d k z d d
m z i z
k z z j k z z j e
c A A jk z z e




é ù- + - + +ë û
é ù+ + + -ë û
- + - - + -
é ù é ù- + - +ë ûë û
é ù= - - -ë û
é ù é ù= - + - +ë ûë û
( ) ( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )
'
, 2 1 , 1
'
, 1 1 , 1
'
, 1 1 , 1 1
' '
12 1 , 2 1 , 2 1
2
13 2 , 2 1
2 2




m z m i z i
m z m m i z i
m z m m i z i i
j k z d k z d
m z i z
j k z d d k z d
i z
j k z d d k z d d
i z
m
c A k z z j k z z j e
c A jk z z e
c A A jk z z e






é ù+ - +ë û
é ù- + - + +
ë û
é ù- + - - + -ë û
é ù é ù= - + - +ë ûë û
é ù= - - -ë û
é ù= - - -ë û
= ( ) ( ) ( ) ( )
( ) ( ) ( )
'
, 2 1 , 1 1
'
, 1 1 , 1
2' '
, 2 1 , 1 2
16 1 , 2 1 1
m z m i z i i
m z m i z i
j k z d k z d d
z i z
j k z d k z d
i z
z z j k z z j e
c A jk z z e
- -
-
é ù+ + + -ë û
é ù+ - +
ë û
é ù é ù- + - +ë ûë û





( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( )
'
, 2 , 1 1
'




1 1 3 , 1 2 , 2 1
2 2' '
2 2 3 , 1 2 , 2 1
' '
3 1 , 1 2 , 2 1
m z m i z i i
m z m m i z i i
m z
j k z d k z d d
m z i z
j k z d d k z d d
m z i z
j k z d
m z i z
c B B k z z j k z z j e
c B B k z z j k z z j e
c B k z z j k z z j e
-
- -
é ù- + + + -ë û
é ù+ - - + -ë û
- +
é ù é ù= - + - +ë ûë û
é ù é ù= - - - - +ë ûë û
é ù é ù= - - + - -ë ûë û
( ) ( )
( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( )
, 1 1
'
, 1 , 1 1
'
, 2 1 , 1 1
'
, 1 1 , 1
2
4 1 3 , 2 1
2' '
5 2 , 1 2 , 2 1
2 2
6 2 3 , 2 1
1
1
m i z i
m z m i z i i
m z m m i z i
m z m m i z i
k z d
j k z d k z d d
i z
j k z d d k z d
m z i z
j k z d d k z d d
i z
c B B jk z z e
c B k z z j k z z j e





é ù- +ë û
é ù- + + + -ë û
é ù+ - + +ë û
+ - - + -
é ù= - - -ë û
é ù é ù= - - - -ë ûë û
é ù= - - -ë û
( )
( ) ( ) ( )
( ) ( ) ( )
( ) ( )
( ) ( )
1
'
, 1 1 , 1 1
'
, 1 , 1 1
'
, 1 , 2 1
'
, 1 , 2 1
2
7 2 , 2 1








m z m m i z i
m z m i z i
m z m i z i i
m z m i z i
m
j k z d d k z d
i z
j k z d k z d
i z
j k z d k z d d
j k z d k z d
j k
c B jk z z e
c B jk z z e










é ù+ - + +ë û
é ù- + - +ë û
é ù- + + + -ë û
é ù- + - +ë û
é ù= - +ë û
é ù= - +ë û
= -
= -
= - ( )
( )
( ) ( ) ( )
( ) ( )
( ) ( ) ( )
'
, 1 1 , 2 1
'
, 2 1 , 2 1
'
, 1 1 , 2 1
'
, 2 , 2 1
2
2' '








z m m i z i
m z m m i z i
m z m m i z i i
m z m i z i
z d d k z d
j k z d d k z d
m z
j k z d d k z d d
j k z d k z d
m z
m
c B jk z z e
c B B e
c B jk z z e





é ù+ - + +ë û
é ù+ - + +ë û
é ù+ - - + -ë û
é ù- + - +ë û
é ù= - +ë û
= -
é ù= - - -ë û
= ( ) ( ) ( )
( ) ( ) ( )
'
, 2 1 , 2 1
'




16 1 3 , 1 2
1
1
m z m m i z i i
m z m i z i i
j k z d d k z d d
z
j k z d k z d d
m z
z z e
c B B jk z z e
- -
-
é ù+ - - + -ë û
é ù- + + + -ë û
é ù- +ë û
é ù= - - -ë û
 (B.84) 
Closed-form formulation (2): 
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Closed-form formulation (3): 
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 (B.90) 
Closed-form formulation (4): 
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ò ò %  (B.94) 
in which the layered media Green’s function xxG%  is due to an x-directed field and an 
x-directed source projection.  The Fresnel reflection coefficients of xxG%  (A.148) in 
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   (B.95) 
and the analytical form of (B.95) for the cases of ( )i m<  and ( )i m>  are derived, 
respectively, as: 
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ò ò %  (B.98) 
in which the layered media Green’s function vzG%  (A.99) is the scalar potential of the 
MPIE.  For this case, the horizontal current is supporte d by a vertical patch, and the 
field basis is supported by a vertical patch.  The analytical form of (B.98) for ( )i m<  
and ( )i m>  are derived, respectively, as: 
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where the Fresnel reflection coefficients B1, B2 and B3 are defined in (B.82) for the 
TMz-polarization. 
 



















ò ò %  (B.102) 
where the layered media Green’s function vtG%  (A.103) is the scalar potential of the 
MPIE for ( )i m<  and ( )i m>  are defined, respectively, as: 
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For this case, it is assumed that the horizontal current is supported by a vertical patch, 
and the field basis is supported by a vertical patch.  The analytical form of (B.102) for 
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ò ò %  (B.110) 
for the reaction of a horizontal source basis with a vertical field basis where the 
layered media Green’s function ztG%  (A.151) is the scalar potential of the MPIE for 
( )i m<  and ( )i m>  are defined, respectively, as: 
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For this case, it is assumed that the horizontal source basis is supported by a vertical 
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for the reaction of a horizontal source with a horizontal field.  In this case, the 
horizontal field is assumed to be supported by a vertical patch.  The analytical form 
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for the reaction through the scalar potential with a vertical source.  In this case, the 
reaction with a source basis on a horizontal patch is considered.  The analytical form 
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and  
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for the reaction through the scalar potential with a horizontal source.  In this case, the 
reaction with a source basis on a horizontal patch is considered.  The analytical form 
for ( )i m<  and ( )i m>  are derived, respectively, as: 
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for the reaction through the scalar potential with a vertical source.  In this case, the 
reaction with a source basis on a vertical patch is considered.  The analytical form for 
( )i m<  and ( )i m>  are derived, respectively, as: 
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where the exception of Fresnel reflection coefficients B1, B2 and B3 are defined in 
(B.82) for the TMz-polarization. 










G k z z dzrò % (B.138) 
for the reaction of a horizontal source with a vertical field.  In this case, the horizontal 
source is assumed to be supported by a vertical patch and the horizontal field is 
assumed to be supported by a horizontal patch.  The analytical form for ( )i m<  and 
( )i m>  are derived, respectively, as: 
( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )






, 1 1 , , 2 1 ,
' '
, 1 1 , 1 , 2 1 , 1
'








m z m i z i m z m i z i
m z m i z i i m z m i z i i




j k z d k z d j k z d k z d
j k z d k z d d j k z d k z d d
j k z d d k z dm z
G k z z dz
A e e






- - - -
-
é ù é ù+ - + + - +
ë û ë û
é ù é ù+ + + - + + + -ë û ë û
é- + - + +
é ù-ê úë û
é ù+ -ê úë û=
+
ò %
( ) ( )
( ) ( ) ( ) ( )
'
, 1 1 ,
' '
, 2 1 , 1 , 1 1 , 1
2
2 2 2 2
2 3
m z m m i z i
m z m m i z i i m z m m i z i i
j k z d d k z d
j k z d d k z d d j k z d d k z d d
e
A A e e
-
- - - -
ù é ù- + - + +ë û ë û







é ùï ï-ê úï ïë û
ï ï







( ) ( ) ( ) ( )







, 1 , 1 , 2 , 1
' '
, 1 , 1 , 2 , 1
'








m z m i z i m z m i z i
m z m i z i i m z m i z i i




j k z d k z d j k z d k z d
j k z d k z d d j k z d k z d d
j k z d d k z dm z
G k z z dz
B e e








é ù é ù- + - + - + - +ë û ë û
é ù é ù- + + + - - + + + -ë û ë û
+ - + +
é ù-ê úë û
é ù+ -ê ú- ë û=
+
ò %
( ) ( ) ( )
( ) ( ) ( ) ( )
'
1 , 1 1 , 1
' '
, 2 1 , 1 , 1 1 , 1
2
2 2 2 2
2 3
m z m m i z i
m z m m i z i i m z m m i z i i
j k z d d k z d
j k z d d k z d d j k z d d k z d d
e
B B e e
- -
- - - -
é ù é ù+ - + +ë û ë û
é ù é ù+ - - + - + - - + -







é ùï ï-ê úï ïë û
ï ï
é ùï ï+ -ê úï ïë ûî þ
 (B.140) 
B.8 Asymptotic extraction for the free-space Green’s 
function 
The Two-level DCIM would not work well the zero-arguments complex functions as 
presented in the Chapter four.  This can be avoided by extracting the terms 
analytically in the spectral domain before applying the DCIM, and adding back in the 
spatial domain.  For example in (B.78) when the observation point z equals '2z , the 
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-  is the asymptotic reflection coefficient when kr ® ¥ .  Next we add the 
term back in closed-form at the spatial domain after applying the DCIM.  The closed-
form term can be obtained via the Residue Theorem: 
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in the exponential.  The asymptotic term in the spectral domain and the closed-form 





















































Similarly , all the asymptotic terms of the closed-form z-integrations  in Table B.1 can 
be extracted by applying the same procedure. 
B.9 Asymptotic extraction for layered media Green’s 
function 
The asymptotic extraction for the Two-level DCIM in multi-layered media case is 
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where the asymptotic expressions of 1 3 5 6, , ,A A A A
































































After applying the DCIM, the extracted terms are added back analytically in the 
spatial domain: 
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 (B.147). 
Similarly for the closed-form z-integrations in (B.133), the zero argument terms 
( '2 1mz d -+  and mz d+ ) of the exponentials are extracted out in the spectral domain and 
are added back in closed-form in the spatial domain.  The closed-form can be 
expressed as: 
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The asymptotic extraction for the Fresnel transmission coefficient for i m<  in (B.139) 
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Finally, some useful integral identities for the asymptotic terms are summarized: 
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