Designing efficient control mechanisms to meet strict performance requirements with respect to changing workload demands without sacrificing resource efficiency remains a challenge in cloud infrastructures. A popular approach is fine-grained resource provisioning via auto-scaling mechanisms that rely on either threshold-based adaptation rules or sophisticated queuing/control-theoretic models. While it is difficult at design time to specify optimal threshold rules, it is even more challenging inferring precise performance models for the multitude of services. Recently, reinforcement learning have been applied to address this challenge. However, such approaches require many learning trials to stabilize at the beginning and when operational conditions vary thereby limiting their application under dynamic workloads. To this end, we extend the standard reinforcement learning approach in two ways: a) we formulate the system state as a fuzzy space and b) exploit a set of cooperative agents to explore multiple fuzzy states in parallel to speed up learning. Through multiple experiments on a real virtualized testbed, we demonstrate that our approach converges quickly, meets performance targets at high efficiency without explicit service models.
in virtualization technologies, cloud infrastructures enable applications to achieve rapid elasticity by dynamically acquiring and releasing resources on the fly according to changing workload levels. However, determining the right amount of resource capacity to increase or decrease automatically remains a challenge given the dynamic nature of workloads, plurality of services and quality of service (QoS) requirements.
Autoscaling [17, 19] is a technique that have been employed to address the aforementioned challenge on different fronts. It involves automatically adjusting the amount of resources available to an application in response to changing workload demand in order to meet QoS requirements (e.g. performance and resource efficiency). Autoscaling techniques typically scale applications in two wayshorizontally and vertically. Vertical scaling modifies the amount of resources allocated to a service's virtual machine (VM) such as CPU cores or memory. Horizontal scaling adjusts the number of VMs available to a service often with a higher configuration latency. The later is more widely available in commercial clouds (e.g. Amazon, Google, Windows Azure, Rackspace, etc.) as it requires no extra support from the hypervisor unlike the former which may require rebooting and has to be supported by both the hypervisor and guest operating system's kernel [15] . While only a few providers such as CenturiLink 1 and ProfitBricks 2 offer some form of vertical scaling, most modern hypervisors such as Xen, KVM and VMware provides built in support such as CPU hot-plugging, capping and memory ballooning [19] . We focus on vertical scaling in this paper since it is less explored than the horizontal case. In addition, since fractional resource capacity (e.g. CPU core) can be allocated with configuration latency of less than 0.5s [21] , it can compliment horizontal scaling towards truly actualizing the pay-as-use pricing model. Autoscaling solutions rely on a variety of strategies for decision making. The most basic strategy is based on a set of predefined IF..THEN rules consisting of logical conditions (e.g. CPU%>70) and corresponding actions (e.g. adding 1 more CPU core) [4, 9, 10] . In order to cope with the limitation of rule-based techniques under dynamic workloads, sophisticated approaches build analytical models of execution environments using techniques from a variety of mathematical disciplines [1, 6-8, 11, 15, 21, 23] . However, accurate estimation of scaling models often require detail knowledge of service and workload characteristics thereby limiting their applicability to handle heterogeneous service mix. Recently, reinforcement learning (RL) has been applied to achieve a more generic approach to the autoscaling problem without precise model of service workloads and its execution context [5, 12, 13, 16] . However, the bad initial performance-requiring many learning trials to stabilize at the beginning and when conditions change required by such approaches limits their application in real-time deployments [17] .
In this paper, we present the design and evaluation of an adaptive mechanisms for meeting QoS requirements (such as performance SLA and resource efficiency) using cooperative fuzzy reinforcement learning (CoFReL). Specifically, CoFReL extends the standard RL (Q-learning) approach in two ways to speed up learning: a) we formulate the system state as a fuzzy space and b) exploit a set of cooperative agents to explore multiple fuzzy states in parallel. The hypothesis is that a set of cooperating agents sharing a collective experience explore the state space faster than a single agent. We demonstrate the efficacy of our approach through multiple experiments on a real virtualized testbed. In particular, our technique converges, on average, within the first 11 learning cycles with an overall average convergence rate of 6.7 learning cycles. In addition to meeting performance SLA even for response time targets as low as 0.5s, it consistently achieve a resource efficiency of at least 96% across workloads.
The rest of the paper is organized as follows; Section 2 discusses background and motivation while Section 3 summarizes the proposed approach while technical details of its main components discussed in Section 4 and Section 5. Experimental evaluation and results are presented in Section 6. The paper concludes with a review of Related Work in Section 7 and Conclusion in Section 8.
MOTIVATION AND BACKGROUND

Motivation
Though virtualization technologies allows cloud service providers to scale services and optimize server utilization in a cost-effective way, balancing the trade-off between efficient utilization of allocated resources and meeting performance service-level agreements (SLA) remains a major objective. On one hand, allocating resources in excess of actual demand-overprovisioning-results in wastage due to under-utilization and extra monetary cost, while on the other hand, insufficient resource allocations-underprovisioning-causes performance degradation and SLA violations.
Model-driven autoscaling solutions targeting this trade-off belong to one of two groups: a) white-box techniques based on queuing models [7, 23] , fuzzy control [11] , b) black-box techniques based on control theory [1, 6, 15] ,time-series and predictive analysis [8] . While the white-box techniques may demand precise system model based on knowledge of service composition, propagation of service requests and workload characteristics, the black-box may require different models for individual different QoS metrics (e.g. response time, throughput) and scenarios (e.g. average vs tail latency or scale-up vs scale-down).
Nevertheless, major barriers to achieving adaptive performance control in cloud environments include a) the complexity and heterogeneity of infrastructures and services making it hard to craft precise models of the execution environment and b) the dynamism of workloads making workload predictions and consequent scaling decisions unreliable. These characteristics suggest the need for a more generic framework for performance control in heterogeneous environments which does not require precise model of services nor their workloads.
Reinforcement Learning for Adaptive Performance Control
Adaptive performance control is an interactive decision-making problem involving a controller which continuously monitors one or more QoS indicators (e.g. performance, utilization) of a controlled system and dynamically decreases or increases resource capacity to maintain the QoS at a desired target level. The controlled system in this paper is a virtualized application deployed in a VM hosted in an Infrastructure as a Service (IaaS) cloud. Reinforcement Learning (RL) [22] is a mechanism that can be used for handling such interactive scenarios. This interaction involves an agent (the controller) which continually senses the state (e.g. latency, CPU usage) of the environment (system or application). The agent uses its experiences to select an action (e.g. add/remove CPU cores) to be applied to the environment which affects the state and in return receives a reinforcement signal in the form of a scalar reward (e.g. -1 for a bad action and +1 for a good action in a specific state). In order to meet a given learning goal (e.g. meeting latency targets), the agent follows a policy that takes actions in a way that maximizes the long-term cumulative reward. The agent autonomously learns this policy via a systematic trial-and-error scheme of selecting high-value actions (exploitation) and trying out a variety of actions to discover good ones (exploration). In general, it is supposed that the environment is non-deterministic, so that applying the same action to the environment on two occasions may lead to two different next states and/or reinforcement signal values. However, it is also supposed that the environment is stationary, so that the probabilities of states transitions or receiving specific values of reinforcement signal is fixed over the time.
To find the optimal policy, the agent must sequentially estimate the utility the long-term cumulative reward of taking each action in the each state. Q-learning [22] is an RL algorithm for learning such functions in an online manner. It is an off-policy technique as the value function is learned independently of the policy being followed by the agent. Once the optimal policy is learned, the agent will replay it while occasionally trying out unexplored actions.
SYSTEM OVERVIEW
In this section we briefly present an overview of our framework for adaptive performance control using a model-free technique which we call Cooperative Fuzzy Reinforcement Learning (CoFReL). As shown in Fig. 1 , CoFReL consists of two main components namely: 1) The State Detector is responsible for observing the current state of the controlled system and computing associated rewards. It receives the values of the QoS metrics at time t; the Response Time, RT t , and CPU utilization, CPU t of the controlled service via a sensor. 3 The metrics are combined using fuzzy rules to classify the system into one or more fuzzy states. The reward, R t , is derived using continuous function that quantifies the utility of the system in terms of compliance with given SLA target and 2) The Capacity Controller employs semi-supervised learning to autonomously adjust the amount of compute capacity available to the service VM in order to adapt to incoming workload. Inputs to the capacity controller includes the set of observed fuzzy states and the reward of the action taken in the previous step. The major building block of the controller is a coordinator which manages a set of cooperative learning agents to explore multiple fuzzy states in parallel. Based on the current states and the memory of shared experience, each agent recommends a scaling action (e.g. add or remove a fractional capacity). To make capacity actuation atomic as much as possible, the coordinator aggregates actions by taking the arithmetic sum of recommended actions each scaled by the degree of membership in the corresponding state. Finally, the coordinator updates the shared experience. The aggregated action is applied to the service VM using VM management API of the hypervisor. Capacity actuations are applied in an incremental fashion, so that total capacity after an action is an accumulation of past actuations. To improve control stability and speed up state-action exploration, the administrator can define control mappings which are high-level rules to guide the agents on what category of actions not to explore when in a specific state. We discuss further the technical details of two components in sections 4 and 5 respectively.
STATE DETECTION
Sensing and recognizing states of the controlled system is a major task in a reinforcement learning problem. According to Fig. 2 , the system state is represented as a two dimensional space of the two QoS indicators to be optimized namely performance (Response Time) and resource usage (CPU utilization). Whereas the former acts like a proxy for end-user performance, the later indirectly captures the service workload. Also, due to the imprecise nature of state boundaries the state formulation is such that the system can be in one or more state(s) at varying degrees. To address the uncertainty in the state space, we apply fuzzy membership functions and fuzzy rules [2] , in Section 4.1, to characterize system state at any given time. In addition, the computation of rewards is performed externally from the controller, as part of state detection, so that the agents do not have control over how rewards are estimated thereby preventing overcompensation. In Section 4.2 we describe a continuous utility function for computing rewards. 
Fuzzy State Classification
The standard state detection in RL problems typically assumes that states are mutually exclusive. For example, in Fig. 2 , it would be supposed that the system can be in only a distinct state HL, for example, when the CPU utilization is High and Response Time is Low. The challenge of such crisp representation includes knowing what is high enough to be a good threshold for each attribute's category, how to treat boundary values, as well as how to recognize vague expert concepts of the environment such as Very Low or Medium. Fuzzy logic facilitates the formalization of these kind of uncertainties using interpretable fuzzy rules based informal domain knowledge and simple fuzzy operators.
Fuzzy state classification [14] is a form of soft labelling operation in which an QoS measurement, (RT t , CPU t ), of the controlled system is assigned to one or more states with varying degrees using fuzzy sets and rules (soft labeling). While CPU metric is bounded between [0%, 100%], the RT metric is not so bounded, so the domain of RT is normalized to interval [a, b] using an inverse tangent function as follows:
where RT t is the measured response time at time t, τ is the target value (SLA), while a and b are the lower and upper response time limits set to 0 and 100 similar to the CPU metric. The implication of this function is such that when RT t = τ , the normalized value is 50 and RT t > τ are normalized to values towards 100 while RT t < τ are normalized towards 0. The normalization is necessary to ensure that the 2D state-space is bounded which simplifies reasoning and exploration of the state space. Fuzzification involves defining category membership functions over the domain of each QoS metric [2] . A category membership function is identified by a linguistic term such as Low, or High mapped to a fuzzy set and the set of all membership functions of a given metric is an overlapping ranges of values over its domain. A fuzzy set A in a continuous domain X :R is defined as A = {(x, μ A (x))|x ∈ X } and characterized by a membership function μ A : x → [0, 1]. For all x ∈ X , μ A (x) describes the degree to which x belongs in A. Though the membership function, μ A (x), can take one of several shapes [2] , we have used trapezoidal for Low and High categories and triangular for Medium as shown in Fig. 2 . In our case, ranges of membership functions are estimated empirically and can be automatically updated to reflect prevailing workload behaviour.
Fuzzy Inferencing allows us to reason about all possible states the system can assume using fuzzy rules constructed from domain knowledge [2] . A rule, as shown in Eq. (2), is made up of two parts namely the antecedent-logical combination of the linguistic terms of one or more variables using appropriate fuzzy operators, and the consequent which determines the extent of being in the associate state.
The output variable of a rule is realised using a singleton membership function so that the output of each rule is the support for being in the associated state. Given an input vector, ì x, the degree of activating rule f i or support for the associated state, is derived as
where n is the number of linguistic terms in the rule. In our case, we have a total of six rules in total, so the output of the inference engine is a set of remaining state-degree pairs, {s i t , μ i t }, after filtering those pairs where μ i t = 0.
Reward Computation
To compute the reward signal, we derive a utility of the system as a weighted combination of performance and efficiency as follows:
where H t is the degree of compliance with performance SLA and E t is the resource efficiency, and ω, 0 ≤ ω ≤ 1, is a multiplier to allow administrator prioritize either performance or efficiency. The SLA compliance, H t , is estimated using a triangular function:
RT t ≥ τ + while resource efficiency, E t , is the ratio between current CPU utilization and maximum utilization value possible, that is, E t = CPU t /CPU max . Note that τ − and τ + are the lower and upper limit of the tolerance region respectively. Finally, the reward value is computed as an inverse function of the hyperbolic tangent of the utility function:
A major property of Eq. (4) is that it ensures the continuity and proportionality of reward values, so that the lower the utility the lower the reward and vice versa. Also, the hyperbolic tangent acts like an activation function with finite output in the range (−1, 1).
Since the hyperbolic tangent of boundary utility values 0 and 1 are defined, the reward function is stable with defined output. The set of state-degree pairs, {s i t , μ i t }, and corresponding scalar reward, r t , form the input to the controller introduced in the next section.
RESOURCE CONTROL USING COOPERATIVE FUZZY Q-LEARNING
In this section, we describe the detail of the cooperative fuzzy Qlearning based capacity controller, introduced in Section 3. The goal of the controller is to automatically learn auto-scaling policies to drive the system to desired state via incremental capacity adjustments. The learning task involves the coordination of k parallel reinforcement learning agents each exploring the state-action space of a given state over all possible actions in that state. The controller interacts with the environment at discrete time steps, t = 0, 1, 2, 3, ...,. At each time t, the controller receives a set of state-degree pairs, To make actuations atomic, the coordinator aggregates recommendations by taking the arithmetic sum of recommended actions each scaled by the associated degree μ i (t):
The coordinator sends the aggregated action a t to the actuator which adjusts cumulative capacity of the system accordingly. After one time step, t + 1, the agent receives a numerical signal r t +1 ∈ R, the immediate reward, as well as a new set of fuzzy state-degree pairs {s i t , μ i t } i=1 and the procedure is repeated. The learning goal is to find a policy π : S → A mapping every state, s, with the best action, a, which maximizes the expected discounted rewards over the future as follows [22] :
where γ , 0 ≤ γ ≤ 1, is a discount factor which determines the importance given to future rewards compared to immediate rewards as well as to avoid infinite rewards. Furthermore, the policy π (s, a), the probability of taking action a in state s, is associated with an expected utility value Q π (s, a) defined as [22] :
Each agent, at each control interval, relies on Q π (s, a) to make action recommendations, which captures the desirability of taking action a while in state s under the policy π . Due to the infinite nature of Eq. 7, the quantity Q π (s, a) is typically evaluated in an online manner via temporal differencing. This involves maintaining an in-memory lookup table, the q-table, to keep track of the expected value of each state for all possible actions, and applying incremental updates to each state-action entry.
Given the fuzzy nature of our scenario, the update is based on two heuristics a) that the q-value of the state-action associated with each agent is updated individually according to their contribution to the aggregate action, and b) that the cooperation between the k agents at time t moved the system from states
Hence, the reward r t +1 obtained as a result of having taken aggregated action a t in the previous time step should be shared among the agents. The one-step cooperative fuzzy Q-learning update rule for each agent is defined as:
Whereas the first term of Eq. 8 is the value of s i t before action a i t was taken, the second term is sum of shared reward and the best discounted return or utility value across all the resulting states (Eq. 9). Parameter α, 0 ≤ α ≤ 1, controls the rate of learning in terms of the impact of new utility value on the q-value.
Eventually, each agent will find the optimal policy π * which selects the action that maximizes the q-value of a given state s:
Adaptation. Following only Eq. 10, the agents will greedily select high-value actions, without trying out other actions that may yield even better value. The action selection procedure employs the ϵ-greedy strategy to prevent this situation. With probability 1 − ϵ, the best action according to Eq. 10 will be selected and with probability ϵ a random action will be chosen to explore a variety of actions thereby gaining more experience.
Improving learning performance. RL approaches generally suffer slow convergence rate due to unfeasibly long training time required to explore the state space using a single agent. This concern informed our fuzzy state detection and the use of cooperative agents to explore multiple fuzzy states in parallel. In addition, large action space may introduce undesirable fluctuations in controller behaviour which may introduce arbitrary spikes in end-user service performance. To attenuate this effect, we define control mappings based on high-level domain knowledge to guide the agents on what category of actions not to explore when in a specific state. For example, when in state LL of Fig. 2 , agents can be discouraged from making high fractional increments since allocated resource is currently underutilized. The control mappings is implemented according to the following initialization:
where i = 1, 2, ..., |S |, j = 1, 2, ..., |A| and ψ is a set of invalid state action pair. The entire control procedure is described in Algorithm 1. The state representation in Fig. 2 yields a finite state space of dimension 2 × 3 making a total of 6 states. Also, there are a total of 13 possible actions to choose from. Hence, storing the q-table in memory is computationally feasible. Finally, the control methodology introduced in this section is general and can easily be extended for different use-cases. 
Algorithm 1 Cooperative Fuzzy Q-Learning
EVALUATION
In this section, we describe the experimental evaluation of the proposed adaptive performance control framework, CoFReL. The goal is to assess the efficacy and applicability of CoFReL for controlling the QoS of a real application benchmark running on a realistic virtualized testbed.
Setup
The experimental testbed is composed of an HP ProLiant Physical Machine (PM) equiped with a total of 32 CPU cores and 56 GB of memory. The server runs a Xen hypervisor [3] to emulate a typical virtualized environment and to enable vertical auto-scaling. The service under test is the RUBiS 4 web application benchmark, an eBay-like e-commerce application that provides selling, browsing and bidding functionalities. The service is deployed as a monolithic package in a single VM hosting an Apache 2.0 web server and MySQL 5.0 server. Since the focus is on compute capacity allocation, we configured the VM with 10 GB of memory to prevent unnecessary disk activity. To generate realistic workload for the test, we emulated virtual web users concurrently interacting with the applications using an open source HTTP load generator, httpmon 5 . The tool dynamically generates realistic user behaviour by issuing HTTP GET or POST requests at varying intensities with exponential inter-arrival times. Requests are generated in a closed loop fashion according to three workload patterns as shown in Fig 3 a) STEP: abrupt increase or decrease in the number of concurrent users to emulate dynamic changes in workload levels b) RAMP: continuous increase in the number of concurrent users to emulate traffic phenomena such as flash-crowds, c) TRI phase: a hybrid of the step and ramp patterns composed of three phases where the service experiences rapid increase in users, followed by a short period of constant number of users, and a downward ramp. To monitor service performance, the Response Time, and resource usage, CPU utilization, we deployed a lightweight sensor to collect and send measurements to the controller running on the PM via UDP communication. The sampling rate was maintained at a 10s interval in all experiments. Capacity allocations and deallocation are actuated directly via the Xen hypervisor CPU hot-plugging API 6 .
Performance Metrics
The analysis of the proposed system is described in terms of 5 attributes namely 1) Achieved QoS: a summarized value of the observed performance (response time) aggregated over the entire experiment period.
2) Adjusted Integral of Absolute Error (AIAE): the Integral of Abso-
lute Error aggregates the total errors (deviations) observed over an experiment given a control target. We adjust for controlling within a tolerance band by computing the deviation according to the following function:
where τ is the target service performance and τ − and τ + are the lower and upper limit of the tolerance region around the target respectively. The adjusted quantity is then computed as:
3) Allocation: the average resource capacity allocated to the service VM over an experiment in terms of the number of CPUs. 4) Efficiency: the ratio between the normalized average resource allocation and resource utilization 5) Adaptivity: the average number of monitoring epochs required to converge to the tolerance band after an overshoot or undershoot. We also report the average number of monitoring epochs required to converge after an abrupt increase (UP) and decrease (DOWN) in workload level, as well as the initial convergence rate (START). 6 https://wiki.xen.org/wiki/Credit_Scheduler
A RL-based Baseline Controller
For the purpose of comparison we designed a baseline controller to determine if we are better off without the fuzzy state representation and parallel state exploration. Unlike the technique described in Section 4, the state detection mechanism is non-fuzzy and contains 3 discrete states. When the service performance is within the tolerance band, the system is said to be in a NORMAL state, VIOLATION if above the upper tolerance band, and LOW if below the lower tolerance band. The reward computation remains the same as in Section 4.2. The learning mechanism is based on the standard Q-learning algorithm involving only a single agent. A detail description of the basic Q-learning technique can be found in Sutton et al [22] . The action space and selection strategy are the same as described for CoFReL.
Experiments and Results
In this section, we describe and present the results of a number of experiments aimed at addressing some research questions. The objective is to examine how the proposed framework performs under different conditions. All experiments were staged for a total length of 30 minutes, with workload intensity changing every 5 minutes. Unless otherwise stated, most of the experiments were run with a baseline configuration of target τ = 1s, action selection strategy, ϵ = 0.1, learning rate, α = 0.1, and discount rate, γ = 0.5. Since end-user experience is crucial, we prioritize SLA compliance over resource efficiency by setting ω = 0.6 in the utility function of Eq.(3). Also, for each experiment, the nominal compute capacity of the test VM was initialized to 1 CPU.
Time Series Analysis (RQ1).
In order to characterize controller behaviour, we performed a total of nine experiments under varying load conditions and performance targets. Fig. 4 shows the time series plots of observed service performance, the allocated capacity as well as utilized capacity over time for the experiments. Each plot contains a control chart of service response time at the top and a line chart of allocated and utilized capacity at the bottom. The shaded region in the bottom chart represent unused capacity.
Clearly, the plots show that CoFReL adapt well with workload patterns while meeting performance requirements by scaling up and down in response to changes in workload levels. The plots also demonstrate the consistency of capacity allocations since roughly the same amount of capacity is allocated for a given workload level regardless of workload patterns. For the case of 1s target, about 3 CPUs are allocated to handle 100 concurrent users in all three workload patterns. The controller also exhibit correct replay of learned scaling policies. For example, under the RAMP load, the amount of capacity allocated for 200 users remain the same for 250 and even 300 users since performance requirement continued to be met. Note that spikes and dips in the control charts are change points indicating sudden increase and decrease in service workload respectively.
Aggregate Analysis (RQ2).
Here, we present aggregate analysis of controller behaviour for the experiments in Section 6.4.1. The results are summarized in Table 1 under 5 performance measures. According to Table 1 , CoFReL more easily meets performance requirement at a lower target of 0.5s and 1s than at higher target of 2s, but at a cost of lower resource efficiency. This observation remain consistent regardless of workload pattern. It is thus intuitive that it consumes more compute capacity at low targets (5.4 and 4 CPUs) than at the higher target (2.8 CPUs). The in ability to meet performance requirements at the 2s targets can be explained by high performance variability (AIAE) and not under provisioning since 2% of allocated capacity is unused. Table 1 shows that CoFReL adapts faster in most cases when controlling for the 1s target with an average of 6.7 epochs (i.e. 1.11mins at 10s control interval). However, a break down of this value presented in Table 2 shows that CoFReL converge to the tolerance band within the first 11.3 epochs (1.88mins) on average. Furthermore, CoFReL takes 6.3 epochs (approximately 1mins) to stabilize after an increase in workload level (scale up) and 12.6 epochs (2.1mins) after a decrease in workload level (scale down). Overall, the TRI load pattern has the fastest initial and scale-up adaptivity but also the slowest scaledown adaptivity. 
Adaptation (RQ3). The last column of
Comparative Analysis (RQ4).
We perform two sets of experiments which involve deploying CoFReL and the baseline controller of Section 6.3 independently to control a mean RT target of 1s with the baseline configuration. Results in Table 3 show that using multiple agents to explore the fuzzy state space in parallel as implemented in CoFReL is more efficient than using only one single agent as in the case of the baseline. CoFReL meets the performance requirement with only 4 CPU which is much lower than capacity allocated by the baseline controller. While the baseline controller never converges, CoFReL converges after 6.7 epochs on average. 
Sensitivity Analysis (RQ5).
Controller behaviour can be influenced in various ways such as by varying parameter settings. Also, disturbances from the service execution context, such as the influence of noisy tenants, can impact capacity allocations. Hence, we staged two sets of experiments to characterize these effects.
The first set of experiments involves systematically varying the value of each learning parameters while keeping others constant. Table 4 summarizes results from all experiments where the emboldened columns correspond to baseline parameter settings. For example, to obtain the results of varying the learning rate (α), we set the action selection strategy (ϵ) and discounting rate (γ ) to 0.1 and 0.5 respectively. The same methodology applied to the other two parameters. All experiments were performed with a target average RT of 1s under the STEP workload.
The baseline configuration offers the best control performance in terms of meeting the target (1.01s) by efficiently utilizing (97%) the least amount of capacity allocations (3.5 CPUs) while offering the fastest adaptation rate (6.2 epochs) in most cases. Varying the learning rate does not seem to affect capacity allocations, resource efficiency, and controller adaptivity as much as the achieved QoS. The controller violates performance requirement and shows poor adaptivity when α = 0.5 with only 6% of allocated capacity unused. Increasing the probability of random action selection seems to overprovision in order to maintain performance stability except when ϵ = 0.5. The controller is only able to meet QoS requirement when there is a balance between future and immediate rewards (i.e. γ = 0.5), otherwise it introduces oscillations that inhibits convergence to the tolerance region.
Lastly, we examine the effect of resource interference on capacity allocations by emulating a situation where the controlled service is colocated with another VM hosting a compute intensive service. A compute contention event is injected after the first 7 minutes of the experiment lasting for roughly 10 minutes by using the stress 7 utility to spawn a set of workers spinning on sqrt(). The experiment is performed with an average RT target of 1s under the TRI workload while using the baseline learning parameter settings. Fig. 5 is the resulting time series plot of observed service RT, capacity allocation and utilization. This plot is complementary Fig. 4f , an instance of the same experiment where there is no contention. The impact of the event is immediate, causing undesirable variation at the start of the event. The immediate impact of the contention event is the observed anomalous variation in performance as well as capacity allocation and utilization around the 7th minute mark. The event also causes CoFReL to over-provision compute capacity in order to meet performance requirement. The obtained control performance is summarized in Table 5 . Notice that there is a high performance variation under the colocated scenario leading to performance violations. Aggregate resource efficiency is also hindered by the resource contention. Considering Fig. 4f , the unused capacity between the 10th and 20th time period has two indications; over-provisioning-because more capacity are allocated for the same workload level of 200 users as in Fig. 4f , approximately 6.5 CPUs compared to about 9 CPUs, and capacity deprivationsince the VM is only able to use about 8 CPUs of that perhaps due to stolen CPU cycles by the antagonist tenant. 
RELATED WORK
There is a large body of research contributions addressing the autoscaling of distributed and/or virtualized services [17, 19] . In this section, we classify the most relevant works into three categories namely ruled-based, model-driven and model-free approaches.
Rule-based approaches employ the use of threshold-based rules to specify autoscaling policies that determine when and how much to scale. For instance, Chieu et al [4] provision additional VM instances when the scaling indicators (e.g. CPU utilization) of all indicators are above a certain threshold and turn off idle instances otherwise. A similar approach is employed in [10] to scale up the number of VM instances when CPU utilization is high. Hasan et al [9] developed sophisticated threshold strategies based on correlation between resources to achieve integrated autoscaling. More sophisticated rule-based controllers such as RobustT2Scale [11] rely on fuzzy rules for horizontal scaling. Such fuzzy rules have also been applied in [6] to coordinate the scaling decision of both a CPU and memory controllers. Rules, however, rely on detail knowledge of services or workloads while associated thresholds may easily become obsoletes. Though the design of the proposed approach involves the use of fuzzy rules, this is only used for state recognition and not for learning optimal control actions.
Model-based approaches rely on different types of models of services and workloads to allocate resources correctly. Such models typically capture the propagation of transactions across distributed components or estimate the relationship between workload and performance or resource consumption. Queueing theory is very popular in the design of controllers. The horizontal scaling mechanism in [23] estimates capacity demands of multi-tier web applications using queueing networks with a different model for each time-scale. A queueing based analytical model is presented in [1] for horizontal scaling but evaluated in a simulated environment. To meet performance requirement, Lakew et al [15] introduced a fine-grained vertical scaling technique based on the inverse relationship between service latency and allocated capacity. A layered approach for vertical scaling is presented in [21] which uses both a queueing-theoretic model and a feedback controller. The goal is to meet SLA requirements via fine-grained vertical autoscaling. AppRM, a hierarchical control mechanism is introduced in [18] . The technique used a feedback controller to adjusts capacity allocations for each application and a cluster-wide controller to account for potential contentions within a pool of application. Wahajat et al [25] presents MLScale, a technique for preventing SLA violations via blackbox horizontal scaling. MLScale builds a performance model capturing the relationship between SLA violation and low level resource metrics using neural networks and statistical regression. Similarly, Rameshan et al [20] used a binary SVM classifier to capture the relationship between resource consumption and state of SLO compliance. The main objective is to investigate impact of resource interference on controller behaviour and finding a means to factor in such interference. Unlike most of the aforementioned techniques, the proposed technique is easily amenable to varying workload, objectives and scaling scenario (e.g. tail or mean targets, scale-up or scale-down) since it does not require precise service models. Model-free approaches typically apply reinforcement learning (RL) algorithms for autonomously learning optimal autoscaling policies. Dutreilh et al [5] employed a single decision agent to learn the number of VMs to be allocated via Q-learning. However, the state representation requires knowledge of service workloads. A RL-based mechanism is introduced in [16] to achieve distributed resource provisioning and placement in cloud environments. Distribution is achieved via explicit knowledge sharing where controllers publish their Q-values to peers in the network. The design of FQL4KE [12] is similar to our proposed mechanism in that the goal is towards achieving QoS control using fuzzy Qlearning. However, the difference is that while FQL4KE focused on horizontal scaling, CoFReL instead deals with the vertical scaling problem. In addition, unlike CoFReL, FQL4KE's state representation requires knowledge of service workloads while the system can only assume a single state. Finally, FQL4KE involves a single learning agent to adapt its fixed set of control rules. Kontarinis et al [13] formulated horizontal scaling as an MDP problem and applied Qlearning to learn optimal scaling policies. However, it is not suitable under dynamic workloads as states are formulated as a function of workload and capacity allocation. The closest technique to the proposed mechanism is Auto-scale [24] , an RL-based technique for adaptive QoS control via vertical scaling using Neuro-Fuzzy function approximations. However, the focus is only on meeting performance target without regards for efficiency. Besides relying on workload behaviour in its state representation, the convergence rate of the controller was not investigated. CoFReL is designed to strike a balance between meeting desired performance SLA and resource efficiency without explicit service or workload model. The technique strives for fast online adaptation by using multiple RL agents to explore the state space in parallel. Also, the fuzzy state formulation not only aids adaptation, it also enhances the effect of actions via fine-grained actuations.
CONCLUSION
Dynamic resource provisioning towards meeting end-user performance SLA while ensuring efficient utilization of allocated capacity remains a challenge in virtualized environments. While most commercial solutions rely on thresholding rules that adapt poorly with workloads researchers have investigated sophisticated models that are often too cumbersome to adapt to different scaling scenarios and sometimes require knowledge of service or workload characteristics. In this paper, we present a generic approach for adaptive performance control in virtualized environments using cooperative fuzzy reinforcement learning. In particular, we focus on minimizing the long training and adaptation time that inhibit applicability of RL techniques by formulating the state space as a two-dimensional fuzzy space and deploying multiple goal-seeking agents to explore the state space while actively sharing their experience. Using a real experimental testbed and application benchmark, we evaluated the efficacy of proposed mechanism in meeting performance SLA targets under varying conditions as well as assessing the impact of resource interference on its behaviour. Future work will focus on comparison with a variety of model-based techniques,integrate both vertical and horizontal scaling, and addressing interferenceaware autoscaling.
