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Dalam estimator kernel, parameter penghalus   merupakan pengontrol keseimbangan antara 
kesesuaian kurva terhadap data dan kemulusan kurva. Bentuk kurva kernel bergantung pada kurva 
penduga fungsi kepekatan peluang akan bergantung pada lebar jendela     yang merupakan parameter 
pemulus. Hasil simulasi menunjukkan bandwith (lebar jendela) lebih besar atau sama dengan satu telah 
memperlihatkan bentuk kurva normal untuk kernel quartic, gaussian, epanechnikov, dan kosinus. 
Kata Kunci: Estimator Kernel, Bandwith, fungsi kepekatan peluang. 
Abstract 
In the kernel estimator, the smoothing parameter h is controlling the balance between the fit of the curve 
to the data and the smoothness of the curve. The shape of the kernel curve depends on the estimator 
curve. The probability density function will depend on the window width (h) which is the smoothing 
parameter. The simulation results show that the bandwidth (window width) greater than or equal to one 
has shown the normal curve shape for quartic, gaussian, epanechnikov, and cosine kernels. 




Pendekatan regresi dibedakan menjadi dua 
yaitu pendekatan parametrik dan nonparametrik. 
Pendekatan parametrik merupakan pemodelan 
regresi yang terikat dengan asumsi-asumsi dalam 
regresi seperti multikolinieritas, residual 
normalitas, homoskedasitas residual, dan 
nonautokorelasi. Sedangkan regresi 
nonparametrik dilakukan jika bentuk kurva 
regresinya tidak diketahui dan diasumsikan 
smooth yang termuat dalam suatu ruang fungsi 
tertentu [1]. Salah satu metode pendekatan dalam 
regresi nonparametrik yang digunakan adalah 
regresi nonparametrik kernel. Dalam analisis 
regresi, tidak semua variabel penjelas dapat 
didekatin dengan pendekatan parametrik, karena 
tidak adanya informasi yang jelas bagaimana 
bentuk hubungan variabel indpenden dengan 
variabel dependen sehingga harus digunakan 
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pendekatan pendekatan nonparametrik. Tujuan 
analisi regresi adalah menentukan hampiran 
untuk kurva regresi m [3]. 
Jika diberikan data pengamatan independen 
               untuk menentukan distribusi 
dari   ekuivalen dengan menentukan densitasnya. 
Untuk mengestimasi fungsi densitas   dapat 
dilakukan dengan dua pendekatan yaitu 
pendekatan parametrik dan nonparametrik. 
Pendekatan nonparametrik dilakukan jika asumsi 
bentuk   dapat dilakukan dengan dua pendekatan 
parametrik dan nonparametrik. Pendekatan 
nonparametrik dilakukan jika asumsi bentuk   
dapat dilakukan jika asumsi bentuk   tidak 
diketahui. Dalam hal ini diasumsikan bahwa 
fungsi   termuat dalam kelas fungsi mulus yaitu 
mempunyai turunan kontinu atau terintegralkan 
secara kuadrat [1]. 
Salah satu teknik untuk mengestimasi fungsi 
mulus adalah teknik pemulus kernel [Hardle]. 
Metode yang paling sederhana adalah histogram. 
Teknik pemulus kernel pada estimator densitas 
merupakan pengembangan dari estimator 
histogram.   
Penggunaanfungsi kernel yang berbeda yaitu 
fungsi kernel Triangle dan kernel Gaussian 
dengan bandwidth optimal menghasilkan estimasi 
kurva regresi yang hampir sama, sehingga dapat 
diperlihatkankan bahwa pemilihan bandwidth 
lebih penting dibandingkandengan pernilihan 
fungsi kernel[2]. 
Pemilihan  bandwidth  optimum  dengan  
menggunakan  data training  didapatkan  nilai  2  
yang  artinya  untuk  mengestimasi  sebuah  nilai  
maka  diperlukan  2  data  sebelum dan  sesudah 
titik estimasi  tersebut, metode  smoothing kernel  
dengan  bandwidth  optimum sebesar 2 dapat 
menggambarkan  pola  nilai  ekspor  kelapa  sawit  
dengan  baik,  smoothing  kernel  statis  lebih  
akurat  dalam meramalkan  data[6]. 
Berdasarkan Hurdle , dengan menggunakan 
pendekatan regresi nonparametrik untuk fungsi 
regresi   diperoleh  estimator yang konsisten 
dengan menggunakan kernel gaussian , bandwith 
0,2; 1; 1,7; dan 2,5. 
Estimator  kernel  lebih  baik  dibandingkan  
estimator  spline  dalam mengestimasi kurva 
regresi nonparametrik.  Dalam  estimator kernel, 
estimasi dilakukan pada setiap titik data sehingga 
menghasilkan kurva yang lebih mulus, sedangkan 
spline merupakan  potongan-potongan  
polinomial  yang  digabungkan  bersama  pada  
setiap  titik knot [5] 
Berdasarkan latar belakang yang diraikan di 
atas, tujuan penelitian ini model regresi 
nonparametrik menggunakan estimator kernel, 
dengan fungsi kernel uniform, quartik, gaussian, 
Epanechnikov, Cosinus dengan program R 3.5.2. 
Adapun langkah-langkah yang dilakukan adalah 
sebagai berikut: 
1. Mengestimasi kurva regresi nonparametrik 
dengan estimator kernel uniform, quartic, 
gaussian, epanechnikov, cosinus. 
2. Membandingkan hasil estimasi antar 
estimator kernel Quartic, Gaussian, dan 









2.1  Estimator Histogram  
Metode estimasi densitas secara 
nonparametrik yang paling populer adalah 
histogram. Namun sebenarnya, histogram ini 
bukanlah merupakan alat estimasi densitas yang 
baik, karena bentuknya yang sangat mudah 
dipengaruhi oleh jumlah kelas dan lokasi nilai 
tengahnya, dan juga estimasi densitas yang 
dihasilkan tidak kontinu pada batas kelas. 
Diketahui sampel random                dari 
suatu populasi dengan fungsi denstas yang tidak 
diketahui dengan variabel  . Berdasarkan sampel 
random ini akan diestimasi fungsi densitasnya. 
Misalkan daerah nilai   dibagi menjadi disjoin 
interval dengan panjang   . Peluang observasi 
yang masuk ke dalam              adalah: 
                 ∫     
    
    
  (1) 
Sehingga diperoleh estimator histogram 
untuk     , yaitu (Hardle): 
  ̂    
 
   
                 (2) 
 
Untuksemua             , 
haliniberartibahwaobservasi yang masukkedalam 
interval yang tergantung , yakni          
   memberikan sokongan yang sam terhadap 
     . Pemilihan lebar kelas   kecil, histogram 
memuatbanyakbatangkecil-kecilsedangkanuntuk  
besar histogram memuat sedikit batang besar-
besar. 
 
2.2 Estimator Densitas Kernel  
Estimator density kernel merupakan 
pengembangan dari estimator histogram. 
Estimator kernel diperkenalkan oleh Rosenblatt 
(1956) dan Parzen (1962) sehingga disebut 
estimator denistas kernel Rosenblatt-Parzen [3]. 
Secara umum kernel K dengan bandwith h 
didefinisikan sebagai berikut [3]: 






), untuk      ,     (3) 
Yang memenuhi syarat sebagai berikut: 
i.         untuk semua x 




iii. ∫   
 
  
            




maka estimator densitas kernel untuk fungsi 
densitas      adalah: 
 ̂  
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)    (4) 
Berdasarkan persamaan (4) dapat dilihat 
bahwa  ̂     tergantung pada fungsi kernel K dan 
parameter h. Bentuk bobot kernel ditentukan oleh 
fungsi kernel K, sedangkan ukuran pada bobotnya 
ditentukan oleh parameter pemulus h yang 
disebut bandwith. Peran bandwith seperti lebar 
interval pada histogram. 
Beberapa jenis fungsi kernel antara lain: 
1. Kernel Uniform : 
     
 
 
         
2. Kernel Triangle: 
                     
3. Kernel Evanechnikov:      
 
 
               
4. Kernel Quartik: 
     
  
  
                
5. Kernel Triweight: 
     
  
  
                
6. Kernel Gaussian: 
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7. Kernel Cosinus: 
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dengan   adalah indikator. Pada tulisan ini 
penulis akan memberikan bentuk kernel dengan 
menampilkannya dalam bentuk gambar. 
Komputasi dan plot dari kernel ini didasarkan 
pada algoritma S seperti berikut ini yang 
mengarah ke grafik kernel. 
3. Hasil Dan Pembahasan 
3.1 Deskripsi Data 
Data yang digunakan dalam penelitian ini 
adalah data primer yang diambil dari laporan 
harian di Kampung ternak”. Adapun data yang 
digunakan untuk penelitian ini terdiri dari 8 
(delapan) variabel, yaitu kandang satu sampai 
dengan kandang delapan yang tediri dari 1116 
data. 
3.2 Metode Analisa Data 
Gambaran umum data yang diolah dengan 
menggunakn software R 3.5.2 secara rinci dapat 
dilihat pada Tabel 1. 
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Berdasarkan Tabel 1. Dari setiap kandang yaitu 
kandang 1 sampai dengan kandang 8 dengan 
jumlah data 186 data, sehingga total data dari 
seluruh kandang berjumlah 1488. Adapun nilai 
data minimum dari kedelapan kandang tersebut 
adalah 33 butir yang terdapat pada kandang 5 dan 
6, sedangkan data maksimum adalah 115 butir 
terdapat padakandang 2. Selanjutnya nilai rata-
rata (mean) dan kuartil 2      tertinggi terdapat 
pada kandang 2 yaitu 105,1 dan 126,  sedangkan 
nilai rata-rata dan kuartil 2     terendah terdapat 
pada kandang 4 yaitu 14,42 dan 0. Tabel 1 juga 
menampilkan kuartil standar deviasi dan varians 
yang tertinngi terdapat pada kandang 2 dan yang 
terendah pada kandang 7. 
 
Gambar 1. Histogram Hasil Produksi Telur   
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Gambar 2. Kurva Beberapa Fungsi Kernel 
 
3.3 Pemilihan Bandwith 
Bentuk kurva kernel bergantung pada kurva 
penduga fungsi kepekatan peluang akan 
bergantung pada lebar jendela     yang 
merupakan parameter pemulus [8]. Estimasi 
densitas kernel berdasarkan dua parameter, yaitu 
[2] : Bandwith   dan Fungsi densitas kernel   
Dalam estimator kernel, parameter penghalus 
  merupakan pengontrol keseimbangan antara 
kesesuaian kurva terhadap data dan kemulusan 
kurva. Berikut ini ilustrasi fungsi kepekatan 
peluang dengan fungsi kernel uniform, quartik, 
gaussian, Epanechnikov, Cosinus menggunakan 
jendela yang berbeda 0,2; 0,8; 1,4; dan 4: 
 
Gambar 3. Kernel Uniform 
 
Gambar 3. Kernel Quartic 
 
Gambar 4. Kernel Gaussian 
 
Gambar 5. Kernel Epanechnikov 
 
Gambar 6. Kernel Cosinus 
Berdasarkan keenam gambar di atas apabila 
lebar jendela (bandwith) semakin kecil maka 
kurva fungsi kernel hampir sama untuk kernel 
quartic, gaussian, epanechnikov, dan cosinus 
yaitu berbentuk landai di bagian puncaknya. 
Sedangkan jika bandwith nya semakin besar yaitu  
lebih besar dari 1 (satu) maka kurva fungsi kernel 
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cenderung lebih mulus dan berbentuk kurva 
normal. 
 
4. Kesimpulan Dan Saran 
Berdasarkan uraian di atas dapat diambil 
kesimpulan pemilihan bandwith yang optimal 
sangat dalam regresi non paramaterik. Semakin 
besar nilai bandwith maka kurva fungsi kernel 
cenderung lebih mulus dan mendekati bentuk 
kurva normal. Berdasarkan simulasi yang telah 
dicoba oleh penulis, bandwith (lebar jendela) 
lebih besar atau sama dengan satu telah 
memperlihatkan bentuk kurva normal untuk 
kernel quartic, gaussian, epanechnikov, dan 
kosinus. Adapun saran dari penulis adalah perlu 
dilanjutkan pembahasan fungsi kernel dengan 
menggunakan kernel Triweight. 
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