In this note we consider minimal surfaces in three dimensional anti-de Sitter space that end at the AdS boundary on a polygon given by a sequence of null segments. The problem can be reduced to a certain generalized Sinh-Gordon equation and to SU (2) Hitchin equations.
Introduction
Recently there has been some interest in Wilson loops that consist of a sequence of light-like segments. These are interesting for several reasons. First, they are a simple subclass of Wilson loops which depend on a finite number of parameters, the positions of the cusps. Second, they are Lorentzian objects with no obvious Euclidean counterpart.
Finally, it was shown that they are connected to scattering amplitudes in gauge theories [1, 2, 3, 4, 5] , for a review see [6] .
In this note we study these Wilson loops at strong coupling by using the gauge/string duality. One is then led to compute the area of minimal surfaces in AdS [7] [8] . We consider a special class of null Wilson loops which can be embedded in a two dimensional subspace, which we can take as an R 1,1 subspace of the boundary of AdS. For these loops, the string worldsheet lives in an AdS 3 subspace of the full
In order to analyze the problem one can use a Pohlmeyer type reduction [9, 10, 11, 12] .
This maps the problem of strings moving in AdS 3 to a problem involving a single field α which obeys a generalized Sinh-Gordon equation.
The same mathematical problem appears in the study of SU (2) Hitchin equations [13] . Interestingly, these Hitchin equations also appear in the study of the supersymmetric vacua of certain gauge theories [14, 15] . This connection is specially useful because the authors of [14, 15] have studied this problem, exploiting its integrability, and have proposed a method for finding the answer. For the simplest case, the metric in moduli space for the corresponding field theory problem is known [16, 17, 14, 15] . These results can be used to compute the area for the simplest non-trivial case which is the eight sided Wilson loop.
This note is organized as follows. In section 2 we describe the interplay between classical strings on AdS 3 and the generalized Sinh-Gordon model. In section 3 we describe several features of the solutions at hand and in section 4 we give the full answer for the case of the null Wilson loop with eight sides.
Note: A much more detailed exposition of the material reported here will be presented in a forthcoming publication [18] .
Sinh-Gordon model from strings on AdS 3
Classical strings in AdS spaces can be described by a reduced model which depends only on physical degrees of freedom. In terms of embedding coordinates, Y µ in R 2,2 , with
the conformal gauge equations of motion and Virasoro constraints are
where we parametrize the world-sheet in terms of complex variables z andz. For the case of AdS 3 the above system can be reduced to the generalized sinh-Gordon model [9, 10, 11, 12] .
We define
Then, as a consequence of (2.1) it can be shown that p = p(z) is a holomorphic function and that α(z,z) satisfies the generalized Sinh-Gordon equation
The area of the world-sheet is simply given by
For solutions relevant to this note this area is divergent and we will need to regularize it.
Given a solution of the generalized sinh-Gordon model, one can reconstruct a classical string world-sheet in AdS 3 by solving two auxiliary linear problems (which we will denote as left and right)
where the SL(2) left and right flat connections are given by
Internal SL(2) L ×SL(2) R indices α,α denote rows and columns of these connections, while the indices a andȧ denote the two different linearly independent solutions of each linear problem (2.5) . The space-time isometry group SO(2, 2) = SL(2) × SL(2) acts on these indices. We require that the two pairs of solutions obey the normalization condition
Once a pair of solutions has been found, the explicit form of the space-time coordinates
is given by a particular bilinear combination of the left and right solutions
It turns out that the left connection B L can be promoted to a family of flat connections by introducing a spectral parameter
where we have decomposed the connection into its diagonal part A z and off diagonal part Φ z . Actually, both, left and right connections can be simply obtained (up to a constant gauge transformation) from B(ζ) by setting ζ = 1 or ζ = i respectively. The zero curvature condition for B(ζ) can be rephrased as
These are the Hitchin equations, which arise by dimensional reduction of the four dimensional self-duality condition (instanton equations) to two dimensions. A has the interpretation of a gauge connection in two dimensions and Φ is a Higgs field. In our case we have the Hitchin equations for SU (2).
After we compute the area we can relate these results to results for Wilson loops or amplitudes in N = 4 super Yang Mills as
where the area is computed by setting the AdS radius to one and we have embedded AdS 3 appropriately in AdS 5 . For other field theories with gravity duals we should use the corresponding expression for R 2 /α ′ .
Finding the surface and computing its area
Since p(z) is a holomorphic function we can simplify the generalized sinh-Gordon equation by defining a new variable dw = p(z)dz. In the w−plane the equation takes the form
The expression for the area (2.4) becomes A = 4 d 2 we 2α . Note that w has branch cuts where p has zeros. So, we locally simplify the equation but we complicate the space on which the equation is defined.
Let us first write the solution for the four sided polygon obtained in [19, 1] . In this case p = 1, w = z and α = 0. The connections (2.6) are constant. Up to a constant gauge transformation the two solutions can be chosen as
The ψ . After we cross the Stokes line, we enter into a new Stokes sector. We can now choose another basis of solutions which has the asymptotic form in (3.2) in this new sector. We denote these two exact solutions as ψ after ± . These two sets of solutions should be related by a simple linear transformation. In fact we have
The Stokes matrix acts on the target space SL(2) index, a = ±, of the solutions. In other words ψ before ± has a new asymptotic expression in the new sector. A pair of exact solutions has an approximate expression in each sector which is given by a linear combination of the two solutions in (3.2). These coefficients also change by multiplication of the matrix in (3.3) as we change sectors.
The right problem will display a similar phenomenon. The discontinuities will be then characterized by Stokes parameters γ One can write an elegant formula for the left spacetime cross ratios purely in terms of the solutions of the left linear problem in (2.6). Choosing Poincare coordinates for AdS 3 , 
where s i is the small solution at the cusp i. The s i are well defined up to a rescaling, which cancels in (3.4). We have similar expressions for the right problem, which can be obtained by introducing the spectral parameter and setting ζ = i. The expressions in the right hand side are the cross ratios introduced in [15, 20] .
A very similar mathematical problem was considered by Gaiotto, Moore and Neitzke in a very different context [14] . Their motivation was the study of the Hyperkahler moduli space of certain three dimensional gauge theories with N = 4 susy. Those theories can arise from wrapping D4−branes on Riemann surfaces. The classical Higgs branch moduli space of vacua of these theories is given by the moduli space of the Hitchin equations on the corresponding Riemann surface. The moduli space is parametrized by the coefficients of
The authors of [14] have studied the analytic structure of the cross-ratios (3.4)as a function of ζ and have written a Riemann-Hilbert problem whose solutions determine the metric in moduli space g z izj . By computing the Kahler potential that leads to this metric we can write an expression for the area as
In principle this should determine the full solution of the problem. The metric is known explicitly for the case that corresponds to four dimensional N = 2 theory with a single hypermultiplet compactified on a circle, which have been considered in [16, 17] . In this case the metric is a multi-Taub-Nut metric. This corresponds to a case with only one complex modulus, which leads to the octagon in our case 1 .
The octagon
In the case of the octagon we have n = 4 and the polynomial is p ∼ z 2 − m. As
.., we cover the w−plane twice, but, in addition we undergo a shift 1 We thank Davide Gaiotto for pointing out this relation.
w → w + w s , with w s = −iπm, as we go around twice. We can then say that the w−plane is missing a sliver of "width" w s . The fact that the information about m survives at large |w| has the nice consequence that it allows us to compute the space-time cross-ratios exactly as a function of m
We can now apply the known explicit formulas for the metric to compute the area. The area (2.4) is divergent and needs to be regularized. We consider a physical regularization which corresponds to placing a cut-off on the radial AdS 3 direction, r ≥ µ. This cut-off renders the area finite since it does not allow arbitrarily large values of |z| or |w|.
In order to extract the dependence on the regulator it is convenient to write the area as the sum of two pieces
In order to regulate the second term in (4.2) we need to know the asymptotic behavior of the radial coordinate r(z,z). This appears to require a full explicit solution to the problem. However, we also know that the asymptotic form of the solution also determines the positions of the cusps, which in turn determine the kinematic invariants such as the distance between cusps. Indeed, most of the dependence on the explicit solution r(z,z)
can be reexpressed in terms of the kinematic invariants. We then find that the second piece in (4.2) can be written as the sum of several terms
The first term is the well known divergent piece with the appropriate infra red behavior.
A BDS is the function that appears at one loop in perturbation theory [21] , which solves the anomalous conformal ward identities [2] , . This expression has the correct behavior for all the limiting cases and the correct analytic structure. It is analyzed in much greater detail in [18] . Two loop perturbative expressions for the Wilson null polygons were given in [22] .
