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The paramount impmtance of the creation, sharing, and dissemination of knowledge in our 
present day knowledge based societies is unprecedented. The maximization of sharing and 
transfeiTing useful knowledge has become a formidable challenge that needs more investigation. 
This can be facilitated by attaining a better understanding of how knowledge is created, shared 
and managed, in addition to investigating how knowledge-centred communities ･ｭ･ｲｧｾＮ＠
This research investigates whether computers can detect the relations between language, 
knowledge and community through monitoring the emergence of a knowledge community. A 
corpus based linguistic method was adapted to investigate the trace of knowledge transferred 
through texts written by and to different stakeholders in the community in order to monitor the 
. emergence of a multidisciplinary community of practice in a pruticular domain. The method was 
based on theories related to the tendency of each knowledge community to develop and 
appropriate communal and specialized lexicons. It combined the use of univariate and 
multivariate ru1alytical teclmiques in order to detect, to a high degree ｯｦｲ･ｬｩｅｾ［｢ｩｬｩｴｹＬ＠ the emergence 
of new knowledge communities and the diffusion of knowledge across community members. 
Tllis led to a novel approach in the computerized observance and analysis of the emergence of 
knowledge communities based op how language shapes a community at the same time as a 
community shapes the language. It also led to proposing the information Spider Model; a 
document repository system designed for facilitating sharing knowledge through text among a 
community's. members. 
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Chapter 1 
1 Introduction 
1.1 Preamble 
h1 our present day knowledge-based societies, the creation, dissemination and management of 
knowledge play an ever increasingly important role . . The ｣ｲｾ｡ｴｩｯｾ＠ of new knowledge has become 
the cornerstone of knowledge-based economies, and the challenge is how to maximize the 
process of knowledge sharing and dissemination within an organisation and domain or across 
organizations and domains; this is critical for the sustenance of individual organisations, domains 
and for the well being of the society as a whole. 
Knowledge management literature shows that the application of knowledge and the feedback 
from end-users, in itself, contributes as substantially to the knowledge of the domain experts as 
does that of the research output of the expe11. For ･ｸ｡ｭｰｬｾＬ＠ the classical case studies of the 
Japanese white-goods (manufacturers Matsushita and Caill1on), of the German conglomerate 
Siemens' recovery to become a major telecommunication enterprise during the 1990s, and of 
knowledge transfer within the photocopier division of Xerox Inc, clearly indicate the benefits the 
research laboratory derives fi·om its interaction with both professionals and end-users. The 
professionals include design engineers, marketing executives, accounts clerks, merger and 
acquisition lawyers -those who have to understand, critique and apply the knowledge developed 
in laboratories. 
Hence, knowledge is created tlu·ough the collaborative effm1s of groups of people, with similar 
backgrounds or otherwise. This invariably leads to the emergence of a community, sometimes of 
an extemporaneous nature, and at other times permanent. 
h1deed, an ｵｾ､･ｲｳｴ｡ｮ､ｩｮｧ＠ of how knowledge is created and shared tlu·ough its various phases of 
conception, currency, usage and obsolescence, and how knowledge-centred communities emerge 
and are organised, whether bound by common practice shared by a homogeneous group of people 
coming fi·om the same backgrounds or a heterogeneous group coming fi·om different 
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backgrounds, will provide advantages to research that focuses on furthering knowledge sharing 
activities, tools, and techniques in the newly emergent area if knowledge management. 
Amongst the many different types of knowledge communities, the more recently researched are 
the so-called communities of practice - groups of people who share a concen1, a set of problems, 
or a passion about a topic. Examples of a community of practice are abundant, including, among 
others: a survival and well-being community, a leisure-oriented community or a wealth-creation 
community. For instance, a good example .of a survival and well-being community is that of 
groups of people who share an interest and concetn in breast cancer, who wish to investigate 
problems associated with breast cancer, and who benefit fi·om the advancement of knowledge in 
this domain. Tllis community will involve researchers, diagnosticians/therapists, and patients 
respectively. Each sub-group has some knowledge of breast cancer: some of the knowledge is 
explicit- journal papers written by researchers, clinical notes by professionals- and some is tacit 
-the patient's sense and feeling of well being, discussions amongst clinicians, the way nw·ses 
learn fonn the behaviour of experts. Each sub-group has its own style of writing and targets their 
communications within and across associated groups. The most easily accessible amongst the 
modes of communication are the explicit written texts. Similarly, in leisw·e-oriented communities, 
there will be professional promoters, key players and end-users. In wealth creation knowledge 
communities there are entrepreneurs, researchers, professionals and end-users. 
The notion of a knowledge conununity is qualitative and is underpim1ed by more abstract 
concepts like common ground. It has been argued that for a community of practice's members to 
communicate well they should develop such a common ground. This tenn is used in language 
acquisition to suggest that one if there is a common ground can acquire language, which in turn is 
noted in a communal lexicon, between the larger linguistic community and the individual 
learners, and that once the learner has accomplished the mastery of this language; his or her 
contribution to the community will increase. 
Thus, language is one of the means a community uses to create and develop its conunon ground 
in order to share knowledge effectively. Tlu·ough the use of the language in its most common 
fom1, the language of the populace, communities of specialists statt their discourse. However, in a 
short period of time, members of the specialist community strut to distill the meallings· of certain 
words, invent new terms, and impose restrictions on the use ofthe general language, thus leading 
to the creation of a Language for Special Pwposes (LSP). 
In patticular, the special language used by the members of an organisation identifies the 
organisation. The special language is a subset of the natw·al lru1guages of the members of the 
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organisation and the two languages perhaps can be distingui.shed at the lexical level, specifically 
the vocabulary of the specialism, and at the level of communication interests or pragmatics. 
Since it is possible to distinguish special languages from the language of everyday usage by 
monitoring the terms and vocabulary used, which are much more discetnible than differences in 
grammar, syntax, and semantics, it becomes feasible to detect and observe the specialized 
language being used. 
Our focus is primarily on written texts within the breast cancer domain, and how an analysis of 
texts produced by different members of the group will perhaps lead to a measure of how 
knowledge is being shared and diffused. 
Typically, in knowledge management, if and when documents are analysed, the documents are 
'eyeballed': human experts read texts, one by one, and summarise them for the benefit of 
knowledge management operatives - consultants and system builders. The experts suggest what 
vocabulary there is and how it is shared. Given the deluge of documents - literally thousands of 
papers produced by experts and professionals, not excluding what patients write and articulate 
about their personal experiences, there is a need to: (a) identify vocabulary and (b) show the 
extent to which documents produced by the different groups are lexically- and, by implication, 
conceptually - similar or dissimilar. This is the basis for the investigation of whether computers 
can detect relation between language and community through monitoring the appearance or 
emergence of a community or groups of people who share a common concern or interest and 
different backgrounds and motivations. This is achieved through studying the language used for 
communication among the community members, and how this can lead to the facilitation of the 
exchange and sharing of knowledge within and among various levels of people by .building a 
common shared knowledge repository or system. 
Analysing and investigating texts to monitor the formation and ·evolution of a knowledge 
community can be achieved tlu-ough a variety of techniques; a special scientific discipline that 
addresses tllis research problem is that of c01pus linguistics. 
For us, this research work is mainly about implementing corpus linguistics methods. Corpus 
linguistics focuses the study of language on how speeches and written texts actively use the 
language. Variation in the use of language is a given in corpus linguistics and the distribution of 
linguistic features amongst a set of randomly selected texts helps in the formulation of hypotheses 
on the behaviour and propetties of a given language. 
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Our investigation is based on the acceptance of the notion of a communal lexicon. We believe that 
an examination of documents produced by different members of a community of practice either 
synclu-onically, at the same time, or diachronically, over a fixed period of time, will indicate the 
extent of a community's cohesion or otherwise. 
Since a small set of key single terms appear to form the backbone of the specialist discipline. and 
a large number of compound terms are formed from the single set, it is not difficult to identify the 
set of single terms by using· information retrieval methods like term frequency, inverse document 
fi·equency and by comparing distributions of words in specialist texts with that of the same words 
in texts used everyday. Typically the distribution is studied by looking at simple descriptive 
statistics from univariate data: mean and standard deviation of single keywords and mutual 
information (and other related) statistics about the co-occurrence of two or more single tetms. 
More recently, corpus linguistics studies have focused on how linguistic features are distributed 
and vary over sub-sets of texts - registers or genres. The re-occurrence patterns amongst 
linguistics features are analysed using a multivariate technique, factor analysis, which are 
interpreted as underlying dimensions of variations across texts. The categorization of texts and 
the thesaurus serve as the basis of a knowledge sharing system. h1 typical knowledge sharing 
systems texts are categorised by hand and the thesaurus is produced by hand, in other word, 
manually. 
In this thesis, we combine univariate and multivariate analysis in order to investigate how a 
communal lexicon emerges and is shared through a case study taken fi·om the health care 
community including experts, professionals and patients. 
We have created a corpus of texts produced by members of a given community of practice- the 
breast cancer community. We identified the core single terms automatically and then identified 
compound ·terms. Then we automatically analysed co-occurrence patterns of compound terms 
using factor analysis. Compound terms that account for the variance within a given register-
expert researchers, professionals and patients - are represented synchronically as the key 
concerns of the members of the sub-community - concerns that are not shared especially by other 
sub-communities. The co-occun·ence pattetns are used to indicate the terms in separate 
repositories within a document management system. Fwthennore, the automatically identified 
te1n1s are presented as tenns that an end user may use for serving the community of practice's 
corpus oftexts. Finally, we present the Spider Model developed at the University of Surrey. This 
h1fonnation Spider is a document management system designed to facilitate the work of teams 
that merge into a community, it assists in the study of how tacit and explicit knowledge is 
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disseminated in an emergent discipline, as well as facilitating the collation, analysis and retrieval 
of documents used across a community of practice. 
1.2 Structure of the Thesis 
Following a general introduction including a preamble and the structural layout of the thesis, 
Chapter Two will present a comprehensive review of the literature relevant to the research subject 
of this thesis, including the discussion of ｴｾ･＠ nature of knowledge, the links between knowledge 
and language, knowledge management as group behaviour, and different approaches in studying 
the emergence of knowledge communities. Consequently the focus will be on the role of common 
ground as a prerequisite for knowledge to be diffused and shared, then the chapter moves to the 
discussion of the principal questions that are addressed by this research as well as the hypothesis 
on which the research is based. 
Chapter Three discusses in detail the method undertaken to address the research questions and 
starts with a comprehensive presentation of the corpus-based approach including its premises and 
techniques. Subsequently the chapter discusses the proposed method developed for monitoring 
the emergence of a multidisciplinary community of practice based on this approach. Chapter 
Four presents an intensive discussion of the experimentation results achieved using this method 
that combines different statistical techniques. The chapter focuses on the case study where we 
implement our method; it draws attention to how different computational techniques were 
combined in order to e>..'tract the communal lexicons as well as their similarity and variation of 
use among different sub-communities or community members. Chapter Five describes the 
evaluation of the method used as well as testing the domain independency of the method, 
followed by the conclusions and suggested future work. 
1.3 Novel Work Undertaken 
The research objective is to investigate whether a computerized method is be able to observe and 
monitor the emergence of a multidisciplinary community of practice by defining the content of 
knowledge shared among community members and the different motives behind their needs to 
share and transfer knowledge. 
12 
The method is based on the study of collections of arbitrary free texts written in a language used 
for restricted communication within a specific domain. 
The contribution of this research has two aspects; theoretical and technological: 
0 Theoretical aspect: A societal knowledge management model grounded in language 
use based on the study of the shared language in order to define the communal 
lexicons. These lexicons shape knowledge communities as they are transferred and 
shared specifically in the case of a multidisciplinary community of practice. 
0 Technological aspect: A novel approach in the computerized monitoring and 
facilitation of the emergence of knowledge communities. This approach is based on 
the study of heterogeneous texts addressed and written by different groups of the 
community, and the combination of different statistical analyses: univariate, and 
multivariate analysis. 
1.4 Publications 
The author has contributed to the following papers drawn from the research presented in the 
thesis: 
I. Al-Sayed, R., and Ahmad, K. (2006). Knowledge Sharing in a Community of Practice: A 
Text-Based Approach in Emergent Domains, Electronic Journal of Knowledge 
Management, EJKM Vol4 (No. 2), pp 99-108 
II. Al-Sayed, R., and Alunad, K. (2005). Knowledge Sharing in a Community of Practice: A 
Text-Based Approach in Emergent Domains, In (Eds) Remenyi, D. Proceedings 
ICIKM05, American University ofDubai Dubai, UAE, 21-22, November,. pp 33-41. 
III. Alunad, K., and Al-Sayed, R. (2005). Community of Practice and the Special Language 
'Ground'. In: (Eds.) Clarke, S and Coakes, E. Encyclopaedia of Knowledge Management 
and Community of Practice. Idea Group Reference. PA. USA. pp 77-88 
N. Al-Sayed, R., and Ahmad, K. (2003). Shared languages and shared knowledge. 
Electronic Journal of Knowledge Management, EJKM. Vol. 1 (No.2), pp 1-8 
V. Al-Sayed. R., and Alunad, K. (2003). Shared knowledge: the role of special language. In 
(Eds.) McGrath, F. and Remenyi, D. Proceedings of the Fourth European Conference on 
Knowledge Management. Oxford University. Oxford, UK. pp 28-40 
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VI. Tariq, M., Manumaisupat, P., Al-Sayed, R., and Ahmad, K. (2003). Experiments in 
ontology construction fi·om specialist texts. In Proceedings of EUROLAN Workshop: 
Ontologies and Information Extraction. Bucharest, Romania 
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Chapter 2 
2 Motivation and Literature Review 
2.1 Introduction 
In this chapter, we begin with some basic definitions oftetms in order to place the work presented 
here in context; these include /mow/edge, language and terminology. Next, the importance of 
knowledge management and group behaviour will be discussed briefly, together with a classical 
model of sharing knowledge in literature. Then, I will survey different types of knowledge 
communities including communities of practice and special interest, focusing on the 
heterogeneous type of these communities. This will help to present the concept of 'common 
ground' (communal lexicon) in sharing knowledge. This will also address how these 
communities have emerged, and question the differences between them. I will also discuss some 
problems that impede sharing the content of the useful knowledge between community members 
in an emerging domain. To conclude, I present the questions as well as the hypothesis of this 
research. 
Knowledge is defined variously in the Oxford Dictionary and Thesaurus (1995) as: "awareness or 
familiarity gained by experience (of a person, fact, or thing)", "the fact and condition of 
knowing" "a person's range of infonnation", "specific information; facts or intelligence about 
something", or "a theoretical or practical understanding of a subject". A more philosophical (and 
positivist) view of knowledge is to see it as a ')ustified true belief' which was first introduced by 
Plato. In the context of my work Davenpmt and Prusak's (1998) statement that "Knowledge is a 
fluid mix of fi·arned experience, values, contextual information, and expe1t insight that provides a 
framework for evaluating and incorporating new experience" is patticularly apposite. 
Philosophers have spent centuries thinking about what constitutes knowledge. Some of their 
endeavours ended with the identification of different types of knowledge: for example, between 
declarative knowledge, knowledge of facts, 'knowing what or that', and procedural knowledge, 
knowledge of how to do things, 'knowing how', (Ryle, 1949). Knowledge types could also be 
referred to as static and dynamic knowledge. One classification of knowledge that we consider 
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here is that of explicit knowledge and implicit or tacit knowledge (Nonaka and Takeuchi, 1995). 
Generally, 'explicit' means 'to unfold' or 'express'. Explicit knowledge is formalised 
consensually, and articulated in the language of a specialist domain through texts. These texts are 
either informative (learned teA.is) or instructive (instruction manuals). The word tacit means 
'silent' or 'implied'. Tacit or implicit knowledge is atticulated mainly through the spoken word 
and is suffused with metaphors and analogies. Tacit knowledge is largely informal and 
idiosyncratic to individuals. Heath and Luff (1996) describe how tacit knowledge is used by 
operators in the control room of an underground system where the operators, having different 
responsibilities, keep an eye on other colleagues whilst they are taking critical decisions; a silent 
transfer of knowledge. Having said this, during the last decade, the knowledge management 
discipline has emerged based on clear distinctions between data, information and knowledge. In 
that sense, data refers to signals, numbers, or characters that need to be interpreted, while 
information is used to refer to data that are embedded in a context and outfitted with meaning; at 
a higher level we have knowledge which is the information that is analysed in the human mind 
and being interpreted through, as stated by Wilson (2002), different processes including: "mental 
processes of comprehension, understanding and lean1ing". fu other words, knowledge is the 
whole body of data and information used in order to perform tasks and generate new information 
and lawwledge (Nonaka and Takeuchi, 1995; Schreiber et al, 2000: 3). Notwithstanding the 
disagreement of some researchers in finding clear distinctions between information and 
lawwledge (Wilson, 2002), our view is that there should be a clear difference between the two 
words; in order to atticulate knowledge we need more sophisticated processes of analysing with 
cycles of leatning to interpret the information we already have. 
Knowledge is transferred through signs systems including language. Language is considered as: 
"the whole body of words and of methods of combination of words used by a nation, people, or 
race" (Online Oxford English Dictionat·y1). More precisely, language can be viewed as a system 
of symbols, highly developed and extremely complex, which is used to create, disseminate, and 
censor knowledge (Ahmad and Miles, 2001). 
All kinds of agents (humans, atlimals, or computers) communicate through language and other 
symbolic systems that are sometimes called semiotics. Here, lat1guages can be studied at different 
levels of generalisations: lexical, syntactical, semantic and pragmatic. The lexical level refers to 
the words and phrases that constitute a language. On the syntactical level syntax, fmm and 
1 Available at www.eod.com (last accessed 16-12 -2006) 
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composition are the primary concen1 (Sowa, 2000), while semantics are more sophisticated and 
refer to the study of meaning in language (Cruse, 1986). Pragmatics is concerned with the actual 
use of a language - without isolating the context - by its senders and receivers when we need to 
achieve a precise understanding. 
The relationship between knowledge and language is the centre of an ongoing debate. 
Essentially, the relationship between knowledge and language is regarded as interdependent and 
highly correlated (see Baker and Hacker on Wittgenstein 1988). 
It can be generally argued that developments in a certain domain or discipline invariably lead to a 
novel and specialised use of a number of words taken from the ordinary natural language used by 
all speakers of a given language. This specialised use is restricted to those who work in the 
emerging discipline. Furthermore, whenever new concepts and major developnients take place in 
a given domain, new terms are coined to convey and facilitate the statements of the new concept 
and development. Parallel to this process, some older tenns, related to obsolete concepts, tend to 
disappear slowly and cease to be a constituent part of the specialised jargon or terminology. The 
te1n1 terminology is generally used to refer to a set of vocabulary and lexicons within a specialist 
domain. Broadly speaking, tetminology is the study ofthe activity concetned with the collection, 
description, processing and presentation of tetms and the relationships among them (Sager, 
1990:2). 
From a knowledge sharing perspective, one can argue that by the fi·equent and deliberate use of 
specialised terms within a specific discipline or domain, members of this domain community are 
demonstrating a commitment to the set of ideas, concepts, and schools of thought in this 
particular domain. There appears to be a cmTespondence between the terminology adopted by a 
domain community at a given time and the history of the community's emergence and of the ideas 
propounded by the community. The different types of commitment adopted by a domain 
community fmm what is called ontology- the study of the existence of being: "a specification of 
a representational vocabulary for a shared domain of discourse-definitions of classes, relations, 
functions, and other objects" (Gruber, 1993). In that sense, we can understand that ontologies are 
agreements to use the shared vocabulary and conceptualisations in a coherent and consistent 
maiUler (Gruber, 1995). 
In summary, any individual text or document in a pruticular domain has networks of terms; and 
terms in turn relate to concepts. The documents in this domain (whatever that might be: physics, 
medicine ... etc.) are networked, in that the authors shru·e similar conceptual commitment.to their 
peers by using exactly the same tenninology. 
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To avoid any ｣ｯｮｦｵｳｩｯｾＬ＠ it is impmtant to note that in this thesis we use 'language' whenever we 
aim at indicating the different levels of studying a language, however, when we specify and focus 
the discussion on the lexical and semantic levels we use the terminology 'tenns' or 'lexicons'. 
2.2 Knowledge Manage1nent and Group Behaviour 
Pioneers of knowledge management focused on sharing knowledge related to industrial 
innovation: there are some well-cited exemplars of this genre of sharing. The classical case 
studies of Japanese white-goods manufacturers, Matsushita and Carmon (Nonaka and Takeuchi, 
1995), of the German conglomerate Siemens' recovery as a major telecommunication enterprise 
during the 1990s (Davenport and Prusak, 1998), and of knowledge transfer within the 
photocopier division of Xerox Inc, clearly indicate the benefits the research laboratory derives 
from its interaction both with professionals and end-users (Seely-Brown, 1998). The 
professionals include design engineers, marketing executives, accounts clerks, merger and 
acquisition lawyers - those who have to understand, critique and apply the knowledge developed 
in the laboratory. 
Nonaka and Takeuchi (1995: 95-123) noted that the development of new product lines depend 
critically on persuading all the key players who might be involved in such a process - researchers, 
product designers, manufacturing and sales persmmel - to work together as a community which 
has no departmental or status boundaries. In that sense, the term used by Nonaka and Takeuchi 
was cross-levelling of knowledge: cross-levelling of an explicitly hierarchical structure. Seely-
Brown (1998) discussed the sharing of 'local innovation' in the redesign of over-designed 
technology by incorporating the end-users and sharing their knowledge of the products that 
needed to be redesigned. 
The above two examples indicate the knowledge transfer/sharing process that involves the 
conversion of tacit knowledge into explicit knowledge and vice versa. 
The conversion of tacit knowledge into explicit and vice-versa comes tlu·ough four modes: 
socialisation - converting tacit into tacit, externalisation convetting tacit into explicit, 
combination - explicit into explicit, and internalisation - explicit into tacit (Nonaka and 
Takeuchi, 1995:62-73). Figure 1 illustrates the knowledge spiral and the four modes of the 
knowledge conversion process. 
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Figure 1. The four modes of knowledge conversion discussed in Nonaka and Takeuchi's model. 
Here, we need to discuss these modes with respect to the language and exchange of tenninology 
and concepts amongst the knowledge crew (people involved in exchanging knowledge) durii)g 
each of the modes. The use of language varies from a minimal use language during socialisation 
mode through to a sophisticated use of language, e.g. the use of metaphors and analogies, in the 
externalisation mode. Socialisation is followed by externalisation. Here, an inventory of novel, 
revised, and abolished concepts is produced in written documents. Socialisation and 
externalisation produce fragmented knowledge. The knowledge crew ｴｬｾ･ｮ＠ tends to fuse concepts 
and tenninology in the so-called combination mode. The combination mode relies extensively on 
both spoken and written languages, and includes telephone and face-to-face conversations as well 
as written reports: this language-based communication depends on a shared vocabulary; the use 
of communal lexicons that will be discussed in detail later in this chapter. The use of language in 
the internalisation mode manifests itself in the use of oral stories in addition to the texts used in 
the externalisation mode. During internalization, individuals are actually creating their own tacit 
knowledge. Once the knowledge is inten1alised and put into practice, the socialisation mode 
begins followed by the other three knowledge spirals in the organisation. This ultimately leads to 
externalisation, combination and internalization. 
Marwick (200 1: 816) has presented some examples of the teclmologies that may be applied to 
facilitate the knowledge conversion process, and has suggested how text and video technologies 
can facilitate the four modes of knowledge conversion, as shown in Table 1, and this could help 
in understanding how knowledge is convetted and transfened. 
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Table 1. Examples of technologies that can support or enhance the ta·ansformation of knowledge 
Tacit Explicit 
Socialization Externalization 
Tacit ｅｾｭ･･ｴｩｮｧｳ＠ Answering questions 
Synchronous collaboration (chat) Annotation 
Internalization Combination 
Visualization Text search 
Explicit Browsable video/audio of Document categorization 
presentations 
Knowledge sharing in recent literature stresses more indirect interaction between ｴｨｾ＠ members of 
a (geographically distributed) organisation. In the next section we will present a framework for 
sharing knowledge including the interaction in a community forum, which are more recent 
phenomena. To address the issue of sharing knowledge in a community, we will discuss this 
fi:amework in detail. 
2.3 A Framework for Sharing Knowledge 
The spiral model of Nonaka and Takeuchi, and its technological implementation by Marwick, 
together with the observations of Seely-Brown in Xerox, and Davenp01t and Prusak in Siemens, 
implies the existence of a community - a body of human beings joining together into a 'social 
unity' where values, beliefs and aspirations are shared and contested. The sharing and contesting 
are mticulated through complex systems of signs - linguistic, mathematical and graphical signs, 
for example. What is shared and contested are justified true beliefs or the replacement of existent 
beliefs - and both relate directly and indirectly to knowledge in a broad sense. A better 
understanding of socialisation at play in knowledge creation and sharing is very imp01tant if we 
deem to supp01t and facilitate these processes (EU, 2004: 9). Thus, a community is a dynamic 
eco-system where new ideas are nurtured, existing ideas pruned, and some 'killed off. 
Any organisation that provides opportunities for communication among its members is eventually 
stranded by communities of people who have similar goals and a shared understanding of their 
activities (Ouchi, 1980). It has been argued that the heatt of intelligent human performance is not 
the individual human mind but groups of minds interacting with each other and with tools and 
mtefacts (Fischer and Ostwald, 200 1 ). In that sense, the shm·ed understanding of these groups 
supports the collaborative lean1ing that is necessary in order to achieve their mutual rewards and 
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benefits (Huang et al, 2002: 226). The organisation-external members of a community are 
sometimes excluded from the discussion of a community, however, fi·om our point of view the 
notion of a community is an egalitarian one; everyone in the community has an equal contribution 
to the sustenance of the community. This also supported by Newell et al (2002) where the 
involvement of retired employees and the inclusion of external parties where both were found to 
contribute to the effectiveness of such a community. All communities should have an exchange 
system; this includes rewards for good behaviour and performance, and opprobrium as well as 
blame for bad. Community members act together, interact and cooperate on a regular basis and 
engage in joint activities, mutual teaching and lean1ing. These interactions lead to constructive 
relationships and reasonable trust among them in order to ensure the optimum environments for 
knowledge creation and sharing as well as by enabling the emergence of new communities, as 
mentioned in the European workshop on "The social life for knowledge" (EU, 2004: 8). 
All community members produce written documents that are accessible physically and 
conceptually to all others. Our focus will be on two types of knowledge communities that have 
emerged, have evolved and are characterized and fonned based on practice; homogenous and 
heterogeneous communities of practice. This will lead to examining the challenges of sharing 
knowledge among the stakeholders, particularly in the heterogeneous knowledge community. 
2.3.1. Community of Practice (CoP) 
A community of practice, or communities of practice, (CoPs) - indicated first by Lave and 
Wenger (1991) who pioneered the use of this concept - is defined variously in organisational 
behaviour (Nonaka and Takeuchi, 1995), in human resources management (Lesser and Storck, 
2001), in discourse analysis (Clark, 1996), by military planners (Bennet and Bennet, 2003), and 
computing professionals (Seely-Brown, 1998). For these authors, the term CoP helps to atticulate 
how individuals, within the context of the fonnally created enterprise (the organisation or the 
fitm), identify their beliefs (values and aspirations) with those of the enterprise over a period of 
time. CoPs are not entirely a new idea. They embody our first knowledge-based social structures 
for the ownership of knowledge across the boundaries of any organisation structure. CoPs have 
always been a patt of the infon11al structure of organisations. So, what is new here? According 
to Etiem1e Wenger (1999a), the novelty is the need for organisations to become intentional and 
systematic about managing knowledge, and in this respect we have only recently begun to 
understand their dynamics and how they can be intentionally developed and supported in order to 
thrive and survive. 
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CoPs: are defined as 'groups of people who share a concen1, a set of problems, or a passion about 
a topic, and who deepen their knowledge and expertise in this area, by interacting on an ongoing 
basis' (Wenger et al, 2002: 4). They consist of practitioners who share common practice, or who 
focus on the practical aspects of their interest domain, like rehabilitation therapy or 
manufacturing engineering - or a skill - like computer repair. One important aspect of these 
CoPs is that they do not have an official rigid structure: they fonn voluntarily and spontaneously 
as· a result of the need of individuals to discuss common problems and search for shared solutions, 
as well as to learn from others' experiences and build up new approaches to best practices. 
Since these communities are the result of strong motivation by individuals to bond together, 
driven by their sense that they are at the forefront of their discipline and capable of exploring and 
creating knowledge that is not easily available and conventionally documented, these 
communities have become an important factor in today•s knowledge-intensive societies. Tlus 
leads to a question of great impmtance: could a CoP be fonned in any domain? And where is this 
happening if it is happening at all? 
Wenger (1999b) emphasises that, in order to form a community of practice, there should be a 
clear sense of engagement by a number of passionately enthusiastic individuals in a well defined 
domain of practice. This personal level of belonging is necessary for both the evolution and 
sustenance of the community. Every member of the community should have the motivation and 
commitment that will lead to an environment of cooperation, mutual trust and constructive 
engagement. The important aspect here is that members appear to develop a shared repextoire of 
concepts: tools, language, and stories, that will embody the distinctive knowledge of the 
community and become a unique source for fmther learning (see Figure 2). 
22 
Joint enterprise 
/ 
mutual engagement shared repertoire 
Figure 2: The main dimensions of practice as the property of a community. Wenger (1999b:73). 
The permutation of identification with a joint enterprise, renewed mutual engagement and an 
evolving shared repe1toire will make the community thrive, grow and include newcomers 
(Wenger, 1999b ). 
Having said this, a community of practice can be either homogenous or heterogeneous and multi-
disciplinary. The latter consists of people from different fields, disciplines, and backgrounds that 
come fi·om different CoPs to solve a particular problem of common concern and practice or to 
share knowledge related to a common interest. This kind of community is based on the concept 
of knowledge management stating that ilmovation could be everywhere. To illustrate this 
Seely-Brown offers stories about the Xerox copier debacle, where the end users and the repair 
engineers had knowledge that the highly qualified researchers lacked (as cited in Brown and 
Duguid, 1991). Could this notion be translated to non-engineering domains? Actually, we can 
find such a community in the health domain where a health care community including specialists, 
professionals, general practitioners, physicians, nw·ses, patients, and health care providers, need 
to share their knowledge regularly. 
Indeed, the literatw·e cited the community with people coming fi·om different backgrounds as a 
community of special interest, or a Col (Fischer and Ostwald, 2001 ), that is formed around 
addressing a specific challenge for a temporary period of time. Generally, Cols are often more 
temporary than CoPs, some Cols exist for a restricted time, such as for a project's duration; while 
others could survive as long as their needs, willingness and ability to share knowledge exist. For 
us, we prefer considering this heterogeneous community as a multi-disciplinary community of 
practice consisting of different groups of people. These groups of people are not necessarily 
defined by location, by profession or by socio-economic status. Their definitic:>n comes out of 
their specific issue or need. They can be thought of as communities of communities (Brown and 
Duguid, 1991) or a community of representatives of communities, such as a team whose members 
are interested in software development that includes software designers, marketing specialists, 
psychologists, and programmers. Actually, the literature in knowledge management raises the 
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impmtance of CoPs as homogenous design beyond this kind of community. Thus, CoPs can be 
also multidisciplinary, allowing members of different backgrounds but similar interests to work 
together collaboratively, and to concurrently engage from the perspective of their multifaceted 
backgrounds especially in domains like health. It may be suitable here to point out that Grant 
bases his theory on Demsetz's (1991) observation that the acquisition of knowledge requires that 
individuals specialize in specific areas of knowledge, while the application of knowledge to 
produce goods and services requires the bringing together of many areas of specialized 
knowledge (Grant 1996: 376; 1997: 451). Notwithstanding this, different challenges face the 
sharing knowledge in heterogeneous knowledge community. 
2.3.2. Challenges of Sharing Knowledge 
Although this is not an unproblematic task, bringing together indiyiduals from different 
professional backgrounds is essential and crucial in order that each group can understand and 
appreciate the skills and capabilities of other groups (Newell et al, 2003). Sharing knowledge and 
leruning in heterogeneous CoPs or Cols is more problematic and multi-faceted than in 
homogeneous CoPs. 
More precisely, there is a fundamental challenge that faces and affects shru·ing knowledge within 
these kinds of communities; the challenge is to link and integrate significantly various 
perspectives and languages in order to build a shru·ed understanding and trust; this challenge has 
been driven by the lack of understru1ding of the problem or concern, the conflicts among 
perspectives, or the absence of shared understanding, due to: 
I. The use of different languages related to their different domains or disciplines. For 
example, the use of some specialist terms by some members of the community while 
the other members coming from different backgrounds have no prior knowledge about 
the meanings of these terms. 
II. The ambiguous use of some terms during communication may lead to 
misunderstanding. 
III. The variation of exte1nalisations that exposes misinterpretations. fu other words, the 
difference in readability and understanding levels among community members. 
N. The difference among the community members' goals as well as systems of beliefs and 
aims that provide the strong motivation for transferring ru1d sharing their knowledge. 
24 
Most impmtantly, developing the common and shared understanding among community 
members is one of the toughest challenges facing the sharing of knowledge. Having said this, 
members of heterogeneous CoPs or Cols enjoy a unique oppmtunity to enhance their 
understanding of the various dimensions of a given problem and find out creative solutions to this 
problem, provided they learn to communicate with each other and to leatn from those who have 
different backgrounds, and who use different terms or vocabularies for the expression of their 
ideas. In order to do so, the difficulties that we mentioned should be addressed by developing a 
common ground among all the stakeholders or conununity members as a fundamental factor 
required for effectively sharing and transfening knowledge. 
2.4 Common Ground and a Knowledge Community 
It has been argued that in order for conununity tnembers to be able to share knowledge, they need 
a common denominator - a prerequisite for the development and sustainability of a useful 
communication- or common ground (Clark, 1996; Davenport and Prusak, 1998). 
Clark (1996: 93-94) has elaborated on the definition of common ground (CG) in terms of the 
interaction of two people describing it as "the sutn of their mutual, common, or joint knowledge, 
beliefs, and suppositions" and "is a form of self-awareness". Without a common cognitive 
ground, members of a community will not be able to tacitly and explicitly exchange and 
disseminate useful knowledge. 
A common ground is a prerequisite in language-based communications for users to attain a 
meaningful exchange and coordinate activities. Clark from his viewpoint as an applied linguist 
divides the shared bases for the coordination into two types: the personal and the communal 
common ground. The first has to do with personal acquaintances and social contacts, while the 
latter defines and outlines cultut·al communities. 
Clark (ibid: 1 07) further divides the communal CG into five content areas: human nature; 
cultural facts, norms and procedures; grading of information; and communal lexicon. 
Communal lexicons including dialects and technical terminology are developed by these cultural 
communities, thus leading to the evolution and formation of a Language for Special Pwposes of 
the community. And this also is suppmted by Wenger (1999b) who has stressed the shared 
repertoire in a community that includes vocabularies and stories. 
While shared personal experiences are the basis for the fon11ation of a personal CG, relatives, 
friends and colleagues exchange and share personal experiences in a way that leads to the 
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evolution of a personal lexicon that facilitates this communication; it is a lexicon based on 
everyday language. 
Therefore, the different modes of knowledge conversion help in the mticulation, revision, 
acceptance and rejection of key concepts within a group with diverse interests: the players in the 
group ensure that the terminology they use helps in achieving a shared understanding of concepts 
by sharing each other's terminology. Consequently, anecdotal case study evidence in Nonaka 
and Takeuchi (1995: 99) suggests that 'speaking a common language and having discussions can 
assemble the power of the group; this is a vital point, even though it takes time to develop a 
common lm1guage'. 
When the major players of a community make their choice of terms and lexicon, reaching a 
consensus on accepting or rejecting cettain lexical items, strong cues are given about this 
community, and this can be observed with relative ease. Kuhn argues that lexicons play a central 
role in knowledge evolution, "to possess a lexicon, a structured vocabulary, is to have access to 
the varied set of worlds which that lexicon can be used to describe" (Kuhn, 1999: 300). 
Here, the study of special language, the language used for a restricted communication in a 
specific domain, will play the essential role in defining the communal lexicon (common ground) 
needed for the creation of a community and the communication among its members. 
2.4.1. Language for Special Purposes (LSP) 
The development of the understanding of the vocabulary used in a specialism is discussed under 
the rubric of Language for Special Pwposes (LSP) (Sage et al, 1980; Schroder, 1991): the use of 
LSP in shaping specialist written knowledge is a subject of debate in pure and applied linguistics 
(Halliday and Martin, 1993; Bazetman, 1988). 
According to a number of sociologists, special languages are in many ways a social phenomenon: 
consciously created to foster a sense of common purpose amongst a group of people and 
sometimes used to exclude (Goodman, 1978). 
Members of a specialist community stmt its exchanges mostly using the natural language of 
everyday usage. They establish consensus among their peers using language, and build the stock 
of words related to their domain over the yem·s by using different mechanisms: 
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First: The specialists deploy a word that is in cunent literary/colloquial usage to tell each other 
about their experiments, observations and theories. So, the words ofthe general language are used 
systematically and the use is then specialised. 
Second: They borrow words fi·om other languages to do the same and fi·om other established 
domains. They might also use Latin, Greek and Asian words, as well as prefixes and suffixes 
(Sager et al, 1980). 
Third: Occasionally, the members invent a new word to add to the existing stock of their 
language by blending (transistor: = trans for of resistance) or adapting a word (e.g. quarks, 
leptons). 
Fourth: They modify the meaning of a word. Scientists often change the basis of a concept whilst 
keeping the same designation. For instance, there is human language, machine language and 
programming language (Ahmad and Gillam, 2001). 
So, this evolutionary linguistic process leads to a language for special purposes (LSP) - general 
language appropriated by the community, and explains how the stock of words in this language 
can be built and developed. 
The tenn LSP is sometimes used with the domain that it specialises in such as: Language for 
Medical Purposes .. ... etc. Indeed, some researchers have tried to classifY LSP, focusing on the 
English language; English for Special Purposes, by producing subcategories based on the purpose 
of texts produced by a community, like English for Academic Purposes, and English for 
Occupational Purposes (Robinson 1991:3); Hutchinson and Waters (1987: 16-17) conceived 
different models of classification by focusing on specialisms, English for Science and 
Technology, English for Business and Economies and English for Social Sciences. 
It has been argued an LSP is a partial set that belongs to the natural language it was derived from: 
'Scientific English may be distinctive, but it is still a kind of English, likewise scientific Chinese 
is a kind of Chinese' (Halliday and Martin, 1993: 4). The distinction between the LSP and parent 
natural language is primarily limited to the lexicon and vocabulary; and apart fi·om some 
exceptions, the differences are almost negligible at the levels of syntax and grammar (Harris, 
1995). 
A major distinguishing feature of LSPs is related to the vocabulary used. Writing concisely, and 
in a parsimonious way, is important for reducing ambiguity and increasing precision within a 
specialist community. . 
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A given specialist community, say linguistics or medical, uses a very small number of fi·equently 
used single words to form a majority of compound words in their LSP. So, for instance, the 
specialist signature of the physicist is force, energy, mass, space, and time; biologists' signature 
includes gene, heredity, environment .... words used fi·equently in this domain. The physicists use 
nouns as part of complex compounds like weak nuclear force as well as using morphological 
variations like: the pluralforces, adjective forced motions and verb forcing other articles. 
2.4.2. The Content of Knowledge Shared within a Knowledge 
Community 
Focusing on. the mechanisms, modalities, and means for knowledge sharing risks ignoring a 
major challenge that knowledge sharing faces: that of the quality and content of the shared 
knowledge. While the amount of knowledge that can be shared with others is endless, it is 
obvious that not all the knowledge sharing is equally useful or meaningful for all members of the 
community. Clearly, people are not keen on impatting knowledge unless they assume that it is 
valuable, impmtant, and useful. The question that ren1ains here is: How can the community 
members initialise and define what is valuable knowledge in order for it to be shared among 
them? 
Many authors have stressed the importance of sharing knowledge in a community as well as 
discussing many factors that influence the amount and the direction of knowledge sharing 
(Bender and Fish, 2000; Hansen, 2002; Birkinshaw et al, 2002), but the extent of which 
knowledge is shared and transferred between interested patties has not been systematically and 
methodically explored yet. Several authors have noted the lack of research from different 
perspectives into the human interactions in which the knowledge sharing takes place (e.g., Grant, 
1996: 384; Hertzum and Pejtersen, 2000: 762; Andrews and Delahaye, 2000: 799). Here we will 
review some of the studies that investigate how to define the useful content of shared knowledge, 
as well as considering the interested stakeholders who need to form a community in order to share 
their knowledge at the right time with the right people. 
In reality, a few studies have discussed the problem of how to define the useful content of 
knowledge to be shared, from various perspectives: organisational, anthropological and 
computational points of view. Here, we will review some of these studies. Berends (2003) 
described a study based on the grounding approach for the realisation of the content of knowledge 
shared in two industrial research groups. Gal unic and Rodan ( 1998) raised the issue of' detection 
probability' -the chance that oppmtunities for valuable knowledge sharing are detected. While 
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fi·om the computer science viewpoint, an automated agent-based approach has been presented to 
enable discovering, visualisation and exchanging of implicit, as well as explicit knowledge 
between groups of users (Novak et al, 2003). Having said this, some research has focused on this 
problem fi·om different aspects; for them, identifying the right stakeholders that fonn a 
community based on practice, will facilitate the sharing of the useful content of knowledge. 
McAtthur et al (2003) applied an automated method to find explicit and implicit knowledge by 
mining semantic associations through the analysis of people's email-based textual 
communications. Alani et al (2003) developed the Ontocop system- Ontology-Based Community 
of Practice Identifier; this system helps to infer the informal relations that define a CoP fi:om the 
presence of more fonnal relations. 
We argue that one way.of studying the formation of a community of practice is to study how the 
stakeholders communicate amongst each other using natural language which is shaped by 
encouraging the formation of common vocabularies; from here, we recall the importance of the 
common ground or communal lexicon concept; and notice the role of tllis concept is prevalent in 
understanding and . defining how useful knowledge is initialised, transfeiTed, and shared. 
Consequently, we propose the knowledge management societal model as a premise to study the 
formation of CoP. Tllis is the base we use to computerize the monitoring of the emergence of the 
community of practice. This is not a straightforward task; for a computer to understand language 
as stated by Winograd (1972), it needs to achieve some understanding of different levels of 
grammar, semantics, and reasoning. 
Thus, it may be perceived that fmther investigation is needed for observing and understanding 
how the useful content of shared knowledge is defined and well understood by all community of 
practice members, whatever their backgrounds and goals for sharing this knowledge. This 
research aims at contributing to this area by providing a new approach in studying the formation 
and emergence of a multi-disciplinary community of practice and facilitating the creation of 
vhtual space for sharing knowledge through texts written and addressed to different stakeholders. 
2.4.3. Knowledge Document Repository: A Virtual Space for Disseminating 
Knowledge within Community 
For knowledge to be shared effectively, those who possess knowledge should put it in an 
accessible form with a minimum of ambiguities. Those who seek such knowledge should have 
the meta-knowledge, i.e. should have some sense of what purpose they need the knowledge for, 
where to find this knowledge and how to interpret and apply this knowledge. Huber (1991: 107) 
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noted in a review on organisational learning that the way organisational units possessing 
infonnation and units needing this information find each other quickly and with a high likelihood 
has been under-explored up to now. 
For instance, organisations keen on their staff sharing 'best practices' typically use a document 
repository - for example, reports of past successful/failed projects, employee, product, and 
service profiles (e.g. the so-called Yellow Pages) - and tools for inputting and extracting 
knowledge from such repositories (Davenport and Probst, 2002). The range of knowledge sharing 
systems includes document management systems, systems that manage documents which have 
been selected and annotated by experts for the use of others (Gibbert et al, 2000), and the 
ambitiously-titled intelligent systems (Fischer and Ostwald, 2001 ). 
It appears that, in order to increase the advantages of sharing knowledge, thus enhancing learning 
and innovation in a community, the cmmnunity needs to create a common knowledge repository 
or a knowledge sharing system. The system should have two facilities: 
First, it identifies and codifies competencies and routines, including acquiring, storing, indexing 
searching, interpreting, and manipulating information in order for it to be shared within the 
community. Second, the system should offer a common virtual workspace in which to learn and 
share. In this workspace, a community's members could store, organise, and download 
presentations, tools, and other materials that community members could find valuable and useful. 
(Lesser and Storck, 200 1 : 831 ). 
However, this is not a straightforward task, especially in the case of a heterogeneous community 
when people come fi·om different cultures, backgrounds, or use different domain languages 
including terminology and expressions. More precisely, all community members need to use 
common systems that consider all these differences. Nevertheless, research has been undertaken 
in this area fi·om ｾｩｦｦ･ｲ･ｮｴ＠ perspectives. Until recently, computational environments focused on 
the needs of individual users,, as more people use computer systems for complex tasks, it has 
become perceptible that environments suppmting social interactions among different knowledge 
communities and knowledge systems are needed in order to create shared understandings and 
facilitate the sharing of knowledge (Fischer, 2001). Robertson (2002) compared between two 
different sharing systems or repositories. The results showed that several factors affect the 
feasibility and effectiveness of these systems, such as the dynamic content of information; the 
30 
engagement of all the members at all levels; the integration of documents and workflow; and 
lastly, how useful the infmmation content was to the users. Here, the nature of the content of the 
documents being shared is impmtant. The challenge is how to integrate disparate information 
and document repositories of every member of a community into a common repository or system 
in order for them to be used effectively by all knowledge community members for the facilitation 
of sharing knowledge through documents. 
The intra-organisational exchange in Mergers and Acquisitions is an apt example here. Siemens, 
Merger and Acquisitions Knowledge Environment (MAKE) was developed for managing the 
various stages of corporate mergers or acquisitions (Kalpers et al, 2002). A multi-faceted 
information platform was developed as an information spider or an infospider. MAKE was 
designed to ·capture the knowledge of mergers and acquisitions (M&A) expetts together with 
documentation related to the instruments of M&A, and oral stories of successful and failed 
M&As. A team of authors and editors was involved in providing potentially 'reusable 
knowledge' to this document repository. However, the infonnation dissemination activities in 
other domains like the health domain acts similarly; for instance, the US-based cancer charities 
and research foundations appear related to similar effmts in knowledge management for 
monitoring and maintaining repositories of formal and informal documents generated and used by 
a variety of users, however, the role of the domain experts' knowledge is important to update and 
maintain those systems. Indeed, this matter needs to be further investigated in order to 
accommodate the needs of different users with different backgrounds and variations in their 
interests as well as levels of understanding. Since this is not a straightforward task, the focus 
should be on how to design and produce the model of such a system with reducing as much as 
possible the role of expert domain knowledge required to build and maintain it. 
2.5 Research Questions and Hypothesis 
On reviewing the important concepts and conesponding models of sharing knowledge in general, 
and specifically, the emergence of knowledge communities as a representation of group 
behaviour, the distinction between two different knowledge communities raises the problematic 
aspects of sharing knowledge in a heterogeneous community such as a multi-disciplinary 
community of practice. 
While oral communications between community members can play an important role in the 
sharing of knowledge and the emergence of a community of practice, this research work limited 
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its scope to text-based sharing and transfening of knowledge, having considered that sharing 
knowledge tlu·ough texts is a rich source of explicit knowledge and that computer sciences have 
been able to deal with this - so-called - trace of knowledge with considerable success. While text-
based knowledge is not the . sole source of knowledge, it represents the largest volume of 
knowledge humanity has created and transferred across centuries. 
Considerable challenges face the sharing and transferring of knowledge in a community or 
between groups of people; these challenges tend to be less explored in the literature in general, 
and in particular, from the computer science viewpoint. Tlu·ee major questions are addressed in 
this research work: 
First: could computers detect the relationship between language, knowledge and community 
through monitoring the emergence of a community of practice or groups of people who share a 
common concern or interest? 
Second: how best to observe, define, interpret and classify the useful content of shared 
knowledge and the indication of the mutual engagement and variations of interest of members in 
a community of practice, or runong a group of people having different backgrounds, goals and 
levels of understru1ding using arbitrru·y and free texts in a specific domain? 
Third: how to facilitate the exchange of shared knowledge among various levels of people by 
building a common shared knowledge repository or system? 
In a specific knowledge domain and within a community of practice which includes different 
categories of people who ru·e interested in sharing knowledge, our hypothesis is that, in a similar 
way to how a special language community shares aspects of a natural language with the broader 
linguistic community (in which the specialists are embedded), a community of practice shru·es 
aspects of its special language and preferentially use some constructs of the specialist language, 
coins its own terms, and avoids .using terms used in the broader specialist community. 
From this we hypothesize that terms emerge and become established over a given period of time 
through a process of in-text negotiation, otherwise, the community's neglect kills them off. 
Scientists and researchers focus on new ideas and associated keywords, practitioners or 
professionals summru·ily take note of the reseru·chers' work. 
Professionals and practitioners prefer novel ideas where the risks and the practical and applicable 
aspects of knowledge are well understood in terms that their use of terminology will reflect this, 
and the diffusion of knowledge in a community perhaps indicates to what extent the knowledge is 
shared among the community's members. 
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The information for the end user has to be couched in terms that may be familiar to him/her and 
focused on tried and tested concepts. One corollary of our hypothesis is that the changes in the 
lexical preferences of patts of a community of practice are an indication of knowledge diffusion 
as well as variation of motivation and purposes ofshat·ing knowledge. 
2.6 Summary 
This chapter offered the theoretical foundation for the work undertaken in this report. It started 
with laying the emphasis on the process of sharing knowledge among communities and in an 
emerging domain. Having highlighted the relationship between language and knowledge, a 
discussion was offered on the importat1ce of specialised terms in defining boundat·ies for 
knowledge sharing. This happens through the fmmation and emergence of new knowledge 
communities. 
A discussion of how knowledge sharing is affected by group behaviour allowed us to distinguish 
between the four modes through which knowledge is converted from tacit to explicit: 
socialisation - converting tacit into tacit, externalisation - converting tacit into explicit, 
combination - explicit into explicit, and internalisation - explicit into tacit. 
Detailed analysis of the various types of knowledge sharing communities was then presented. 
Since it· has been argued that the heatt of intelligent human petformance is not the individual 
human mind but groups of minds interacting with each other and with tools and artefacts this has 
allowed us to lay the focus on the problems that impede sharing knowledge between community 
members, and the problems of sharing knowledge in an emerging domain. Detailed discussion of 
two types of knowledge communities that have emerged, have evolved and are characterised and 
formed based on either practice or special interest was then presented: the Community of Practice 
(CoP) which is defined as a group of people who share a concetn, a set of problems, or a passion 
about a topic, and who deepen their knowledge and expe1tise in this area, by interacting on an 
ongoing basis; and the Multi-disciplinwy Community of Practice or Community of Interest (Col) 
which consists of people from different fields, disciplines, and backgrounds who come from 
different CoPs to solve a particulat· problem of common concern, or to share knowledge related to 
a common interest. 
Since these communities are the result of a strong motivation by individuals to bond together, 
driven by their sense that they are at the forefi·ont of their discipline; capable of exploring and 
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creating knowledge that is not easily available and conventionally documented, these 
communities have become an important factor in today's knowledge-intensive societies. 
The special importance given in this chapter to knowledge communities was based on the 
observation that the acquisition of knowledge requires that•individuals specialize in specific areas 
of knowledge, while the application of knowledge to produce goods and services requires ｴｬｾ･＠
bringing together of many areas of specialized knowledge. 
Having discussed the role of CoPs the concept of common ground was introduced. A common 
ground is a prerequisite in language-based communications for users to attain a meaningful 
exchange and to coordinate activities. This chapter also discussed the importance of the content 
of the knowledge being shared, and recognized how little research had been conducted in this 
area. 
The chapter then moved to presenting a central theme in this research work: the Language of 
Special Purpose (LSP) and how we can relate the development of an LSP to a specific 
community. Two questions were addressed here; who is actually engaged in developing and 
building the stock of words in LSP?, And how can such a stock can be enriched? 
After presenting the major issues of knowledge sharing and knowledge communities, the chapter 
introduced three major questions that are addressed in this research work: first, could a computer 
monitor the appearance or emergence of a community or group of people who share a common 
concern or interest? Second, how can we observe, define, interpret and classify the useful content 
of shared knowledge and the indication ofthe mutual engagement of members in a community of 
practice, special interest, or among a group of people having different backgrounds, goals and 
levels of understanding using free te)..'ts in a specific domain. Third, how can we facilitate the 
exchange of shared knowledge among various levels of people by building a common shared 
knowledge repository or system? 
Clearly, futther investigation is needed for observing and understanding how the useful content of 
shared knowledge is defined and well understood by all community members, whatever their 
backgrounds and goals in sharing this knowledge. 
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Chapter 3 
3 Method 
3.1 Introduction 
Linguists and lexicographers2 have always been fascinated by the emergence, currency, and 
obsolescence of words in any given language. This sophisticated creativity of the human mind 
has led these language researchers to study and propose a coherent and plausible explanation of 
the phenomena of the birth, life, and eventual death of words. One of the premises of their theory 
is that the frequency of a word generally correlates with its acceptability by the language 
community (Quirk et al, 1985). Such word frequency can be determined tlTI"ough the 
computerised analysis of a large number of textual documents sampled randomly fi·om a large 
amalgam of texts, including transcribed speech. 
A special discipline in linguistics, cmpus linguistics, was especially developed to deal with the 
thoroughly organised text collections - a text corpus (singular) or text corpora (plural) - as a 
struting point oflinguistic description or as a meru1s of investigating and verifying hypotheses and 
conclusions about a language. Machine-readable versions of such collections have been 
developed in main domains and for many purposes. Many major beneficiru·ies of corpus 
linguistics have emerged, such as lexicographers, teachers, sociologists and computational 
linguistics. 
In modern culture, text documents ru·e the most common communication vehicles for the 
exchange of formal knowledge among people. Texts contain a vast range of semantic 
infonnation that is difficult to decipher automatically. They represent a written fonn of spoken 
natural language or LSP and are considered one of the most effective communication bridges 
between people of the srune and different generations, and commul)ities. According to Davenport 
and Prusak (1998), for knowledge to be effectively shared, it needs to be codified properly so that 
2 A compiler or writer of a dictionary for practical use. 
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all interested parties can use this rich source of knowledge. For instance, work has been done on 
analysing collections of texts as a rich source to track the change in scientific language for 
identifying cross-over points in the transfer of knowledge fi·om the research arena to the 
applications domains (Al-Thubaity, 2004), and also to monitor innovation in emerging science 
(Schierz, 2005). In that sense, the corpus-based approach has emerged as a methodology that 
provides a means of handling large amounts of texts, thus opening the way to a multitude of new 
investigations of language use, as well as being applied to a wide range of studies. So how did 
this approach emerge? 
In this chapter, we try to cover as comprehensively as possible the corpus-based approach. Since 
this area is broad, we will focus on the techniques discussed in the literature that are relevant to 
the purpose of this thesis. h1deed, this chapter statts by emphasising the imp01tance of textual 
documents as a rich source for knowledge sharing and exchange. Firstly, we present the 
definition of a corpus and how it is built and designed; this also includes the concepts of corpus 
linguistics and computational corpus linguistics. Corpus types are also presented. Then, we also 
discuss and present a literature overview of some methods used in corpus linguistics in order to 
extract tetminology and lexical acquisitions for languages used by specific communities or a 
group sharing knowledge in a specific domain, including automatic extraction of terms, lexical 
knowledge acquisition and the study of gem·es. Finally, we present the method developed and 
adopted in this thesis including a proposed algoritlm1. In the next section, we will provide an 
overview of the definition of corpus linguistics, its different types, and some of its tools and 
techniques that can be used to address the cunent research problem. 
3.2 Definition of Corpus Linguistics 
A corpus is defined in the Concise Oxford English Dictionary as a 'body, collection ofwritings'. 
It refers to a collection of spoken or written texts. Corpus linguistics is an approach developed by 
computational lexicographers for deciding whether or not a word is eligible for entry in a 
standard reference dictionary. Such decisions are largely based on the intuition and introspection 
(Chomsky's view of language) of the lexicographer concerned. During the 1980s, scholars led by 
Randolph Quirk et al (1985) and John Sinclair (1987) challenged this orthodoxy and suggested 
that lexicographical decisions should be authentic and infonned by evidence fi·om language users. 
This meant that texts produced by language were systematically sampled, collected, and analysed 
for gathering evidence of the language. The term corpus linguistics or corpus-based approach has 
been described in simple tetms as the study of languages based on examples of 'real life' 
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language use (McEnery and Wilson, 1996). So, corpora are seen as representing a living· and 
developing language, as opposed to a fossilised language (Wilks, 1995). For Quirk et al and 
Sinclair, a text corpus is a starting point of linguistic description or a means of verifying 
hypotheses about a language. In this research work, the corpus is considered as a starting point 
for studying specialist communities. 
A clear distinction exists between the terms corpus and collection or archive, of which only 
corpus is related to linguistic purposes (Sinclair, 1996). A corpus is often collected for specific 
linguistic purposes. In the case when it is not collected with a specific purpose, it could be 
available as a general language resource, to linguists, social scientists and others. 
Corpus linguistic studies can be divided into two broad types (Biber at al, 1998): those analysing 
the use of a cettain linguistic feature or structure (lexicography, grammar, etc.) and those 
focusing on differences between groups of texts registering variation, language acquisition, and 
diachronic variation. Biber et al (ibid: 4) addressed many reasons that make this approach 
different fi:om other analytical approaches in linguistics, namely: 
I. It is empirical, analysing the actual and associated pattetns of language use. Two 
main research questions could be investigated in terms of association patterns. The 
first is to focus on the use of linguistic features, either in a lexical item or 
grammatical construction. The second is the focus on characteristics or varieties of 
texts. 
II. It makes extensive use of computers for analysis, using both automatic and 
interactive techniques. The use of computers is critical for corpora as they are able to 
identify and analyse different pattetns of language use, storage and analysis of a 
larger database of natural languages. In that sense, Smadja (1991: 3) defined cmpus 
based computational linguistics as the study and elaboration of techniques using a 
large volume of real texts as basis and benefit fi:om the field of natural language 
processing that involves the development of computer systems to replicate human 
intelligent behaviour (Leech, 1986: 208). 
III. Both quantitative and qualitative analytical techniques can be used. 
In fact, corpora are much more than a source of teAiS or examples in that they do not only contain 
explicit but also implicit information on important words and expressions used in a specific 
domain, and the ways in which they can be combined into teAis (Smadja, 1991). 
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The advantages of using corpora were expounded over thirty years ago by Halliday and Sinclair; 
many of these advantages are enhanced by the use of computer teclmology (see Table 2). 
Table 2: Some ｲ･｡ｳｭｾｳ＠ for using corpora as stated by (Nelson, 2000) 
Reason for using corpora Author 
Objectivity of results as opposed to subjective intuition Sinclair (1991), Stubbs (1996), Biber et al (1994) 
Variability of results Svartvik (1992) 
Broad scope of analysis offered by computerised corpora Biber et al (1994) 
Possibility of commutative results Biber (1995) 
Reliability Biber (1995) 
View of all languages and new perspectives Sinclair (1991), Louw (1993) 
h1 Table 2 we can see several authors have used corpora in different areas of research and as well 
as different objectives. In that sense, by using corpora, we can verifY the results, investigating a 
variety of language analyses (for instance, genre and register variations, information 
extraction ... and so on), the ability to do commutative studies where researchers work on the same 
texts, so previous work can be verified and compared with other studies. Fmthermore, corpora 
provide results that are based on empirical evidence using computers, which is arguably more 
reliable than humans and this allows a new perspective of seeing language. 
In general, there are different types of corpora used to address a variety of research questions: 
I. Reference corpus: provides comprehensive information about a language synclu·onically. 
A reference corpus is required to be as large as possible and based on complete and 
homogeneous texts, covering all the linguistic registers and variations in order to provide 
"reliable grammars, dictionaries, thesauri and other language reference materials" (Sinclair, 
1995). e.g. The British National Corpus (BNC). (Aston and Burnard, 1998) and the 
Lancaster-Oslo/Bergen Corpus (LOB). 
II. Specialised corpus: a collection of texts used to represent a given type of text that can 
be differentiated from general language and cover a specific domain (Hunston 2002: 14 ), 
e.g. The Suney Dance Corpus, Nuclear Physics, Financial News and Breast Cancer. 
III. Parallel corpus: collection of original texts, each of which is translated into one other 
foreign language or more (Sinclair, 1995), e.g. the English-Norwegian Parallel Corpus 
(ENPC) 
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IV. Historical (Diachronic) Cmpus: a collocation of texts fi·om different periods. (Hunston, 
ibid: 14) 
V. Synchronic Cmpus: a collection of texts fi·om a specific period. (Atkins et al, 1992: 
6). 
VI. Comparable corpus: a collection of "similar" texts in different languages or in 
different varieties of a language, e.g. the Inten1ational Corpus of English (ICE) for 
collecting material for comparative studies of English worldwide. 
According to Rayson (2002: 13), there are five main steps usually used when we examine the 
corpus-based approach: 
I. Problem: ｩ､･ｮｴｩｦｩ｣｡ｴｾｯｮ＠ and formulation of a research problem 
II. Specification and design: Corpus design to represent the question or topic of study and 
compilation 
III. Analysis: computational analysis ofthe corpus 
IV. Retrieval: Quantitative and qualitative analysis of the corpus 
V. h1terpretation: Manual interpretation of the results of confirmation of the accuracy of 
the model. However, in the thesis we used a computer to automatically assist in the 
interpretation of the results. 
In the next section we will focus on the problematic issue of designing a corpus: what are the 
main points that need to be considered when we want to build a corpus adequate for addressing 
our research problem? 
3.2.1 Designing a Corpus 
In principle, any collection of more than one text can be called a corpus; though, the term corpus 
used in the context of moden1 linguistics tends most fi·equently to have more specific 
connotations than this simple definition provides (McEnery and Wilson, 1996: 21). Many 
researchers were discussed how to design a corpus; some consider that a corpus is simply a 
collection of texts used for linguistic purposes, while Biber tends to not entirely agree with that. 
Biber states, "A corpus is not a collection of texts. Rather, a corpus seeks to represent a language 
or some part of a language" (Biber et al, 1998: 246). On the one hand, Biber emphasizes the 
impmtance of the representativeness aspect in corpus design, on the other hand, he points out the 
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problematic aspects of building a corpus that represents a language. However, in a very specific 
domain tins task could be more achievable than when dealing with general language. 
Nevettheless, one commonly receives from a corpus a certain amount of data fi·om a certain 
domain of interest, without having a say in how it is constructed. In such cases, having more 
training data is normally more useful than any concerns of balance, and one should simply use all 
the texts winch are available (Manning and Schutze, 1999: 120). 
What should· be the design principles of making corpora and how many could corpora be 
classified? These characteristics as defined by Sinclair (1991) and Biber et al (1998) are: 
I. Qum:ztity: a corpus should be as large as possible. Sinclair ( 1991 : 18) stressed the 
importance of tins point and supported his view by saying 'in order to study the 
behaviour of words in texts, we need to have available quite a large number of 
occurrences'. The size of a corpus is measured by its total number of tokens. For Biber 
this also includes the number of texts from different genres or registers. Genres here 
refer to the author's purpose in writing these texts. The concept of register was firstly 
used by Halliday et al (1964: 87-94) to define the contextual factors of field, mode and 
tenor of discourse, as well as different uses of language such as medical registers, legal 
registers, academic registers, etc. Nonetheless, for Leech (1991: 10) 'to focus only on 
size, however, is naive'; he gives some reasons for that including the impmtance of 
balance and representativeness. In that sense, small corpora could also be very useful 
and they can offer a balanced and representative pictm·e of a specific area of language 
(Murison-Bowie, 1993: 30). 
II. Quality: a corpus should be authentic and reliable. 
III. Simplicity: a corpus should contain clear and coherent plain text. 
N. Diversity: a well-designed corpus will aid in investigating a variety of linguistic issues. 
Therefore, "A corpus which does not reflect the size and shape of the documents fi·om which it is 
drawn is in danger of being seen as a collection of fi·agments where only small-scale patterns are 
accessible" (Sinclair 1991: 19). 
So, the main four headings for designing a corpus are: sampling and representativeness, finite 
size, machine-readable form, and a standard reference (McEnery and Wilson, 1996: 21). 
Nevettheless, the most impmtant issue that we should consider for such a design is whether the 
designed corpus is adequate for the task ｦｾｲ＠ which it was designed (Kilgarriff et al, 2003). In that 
sense, we agree with Hunston (2002: 26) that there is no such thing as a good or bad corpus in 
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itself, but more suited or not suited to a pruticular purpose whatever it may be: synchronic, 
diachronic or any other type. 
Having said this, less attention has been paid to designing speciallru1guage corpora than in that of 
general languages (Ahmad, 2001 ). However, some criteria of designing generallru1guage corpora 
can be applied when designing a corpus for special languages such as specific domain, parallel or 
bilingual, written or spoken, and diachronic. In the next section we will discuss in detail the 
reference corpus and the special corpus. 
3.2.2 A note on corpora used 
The British National Corpus (BNC) as a reference corpus 
The British National Corpus (BNC) of 20111 century English language comprises 100,106,008 
tokens including written text (90o/o) and speech fragn1ents (10%). The BNC was built between 
1991 and 1994 for presenting as wide a range as possible of British English of everyday usage 
(Aston and Burnard, 1998). The corpus was created by academics and lexicographers and funded 
by the UK goven1n1ent. The BNC is a satnple and synchronic corpus capturing the massive 
variation in the different uses of general language across economic and social classes, across the 
literacy divide and so on. The written component comprises 3,209 texts published mainly 
between 1975-1993: two-thirds of the texts belong to imaginative genres (novels, literary 
magazines, the mts, world affairs and leisure,) and the other third to natural, pure, applied and 
social sciences. 
There are approximately 250,000 unique words including plurals of nouns and verbs in different 
tenses. Some of the words are used in most texts and most fi·equently - 6% of the BNC is the 
word the (6 million instances)- and yet others are used rarely; the word cancer is used 949 times 
in the BNC, neutron appears 247 times and radionuclide 40 times. 
In fact, the BNC is a reference corpus and the designers have spent great efforts to ensure its 
representativeness. The intended uses for the BNC are several: linguistic research, language 
teaching, rutificial intelligence, speech recognition, natural language processing, information 
extraction and retrieval. Researchers studying language at its different levels could derive from 
the BNC a variety of linguistic information such as lexical, semantic, pragmatic and 
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morphological information (The BNC User Reference Guide)3• The BNC is the reference corpus 
of every day language that will be used in our research. 
Special Language Corpora 
For Ahmad and Rogers (2001), the adaptation of language by a community of special interest 
manifests itself lexically in the coinage of new te1n1s, in changing of the meaning of the existing 
terms, or in the conditions of their applicability and use. We stressed in the previous chapter the 
role of LSP in the communication between key players in a special domain. Therefore, the texts 
used by community members that reflect their common interest in a special domain are 
considered valuable in terms of communication as well as a rich source of data on the existence 
of terms or special vocabularies and their behaviours. These corpora includes different text types 
and are also smaller for a specialist language and which contains mainly learned atiicles, highly 
fonnalized and structured documents like memoranda, research and marketing repmis, and 
instructional texts including user manuals and best practice documentation- the coiTesponding 
choices in general language involve a whole raft of imaginative texts (novels, magazines, etc). 
Moreover, this indicates the difference between levels of communication from experts to 
professional or layperson in that domain. These are good reasons for being interested in the study 
of collections of texts written in special language and representing a particular domain. A 
domain-specific corpus or special corpus is constructed and organized for a special purpose. 
There are many examples of special corpora as discussed above for example dance, nuclear 
physics, and breast cancer. Consequently, the special language corpus should represent its 
specific domain by including different genres of texts written in the special language that is used 
for communication between stakeholders in that domain or special community. It is important to 
note here that the special corpora are restricted to the domain fi·om where the texts m·e drawn, or 
its authors, and so on..... It is likely to be smaller in size than general corpora as the texts 
produced in a specific domain are fewer than is the case in general corpora. In fact, one of the 
main purposes of special corpora is extraction of information (facts, answers and terms ... etc) 
fi·om the specific domain that it ｲ･ｰｲ･ｳ･ｾｴｳＮ＠
3 The BNC User Reference Guide is available at: http://www.natcorp.ox.ac.uk/docs/userManuall (Last 
accessed, 12-05-2006) 
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3.3 Extraction of Terms from Corpora: A Univariate Analysis 
During the past decade, Information Extraction (IE) has emerged as a new domain for processing 
language and become a subject of growing interest. Instead of full analysis of the meaning of a 
text, it extracts predefined and specific information from a text or collections of texts. What 
interests us here is the identification, extraction or acquisition of tenns fi·om a collection of texts 
since terms are considered the vehicle of scientific and technical information (Jacquemin, 2001). 
Recently, many practical applications in areas related to digital libraries, information Tetrieval 
and extraction fi·om the web, summarisation, machine translation, dictionwy construction, 
thesaurus construction and maintenance and automatic indexing are considered to be the strong 
motivations that lie behind the current interest in term recognition and extraction. In the 
literature, the approaches used to extract or recognise terminology from corpora can be generally 
divided into 3 categories: 
- Linguistic, such as the work of Bourigault (1992), in studying the grammatical analysis for 
extracting terms. 
- Statistical, such as using the fi·equency of occurrence of lexical items and collocations (Smadja, 
1991; Gillam, 2004; Lauriston, 1996, Jacquemin, 2001). 
-Hybrid, which combines linguistic and statistical methods (Justeson and Katz, 1995; Frantzi and 
Ananiadou, 1999). 
Although statistical approaches to automatic term recognition have achieved a noticeable success 
over the past years, according to Maynard and Ananiadou (2000), there is still a need for 
linguistic infmmation to enhance the results still further, patticularly in the case of small or 
special corpora where the statistical approaches might be not as accurate as they are supposed to 
be. One can m·gue that knowledge used to identify te1ms may be intrinsic or extrinsic to the term: 
- Intrinsic knowledge focuses on the terms per se and their components (lexical items or even 
morphemes) and involves information related to the semantic, syntactic and morphological 
aspects of these tenns as well as statistical information, and this is vital for the full automation of 
the term extraction. 
- Extrinsic knowledge makes use of contextual information (either linguistic or statistical) or 
information from exterior resources such as dictionaries, thesauri, anthologies, or additional 
corpora (Maynard and Ananiadou, 2000). 
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Here we should point out that our purpose in this research is not to provide a new method for the 
automatic extraction or acquisition oftenns, which is until now a problem that needs to be solved, 
but we will use a combination method in order to enhance the results we achieved for automatic 
extraction of terms belonging to our specific domain We will base the method we will use in 
order to extract terms on the key to corpus-based analysis of linguistic output, which is the 
frequency of usage of a linguistic unit - words, phrases, and grammatical and semantic patten1s. 
Frequency metrics are then augmented by other statistical and linguistic considerations. This 
method has been used to construct terminology dictionaries, knowledge bases and ontology 
systems (Alunad, 2001) on the one hand, and studies in the evolution of research and teclmology 
on the other (Schierz, 2005). In the following we discuss the frequency analysis, the first step for 
extracting tetms fi·om corpora. 
3.3.1 Frequency analysis 
Frequency analysis is believed to be an acceptable premise for the analysis of a corpus as it 
provides evidence on lexicostatistical findings (White, 1974), acceptability (Quirk et al, 1985) 
and linguistic features including the variation between different texts gem·es and registers (Biber, 
1988; Russell-Pinson, 2002). However, the most commonly cited problem of this kind of 
analysis from the linguistic point of view is that it is entirely descriptive, while sometimes the 
explanation of the outcomes is needed (Bhatia 1993; Swales, 1990), because 'raw fi·equency 
figures for individual word occurrences tell us comparatively little' (Murison-Bowie, 1996: 188). 
In contrast, it has been argued that the computational analysis of language based on fi·equency is 
often able to reveal patterns of form and use in particular areas of language, so you can view 
language fi·om different perspectives as stated by Sinclair (1991:100): 'Language looks rather 
different when you look at a lot of it at once', these patterns are actually difficult to perceive in 
other ways. However, this analysis could be considered the first or essential step that could be 
followed or combined with other factors to enhance its results. It includes the computation of the 
time of occunences of each word or features in a specific corpus. A fi·equency list of. words, the 
outcome of such analysis, is like any distribution ofvalues; so we can calculate the mean of these 
values, the variance which takes into account the distance of every value or data item from the 
mean, the standard deviation and z-score that measures how far a specific value is from the 
average and rank order. According to Zipf's Law, which is a predictive model of language 
(Oakes, 1998: 54), the rank of a word in a word fi·equency list ordered by descending frequency 
of occurrence is inversely related to its fi·equency. 
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In this, work primarily concerned with defining the lexicons shared in a community, frequency 
analysis is regarded as a basic step needed to accomplish the different levels of corpus analysis. 
So how to define the lexical-signatures related to a specific subject or domain based on a ranked 
word fi·equency list? 
3.3.2 Subject-related signatures 
We recall that a specialist writing about his or her .domain of specialist knowledge writes in a 
form of natural language. A specialist document typically has two signatures. The first signature 
signifies the natural language of the document as the first 10 most frequent words in almost all 
specific domains include determiners, prepositions, and conjunctions that are used in natural 
language, while the second is the subject related signature of an LSP and signifies the special 
domain. This signature is reflected in the profusion of, mainly, nouns in the 100 most fi·equent 
words: in some disciplines as many as 30 nouns comprise the 100 most fi·equent words and in 
others about 10 or so (Ahmad and Miles 2001 ). 
The subject-related signature discussed above refers to single words. An LSP differs more 
sharply from general language in the usage of compound words, containing as many as six single 
words. It tw·ns out that the most fi·equent single words are the key ingredients of many of the 
most fi·equent compound tenns. Next, we will present how to extract single and compound words 
from a corpus. 
3.3.3 Single-word terms 
It is the profusion of subject-related nouns that distinguishes a special language text from a text 
written in a general language. The ratio of the relative frequency of a word in a specialist corpus 
and in a general language corpus may suggest whether or not the word is a term. As closed-class 
words have a similar distribution in the two corpora, the ratio of relative frequencies of these 
words in the two corpora, one specialist and the other general language, is generally around unity. 
But the ratio of the relative frequency of subject-related nouns within a specialist text (corpus) to 
that in the BNC is generally greater than 1 and indicates a candidate single tetm related to a 
specific domain. This ratio, proposed by Ahmad (2001), was developed as a component called 
'Kontext' of a system developed by the University of Suney called System Quirk Language 
Engineering Workbench, and has been called the weirdness ratio: higher weirdness reflects the 
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use of a word preferentially in one specialist domain as compared to its everyday usage, as 
illustrated in the following equation: 
fs/ N s 
Weirdness Coefficient = 
fg/N g 
Where: 
Is = frequency of a term in a Special Language Corpus SLC; 
J;, = fi:equency of a term in a General Language Corpus GLC; 
Ns =total number of terms in the SLC; and 
Ng =total number oftetms in the GLC. 
3.3.4 Multi-word terms and Collocations 
Equation (1) 
Generally, any tenn could be single or multiple words or compound words, or even a phrase. On 
the one hand, the identification of a single word is still easier than in the case of compound 
words. On the other hand, multi-word terms embody meaningful sequences of words that allow 
approximating more accurately the contents of texts more than single words (Dias et al, 2000). 
This is important in order to deal the disambiguation in this research, as the multi-word term can 
more accurately convey the meaning of the use of single word term. 
Here, we highlight the importance of the notion of collocations; the analysis of collocational 
relations has become an important tool for lexical knowledge acquisition and defining multi-word 
terms (Sinclair 1991; Smadja 1991). Collocations are defined as a sequence of two or more 
consecutive words that has the characteristics of a syntactic and semantic unit, and whose exact 
and ambiguous meaning or connotation cannot be derived directly from the meaning or 
connotation of its components (Choueka, 1988; Maruung & Schutze, 1999: 184). Benson (1990) 
also sees a collocation as "an arbitrary and recutTent word combination". From this it can be 
argued that.multi-word tetms are a sort of collocation (Jacquemin, 2001: 32). 
In that sense, we need to focus more on teclu1iques used to define multi-word terms by verifying 
the strong association and co-occurrence between them. Obviously, the simplest method for 
finding collocations or compound words in a text corpus is the linguistic method, which is based 
on extracting the noun phrase. If two or more than two nouns N(noun) N(noun) N(noun) occur 
46 
together frequently, then the fi·equency of occurrence of a specific candidate compound word 
term will be counted4• Indeed, this can be considered as evidence of having a special function 
that is not simply explained as the function that results fi·om their combination (Manning and 
Schutze, 1999). Neve1theless, more sophisticated methods are used in order to discover if such a 
relation stands behind their co-occurrence. These methods include: mutual information, variance, 
t-test, and chi-square. Next, we will discuss the notion of mutual information and z-score. 
First: Mutual Information (MI) 
Church and Hanks (1990) used the mutual information (MI) statistical tool that was first 
introduced in information theory (Shatmon, 1949); MI is a considerable tool in defining the 
collocational associations that often represent different words senses. It focuses on the likelihood 
of two words appearing together within a patticular span of words which could be adjacent 
words, a window of three words, and so on. 
Consider a compound word a+b where a and/or b are both highly frequent single-word terms. In 
our tlu·ee corpora a=stock and b=market. MI explains the amount of information provided by 
occm1·ence of the word a about the occmTence of the word b in a compound a+b (stock market). 
It is the probability of two things or events happening together compared with the probability of 
their occurring independently (Oakes, 1998: 174). If the MI score for a pair of single words is 
greater than zero then the co-occurrence of the pair is not by chance and suggests that the pair 
may be a compound tetm; the higher score indicates the stronger association between the words. 
Often, collocated pairs that have a high fi·equency also have a high MI score; the equation of 
computing MI is defined by: 
Mutual Information (MI) = log2 (f(a.b) /(f(a) x f(b )) Equation (2) 
The criticism of using this measure indicates that it did not work well for low frequency events or 
words. In fact, it is not a good measure of the dependence of two words, as the score depends on 
the frequency of the individual words, atld compound words composed of low frequency words 
will result in a higher score than compounds composed of high frequency words. 
4 A component in the System Quirk called Ferret is useful to extract compound words based on the extraction of noun 
phrases. 
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Therefore, it is not always the case that common collocate pairs have higher MI scores Biber et al 
(1998: 266-267) have given an example of two collocated pairs: large number, large enough 
where MI for large enough is much higher than the score for large number. Relative to their 
overall fi·equencies, large occurs more often with enough than number does, and this is clearly 
reflected in their MI scores. Nevertheless, it is still a good measure for independence, when its 
value is close to 0, when it indicates independence (Manning and Schutze, 1999: 178). One 
solution, which is not a definitive one, has been proposed by looking for at least a frequency of3. 
However, MI will be used in our study in tenns of its indication of independency because it is 
more suitable for that than the case of interdependency. Church et al (1991) used the MI in order 
to evaluate the cone lations of the occurrences of two words. However, their work was based on 
identifying the correlations of two words; this is considered a weak point as there is no possibility 
of retrieving collocations with longer length due to the MI used. Another limitation is related to 
the identification of collocations that just occur together systematically due to semantic reasons as 
they are of related meaning used in the same context, but have nothing to do with a collocation 
that constructs a specific te1n1 representing a specific concept (Smadja, 1991 ). MI is also 
criticized because it does not consider the order dependence of the words used in the 
computation, as Jacquemin mentioned that for MI (a,b) is not different from (b,a). He also sees 
that MI is not really "the most appropriate measure to establish differences among nearly 
synonymous words" (Jacquemin, 2001: 34). 
Another test similar to the function of MI measure is the t-score that can also be used to detect 
multi-word terms (Church et al, 1991). This measure indicates the difference between the two 
conditional probabilities in standard deviations, so it is used to differentiate collocates, as was 
discussed by J acquemin (200 1: 34) who, although stating that MI is not the most appropriate 
measure, did not support that with a concrete proof of the effectiveness of other measures such as 
t-score. See Equation (3) where 'a' and 'b' are different words. (For more detail see Mam1ing 
and Schutze, 1999: 163). 
T(a,b) = p(a, b)- ｰＨ｡ＩｾＨ｢Ｉ＠
ｾ＠ ｰＨ｡ｾ｢Ｉ＠ Equation (3) 
Indeed, both measures calculate the probability of the occurrences of two words more than 
chance without considering their orders. 
48 
Second: Z-score 
Since it is very important to identify whether or not any two words were treated consistently 
throughout a specific text or corpus (Manning and Schutze, 1999), we considered the z-score 
which is a measure that can be used to define how far a given value is fi·om the mean, and is 
represented as a number of standard deviation. The formula for that is the value under 
consideration minus the mean divided by the standard deviation, producing the z-score. h1 this 
section, we will focus on how this measure was used and how it facilitates the investigations of 
how pairs of words are used differently, rather than the association between two words. It gives a 
statistical measure of words that are more likely to appear as collocates of one word rather than of 
another word in order to define multi-word terms. 
J -u 
Z-scorex = _ _.:..:...:x __ Equation ( 4) 
f x = fi·equency of word 'x' 
u = average frequency of all the words in the whole corpus. 
a = standard deviation of word fi·equencies 
The z-score was used by Smadja (1991) as the Strength which is one of the conditions applied in 
order to filter the collocations of two words that ｡ｾﾷ･＠ not frequent enough. Tllis helps to define 
collocations and tenninological expressions. h1 order to identify collocation patten1s within a 
corpus of news texts, Smadja developed a teclmique based on two assumptions for analysing the 
word distributions and filtering: the first is that the words should appear together more than by 
chance, and they should have a conelated co-occurrence; the second is related to the tendency of 
two terms to co-occur in a specific order and at a specific distance. He identified an equation 
similar to the variance U-score "spread" in order to extract pattetns of collocations within a 
window of 10 positions, 5 words preceding and 5 following the word. Here, z-score is used to 
detennine the relative impmtance of particular items within given collections. It indicates how 
far the selected item is above or below the average measured by standard deviation; the more 
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positive standard deviation above the average, the more strength or importance the word has for 
us. The threshold ofz-score value for detecting collocating words suggested by Smadja is greater 
than 1. In other words, the :fi:equency of appearance of word "a" in the neighbourhood of "b" 
should be at least one standard deviation above the average (for more detail see Smadja, 1991). 
Since this method is based on frequency, according to Smadja, his method seems to be ineffective 
on low frequency words; generally, statistical methods are not reliable with very low frequencies, 
so the lower the frequency the more difficulties there will be in extracting or defining the multi-
word candidates with longer length (Gillam, 2004). Having said this, most specialist corpora are 
small in comparison with reference or general corpora: for example the BNC size is over I 00 
million words, a size likely to be unattainable in a special domain because of certain constraints 
(special interest, authors ... etc). On the one hand, this might result in difficulties in extracting the 
candidate terms; on the other hand, our interest will be on the most frequent multi-word or 
compound word terms in the corpus. So, z-score is a good measurement for large samples of 
data, while other tests such as t-test are used for small samples. Even so, the principles behind MI 
and z-score are similar although the mathematical calculations vary (Biber et al, 1998: 268). 
Nonetheless, researchers should use the method that best fits their research question, as not all of 
these measures are suitable for all cases. We summarise the differences between MI and using z-
score measures in Table 3 below to clarify the choice of each for the purpose of extracting multi-
word te1n1s. 
Table 3: Summarisation ofMI and z-score differences 
Measure MI z-score 
Investigation of the Better for indication of their Better for investigations of how pairs 
association between independency ofwords are used differently. 
collocations 
Filtering the collocations Not accurate with low Suitable for filtering the collocations 
frequency of words in large corpora. although it still not 
suitable for very low frequency 
We can define which measure is more suitable to the case under investigation. However, both 
measures could be used in order to verify our results concetning how two pairs of words occur 
frequently together. Both measures could be applied to enhance the extraction of multi-word 
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terms. The need for more robust statistical methods for dealing with that issue is still important 
and much more research is required in this area. 
3.3.5 Comparing two Corpora 
h1 a review for the corpus approach of corpus linguistics, we have highlighted some important 
statistics and analytical techniques that are used to extract tenninology and candidate tem1s from 
a special corpus, such as 'weirdness', MI, z-score .... and so on. Earlier in this chapter we 
discussed comparisons with respect to a reference corpus such as the BNC by highlighting the 
concept of 'weirdness'. In fact, the similarities between corpora is an impmtant area to be 
addressed and this would be useful for many purposes; studying the similarity as well as the 
dissimilarity in the use of language ｢･ｴｷ･･ｾＱ＠ genres, registers, or different corpora will result in 
meaningful interpretation in terms of the study of a specific phenomenon. According to 
Kilgarriff and Rose (1998) there are some difficulties in defining corpora similarity as human 
similarity judgements, which are based mostly on intuition, are not fine-tuned enough and the 
similarity is inherently multi-dimensional. However, some successful endeavours have been 
done to compare two corpora at the single word frequency level, such as the comparison at the 
word level between the two major corpora LOB and Brown (Kilgarriff, 2001). Broadly speaking, 
comparative study of corpora can be conducted at any level of studying language; several works 
have been canied out in order to compare various gem·es of texts ranging from scientific ruticles 
to newspapers and magazine articles intended for non-professional readers. 
h1 general, compru·ative studies range fi·om the analysis of registers and geru·e vru·iation in 
language featw·es across writing and speech, e.g. Biber (1988) Biber et al (1998), to the focus on 
the comparison in modality, such as might, can, may, would .... , between professional and non-
professional corpora in a specific domain; for exatnple, the study of Vihla (1998) in which a 
comparative quantitative approach between different genres of medical communication has been 
adapted. Specifically, comparatively fewer linguistic studies have examined the vru·iation in 
features present in different medical professional texts, such as review a11icles, or in medical 
writings produced for non-specialists, such as medical textbooks and patient information texts; 
for instance, in the study of Russell-Pinson (2002), three distinctive medical genres were 
investigated - medical review articles, medical textbook excerpts and patient information texts. 
These texts, intended for different readers (professional, medical students and patients) were 
analysed in order to improve the understanding of the frequency variation in linguistic features. 
Such reseru·ch could be used for increasing the benefit of medical educators, teachers and 
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physicians and may be useful to technical writers and health educators in developing effective 
written materials for patients. 
Basically, different approaches have been used for comparing two corpora or more: 
notwithstanding the difference in corpora sizes, they can be compared at many levels such as 
lexical, syntactic, semantic and pragmatic. However, the corpus linguistic domain still lacks 
strategies and robust methods for describing and comparing corpora. In our work, we are 
interested in working at the lexical as well as semantic level. To do so, we will explain various 
techniques that are used fi·equently for comparing two corpora. 
3.3.5.1 Rank Comparison 
After analysing each corpus, the list of words and their fi·equencies will be produced. Usually, 
this list is sorted by the highest fi·equency. Different word lists could be compared in order to 
define the differences and similarities between two different corpora with respect to this. The 
likelihood ratio is simply a number that tells us how much more likely one hypothesis is than the 
other. 
This statistic showed how significantly different the fi·equency of each word is in corpus 1 (list A) 
compared to its use in corpus 2 (list B). This is accomplished by comparing the two lists using 
Log Likelihood (the logarithm of the Likelihood value). Thus, if words occur in list 'A' more 
than in list 'B', then they are more likely to be considered as keywords in corpus 1. 
Wordsmith5 is a widely-used system developed by Scott (1996) that uses this measure in order to 
compare two corpora in order to define the keywords list in each corpus. Figure 3 illustrates how 
the approach works, where the comparison is with a reference corpus. The limitation for such a 
method is that it is only used for comparing the level of single words. 
5 It is an integrated suite of programs for looking at how words behave in texts, used by the Oxford University ｐｲ･ｳｾ＠ for 
their own lexicographic work in preparing dictionaries, by language teachers and students, and by researchers 
investigating language patterns in different languages world-wide (WordSmith Manual) it is available at 
(htt.p://www.lexically.net/wordsmith/ .[last accessed 12-05-2006]) 
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Figure 3: The comparison between two word lists of two corpora. 
As two corpora might vary in size (number of tokens) the comparison between absolute 
frequencies is not valid here; thus comparison between the word ranks is considered a good 
method to deal with that. Ranked wordlists are produced for Corpus 1 and Corpus 2 and the 
difference in rank order between the two corpora is taken. In that context; our focus will be only 
on the measures that commonly used in area of computational linguistic for comparing two 
corpora as discussed by (Kilgarriff. 2001 · Oakes 1998). Spearman s rank is one of the measures 
which is widely used for comparing corpora, more than other measures such as Kendall's tau . 
According to Press et al (1992: 637), Kendall s tau, rather than Spearmen s, represents 
probability, instead of using the numerical difference of ranks· it uses only the relative ordering of 
ranks: higher, lower, or the same in rank. But in that case we don t even have to rank the data. 
Ranks will be higher, lower or the same if and only if the values are larger, smaller, or equal, 
respectively. 
Spearman s rank correlation coefficients allow us to establish the strength of the relationship in 
continuous ranks of (N) - a number of words. The equation is the normalised sum of the squares 
of these differences ( d2 ) between ranks. 
p 1 -
d 2 
6 L: Equation (5) 
(N 2 - I ) 
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Thus Spearman's rank correlation is easy to compute and is independent of corpus size. 
However, according to Kilgarriff (200 1) this method is criticized because for the very fi·equent 
words, a difference of rank order is considered of high significance by indicating a high degree of 
difference between the two corpora. While at the other end of the scale, if a word is in the 500t11 
position in the one corpus, and 6001h in the other, this is of no significance; in that case, the latter 
is considered as far more significant than the fmmer. However, it is still useful and indicates a 
significant difference if the comparison is between words with noticeable difference in their rank 
orders. 
There are other measures that also discussed in this context, such as Mann-Whitney (also known 
as Wilcoxon) ranks test, tlus test can be applied to corpus data if the two corpora are first divided 
into same-sized samples (Kilgarriff, 2001: 5). Then it will . be possible to compare the 
occurrences of a word directly across all samples in both corpora, whether the counts from the 
samples in the one corpus are larger than the other ｣ｭＭｰｵｾＮ＠ The criticism of this method is related 
to the sampling issue of the data which should be selected as randomly as possible to make the 
comparison significant. 
In this research, we prefer using Spearman's rank for different reasons: first, it is widely used in 
comparing corpora. Second, it is straightforward nonparametric test (Press et al, 1992: 637), 
where nmmal distribution is not an assumption for testing the relationship between two tabulated 
fi·equencies and provides a numerical. Third, the using of numerical difference of ranks assists 
making the decision of the similarity or otherwise. 
3.3.5.2 Chi-square 
Recently, interest in the issue of contrasting corpora by comparing the frequencies of the words 
they are comprised of has increased. Kilgarriff and Rose ( 1998) and Rayson (2002) discussed the 
possibility of using Chi-square to make comparison between two corpora. Generally, this 
method is used for non-parrunetric statistical procedures. This does not measure the strength of 
relationship between two categories of frequency, it just tests the null hypothesis that says that 
there is no difference between the frequencies in each category; in other words, the samples have 
been drawn fi·om the same population. Therefore, on the one hand, we cru1 presume that category 
1 and category 2 are different with regard to the use of a word or certain words. On the other 
hand, we cannot presume that words are drawn at random, as we have chosen these words for our 
specific reasons (high fi·equency, syntax, topic etc ... ). 
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In the Equation 6 below, the X2 sums up the difference between observed and expected values in 
all squares of a (2*2) table scaled by the magnitude of the expected values as follows: 
Equation (6) 
Where i ranges over rows of the table,j ranges over columns, 0;./ is the observed value for cell(/, 
j) and Eu·is the expected value (Manning and Schutze, 1999: 169). Tllis is who this measure was 
applied and adapted in the linguistic area. 
There are some limitations in using this method although; it has been adopted many times in 
linguistic research. Firstly, when the sample size is increased the Chi-square is more easily 
rejected. Secondly, the method does not directly pennit comparison between corpora of different 
sizes (Kilgarriff, 2001), and thirdly, the value in the expected value should not be less than 5 
where it is not advise to use this measure if the total sample size is smaller than 20 or between 20 
and 40 (Matming and Schutze, 1999: 72). For these reasons the use of Chi-square is still 
controversial and a matter for debate. 
3.3.5.3 ANOV A 
AN OVA is the analysis of variance that is used to compare more than two groups. It can compare 
the extent of variation among groups to the variation within groups to determine whether the 
observed differences among groups are significant. ANOVA produces an F-score, which is 
interpreted relative to the degree of fi·eedom. The final probability level is reported using P that 
measures the likelihood of an error. For example a P of .01 means that there is only one in a 
hundred chances that the observed difference was due to chance. The smaller the P value, the 
less likely it is that the observed difference occurred due to chance (Biber et al, 1998). This 
measure has been applied in a great deal of research such as the work of Russell-Pinson (2002) 
and Vihla (1998). In Table 4 below, a comparison between different statistical measures used for 
comparing corpora is listed. 
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Table 4: A comparison between different statistical measures used for comparing corpora. 
Feature ANOVA Spearman's Rank CoiTelation 
Measure of relationship X 
" 
Comparing more than 2 groups 
" 
X 
Independent from corpora sizes 
" " 
In general, each of these measures has advantages and disadvantages; in the research, we use 
Spearman's rank for comparing different wordlists ranks and ANOVA for comparing different 
means of different groups of texts. 
However, none of those statistics could. define the intenelationships between single and multi-
words at lexical and semantic levels that underline the variation or similarity between texts in 
different corpora. Here, we need a more sophisticated method to deal with our phenomena. That 
leads us to the discussion of using Multivariate analysis that tends to be interesting here. 
3.4 Similarity and Variation among Corpora: Multivariate Analysis 
lvfultivariate Analysis is a classic statistical-data analysis technique. The main advantage of 
multivariate analysis techniques is that, in contrast with univariate and bivariate methods, such 
teclmiques pe1mit the use of multiple variables in order to study complex relationships and attain 
an understanding of these relations. From here, groups of variables may be interrelated to the 
extent that they are all representative of more general concepts (Hair et al, 1998: 91). However, 
discussions in the literatw·e suggest that perhaps there is not a single multivariate teclmique that 
can be w1iversally used for all applications. Various multivariate techniques have been developed 
that implement different statistical measures in order to achieve different goals. These techniques 
include: Principal Component Analysis (Everitt and Dunn, 2001); Factor Analysis (Gorsuch, 
1983), Independent Component Analysis (Hyvarinen et al, 2001) and Multidimensional Scaling 
(Coxon, 1982). We have used factor analysis to automatically find out similarity and differences 
between texts within and across corpora - here we follow the work of Biber and his co-workers 
(Biber, 1988; Biber et al, 1998). The statistical work in corpus linguistics is, by and large, based 
on univariate analysis: Biber has depmted fi·om this tradition in a significant way of adopting 
multi-vm·iate analysis. It is, perhaps, not evident of workers in corpus linguistics that the use of a 
statistical technique inevitably involves a commitment to the underlying assumptions about how 
error in a given data set is distributed. The use of factor analysis, for instm1ce, can involve the 
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assumption that the data is multivariate normal. And also it involves that the relationship between 
data items is linear. This problem has been addressed by workers in multivariate analysis 
techniques that do not involve the usage of such assumptions. Whilst I recognise the problems 
related to the assumption of multivariate normal distribution and linear relationships that may (or 
may not) exist in large text corpora, my task was to demonstrate the limitations cunently faced by 
workers in knowledge management where texts are typically analysed by analysts by visual 
inspection - the eyeballing of texts. I am keen that, especially given the large volumes of data 
that are becoming available, workers in knowledge management do appreciate the availability of 
uni-variate and multi-variate analysis. Colleagues in corpus linguistics have yet to appreciate the 
nuances of making various (sweeping) assumptions in multivariate analysis and perhaps remarks 
about the limitations of such assumptions in my work will inform them of the large literature that 
exists in this area. Indeed, one extension of my work will be to compare text classification using 
factor analysis and multi-dimensional analysis. What is important for me is that the researcher 
should have a clear understanding about the research question and the objective he/she wants to 
achieve in order to find the most suitable multivariate teclu1ique to be used. 
The principal objective of my work on finding similarities and differences amongst corpora is to 
reduce the number of variables needed to represent data as accurately as possible to the absolute 
minimum dimensions with as small a redundancy as possible. In that sense, three different 
measw·es are commonly used in relation to that purpose. These measures are: Principal 
Component Analysis (PCA), Independent Component Analysis (ICA), and Factor Analysis (FA). 
Indeed, non-metric Multidimensional Scaling models allow also the projection into much lower 
dimensionally. However, our comparison will focus on the measures that are commonly used in 
the area of our research such as: PCA, ICA and FA. PCA is based on extracting the maximum 
variance between variables, is a linear transformation that is based either on variance 
maximization or minimum mean-square error representation. Once the principal components 
have been found, the original observations can be expressed as their linear relations, whereas, in 
ICA a much richer concept of independence based on the assumptions on nongaussian data is 
used while less emphasis is given to reducing the number of variables (Hyvarinen et al, 2001: 
125). Such a measw·e is commonly used in the areas of image processing, feature extracting and 
sound recognition to solve what is called cocktail-party problem. For Hyvarinen and Oja, (2000: 
416), the main impmtant difference is related to that the gaussian data - a normal distribution that 
can be graphed as a bell-shaped curve, is forbidden in ICA where "the fundamental restriction in 
ICA is that the independent components must be nongaussian for ICA to be possible". Thus, ICA 
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is restricted to nongaussian data and the goal is to find a linear representation of nongaussian data 
so that the components are statistically independent, or as independent as possible. 
The goal in FA again is different from PCA in that FA was originally developed in social 
sciences and psychology by (Oakes, 1998: 1 05) where researchers in these fields attempt to find 
relevant and meaningful factors that explain observed results, and that such factors should 
account for the maximum shared variance among variables. FA is, in contrast to PCA, a 
generative latent variables model where the observations are generated and expressed in terms of 
factors. ICA is also a generative latent variable method, however, the difference here is the 
factors or independent components are assumed to be statistically independent and nongaussian 
distribution. (Hyvarinen et al, 2001: 139) 
Indeed, FA, like PCA, is considered an attempt to explain a set of multivariate data using a 
smaller number of dimensions, and is a purely second-order statistical method: only covariances 
between the observed variables are used in the estimation and that is due to the assumption of 
gaussianity of the factors. However, the procedures used to achieve this goal are basically 
different: FA postulates a model for the data, while attempting to summarize the data, so if the 
number of the variables is too large and there is a need for smaller number of concepts, FA helps 
in representing the variables or even creating new variables as replacements for the original 
variables (Hair et al, 1998: 91). 
FA tries to explain the correlations of the observed variables by means of few common variables, 
while PCA is concerned with explaining the total variance of the observed variables. However, 
one could expect similar results from FA and PCA when the specific variance is very small 
(Everitt and Dunn, 2001: 287). FA is an interdependence technique in which all variables are 
simultaneously considered, each related to all others. Here, the factors are fo1n1ed to maximize 
their explanation of the entire variable set, not to predict a dependent variable(s). 
For the purpose of this research, FA was chosen because it simultaneously incorporates the 
effects of both extracting the maximum amount of shared variance among terms in order to 
detetmine a number of significant dimensions in a multivariate data set, and the variation of using 
these variables between diffet:ent gem·es of texts with respect to each dimension. However, in 
FA, the description of factors may be only an intennediary goal. The final and ambitious goal 
may be to generalize about what patterns exist for a specific phenomenon. 
The use ofF A has some limitations and constraints, for example, one of these criticisms is related 
to the time needed to understand and run FA in practical situations (Hills, 1977; Chattfield and 
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Collins, 1980), this criticism today is not really valid as modetn-day researchers utilise computers 
and statistical packages such as SPSS, MATLAP, SAS, however, many researchers have 
commented critically on this teclmique, more than any other statistical technique. Even·it and 
Duoo (2001:288) argue that FA is "a very useful tool for investigating particular features." For 
them this analysis is likely to be "a much idealized approximation of the truth in the situations in 
which it is generally applied. Such an approximation may, however, prove a valuable starting 
point for further investigations. In this research we used the SPSS statistical package. 
To illustrate how FA has been applied in linguistic research, we defined two categories for using 
this teclmique in this area: the first underlines the linguistic variation between texts, while the 
second focuses on the collocations that together underlie word senses. 
3.4.1 On Linguistic Features Level 
Multi-dimensional (MD) analysis, specifically the use ofF A, was primarily used and developed 
more fully by Biber (1988) in order to provide a comprehensive analysis of register variation by 
investigating the relations among spoken and written registers in English, the model he used was 
based on the extraction of the maximum shared and common variance among the variables, 
where he analysed the co-occunence of 67 linguistic features among different gem·es of these two 
registers to define the dimensions of similarities and variations. FA is used to determine 
empirically the linguistic features that co-occur with high frequency in texts, a,nd this co-
occmTence is taken to indicate a common communicative function shared by these features. 
This analysis uses the methodological tools of corpus linguistics (Biber 1995; Biber et al, 1998; 
Biber et al, 1999), and these tools include (1) the use of a corpus of texts that provides a 
noticeably more representative sampling of a discourse domain: this corpus can be designed to 
represent the range of register variation in a language, including a sampling of texts from a large 
number of spoken and written registers in English and other foreign languages (Kim and Biber 
1994 ); and (2) the use of automated and interactive algoritluns especially developed to analyze 
the distribution of linguistic features across texts. 
According to Conrad and Biber (2001: 5) multi-dimensional analysis was developed as a 
methodological approach to: 
a. Highlight prominent linguistic co-occurrence patterns in a language in empirical/quantitative 
terms; 
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b. Use those co-occunence patterns to compare spoken and written registers in the linguistic 
space. 
Actually, the analysis of Biber has strongly influenced other studies; a wide variety of research 
work has studied the application of this analytical approach to a range of issues in English 
languages studies, including the historical evolution of registers, ESP (English for Special 
Purposes), language development and diachronic analysis of changes in using language, author 
styles and different levels of using language, language testing, and demographic variation. For 
example, Paiva (2000) applied Biber's approach for studying the linguistic variation in a corpus 
of pharmaceutical leaflets. Atkinson (200 1) investigated the development of medical research 
writing from 1675 to present, while another study by Cotmor-Linton (2001) in political domains 
used this approach to compare author styles in writing about the US-Soviet nuclear arms race. 
Reppen (200 1) also investigated the language used by and written for elementary schoolchildren 
in order to analyze the variation due to both task and development, and looked into a large 
number of co-occutTing features. More details may be obtained from Com·ad and Biber (200 1 ). 
Xiao and McEnery (2005) compared two approaches used in the genre analysis of conversion and 
speech in modern American English, the first one is MD approach and the second is keywords 
approach where they found that :MD approach is a more comprehensive and powerful tool, 
however, it requires more expertise in data extraction and statistical analysis than the keywords 
comparison lists. 
3.4.2 On Lexical Acquisition Level 
In addition to using FA at the linguistic features level, it is interesting to investigate how this 
technique is used to extract lexical knowledge. Biber's study (1993) is quite adequate here; he 
aimed to identify different word senses of the collocations of the same word. For that purpose, he 
analysed a large number of concordance lines extracted fi·om corpora in order to find different 
relationships between different collocations of the same words: right and certain, based on the 
fi·equency of co-occurrence of these collocations in texts. This helped him to classify the 
collocations of each of these words with similar word sense such as location, time, and so on. 
Kawamae (2002) proposes a novel approach based on FA for improving the latent semantic 
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indexing6 method in order to overcome the problems of the retrieval of documents such as the 
matching of terms. 
Since our research focuses on the lexical level, for us, it is interesting to use multivariate analysis 
for the lexical knowledge acquisition, following the multivariate methodological approach 
developed by Biber (1988) and Com·ad and Biber (2001) that we mentioned on the linguistic 
features level. However, while his work was on the linguistic features level, our work is focused 
on the lexical level. Some hnportant points related to the use of multivariate analysis in our 
research are outlined below: 
First: The purpose is the analysis of different gem·es of texts at the lexical level. 
Second: It is based on the assumption that different gem·es of texts addressed to different 
stakeholders in a community are both different and similar. Thus, using one or two terms only in 
the analysis process is not considered adequate; rather more the co-occurrences of terms could 
explain the similarities and variations among these texts. 
Third: It is quantitative as it is based on frequency counts of a set of terms, which define the co-
occun·ence patte1ns of te1ms that define each cluster or dimension describing the relative 
distribution of terms across texts. 
More details of the technical description of using this FA 7 and the decisions that needed to be 
taken· in each step will be presented later in this chapter. It is important to mention here that the 
discussion of FA is technically highly detailed; however for the purpose of this research we just 
focus on how we used FA including the decisions that were to be taken and the reasons behind 
that. 
6 Latent Semantic Indexing (LSI) was developed to resolve the so-called vocabulary mismatch problem 
(Dreewester, et al, 1990). It is a method derived from the automatic generation of concepts that are useful for 
encoding documents for information retrieval purposes. LSA addresses synonymy (variability in human word 
choice where words have similar meanings) and takles polysemy (where the san1e word often has different 
meanings) by considering the context. 
7 The use ofF A is usually included as part of the standard statistics package such as SPSS that used in this research 
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In the next section, we will present the method developed through ow· research, including the use 
of univariate and multivariate analysis in 9rder to automatically extract the communal lexicons 
and their distributions across texts. 
3.5 Corpus-Based Method for Detecting the Communal Lexicons and 
their Distributions. 
Here we will present the method we used to study randomly selected collections of specialist 
texts, a specialist text corpus, which is considered as a good source for the extraction of terms. 
The method is based on combining univariate and multivariate analysis. 
The method includes different steps: 
First: Creating a text corpus for the specialised domain including sub-corpora for different 
stakeholders or members of a community of practice; 
Second: Extracting single terms using the ratio of relative frequency of a tenn in a special 
language corpus and its cmTesponding relative frequency in a general language corpus, using 
averages and weirdness (Equation!). This involves univariate analysis and both linguistic and 
statistical methods are used here to extract a single tetm from each sub-corpus. 
Third: Extracting compound terms which are detected by measuring the collocation of two or 
more words -joint fi·equency of distribution of the components of compound terms within a 
window of 5 words and the computation of histograms and the z-score of the collocates, both 
involving the computation of univariate statistics. Both MI (Equation (2)) and z-score (Equation 
( 4)) are used to extract compound tenns fi·om each sub-corpus. 
Fourth: Defining dimensions of similarity and variations of the co-occurrences of tlwse terms 
across sub-corpora of texts and in different periods of time; the distribution of these terms' usage 
helps us understand how terms are used among the different community stakeholders; tlus 
involves the computation of multivariate analysis and specifically the FA. 
Since the univariate analysis entails the three first steps that were covered earlier, we will focus, 
in the following, on the discussion of how we used FA as an analytical method for the purpose of 
our research. 
62 
3.5.1 A Technical Description of the FA-based method. 
The following sections provide a thorough and more detailed discussion of each step required for 
using FA, including the decisions that have to be taken in order to fulfil the requirement of the 
analysis (see Figw·e 4). In that sense, each step will be discussed in more detail in the next 
section with a description of exactly what alternatives exist with the justification for the most 
important choices. 
• Tbe input text: The entire corpus including different sub-corpora that represent different 
getu-es oftexts. 
• Selection of tbe variables: The most fi·equent compound terms over the entire corpus. 
• Computing the frequency counts of each compound term for each text in the corpus 
including the different sub-corpora. 
• Analysing the co-occurrence patterns among compound terms using FA of the 
fi·equency counts: 
• Interpretation of the resulted 'factors' as dhuensions of variation: results from 
analysis are interpreted based on the computation of factors scores or dimension values 
for each factor (dimension). 
• Defining the similarities and variation a1uong different sub-corpora or 
genres of texts by comparing the mean dimension scores for each corpus or genre in 
order to analyse the salient linguistic similarities and differences among the group of 
texts that being studied. 
In Figure 4 the FA decision diagram is illustrated, each procedure in our analytical method is 
indicated and will later be explained in detail, as well as reasons and decisions related to that 
procedure. This figure was based on the FA decision diagram produced by Hair et al (1998: 
101) and modified to accommodate the patticularities of this research. 
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3.5.1 . 1 
3 .5 . 1 .2 
3 .5.1 .3 
3 .5 .1.4 
3.5.1.5 
Computing the Frequency Counts of 
Eaoh Variable In Eaoh Text of the 
Figure 4: The steps of FA that are used in the proposed method (adapted from Hair et al (1998: 101) 
Before starting the discussion of each step and procedure using the FA we should mention that we 
can achieve the purpose of using this technique from either an exploratory - or confirmatory -
perspective. The exploratory mode is useful in searching for a structure among a set of variables 
or as a data reduction method. From this perspective, factor analytic techniques directly extract 
results from the data without any prior set of constraints on the estimation of components or the 
number of components to be extracted. It is used to investigate the relationship between variables 
without making any pre-assumptions about which variables are related to which factors (Everitt 
and Dunn, 2001:271). The con:finnatory approach is where the researcher may wish to test 
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hypotheses involving issues such as which variables should be grouped together in a factor, or the 
precise number of factors. As we have no prior asswnptions about what terms might be grouped 
together nor about the underlying structure among variables, the exploratory approach is 
considered more appropriate for this research. 
3.5.1.1 Input Texts 
The method is used to explore similarity and variation across different genres of texts (sub-
corpora). It is better to study a sample of no less than 50 observations as a minimum; preferably 
the sample should be 100 or greater. As a rule of thumb; the minimum is to have at least five 
times as many observations as there are variables to be analysed (Gorsuch, 1983:332), and the 
more acceptable size is to have a ten-to-one ratio. The researcher should always try to obtain the 
highest cases-per-variable ratio to maximize the chance of good representation of the data (Hair et 
al, 1998). When dealing with smaller sample sizes and/or a lower cases-to-variable ratio, any 
findings interpretation should be treated cautiously. Hence, we will include in our analysis, files 
from different genres while respecting the rule of the sample size. 
3.5.1.2 Variable Selection 
This step defines what we are going to study using FA: variables, the R-type, or cases, the Q-type 
we select the R-type to deal with variable selection which is crucial in the analysis we propose. 
Indeed, the whole analysis is dependent on the variables that we use in the study. The ｶ｡ｾﾷｩ｡｢ｬ･ｳ＠
here are to be selected automatically; the goal is to be as comprehensive as possible while 
matching some specific criteria. Three major questions should be answered in relation to these 
selection criteria: 
First: How the variables are selected 
The variables have been chosen automatically in our method based on fow· criteria: 
1. The compound words should have MI scores> 0 and a z-score > 1, in order to be 
more cettain about the ability to consider a specific compound word as a 
candidate compound tetm. 
ii. The variables are to be among the 1 00 most frequent compow1d words in the 
tlu·ee sub-corp<;>ra. 
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iii. Any variable with a variant of 0 should be excluded from the analysis. 
iv. Any variable with less than 5 observations (texts) will be excluded from the 
analysis. 
Second: How these variables are measured 
The fi·equency count of occm-rence in each text is used to measure variables in this 
primarily quantitative method. However, the frequency should be normalized in order 
to be feasible to compare. 
Third: How the appropriate number of variables to include is determined 
This question is the most problematic; the literatm·e in this area has shown that there 
is no robust criterion to define the optimal number of variables. The number of 
variables should not be ｬｾｳｳ＠ than five as a minimum and should be 1/5 of the total 
number of texts included as the maximum. Any number of variables in between is 
acceptable. 
3.5.1.3 Frequency Counts of the Most Frequent Specific Terms 
The fi·equency counts of all specific tetms in our sub-corpora are nonnalized to a text of a 
specific number of words; we cam1ot compare the frequency of words across texts, because text 
lengths (the total number of tokens included in the texts) can vary extensively. Therefore, if we 
base our comparison on non-normalized te}..is, an inexact and most probably incorrect assessment 
of the fi·equency distribution in texts will be produced, as Biber (1988:76) observed and 
explained. So, in order to nonnalize texts, we count the frequency for each specific term such as 
ovarian cancer which occurs in each text. Then, we normalize the total frequency counts to a 
specific text length of, say, 3000, 2,000 or 1,000 ... words, i.e. how many times would the term 
ovarian cancer occur if the text would have been 2,000 words long. h1 this case, the terms can be 
compared, for example: 
Text 1: (20(ovarian cancer) /1,500(length oftext) * 2,000 = 26 
Text 2: (20(ovarian cancer) /5,000(length oftext) * 2,000 = 8 
Text 3: (20(ovarian cancer) ll,OOO(length oftext) * 2,000 = 10 
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Thus when the counts are nmmalized, they represent frequencies per 2,000 words, and we see 
that ovarian cancer is less frequent in text 2 than in texts 1 and 3 despite having the same raw 
frequency. Naturally, we could have normalized the fi·equency to any specific number of words, 
or any other specific length. Table 5 shows the document-term matrix that includes the 
normalized fi·equency of each term in each text or document. 
Table 5: The document-term matrix that is the data matrix, produced in the 
analysis where NF is the normalized frequency of a term in a particular text. 
Term 1 Term2 Term3 Termp 
Document! NF(l.l) NF(2,1) NF(3,1) NF(p,l) 
Document2 NF(l,2} NF(2,2) NF(3,2) NF(p,2) 
: : : : : 
Document n NF(l,n) NF(2,n) NF(3,n) NF(p,n) 
3.5.1.4 Identification of Factors 
The first step is to choose the method of identifying factors for the purposes ofF A. According to 
Johnson and Wichern, (2002:480) total variance consists of three types: common variance, 
specific variance, and error variance. Common variance is defined by the variance in a variable 
that is shared with all other variables in the analysis, while specific variance is that variance 
associated only with a specific variable. The error variance is the unreliable and inexplicable 
variation in a variable; this kind of variance is assumed to be independent of common variance, 
and a component of the unique or specific variance. As we need to extract the common variance 
among the variables, a 'principal factor analysis' or 'common factor analysis' solution attempts to 
account for all the common shared variance among the variables of each factor, while other 
solutions like 'principal component analysis' attempt to account for all the variance in the data 
where specific and en·or variances get treated as if they were shared variances, which can result in 
factor loadings that are inflated (see Gorsuch, 1983). Thus, component analysis, considers the 
total variance and derives factors that contain small proportion of unique variance and in some 
instances error variance, specifically, unities are insetted in the diagonal of the correlation matrix, 
so that the full variance is brought into the factor matrix. Conversely, with common factor 
analysis, communalities are inserted in the diagonal. Communalities are estimates of the shared, 
or common, variance among the variables. So the resulted factors from common factor analysis 
are only based on the common variance. (Hair et al, 1998: 102). 
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These two methods are widely used, however, researchers should decide the suitable method to 
be taken, or compare the results of both extraction methods based on two criteria: a) the 
objectives of FA. b) the amount of prior knowledge about the variance. So, the 'Principal 
Component' model is appropriate for extracting the maximum amount of variance and when prior 
knowledge suggests that specific and eiTor variance represent a small pottion of variance in the 
original data set. 'Common Factor Analysis' is often viewed as more theoretically based, where 
researchers want to focus the shared variance and eliminate the specific and error variance as 
have no prior knowledge about the data and they want to identify latent dimensions. However, 
common factor analysis shows some limitations where there is no unique solution is provided and 
the communalities are not always estimable or maybe invalid (i.e. values greater>> 1 or less than 
0). Having said this, empirical research has demonstrated similar results in many instances. 
(Robinson et al, 2000). 
SPSS package provides 'Principal Component Analysis', for the principal component extraction, 
and 'Principal Axis Factoring', for the common factor analysis. There are other different 
methods of extraction in SPSS as well, these methods are usually less used: such as: 'Unweighted 
Least-Squares Method', 'Generalized Least-Squares Method', both methods minimize the sum of 
the squared differences between the observed and reproduced correlation matrices, however, in 
the latter method the correlations are weighted by the inverse of their uniqueness, so that 
variables with high uniqueness are given less weight than those that don't have high uniqueness. 
Another method for extraction is the 'Maximum-Likelihood Method' which produces parameter 
estimates that are to be expected to have produced the con·elation matrix that observed if the 
sample is :fi:om a multivariate normal distribution. It generates a chi-square goodness-of-fit test. 
The number of factors one at a time can be increased until a satisfactory goodness of fit is 
obtained. However, for large samples, the danger of using this method is to select too many 
factors. 
We conclude that when we are looking for the interrelationship between variables, principal 
factor analysis is more accurate for such research purposes. Furthermore, when considering a set 
of words each having its own variance, it is possible to enable the analysis of the pool of shared 
variance. For the purpose of this research, as we want to extract the common shared variance in 
the data, we used 'Common Factor Analysis' as the method of extraction where SPSS package 
provides the 'Principal Axis Factoring', as the option for extracting the common shared variance. 
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The initial step to FA is to calculate the conelation matrix of these vaTiables based upon their 
patterns of co-occun·ence in text samples of a specific number of terms, and then proceed to 
compute a correlation matrix of those variables, from which factors could later be derived. 
Basically, the intetTelationship between compound tenus is the basis of the methodology of FA. 
In concrete terms, the frequency correlations among the compound terms define the factors. That 
is to say, when several tenus are highly correlated, the indication is that they frequently co-occur. 
If two tetms tend to be frequent in some texts and at the same time rare in other texts, then they 
have a high amount of shared variance. 
By extracting as many factors as possible where each factor represents the maximum amount of 
shared variance, FA attempts to account for the shared variance among the compound terms. 
The conelation matrix (term-tetm) between. all variables will be produced, where the relationship 
between two variables is studied as the bivariate analysis; See Table 6 below. 
Table 6: Correlation matrix between all the terms included in the analysis 
Compound Terms Terml Tea·m 2 Term3 Termp 
Term 1 1 
Term2 Correl(2,1) 1 
Term3 Correl(3,1) Correl(3,2) I 
: : 
Termp Correl(p,l) Correl( p,2) Correl(p,3) 1 
The more conelation values move towards unity, whether positive or negative, the stronger the 
relationship is between the two terms, and this indicates the systematic co-occurrence or absence, 
depending on the sign, of two terms across all the texts. Based on the correlation formula, the co-
occurrence relationships among all the variables will be extracted more precisely, to guarantee 
that each factor is extracted so that it is uncorrelated with the other factors; the first factor extracts 
the maximum amount of shared variance, and then the second factor extracts the maximum 
amount of shared variance from tl1e variability left after the first factor has been extracted, and so 
on. Tins process will continue until all the shared variance among the variables has been 
accounted for. 
Since the method extracts first the combination of variables explaining the greatest amount of 
variance and then proceeds to combinations that account for smaller and smaller accounts of 
variance when a large set of variables is factored, it becomes important to decide how many 
factors to extract. According to Biber (1988: 82) there is no mathematical way to define the 
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number of factors to be eh.1racted. An exact quantitative basis or criterion for deciding the 
number of factors to extract has not been developed. However there are several useful guidelines 
to follow when taking tlus decision. One of the simplest ways is to examine the eigenvalues or 
the latent roots which can be used to indicate the amount of the shared variance that is accounted 
for by each factor (Hair et al, 1998: 88). Each variable contributes a value of "1" to the total 
eigenvalue; from here, only variables having eigenvalues greater than 1 indicate significant 
values and vice versa. We can also examine a plot ofthe eigenvalues (ibid: 104). Such a plot is 
called the scree plot test, and is used to identify the optimum number of factors that can be 
extracted before the amount of unique variance begins to dominate the common variance 
structure. By plotting the eigenvalues against the number of factors in their order of extraction 
we obtain the scree curve, and the shape of the resulting curve is used to evaluate the cutoff 
point, this will be clarified more in the Chapter 4. There are other methods can be used to 
define the number of factors to be extracted that are based on the prior knowledge and criterion 
of the percentage of the variance a researcher wants to extract or a definite number of the 
factors to be extracted. Since, I have no prior knowledge about the amount of shared variance 
in the original data that would be represented in terms of latent dimensions. We prefer to use 
the eigenvalue and scree plot, that are provided, in SPSS to extract the model enhance my 
decision. 
3.5.1.5 Factor Interpretation 
Rotation of factors is a very important step before statting the factor interpretation (Gorsuch, 
1983:17 5). Since each factor accounts for the maximum amount of variance, factor rotation 
becomes necessary because the first factor will account for the maximum proportion of the 
variance and the majority of compound words will load on this factor instead of subsequent 
factors. This will understandably often make the direct interpretation of factors difficult. One of 
the criticisms ofF A is related to this point where the factor loadings are not uniquely detetmined 
by the basic factor model; however, by rotating the factors we ensure independence between all 
factors. Nevettheless, Blackith and Rayment (1971) are not fully in agreement with this critique; 
they suggested that the method enables users to impose their preconceived ideas of the structure 
of the observed correlations. 
So rotation will help us to ensure the relationships between all factors. Tlus leads us to conclude 
that what we need to define here is whether or not the factors should be conelated or 
W1COITelated. 
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Based on the assumption that the factors are generally not completely unconelated, oblique 
rotation may be used where we still discover hidden relationships between them, so it permits 
ｯ｢ｬｩｱｵｾ＠ sttucture. This includes limited choices of the methods that are available in SPSS such as:. 
Promax and Direct Oblimin Method. In Oblimin Method a value should be adjusted for delta, 
the default value is equals 0, so solutions are most oblique in that case. The more negative delta 
value, the factors become less oblique. While Promax can be calculated more quickly than a 
direct Oblimin rotation, so it is useful for large datasets such is the case in our corpus. 
If we assume that the factors are completely unconelated, the other method to use in this case 
would be Varimax Orthogonal Rotation. However, the rotation method chosen, in general, could 
sometimes lead to the elimination of important variables; hence, we should be sure about what 
method is to be chosen and why. Some other methods are available in SPSS for the Orthogonal 
Rotation such as Quartimax Method and Equamax Method. Quartimax focuses on the rotation on 
the initial factor so that variable loads high on one factor and as low as possible on the .other 
factors, so the ultimate goal is to simplify the rows of a factor matrix, however, this method has 
not proven to be very successful in producing simpler structure (Hair et al, 1998: 109). While 
Equamax is a compromise between Varimax that simplifies the factors and Quartimax that 
simplifies the rows, notwithstanding, it is used infi:equently. 
There is no specific rules have been developed to guide the researcher in selecting a particular 
techniques. For the purpose of this research, complete independence among factors is not a 
necessity, as terms could be loaded on more than one factor; therefore, we prefer using the 
Promax rotation provided by SPSS because it permits oblique structure and can be calculated 
more easy and suitable for large datasets, it is important to note also here that there is exponent 
for creating the target matrix in the 'Promax' rotation must ｢･ｾ＠ 1 the default provided in SPSS 
for use is 4. 
3.5.1.6 Interpretation of Factors as Dimensions of Variation 
The final factorial solution is represented as a factor matrix; a table that displays the factor 
loadings of all variables on each factor (Hair et al, 1998: 89). The interpretation of the factor 
matrix is based on the assumption that co-occurrence patterns of compound words reflect 
underlying categories. These categories are sought in order to explain the co-occurrence 
pattern among compound te1ms iqentified by the factor. Hence, we assume that they co-
occur frequently in texts because they represent common or interrelated semantic categories. 
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Most impmtant here is the analysis of the similarities and dissimilarities among different texts 
in a community of practice with respect to the dimension. In more concrete tetms the 
analysis of the similarities and differences will probably explain to what extent knowledge is 
being shared among them. By analysing the lexical semantics in each te}..i, we will enable the 
detection of the shared lexical semantics that underlie a group (see Table 7 where a factor 
matrix is presented). 
Table 7: Factor Matrix Solution ｷｬｵｾｲ･＠ loading is the 1·elationship between term and factor 
Terms Factor 1 Factor2 Factor 3 FactorN 
Te1·m 1 Loading11 Loading12 Loading13 Loading1N 
Term2 Loading21 Loading22 Loading23 Loading2N 
Term3 ｌｯ｡､ｩｮｾ Ｑ＠ Loading32 Loading33 Loading3N 
: : : 
Termp Loadingp1 Loadingp2 Loadingp3 Loading pN 
Here, the question that should be addressed is: can significant loadings be found? 
Each compound term has some relations to each factor, and the strength of that relation is 
identified by factor 'loadings' or 'weights' which represents the amount of variance that a feature 
has in common with the total pool of shared variance accounted for by a factor, while the 
eigenvalue for each factor is the sum of the squared factor loadings. For Hair at al (1998: 111) is 
a rule of thumb used frequently as a means of making a preliminary examination of the factor 
matrix. Factor loadings can range from 0.0, which shows the absence of any relationship, to + or 
-1.0. If the loadings are greater than + or - 0.30 they are considered to be of a minimal level of 
significance; if they are more than+ or- 0.40 then they are considered as more impmtant, and if 
the loadings are + or- 0.50 then they are practically significant. Thus, the larger the absolute size 
of the factor loadings, the more impmtant the loading is in the interpretation of the factor matrix, 
and that in turn, represents a strong correlation. Hence, factor loading represents the relationship 
between the variable and the factor. From here, by squaring the loading we will have the amount 
of the variable's total variance accounted for by the factor. For example, the loading 0.50 
translates into 25 percent of the variance that is accounted for by the factors. Having said this, the 
lowest factor loading to be considered significant would be in most instances - or + 0.30. The 
factor loading indicates the extent to which a compound tetm is related to the semantic dimension 
underlying a factor. However, only features with salient or important loadings are considered 
72 
when interpreting a factor, (whether negative or positive) and the other lower loadings should not 
be considered any fmiher. 
These interpretations of the factors are preliminary until confirmed by a technique known as 
'factor scores'. Factor score, or dimension value, can be computed for each text, and the 
similarities and differences among the different registers, genres or sub-corpora will enable the 
analysis with respect to those scores in order to validate our hypothesized interpretations. The 
computation of factor scores will lead to the definition of the lexical semantics categories 
whether shared or not between different genres. 
Having considered the importance of the loadings of each variable, it is worth noting that the 
variable may sometimes load significantly on more than one factor, so we catmot always depend 
on the fact that a vatiable will be considered as having a high loading on only one of the factors; 
therefore, in the interpretation, the highest loading of the variable will be always be regarded as 
the most significant for interpretation. 
The communalities of each variable represent the ''total amount of variance of an original 
vm·iable shared with all other variables included in the analysis" (Hair et al, 1998: 88), in other 
words, the variance of a vm·iable that is accounted for by the whole factor solution. In this 
context, it is important to note that sometimes we can find one or more variables that did not load 
on any factor significantly; these results in communalities that are deemed too low to be 
significant. Whenever we have low communalities the indication is that the variables did not 
provide any significant relationship with any of the resulted factors. In other words, the 
researcher would identify all variables with communalities less than a specific tlu·eshold as not 
having sufficient explanation. To deal with this instat1ce, two options can be taken: first we can 
just ignore the interpretation of these variables, and merely repmt that these variables are poorly 
represented in factor solution as they don't have at1y relationship with any of the factors, 
especially in the data reduction solution. The second option is deleting the variables with minor 
importance at1d repeating the analysis leading to a new factor solution with these variables 
eliminated and changing the rotation type could be also a solution (Hair et al, 1998: 101); 
however, this option should be taken with consideration of how important this vm·iable is to the 
research study. 
It is important to note that although FA results in a cettain grouping of variables, on investigating 
the resultant groupings we do not always succeed in interpreting these resultant factors, which 
means that this concept cannot be considered as a rigorous categorical indicator of relationships 
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but as a strong statting point that will need further investigation. In the next section we wiJI 
explain how factor scores for each text are computed. 
3.5.1.7 Factors Scores (Dimension values) 
A factor score or dimension value is computed by smruning up the number of occurrences of the 
compound ten11s having salient loadings on that factor for each teAi. As noted above, we consider 
all loadings above .30 to be included in the computation of factor scores. Therefore, any 
compound term with a loading less than .30 on any factor will be dropped from the analysis. 
Having said this, some compound tenns have salient loadings on more than one of the factors; to 
deal with this case, the tenn will be included in the score of the factor where it has the highest 
loadings. Thus, each compound tenn will be included only once (Gorsuch, 1983: 268). In order 
to avoid having a high score and undue influence on the factor score Biber (1988: 93-97) 
recommended that this number should be standardized. Frequencies are standardized to a mean 
of 0.0 and a standard deviation of 1.0 before the dimension scores are computed; for example 
how many standard deviations the number 3 (the fi:equency of 'ovarian cancer' in this text) is 
above the mean of ovarian cancer, and is computed over the entire corpus. Thus, the· factor score 
will be completed for each text with respect to Factor 1. This standardized value reflects the 
magnitude of a fi·equency with respect to the range of possible variation. The higher the score is 
above the average, reflects the higher fi:equency of such terms in a specific text. 
In order to see how the different geru·es of texts or sub-corpora behave with respect to each factor, 
the mean scores will be computed for each group oftexts. The ANOVA test is used (as explained 
in section 3.3.5.3) and F value is computed at P level to delineate if the difference among the 
mean scores of each group is significant or not. From here the dimension similarity and variation 
of the co-occurrences of compound terms and their distribution among the different gem·es of 
texts will be defined. This will be explained in more concrete terms in Chapter 4. 
We conclude that whilst FA can be a useful and powerful method, there are some limitations of 
using FA, three of the most frequent cited limitations related to: first, there are many techniques 
for performing FA and controversy exists over which technique is to be chosen. Second, the 
subjective aspects of factor analysis, for example, how many factors to be extracted, which 
rotation method is the best, and which factor loadings are significant. Finally, the problem of 
reliability is real, as when the data change the results of the analysis also change. (Hair et al, 
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1998) Many other limitations met against this teclmique as an objective teclmique. These 
limitations should be taken into consideration when applying FA. 
In the next section we will present the proposed algorithm of our method in which we combined 
univariate and multivariate analysis. 
3.5.2 The Algorithm of the Proposed Method 
The proposed algorithm will be used to monitor the emergence of a knowledge community. This 
will also assist in the generation of the Spider Model that will be discussed in detail in Chapter 4. 
The algorithm entails the main steps of our method, and is divided into different sections; the first 
includes the input data, which includes both a corpus of general language, and another corpus of a 
specific language including different sub-corpora. The second section includes the univariate 
techniques used in order to extract the key te1n1s (single and compound terms). The third will 
focus on the multivariate analysis used to study the distribution of the usage of these eh.iracted 
compound tenns across different sub-corpora or genres. This includes the use of factor. analysis 
which involves the extraction of the factors and the computation of factor scores with the 
comparison among their means to define any significance. This will define the similarity and 
variation dimensions of the co-occurrences ofthese compound terms. 
3.5.2.1 
I. 
II. 
INPUT 
INPUT CORPUSGL /* a general language corpus comprising NGL individual words*/ 
INPUT CORPUSsL /* a corpus of specialist texts comprising NSL individual words, the 
corpus comprised of different sub-corpora*/ 
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I 
I . 
3.5.2.2 UNIVARIATE ANALYSIS 
I. CONTRAST the distribution of words in CORPUSoL and each CORPUSSL 
*this step is used or each sub-corpus*/ 
a. COMPUTE FREQUENCY 11SL(w) /*of all words, win CORPUSsL*/ 
RELATIVE FREQUENCY jsL(w)= nsL(w)!NsL 
b. COMPUTE FREQUENCY nGL(w) /*ofall words, w inCORPUSoL*/ 
Relative fi·equency faL(w)= naL(w)INaL 
C. COMPUTE WEIRD(W) = jsL(w)/faL(w) /*weirdness ratio for each word W*l. 
d. COMPUTE RANK (W) "WHERE nSL (w) = x *rank ·Y 
/* Where x andY are constant values based on Zipfs Law, highest frequency rank is equal to 1 
the second highest is 2*/. 
II. SELECT SINGLE TERI\'IS AND CONDIDATE KEYWORDS IN CORPUSSL 
/*this includes each sub-corpora(A,B,C) in the special corpus*/ 
a. LETS oPEN and S cLosED THE SETS OF OPEN AND CLOSED CLASS WORDS 
b. CATEGORIZE WORDS 
i. IF WEIRD(W)>> 1 THEN W E SoPEN 
ELSE 
WEIRD(W):::: 1 THEN W E SCLOsED 
ii. IF WE S0 PEN AND RANK (W) <=100 THEN WE LEXICAL SIGNATURES OF THE DOMAIN 
III. EXTRACT COMPOUND TERI\'IS AND CONDIDATE KEYWORDS CORPUSSL 
a. LET C (wl, w2) A COMPOUND WORD 
I* High Frequent Noun Phrase/. 
b. COMPUTE MUTUAL INFORMATION 
MI (C (wl, w2)) = Log2 (P(wl,w2)/(P(wl),P(w2)) 
i. IFMI (wl, w2) >> 0 THEN WI, W2ARENOT INDEPENDENT 
C. FIND COLLOCATION OF HIGH FREQUENTWl E soPENCORPUSSL 
i. FOREACHWORD W WHERE RANK(W)<= 100 &&WE sorEN 
COMPUTE 11 (W, COL) WHERE Z-SCORE > 1 
MOVE NEXT 
/*frequency of a word W co-occurring with COL Significant collocates are based (W + 
COL) on z-sore > 1 (Smadja 1991) /* 
IV. DEFINE CANDIDATE COMPOUND TERMS 
IFMI(C(wl,w2)) >0&& Z-SCORE>l THEN C(wl,w2) =CT CANDIDATECOMPOUNDTERMS 
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3.5.2.3 MULTIVARIATE ANALYSIS 
A. Extraction of factorial solution 
COMPARE CORPUS sL INCLUDING (A,B,C) DIFFERENT SUB-CORPORA 
a. LET DOCUMENT i=l to n A SET OF DOCUMENTS 
b. LET CT k=l top A SET OF COMPOUND TERMS WHERE n >> 5* p 
/* The number of documents should be at least five times more than the number of compound terms 
involved in the analysis; at least five cases for each term /* 
C. CREATE D(MA) MATRIX OF DOCUMENT-TERM VECTORS 
i. FOR EACH CT k=l to p 
FOR EACH DOCUMENT i=l to n 
/*create the data matrix where compound terms are the columns and documents or texts are the rows/* 
COMPUTE f(CTki) FREQUENCY OF CTK IN DOCUMENT i 
NORMALIZE TOTAL COUNTS FREQUENCY Nf(CTw) OF A TEXT LENGTH 
LEN (DOCUMENT i) TO (nu) WORDS 
Nf (CTtu)= (f (CTki)/ LEN (DOCUMENT j))*nu 
/*normalise frequency counts to a specific text length or number of words/* 
MOVE NEXT 
MOVE NEXT 
d. CREATE CORRELATIONS MATRIX OF TERM-TERM R(MA) FOR EACH PAIRS IN D(MA). 
/*the squared ofthe correlations rate gives the percentage of the variance shared between two variables/* 
e. EXTRACTING THE FINAL FACTOR MATRIX SOLUTION WHERE (Akj) IS LOADING OF 
CT I{=lto p ON /j=lto N /*eigenvalue> 1 defines the total number of factors (N) to be extracted*/ 
[CT= A.f] 
[ I
f I I A II •• • A I JI ). ｾ＠ " •.. i1. '" l I :f ｾ＠
ii.,, ···A,s .fN 
ii. LET CT1 =lu f t + lu f 2 + AtJf 3+ ....•...•.. + AtN fN 
iii. LET CT2 = l21 f t + ｾＲ＠ f 2 + ｾＳ＠ f 3 + ··· ·· ...... + ｾｎｉｎ＠
iv. LET CTp =Apt ft + lp2 l2 + lp3 h + ........... + i,1N IN 
I* See Gorsuch, 1983; Everitt&Dmm, */ 
f. If ApN ｾ＠ ± 0. 30 ｾ＠ COV (CT 11 , IN) IS SIGNIFICANT RELATIONSHIP 
/*each term has loading above± 0. 30 with respect to a specific factor is considered significant covariance* 
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B. Computation of Dimension values 
I. COMPUTE FACTOR SCORES fjSi FOR EACH DOCUMENT (i) IN D(MA) WITH RESPECT TO 
EACH FACTOR (j j=l toN) IN (/(MA)) 
a. LET Z x= 1 to m AN IDEALIZED SET OF CT WHERE MAX LOADING {Akj) 
b. FOR EACH Zx= 1 torn 
*terms should be selected with respect to one factor where its MAX loading (A) on factor j */ 
i. COMPUTE (Z' x). STDV( Z x) 
*compute the mean and the standard deviation*/ 
ii. STANDARIZED FREQUENCY S(Zx) WHERE: 
S(Zxr ( Z xi) - (t./ x)) I STDV(Z x) 
/* Z xi is the frequency of the term Z (x) in document (i) taken from D(MA). The score is 
computed for each text on each factor, just the compound terms with high loadings are involved in 
the computation of each factor/* 
iii SUMMING ALL STANDARIZED FREQUENCY "
1 S(Zx) = fjSi L...im 
MOVE NEXT 
/*summing for document (i) the standardized frequency of all compound terms that have the highest 
loading on this factor *I 
MOVE NEXT 
III. COMPARE AND DIFFERENTIATE MEAN FACTOR SCORES OF GENRES 
a. LET G ={1,2,3, •••• s} AN IDEALIZED SET OF GENRES OF TEXTS OR SUB-CORPORA 
/*group· of documents based on (date, audience oftexts type) where the genre is known*/ 
b. FOR EACH G Ito s 
COMPUTE MEAN GENRE SCORE G, FOR ALL DOCUMENT SCORES L {jjSi) €G 
MOVE NEXT 
N. I* DIFFERENTIATE MEANS G, (jjSi) AMONG GROUPS 
I* ANOV A analysis checks whether the variation in mean scores of grouped files significant/* 
i. FANOVA AT P VALUE < 0.05 ----+ SIGNIFICANT DIFFRENCES BETWEEN 
MEAN SCORES IN RESPECT TO THAT FACTOR 
I* the difference of mean scores of different document groups in respect to this factor is significant/* 
ii. FANOVA AT P VALUE > 0.05 ----+ INSIGNIFICANT DIFFERENCES BETWEEN 
GROUPS IN RESPECT TO THAT FACTOR 
I* the difference of mean scores of different groups in respect to this factor is not significant/* 
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3.6 Summary 
In this chapter, we highlighted the importance of the corpus-based approach in the field of 
computational linguistics, and we distinguished between two types of corpora: special and 
reference. The chapter discussed the criteria used when building a corpus, and the extraction of 
tetms, including single words and multi-words, which led to a discussion of the notions of 
collocations. 
The approach of corpus linguistics (language in use) is quite important in this study as we focus 
on investigating the extent to which knowledge is shared and transferred in a community. The 
methods of designing and extracting lexical knowledge from text have been analysed, and the 
emphasis was laid on multivariate analysis as an important tool for lexical acquisition. This 
method should be able to detect the interrelationships among variables, and categorize the texts 
based on these relationships that indicate different patten1s of occurrence. In Section Two, we 
presented our corpus-based method that we have implemented in a specific domain, in terms of 
defining and observing useful shared lexical knowledge among people having different 
background motivations for transfening and sharing their knowledge. 
After commenting on the shortcomings of univariate analysis, bivariate analysis is presented, and 
it was pointed out how it is to study relationships between two variables in an attempt to detect 
the relationships among terms across texts. The focus was laid on analysing the distribution of 
the occurrences of these terms across texts in the quest for revealing systematic co-occun·ence 
relations. 
FA methods were used to reduce the number of original variables to a smaller set of derived 
variables or factors, and to determine if two conelating terms would always be found together. 
Next, the criteria for selecting compound terms were presented before the discussion of the co-
occmTence of these compounds in texts. A detailed study of the analysis results was presented, 
and a correlation matrix was compiled in order to be used as the basis for producing the factorial 
solution. The distribution of compound tenus among texts was analysed to enhance the 
interpretation of the dimensions. We proposed the algorithm that we have developed in order to 
extract the communal lexicons and reveal their distribution across texts. 
In the next chapter, we will discuss the implementation and experimentation of the method in a 
specific domain with detailed discussion of the results obtained. 
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Chapter 4 
4 Implementation and Experimentation 
4.1 Introduction 
In the previous chapter, we discussed the method that we followed in ow· thesis in order to 
monitor the emergence of a knowledge community by investigating and detecting the diffusion of 
· knowledge among different stakeholders or community members, including the study of 
collections of texts addressed to, read and written by different groups of people who need to share 
and update their knowledge on a continuous basis. We argued that corpus linguistics is an 
important approach that deals with a large collection of texts in order to extract the communal 
lexicons and reveal their distributions which, we hypothesized, contain an indication of the shared 
knowledge among them. The algorithm, as explained in the previous chapter, that we developed 
for that purpose includes both the study of the collections of texts and the use of univariate and 
multi variate statistical analysis techniques. 
In this chapter, we will present the results we have achieved by implementing the algorithm that 
we proposed, in a multidisciplinary commw1ity of practice in a specific domain; we will discuss 
the implementation, experimentation and interpretation of the results. We will start by discussing 
the domain of our case study including why it was chosen. The pre-requisite was a carefully 
sampled large collection of texts that meet the assumption of unbiased texts and as well as being a 
highly representative corpus in the domain of breast cancer, written for and by different 
stakeholders as discussed earlier. Following that, we implement the univariate analysis and 
multivariate analysis. It was intended that the application of the analysis would assist in the 
generation of the model of the knowledge spider: a knowledge management system that facilitates 
the dissemination of explicit and implicit knowledge. At this point a vital aspect of computer and 
information ethics will be taken into consideration. 
80 
4.2 Case Study: Monitoring the Emergence of a Breast Cancer 
Community 
In general, health-care has many stakeholders and it is essential that they understand each other as 
much as possible. Cancer care shows the importance of communication in a life-critical area: 
cancer is one of the major diseases of our times and the early detection, diagnosis and treatment 
of this disease can save people's lives. Cancer care is one of the key planks of most health care 
systems. The investment in cancer research is considerable, both at the national and international 
level. Cancer research and care provides a safety/life-critical case - both in the transfer of 
knowledge between laboratory researchers in an enterprise and professionals who will ultimately 
use the knowledge of the researchers and between the professionals and the end-users whose 
safety/life can be saved by successful tri-pattite transfer. Cancer care involves expe11s researching 
the domain, and professional medical staff and suppo11 professionals applying the knowledge of 
the experts. The professionals provide feedback, extend or restrict the scope of the application of 
an expert's knowledge, and make their own original contributions and establish best practice. 
Increasingly, patients are being involved directly in the cancer care loop - information is 
provided to the patients on an 'on-demand' basis and patients' feedback is also disseminated. 
The treatment of breast cancer is related to this case; here, medical researchers, hospital-based 
professionals and cat1cer patients are the key stakeholders. Indeed, thousands of lives (per annum 
in UK) could be saved and improved if knowledge about cancer is shared effectively (ICRF, 
1995). 
Community action related to this disease ranges from inten1ational charities to village-based self-
help groups. Scientists, research funding agencies, ph3;rmaceutical companies and the media are 
equally interested. 
The advent of the Internet has led to new forms of community action. The web-site of the 
American Cancer Society (ACS), and the US National Cancer Institute (NCI) shows such action 
translated into an infonnation service available to different types .of users: researchers, 
professionals, patients, survivors, ACS supporters atld 'everyone'. The web-site has information 
about types of cancer, and the patients, resem·chers and professionals m·e provided with 'tools' to 
select and to be infmmed about various disease aetiologies. Infonnation for researchers and 
professionals is written largely by the members of the group itself. For other groups it appears 
that the primary authors m·e the researchers and the professionals together with teclu1ical writers. 
The natural language of inf01mation in the ACS is English, while it is English and Spanish in the 
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NCI. The two text types we are interested in are the papers written by researchers and 
professionals for communicating amongst themselves together with the third type written mostly 
for patients and some by patients. 
A measure of cohesion in the community will be the commonality of keywords and a common 
understanding of those srune keywords (the emergent communal lexicon is supported by an 
online glossary). Based on the hypothesis of our reseru·ch, the use of terminology will reflect the 
common interest and variation in levels of engagement among community members. Researchers 
focus on new ideas, while professionals are interested in knowing about the researchers' work, 
but prefer applicable novel ideas where the risks ru·e well detennined. The infon11ation for 
patients has to be about tried and tested concepts presented in a straightforwru·d way. 
From here, the steps that are used in terms of investigating how the special language is built and 
communal lexicons emerge in a specific domain such as health atld cancer care are illustrated in 
Figure 5 which shows the steps used in order to extract the communal lexicons. 
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Figure 5: Stages adopted in this reseat·ch to study the emergence of communal lexicons. 
4.2.1 Corpus Design and Content 
We have created a special corpus of texts for monitoring the emergence of the cancer-care 
community by examining the special language used in the cotpus in order to extract terms. 
Essentially, there are three sub-cmpora comprising texts from 1994-2004 and one sub-corpus 
from 1980-1993. All the collected texts are completed, revised, polished and published. For the 
purpose of this thesis, we will only focus on written texts as a rich source of explicit knowledge, 
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while the spoken texts, such as face-to-face conversations, phone conversations, and informal 
conversations, are not included in this piece of work. Our focus in this research is on the 
detection of the communal lexicons and the variation of usage among the community members; 
however, the spoken texts would be useful and interesting for studying face-to-face 
communication, the modality in language, the dialects, and the misunderstandings among the 
different stakeholders. These issues could be the subjects of future work. The texts used in our 
case study were drawn mainly from the US-based American Cancer Society and the National 
Institute of Cancer and others. Our sub-corpora included the following types of texts: 
I. Expert: We collected texts written by expezts for expezts in the domain of breast cancer 
from 1994-2000 published in the Breast Cancer Research Journals and the National 
Libra1J' of Medicine. The texts comprise both abstracts and full papers. 
II. Professional: The texts collected here are written by professionals and experts for 
professionals covering the period from 1994-2004. This includes best practices of medicine 
in the breast cancer domain as well as full papers and abstracts about diagnosis and 
treatment of breast cancer. 
III. Patient: The texts collected here are written by professionals/experts for patients and some 
texts are personal stories and experiences written by patients to be shared with other 
patients. 
We have also built a sub-corpus of breast cancer research written by experts for expezts in 1980-
1993; this corpus will be used for the diachronic study and the tracking of the development of 
research in breast cancer over the last two decades. 
Following is an example of some text samples of different genres as well as text types derived 
from our three sub-corpora: 
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Sample of a journal paper written by experts and addressed to experts: 
The identification of the inherited breast cancer susceptibility genes, most notably BRCAJ and BRCA2 [5-
7}, has greatly improved the possibility of providing distinct estimates qf future breast cancer risk in 
mutation-positive families, and above all has opened up the possibility of differentiating between carriers 
with a markedly increased risk and noncarriers with a population-like risk in these fmi1ilies. However, the 
introduction of BRCAJ and BRCA2 mutation testing in clinical oncogenetic counselling will inevitably lead 
to bias in the risk estimates if the same epidemiologically based risk-calculation models are used in 
families ·where BRCA1 and BRCA2 have been excluded as the causative factor of inherited cancer. In 
families ,..,,ith an identified BRCA1 or BRCA2 mutation, the risk estimate of breast cancer in mutation 
carriers will depend on the population on ·which the calculation is based and on the way family members 
were ascertained (discussed by Dorum and colleagues [8]). Generally speaking, penetrance estimates of 
mutation carriers tend to indicate a higher cumulative risk of breast cancer if based on a set of high-risk 
families [9,1 OJ than if based on a population-based set of mutation carriers not recruited due to the 
occurrence of multiple cases of breast cancer in their families [11-15}. Families identified in oncogenetic 
counselling have penetrance estimates of breast cancer between these two extremes [1 6]. The main 
pwpose of the present study is to estimate relative and absolute cancer risks in FDRs (i.e. siblings and 
parents) qf a population-based set of index individuals with early-onset breast cancer (onset younger than 
age 41 years), a known family histolJ' of ｣｡ｮ｣･ｬｾ＠ and a known BRCA1 and BRCA2 mutation status. 
Sample of texts written by professionals and addressed to professionals 
Determining the optimal individual adjuvant systemic therapy for breast cancer patients is a challenging 
undertaking because it requires translating data fi·om clinical trials that have involved thousands of 
patients into a highly individualized, risk-adjusted approach for the patient at hand. Choosing adjuvant 
therapy for women with breast cancer includes consideration of four issues: A) evaluation of risk of 
relapse; B) extrapolation of results from clinical trials; C) therapeutic ratio, and D) the patient's 
preferences following a thorough discussion with her physician. Data fi·om recently completed phase III 
adjuvant trials and worldwide consensus conferences document the benefits of adjuvant therapy in 
improving disease-free survival and overall survival for patients diagnosed with invasive breast cancer 
> 1.0 em in size. The benefits of hormonal therapy are ｣ｬ･｡Ｑｾ＠ but limited to patients with oestrogen 
receptor-positive breast cancer. 
Sample of clinical trials research and best practice addressed to experts and professionals 
Ductal Lavage in Assessing Women With Early Breast Cancer or at High Risk of Developing Breast 
Cancer and Who Are Eligible For Tamoxifen Therapy 
This study is currently recruiting patients. 
RATIONALE: Chemoprevention therapy is the use of certain drugs to t1y to prevent the development of or 
treat early cancer. Diagnostic procedures such as ductal lavage may improve the ability to assess the 
effectiveness of chemopreventive drugs such as Tamoxifen on breast cells and may help doctors plan more 
effective treatment. 
PURPOSE: Phase II trial to study the effectiveness of ductal lavage in assessing changes in breast cells in 
women who either have early breast cancer or are at high risk of developing breast cancer and are eligible 
for Tamoxifen therapy. 
Condition Treatment or Inten,ention Phase 
breast cancer in situ 
stage I breast cancer, lobular breast carcinoma in situ 
intraductal breast carcinoma .. Drug: tamoxifen, Procedure: biological marker 
OBJECTIVES: Evaluate cell morphology and protein expression of breast epithelial cells in ductal lavage 
samples as a marker of tamoxifen effect fi·om women with breast cancer or fi·om women at high risk for 
developing breast cancer. PROJECTED ACCRUAL: A total of 200 participants will be accrued for this 
study. Eligibility: Ages Eligible for Study: 18 Years -64 Years, Genders Eligible for Study: Both Criteria. 
PATIENT CHARACTERISTICS: Age: 18 to 64 Sex: Female Menopausal Status: Premenopausal or 
postmenopausal 
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Sample of texts written by experts and professionals and addressed to patients 
Side effects of chemotherapy on your digestive system 
Feeling sick (nausea) or actually being sick (emesis) is one w1fortunate side effect associated with certain 
chemotherapy drugs. However, many people do not have any feelings of sickness with their chemotherapy, 
and not eve1y drug ptoduces this response. If you are affected in this way by the drugs that you are 
receiving, then tell your doctor as soon as possible, as certain drugs called anti-emetics will be prescribed 
to counteract this feeling. 
Side effects of chemotherapy on your mouth: Some drugs can also cause a sore mouth. Again this is caused 
by the effect of the chemotherapy on the cells lining the mouth Because of this, it is important to take 
special care of your oral hygiene, especially if you wear dentures. In addition to cleaning your mouth after 
eating, a special mouthwash can be prescribed to prevent any infection occurring, or to help heal any 
mouth ulcers. In general, veiJ) salty, spicy or acid foods should be avoided during this time. Keep foods 
moist, t1y to drink plenty of water and take vitamin C regularly. 
Take some moderate exercise if you feel up to it. If you feel cold and shive1y, or have a temperature this 
could indicate a minor infection, which you should report to your doctor. 
Sample of texts written by patients to patients: 
A Sto1J) of Survival: 
On Match 22, 1996 I was diagnosed with Stage III, High Risk, fl?flammatOIJ) Breast Cancer. My doctor 
told us that I probably would not live until the New ｙ･｡Ｑｾ＠ but I was not ready to just give up. I had too 
much to live for-- a brand new baby (after years of !Tying, I finally became a mom at age 40}, a wonde1:ful 
relationship, powe1:ful connections to my extended family, great friends, and a job that I thoroughly 
enjoyed as Executive Producer of DrGreene.com. 
One year later, after four surgeries, 38 radiation treatments, and ten gruelling months of chemotherapy, I 
was declared NED (no evidence of disease). This term, now much more popular than "in remission, "simply 
means that the doctors aren't able to detect cancer using the tests they currently have available. I may be 
completely clean. I may not be. Why do I tell you all of this? One in eight women will have to deal with 
breast cancer sometime in her life (Dr. Susan Love's Breast Cancer Book, Sept. 1995). 
The size of a corpus is usually determined empirically, as we mentioned previously, and the size 
of a special language corpus can be dete1n1ined by arguing that there is an intrinsic limitation on 
the size of such corpora because the number of authors and readers of specialist texts is limited 
when compared to general language authors and writers. Table 8 below shows the size of the 
breast cancer corpus including three sub-corpora, and clarifies the total number of tokens, the 
number of texts in each sub-corpus and sources from which these texts were drawn. Indeed, we 
tried to include as comprehensively as possible different gem·es of texts in this domain to 
represent what the cancer community write and read. We texts were selected randomly form 
different sources via Internet (see Appendix A-1) and all the available texts of breast cancer from 
different sources, the texts were completed and not sampled, in other words we have included the 
whole texts not a part of it. 
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Table 8: The typology, composition and sou•·ces of the three sub"corpora. 
Total No. of Corpus Number of texts Source tokens 
Expert 255,144 224 Cancer research journals; mainly titles & abstracts, clinical 
research reports 
Web-sites: US Nat. Cancer lost., Nat. Library of Medicine; 
Professional 431,856 638 mainly full text articles. Journal Am. Med. Association; 
mainly titles & abstracts. 
Web-sites: ACS, NCI,Cancer Research UK, Alliance of Breast 
Patient 497,625 420 Cancer Organisations and Bny At·en Tumor Institute 
(California); mainly full texts 
Total 1,184,625 1282 
These sub-corpora will be compared with the BNC, the reference corpus of general language, 
which we discussed previously. The BNC represents the language of everyday usage and the 
three sub-corpora represent various sub-communities in the larger 'cancer' community. 
4.2.2 The Extraction of communal lexicons: A univariate Analysis 
We will explain in this section how to extract the tenns in our sub-corpora based on defining 
which key terms, including single and compound terms, are used in the breast cancer domain 
more than in every day language, and are shared by the different stakeholders. The analysis here 
is based on univariate statistical techniques. 
4.2.2.1 General Language and Special Languages 
The general language genre is replete with closed class words, words like the, and, ifbelonging to 
grammatical categories whose stock is not renewed regularly and includes detenniners, pronouns, 
conjunctions and prepositions; English-language users seldom invent new determiners or 
prepositions. The stock of 'open' class words, nouns, adjectives, some verbs and adverbs is 
renewed regularly. There are only two open class words: time and person, amongst these 100 
most frequent word tokens in the BNC, and the rest are 'closed' class words. These 1 00 most 
frequent words make up just under half of the 100 million words and the first 10 comprise a 
quarter of the BNC. The three sub"corpora, Patient, Professional and Expert, show the 
dominance of closed class words as well. As in the BNC, the first 10 most frequent word tokens 
account for 25% of each of the sub-corpora and the first 100 account for just fewer than 40% of 
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all the texts. However, there is a clear ingress of the open class words. We recall that according 
to Zipf's Law, the highest frequency value ranking is 1; the next highest frequency is given a rank 
of 2 and so on. However, if we have the same frequency for two different words then they will 
rank similarly. A comparison of the first 50 most :fi:equent ranked words clearly shows this: the 
two tokens breast and cancer are amongst the first 10 most frequent in all three cancer sub-
corpora; the expetts show a penchant for abbreviations and use BRCAJ amongst the . 10 most 
fi·equent tokens as illustrated in Table 9. 
Table 9 : First ten most frequent words in 4 corpora in rank order 
Rank BNC Patient Professional Expert 
1 the the a of 
2 of of of the 
3 and to the in 
4 ｾＰ＠ and and and 
5 a a in cancer 
6 in cancer cancer 
---
to 
7 ｾｨ｡ｴ＠ breast 
-
to a 
8 it is iG"reast __, tneast 
9 is in with BRCAl 
10 was or for with 
The next 10 most fi·equent tokens comprise one open class word in the Patient sub-corpus 
'women'; three in the Professional sub-corpus (patients, women and risk); and, four in the Expert 
sub-corpus (BRCA2, cells, DNA, and mutations) as detailed in Table 10. 
Table 10: The 11-20th most frequent words in the 4 corpora 
Ran It BNC Patient Professional Expert 
11 I for !patients for 
12 for are was that 
13 s ｾｯｵ＠ were BRCA2 
14 on that !women were 
15 tyou be risk is 
16 he ｾｯｵｲ＠ or was 
17 be with is by 
18 with have hat cells 
19 as women at DNA 
20 by it on mutations 
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The next 30 most frequent word how that there are 12 and 14 open cia word in the 
Profe ional and Expert sub-corpus; the Patient ub-corpu ha only 7. Expert have a greater 
tendency to u e plural (cells, families, mutations). Figure 6 show the di tribution of open and 
clo ed cia words in the four corpora of the 50 mo t frequent words; we can ee that in the 
Expert sub-corpu the open cia word are mo t used; the mo t specialist, then les er in the 
Profe sional and lea t u ed in the Patient ub-corpu , which tends to be rather more general than 
the other two ub-corpora. Note that there i no occurrence at all for the open class word in the 
mo t frequent 50 words in the BNC the general language. Thu , the language u ed in our corpora 
tend to range from the general (the BNC) to the very pecific in the Expert. 
60 
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Figure 6: The distribution of the open and closed class words of the 
50 most frequent words in the four corpora. 
It i interesting to note the very low frequency of per onal pronoun (e.g./, you, your, they, their) 
in the Profe sional and Expert sub-corpora a compared to the BNC and the Patient ub-corpus: 
the use of thi category how a con ciou attempt towards inclu ivenes in the community. 
Words like information, doctor, nurse, and help appear more frequently in the Patient ub-corpus 
than i the ca e in the other two sub-corpora, Expert and Profes ional. This al o could be 
con idered as an indicator toward being involved in thi pecial intere t with other stakeholders. 
On the ba is of the fir t 50 mo t frequent terms, it appear that frequently u ed term in the 
Professional ub-corpu (Tamoxifen, chemotherapy, oestrogen) are u ed with le ser frequency in 
the Expert sub-corpu . We have noted that BRCAJ and BRCA2 are making inroad in the 
Profe sional sub-corpus with commensurate rank . 
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In order to clarify the u e of the most frequent open cla word , a catterplot, a visualisation 
technique, can be u ed to illu trate the di tribution of the frequency of data that might indicate a 
relation hip between data variable (Smadja, 1991; AI-Thubaity, 2004). Figure 7 show the 
catterplot of the relative frequency of the mo t frequent 100 ingle open cla s word in the 
Expert and Profe ional ub-corpora, while Figure 8 show the catterplot of the relative 
frequency between Profe ional and Patient sub-corpora. 
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Figure 7: The scatterplot of the relative frequency of the most frequent 100 open class words in 
the Expert and Professional sub-corpora. 
A we see from Figure 7, words below the equal probability line such as BRCAJ, BRCA2, 
mutations .. .. etc, are more frequently u ed in the Expert ub-corpu than in the Profe ional sub-
corpus, while the word above the line uch a therapy, treatment, chemotherapy, patients .. . and 
o on are u ed in the Processional sub-corpu more than in the Expert. Some word that are 
around the equal probability line show similar u age in the two ub-corpora. Nonethele , thi 
indicates the occurrence of the e words in the two ub-corpora but with different preference . 
From Figure 8 below we can see that the word therapy, disease, chemotherapy, risk are around 
the equal probability line howing imilar u age in both the Profes ional and Patient sub-
corpora. The words patients and women show lightly preferential u e in the Professional ub-
corpu while the word doctor is much more frequent in the Patient than in Profes ionals. Thi 
can be explained by the u e of direct peech to patient through orne text addre ed to them, and 
can be ju tified by the frequent u e of the per onal pronoun in the Patient ' text . 
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Figure 8: The relative frequency of the most frequent 100 single word terms in the Professional 
and Patient sub-corpora. 
4.2.2.2 'Weirdness' of Special Languages 
Since we were able to define the plausible use of open cla s word in our three sub-corpora, it i 
important to define which words are preferentially used in our three ub-corpora than their u age 
in everyday language. We apply the weirdness ratio of the open class word that we di cus ed in 
the previous chapter ( ee Equation (1)). The ratio of relative frequency of a ingle word in a 
peciali t ub-corpu with that of the same word in a general language corpus may perhaps reveal 
the extent to which the particular word is u ed as a term. We have different result of weirdness 
in our analy is here where if the ratio i clo e to unity, then the word i generally a closed class 
word or a noun of everyday usage. But if the ratio i much greater than unity then the word 
u ually belongs to the open cla s category and possibly is a term. If the word i not found in the 
general language corpu then thi word i a new word or a spelling mistake. The higher 
weirdne s core reflect the preferential u e of a word in the special language. 
The computation of weirdne s i an e ential tep in order to determine the Lexical signature and 
terminology of a pecific domain because it recognise which of the word are highly frequent in 
general language or related to a pecific domain. Having aid this, two problem ari e with the 
words that have "infinite" weirdne , although we can u e thi a an indicator of a candidate term. 
The first problem i how to distingui h between pelling mi take and new word without 
external resource , uch as databases, or human interpretation. 
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Therefore, we need to ensure that words with high weirdness including infinite values are related 
to the specific domain rather than spelling mistakes; the technique that could be achieved here is 
combining linguistic and statistical techniques for defining the single word candidate terms. The 
linguistic method is based on investigating the special characteristics of the language used in the 
special corpus. 
The second problem is more serious; as we are dealing with a quantitative method, and since a 
zero occmrence of specific words in a general language leads to an infinite value for weirdness 
which makes it impossible ｾｯ＠ process this value quantitatively, the whole premise of fi·equency 
and accessibility becomes undennined. And we can no longer consider the high frequency of 
weirdness in order to define the candidate terms in our specific domain. This Jeads us to an 
obvious need for smoothing teclmiques to deal with this problem. One of the most interesting 
approaches to deal with this is the "Add-one" approach (Gale and Church, 1994) in which a 
renormalization factor is used. Gillam (2004) has explained how to use this approach to deal with 
unseen types by adding one to the fi:equency of any word that has a zero frequency or simply does 
not occur at all in the reference corpus, so the fonnula of the weirdness ratio is changed to be 
(f+l)/n in order to provide value to these types. This will be further discussed in the constructing 
of systems of concepts. 
In the following, we will discuss first the morphological use of suffixes and prefixes in the 
language used in the three sub-corpora, and secondly how this will ensure the detection of 
candidate terms. 
Morphological use of suffixes and prefixes 
Some of the single words in our three sub-corpora show a high degree of morphological use of 
prefixes and suffixes that are added to a specific root. 
Prefix + root Medical terminology 
Root + suffix --------.. Medical terminology 
Table 11 shows an example of the plausible use of some prefixes and suffixes in our three sub-
corpora. 
92 
Table 11: An example of the productive use of the prefixes and suffixes in our tlu-ee sub 
corpora 
chemo- anti- Lymph- -toxicity 
chemo-therapy anti -oestrogen lymph-oma cyto-toxicity 
chemo-axis anti-tumor lymph-ocytes neur-otoxicity 
chemo-prevention anti-body lymph-oblastoid radio-toxicity 
chemo-sensitize anti-sense lymph-adenopathy gene-toxicity 
chemo-therapeutic anti-bodies lymph-oid heap-toxicity 
chemo-resistance anti-genic lymph-avascular myelo-toxicity 
chemo-preventive anti-serum lymph-oblast nephro-toxicity 
chemo-radi otherapy anti-nausea lymph-angitic cardia-toxicity 
Based on this productive use, we can consider this as a linguistic rule; such a rule could be useful 
to apply in order to enhance and refine the results of a high weirdness ratio; here, we combine 
statistical rules along with linguistic rules. Oakes (1988: 123) describes a method of creating one's 
own domain specific suffixes and prefixes rules; however, in our specific domain, some other 
more comprehensive lists of prefixes and suffixes that can be usefully used by concatenating 
them to a specific word root are produced by researchers working in medical tetminology. Such 
lists are available and are arranged into different categories such as surge1y, diagnosis and others. 
Nevertheless, some recent research investigates the automatic defining of the roots and then the 
prefixes and suffixes, which is also a large area to be investigated (Zweigenbaum and Grabar, 
2000). For the purpose of this research, we just focus on using these suffixes and prefixes to 
provide more certainty about the candidate tenns. The following are examples of some of these 
suffixes and prefixes: -ectomy, stomy, -tomy, -tic, ates, -ic, -a!, -graph, -gram, -en, -in, -sis, -ase,-
toxicity, -pathy, anti-, homo-, chemo-, epi-, per-, pos-, contra-, onco-, carci, do- ana-. Using the 
term cardiopathy as an example, we note the root, cardia, meaning heart, and the suffix, pathy, 
meaning disease (more examples can be found in Appendix A-2). 
Extracting single word terms 
If the word is amongst the highly :fi·equent words, and has achieved high weirdness, it is more 
likely to be a specific tetm. Furthennore, if it starts with one of the medical prefixes or ends with 
one of the medical suffixes, then it will have three different criteria to assure its use as a 
candidate term that represents this specific domain (see Figure 9). Nevettheless, if the word 
matches these linguistic criteria without scoring a high weirdness, it is not likely to be considered 
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a a pecific term. In other word the e lingui tic criteria are only applied to a high weirdnes of 
word. 
Prefix + root 
Root + suffix 
Single Tenns 
I 
Medical terminology 
Figure 9. Extracting single words terms by combining linguistic and statistical rules. 
Examples of the words that have matched the high weirdne (above 1 00) and the Linguistic 
criteria (medical uffixe and prefixes) in all three ub-corpora are: therapy, chemotherapy, 
mastectomy, Tamoxifen, mammography, radiotherapy, oestrogen, postmenopausal, oncology, 
mastectomy doxorubicin, carcinoma, anastrozole, docetaxel. Table 12 is a computation of the 
weirdness ratio for the 14 open cla words amongst the first 100 most frequent in our Expert 
sub-corpus a mea ured against the BNC. The results for the Profes ional and Patient sub-corpu 
are given for compari on a well. 
Table 12: Weirdness ratios of frequent 'open' class words in the four corpora. INF stands for 
infinity i.e. a number, frequency in the specialist sub-corpus is divided by zero in the BNC. Words in 
b ld h h r d · · 1 · · 0 mate t e mgmstic an statasttca cntena 
Expert /&p ft:x,tfs c Professional !Prof !Pro/Is c Patient fPaJ fpa/fs c 
(N=255,144) (N=431,856) (N=497,625) 
cancer ＱＮＳＲ ｾ＠ 312 cancer ＱＮＸＶ ｾ＠ 442 can er Ｑ Ｎ ＹＰ ｾ＠ 451 
brea t ＱＮＰＳ ｾ＠ 613 brea t Ｑ Ｎ ＶＹ ｾ＠ 1007 brea t ＱＮＸＹ ｾ＠ 1127 
BRCA1 Ｐ ＮＹＷｾ＠ INF patient ＰＮＷＸｾ＠ 45 women ＰＮＶＸ ｾ＠ 17 
BRCA2 ＰＮＷＳ ｾ＠ INF women ＰＮＶＹ ｾ＠ 17 treatment ＰＮＴＸ ｾ＠ 39 
cell ＰＮＵＲ ｾ＠ 68 ri k Ｐ Ｎ ＵＵ ｾ＠ 47 ri k ＰＮＴＱ ｾ＠ 34 
DNA 0.32% 94 therapy 0.43% 225 therapy 0.26% 134 
ri k ＰＮＳＰ ｾ＠ 24 treatment 0.37% 30 surgery ＰＮＲＶ ｾ＠ 100 
g ne ＰＮＲＸ ｾ＠ 126 tamoxifen ＰＮＳＳ ｾ＠ 11270 chemotherapy ＰＮＲＳ ｾ＠ 868 
familie Ｐ ＮＲＶｾ＠ 30 chemotherapy ＰＮＳＰ ｾ＠ 1122 cell Ｐ ＮＲＳｾ＠ 30 
mutation ＰＮＳＱ ｾ＠ 673 BRCAl & BRCA2 ＰＮＵＱ ｾ＠ INF lymph ＰＮＲＲ ｾ＠ 1208 
o arian ＰＮＲＱ ｾ＠ 4254 clinical ＰＮＲＵ ｾ＠ 83 radiation Ｐ ＮＲ Ｐ ｾ＠ 278 
protein ＰＮＲＵ ｾ＠ 87 disea e ＰＮＳＰ ｾ＠ 33 biop y ＰＮＱＵ ｾ＠ 185 
patient ＰＮＲＰ ｾ＠ 11 adju ant ＰＮＲＱ ｾ＠ 5223 rna tectomy Ｐ Ｎ ＱＵ ｾ＠ 5258 
p53 ＰＮＲＲ ｾ＠ 1879 ovarian 0.20% 4091 tamoxifen ＰＮＱＴ ｾ＠ 4807 
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Single words like 'mutation', 'ovarian' and 'Tamoxifen' are candidate single terms as their 
weirdness is very high - over 1000. The very frequent use of 'breast' and 'cancer' with 
weirdness of at least over 300 suggests that these are terms as well. The most frequent open class 
words indicate the lexical signature of the domain that the three sub-corpora represent. 
After defining the words that act as a candidate single unit lexicon, or single word te1ms, it is 
important to know the distribution of these words in the three sub-corpora: are they distributed 
similarly or differently? Does this reflect any meaningful evidence of the lexical choices of the 
community's members, the knowledge they share and their interests? In fact, we did mention 
previously that a comparison between two sub-corpora with different sizes is still an open 
question that needs to be further investigated; the difficulty is drawn from the extent to which the 
differences among them can be considered as significant. Notwithstanding, we will use two 
different ways in order to deal with the comparison among sub-corpora at the level of single 
tenns, the first one is the rank correlation at the level of single tenns, and the second is weirdness 
of usage. 
I. Rank Correlation 
We will use the rank comparison and the weirdness of use of the most fi·equent terms among the 
tlrree sub-corpora. Firstly, the rank comparison of the 10 single te1ms most frequently used in all 
tlu·ee sub-corpora shows key differences amongst the distribution of single tetms but with the key 
signature tenns of the domain - breast and cancer given equal preference as may be seen in 
Table 13. 
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Table 13: Sharing or otherwise of frequent single terms ranked according to frequency of all tokens 
in the three sub-corpora. In all three sub-corpora two key terms are shared (cancer, breast). The 
highlighted cells in the Table show the predominant use of the key terms in that particular sub-
corpus. 
RANK 
Single Words Expert Professional Patient 
cancer 5 6 6 
brea t 8 8 7 
BRCAl 9 42 67 
BRCA2 13 82 240 
tamoxifen 221 31 64 
chemotherapy 94 35 54 
therapy 163 2S 48 
adjuvant 185 49 242 
surgery 244 98 48 
lymph 230 107 57 
The Spearman's rank correlation between the Expert and Profes ional ub-corpora is 0.69 and 
between Profes ional and Patient sub-corpus the rank correlation is 0.58. There is a weaker 
correlation between the ranks of the Patient and Expert frequent ingle words 0.28. Note the 
difference in the rank between Expert and Patient especially regarding the u e of BRCAJ and 
BRCA2 in the Expert and therapy, lymph and surgery in the Patient sub-corpu . 
II. The weirdness of term usage 
The econd measure we will u e here is the concept of weirdnes making a comparison between 
each pair of sub-corpora eparately. To do thi , we define the Profes ional sub-corpus a the 
reference corpu in tead of the BNC in order to calculate the weirdne s of use, which allow u to 
identify the key term between the Expert and Profe ional sub-corpora. Here, the log of the 
weirdne s ratio will help us to define the positive and negative ratio . If the log of weirdnes i 
po itive, the conclusion is that this word i used preferentially in the Expert ub-corpus more than 
in the Professional ub-corpu while a negative number indicate a higher u age in the 
Profe sional ub-corpus than in the Expert ub-corpu . Similarly, between the Profes ional and 
Patient sub-corpora a po itive number indicates the preferential u e of a pecific word in the 
Profe sional ub-corpus a compared to it use in the Patient sub-corpu 
96 
Weirdnes (word)= /Expert (word ) I fProfe ional (word ) 
lfLog(Weirdne ) = + ----.1111 Expert preferential use with compared to profe ional 
IfLog(Weirdne ) =- 1111 Profe ional preferential u e with compared to Expert 
Figure I 0 below hows the log of weirdne s of the mo t frequent term in the three ub-corpora; 
this includes the log of weirdne s between Experts and Profe sionals, and between Profe ionals 
and Patients. The numbers in the Experts area shows the term with preferential u e in the Expert 
ub-corpu in re pect to Professional and more in the Profes ional ub-corpu a compared to the 
Patient '. The term in the Professional area indicate the Professionals preferential u e of 
pecific term more than in the other two ub-corpora; likewi e, the terms in Patient ' area 
indicate the Patient ' preferential use. 
Figure 10: A scatterplot of the log of 'weirdness' of our key terms usage in the three sub-corpora. 
We canal o calculate the difference between the relative frequencies of a pecific word to decide 
whether uch a difference is negative or positive, and which will indicate the preferential u e of 
thi word in the three ub-corpora. Furthermore we can vi ualize these difference in one 
catterplot. Figure 11 illu trate the preferential u e of the term 'chemotherapy in the 
Profe sional ub-corpu more than in the Expert sub-corpus but at the same time le than in the 
Patient sub-corpu ( ee the negative ign of the difference between the relative frequency of 
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randomly selected 70 texts). From the three sub-corpora, we randomly selected 70 texts in which 
the term 'chemotherapy' occurred and after normalising the frequency to a specific text length, we 
ranked the texts in descending order of occurrence. The negative sign indicates preferential use in 
the Patient sub-corpus over the Professional sub-corpus and the positive sign indicates 
preferential use in the Professional sub-corpus rather than in the Expert sub-corpus. This is 
illustrated in Figure 11 below. 
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Figure 11: The difference of the use of the term 'chemotherapy' where the x axis 
indicates the difference between Professional and Expert sub-corpora, and y axis 
between Professional and Patient sub-corpora. 
It is also interesting to mention that at the level of verbs used in the three sub-corpora, we tagged 
the sub-corpora to investigate the verbs used. We found that verbs that express feelings and 
seeking help are much more frequent in the Patient sub-corpus for example, used feel, see find 
care, get, given, support, ask cause and need. On the other hand the most frequent verbs used 
in the Expert sub-corpus are related to reporting some facts or experiments for example, use, 
sholi n, detected, estimated, found, identified, investigate, due, described, reported, induced, test, 
causes. In the Professional sub-corpus the most frequent verbs noted were: observed, increased 
received, treated, test, diagnosed. We found that there are also lexical preferences at the level of 
using verbs in the three sub-corpora that might indicate their goals and interests 
As a conclusion, the sharing terms at the level of single terms indicates a high level of usage for 
such terms along with a variation in the lexical choice at the level of single words. This could be 
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further investigated in order to see if this can be linked to the variation in interest and motivation 
for sharing knowledge among the different interest groups. 
4.2.2.3 Extracting Compound Terms 
Domains are distinguished by the productive use of certain terms and, apatt from inflectional and 
derivational use of these terms, much of the productivity manifests itself in the :fi:equently used 
compound noun phrases that comprise one or more highly frequent single-words that give the 
idiosyncratic lexical signature to a given specialist domain. Compound words often convey a 
semantic relationship between the constituent words as well; the semantic level deals with the 
study of the meaning of words. A compound word is more accurate in delivering meaning than a 
single word; for instance, the word drug can be used to mean a treatment or as a drug addiction, 
which is completely different from its use as treatment. This reflects the ambiguity and 
vagueness of using this tenn, and this could be critical in the health care domain, patticularly in 
the field of cancer. Here, defining the collocations of the word drug and their co-occurrences is 
deemed to be crucial as it is essential to understand the precise meaning and usage of this word. 
Consider a compound word a+b where a and/or b m·e both highly fi·equent single-word terms. In 
our tlu·ee sub-corpora a=breast and b=cancer. It is not easy to contrast the frequency of 
specialist compound words across sub-corpora; for this purpose indirect and usually illustrative 
statistics are used. Let us firstly use a linguistic method in order to detect the compound word 
terms; the method suggests the extraction of the noun phrases that indicate candidate compound 
words N (noun) N (noun) N (noun). Ne:x.i, the frequency of occurrence of a specific candidate 
compound word term will be counted. Table 14 shows that the rank order of the frequency can 
be used also to define the most frequent compound words in the tlu·ee sub-corpora. Extracting 
multi-word terms deals with ambiguity in using term in my research work. 
99 
Table 14: Only one compound word bas the same rank in all three sub-corpora 'breast cancer', 
'ovarian cancer' is shared between two sub-corpora at the same rank, otherwise compound word are 
used with different preferences in the three sub-corpora. 
Compound Terms Expert Professional Patient 
breast cancer(s) 1 1 1 
ovarian cancer(s) 2 2 9 
mutation carriers 3 7 65 
BRCA2 mutation(s) 4 26 58 
BRCA1 mutation(s) 6 9 55 
oestrogen receptor(s) 13 5 35 
endocrine therapy 50 8 60 
metastatic breast cancer 51 3 24 
lymph node(s) 42 27 2 
radiation therapy 47 4 3 
The rank correlation between Expert and Profes ionals i 0.26, while with Patients it is weaker at 
I 0%. Patients with Professional are con idered the tronge t relationship with correlation core 
at 0.41. A we see in Table 14, the words in bold are those that were preferentially u ed as ingle 
words and considered as single terms; thi indicate the lexical productivity in all the three sub-
corpora. Having mentioned thi about ingle term , we are not yet certain that the mo t frequent 
compound word in the three sub-corpora tabulated in Table 14 are con idered as compound 
terms. Thus, there is a clear need to know that the two words which are the con tituent part of a 
compound word occur together in a systematic manner more than by chance, in a way that we can 
a ure their termhood' . For that purpose, we have used the (MI) mea ure (Equation (2)). 
Recall that this measure focu e on the likelihood of two word appearing together within a 
particular pan of words which could be adjacent. The occurrence of the term breast cancer in 
the four ub-corpora under con ideration is related to the MI of the term 'brea t' and cancer . 
Thi is shown in Table 15 below. 
Table 15. Computation for frequently occurring compounds in the three sub-corpora 
Corpus Name ( & BNC Patient Professional Expert 
Number of Tokens) (100,106,008) (497,625) (431,856) (255,144) 
Tokens fBNC fPah·ent fProfm ional fExDtrt 
brea t cancer 207 5060 3593 1741 
brea t 1615 9395 7288 2623 
cancer 4204 9451 8041 3362 
Mutuallnformati n (MI) 11.58 4.83 4.73 5.65 
100 
The MI for all four corpora is greater than zero which indicates that the co-occunence of the pair 
is not by chance and suggests that 'breast cancer' is a compound term; this is likely related to the 
fact that the constituents of the compound occur very frequently. Candidate compound terms can 
be extracted and MI computed to determine for 'termhood' as shown in Table 16 below which 
clarifies the MI in both the BNC (general) and Expett sub-corpus (the most specialist). 
Table 16: Mutual Information in the Expert and the BNC cor·pus, amongst the eight most frequent 
single-words in the three sub-co•·po•·a (breast & cancer; radiation & therapy; oestrogen & 
receptor; BRCA1 & mutations) 
Corpus Name (& BNC Expert 
Number of Tokens) _(100,106,008} _(255,144) 
Compound MI MI 
breast cancer I 1.58 5.65 
hormone therapy 8.90 7.05 
oestrogen receptor(s) 11.95 8.49 
BRCAI mutation(s) N/A 3.42 
radiation therapy 8.85 6.84 
adjuvant tamoxifen N/A 8.86 
BRCA2 gene(s) N/A 4.29 
The high values of MI in the three sub-corpora suggest that there is an association between these 
words, so we are more ce1tain that these are compound tenns. Having said this, we see from the 
previous table differences in the MI values. According to Manning and Schutze (1999) these 
indicate the extent to which we can say that the higher MI we have, the more cettain we can be 
about the increased associations we have between these two words. For instance, BRCA2 genes 
and BRCAJ mutations are much more frequent in our Expert sub-corpus than radiation therapy. 
The question that rises here is: does this mean we can be more cettain about the 'termhood' of the 
compound word radiation therapy than the other two because of its higher MI? Indeed, this 
measure of increased information in many cases is not a good measure and we can't take such a 
decision, since their 'tennhood' stems from their frequencies and the size of the corpus more than 
the indication of their strong associations. Nevettheless, MI is still an acceptable measure for the 
work conducted in this thesis, independence; when its value is close to 0, then it indicates 
independence (Manning and Schutze, 1999: 178). 
Figure 12 shows the scatter plot matrix of the MI of the three sub-corpora. Figure 13 illustrates 
the scatter pattern for MI of the thirty most :fi·equent compound words in the Expert and 
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Professional ub-corpora, while Figure 14 illu trate the MI of the compound word in the 
Profe ional and Patient ub-corpora. 
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Figure 12 : The scatterplot matrix for MI of the most frequent compound words in the three sub-
corpora 
From Figure 12 we can ee that MI for most of the most frequent compound terms are hared in 
the three sub-corpora and mo t of the point that represent the MI cores are clo e to each other, 
which indicates the scoring of imilar values. However by labelling these point with the 
compound terms names they represent, the scatterplot is becoming more clearer, and we are 
begin to understand which are the compound terms that are shared, or not, in the three ub-
corpora. 
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Figure 13: The scatter pattern for MI of the thirty most frequent compound words in the 
Expert and Professional sub-corpora. 
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Figure 14: The scatter pattern for MI of the thirty most frequent compound words in the 
Professional and Patient sub-corpora 
Indeed, orne compound words do not exi t at all and are totally absent in the Patient ub-corpus, 
uch a DNA damage, BRCA 1 expression and protein while they occurring in both the Expert 
and Profe ional sub-corpora (a hown in Figure 14). The e word are highly frequent in the 
Expert sub-corpus, while breast reconstruction, monograph screenings are highly frequent in the 
Patient ub-corpu and totally ab ent in the Expert sub-corpus. Other compound word uch a 
germline mutations, mutations carriers DNA repair, amino acids are also shared in the Expert 
ub-corpu , Profe sional and Patient. What interest here is that 26 of the 30 mo t frequent 
compound terms are shared in the three sub-corpora and di tributed around the equal probability 
line (x=y) in the three sub-corpora. The e shared term in three sub-corpora repre ent the o-
called communal lexicons of a community of practice in a pecific period of time. 
Here, we will extract the most intere ting collocations that indicate how compound word that 
con titute a pecific term. Having con idered the MI measure as a tarting point to ob erve the 
collocations, they have several weakne es depending on the frequency and the ize of the sub-
corpora; yet, we can expect that no stati tical mea ure will be completely reliable when there are 
very low frequency cores as di cu ed in Chapter 3. Thu , we agree with Biber et al (1998:268) 
that it is important to make sure that we have enough tokens for the analysi . In addition, the 
difficulty we found in our experimentation is that we cannot definjtely rely on the value of MI to 
make the deci ion that a pecific collocation is more important or intere ting for u than other · a 
the high MI core of a compound word doe not indicate the high frequency of u e of uch a 
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compound tenn. Therefore using z-score is more beneficial as we can measure the distance from 
the average, either positive or negative; hence, we can investigate how these pairs of words are 
used differently. Indeed, both measures can be used together to assure and increase the cet1ainty 
of the termhood of compound words where MI > 0 and z-score > 1. 
To clarify this, let us consider another a+b compound word, where b is the word therapy - the 
third most frequent term in the Professional and Patient sub-corpora - and a represents any 
collocation of therapy such as hormone, endocrine ... etc. In this case, we ｷｾｮｴ＠ to discover the 
neighbouring words that accompany therapy. Here, we focused only on the open class words as 
we are looking for compound terms. A comparison between the collocations of therapy among 
the three sub-corpora may convey the use of different kinds of therapy that occur in the different 
sub-corpora and may indicate whether there is any conclusion that can we draw fi·om their uses. 
For that reason, we used a measure that reflects the impm1ance of the use of this collocation from 
others in each sub-corpus and among the three sub-corpora. At this point, we followed the work 
of Smajda (1991) which was presented in the previous chapter and conducted for the filtration 
and compiling of lists of the most important collocations of specific words among the three sub-
corpora. The measure that we emphasize here is z- score: a measure of how far a given value is 
fi·om the mean of all the possible collocations is of impm1ance for us in terms of the measures of 
the distance fi·om the average which allows us to make comparisons among the three sub-corpora 
(see Equation (4)). We analysed the fi·equency of occurrence of 'neighbourhood' of five words 
coming before and after a specific word such as therapy. If another word or token, b, occurs 
systematically with this word a in a specific position, so the frequency of b with respect to word a 
in this position will be high. Then, the word b is considered a good collocation to the word a. 
We will choose the collocations which are at positions + 1 and -1. The system used to produce 
these collocation patterns is Co/locator, a component in System Quirk that was implemented and 
developed to filter collocations and define terminological expressions in a specific domain, based 
on Smajda's method (see Gillam, 2004). The exrunple below clarifies the collocations of the 
word therapy including radiation, hormone, adjuvant at 10 positions -5 before and 5 following 
therapy, where the maximum occurrences of these collocations ru·e at the position -1 (in bold) 
where the z-score shows how many standard deviations we have above the average, where the 
significant value should be at least one. 
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Collocate D'requency -5 -4 -3 -2 -1 1 2 3 4 5 Max U- z-(10 ｾｩｴｩｯｮｳＩ＠ score score 
radiation 565 17 15 27 0 436 21 14 11 15 9 436 126.68 24.08 
hormone 312 2 5 6 53 205 10 9 10 7 5 205 59.59 13.18 
adjuvant 192 7 1 6 22 135 6 2 4 4 5 135 38.99 8.02 
The analy i of collocations could be applied to all word with high frequency and weirdnes a 
well. Table 17 below how the difference in the occurrence of the collocation of therapy in the 
three ub-corpora occurring at the position -1, since mo t of the collocation of the word 'therapy' 
occur at that position, i.e. adjacent to the term 'therapy'. However, there-collocation of the term 
gene therapy also will re ult in multi-word terms with longer lengths like BRCA 1 gene therapy 
and P53 gene therapy; though the frequency of greater length multi-word term is les than the 
term before re-collocating. The reason is that the frequency of gene therapy include both 
BRCAJ, p53 BRCA2. There-collocation of the term replacement therapy al o results in multi-
word terms like hormone replacement therapy and oestrogen replacement therapy. 
Table 17: The z-score of the collocations of the word 'therapy' in the three sub-corpora, where 
numbers in bold are the highest z-score measure for each collocation in the three sub-corpora 
Corpus Name ( & Expert Professional Patient 
Number of Tokens) (255,144) (431,856) (497,625) 
ｾｯｬｬｯ｣｡ｴｩｯｮ＠ of therapy ｾＭｳ｣ｯｲ･＠ Expert ｾＭｳ｣ｯｲ･ｐｲｯｦ･＠ sionl Z·SSCOre Patknt 
ｾ･ｮ･＠ 13.53 1.64 -0.07 
BRCAl 4.75 -0.04 N/A 
con er ation 2.1fi 0.59 0.39 
adjuvant 2.45 16.21 8.02 
endocrine 1.54 11.01 0.22 
eplacement 1.54 7.61 2.42 
lneoadjuvant N/A S.Sfi 0.22 
amoxifen 1.45 4.77 2.29 
ｾｹ＠ temic 0.85 3.95 2.20 
ｾｯｭ｢ｩｮ｡ｴｩｯｮ＠ N/A 3.70 0.65 
ifir t-line N/A 2.94 0.20 
lradiation 1.02 11.54 24.08 
!hormone 1.32 10.86 13.19 
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Figure 15.illustrate vi ually the variations of collocation of the term therapy in the three sub-
corpora. 
ＳＰ Ｍ ｾｾｾｾｾｾｾｾｾｾｾｾｾｾｾｾｾｾｾｾｾｾｾｾ＠
25 
20 
15 
10 
5 
0 
-5 
• Expert j 
• A'ofessional 
o Patient 
Figure 15: The collocations of the term 'therapy' in the three sub-corpora 
From Table 17 and Figure 15, we can see that gene therapy seem to be apparently highly 
frequent in the Expert sub-corpus in comparison to the ca e of the other two ub-corpora· 
additionally, BRCAJ gene therapy doe not exi t at all in the Patient ub-corpus and is les 
frequent in Profe ional. The diachronic analysis of the compound word gene therapy indicate 
that the term started life as a potential therapy for cancer in 1986. In 1991 an American 
publication- the U.S. News & World Report- stated that 'An advi ory committee at the National 
Institutes of Health approved three more gene-therapy proposals to treat cancer and a deadly 
inherited form of high chole terol'. Pre ently, if we u e the Google™ search engine to look for 
gene therapy, a huge number of document will be retrieved: over 13,600,000 documents. 
Perhap thi could indicate a new area of re earch which ju t tarted over a decade ago and 
continue to be undertaken in re earch activitie , and i conceivably till in the experimental and 
te ting phase. More time might still be needed in order to find a way through which gene 
therapie will be applied with a minimum rate of ri k. Some collocation uch a hormone and 
radiation are more much frequent in the Patient ub-corpus than the other two sub-corpora, a 
diachronic analy i of the two term how that they tarted life in 1917 and 1918. More 
specifically, in 1934 re earcher emphasized that 'the patient hould . . . be examined in 
con ultation with an expert radiotherapi t before any operation on the primary tumour or gland . 
In 1976, the re earch work in this domain focu ed on improving the use of this type of therapy. 
Therefore honnone and radiation tend to be well-e tablished concepts in this domain, and thi 
probably indicate the high u age of the e term in the Patient ub-corpus and in the Profe sional 
ub-corpu . In that en e, Professional and Patients are more likely to hare knowledge about 
well-establi hed and te ted kinds of therapy since the diachronic analy is how a long hi tory of 
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use in compatison with gene therapy. Adjuvant and neoadjuvant are used more frequently in the 
Professional sub-corpus than the others. These terms represent the coricept of a combination of 
two kinds of therapies; for example, in 2001, it was stated that: "Preoperative chemotherapy 
combined with radiotherapy ( chemrad) is a common type of neoadjuvant treatment for 
esophageal adenocarcinoma or squamous cell carcinoma." This probably indicates best practice 
in using a combination of the two therapies. From here, we can relate this variation of use to their 
diversity of interest and mutual engagement in the subject of interest, of different stakeholders or 
the members of a community of practice. 
4.2.2.4 Modelling Knowledge and the Construction of a System of Shared 
Concepts 
Previously, we discussed how to extract compound terms from texts using MI and z-scores; what 
is important here is to understand what kinds of semantic relationships exist between the 
constituents of these words in ways that represent shared concepts; constructing a system of these 
concepts is deemed to capture consensual knowledge that is not private or individual, but 
accepted by a group in a way that can help in developing their shared understanding and 
minimize as much as possible the ambiguity of sharing those concepts. We have discussed the 
concept of ontology in Chapter 2 as a fonnal explicit specification of shared conceptualization. 
Conceptualization refers to an abstract model of a phenomenon in the world by having identified 
concepts of this phenomenon. Explicit means that the type of concepts used and the constraints 
on their use are clearly and obviously defined. Fmmal refers to the fact that ontology should be 
machine readable. We have used Gruber's and Brost's definitions that were merged and 
explained by Studer et al (1998:185). From here, we seek to provide the means for describing the 
terms and the relationships among them that represent a shared interest that the community's 
members centred on. In this context, it has been argued that one can 'extract' aspects of the 
conceptual system- or more ambitiously, the ontology- of a domain using the lexical signature 
with some degree of success in domains as various as nuclear physics and forensic science, 
orthopaedics and art criticism (see, for example, Tariq et al, 2003; Gillan1 et al, 2005). 
Therefore, constructing a system of concepts including the most frequent terms would help to 
understand the semantic relationships that exist among these words in an attempt to share 
common understandings. The questions that arise are: First, what are the terms indicating an 
interest that can be used in order to build such a system? Second: how to define the optimum 
number ofte1n1s to be selected for constructing such a system? Indeed, the problem that faced us 
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here in addressing these questions is the issue of quantitatively dealing with the 'infinitive' 
weirdness, as several specific terms that should be included in constructing the system would 
have such a weirdness value, in this context (as we pointed out in Section 4.2.2.2), there is the 
possibility of using the smoothing technique, Add-one. In order to use that approach, we add one 
to the absolute fi:equency of the words which do not occur in the BNC, then by applying the 
weirdness ratio using the new fi·equency value in the BNC, a new weirdness value will result and 
we no longer have infinite weirdness. Then the z-score is computed for the weirdness and 
frequency of a specific ·word, let us say 'x'. From here, we want to know how many standard 
deviations the fi·equency or weirdness value of 'x' is fi·om the average of a set of fi·equency or 
weirdness values. So, if the z-score of the weirdness value of 'x' and the z-score of the relative 
fi·equency of 'x' is larger than 1, then 'x' is interesting enough to be selected (see Equation 7). 
This approach was developed and detailed in Gillam (2004) 
z - score j x & z - score w x > 1 
f x =the relative frequency of the word 'x' 
W x =the weirdness of the word 'x'. 
Equation (7) 
Equation 7 shows that the two criteria of high weirdness and high fi·equency larger th.an 1 should 
be matched to select the words and this will be used in order to build the system of concepts of 
each word. 
For each selected word, the collocation pattetns, particularly at the position -1 and +1, are 
extracted. Subsequently the collocations produced by Collocator in System Quirk can be 
transferred to an ontology transferable format and saved with an extension, such as rdf, owl. 
Now, the tree of the e>..1racted collocations can be exported to one of the systems which deals with 
the ontology constructions and visualzsations such as "Protege"8- an ontology editor and 
knowledge acquisition system that was created by the University of Stanford in California in The 
USA. 
Figure 16 shows 'cancer', which has been selected by applying Equation (7) at the top class; the 
word breast collocates with cancer at the position -1 systematically and fi·equently 1741 times. 
8 Protege is available at http://protege.stanford.edu/ (last accessed ＱＲｾＰＵＭＲＰＰＶＩ＠
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This perhaps indicates a semantic relationship that show that it is a kind of cancer. There are two 
other collocate that occur at position -1 such as ovarian (233) and prostate (68). If we 
recolJocate 'brea t cancer' we will find other interesting words that collocate with this compound 
term, the word metastatic(45) , early-onset(48) contraleteral (51) indicate a kind of semantic 
relationship with breast cancer and o on. It i important to note how the frequency of the terms 
will decrease when we go on down the tree ( ee Figure 16). 
ovarian 
ｾ＠ ＭＭｾ･＠ ___ J 
c ontralete r a l breast cancer early- onse t breast can cer 
Ｎ ｾｾＭ ｳ ｔＭ｟Ｍ｟ Ｎ＠ • ___ Ｔｾ Ｍ Ｍ Ｍ ﾷ＠
ﾷ Ｍ Ｍ Ｍｾ Ｍ ＭＭ ﾷ＠
Figure 16. The system tree of the term 'cancer' in the Expert sub-corpus 
The Figures 17 and 1 7a show the tree of concepts of three terms mastectomy and carcinoma' 
from the three sub-corpora. 
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Figure 17: Visualization using Protege of the collocations of the term 'mastectomy' in the 
Professional sub-corpus 
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We u e the ' Ontozib component in theProtege System in order to vi ualise the tree of concept of 
the e word , and thi indicate the kind of relationships. 
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Figure 17 a. Visualization using Protege of the collocations of the term 'carcinoma' in the 
Professional sub-corpus. 
protlgl 
From Figure 17 a, we can ee carcinoma at the top class, collocate with other word like 
'ductal carcinoma' and lobular carcinoma' and forms a candidate term. At the econd level we 
have al o different word collocating with ' lobular carcinoma' to form another candidate term 
uch as primary lobular carcinoma and that might al o indicate a kind of emantic relation hip. 
Moving to the lower level there are other different collocate and o on. 
Figure 18 how a different visualization of the tree using 'TGvi ' another component of 
vi ualization used in the Protege sy tern, that produces the term BRCAJ· the root in the centre 
and the collocations around the centre. 
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. ｾﾷ＠ ｾＭ
Figure 18: A visualization using Protege of the system of concepts of the term 'BRCAl' in the Expert 
sub-corpus where 'BRCAl' is the top class, while mutation is a word that strongly collocates with 
BRCAl (high z-score), and carriers collocates with BRCAJ mutation. 
There is another application that can al o be u ed in order to detect and visualize the emantic 
relation hips between words and build a system of concept : Troop/ which i natural language 
proce sing and emantic classification oftware that i u ed to analyse texts and provide an 
intelligent thesauru manager based on semantic network and categorie . Figure 19 how a text 
analysed by Troop and the term extracted, along with it relation hip to other words that it 
collocate with. 
9 The'Tr op y tern i ed 12-05-2006) 
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Figure 19: A visualization using Troops of the system of concepts of the term 'gene' in the Expert 
sub-corpus 
In Figure 19, each word appear a a phere, who e urface is relative to the number of its 
frequency of occurrence . The di tance between the central word and the collocations i 
proportional to the number of occurrence . When two word are clo e to each other they 
frequently occur, and when they are far apart, they occur les frequently. The e figures how the 
relations between the words that collocate where the word on the left of the central word are its 
predece ors and tho e on the right it succe ors. 
4.2.2.5 Neologisms and Borrowing from other Languages. 
The e tabli hment of a new term within a communal lexicon can be visuali ed by looking at the 
development of the idea that breast cancer i a hereditary di ease. The di covery that human 
brea t cancer is u ually cau ed by genetic alteration of somatic cell of the brea t but 
occa ionally, su ceptibility to the di ease i inherited' wa made in 1990. The analysis of a 
corpu (208,374 token ) compri ing 70 publi hed research texts in brea t cancer between 1980 
and 1993 shows high frequency u e of the words cell, DNA p53, binding, protein. The mo t 
frequent compound word are: breast cancer, DNA protein, DNA binding, oestrogen receptor. 
By 1993 there wa an agreement that brea t cancer i known to have an inherited component . 
There earcher did not yet have a name for thi gene. The two papers published in the same i ue 
of the journal Science on 7th October 1994 named the candidate gene or more accurately 
protein, a BRea t CAncer gene I (BRCA 1 ): It i a paradoxical gene located on chromo orne 17 
that normaUy help to restrain cell growth, however inheriting an altered version of BRCA 1 
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predisposes an individual to breast, ovary, and prostate cancer'. BRCA2 was named in 1995 and 
is located on chromosome 13. BRCA1 'confers higher risk of ovarian cancer' and BRCA2 that 
of 'male breast cancer'. 
A diachronic analysis of the two terms shows how these concepts start life as 'candidate genes' 
and ten years later these two become breast cancer 'predisposition genes'. The search engine 
Google™ was given the phrases 'BRCA1' and 'BRCA2'. Most of the retrieved documents are 
held in a text archive, mainly of journal articles, created by the US National Institute of Health. 
We selected 10 papers: 5 from the two-half years (October 1994-June 1995) in which the terms 
were apparently coined and the other in the period of consolidation (1996-2004). A key-word in 
context concordance shows this metamorphosis from concept to 'reality' and the two terms 
entered the communal lexicons of the cancer community; from a mere suggestion and 'strong 
candidate' in 1994 the term within a year becomes 'dominant' and 'confers' risks. In 2000 the 
terms BRCA1 and BRCA2 are emphatically the genes. Figure 20 details this development. 
1994 familial tumors suggest that BRCAl , a gene that confers susceptibility to ovarian and 
Oct. 
1994 A strong candidate for the 17q-linked BRCAl gene, which influences susceptibility to breast cancer 
Oct. 
1994 Dec mutations in the coding region of the BRCAl candidate gene 
1995 dominant susceptibility genes BRCAl andBRCA2 
1995 BRCAl confers higher risk of ovarian cancer 
1995 Confers higher risk of ovarian cancer and BRCA2 much higher risk of male breast cancer. 
1996 Tile breast cancer susceptibility gene BRCA2 in mammary epithelial cells 
2000 BRCAl and BRCA2 are breast cancer susceptibility genes. 
2001 2 breast cancer predisposition genes, BRCAl and BRCA2 in the mid-1990s 
2004 The BRCAl protein presents a paradox to the scientists 
Figure 20: An example of the diacbronic analysis of the terms BRCAl and BRCA2. 
The terminology of medicine is largely based on tenns that have roots in Greek and Latin, and 
modern bio-medicine has tenns from German as well. The specialist domain of breast cancer 
shows a mixture which borrows many of its frequently used tenns from these languages as was 
confitmed by an analysis of our sub-corpora. Additionally, phannaceutical companies sometimes 
name drugs by using a combination of the letters of the chemical formula for the drugs. Cancer 
care drugs show this tendency as well. Table 18 below shows some exemplar borrowings. 
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Table 18: Etymology of some frequently used terms in our three specialist sub-cor·pora 
Term Etymology 
biopsy Greek 
cancer Greco/Latin 
chemo-therapy German 
oestrogen Greek 
gene Getman 
lytnph Greek 
mastectomy Greco/Latin 
mutation Latin 
ovarian Latin 
protein Greek 
tamoxifen Acronym ofT(rans) AM(INE)+OXY+PHEN(OL)* 
therapy Greek 
( wtth the alteration ofJ fory and B for ph) 
4.2.3 The Distribution of Communal Lexicons: A Multivariate Analysis 
As we can see, the terms we have studied in univariate analysis seem to be interrelated lexically 
and semantically. FUithennore, a knowledgeable person can tell us that these terms suggest a 
common theme throughout the three sub-corpora (e.g. breast cancer, ovarian cancer) or that 
some of the tetms are characteristic of each sub-corpus (e.g. BRCAJ mutations, BRCA2 gene for 
expetts; endocrine therapy and oestrogen receptors for professionals; lymph nodes, and breast 
reconstruction for the patients). The commonalities, distinctions and the apparent relationships 
between the tetms within and across sub-corpora may indicate that these terms are different 
manifestations of one or more concepts. Leydesdroff (2001 :60) has stated that words and their 
co-occurrences may be useful indicators of the intellectual organizations of the sciences under 
specific conditions; such specific conditions can be seen as a specific author, domain or subject of 
interest. Hence, investigating the co-occurrences and co-absences in tenn distribution across 
texts can reveal impmtant indications of semantic relationships that stand or are explained by the 
co-occurrences of these terms. Furthermore, it perhaps helps to understand how these terms 
comp011 in a way that the knowledge they represent is diffused, transfeiTed and shared across 
different stakeholders or the community's members since according to Hesse (1988) knowledge 
has meaning only in relation to the language used. 
Having said this, ｴｾ･＠ studying of the co-occurrences and absences of tenns across our three sub-
corpora is not a straightforward task; on the one hand, all these three sub-corpora that were 
included in our study vary according to their audiences, texts types, and the contents. On the 
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other hand, the univariate analysis of individual single and compound words does not precisely 
show the similarities and the variations of the occurrences of these terms across the three sub-
corpora, as so we used an illustrative way to deal with that. In other words, the output of this 
analysis does not reflect how a set of terms comport together systematically across texts, nor does 
it show how each of the sub-corpora behave with respect to these relationships in a way that 
would be a good representation of the diffusion of knowledge. 
To clarify this we will start by explaining the bivariate analysis that focused on studying the 
relationship between two variables (terms) in the quest for understanding co-occurrence patterns 
or relationships of two terms across all the texts. For that purpose, let us examine the scatterplot 
of two terms which is often a useful way to begin in order to reveal the structure of the data, as 
'there is no statistical tool that is as powerful as a well-chosen graph" Chambers et al (1983). 
From here the scatterplot is a good graphical method to reveal any structure of our data as any 
we can use, so let us observe separate scatterplots of the single word terms breast' and ' cancer 
noting how they behave across all the texts in the Professional and Patient sub-corpora 
respectively see Figures 21 and 22. 
70.00 
0 
0 0 
60.00 
0 0 
8 0 0 
50.00 0 0 
8 0 8 00 0 ｾ｣Ｚ･＠40.00 0 0 oo 0 1;; 
"' 
0 0 
ｾ＠ 8 ..Cl 30.00 
0 
0 
20.00 0 0 
0 0 
10.00 0 
o 0 o 0 
0 .00 
0 .00 10.00 20.00 30.00 40.00 50.00 60.00 70.00 
cancer 
Figure 21: Scatterplot of the words 'breast', 'cancer' in the Professional sub-corpus 
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Figure 21 shows an indication of relationship of co-occurrences between breast and cancer across 
all the texts comprising the Professional sub-corpus. Many points are located on the equal 
probability line x=y, while the points above the line show more occurrences of breast than 
cancer the points below the line indicate more occurrences of cancer than breast. However the 
scatterplot visualises the systematic occurrences of these two terms across all texts. Similarly 
Figure 22 shows how these two terms behave in the Patient sub-corpus. 
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Figure 22. Scatterplot of the words breast and cancer in the Patient sub-corpus 
7 0 . 00 
From Figures 21 and 22, we can induce that there is empirical evidence about the actual 
relationship between breast' and ' cancer' so the link between these two terms encourages us to 
accept the indication of a possible relationship between the plotted terms. The co-occurrence 
pattern among the compound words terms lymph nodes ' ' breast cancer is illustrated in Figure 
23. 
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Figure 23: Scatterplot matrix of the terms 'breast cancer' and 'lymph nodes' in the Patient sub-
corpus 
In fact on examination of the scatterplot matrix in Figure 23, we can conclude that there is a 
pattern of co-occurrences of these two terms across all the texts in the Patients sub-corpus. The 
discussion of breast cancer is interrelated with the discussion of the impact on 'lymph nodes in 
the texts addressed to patients; the same applies for 'radiation therapy' and 'lymph nodes', and 
the scatterplot unveils such a relationship between these terms where the equal probability line is 
x=y. If breast cancer' has a co-occurrence relationship with 'lymph nodes' and lymph nodes' 
has a relationship with 'radiation therapy , we can conclude that the three terms indicate a set of 
terms that shows systematic co-occurrence across the texts and probably conveys a meaningful 
semantic relationship. Whenever we found lymph nodes' in one text we had a high certainty of 
the existence of 'radiation therapy . Since the study of the co-occurrences taking compound 
terms is more precise than single terms as we have mentioned previously then the focus will be 
on compound terms. We are going to study the distribution and behaviour of most frequent 
compound terms and our argument is that the most frequent compound terms tend to have a high 
probability of co-occurring more frequently together than low frequent terms. Notwithstanding it 
is important to note here that we might fmd a high frequency of compound terms in any of our 
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sub-corpora in just one text and have almost no occurrence in the rest of the texts, so this catmot 
be a communal lexicon as it is not shared. In this case, such compound terms would not be taken 
into consideration; however this case will be ideal when the focus is on how important these 
tenns are with respect to this specific text but not for a collection of texts. Since, our focus is on 
analysing the distribution of the occurrences of tetms across texts, in the quest for revealing 
systematic co-occurrence relations, and then we consider terms with at least five occurrences in 
different texts (or cases) to be suitable for this analysis. 
Thus, computing a matrix of term correlations showing how frequently two terms occur together 
in a given document or text set leads us to capturing the full scope of all relations among tetms as 
we explained in Figure 23, where the relations are studied based on their presence or absence in 
the texts. 
In consequence of what we have discussed above, the use of multivariate analysis is interesting 
for the purpose of this research for the following reasons: 
• The difficulty that occurs when comparing the three sub-corpora at the level of multi-
word tetms, or compound terms, where there is no a rigid and rigorous method to deal 
with that problem. 
• The similarity and variation across the three sub-corpora is identified by a set of key 
tetms that have semantic relationships more than individual tenns. The co-occurrence of 
these terms would lead to a more precise detection and understanding of the variation in 
usage of the terms across the three sub-corpora. 
• Reducing the original number of tenns to a smaller set of dimensions that can explain the 
maximum shared variance of the original one helps to focus on the most impmiant 
dimensions that explain the data. 
We have implemented multivariate analysis, including two sections in the algorithm we proposed 
in Chapter 3 using the FA method, following the well founded method applied by Biber (1988). 
Here, we present the experiments we have run and the results we have achieved. 
We will investigate whether we can detetmine and classify the co-occurrence patterns that reflect 
underlying semantic categories based on the most fi·equent compound terms. In more concrete 
terms, the analysis of the similarities and variation will probably help to explain to what extent 
knowledge is being shared among community members. This analysis will enable the detection 
of the communal lexicons that underlie a group of semantic dimensions in each text of sub-
corpora. 
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In this section, we will present different experiments we have run using this FA: in the first, we 
have the entire breast cancer corpus including the tlu·ee sub-corpora merged together, and choose 
the most frequent keywords, while the second experiment is a diaclu-onic study of the 
development in breast cancer research in two different time scales. 
4.2.3.1 Texts and Occurrences of Compound Terms 
The input texts used in the analysis is our corpus of breast cancer texts including the three sub-
corpora (Expert, Professional and Patient); 1282 texts in total. 
The number of variables should be at least 5 times greater than the number of texts, which means 
that the variable should occur in at least five texts. Actually, the variables were chosen because 
they meet these tlu·ee criteria: 
• They should have aMI score tl1at meets the special tlu·eshold: MI >0 or z-score > 1; 
• They should be among the thirty most frequent compound terms; 
• They should occur in at least 5 texts. 
The first matrix in the analysis; the data matrix, or document-terms matrix has 30 variables 
( compmmd terms) as columns and the texts (documents) as rows, so every text will be 
represented by a vector of frequency of each of the compound te11ns included in the analysis. A 
Java program was developed for that purpose where the frequency of each compound term in 
each text is computed, and then n01malized to a specific size of2000 words although texts can be 
normalized to any specific number. Thus, the original data contains 30 variables and 1282 texts. 
A set of compound terms can be chosen for the analysis automatically, along with the average, 
maximum and standard deviation of frequency of occurrences in all texts, where the minimum 
value for all variables is Zero. 
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Table 19: The 30 compound tet·ms included in the analysis with the average, maximum and standard 
deviation of frequency of occurrences in all the texts 
Compound Terms Mean Max Stdev Compound Terms Mean Max Stdev 
breast cancer(s) 17.60 111.11 19.17 endocrine therapy 0.51 46.51 3.12 
ovarian cancer(s) 3.20 99.01 10.75 BRCAl mutation(s) 0.89 90.91 5.47 
lymph node(s) 2.20 80.23 7.18 breast carcinoma 0.62 60.61 3.60 
radiation therapy 0.60 31.46 2.45 ductal carcinoma 0.21 30.78 2.50 
oestrogen receptor(s) 0.87 121.62 4.99 BRCAI protein(s) 0.19 18.35 1.42 
metastatic breast cancer 1.00 54.35 4.55 adjuvant tamoxifen 0.15 21.51 1.19 
breast tissue(s) 0.01 4.07 0.18 lobular carcinoma 0.19 30.77 1.40 
hormone therapy 0.32 12.99 1.43 aromatase inhibitors 0.42 42.74 2.87 
adjuvant therapy 0.51 43.48 2.55 BRCA1 gene(s) 0.51 49.79 3.81 
progesterone receptor( s) 0.37 36.70 2.61 BRCA2 gene(s) 0.40 20.89 2 .05 
mutation carriers 0.30 43.40 2.04 amino acids 0.13 24.10 1.46 
adjuvant chemotherapy 0.51 35.40 2.85 P53 gene(s) 0.04 11.72 0 .52 
breast reconstruction 0.21 55.56 2.11 DNA repair 0.17 26.85 1 .. 53 
prostate cancer(s) 0.00 35.40 0.02 DNA dan1age 0.28 40.27 2.45 
BRCA2 mutation(s) 0.87 66.30 5.07 germliue mutations 0.19 25.64 1.46 
As we can see, the average frequency of occurrence of the compound words generally is not 
apparently high; however, it is important to mention here that match the lexical units or 
compound te1ms are less common in texts than the linguistic features that were investigated in 
Biber's study, or single words taken from everyday language. 
4.2.3.2 The Co-occurrence Relations of Compound Terms 
Derived from the correlation matrix of all the variables, the factorial structure is based on the 
analysis of 30 compound tenns that match the tlrree conditions, mentioned above counted in 1282 
texts. 
Table 20 shows part of the correlation matrix for the 10 most :fi·equently used compound terms in 
our corpus; the more extended correlation matrix for the 30 terms involved in the analysis is 
given in Appendix B-1. 
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Table 20. Correlation matrix for the 10 most frequently used compound terms in our corpus. The 
term breast cancer does not appear to correlate strongly with any of the other nine terms, indeed it mildly 
anti-correlates with all others. However ovarian cancer correlates positively with BRCAI and BRCA2 
mutation, and mutation carriers (BRCA stands for BReast CAncer gene/mutation and so on); oestrogen 
receptor only correlates with endocrine therapy. Note also the positively significant con-elations between 
BRCA2 gene and BRCA2 mutation. 
Compound terms breas ovarian mutation BRCA2 oestrogen endocrine BRCAI lymph radiation BRCA2 cancer(s) cancer(s) carriers mutation(s receptor(s) therap} mutation(s node(s) therap) gene(s) 
preast cancer(s) 1 
pvarian cancer(s) -0.12 
" 
1 
mutation carriers -0.02 0.34 ' 1 
BRCA2 mutation(s) 0.03 0.35 0.49 . '• · .. ·· ,· . 1 
.. 
oestrogen receptor(s) -0.02 -0.06 0.01 -0.01 1 
endocrine therapy 0.03 -0.09 -0.06 -0.07 0.35 ... .1 
BRCA 1 mutation(s) -0.03 0.43 0.38 0.45 -0.01 -0.06 : : ·'. 1 
lymph node(s) -0.07 -0.16 -0.09 -0.09 0.1 0.01 -0.09 1 
radiation therapy -0.08 -0.06 -0.01 0.01 o.o-: 0 -0.02 ＰＮＳｾ Ｎ＠ 1 
BRCA2 gene(s) 0.05 0.21 0.37 0.57 0.01 -0.07 0.3'7 ＭＰＮＰｾ＠ 0.01 . 1 
The correlation matrix is the basis for producing the factorial solution. As I mentioned previously 
I used the SPSS statistical package to analyse the matdx and produce the FA results based on 
extracting the maximum amount of variance shared among the variables for each factor or 
dimension. Thus, the first dimension extracts the maximum amount of shared vatiance and is the 
largest grouping of co-occurrences in the data; the second dimension extracts the maximum 
amount of shared variance from the compound terms left over after the first dimension has been 
extracted and so on. 
Then the optimal number of the dimensions to be extracted is determined. Since FA aims to 
reduce the original number of compound ten11s to a smaller number of underlying constructs 
based on grouping compound terms that have a pattern of co-occurrence, the procedure will 
continue until all the shared variance among the variables is accounted for. Having said this, 
usually the first few factors are paid more attention as they account for the maximum amount of 
shared variance. The 'ptincipal axis factoring' option in SPSS was used to extract the maximum 
amount of shared variance based on 'common factor analysis' method. 
As we mentioned in the previous chapter when we discussed the method, we will examine the 
scree plot and the eigenvalues above 1, in order to determine the number of factors to be extracted 
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from the initial solutions. The total number of factors where the eigenvalues are above 1 was 12. 
Figure 24 shows the scree plot of eigenvalues for all compound terms. 
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Figure 24: The scree plot of the eigenvalues of the compound terms 
As we see from Figure 24, there are 12 factors having eigenvalues above 1; these values indicate 
the shared valiance that is accounted for by each factor. Thus, in the present unrotated factor 
solution, Factor 1 accounts for 7.70%, while Factor 2 for an additional 12%, and so on. 
From here, we see how the scree plot assists the decision to be made about the optimal number of 
factors, note that a break occurs between Factors 7 and 8, which means that the factors after the 
break stmted to be gradually less important in explaining the shared valiance. According to 
Gorsuch (1983), it is always good to extract the larger number and focus on the most important in 
explaining the total shared variance, in order to avoid as much as possible the loss of information. 
As we see, the first factor accounts for the greatest proportion of the variance, so the majority of 
the vatiables will load on this factor instead of the subsequent factors, which will hide the 
underlying structure, we are looking for. In order to deal with that matter, we will rotate the 
factors before any interpretation. For that purpose, we used 'Promax' rotation in SPSS because it 
allows an oblique stmcture that permits minor correlations among the factors. 
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Table 21 below clarifies minor inter-relationship or correlation of 0.24 between Factors I and 4 
and of 0.29 between Factors 3 and 7. So there is no reason to consider that they are completely 
uncorrelated. 
Table 21: The ｩｮｴ･ｲｾ｣ｯｴＧｬＧ･ｬ｡ｴｩｯｮ＠ between the first seven resulted factors 
Component 1 2 3 4 5 6 7 
1 1 
... 
2 0.03 
. . 
·, 1 . 
3 -0.07 -0.04 -1 ' 
- . 
4 0.27 -0.06 -0.06 1 
5 -0.03 -0.02 0.00 0.03 1 
6 -0.01 0.03 -0.07 -0.13 0.07 ' '1 . 
7 -0.08 -0.06 0.29 -0.02 -0.09 0.06 ' . f 
4.2.3.3 Dimensions of Co-Occurrence Patterns of Compound Terms 
Once the final factor solution, which is the factors after rotation, was produced, 12 factors were 
extracted, and these factors explain 56% of the total shared variance in the data; however, due to 
the break between Factors 7 and 8, as we mentioned before, we will focus the explanation on the 
clear emergent dimensions, the first seven factors, in an attempt to explain the shared variance 
explained by these factors; the same process is continued for the rest of the 5 dimensions of the 
total 12. 
Note that we prefer to use the term dimension rather than factor since we choose to interpret the 
factor as a dimension of vatiation. Recall that each dimension is a linear combination of the 
individual terms detived from a correlation matrix of all the terms: if a correlation matrix element 
is unity then the FA method tells us that the two correlating terms will always be found together; 
if the element is zero, then it is not possible for terms to co-occur. 
Hence, the results of FA of a total of 30 compound terms show the clear emergence of 7 
dimensions. Table 22 shows the final factor matrix including the 22 terms that contribute to the 7 
factors or dimensions that were extracted, as well as tlie eigenvalues of the factors after rotation 
where this value represents the amount of variance accounted for by a factor, the percentage of 
the shared variance for all the 30 terms included in the analysis. 
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Table 22: The clear 7 emergent dimensions in the factor matrix; loadings in bold indicate significant 
relationship between dimension and term. 
Dimension 
Compound Term 
01 02 03 04 05 06 07 
BRCA 1 mutation(s) .0.77 0 -0.03 0.2 0 -0.03 -0.02 
ovarian cancer(s) 0.72 0.01 -0.08 0.1 -0.05 -0.09 -0.09 
BRCA1 gene(s) · 0.56 0.04 0 0.07 -0.03 ＰＮＰＱｾ＠ 0 
DNA damage 0 0.76 -0.03 -0.05 -0.03 0 ｾ＠
DNA repair -0.04 0.72 -0.03 0.11 -0.02 -0.03 Ｍｾｾ＠
ｲｂＭｒｃ｟ａ｟Ｑ｟ｰ｟ｲＭｯｴＭ･ｩＭｮＭＭＭＭＭＭＭＭＭＭＭＭｾＭＭＰＭＮＭＰｾＹＭＭｾＰＮｾＶｾＶＭＭＭＭＭＰＮＭＰｾＱｾＭＭＭＰＭＮＰＭＶｲＭＭＭＰＭＮＰＭＲＫＭＭＭ｟ＭＰＮＭＰｾＲｾＭＭＭＰＭＮＰｾＱｾｾｾＭＭ ｾＭＭｾＭＭｾ＠
l-en_d_o_c-rin_e_t-he-r-ap-y-------I----:_0:-.0-::-8::-+-'-_-:-0-:.0-:4-t--_ ＭＺｯＭＺＮＷｾＳＺＫＭＭ｟ＭＺＰＭＺＮＰＭＺＱＳＫＭＭ｟ＭＺＭＰＮＭＰ］ＷＱＭＭＭ｟ＰＭＮＭＱＭＫＭ 5--0-.2--l8 I Loading values I 
oestrogen receptor(s) -0.05 -0.02 Q.68 -0.03 0 0 0.01 
Progesterone receptor(s) -0.03 -0.01 : o;59 -0.02 0.21 0.09 0.02 
BRCA2 gene(s) 0.13 0.06 -0.07 . ·: . .0.·78 0.01 -0.1 -0.06 
germline mutations 0.13 -0.06 -0.02 ., 0.65 -0.03 -0.03 -0.01 
BRCA2 mutation(s) (0.421 -0.05 -0.07 0.48 0.04 -0.11 -0.06 
mutation carriers 
lobular carcinoma 
ｾｵ｣ｴ｡ｬ＠ carcinoma 
radiation therapy 
ymph node(s) 
hormone therapy 
adjuvant tamoxifen 
adjuvant therapy 
aromatase inhibitors 
metastatic breast cancer 
Eigenvalue 
% of Shared Variance 
Cumulative % 
Sum of column of squared 
dimension loadings for 30 terms 
included in the analysis 
ＨＰＮＳＶｾ＠ -0.05 0 ... ;0,41 -0.06 0.01 -0.01 
-0.04 -0.02 0.04 -0.02 0 •. ｾＴ＠ 0.04 -0.05 
-0.03 0 0 -0.03 ' 0.81 0.07 0.08 
-0.04 0 -0.03 -0.0€ 0.01 0.6.7 0.1 
-0.1 -0.06 -0.02 -0.07 0.1 ' 0.53 -0.14 
-0.05 -0.03 0.04 ＭＰＮＰｾ＠ -0.02 0.51 (0.45) 
-0.04 -0.02 0.06 -0.03 0.04 -0.05 ' 0.62 
-0.04 -0.03 0.07 -0.01 -0.02 o.26 o.5a 
-0.06 -0.04 (0.51) ' -0.04 -0.11 -0.17 . 0.53 
-0.17 -O.iC 0.08 -0.08 -0.14 -0.30 0.17 
1.85 1.62 1.67 1.72 1.49 1.36 1.38 
6.20% 5.40% 5.60% 5.70% 5.00% 4.50% 4.60% 
6.20% 11.60'* 17.10% 22.90% 27.80% 32.40% 37.00% 
Percent of variation of all the 
variables involved in the 
particular dimension 
Cumulative sum of 
the percent of 
variation of all the 
terms involved in the 
particular dimension 
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Each compound tenn makes its own contribution to the texts. As we have mentioned previously, 
the loading of a compound tenn on a dimension reflects how the variation in the frequency of that 
compound term correlates with the overall variation of that dimension. Indeed, it is considered as 
a good indicator of the strength or weakness of the co-occw-rence relationship between a given 
compound word term and the dimension as a whole. The important and salient loadings (loadings 
less than 0.30 are generally considered not interesting for the interpretation of the dimensions) are 
interpreted as part of each dimension. The compound terms that contribute significantly to 
Dimension 1 are: BRCAJ mutation(s), ovarian cancer(s), and BRCAJ gene(s). Note that BRCA2 
mutation(s) and mutation carriers also load significantly on Dimension 4. However, between the 
two dimensions, they have their highest loadings on Dimension 4. 
. . 
DNA repair and BRCAJ protein have loadings less than 0.30, so they don't show any significant 
relationship with Dimension 1, and so on for each of the dimensions. However, these loadings are 
not equal; hence, they are not representative of the dimension. Thus, in the interpretation of each 
dimension, the focus is on the compound terms with greatest loadings, regardless of their sign. 
The positive and negative loadings show the groups of words that co-occur in the same texts 
systematically, which indicates a specific subject that has been discussed in the text. For 
instance, the loading of metastatic breast cancer on Dimension 6 is (-0.30), which indicates the 
absence of the co-occutTence of tllis tenn in texts where lymph node(s), hormone therapy and 
radiation therapy occut". 
In more concrete tenus, the first dimension that accounts for 6.2% of the shared variance in the 
data consists of 30 compound tetms that were included in the analysis, and which have the salient 
loadings on this dimension. Just the three terms that have salient loadings (ovarian cancer(s}, 
BRCAJ mutation(s) and BRCAJ gene(s)), alone account for 4. 7% of the total 6.2%, so if we did 
not include the loadings of these three compound tenus in the computation of the total shared 
variance account for this dimension, then the account for the shared variance would be 
dramatically reduced to 1.4%. From here, we can see the impmtance of these three compound 
terms with respect to this dimension as they represent 76% of the total shared variance that is 
accounted for in this dimension. The same applies for Dimension 2 which accounts for 5.4% of 
the shared variance in the data; the compound terms which have the salient loadings on this 
dimension are DNA Damage, DNA repair, BRCAJ protein which account for 5.1% of the shared 
variance while all the other compound terms account for the rest: 0.03% of the total shared 
variance for this dimension, and so on. 
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Note that the compound terms: germline mutations and mutations carriers load significantly on 
both Dimension 1 and Dimension 4, however, their greatest loadings are on Dimension 4: we 
consider their relationships with Dimension 4 as more significant for interpretation. It should be 
noted however, that they also load on Dimension 1, so perhaps these two compound words co-
occur together with high fi·equency in texts in a systematic way and they have a special 
relationship to each other. For example, when radiation therapy, lymph node(s}, and hormone 
therapy co-occur in texts, it is more likely to show the absence of metastatic breast cancer where 
its loading on Dimension 4 is negative and that should be taken into consideration. Term 
communalities indicate the contribution of such a term in the all dimensions, whenever the term 
did contribute well in explaining the total shared variance then its communalities will be high. 
For instance, the term BRCAJ mutation(s) has high communalities 62%; which sums up the 
squared loadings values ofthis term on all dimensions. The term's highest loading is on Dl. 
However, we can interpret all the extracted dimensions, taking into consideration that the 
dimension with only ＰＱｾ･＠ ·salient loading is not that strong a dimension since all the var.iance is 
explained by just one compound term. Thus a dimension with only one salient loading can be less 
important for the purpose of dimension interpretation. It is more likely better to be able to extract 
many dimensions rather than too few dimensions. The reason behind tllis is related to the 
necessity to exclude some dimensions if they are not theoretically well defined. Therefore, if just . 
a few dimensions were extracted, certain constructs will not be represented in the final faqtorial 
structure and it might result in a confused picture. 
The danger of under-dimensioning exists when we compare two dimensions, and find the same 
variables load saliently on two dimensions. To deal with that case, we can exclude one of these 
dimensions from the final factorial structure before the interpretation. It important to note that 
sometimes we can find some variables that don't contribute to the factorial structure in terms of 
having high loadings on any of the dimensions in the final solution; at any time, we can exclude 
these variables fi·om the original data matrix and repeat the analysis again in order to gain the best 
representation of the structure of the original data. Here, our aim is to explain any co-occunence 
pattern among compound terms, since the fi·equent co-occurrence of the compound te1ms in texts 
indicates the transfer of knowledge through these texts. 
The analysis enables us to identify a group of compound tenns that fmm the underlying pattern in 
a dimension analysis. It is important to note here that co-occurrence patterns are derived 
quantitatively through dimension analysis, although the interpretation is therefore tentative and 
requires confinnation. The compound terms grouping together can be explained as a lexical 
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dimension that conveys a specific knowledge in this domain, which interests different community 
members. Indeed, there is a semantic relationship among the compound terms with high loadings; 
a link among these compound terms that explains their occul1'ences through texts. 
To understand what kind of semantic relationships exist among these compound terms, the use of 
one of the medical ontologies such as UMLS is ideal here, as well as an expert's explanation (see 
Appendix D). However, this research has enabled us to indicate the possibility of semantic 
relationships based on the co-occmrence patten1s of a set of compound ten11s automatically where 
the need for expert involvement in the construction of this model has been reduced, as this was 
run by a computer. 
4.2.3.4 The Distribution of Compound Terms among Texts 
In order to enhance the interpretation of the dimensions, it is important to characterize the texts 
with respect to each dimension. We computed the dimension value by summing, for each text, the 
number of occul1'ences of the compound te1ms that load saliently on that dimension. To ensure 
the experimental independence of dimension values, each compound term was included in the 
computation only once; thus, each compound te1m is included in the dimension value of the one 
on ｷｾＱｩ｣ｨ＠ it has the highest loading (Gorsuch, 1983: 286). The result of this constraint is that 
certain terms above the threshold (0.30) will not be included and they have been marked by the 
parentheses surrounding the value in Table 22. For example, consider Dimension 1; we sum the 
fi·equency of occurrence of BRCAJ mutatimi(s), ovarian cancers, BRCAJ gene(s), for each text, 
then for each of the three sub-corpora. The dimensions can be expressed as linear combinations 
of the compound te1ms that were included for the computation of dimension values. 
Thus, each compound term is included in the dimension value of the dimension on which it has 
the highest loading; for Dimension 1, we sum tlie fi·equency of occurrence of BRCAJ mutation(s), 
ovarian cancer(s), BRCAJ gene(s), for each text. The loadings into parentheses will not be used 
in the value computation. All the fi·equencies were standardized in order to be able to compare 
the values (how many standard deviations above or below the average) of the compotmd terms 
because they were translated into a single scale. This will prevent the compound term that occurs 
very frequently fi·om having an inordinate influence on the computed dimension values. Thus the 
range of variation for each compound te1n1 will be retained while standardizing the absolute 
magnitudes of those frequencies to a new scale. 
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Let's take Dimension 2, for each text we computed and standardize the frequencies of DNA 
repair, DNA damage, BRCAI protein. In fact, these te1n1s are markedly high in this text as their 
standardized :fi·equencies are 3.7+5.03 -1.76=10.58; these scores are more than 2 standard 
deviations above the average for DNA damage and BRCAI protein; however, the standardized 
score for the DNA repair is -1.76 below the mean which indicates that there are fewer 
occutTences of this compound term in this text than the mean of this compound term in the corpus 
as a whole. The effect of this method of computation is to give each compound term a weight in 
terms of the range of its variation rather than in terms of its absolute frequency in texts. Thus, the 
higher standard deviation above the mean reflects the fi·equency of use of these compound terms 
in relation to their use in the corpus as a whole. 
The score or value of each of the dimensions is computed for each text, then, the mean for each 
gem·e or sub-corpus is computed as explained in Chapter Three; this includes the mean value for 
experts' texts as well as for professionals and patients. The ANOV A test is used in order to 
examine if there are differences among the sub-corpora with respect to each dimension score. The 
results of these computations and tests are described below. Recall that the primary goal of using 
FA is specification of the lexical relations in an attempt to explain how knowledge is shared and 
diffused among a community's members and to discover if there is a variation of their interests, 
that is, the similarities and variations among the texts addressed to and written by different 
stakeholders. Here, the similarities and variations among their texts are considered with respect to 
each of these dimensions, and the overall relations among sub-corpora are specified by 
consideration of all dimensions simultaneously. Our sub-corpora can be similar to some 
dimensions but quite different with respect to others. The relationship among these sub-corpora 
is determined by the joint assessment of similarities and differences with respect · to all 
dimensions. 
The comparison will be based on the mean value of each group of texts with respect to each 
dimension. Table 23 below illustrates the terms that will be considered in the· computation of each 
dimension value. 
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Table 23: The dimensions expressed as linear combinations of the key compound terms where D 
represents Dimension 
01 BRCA1 mutation(s) ovarian cancer( s) BRCA 1 gene(s) 
02 DNA damage DNA repair BRCA1 protein(s) 
03 endocrine therapy oestrogen receptor(s) progesterone receptor(s) 
04 BRCA2 gene(s) germline ｭｵｴ｡ｴｩｯｾｳ＠ BRCA2 mutation(s) mutation carriers 
05 lobular carcinoma ductal carcinoma 
06 radiation therapy lymph node(s) hormone therapy 
07 adjuvant tamoxifen adjuvant therapy aromatize inhibitors 
When we compute the dimensions values of the three sub-corpora, we get a sense of how these 
un-correlated variables will help us in distinguishing the use of the 30 or so tenns in the tlu·ee 
sub-corpora, as shown in Table 24 which shows descriptive dimension statistics for ow· sub-
corpora (Expert, Professional and Patient). 
Table 24: Descl'iptive dimension statistics for all sub-corpora 
Expert 
01 02 03 04 05 06 07 
Standard deviation 3.64 3.29 0.72 4.28 0.33 0.79 0.75 
Maximum value 28.45 18.40 7.36 17.25 3.82 8.46 7.11 
Minimum value -0.61 -0.32 -0.49 -0.50 -0.29 -0.80 -0.48 
Mean 1.65 1.24 -0.38 1.34 -0.28 -0.77 -0.32 
Professional 
Standard deviation 2.14 2.61 2.67 1.75 1.06 1.45 2.40 
Maximum value 22.11 49.40 25.71 17.09 10.71 12.08 20.54 
Minimum value -0.61 -0.32 -0.49 -0.50 -0.29 -0.77 -0.48 
Mean 0.05 0.002 0.28 -0.09 -0.10 -0.36 0.86 
Patient 
Standard deviation 0.48 0.12 0.99 0.92 2.57 2.53 1.00 
Maximum value 6.43 2.04 10.79 13.27 43.42 16.86 13:67 
Minimum value -0.61 -0.32 -0.49 -0.50 -0.29 -0.77 -0.48 
Mean -0.54 -0.31 -0.29 -0.38 0.13 0.60 -0.08 
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Table 24 presents the dimension value for each sub-corpus, the mean scores for each of the 
dimensions, the mean dimension values for each sub-corpus, the minimum and maximum 
dimension scores within the corpus, and the standard deviation that lies within these two values. 
Large standard deviations show that the texts in a genre are widely scattered around the mean 
score; small standard deviations show that the texts are tightly grouped around the mean value. 
For example, the mean values for the experts' texts in the dimension 1 is 1.65, reflecting the fact 
that the texts in this genre have a high frequency of the compound terms BRCAJ mutation(s), 
ovarian ·cancer(s), BRCAJ gene(s), while patients' texts have low fi·equency of these compound 
te1n1s, so the standard deviation 0.48 shows that 68% of the patients' texts have dimension values 
between -1.02 and -0.06; this spread is not excessively large but it shows the range of variation 
within the patients' texts, so these terms do not occur systematically in the texts which are read by 
patients. Table 25 presents the values of each of the dimensions for our three sub-corpora. 
Individual texts can be analysed similarly. Table 25 demonstrates the dimension value for each 
sub-corpus with respect to each dimension. 
Table 25: The values of each of the dimensions for our three sub-corpora. Individual texts can be 
analysed similarly. 
Expert Professional Patient Identifies 
01 1.65 O.OE -0.54 EXPERTS 
02 1.24 0.002 -0.31 EXPERTS 
03 -0.38 0.2S -0.29 PROFESSIONALS 
04 1.34 -O.OS -0.38 EXPERTS 
05 -0.28 -0.10 0.13 PATIENTS 
06 -0.77 -0.36 0.60 PATIENTS 
07 -0.32 0.86 -0.08 PROFESSIONALS 
From Table 25 we can see that the Expert sub-corpus has high positive scores on D 1, D2, D4 and 
negative scores on D6, where the Patient sub-corpus scores high on D5 and D6 and negative on 
D 1. The same applies for the Professional sub-corpus as we see in the following: 
Experts 01 (1.65) 02 (1.24) 04 (1.34) 06(-0.77) 
Professionals 03 (0.28) 07(0.86) 06(-0.36) 
Patients 05 (0.13) 06(0.60) 01(-0.54) 
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Table 26 presents overall F for each of our dimensions. The F value is of statistical significance, 
indicating whether a dimension can distinguish between sub-corpora to a significant extent. The 
p value shows the probability ofF value; indeed, F value is significant based on the size of the F 
and the number of texts being considered. Whenever we have p smaller than 0.05 we can find 
that the difference is ｣ｯｮｳｩ､･ｲｾ､＠ significant. As we see from the table below all the F values are 
considered significant at p < 0.0001, the relatively small F for dimension 5 which is significant at 
the level p < 0.02 is not that large but tends to be considered significant just at this level, we 
cannot consider it as significant as the other dimensions. 
The F and p values give the results of an ANOV A, which tests whether these are statistically 
significant differences among the different groups of texts with respect to their dimension scores. 
Ap-value smaller than .01means that it is highly unlikely that the observed differences are due to 
less than 1 chance in 100. 
Table 26: The AN OVA values of the differences among the dimension values scores for each 
sub-corpora, with respect to each dimension. 
ANOVA 
Dimension F value Probability 
1 58.39 P<0.0001 
2 20.46 P<0.0001 
3 12.69 P<0.0001 
4 50.53 P<0.0001 
5 3.74 P< 0.02 
6 44.58 P<0.0001 
7 13.54 P<0.0001 
Alternatively, if plotted graphically, we can see how the tlu·ee sub-corpora vary along the 
dimensions created by the combination of the identified compounds as in Figure 25. 
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Figure 25: The variation of the lexical choice amongst the three community members along with the 
first 7 and most important dimensions of variations 
The three dimen ion of variation of the expert text , that i , the terms that explain much of the 
variance among t these text , focus on the novel concept of breast cancer genes and their 
mutation , and ovarian cancer (dimen ions 01, 02 & 04) - the acronym BRCA i used 
frequently as an adjective to emphasize the novelty of the concept. So without knowing to whom 
the text are addre ed, the grouping of texts that have score > 1 for the term having high 
loadings on D 1, we found that 64.5% are from the Expert ub-corpus, 31.5% are addres ed to 
professionals and ju t 4 % are addres ed to patient . While for 02, 78% of the text with high 
loading are addre ed to experts, 21% for professionals and just I% for patient , while for 03, 
79o/c. are addressed to profe sional , 14% for patients and only 5o/c. are addres ed to expert and so 
on. The profe ionals focus on therapie of different type and receptor for oestrogen and 
progesterone (03 & 07)· the variance in the text produced for patients i explained by two 
different type of carcinomas and the therapie including radiation and hormone and lymph 
nodes (04 & 05). The dimen ions value how trong differences between expert ' text and 
tho e written for the patients, with fewer differences between profes ional and patients. 
The expert focu on novelty the profe ional maintain a balance between novelty and current 
knowledge, and patients text are oriented towards well-establi hed practice (radiation and 
hormone therapy) and well known after-effect of brea t cancer on 'lymph node . The result 
how two intere ting findings: fir t, the variance in the Expert sub-corpus i accounted for by 10 
compound term where the number that accounts for the variance in Profes ional sub-corpus i 6 
and in Patient ub-corpu i 5 ( ee Table 4). Second, the dimen ion value how that one can 
di criminate between the dimen ion of variations in the Expert ub-corpu where (D I, 02, 04) 
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account for the highest sum, while in Professional sub-corpus (D3, D7) account for the highest 
sum. Additionally, note that the dimensions that have high positive values for the Patient sub-
corpus have negative values for the Expert sub-corpus. 
Our results support the premise that different parts of the community share some key terms and 
almost exclusively use others. We have used a more objective criterion for detem1ining which of 
the tetms the different parts of the community prefer. The similarities and differences may 
indicate the extent of knowledge sharing on the one hand and identify the emergence of new ideas 
on the other; the latter will be investigated in the next experiment. 
4.3 A Comparative Diachronic Study of Breast Cancer Research 
In order to study the development of breast cancer research between the two different phases 
1994-2004, and 1980-1993, the purpose is to detect changes in the stream. of research and the 
discoveries of new knowledge. However, the analysis covers more than two decades, and we 
want to see if we could detect the development in research in the emergent domain- a domain 
that shows consistent work at the level of research and publications strongly aiming at finding 
new ways of prevention, diagnosis and treatment breast cancer. 
Here, we applied the FA in order to see if there are any significant co-occurrence relationships 
between the compound terms used in texts belonging to two different periods of times that might 
indicate dimensions of similarities and differences. We analysed 20 compound tenus extracted 
fi·om 180 texts: 70 texts were written and published between 1980-1993 and 110 texts between 
1994-2004, where the type of these texts were jomnal papers. The con·elation matrix of all the 20 
terms included in the analysis is given in Appendix B-2. The final factor solution shows the 
clear extraction of four dimensions, while the total nmnber of dimensions where eigenvalues > 1 
was eight dimensions that account for 68% of the total shared variance. Here, our focus in the 
interpretation is on the clear emergent dimensions due to the cut off point in the scree plot which 
was between D4 and DS. Table 27 shows the clear emergence of four dimensions (after 
examining the scree plot and eigenvalues> 1) that have been extracted, and which account for 
44% of the total variance shared by the 20 terms_ included in the analysis. 
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Table 27: The final factor solution where 4 clear emergent dimensions have been extracted 
Compound Terms Dimension 
01 02 03 04 
p53 gene(s) 0.78 -0.06 0.16 0.16 
p53 mutations 0.77 -0.01 -0.00 0.01 
p53 protein 0.75 -0.07 -0.04 -0.05 
germline mutations 0.43 (0.31) 0.20 0.19 
BRCA2 mutation(s) -0.03 0.80 (0.39) -0.06 
breast cancer(s) -0.08 0.75 0.06 -0.15 
BRCA2 gene(s) 0.11 0.61 (0.55) 0.04 
BRCA 1 mutation(s) 0.05 (0.43) 0.83 -0.01 
mutation carriers 0.04 0.21 0.79 -0.02 
BRCA 1 gene(s) 0.21 -0.03 0.48 0.15 
BRCA 1 protein -0.00 -0.08 -0.01 0.79 
DNA damage 0.01 -0.08 -0.05 0.79 
Cell cycle 0.23 -0.19 0.06 0.68 
Eigenvalue 250 2.19 2.13 1.91 
% of Shared Variance 12.52 10.97 10.67 9.56 
Cumulative ｾ＠ 12.52 23.49 34.17 43.72 
The emergent dimensions repre ent the change in research in thi domain. As we ee in 
Dimension 1, the compound term with high loading are related to p53 and it mutation(s) and 
protein, while Dimension 2 show the high loading of the BRCAJ gene(s) and it mutation(s); 
the mean scores of Dimension 2 for the re earch papers between 1994-2004 i po itive with 
re pect to this dimension, while it is negative between 1980-1993, indicating that the cores are 
below the average (see Table 28). The ANOVA te t hows that the difference between the mean 
dimension value with respect to Dimension 1 is significant at p < 0.0 I, and ignificant at the 
level p < 0.0001 with respect to Dimen ions 2, 3 and 4. 
Table 28: The values of each of the dimensions for the two sub-corpora across two periods of time. 
1980-1993 1994-2004 Identifies 
01 0.44 -0.26 1980-1993 
02 -0.79 0.48 1994-2004 
03 -0.84 0.49 1994-2004 
04 -0.59 0.34 1994-2004 
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Figure 26 hows visually that there is a decrea e in the occurrence of the p53 gene(s) and it 
mutation in the research papers published after 1993 which might be explained by the emergence 
of the new term BRCA 1 and BRCA2 gene( s), BRCAJ and BRCA2 mutation(s), which have not 
occurred prior to that time. Thi ugge t that the intere tin genetic cancer re earch wa one of 
the primary research focu es in the e two phases; however, the differences between them are 
mainly related to the new discoverie that have taken place in the la t decade. Having aid this, 
we hould indicate that the terms P53 gene(s) P53 mutation(s), P53 protein, are not absent in the 
re earch papers publi hed between 1994 and 2004 while the terms BRCA 1 genes, BRCA 1 
mutation( s) are completely absent in the re earch paper that were publi hed between 1980 and 
1993. The emergence of these term in the sub-corpora tarted in 1994 and continue to have a 
good rate of research work. 
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Figure 26: Similarity and variation between breast cancer research across two periods of time 
4.4 Towards the Generation of the Spider Model 
Ba ed on the univariate and multivariate analy i of the ub-corpu it i becoming po ible to 
tudy the heterogeneity of text in breast cancer, in which they are imilar and dissimilar at the 
lexical level. In fact the univariate and bivariate analy e help u to define the lexical ignature 
at the level of individual text a well a the pecific domain, while the multivariate study help 
u to define dimension of similarity and variations among groups of text or genres (text types or 
target audience). Each text is repre ented by a vector of lexical item and can be seen to point in 
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many dimensions. Two texts close together in that space have similar propetties regarding the 
lexical items which they share. 
First, we were able to distinguish between individual texts by defining the lexical signature of 
each text including the single and compound words and second, the lexical signature of the 
specific domain. Third, we noted the similarities and variations among texts written by and 
addressed to different groups of target audiences, and the same method was applied to 
differentiate among three groups of text geru·es (research papers, clinical trials and patient's 
guides). From here, we recall the impmtance of providing and creating a common vhtual 
workspace to enhance sharing knowledge and, learning and to boost im1ovation in a community 
as we have discussed earlier in Chapter 2, MAKE system used in Mergers & Acquisitions is an 
interesting example for us here. Thus, creating a common knowledge repository or a knowledge 
sharing system plays a central role in providing and accommodating the needs of different 
stakeholders and community members for transferring knowledge through texts and for sharing 
what they find to be valuable and useful, and to minimize as much as possible the dependence on 
domain expetts in building such a repository. 
Thus, the study of heterogeneous community texts including the different levels of analysis led us 
to build the Spider Model; an information spider is a document management systetn designed to 
facilitate the work of teams that coalesce into a community. This work engenders a sense of 
common identity and purpose amongst community members, or amongst those who are taking 
over and those taken over. The Spider Model is designed as a socio-technical system that helps in 
the storage, annotation and retrieval of documents which are called knowledge-documents (K-D). 
It also gives users access to a range of documents through indexing and cross-indexing programs. 
The spider has different legs that comprise knowledge at different levels of granularity in an 
emergent discipline - cancer care for example. It helps to disseminate tacit and explicit 
knowledge among community members. Each document has a vector of surrogates' keywords 
that can be used in the classification of texts at different levels: according to textual keywords, the 
keywords of the audience geru·e, the text type and the domain which it belongs to. Figure 27 
shows the multi surrogates used to classify the document. 
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Figure 27: Different surrogates used in order to classify a document 
Thus, the spider has six legs or facets, each of which represents a dimension or category and can 
be generated by defining for each document the different legs as the following steps indicate: 
I. FOR EACH DOCUMENT 
a. LEGl: DEFINE SINGLE AND COMPOUND WORD 
KEYWORDS 
b. LEG2: DEFINE DOCUMENT GENRE GROUP 
c. LEG3: DEFINE DOCUMENT AUDIENCE GROUP 
d. LEG 4: DEFINE DOCUMENT DOMAIN 
I* the candidate keywords for the corpus 
MOVE NEXT 
The legs are used to assist in the classification of a knowledge package or document (K-D) type, 
scope, process, sharing, audience orientation, and renewable ontology. The architecture of the 
Spider Model is shown in Figure 28 below. 
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Figure 28: The architecture of the Surrey ｈｾ｡ｬｴｨ＠ Care Spider where K-D is knowledge-document. 
A we ee in Figure 28, the document can be clas ified in different facet : (i) according to the 
type of document - be t practice, re earch paper, patient guide; (ii) according to the audience 
orientation - expert, professional, patient · (iii) according to the document topic , domain sub 
domain or relative domain; and (iv) according to mo t frequent word , compound word or 
keywords 
Additionally the prototype y tern can (a) extract (candidate) term (b) index and eros -index 
document ; (c) identify names of the original author ·and (d) ummari e document . In addition, 
the system give it u er the opportunity to be engaged in communication concerning the K-D by 
opening discu sion or adding comments to the document which is being shared. 
The pider is currently powered by System Quirk - a text and terminology management y tern, 
and can be applied in more advanced and integrated application that are addre ed by a pecific 
knowledge community. 
4.4.1 A Note on Ethical Considerations 
Since the propo ed Spider Model aim at facilitating the tran fer and haring of knowledge 
among different levels of takeholders in a community of practice including public u er , thi 
model could be implemented and used in more advance knowledge sharing integrated 
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applications in order to provide a common repository for such a community, and, as such, ethical 
considerations should be taken into account, patticularly in the health domain when the interest is 
people, health and life. 
Floridi (2000) advises that the resem·ch community should take into consideration primary 
concerns related to the ethical considerations of the knowledge sharing systems they are 
developing and researching. These considerations are related to ensuring that common ontologies, 
lexicons and data stat1dards m·e well documented and highly understood by the lay-person and 
major stakeholders of the information system, in this case the users of the spider, if this is a 
subject of common interest and indicates the shm·ed knowledge that needs to be transferred and 
shared among them. Additionally, tlris should provide assurances regarding the confidential 
nature of the relationslrip with the end user, as well as addressing concerns over illicit use of data 
and guaranteeing a high level of personal ownership of datasets, in other words, examining to 
what extent the lay-person or the patient should be involved in such interests while preventing 
him or her from being harmed. While this research work does not aim to contribute to the 
discussion ofthese issues, it is useful to present a brief review of these concerns, as they relate to 
our research work especially when implementing the spider to be used for a real community. 
Oz (1992) and Ermann and Shauf (2003) recommend that those who provide, design or manage 
the information systems used in facilitating the sharing and trat1Sfer of knowledge should bear a 
share of responsibility in ensuring a standat·d of ethics related to the services they are providing. 
This standard includes upholding all patties' rights to privacy and confidentiality; respecting 
proprietary rights; minimizing data collected about stakeholders; restricting access to this data, 
and providing proper security measures to ensure proper use of this data. Appendix C presents a 
brief review and discussion of the literature of these ethical considerations in the health domain. 
4.4.2 Some of the Limitations of Using FA 
In addition to some limitations of using FA cited in the literature and mentioned in the 
previous chapter, the use ofthis model in this thesis led us to detect additional limitations that 
also need to be considered; these limitations indicate some difficulties in making the required 
decisions while completing the analysis rigidly and rigorously. In the following we list some 
ofthese limitations and some suggested solutions: 
• The first limitation has two aspects: the first one is not directly related to FA but is more 
to do with the accuracy of the automatic extraction of the terms to be included, the more 
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criteria applied the better accuracy we have; and this should be taken into consideration. 
The second concerns the difficulty in automatically defining the optimum number of 
variables to be included in the analysis; we suggested 30 in this study to cover a 
reasonable unveiling of the relationship structure in the data. For instance, because we 
selected the most frequent compound tenus in the whole corpus, this led to the fact that 
the more we added compound tenns, the more we started to lose the possibility of good 
distribution of co-occunences between these terms across texts. The minimum number of 
the texts should be five times larger than the number of variables, but it is not clear how 
to get the optimum number of the variables to be selected. This not a straightforward 
task, therefore, more experiments should be done in order to investigate the ability of 
defining the optimum number of variables to.be included. 
• There is no single unique solution that results from using this model. The results we 
obtain are derived from the data we process. Any change in the given data (e.g. adding 
more files or more variables) might lead to a slightly different classification from the one 
originally suggested. This stems from the change of variance in the data, and this should 
be taken into consideration 
• The double loading variables sometimes give a confused picture for the interpretation of 
the factor, especially when the loadings are significant on both factors. However, this 
case needs more investigation in order to understand what kind of semantic relationship 
fonns these co-occurrences. The computation of factor scores in this case suggests that 
we simply include the compound term once on the factor where the loading is the highest, 
or omit the inclusion of the variables as a whole. Howeyer, we recommend that the 
inclusion of the variables in both factors could help in differentiating the different uses of 
these compound words. 
Notwithstanding, this will not significantly undermine the good perfonnance ofF A, in terms of 
studying the similarities and variations across heterogeneous texts used by different members of a 
commtmity of practice. The question raised here is, to what extent can these dimensions be 
interpreted in a meaningful way in the domain of breast cancer? This should be claimed and 
interpreted by .members of a breast cancer community including an expert or specialist and a 
patient who has been diagnosed and is being treated with this disease, and this should also be 
suppmted by experts in the knowledge management area to comment on the method we have 
applied to monitor the emergence of a knowledge community through automatically detecting the 
diffusion of knowledge among the different stakeholders in the community. Whether we can 
apply the same method in other domains is also a matter of investigation to ensure the possibility 
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of generalizing our method. The discussion will be summarised by the conclusions and future 
work of our research. 
4.5 Summary 
This chapter presented the results that we have achieved following the method we discussed in 
Chapter 3, which describes what was undertaken in the research work. Since texts offer a rich 
source of knowledge, this research work has adopted a corpus-based approach as a methodology 
that provides a means of handling large amounts of texts in order to extract the communal 
lexicons and their distributions across different stakeholders in a multidisciplinary community of 
practice. This chapter outlines the fact that the key to corpus-based analysis of linguistic output is 
that the frequency of usage of a linguistic unit ....., words, phrases, and grammatical and semantic 
patterns- con-elates with its acceptability within a linguistic conununity. 
After presenting a case study on building a corpus of texts for monitoring the emergence of the 
cancer-care community by examining the language used in the corpus, three sub-corpora were 
presented: the first was written by experts for expe11s; the second by professionals and experts for 
professionals; and the third written by professionals/experts for patients. These sub-corpora were 
used as the basis for all subsequent analysis and investigation throughout this chapter in 
conjunction with the British National Corpus. 
We started with the univariate analysis in order to extract the communal lexicons used by 
community members; the concepts of 'closed' class words as compared with 'open' class word 
were presented. A number of lists of the most frequent words in the BNC and our three sub-
corpora were compiled. This allowed us to determine which te1ms were frequently used in which 
corpora. However, to analyse the fi·equency of the use of a word in one specialist domain as 
compared to its everyday usage, the concept of weirdness was introduced. The computation of 
weirdness is an important step in order to determine the candidate te1111s and terminology of a 
specific domain, because weirdness recognises which of the words are highly frequent in general 
language or related to a specific domain. To be more ce11ain about the termhood, we combined 
linguistic methods with statistical. This chapter also underlines the importance of the notion of 
collocations since the analysis of collocational relations has become an impm1ant tool for lexical 
knowledge acquisition and defining multi-word terms. In order to contrast the frequency of 
specialist compound words across sub-corpora the Mutual Information (MI) measure was used to 
assure us that a compound word is a candidate compound term. Reflecting this measure on the 
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three sub-corpora under investigation, we were able to extract important information on variation 
in the use of the compound words across the tlu·ee sub-corpora. Another important ｭｾ｡ｳｵｲ･＠ was 
also used in this chapter, that of the z-score, which defines terminological expressions or phrases 
that refer to interesting collocations in a specific domain and assist in the construction of the 
system of shared concepts. This variation of the use of terms indicates different purposes of 
sharing knowledge as well as the mutuality of engagement in the subject of interest. 
Since, it is difficult using univariate analysis to define the distribution of the co-occurrences of 
compound terms across the tlu·ee sub-corpora, we also used multivariate analysis and specifically, 
the FA model. The second section of this chapter presented the FA model undetiaken in order to 
define the dimensions of similarity and variation of terms distribution across community 
members' texts. We stat1ed by investigating the relationships between two variables in an 
attempt to detect the co-occurrences among tetn1s across texts. Here, in order to understand this 
kind of co-occurrence relationship, scatterplots were used to analyse the sttucture of data being 
analyzed. The focus was laid on analysing the distribution of the occurrences of these terms 
across texts in the quest to reveal the systematic co-occun·ence relations. 
Next, specific criteria for compound terms were presented before discussing the co-occuiTence of 
these compounds in texts. A detailed study of the analysis results was presented, and a 
correlation matrix was compiled in order to be used as the basis for producing the factorial 
solution. 
The eigenvalues and scree plot was· used to assist in reaching a decision about the optimal number 
of factors used to explain the total shared vm·iance. These factors were rotated before any attempt 
at interpretation. The analysis allowed us to build a factor matrix including the terms that most 
contribute to the factors or dimensions that were extracted, as well as the eigenvalues of the 
factors after rotation and the percentage of the shared variance for all te1n1s. 
The fi:equency of the compound terms was used as an indicator of the strength or weakness of the 
co-occurrence relationship between a given compound term and the dimension as a whole. The 
distribution of compound terms among texts was analysed to enhance the interpretation of the 
dimensions. 
The results obtained suppot1 the premise that different parts of the community share some key 
tetms and use others almost exclusively. We have used a more objective criterion for 
determining which of the terms the different parts of the community prefer that also indicates 
vm·iations in their motivations atld interest that stand behind their engagement to share 
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knowledge. These results indicate the extent of knowledge sharing and diffusing on the one hand 
and identify the emergence of new knowledge on the other. 
A comparative diachronic study of breast cancer research was then presented, where FA was 
applied in order to see if there were any significant co-occunence relationships between the 
compound terms used in texts belonging to two different periods of time that might indicate 
dimensions of similarities and differences. 
Based on using both univariate and multivariate analysis, we were able to present and explain 
how to generate the Spider Model;"The Sui"rey Health Care Spider" is used as a common 
knowledge repositoi·y or a knowledge sharing system that provides and accommodates the needs 
of different stakeholders and community members for transferring knowledge tlu·ough texts and 
for sharing what they find to be valuable and useful. 
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Chapter 5 
5 Conclusions: Evaluation and Future 
Work 
5.1 Introduction 
In this chapter, an evaluation of whether the research work presented in this repmt has 
successfully addressed the main research questions outlined in the research motivation section in 
Chapter 2 will be presented. ｔｨ･ｮｾ＠ conclusions from the results in Chapter 4 using the method 
described previously in Chapter 3 will be drawn and suggestions made for future work in this 
field. 
The evaluation is divided into four sections: the first section will focus, primarily, on whether the 
research results attained in this research work, which was based on the corpus linguistic approach 
are both significant and accurate in the specific domain of 'breast cancer'. This will be based on 
the usage of the Unified Medical Language Systems (UMLS), in order to verify that the eh.iracted 
terms are indeed related to the domain of 'breast cancer'. 
h1 the second section, we will present the outcomes drawn from two interviews with a breast 
cancer specialist and a patient diagnosed with breast cancer in order to see if the output of our 
method has any justification in the real world, this includes the evaluation of the Spider Model. 
Another two interviews with two experts in knowledge management - especially in knowledge 
transfening and sharing - helped in providing a higher-level evaluation of our research work. 
These interviews are conducted in order to present the key points raised by a senior expert in the 
domain of sharing and transferring knowledge and the role played by the language in tlus process 
in order to verify our hypothesis of language, knowledge and community. 
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Then the chapter move to de cribe our te ting of the multivariate analysis procedure we had run 
in other domain ; tunnelling diodes, from the field of emiconductor in order to ee to what 
extent we can generalize our method for application in other domains. 
The chapter ends with a discussion of conclu ion and outline future work that might be 
conducted to continue re earch and development in thi area of tudy. 
5.2 Evaluation: Validating the Term Extraction Method 
Thi ection starts by defining UMLS knowledge source and the auri, and where they may be 
found. The rea ons behind choo ing this ontology for evaluation are also explained prior to a 
di cu sion of the evaluation results. 
UMLS is a medical knowledge ba e maintained by the National Library of Medicine (USA), 
while the UMLS Metathesaurus contains biomedical concept and term from many controlled 
vocabularies and cla sification sy terns used in medical information system . 
UMLS also ｰｲｯｶｩ､ｾ＠ a emantic network that specifies a et of basic emantic type which may 
be as igned to concept in the UMLS Metathesauru , in addition to identifying a et of 
relation hips that may hold between emantic types 10• Detail may be found in Appendix D. 
UMLS i continuously updated with new terms that represent new concepts in this domain; the 
late t version was updated in 2005. Therefore, we chose UMLS for evaluating and verifying 
whether the determined terms are related to the breast cancer domain, the proces being 
illu trated in Figure 29 below: 
-------------{ Term Extraction J 
Figure 29: Evaluation of term extraction with UMLS 
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We checked the most frequent words with high weirdness ratios resulting after analyzing our 
three sub-corpora, in order to define if these words are really terms that represent concepts that 
can be categorised under semai1tic types. We also applied the same method for compound words 
and collocations of the words therapy. Two measures are used in order to evaluate the 
information extraction in general: Recall and Precision. 
Recall is used to detennine how many relevant or useful items were retrieved; it is equal to the 
relevant useful items actually extracted, divided by all the useful and relevant terms that should 
be retrieved. Precision is a measure of how accurate the retrieved items are, and is equal to the 
relevant retrieved items, divided by the retrieved cases. 
Here, we will focus on the precision measure for the first 100 most frequent compound words and 
the collocations of the word therapy and gene in the three sub-corpora. 
In the Expe1t sub-corpus, we found that 20% of the compound words defined did not match any 
semantic types in UMLS, while the other 80% of the words are considered as tetminology related 
to the breast cancer domain. In the Professional sub-corpus, 16% did not match any of the 
semantic types in UMLS. Finally, in the Patient sub-corpus, 13% did not match any of the 
semantic types. The average percentage of errors is about 16.3% in the tlu·ee sub-corpora. 
We have also evaluated the collocations of therapy, and found that 26% of the .high z-score open 
class words did not match any semantic types in UMLS. The other collocations belonged to the 
semantic types Therapeutic and Prevention Procedure. 
In our three sub-corpora, we found that more than 50% of the first 100 most fi·equent words have 
a high ratio of weirdness, and match the rule of the medical suffixes and prefixes and are 
categorized under a semantic category and type in UMLS. 
We based our study on the monitoring of the emergence of a community tlu·ough defining the 
communal lexicons used in order to achieve a shared understanding. We found that more than 
75% of the words used for this analysis that were based on the fi·equency and collocation analysis 
are definitely terms representing concepts fi·om the breast cancer domain, and were categorized in 
semantic types used for conveying information in the breast CMCer domain. 
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5.3 Evaluation: Knowledge Sharing 
In this section, we repmt on a method for evaluating how various communities develop common 
interests and how they share knowledge tlu·ough textual documents, and examine the motivations 
and objectives behind every community in this knowledge sharing/dissemination exercise. 
We dealt with three key communities that are in a sense autonomous in that they operate 
independently of each other, and in another sense are dependent on each other, as the researchers, 
professionals and patients make use of each other's knowledge. This autonomy and 
interdependence have been observed indirectly and exclusively tlu·ough the text archives created 
for and by each of the three communities. The exrunination of the texts was essentially at the 
lexical and lexical-semantic level of linguistic description. The data gathered was subjected to 
univariate and multivariate statistical analysis for ascettaining the commonalities and differences 
between the texts produced. The commonalities and differences were then used as a measure of 
knowledge diffusion within the domain. These findings infonned the development of the 
knowledge management spider. 
In order to evaluate the method of monitoring knowledge diffusion a think aloud protocol was 
conducted with a breast cancer specialist and a patient. The protocol was also conducted with 
two non-medical experts who have a significant interest in inter- and intra-organisational 
communications. The medical expert, the specialist (referred to as SP), is a Consultant in Clinical 
Oncology and the patient (anonymised as PA) has recently had treatment for breast cancer 
including radiation therapy. The inter-organisational expe1t, Professor Bob Malcolm (BM), is a 
specialist in software technologies and has been involved in setting up research and teclmology 
trru1sfer programmes for the UK Deprutment of Trade & Industry; he has worked on major 
software development projects involving the UK govetnment and has mediated between software 
developers, project mru1agers and end-users. The intra-organisational expe1t, Mike Maughan 
(Mlv:l), lectures on knowledge management and is involved in training programmes for improving 
communications between management and workforce at large. 
We begin by describing protocol analysis in some detail followed by the key findings, presented 
separately for each interviewee, of the protocol ru1alysis. The full interview transcripts are in 
Appendix E. We conclude the protocol analysis section by summarising the results and by 
commenting on the advantages of protocol analysis. 
147 
5.3.1 Evaluation Method 
The main premise of protocol analysis is that it is possible to train individuals to verbalize their 
stream of thoughts in a way that does not cause any alteration to the sequence of thoughts 
mediating the completion of a task. This verbalization process can, it has been claimed, generate 
an acceptable volume of data on thinking. h1 order to achieve this, experts or individuals were 
required to think aloud on what they are doing while performing a specific task. This 
verbalization process may lead to an explanation of their thoughts while performing a task 
(Ericsson and Simon, 1993; 'Ericsson and Crutcher, 1991). h1 brief, the main assumption is that 
verbal protocol analysis is a method to collect data about thinking processes by providing 
important cognitive data. 
Protocol analysis has gained wide acceptance in many domains in the last two decades. This can 
be evident fi·om its widespread application in the design of surveys and interviews (Sudman et al, 
1996), and user testing of computer software (Henderson et al, 1995). Other disciplines in which 
protocol analysis is playing an increasingly important role include education (Renkl .1997) and 
the study of knowledge transfer fi·om academic research to patent application in the field of nano-
technology (Al-Thubaity, 2004). 
This research work is mainly about tracing how knowledge is diffused and disseminated among 
different stakeholders within a given community of practice (e.g. researchers, practitioners, and 
patients). -We have argued in this research work that such a community of practice is mainly 
shaped by a communal lexicon, of which the distribution indicates the diffusion of concepts that 
convey knowledge, as well as being deemed to highlight variation in what motivates each 
stakeholder to acquire and share knowledge. 
Therefore, the use of a verbal report was beneficial since our method was text-based; we did an 
analysis of a corpus of texts used in a real case study of a multidisciplinary community of practice 
in breast cancer. The output was presented to a specialist and patient to evaluate if the results that 
we have achieved were meaningful and significant in the real world, and whether our claims 
about knowledge sharing through terminology sharing, claims that were based on lexical 
semantics, could be explained and justified in the breast cancer domain. As a consequence, we 
are trying to elicit and extract knowledge from the specialist verbal report while asking him/her to 
describe and comment on our hypothesis and output. 
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The protocol included questions related to the following: 
(i) the background and experience ofthe interviewee; 
(ii) the impediments of sharing of knowledge within an organisation; 
(iii) the role ofte1n1inology in interaction across specialist communities; and, 
(iv) the effectiveness or otherwise of the spider developed by the author. 
The protocol comprised texts written by the researchers, professionals and patients within and 
across the three communities. The interviewees were asked to identify terms, cross-reference and 
link terms, and comment on the results of the univariate and multivariate analysis. 
5.3.2 Think-aloud Protocol of a Cancer Specialist 
The Research and Development Committee as well as the Health Authority Ethics Committee in 
the hospital where I wanted to conduct the interviews have approved and accepted my evaluation 
process to be run. A letter was addressed to the cancer network manager at this hospital where 
we want to run the interview in, who, in twn, addressed the letter to a Specialist in breast cancer, 
Consultant and Honorary Senior Lecturer in Clinical Oncology at this hospital. The interview was 
conducted at the Cancer Centre at the hospital and was conducted by R. ａｬｾｓ｡ｹ･､Ｌ＠ and the 
proceedings were transcribed (Appendix E-1). The interview was as intensive as possible because 
of the restricted time the specialist was kindly able to grant. The materials used in the interview 
were some figures, tables and the Spider Model. The interview was divided into two sections. In 
the first section, specialist was asked to answer specific questions and to think aloud about the 
outputs and results that we have achieved. 
In this interview, the specialist emphasized three points: first, the crucial role of tenninology in 
the communication between the different stakeholders including researchers and ｰ｡ｴｩ･Ｑｾｴｳ＠ as it 
might potentially create difficulties. His comment was: 
"Yes, definitely, the role of terminology is really crucial in the interaction between us, the 
misundea·standing is dangerous sometimes". 
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However, for him the relationships between patients and practitioners were different, the patient 
becomes more involved in taking critical decisions about the diagnosis and treatments whether it 
was clinical or surgical, "the feedback fi·om the patient is very crucial for the whole process 
including the decisions that should be taken at each step of the treatment, sometimes they get 
confused about the use of some terms", and the patient's awareness of the side effects of every 
process in the treatment was augmented. Thus, the emphasis here, fi·om the patient's viewpoint, 
is on the options of different well-tested treatments used over time, and including an accurate 
medical vocabulary with lots of explanations. Neal suggested that many patients exett a major 
effmt to be included; they try to be intensely involved in the choice and the timing of their 
treatment. He said that: 
"Indeed, radiation and hormone therapy, are widely used in this domain and they are of interest for 
both patients and practitioners, but the patients are informed in detail about these two types and 
chemotherapy as well.' 
From here, the accurate feedback fi·om the patient using accurate medical terminology about the 
symptoms and effects of the treatment is crucial for the development of best practice and/or novel 
research in this field, however, sometimes fatal errors emerge fi·om miscommunications with the 
patient or his/her family members, It is sobering to recall that an approximate number of 16,000 
lives could be saved (p.a. in the UK) if all cmTent knowledge of cancer were properly applied as 
mentioned by cancer research. 
Secondly, there is a gap between research and practice, while researchers focus on inventing new 
ways of diagnosis and treatment; practitioners need to put this into practice. There is no accurate 
way to predict how long it takes to put the novel ideas into practice. From the specialist's 
viewpoint: 
"It is hard to define the time needed to run research into practice. Cancer, in general, is a big area 
of research and specifically breast cance1· is really a considerably vast domain. Some research takes 
almost 10 years to go into practice, such as a certain type of hormone therapy, while some other 
research related to preventing cance1· can take more and more time, or the inheritance of cancer in 
a family history." 
Practitioners need to know what is going on in the research field; their knowledge should always 
be up to date. 
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He also agreed about the preferential use of terminology by each group in the community, as well 
as the dimension of variation among the different stakeholders. 
Finally, Patients can be banned by what they read, so there should be some kind of responsibility 
from the information providers' side, and ethical consideration should be taken into account. 
5.3.3 Think-aloud Protocol of a Patient 
This interview was approved by the Health Authority and Ethics Committee at the hospital; 
however, it was an awkward and difficult task to find a breast cancer patient who would like to 
give us time to conduct this interview. Having mentioned this, a colleague, who has an experience 
in developing breast cancer, kindly gave us voluntarily enough time to run tllis interview. The 
interview was conducted with a patient who had recently been diagnosed with breast cancer and 
was at the time of the interview in the stage of treatment after surgery. Here we will present pmt 
of the interview while the whole interview will be listed in Appendix E-2. 
In the interview, the patient indicated that after the diagnosis, she started to be engaged in details 
about different kinds of therapy that were used at the time to fight against the disease. She said: 
"In the beginning, I used formal sources of finished and revised texts dedicated to the patients, 
patient guides, patient booklets, general information, at a later stage I statted to read texts written 
by patients in order to share their personal experiences." Her essential sources were the Internet 
and the materials given to patients as well as the supportive groups for this disease. She statted 
with the fmmal sources first, and then moved on to the informal such as sharing experiences with 
other patients In the support group or through the Intetnet. She had a real need to share 
knowledge about breast cancer through texts as nobody had been able to give her enough time 
and space between appointments or during appointments for asking and verifying things related 
to breast cancer. 
She emphasized that she has always paid attention to medical vocabulary and tried to use the right 
medical tetminology in order to communicate in an accurate way and to give the right feedback 
about the results of treatment as well as the side effects of the treatments. What she needed to 
know was, firstly, the available options of treatments whether surgical or clinical, what would 
come next in her treatment stages, and the side effects of each kind of treatment, she said: 
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"I have been always keen on using tbe right and accurate terminology in order to communicate well 
with the professionals who will take me mo1·e seriously when explaining the alternative treatments 
available as well as the risk of each case, in addition to p1·oviding the professional the right and 
accurate feedback about the side effects, the symptoms I went through during my treatment stages." 
However, she mentioned that this was not an easy task for her as she commented: "It was not 
easy for me to understand and use the correct tetminology, for that I used online glossary, 
patient's guides, leaflets and formal as well as infonnal supportive groups in order to understand 
exactly what a specific tetm ineans". 
Since she eagerly wanted to be engaged, apparently, she found that there was lack of knowledge 
of the side effects that might occur when a specific kind of treatment was taken. As she 
mentioned: "However, the side effects of each treatment I did not find as I expected" She was 
interested in knowing about the new research undertaken in this area in order to know to what 
extent she could benefit from it. 
She agreed about the familiar use of some tenns such as hormone, radiation and chemotherapy as 
well as the dimension of variation preferentially used by patients, this reflected her interest more 
than the other terms which were not familiar. The Spider Model was a comprehensive design for 
her, for it suggested the flexible flow of the info1n1ation across the different groups of the 
community. 
"The design is comprehensive for me, I found that I can use different ways to search and retrieve the 
documents. It is a flexible design", 
However, she seemed to not be taking into account the ethical considerations of this process. It is 
important to mention here that our Spider Model was tested also by another member in the 
suppmtive group of breast cancer who was a nurse in another who commented positively on its 
comprehensiveness and functionality. 
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5.3.4 Think-aloud Protocol of Experts in the Transfer of Knowledge 
In this section I will report on two interviews carried out by experts in management and in 
software engineering. These experts are in non-medical domains and their views will help us to 
gauge how our method is transferable to other domains. 
We have run the think-aloud protocol with Mike Maughan (MM), where he was asked to 
comment on the two interviews that we had run with the specialist in breast cancer and the patient 
in addition to the outcomes of our methods. The complete interview transcript can be seen in 
Appendix E-3. 
In this interview, MM stressed different key points, patiicularly, the technical rational approach 
that indicates the importance of interaction between research and practice areas in order to answer 
the question that may face the practitioners in a specific domain. He focused on the importance 
of the humat1 being, including the motivatioi1 and interest of each patiy in the community to the 
relationship between research, professional work and practice: 
"The idea that professional work depends for· its success on tbe academic carrying out r·esearch that 
that research is tr·ansferred into the professional domain, and the professionals have the 
responsibility to put it into practice, this is one of tbe shared core technical rationality and one of the 
things he is very critical of." 
He mentioned that in reality at each stage of the transfer of knowledge, from the research domain 
into the practice domain into the patients' domain, the terminology moves, but people 
misinterpret and may face difficulties in using tenninology, he commented: 
"But in reality, at every stage, people are interpreting and misinte•·preting, they are adding in things 
that they came across from elsewhere, and may be they are reinventing terms." 
He agreed about studying texts as a rich source of extractable knowledge, and that can be a good 
indication of the knowledge that is being shm·ed. Having said this, he mentioned that dialogue and 
oral conversation is also considered very importatlt especially in the medical domain: He drew 
two matrixes: the first one for different smis of communication among the different groups: 
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researchers, professionals and patients, while the second is the matrix for authority structure 
among these groups. He also indicated that the Spider Model is comprehensive and can help 
accommodate the needs of each group in the community. 
Another interesting interview was run with Bob Malcolm (BM), where he was thinking-aloud 
about his experience in the area of the transfer of knowledge from academia and research to 
industry, specifically in the area of software engineering. BM was asked to discuss the 
difficulties. that face the sharing and transfetl"ing of knowledge as well as commenting on the 
outputs of the method we used and the technical outcomes of the Spider Model. Here, we present 
BM's views on the difficulty of sharing knowledge, while the full transcript is presented in 
Appendix E-4 
In the interview BM discussed the transfer of knowledge through social interactions in the area 
of sofnvare engineering, the social construction of knowledge is a key issue and is quite central to 
the debate in knowledge management; BM is a technologist and appears uncomfortable with this 
'social science' notion where he stressed the role of the end-user as well as infonnal relationships 
among the different stakeholders. He indicated the conflict of interest and the different systems of 
beliefs among the stakeholders as the most important problems of sharing knowledge, he said: 
Yes, there is an attitude ... I mean it develops into an attitude problem because we get the conflict, 
because nobody ever works it out, the1·e is no common framework within which to discuss it, at least 
except very philosophically, and it never gets I'esolved, so there continues to be this conflict, then it 
becomes an attitude of us and tbem .... 
Having said this, he emphasized the importance of sharing knowledge across disciplines and the 
multidisciplinary nature of a knowledge community. A critical point in the discussion was when 
he gave an example of when a group of computer scientists who were invited to give scientific 
input outside their discipline: "In bioinformatics, just recently in the last year, I was reviewing all 
research progrruns and half a dozen projects for the DTI. And what they have done was to put 
together computer scientists and biologists to try and look to see among other things what 
computer scientists could bring to the modelling of the hwnan body, the liver say, chemical bits 
and pieces by and large biochemical bits and pieces." 
He agreed that ru1alysing texts that extract the shru·ed terms which represent the communal 
lexicons may indicate the diffusion ru1d transfer of knowledge, as well as helping in 
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understanding how a knowledge community is fonned. He also cmmnented on the 
comprehensive design of the Spider Model to accommodate the needs of the different groups in 
the community, and his comment was: 
"I found it very interesting to accommodate the needs of all these groups like this." 
In the next section we will draw a matrix of evaluation of the 4 interviews together in order to 
synthesise the key points from each point of view. 
5.3.5 A Comparison of the Views of our Experts 
Some of our interviewers appeared to take a hierarchical view of organisations in that the expert 
was the primary source of knowledge and knowledge flowed from the experts 'down' into the 
organisation (SP & BM), whereas MM appeared to take a matrix view of organisations - he 
contended that knowledge only develops by interaction between different members of 
organisations at different levels and an expert is but one of the important members of the 
organisation. P A has had to rely initially on experts and her therapists but then she appears to 
have broadened her interaction with other patients - for her whilst the therapists were important 
for her medical treatment at a given moment in time, fellow-patients provide valuable knowledge 
that will help her after the treatment. 
On the whole, our 3 experts understood that there may be a conflict of interest within and across 
organisations due to competition, malice, or indifference to other communities. The different 
views expressed by our interviewees, about how knowledge flows within and across 
organisations, were in agreement with key case studies in knowledge management ranging from 
the classical work of Nonaka and Takeuchi and onwards to the work of Davenport and Probst. 
Our interviewee, MM, suggested that there was a scale -the socio-technical scale - where SP and 
BM appear to be on the technical end of the scale where problems can be solved largely through 
technology. MM himself is on the social end of the scale where solutions depend 
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Table 29: The matt·ix of evaluation 
Difficulty of Sharing Experts Patient 
Knowledge SP BM MM PA 
Terminology Critical problem One oftbe Critical problem Critical 
problems problem 
Knowledge Socio-technical Socio-cultural Mostly with 
Social Interaction transfer between interaction and hierarchy professionals 
researchers and informal and support 
professionals relationships m-oups 
System ofbeliefs N/A Very critical One of the N/A 
problems 
Conflict of interest Critical problem Critical problem Critical problem Oneofthe 
problems 
primarily on understanding the aspirations of the different members of an organisation and less so 
on technological solutions. The patient has sought a technological solution - therapies and 
surgeries- but appears to focus as well on her own experience and that of the fellow workers (see 
Table 29). 
All interviewees agreed that understanding terminology of the different sub-communities within 
the breast-cancer care community is one of critical imp011; P A has had to leani. the terminology 
despite the fact there is a substantial amount of literature, written specifically for patients and 
their care-takers, which is designed to be self-explanatory and terms used where it was essential 
to do so and the meaning of terms was articulated in the texts. 
The terminology extracted :fi:om the texts, and its ontological arrangement, was confirmed by our 
medical expert - as tenns are critical to our analysis and the subsequent automatic clustering of 
the documents according to the communities, we are encouraged to think that our method can be 
applied as well to other domains. 
5.3.6 Evaluation of Method: Analysis of Unseen Texts in another Domain 
This section will attempt to evaluate the domain independency of the FA method; consequently 
another domain was chosen, that of semiconductor teclmology. Al-Thubaity (2004) looked at the 
production of journal publications and patent documents by Professor Leo Esaki, a key figure in 
the field of semiconductor physics. His analysis shows that the possibility of distinguishing 
between research papers and patent documents can be at the level of single and compound terms, 
using univariate analysis. The analysis did not take into consideration the co-occurrence 
1·elationships among a set of terms across these texts, which we proposed in our method as a step 
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of interest required in order to develop a better ｩ､･ｮｴｾｦｩ｣｡ｴｩｯｮ＠ and understanding of the existence 
of communal lexicons and their distribution across the texts. We are trying here to extend the 
method in order to include multivariate analysis to investigate whether we can define a set of 
dimensions of similarity and variation among the research and patents texts to identify to what 
extent knowledge has been transferred from the research arena to the applications domain, or in 
other words to address different parts of the community. 
We applied the use of FA following the steps, discussed in Chapter 3 and as implemented in 
Chapter 4. The compound words, that tneet the criteria to be included in the analysis words over 
the whole corpus of research and ｰ｡ｴ･ｮｴｾ＠ papers, were extracted. 
The tenns included in the analysis are the 20 most frequent compound words to cover at least ten 
compound words fi·om each sub-corpus, these words should meet the conditions of scoring MI >0 
and occur in more than five texts over the whole corpus. 
The factorial analytical results show the clear emergence of 5 dimensions (the optimum number 
of dimensions that have been extracted, after examining scree plot and eigenvalues, account for 
51.41% of the total shared variance) based on the co-occunence relationships among tenns. The 
total number of dimensions that have eigenvalues > 1 was 7, accounting for 72% of the total 
shared variance among the 20 terms (see Table 30): h1 comparison with the first application of 
FA in this thesis, we can see that factor matrix has produced 12 dimensions that were accounted 
for 56% of the total shared variance, it is worth to mention here that the numbers of terms and 
texts included in the analysis are noticeably larger than this case. Therefore the total shared 
variance would be different as it depends on what the data produces. 
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Table 30: The final factor solution where 5 dimensions have been extracted 
Dimension 
Compound terms 
01 20 03 04 05 
semiconductor region 0.81 0.06 0.15 0.03 -0.03 
semiconductor device 0.75 (0.39) (0.33) 0.00 -0.15 
band edge 0.63 0.05 (0.44) (0.30) 0.13 
energy band 0.60 (0.54) (0.55) -0.05 0.05 
molecular beam epitaxy (0.30) -0.06 (0.30) 0.47 (-0.34) 
gallium arsenide 0.14 0.85 0.11 -0.07 -0.05 
ohmic contacts 0.18 0.84 0.21 -0.06 -0.08 
semiconductor materials 0.30 (0.53) 0.64 -0.03 -0.11 
semiconductor layers 0.21 0.13 0.76 0.05 -0.09 
valence band 0.14 -0.03 0.58 -0.01 0.16 
layer thickness 0.03 -0.09 0.06 0.75 0.06 
lnAs-GaSb superlattices -0.02 -0.06 -0.07 0.73 0.01 
electron mass -0.05 -0.07 -0.02 (0.33) 0.61 
magnetic field -0.14 -0.10 -0.19 -0.08 0.63 
resonant tunnelling -0.08 -0.08 -0.02 -0.16 0.52 
Eigenvalue 2.42 2.27 2.33 1.70 1.57 
% of Shared Variance 12.10 11.33 11.64 8.52 7.83 
Cumulative % 12.1 23.43 35.06 43.59 51.41 
Journal and patent texts behave differently with respect to each of the e dimension . The 
dimen ion value based on the mean scores of all the texts in each genre or group show variation 
of use for these group of term (see Table 31 ). 
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Table 31: The final factor solution where 5 dimensions have been extracted 
01 semiconductor device energy band semiconductor region Band edge 
02 ohmic contacts gallium arsenide 
03 semiconductor layers valence band semiconductor materials 
04 layer thickness lnAs-GaSb superlattices molecular beam epitaxy 
05 electron mass magnetic field resonant tunnelling 
Figure 30 bows how dimensions cores for both patent and journals behave with respect to each 
dimension. 
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Figure 30: Similarity and variation between publications and patents 
The explanation of these relationship requires someone who is knowledgeable in this domain to 
define what kind of relationships might explain the co-occurrences of each group of texts. 
The following terms: semiconductor device, energ band, semiconductor region, band edge are 
concerned with the tudy of the energy band properties within semiconductors and how they 
affect the conducting characteristics of the semiconductor device. 
The following terms highly load on Dimension 2: ohmic contacts, gallium arsenide and have to 
do with the study of electrical properties of the ohmic contacts in n-Type Gallium Arsenide. The 
terms which load highly in Dimension 3 are used in the tudy of quantum semiconductor 
tructure and Schottky diodes. The terms loading on Dimension 4 are u ed in the tudy of 
Gallium Arsenide quantum wells grown by molecular beam epitaxy. The terms loading 
ignificantly on Dimension 5 occur in resonant tunnelling phenomena in emiconducting and how 
159 
the electron mass affects the magnetic field it creates. The terms on Dimension 6 are used in the 
study of energy-band structures of Gennanium and Silicon. 
The ANOV A test shows that the difference in means between publications and patents is 
significant at P < 0.0001 for D2 and D3, while for D1, D5 is significant at P < 0.05. 
For D4 the difference between means was not really significant. The reason is that the use of the 
tenn molecular beam epitaxy is high in both patents and publications while the term lnA.s-GaSb 
superlattices is used in publications more than in patents. However, it still tells us about the 
distribution and the lexical choice of the authors when addressing different communities of 
research or industry. We can see the double loadings of some tem1s on more than one dimension, 
although this indicates the plausible inter-relationships between these terms, it also might lead to 
a confusing picture for the interpretation. 
Indeed, these results show that the use of multivariate analysis can facilitate understanding of the 
inter-relationships between these terms and how their distribution across the two sub-corpora 
might indicate the diffusion of knowledge and how it is transferred from research to industry. 
5.4 Concluding Remarks and Future work: 
Knowledge is shared and disseminated among communities of common concern or interest; these 
communities go through life cycles starting with their creation, and ending with their eventual 
extinction. The exchanges within a specialised community and among multidisciplinary 
communities of practice are carried on through specialised languages, languages that are subsets 
of everyday languages. 
When a community develops its special language, new tenns are invented, special restrictions to 
the everyday language are applied, and obsolete tenns are expunged; this leads to the creation of 
a common ground per specialised community, and this eventually enables the conm1unity to reach 
a common understanding of the issues it is interested in, as well as sharing ideas and know-how 
within the community. The language used by the community becomes the container and carrier 
of its knowledge, while it benefits from the creation ofnew knowledge through the invention of a 
new lexicon and the reinterpretation of existing terms. 
Since it is argued that human knowledge is created by the interaction of groups of minds working 
together both implicitly and explicitly, this will help us to focus on two main types of knowledge 
communities; the homogenous and heterogeneous or multidisciplinary Community of Practice. 
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By ｦｯｬｬｯｷｩｾｧ＠ corpus linguistics methods in investigating and analysing texts created by these 
communities, it will be possible to monitor the emergence of communal lexicons used for 
communication and to explore how these lexicons are built. The Corpus linguistics approach 
helps to study language as evidence of use. In order to implement this approach, a corpus of texts 
for monitoring the emergence of cancer-care communities was developed including tlu·ee sub-
corpora (patients, professionals and experts). Using these three specialised sub-corpora in 
conjunction with a general language corpus allowed us to determine which te1n1s were fi·equently 
used in which corpora and to detennine the candidate terms and terminology of a specific 
domain. The sub-corpora were subjected to univariate and multivariate statistical analysis as well 
as using some natural language process techniques in order to ascertain the commonalities and 
differences between the texts produced. The commonalities and differences were then used as a 
measure of knowledge diffusion within the domain. This also enabled us to extract important 
information on the variation in use of the compounds across these sub-corpora which relates to 
their diversity and indicates different purposes of sharing knowledge as well as the mutuality of 
engagement in the subject of interest, in addition to defining terminological expressions or 
phrases that refer to interesting collocations in a specific domain that reflects their purposes of 
mutual engagement. We summarize the c?nclusions of our research in the following section. 
5.4.1 Concluding Remarks 
We can summarize some points that we conclude fi·om the results of our research: 
First: language shapes community as well as community shapes language, and this inter-relation 
can be computerized through analysing the trace of knowledge; the texts written and read by the 
different stakeholders or community members. 
Second: The diffusion of knowledge in a multidisciplinary community of practice is facilitated 
thorough developing a common ground that includes the use of communal lexicons, and indicates 
the shared interest and understanding among community's members. 
Third: Based on the corpus linguistic approach, natw·allanguage processing teclmiques, and by 
combining univariate and multivariate statistical analysis, an algorithm was developed and 
implemented, the con\munal lexicons were extracted and their distribution of use across the 
member of the community's texts were detected and evaluated, and the need for expe1t 
involvement in the creation of this model has been reduced. 
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Fourth: The variations in the usage of communal lexicons extracted from each community 
member's te}..is refer to different motives and goals for sharing knowledge: 
Expett corpus shows more fi·equent use of the new tenns that indicate novel ideas 
Professional corpus indicates more fi·equent use of tenns representing. the practical 
aspects of knowledge. 
• Patient corpus displays more interest in using terms that represent well-established and 
tested concepts where the risk is entirely determined. 
Fifth: The Spider Model assists in the facilitatimi and exchange of the shared knowledge among 
various levels of stakeholders. This model is based on building a common shared knowledge 
repository system. 
Contributions: The main contribution of this thesis is a novel approach in the automatic 
monitoring of a multidisciplinary community of practice in a specific domain. The outcome of 
this research, hopefully, is able to usefully assist in and contribute to: 
• Research in investigating the relationship between language, knowledge and conununity. 
• The monitoring and prediction of the emergence of a knowledge community. 
• Facilitating the transfer and sharing of knowledge in a multidisciplinary kind of a 
knowledge community. 
• Assisting in the construction of shared ontology among different stakeholders in a 
community of practice based on the communal lexicons. 
• The detection of texts gem·es based on the content of knowledge and the audience 
orientation. 
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5.4.2 Future Work 
This research work can be extended to investigate the diffusion of knowledge in other domains 
and predict the emergence of a knowledge community. A strong potential candidate is the 
financial domain where different groups, including analysts, investors with different levels of 
experiences; companies with varying goals and motivations share their knowledge of the stock 
markets, in addition to other different factors affecting the transfer of knowledge especially the 
news and the critical times in which to get the right knowledge. 
Additionally, this research work can be used as the basis for studying the oral communication or 
dialogue ｡ｭｾｮｾ＠ different stakeholders in order to ｩｮｶ･ｳｴｩｧｾｴ･＠ the amq:iguity, misuqderstandings 
and misinterpretations that impede the sharing of knowledge in a multidisciplinary community of 
practice in order to create a shared ontology that facilitates shared understanding and enhances 
the automatic facilitation and explanation of texts. The work undertaken in this research will be 
continued towards improving the automatic detection of genres for the classification of texts 
based on both the contents of knowledge as well as the style of writing. This could lead to 
improving the use ofF A or the investigation of other multivariate statistical techniques such as 
multi-dimensional scaling or cluster analysis. 
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Appendix A 
A-1 Sources of the selected texts in the breast cancer corpus: 
Experts: 
http://www.ncbi.nlm.nih.gov/entrezJguery.fcgi?db=PubMed 
http://breast-cancer-research.com/ 
http://www. cbcrp.org/research/ 
http://www .nfcr.org/ 
http:/ /vvww. icr. a c. uk/ 
www.sperience.org/blog.shtml 
Professionals: 
www.cancer. gov 
http://www .cancerindex.org/ 
http://www. breastcancercare.org. uk 
http://www.library.nhs.uk 
http://www .nbcc.org.au/bestpractice/ 
http://www.ncbi.nlm.nih.gov/entrezJguery.fcgi?db=PubMed 
http://www.medline.com 
Patients: 
http://www.cancer.gov 
http://www-BreastCancerAnswers.com 
http://www .lifetimetv. com/reallife/bc/pledges/bc mast pl edge.html 
http://www .oreilly.com/medical/breastcancer/ 
http://www. bco.org/text.asp?page= 1 &noredirect= 1 
http://www. breastcancer.org/ 
http://www.sharedexperience.org/support.lass 
http://www .cancerfacts.com/ 
http://www .komen.org/ 
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Appendix A 
A-2. An example of common prefixes of medical terminology (from 'a' to 'c') 
Medical prefix Laymen's terms Medical prefix Laymen's terms 
a-, an- rMthout carpo - wrist 
ab - away from caud- tail 
ad - toward centi- hundredth (100th) 
aden- gland cephalo- head 
al- like, similar cerebra- brain 
amyl- starch ceiVic- neck 
angio- vessel (blood) chiro- hand 
ankyl- crooked, looped chole- bile 
ante- before cholecyst gallbladder 
anti- against chondro- cartilage 
arteria- artery circum- around 
arthro- 'oint col- colon 
asthen- tweakness, lack colp- vagina 
aud-, aur- ear, hearing contra- against 
bar-. tweight cart- covering 
bi- both, two coxa - hip 
brachia- arm costa- ribs 
brady- slow crania- skull 
bronchi-, broncho - bronchial cubitus- elbow, forearm 
buccal- cheek cut- skin 
carcin- cancer cysto- bladder, sac 
cardiq- heart cyt-, cyte- cell 
Source: http://ec.hku.hk/mtldictiona.htm last accessed 10-12-2005 
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A2- An example of common suffixes of medical terminology 
Suffix Meaning Example 
-aiQia Pain Talalgia, ankle 
-cele hernia Gastrocele, stomach 
-dynia pain, swelling Urodynia, urine 
-ectasis dilation, expansion Bronchiolectasis, bronchus 
-(a}emia Blood leuk(a)emia, white 
-gen producing, beginning Carcinogen, cancer 
-iasis abnormal condition, formation of, presence of Cholelithiasis, gall stone 
-itis inflammation Hepatitis, stomach 
-malacia Softening Osteomalacia, bone 
-megaly Enlargement Splenomegaly, sJ?]een 
-oid Resemble Fibroid, fibres 
-om a Tumour Adenoma, g]and 
-osis abnormal condition, Dermatosis, skin 
-pathy disease Nephropathy, kidney 
-Q_enia decrease, deficiency Erthyropenia, red (cell) 
-phagia eating, swallowing Dysphagia, difficult 
-2_hasia speech _Aphasia, without 
-ptosis prolapse,falling dropping Blepharoptosis, eyelid 
-rrhage burst forth Haemorrhage, blood 
-rrhoea dis·charge, low of watery stools diarrhoea 
-rrhexis Rupture Enterorrhexis, intestines 
-sclerosis hardening Artheriosclerosis, joints 
-spasm involuntary Bronchospasm, bronchus 
-gram record of data Encephalogram,brain 
-graph instrument for recording Cardiograph, heart 
-graphy act of recording data radiography 
-meter instrument for measuring Craniometer, cranium 
-me try measurement of Audiometry, audio 
.(hearingl 
-scope instrument for viewing Laryngoscope,arynx 
-desis binding,stabilization Pleurodesis, pleural 
membrane (lining of the 
lung) 
-rrhapy suture Arteriorrhaphy, artery 
-pexy fixation, suspension Gastropexy, stomach 
-plasty Formation. plastic repair Rhinoplasty, nose 
-clasis to break down, refracture Osteoclasis, bone 
-lysis loosen, free form adhesions destruction Enterolysis, small intestine 
Source: Gyls, B.A. & Wedding, M.E. (1983). Medical Terminology: A Systems Approach. Philadelphia: F.A. Davis. 
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Appendix C. 
Ethical considerations. 
Various national, regional and international commissions or institutions have invested a great deal 
of attention and thought to the issue of ethical considerations in the health-domain h1formation 
and Communication Technology (ICT) sector. The use of ICT, and particularly the Internet, has 
caused a major paradigm change in the way patients and individuals deal with their health related 
problems. On the one hand, access to new information and expert opinion on their health 
problems has vastly improved; on the other hand, new challenges have evolved facing those 
patients and individuals. The issues of privacy and. ｳｾ｣ｵｲｩｴｹ＠ are addressed on two different 
platfonns: a technical platform and a sociological one (Ethics Online, 2005)11• On the one hand 
there is a need to establish the teclmical means and know-how that ensures privacy and security. 
These means are collectively known as Privacy Enhancing Technologies, and they include: 
encryption of data, pseudo-anonymisation, database dilution, and query monitoring. On the other 
hand, a conscientious effort should be exerted to address the sociological dimension to privacy 
and consent. Rodrigues (2000) 12 points out that privacy involves many aspects; the emergence of 
health data banks has given rise to fears related to privacy, right of access, and intended use of 
personal data. Furthennore, authenticity, reliability, and accuracy of the health-related 
information available on the more than 20,000 health websites that are available have become 
major issues. To ascertain the credibility, motives, sponsorship, and eventual conflicts of interest 
of health related websites is an extremely difficult task. 
According to the World Health Organization (WHOY3 and Codes of Ethics (online) a number of 
organizations, government agencies, and scientific publishers have been active in the 
establishment of standards and methods to measure and assure credibility of health websites. 
Quality-assurance methodologies range from peer-review and professional authorship to open 
discussion in an open moderated or non-moderated forum and many approaches have been 
proposed in the evaluation, categorization, and labelling of health websites, the central issue 
being how to best protect the public interest. The WHO identifies the challenge as defining and 
11Ethics online, (2005) available at: http://www.iit.edu/departments/csep/codes/health.html 
12 Rodrigues RJ. (2000) Ethical and Legal Issues in Interactive Health Communications: A Call for 
International Cooperation. JMJR .Vol2(No.l): e8 Available at: http://www.imir.org/2000/lle8 
13 Available at http:/ /www.who.intjenf.Qast accessed for the links (1/2/2006) 
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implementing concepts, such as public domain contents and universal access to networks and 
services, and promoting public welfare, while encouraging private initiatives and protecting 
human dignity, personal rights, fair use, intellectual property rights, and rightful economic 
interests. 
Traditionally, local standards are considered the benclunark against which health practice is 
evaluated, and they detennine the parameters for eventual litigation. As long ago as 1992, 
Oz,(l992) claimed that guidelines regarding the ethical and legal aspects of knowledge sharing 
systems in the medical domain are in the process of being developed by national and international 
trade, professional, and technical organizations and by national regulatory agencies. Licensing 
and professional standards of care providers and regulation of e-commerce is done in many 
countries on a regional or state level. Validation of professional licensure, alternative and non-
approved health practice, contending with fi·audulent practice and misleading claims, regulation, 
and legal jurisdiction problems on a national and international basis are major regulatory and 
quality assurance problems in these circumstances. Ethical and regulatory questions and national 
and international legislation addressing the many issues related to quality of information on the 
Intetnet, e-commerce, and telemedicine are a matter of present concern of many international 
organizations. The United Nations, and particularly UNESCO, the International 
Telecommunications Union (ITU), the World Health Organization (WHO), the World Trade 
Organization (WTO), regional trade blocks (European Community, NAFTA, :MERCOSUR), and 
multilateral agencies such as the World Bank and the Inter American Development Bank have 
been in the forefi·ont of initiatives directed to the promotion of exchanges in this area. 
Rodrigues (2000) insisted that these urgent and controversial issues must be addressed not just 
fi·om the viewpoint of legal or commercial interests but jointly and comprehensively by 
intetnational organizations, national and international scientific and teclmical societies, service 
providers, industry organizations, and users' interest groups. The United Nations specialized 
agencies, government organizations, independent and non-aligned consensus groups, and 
trustworthy service and content providers are particularly well positioned to spearhead the 
discussions leading to the development of innovative policies for this area and the establishment 
of an ethical code of conduct focused on content, advertising and privacy issues, and fraud 
detection. These policies and codes, Rodrigues continues, should be designed to ensure that 
consumers are provided with health information that is reliable and safe, and that all parties 
involved in ICT in the health domain issue are aware of the considerable ethical concerns related 
to this domain. 
183 
Appendix D. 
D-1. Current semantic types in the UMLS 
Entity 
Physical Object 
Organism 
Plant 
Alga 
Fungus 
Virus 
Rickettsia or Chlamydia 
Bacterium 
Archae on 
Animal 
Invertebrate 
Vettebrate 
Amphibian 
Bird 
Fish 
Reptile 
Mammal 
Human 
Anatomical Structw·e 
Embryonic Structure 
Anatomical Abnormality 
Congenital Abnormality 
Acquired Abnormality 
Fully Formed Anatomical Structure 
Body Part, Organ, or Organ Component 
Tissue 
Cell 
Cell Component 
Gene or Genome 
Manufachu·ed Object 
Medical Device 
Research Device 
Clinical Drug 
I [Entity] (continued) 
I [Physical Object] (continued) 
1 Substance 
I Chemical Chemical Viewed Functionally 
I Pharmacologic Substance 
I Antibiotic 
l_i: Biomedical or Dental Material 
Biologically Active Substance 
i Neuroreactive Substance or Biogenic Amine 
i Hormone i I Enzyme 
i Vitamin 
l Immunologic Factor I Receptor 
1
1_
1
! Indicator, Reagent, or Diagnostic Aid 
Hazardous or Poisonous Substance 
Chemical Viewed Structtu·ally 
I Organic Chemical 
l Nucleic Acid, Nucleoside, or Nucleotide 
l'
,l. Organophosphorus Compound 
Amino Acid, Peptide, or Protein 
Carbohydrate 
I Lipid i Steroid 
Eicosanoid 
Inorganic Chemical 
Element, Ion, or Isotope 
Body Substance 
Food 
Source: http://www.nlm.nih.gov/research/umls/[ Last accessed 12-05-2006] 
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D-2 Current Relations in the Semantic Network: 
is a 
associated ·with 
physically_related_to 
patt_of 
consists of 
contains 
cotmected to 
interconnects 
branch of 
b:ibutary _of 
ingredient_ of 
spatially _related_to 
location of 
adjacent_to 
SUll'OUildS 
traverses 
functionally _related _to 
affects 
tnanages 
treats 
disrupts 
cmnplicates 
interacts ·with 
prevents 
brings_ about 
produces 
causes 
[associated_ \Vith] (continued) 
[functionally_related_to] (continued) 
petfonns 
catries_out 
exhibits 
practices 
OCCUl'S in 
process_of 
uses 
tnatlifestation of 
indicates 
result of 
temporally_ related _to 
CO OCClU'S \Vith 
precedes 
conceptually _related_ to 
evaluation of 
degree_of 
analyzes 
assesses effect of 
- -
tneasuretnent of 
tneasures 
diagnoses 
property_ of 
derivative_of 
developtnental_ form_ of 
tnethod_of 
conceptual_patt_ of 
issue in 
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Appendix E. 
E-1: Interview with a Specialist in Breast Cancer Domain. 
The interview was conducted at the Cancer Centre the hospital, 23 August 2005 with a specialist 
and consultant and honorary senior lecturer in clinical oncology at the cancer center in the 
hospital; the interview lasted for around 40 minutes. 
Interviewer: Could you please describe briefly a clu·onology of events of breast cancer research 
between 1980-2004. I give you a range of dates (e.g. early eighties or late nineties) so that you 
will tell me what you think would be the major developments and/or discoveries in those time 
periods concen1ing the diagnosis and therapy of breast cancer. 
The specialist: During eighties the interest was so high with genetics cancer research that 
focused on p53 gene, p53 protein and p53 mutations. in research papers and conferences, while 
the interest has been decreased in that area during, the last decade where the big development was 
in the area of cancer genetics. The discoveries of the two genes BRCA1 and BRCA2 were in the 
area of diagnosis of breast cancer, and becoming more and more focused on discovering the 
BRCAl, BRCA2 genes and their mutations, and the link between ovarian and prostate. 
Interviewer: Could you please draw on your experience and interests and give a brief 
explanation of how you think knowledge about cancer is transferred and shared among the 
different stakeholders (researchers, practitioners, and the end-user). Additionally, what are, the 
difficulties and challenges facing the transfer/sharing process and how this process could be 
facilitated in order to transfer useful knowledge to the right person at the right time. 
The specialist: Basically, we have a kind of interaction between researchers and clinical 
professionals, we meet in conferences, workshops ..... etc, we find sometimes that we used 
different terminology that are not necessary clear for each of us, sometimes there is variation in 
our interests, as we focus more on clinical aspects and what is in its way to practice, while they 
are more interested in the research prut, that need time to be used by us. 
While with patients, the terminology is considered also as an impmtant matter, the patient now 
needs to be involved in the whole issue related to each step of his or her treatment. the feedback 
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from the patient is very crucial for the whole process including the decisions that should be taken 
at each step of the treatment, sometimes they get confused about the use of some terms. 
Generally, patients sometimes get to be harmed by what they read, in that case it is impm1ant here 
to mention that someone should be responsible for the content of the knowledge addressed to the 
patient, as well as the harm: that may be caused as a consequence of the letters we send them 
about their health situations including the diagnosis and their disease. 
Interviewer: You stressed the role of terminology in the interaction between every part. 
The specialist: Yes definitely the role of terminology is really crucial in the interaction between 
us, misunderstandings can be sometimes dangerous. 
Interviewer: So what do you think the gap is between research and practice and how could it be 
underestimated? 
The specialist: It is hard to define the time needed to run research into practice; Cancer, in 
general, is a big area of research and specifically breast cancer is really a considered domain. 
Some research takes like 10 years to go into practice, such as kinds of hmmone therapy, while 
some research related to how to prevent cancer can take more and more time or the heritage of 
cancer in a family history. For instance, gene therapy is still in the research phase. while the 
professionals are waiting to see the positive results to be applied. The right feedback could 
facilitate the research process. 
Figure 15 was shown to The specialist which shows the collocations of 'therapy' 
Interviewer: Can you please rank the collocations of the te1m therapy based on the interest of 
each group, and comment on whether all these terms are relevant to breast cancer domain. 
The specialist: I would say that, gene therapy and BRCA 1 gene therapy are still in the research 
phase, they are no longer used in the practice, while endocrine, tamoxifen. adjuvant and 
neoadiuvant therapy are the centre of the practitioners' interest. Indeed, radiation and honnone 
therapy, are widely used in this domain and they are of interest for both patients and practitioners, 
but the patients are infonned in detail about these two types and chemotherapy as well. 
Well, basically, all these terms are used in breast cancer, but some of them also are not uniquely 
used in tllis kind of cancer, they are used to treat other kinds of cancer, such as chemotherapy and 
radiation 
Table 22 and Figure 25 were shown The specialist the results ofmeasuresfor dimensions 
similarity and variation 
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Interviewer: Can you decide whether some specific tenns are related to both research and the 
practice area, and if there any semantic relationships between the terms underline dimension one 
factor and whether you would be able to cluster some terms together, based on semantic 
relationships. 
The specialist while observing the Table 22 said, 
The specialist: [while observing Table 22] Yes, the causality relationship in that mutated or 
mutations in BRCA 1 genes may cause ovarian cancer. 
Lets see D2; well, the protein made by· the BRCAl gene is involved in the repair of the damage to 
DNA. 
In D3, yes, oestrogen recepto_rs .and. progesterone receptors are kinds of hormone receptors that 
affect the response to endocrine therapy. D4 is similar in a way to Dl, it focuses on· gene 
mutations but we have here the gennline mutations in the BRCA2 genes, as well as BRCA 1 that 
are associated with the development of breast and ovarian cancers. D5, two kinds of carcinoma 
lobular and ducal carcinoma. In D6, radiation therapy is used to the lymph nodes in order to kill 
cancer cells and shrink the tumour, actually both radiation and hormone therapy are used together 
to kill cancer cells after surgery. D7 shows the adjuvant therapy that includes different kinds of 
therapy to decrease the probability of recurrence of breast cancer. 
Table 23 was shown to The specialist and asked to order the clusters based on the interest in the 
each group, while he was observing it, he said: 
The specialist: D 1, D2, D4 are a part of the research interest area, however, the professionals and 
patients sometimes do ask about genetic testing to know the kind of breast cancer the patients 
develop but it is not their major interest, D2 and D4 are more for research interest, for my interest 
as professional, I would have D3, D6, DS, D7. For the patients I would say D6, DS, D7. This is a 
reasonable order for me. 
The Spider Model was shown and explained to The specialist , who was asked if that can 
facilitate the transfer of knowledge across different stakeholders in the breast cancer community 
and build without a direct involvement of domain experts. 
The specialist: Well, I think it can ... I think it is good to facilitate that. 
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E-2- Interview with a patient. 
The patient was recently diagnosed and being treated with breast cancer, the interview lasted for 
90 minutes. 
Interviewer: What are the sources of infmmation you used in order to acquire the knowledge 
related to your disease? 
The Patient: I started to look the leaflets I was given by my doctor, stm1ed to look the 
recommended electronic websites that aimed are at the patient levels and, in addition to the book, 
I got to know about them tlu·ough the intetnet 
Interviewer: What are the types of texts you used to read? 
The Patient: In the beginning, I used formal sources of finished and revised texts dedicated to 
the patients, patient guides, patients booklets, general information, later stage I have stat1ed to 
read texts written by patients in order to share their personal experiences with other patients 
including the stage of diagnosis, treatment and side effects they went tlu·ough. I was involved in 
formal and informal suppm1ive groups. The formal breast cancer group includes: other patients 
with different stage and type of the disease, professionals and specialists in breast cm1cer domain. 
We meet regularly to shm·e our knowledge as well as experiences about breast cancer, while the 
infmmal group was fmmalized tlu·ough the inte1net, we used to chat, discuss and shm·ing 
knowledge online. 
Interviewer: What m·e the difficulties you faced in order to be involved in sharing knowledge 
about your disease. 
The Patient: I was always keen on using the right and accurate tenninology in order to 
communicate well with the professionals who will take me more seriously, when explaining the 
alternative treatments available as well as the risk of each case, in addition to providing the 
professional with the right and accurate feedback about the side effects and the symptoms I went 
through during my treatment stages. Having said this, using the accurate tenninology is crucial 
because misunderstandings might cause a problem of danger. It was not easy for me to 
understand and use the correct terminology, for that I used online glossary, patients' guides, 
leaflets and fonnal as well as informal suppmtive groups in order to understand exactly what a 
specific term means. 
Interviewer: Did you say that you have been mislead by the infmmation you have been had 
access to? 
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The Patient: Sometimes yes, I used to read the teh.is aimed at patients, and started with official, 
academia, charities and trust worthy websites. The different sources of knowledge could help to 
assw·e that what I have read is concen1ing my case. The sources of knowledge that I used help me 
to be familiar with most of the infonnation I went through. However, the side effects of each 
treatment I did not find as I expected to. Indeed, I have some friends I used to see them in the 
supporting groups who depressed and confused about what they read through the Internet 
regarding their cases. 
Interviewer: What is the priority for you to know about your disease? 
The Patient: What I want to know at the first stage is: 
• If the type of cancer I developed is treatable or not? 
• What are the percentage and the cases of ｳｵ｣ｾ･ｳｳ＿＠
• How long it will take to see the results? 
• The potential treatments that are being used to deal with my case. 
• How could I be affected in both short and long terms? 
• The right questions to ask my doctor 
Figure 25 and Table 22 were shown to the patient 3 and ask to order the clusters based on her 
interest, while she was observing it, and asked what the familiar ten11s for her to identify are. 
Interviewer: Are you interested to know about the new research in breast cancer? 
The Patient: I was interested to know about new research for the purpose of may be benefiting 
from it. The interest is related to what extent the research can be going into practice to deal with 
this disease. 
The Patient was shown Spider Model prototype and asked to use the database document in order 
to comment on its ability to accommodate her needs: 
The Patient: The design is comprehensive for me, I found that I can use different ways to search 
and retrieve the documents. It is a flexible design. I would like the system to be able to accept 
different groups to read each other's documents and comment on them, like expetts and 
professionals, as well as the ability to accept that any subject can be discussed by the different 
groups and to integrate all the components in one window. 
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E-3- Interview with the Expert in Knowledge Management: Mike Maughan. 
Mike Maughan is an expert in the knowledge management domain, the interview was conducted 
at the School of Law at University of West England in Bristol, in 18- Nov-2005 at 1:00PM, the 
interview duration was 2 hours. The interview was conducted by two interviewers Professor 
Khurshid Ahmad and Rafif Al-Sayed. 
Interviewer 1: The purpose of this meeting with you today, what we like you to do is to read 
some interviews we have conduced on the evaluation of her methodology; we have already 
interviewed a patient who is actually a communication teacher in the department, that is good, so 
knows about writing; how people write and communicate, you know about writing and 
communication, you also know about management, 
Please read the protocol analysis that we have done with a consultant and patient and tells us few 
things about it, so you are the evaluation of higher evaluation. Our claim is that texts remain, by 
analyzing the texts you will get some ideas about whether knowledge is shared or not, and the 
other thing we are coming to you about is that although, I believe in very hierarchal structure, 
while you believe in more metrical structure that people go around 
Interviewee: Actually, I believe the two things coexist 
Interviewer 1: Yes exactly, in my mind scientific mind, I believe that something is before the 
other, we are interested in the notion of conflict, first read the protocol analysis, and then we will 
ask you some questions. 
Interviewee: This is thing I'm interested in 
Then, the Interviewee was shown the think-aloud protocol run with the specialist in breast 
cancer. 
Interviewer 1: What your main conclusion of what the doctor said? What did he say about the 
patients do you? 
Interviewer 1: What did he say about the patient, would like to have skim on it? 
Interviewee: As I recall, he was agreeing about on the relationships more or less that he has 
found. He has given what we would call as a typical technical rational approach to the 
relationship between research and professional work and practice, and that is very standard what 
he is talking about. 
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Interviewer 2: Can you comment more on this, please? 
Interviewee: Yes, the idea that professional work depends for its success on the academic 
carrying out research that that research is transferred into the professional domain, and the 
professionals have the responsibility to put it into practice, this is one of the shared core teclmical 
rationality and one of the things he is very critical of. Donald Shire, on reflecting practice, he 
describes that kind of approaches to professional work as coming from the high ground, where he 
. said that most practitioners actually work what that called the swamp. So, that the problem is that 
they confron,t don't come to the ready made in the way that comes to you when you were 
actually learning where you were in your business school or your medical schools the problem is 
more related very specifically to the kind of research, so the problems are circumscribed by the 
research work that have done reflecting practice, but when you are in practice, in this case 
patients might come to you presenting the whole range of things that may not fit the paradigm 
that what you have learned and is based on research. That is what he was concerned about. 
Interviewer 1: Can you please read the paragraph of the specialist' views on patients and 
terminology, Can you reflect on that please? 
Interviewee: This actually was quite interesting, the idea that patients can be hatmed by what 
they read, the idea that either that it does not present them with solutions to the questions they 
meant to ask and may be getting harmed in the sense their expectations are not meant, and may be 
even worse, they are not given information; I assume that it they are not given information that is 
incorrect, but information that they found it possible to misinterpret or to act on. 
Interviewer 2: And may be it is not related to their case. 
Interviewee: May be it is not related to their case indeed, and that goes back to what I was saying 
earlier that professionals are taught to solve ｰｲｯ｢ｬｾｭｳ＠ based on the research and the way they are 
taught, there is a well-known quote from Gareth Morgan:"If all your tools are a hammer then all 
your problems have to be nails", and that quite a powerful idea. 
I think, someone should be responsible for the content of knowledge addressed to the patient now 
if sitting here in the law faculty there is absolutely no question that a lawyer is responsible for the 
infon11ation he gives to the client; I am presuming that the same is not necessarily true to what the 
doctor provided during his relationship with patient. 
Interviewer 2: But sometimes the patient read something through the Internet which is out of the 
relationship between the patient and doctor. 
192 
Interviewee: Yes, Ok, that is obviously a case. I am not quite sure what you are suggesting, he 
said that someone should be responsible, is he suggesting something, did he say that someone 
should be allowing that those web sites should be licensed? 
It seems to me that this is something that all professionals now have to live with, there is all kinds 
ofinfmmation on the Inten1et some ofthem are rubbish and some are very good. 
Interviewer 1: Then he goes on to say that tenninology is really crucial somebody who knows 
about writing and technical subjects, what is his technical rational background, how does that fit 
into that background? 
Interviewee: From a Technical Rational perspective you will be entitled to assume that 
tenninology moves from the domain of research into the domain of practice into the domain of 
patient understanding with no problem. But in reality, at every stage, people are interpreting and 
misinterpreting they are adding in things that they came across fi·om elsewhere, and may be they 
are reinventing terms. 
Interviewer 1: Having tenninology gives you some sense of power? Lets look it in more 
charitable way, I mean I invent a term to be precise and unambiguous and hoping that once you 
pick up that you will be able to exchange information that is one side of it, the other side that 
empowers me. 
Interviewee: of course it does, it does empower you because you are setting the terminological 
agenda, I as a patient or as a client I'm not taking prui of any of this, this should be given to me. 
So yes I am disempowered in a sense, it has to be given so I am disempowered on a sense 
whether it is something that bothers me pruiicularly I do not know. 
Interviewer 2: Tlu-ee levels we have experts, professional and patients, or three points in the 
triangle, who is empowered by this most? 
Interviewee: It is a hierarchy, I don't know! Because in the medical profession, I don't know 
what the relationship is between expe11s or reseru·chers and practitioners. Cetiainly, we know, for 
example, that the legal profession is very powerful indeed, and they don't control but they 
sponsor a lot of research themselves, so they set to a large extent the research agenda, not entirely 
but in an impmiant way, they set the research agenda, that of material that ends up on the 
practitioner's desk. I don't know of this is analogous to the medical profession, I do not know if 
that is the case in medical research, it cetiainly happens but I just do not know whether the British 
Medical Council itself, what kind of power it has as representing the professionals, in 
empowering research, it must have some kind of hierarchy as such it must have some ... and then 
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you've got the cancer research charities, then you've got the British Medical Council kind of as a 
broker between the two in ru1 informal sense. 
T11e interviewee was asked to read The specialist's opinion regarding the preferential use of the 
collocations of the word (therapy' across expert, professional and patient' texts (Figure 15) 
Interviewer 1: Actually, what we were looking for is how we find tetminology signatures the 
expert predominant use of terms in one genre, can have a look and again judging fi·om your 
technical rational background or context and tell me what do you see here? 
Interviewee: BRCAJ gene therapy, they are not used in practice, that would follow that 
tetminology at the research phase would not have got down at the level of the practitioner, and 
things that are in use would have. What he is describing there is what the organization chart will 
tell you and that how is supposed to happen, but all organization chruis are often misleading, the 
boxes are overlapping the boundru·ies are very fuzzy 
And if you have a hierarchy you will always find that names of boxes in the same level names in 
boxes at some level don't have the same power, so you give me the pruiy line that is my reading 
of it. And inevitably, I can see the logic behind how it works and having recently experienced 
hospital treatment. I can to some extent reflect on what happened to me. 
So I had a hemt attack, and I did not know what a heart attack was until after three months after I 
left hospital, when I was going on a course, it was the first time ever I knew what heart attack 
was, it has been different fi·om what I thought it was. 
But I did not know that someone told me what a heatt attack was what it was so you might say 
exactly. So you might say this is exactly what was happening in the realm of coronary heart 
disease. But I atn using tetminology that actually ...... .. 
Interviewer 1: so, you were in a hospital bed as a patient too, and you were sunounded by 
professional or health cm·e team including doctors, nurses, and of course experts like consultant 
because, they also do research on different cases . ... 
Interviewee: yes, the consultant was a Professor. 
Interviewer 1: How does it feel like? Do you feel that they had transpru·ent communication all 
the way down to you? 
Interviewee: No not at all, well, there was really little relationship between expeti at1d patient it 
just happened that my consultant was a professor and did some research but he never mentioned 
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it. The information gatekeepers here are professionals: they can give or can withhold information 
tome, 
Interviewer 1: And the expert is his own gatekeeper among his peers. So it is a hierarchy of 
gatekeepers. 
Interviewee: Yes it could be, the doctors of course are not the only professionals, and there are 
nurses. Some of the medical team that attended to us were much better than others. It is quite 
clear, there was a very strong hierarchy even among the tean1, it was feudal pretty much. And 
certain professionals won't tell you things, and my take on that was that they were not confident. 
My take on that was they were not confident. The guy who was to me the most infmn1ative was 
the registrar. He answered every single question that I asked him immediately and with an air of 
authority. 
Interviewer 2: What about the use of terminology, did you face any problem? 
Interviewee: Actually, I did not know what a heati attack was, you learn the names of drugs and 
what they for and that is not too problematic. One of the things I noticed, that the doctors of 
course are not the only professionals, there rn·e nurses also, and the gulf between doctors and 
nurses is as big as the gulf between the doctors and patients. 
Interviewer 1: What about people who providing you with the complicated equipment 
Interviewee: The technicians .. 
Interviewer 1: They rn·e also professionals 
Interviewee: Yes cetiainly they are, a completely different team again did my angioplasty, so I 
was pati of a system or a pati of the process of the system rather than the output of the system, if 
you like. This idea that information flows in this nice logical way doesn't work out really 
Then, the Interviewee was shown the think-aloud protocol run with the breast cancer patient. 
Interviewer 1: Can you read the patient protocol, she was given a leaflet, she went straight to the 
website, she is a very infonned layperson and she can talk about formal sources and then she 
went the patients sharing their own experience, now tllis I suppose is true in other cases also 
reading their texts. 
Interviewee: One of the issues with being a patient and seeking infonnation, so you are not in a 
good position to judge this infmn1ation, some of it might be well written but rubbish some of it 
might be poorly written. 
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Interviewer 2: What perspective tlus person has on this technical rational background, as we 
want to build on this ..... . 
Interviewee: It is quite interesting, she has done the formal things, academia official sites, then 
I 
she has gone tlu·ough the leaflet, actually, the most powei·ful for her is where she goes on to say I 
have some friends who got depressed and this did not happen to me, so she is concerned that the 
predicted outcomes did not fit her case as she may be was expecting, but she was not depressed or 
confused. Again, It is the power of informal communication that we will tend to trust what our 
friends will tell us over what even we professionals. Whether that because, we necessary believe 
them or not or is it to our social advantage to do that, I don't know, there are different reasons for 
that, but nevertheless if you read this, she said the sources of knowledge I used to read helped me 
to be familiar with most of the information, however she did not find the side effects of every 
treatment stage as she expected to, as she said, she got a book, she got friends and it did happen to 
her, like as she is saying what is the problem with me then. 
Then, the Interviewee was shown a sample of d{fferent genres of texts fi·om the three corpora, and 
this includes texts written: by experts and addressed to experts and professionals, by 
professionals and addressed to professionals and patients, and by patients to patients. 
Interviewer 1: We are going to show you some more work to do in a minute, some more writing 
now .. This is what people say, I will criss-cross them with you and you will tell us what you will 
feel about it. Actually, it is about the Spider Model- the teclmical outcomes of it, it is very 
impmtant, but we want to be assured about it. 
These texts are different genres that randomly chosen and put in our corpora, for example, these: 
written by experts and addressed to experts, and written by professionals and addressed to 
professionals, there is some interesting one written by a patient and addressed to patient. Can you 
see then again, and judge it from your teclmical rational background? 
Interviewee: What is being said here in the texts written by experts to expet1s? 
Interviewer 1: Weird words this is my contribution to knowledge. 
Interviewee: yes weird words.\ 
Interviewer 1: do you think there is a template? 
Interviewee: there is a gene that has been identified ......... ? 
Interviewer 2: Can you show us the link please; can you make the link between these 
terminologies? 
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Interviewee: the identification leads to this. 
Interviewer 1: how we can know that this text is about this genes. Don't look at the meaning 
please. 
Interviewer 1: Can you look at the expett text; tell me what you feel when you see this ... what 
is the overwhelming impression you get as a layperson. Remember ifs got to be looked at by 
computers so ... what is the impression you get, fi·om your own perspective? 
Interviewee: As a layperson, it's a discussion that doesn't include me. As an academic I can see 
what they are getting at but as a layperson 
Interviewer 1: No, not as a layperson; as an expert in this interaction, what is being said there? 
Again you can refer to your teclmical rationale perspective, It's impmtant for us. 
Interviewee: It's generally descriptive of what appears to be tried and tested methodologies in 
medical research; very high level of teclulical language -invented words like 'BRCAI ' you 
never find that anywhere else. 
Interviewer 1: 'Weird' words, according to me- that's my contribution to knowledge 
Interviewee: Ok. That's a weird word. Definitely a weird word 
Interviewer 1: Is he trying to be helpful about what they are discussing? She? I don't know who 
it is. Is there any help provided to the reader? 
Interviewee: No. A lot of responsibility is put on the reader. That means you've got a translation 
job to do, doesn't it? 
Interviewer 1: It's a research paper so that is understandable . . . 
Interviewee: Yes 
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Interviewer 1: Lets look at how it opens. Let' s see how it opens, can you see that? Then they go 
on to use BRCA 1, BRCA 2 throughout. Some people would argue that the use of acronyms is 
obfuscating in some respect. Some people argue that the jargon is a pain. They are not trying to 
do that" they are trying to open the text up - to say this is what it says ... 
Interviewee: They are making an assumption that they are using a language that is shared; that 
there is not going to be no problems in interpreting what they mean 
Interviewer 1: Is it very clear about the way they have written it? 
Interviewee: I think so. I can see that were I in that occupation I would understand it. I 
understand the bulk of it anyway 
Interviewer 1: But there is a clear template on which this is written, is there? Do you think there 
is a template? 
Interviewee: Oh blimey .. . ehh 
Interviewer 1: It starts with a postulate ... there is a gene, which mutates . .. 
Interviewee: Genes are being identified which indicates acceptability 
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Interviewer 1: See this. Show me the links in these teh.is please ... what are the links in these 
texts? 
While reading the first paragraph the intervie1vee was saying 
Interviewee: Ok [reads] Inherited BRCAJ breast cancer susceptibility genes- they are named; 
they give them labels; and those labels are used throughout. No problem. That's identified 
[scribbles]; so the identification leads to this ... [scribbles]; I'm back to creating a tree diagram 
here 
Interviewer 1: Ok. I hope you do. 
Interviewee: I mean for a non-professional, which would be very clear. I think. 
Interviewer 1: What about the tenn itself? Can you make a link between the terms? Just by 
looking at it? What does it say about it? 
Interviewee: If I summarize it, let me do it that way. What they are saying is that two genes are 
being identified, which indicates a predisposition towards breast cancer 
Interviewer 1: But a computer has no intelligence, you see. Humans understand it. How would I 
know this is about BRCAI or BRCA2? What else tells me it's about BRCAl or BRCA2. Is there 
any way I can tell that this is about BRCAl or BRCA2? Just by superficially looking at it? 
Interviewee: Yes, because they define what they are and they name them 
Interviewer 1: But in the text, they could have stopped there? 
Interviewee: Well, except that they go on to make use of those terms throughout. As I said in the 
begitming - they say what it is, they name them, they use those labels throughout. 
Interviewer 1: So that's the link I want you to make ... can you see that link? Let me show you 
how I've made that link ... 
The Interviewer 1 has shown the link between the words he made with the experts to experts texts 
and said 
Interviewer 1: ｆｯｲｭｾＬ＠ I did that. I said that I don't even know English; I only know these words. 
I tried to link them up. This is what Halliday calls a 'cohesion link'. By the fact of repetition, you 
open this thing up 
Interviewee: Alright ... so you are looking at the pattern of appearances? 
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Interviewer 1: That is the basis of the thesis - mere :fi·equency count. This gives you a powerful 
impression ... 
Interviewee: I wasn't looking for that ... I was looking for meaning 
Interviewer 1: When you look down again, don't look at meaning please. Computers can't look 
for meaning, they only look at frequencies. So what do you think? Do you find in other 
professions people repeating themselves about the srune object? 
Interviewee: Yes 
Interviewer 1: And this is a part technical rational approach to life ... 
Interviewee: To life? 
Interviewer 1: I mean to the profession 
Interviewee: The use of professional expert language is something that you are socialized into 
when you enter that domain; so it would be stupid of you not to use it, and not to use it in the way 
that your seniors in that profession would use it 
Interviewer 1: And that is you observation? That people are socialized into it and take advantage 
of it. 
Interviewee: Yeah. I don't know whether they consciously make advantage of it .... 
Interviewer 1: So that is your expert opinion? That people do get socialized into it? 
Interviewee: Yes 
Interviewer 1: And then they use it 
Interviewee: Yes 
Interviewer 1: So that is expert-to-expe1t; professional-to-professional. . .I want you to do the 
same analysis here ... 
Interviewee: ok. 
Interviewer 1: Just draw some lines to connect things which you think ... the top ones and the 
Interviewee: Ok 
Interviewer 2: why do have different types of lines? 
Interviewee: Oh! I use one type of line for breast cancer, and a different one for connecting. 
That's the only reason. So I can pick them up more easily ... Oh, I haven't been consistent. 
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Interviewee: This is barely more than notes 
Interviewer 2: Yes, this is a clinical trial, like experiments 
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Interviewee: I'm assuming that they .are not addressed to patients anyway because they are 
looking for doctors to find patients with this 
Interviewer 1: This is clinical. .. this is for very academic purpose. So how does it feel like 
reading it? Is it more infmmative? 
Interviewer 2: This is clinical research, telling people what to find 
Interviewer 1: So how does it feel like reading this? 
Interviewee: It's fut1her up the teclu1ical rationale ladder. It's higher on the technical rationale 
ladder; it's almost a shm1hand mode of communication. There's absolutely nothing in here of ... 
there's no sense of social interaction in this communication at all; it's entirely teclu1ical 
Interviewer 1: Right. The last one, then we'll do some hand exercise and then I think we'll finish 
then. This text was written by patient. What do you think here? 
Interviewee: You want me to look for the correspondences again? 
Interviewer 1: Yes. An overall view of it. I wasn't asking you to summarize meaning for me. I 
just want to know how the communication is going on 
Interviewee: I think this is very clear 
Interviewer 1: Very clear? No presumption of authority here 
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Interviewee: Not in a non-acceptable way. You would expect a doctor to be professionally 
authoritative. Otherwise you probably wouldn' t go to him. I don't think that breaks the general 
rule. It is informative. Its like a lot of the leaflets and things you get in the hospital - they all say 
report this to your doctor. 
I suspect, that if you want to get very devious about it I guess it's keeping the control in the 
hands of the profession. Because they are not telling you what you can do about it.. . they are 
saying go and rely on the doctor to do something about it 
The interviewee was shown the last sample of text written by professionals to patients and by 
patient to patients. 
Interviewer 1: The last one - the story of the survivor 
Interviewee: Oh yes. I like that one 
Sample of texts written b y experts and professionals and addressed to patient 
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help heal 011 • mouth ulcers. Jn general, very• sairy, spicy or acid foods. hould m: avoid d during this 
time. Ket>pfoOtls moist try to drink pi lily of water and take vitamin C regularly. 
Take some moderate c:xerci.<e ifyoufee/ up to u . If you feel cold and shivery•. m·lrave a temperature this 
could indicate a min.or infi:ction, which you should report ro your doctor. 
Sample of text written by patients to patient-s: 
A Sro,y <>.{Sur•·r.-ul: 
011 March 2::. J!J96 l wa.•· diagna.tt·d with SIO!f Ill. High R1sk, lnflu.mm 11ory ｂｲｾ｡ｳｬ＠ Cmrf--er. Afy d<Jetor told us 
rhut l probably would not live until tile Nuw }'('ar, bm I was 1101 ready to just giW! up. Jlrad too muds ro ltv j()r- a 
brand 11n1· bah (aji('.r ·' .ars of trying. I finnlly becam a mom at ug 40), a WOtrdcrjitf rclutitmship, powttr:ful 
«Jrtrt«tio11s 10 my cxumlttd family, greut fnf'nds, wrd a job that .I tlroro11gl:l • t'r!}o.-'IJ<f as EJ.·trnuiW! J>roduct>r of 
[)l'(;mtut .com. 
0_!!!! wa!:. late,.. afltrr four ｳｵｾＢｧ･ｲｩｴＧ＠ , ' radhztiort troatmwsts, a11d ten gn.t ling mo111hs of ch.-motlrcroP. ｾ＠ 1 was 
ｾ ＼Ｚ｣ｩ｡ｾ＠ N61) (no "vidcrtcc <if disca.,·e). This lt!rftl, no mudr more popular than ｾＧＡＧｩｳ＠ ｩｏ｟Ａ ｾ＠ simply meariS that 
rlre dtX'tors aron'r able to dflt«'l_fant;!r usitrgllr I ｾｊＮｲ＠ ｴｨｾ ﾷ＠ nrrrtmtly haw at<ailabl•t 1 muy be comp/L>t ly dea11. J 
may nor b . Why <fo f tell you u/1 ofrllis. ,Om• i11 eight ｜ＴＮＧＰＱＱＱｾＱＱ＠ will ha1 to ､ｾ｡ｬ＠ wtrh ｢ｲ･｡ Ｎｾ ｴ＠ canoor sorn(!tinw 111 Iter 
life (Dr. Sw·;;;;z;;,'<'!.;s,;;;;;c-;;;,cer'iJ;;;,Ic. Sept. f99j). 
-----------------------------------------.J 
Interviewer 2: Can we look at Patient's output again please? 
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Interviewee: I think this is great. Actually there is something like tlus working in reverse here. In 
a sense, it is an opposite of the text addressed to patients but written by experts in that she sees 
herself as quite separate from the medical profession. She wrote 'the doctors' in a very 
impersonal way. One of the tenus she used 'she was declared ... ' she then goes on to say 'that's 
what they call it these days rather than remission, if you want to know' 
She has mastered the te1111inologies, if you like, but is using them in a more human manner, if you 
like. She obviously feels like she has had a huge success, and she obviously has. She has done 
very well. I'm not sure what else I can say about that? 
Interviewer 2: Do you think she has tried to express her feelings more than the professionals? 
Interviewee: Definitely. This is a highly personalized account and it's largely about her feelings: 
'I wasn't. about to give up, I have too much to live for. I finally became a mom at the age of forty, 
and in a wonderful relationship.' These are not neutral terms. These are about how deeply she 
feels. 
Interviewer 1: Ok. Now look at the excerpts. Interviewer 2: is supposed to tell you what she has 
done. Maybe we should have done it the other way round. Set the scene for the research then do 
some practical work with us ... 
Interviewee: Some practical work? 
Interviewer 1: Yes 
Interviewer 2: To review what we have done in the method. 
Interviewer 2: Actually, we collected texts - these three types of texts you went through. We 
collected many texts addressed by each group in the .community and we analyze it in order to 
Interviewee: I think I see where it is going 
Interviewer 2: Yes. We analyze the texts, using computers and try to find the use of 
te1n1inologies- where it is preferentially used, what tetms are shared; what we can expect to be 
used by patients more than by experts. We find that firstly, this is expert journal. .. 
Interviewer 1: Tell him what your main conclusion is in your thesis 
Interviewer 2: My main conclusion is that there is communal lexicon that is used between these 
stakeholders in the community, and without this communal lexicon [Interviewer 2: ... ] 
Interviewer 1: We have ow· own view of what we have done. What we want you 
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Intenriewer 1: This is complete out-of-the-box evaluation. It's really an establishment of a 
method. You are helping us to create a method - it may or may not work. You do the matrix. 
This is what we are looking for - conflict and interdependence. You focus on conflict, I focus on 
interdependence. Without the experts there'll be no profession, without a profession, there'll be 
no patients. They all depend on each other; they all want to protect themselves 
Let me give you a brief synopsis: experts interact with professionals - direct communication 
between them and it's sometimes infmn1al- they just talk to each other. Professions interact with 
patients but that is direct communication because they have to be there. Experts interact with 
patients- that is indirect and highly formalized 'I want you to come to my trial, fill the forms, 
sign the indemnity etc'. 
We want you to think of the interaction between the two in terms of the genres oftexts they might 
use: expert-to-expert, etc, hence Interviewer 2:'s matrix. We won't show you what we filled in ... 
when we want to build the text, we have to have gem·e-varying text 
Interviewee: What do you mean by genres? 
Inter-viewer 1: The sort of things you saw- jornnal articles, letters, leaflets etc.\ 
Intet-viewee: Ok 
Inter-viewer 1: We want to build a matrix of this communication. How would you go about 
building it? Say one party- since you like matrices .. . 
Intei"Viewee: So you want me to indicate the kinds ... . 
Intei"Viewer 1: You do what you like ... 
Intei"Viewee: You have sources and .... 
Intet"Viewer 1: Targets. 
Intet-viewee: Ok. 
T11e interviewee while drawing the following matrix was explaining what he included in. 
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Interviewee :Not all of these are texts in the sense that they are not recordable and recallable, 
what I found generally is that category to category communication tends to be quantitatively the 
greatest so expert to expert, professional to professional and patient to patient that is my initial 
opinion about it. 
Expert to expert is essentially about things like is the research findings and proposal and so on ... 
the formal way of technical rational ways of which knowledge shared at the level of researching 
expert to professional tends to be a kind of handing down research and confirm knowledge 
including things like research findings, treatment regimes and calls for subject for other studies 
expert to patient, potentially I can say it is quite limited the only thing I can think about it such as 
some patient can contribute to web-based information system. 
For professionals, professional to expert I found it was mainly to do with things like feedback of 
results of experiences they had using treatments and protocols and so- on by finding the most 
things come between professionals by informal and semi-formal sharing of experience, by semi-
formal I mean people who may work together in teams but who generally develop their 
knowledge through discussion and dialog, the building of expertise based on the shared 
experiences but also formal sources like conference and so on, and the development of tacit 
knowledge between professionals but of course this is very difficult to capture. 
Professional to patient, things like advice leaflets, but also there is the information they passed 
during when they are doing have the work like diagnose and treatment. 
Patient to expert, I could not really see any direct communication that would take place regularly 
in that situation between them. 
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Patient to professional is seeking advice and professional services. 
Patient to patient is again the richest and most vibrant one, peer to peer; informal sharing of 
experiences, guidance of each other on finding infmn1ation and support, where most of it is come 
on the diagram it is actually around the diagram where there is peer to peer communication. 
Interviewer 2: when you mentioned peer to peer communication, you mean this communication 
is the most important or mostly used, or what exactly? 
Interviewee: No I meant the richest and most vibrant, qualitatively they are very different. 
Actually I restricted myself on expett to expe1t and professional to professional on purely on the 
kind of teclu1ical issues, but that not appropriate for patient to patient because all what they share 
are experiences and tins is a more emotional thing. 
Interviewer 1: Now we draw this again and we would like to tell us about authority structure, 
how the authority flows in tins. We want to have the self matrix expert to expert in term of the 
social action, like repmting experiment. 
Interviewee: I would summarize expert to expett as the development of the evaluation of new 
knowledge. 
Interviewer 1: not only new knowledge, I mean I can debunk you, 
Interviewee: but this also is a smt of the development. You asked me to think about power, so I 
mean a degree of that infonnation is going to be maintaining power of relationship and 
outstanding within each other professions. 
The interviewee while drawing the following authority matrix was explaining what he included 
in. 
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Interviewee: Not all what I have put done is obviously just related to texts but is related to 
communication in general or in some way. Experts to experts is information and evaluation of 
new knowledge, dialog and value of knowledge related to maintenance of status and influence 
carrier consideration, 
Experts to professionals, the hanging on of knowledge, treatment regimes and so on, but basically 
is client relationship. Experts to patients: well it is just expert to lay-power where they exercise it, 
I expect it that is not that frequent. Professionals to experts: feedback of the results to expert, 
carrier prospective may be to move to expert status in some points. 
Professionals to professionals: whish to be the cutting edges of their professional life, carrier 
considerations again, possibly information exchange, development of tacit knowledge which is 
part of the development of professional expertise, so direct or indirect carrier consideration in that 
I think. 
Professionals to patients: takes on the same relationship with the expert to the professional to 
what extent is a dependency relationship it always is a dependency relationship, but the degree to 
which it appears to be like that is the decision of the professional. 
Patients to experts: is a very distant relationship. 
Patients to professionals: reports back on progress request of information and it is dependency 
relationship. Patients to patients: largely about supporting reinsuring and share experiences ... I m 
very convinced with that 
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Interviewer 2: Based on your experiences, can you rank order these difficulties of sharing 
knowledge in multi-disciplinary community based on the most impm1ant and crucial for you? 
From my point of view in communication, I can put first the conflict or the difference among the 
community members and aims that motivate them, then the different ways of externalizations that 
cause misinterpretation, then the use of different languages. Taking into consideration that the 
rank can be varied fi·om different perspectives, how you see the problem, I mean you can have 
different ranks of these difficulties. 
Then, the Interviewee was shown Spider Model the technical output of this analysis 
Interviewer 2: This is Spider Model we proposed as virtual space and knowledge repository that 
can open a vit1ual space for the multi-disciplinary community members where there to share 
knowledge, each leg of the spider serves to classify documents and facilitate the sharing of 
knowledge as well as accommodate the needs of every member of the community and the 
community as a whole. 
Interviewee: I think the main form of infonnation communication between professional and 
patient is dialogue, I mean that thinking of the main fmmal communication between professional 
and patient when you go to any hospital. How this is recorded and taking something not technical 
rationale .... , so what that doesn't capture is the relationship between professional and patient in 
this case .............. .. 
Interviewer 2: to give the background fi·om where the idea of spider came fi·om, this was 
developed by Siemens, they have one division which does mergers and acquisitions, and in 
mergers and acquisitions, when you want to merge two companies, of course you merge two 
cultures, don't you? What they found out, on they day of the merger, the expertise of the merge 
party, they evaporated, they have gone, or not willing, they had to create a spider fj·om the very 
beginning of the merger discussion, to keep track of knowledge, necessarily, they knew some of 
the knowledge will disappear because of the social act of merger, you know what we mean, so 
not all the knowledge is there, and you are telling us, that the professional talk to patient, that 
knowledge will not be there, so we assume by default that this knowledge we cannot capture. 
From what do you think ofthe efficacy of the spider? 
Interviewee: think is very comprehensive form this point of view, I agree that there is a need to 
accommodate the needs of different groups in the community. 
Interviewer 2: Yes you are right, but our main focus here on written texts, although the model 
takes into consideration the importance of sharing their knowledge through discussions and 
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comments ... etc, but mainly to discuss the knowledge transfer through what they read through 
texts. 
Interviewee: Things like summary and description; there is no level of evaluation of what they 
read or the level of accuracy of these documents. 
Interviewer 2: No, it is the summary and desctiption of each text, for facilitating taking a good 
idea about the content of each text before retrieving it. 
Interviewer 2: In that sense, I think it is very good and comprehensive. 
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E-4-Interview with the Expert in Knowledge Management, 
Professor. Bob Malcolm. 
The interview was conducted by Rafif Al-Sayed with Professor Bob Malcolm, a senior consultant 
in the transferring and sharing of knowledge 
The duration of the interview was 45 minutes in 19-Nov- 2005 in London. Following is a short 
biography ofthe interviewee. 
Since 1989 Bob Malcolm has operated the consultancy, ideo ltd, specialising in research strategy, research 
management, and knowledge transfer. Bob has advised industry, universities, and local, national and 
international governmental agencies, including the EU and NATO, and the UK's DTI, EPSRC and MoD, 
on the design of research programmes and research management regimes, so as to maxiri1ise the creation 
and useful transfer of knowledge. 
Prior to the establishment of ideo, Bob had 20 years experience in systems engineering in the aerospace and 
computing services industries as systems engineer, research manager, quality manager, project manager, 
and business manager. 
Bob has chaired and participated in many industrial, academic, professional, and national committees and 
advisory groups. He is Immediate Past-Chairman of the Research and Development Society and was 
founding chairman of the Informatics Division of the lEE. He is a visiting professor at the University of 
Surrey, and a Visiting Senior Research Fellow at the University of Hertfordshire. He currently chairs the 
Strategy Board of the joint BAESYSTEMS-EPSRC-EMDA Systems Engineering Innovation Centre. 
Knowledge Sharing and Transfer in Software Engineering: 
Interviewer: Based on your experience in many areas, what do you think are the difficulties of 
the sharing and transferring of knowledge? 
Interviewee: I will sta11 with an example. You know, in the software engineering academic 
community there is a discipline of formal methods, fmmal notations, formal specifications, and 
fmn1al verification - what some people call 'proof of correctness'. However, there is a huge 
problem with regard to the transfer of that knowledge, because they say that "We can 'prove' 
software is correct". So why doesn't everybody use these methods? One superficial reason is 
simply the cost. But actually there is a more fundamental reason which is that they can ,t prove 
the system is correct. What they can do is they can prove a conect transfonnation, syntactically, 
fi·om a specification to a piece of program. Now, in general, they have no clue whether that 
specification is correct or not. Their meaning of 'correctness' is not what an engineer would 
consider to be correct. So there is a fundamental conceptual conflict between those who are trying 
to transfer knowledge and those who are trying to receive it. 
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And it is worse than that, because not only do the pushers of knowledge not perceive this problem 
[of different understandings of conectness], typically, they often don't see the problem in 
engineering of the correctness of the specification. Where does the model [that underlies the 
specification- of the plrumed system and its enviromi1ent] come from? It comes fi·om your head; 
it comes fi·om your conceptualization of the world - which may be right or wrong. We have 
absolutely no way in principal of knowing whether our conceptualization is correct or not. We 
can make a guess as to whether we have thought of all the angles, but we don't know whether we 
have or not. We can make a guess as to whether this system is similar to previous systems which 
our track record says have been OK, so far. But we still don't know if our model- and therefore 
the specification - is correct: we know only that we have had no problem .. so far .. maybe. 
That's one aspect of the problem but I think that it is even worse because the potential receivers 
being industrial engineers, they are not for the most prut philosophers. All they know is that 
something is wrong about what is being conveyed, but they can't express it the way I have 
described it ·to you. Typically all they know is that something is wrong and they don't feel 
comfortable. 
So you hear arguments that it is difficult to transfer the knowledge because of the cost, or because 
of the difficulty of the mathematics, or other practical problems. But they are not really the 
fundamental, principal problems. And this problem has been with us for at least thirty years .. 
thirty five years .. and it is still there. 
Social Interactions in Software Engineering 
Interviewer: So, is it not at1 attitude problem, or conflict of interest or what exactly? 
Interviewee: Yes, there is an attitude problem .. .I mean that it develops into an attitude problem 
because we get the conceptual conflict; because there is no common fi·amework within which to 
discuss it, except very philosophically; and it never gets resolved. So there continues to be this 
conflict. Then it becomes an attitude problem of 'us and them', with academics saying: "Stupid 
industrialists not wanting to change", and industrialists saying: "Stupid academics not 
understanding what we need". 
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That's what I mean by differences in belief systems. There are a lot of other examples, I think, in 
the transfer of knowledge. For instance in bio-tech, though it is not quite as extreme as tllis - are 
you OK with that, if I give you an example? 
Interviewer Certainly, please do. Necessarily 
Interviewee: You know in the UK, and elsewhere in the world, there has been a lot of debate 
about bioteclmology, bio-engineering, genetic modification of food. People tend to hear the scare 
stories about 'Frankenstein foods'. 
First, I will go back a bit. Some years ago when we were first considering the safety of computer 
systems, in about the late 70s or early 80s, we became aware of this problem- that you can't test 
the specification very easily. But, in engineering, we have generally learned that when trying to 
work out what might go wrong with a system it is not a good idea to think what may go wrong 
with a part of the system, what effect that will have, and then what chain of events might lead to 
an accident, because you cannot think of all the possible combinations. It is much more effective 
to statt at the other end- to think what nasty thing could possibly happen to us and then say "Ok, 
how that might possibly - however bizarrely - how might that possibly happen". If you do that 
you might identify many more failure modes than if you try to follow through the consequences 
of a low-level failure. 
Have you heard of the Basel Accord? This is something which the financial regulators now 
require from finanCial institutions: they must make provisions for serious problems when things 
go wrong in their financial management, so that the share holders can be protected and customers 
are protected and so that they protect themselves. They must have reserves to cover this 
eventuality - like insurance really; it is a fonn of insurance. And it is a bit like travel agents 
having to put some money into a pool in case something goes wrong, like when an airline goes 
bust. 
In the situation of the financial institutions, what they can do is reduce the amount they have to 
put into the reserve by managing their risk. But this whole concept of thinking what the worst 
outcomes could be and working back to how might they happen was totally alien to them. They 
could only think forwm·d fi·om, for instance, people making an error in typing something into an 
account. It was alien to them - the whole concept. 
In fact it was worse than that because I can remember what the people fi·om the big banks were 
saying at the beginning of this process few years ago: "If we do that, it will cost us a fortune: we 
have got all smts of risk". Yes that's the whole point, we have to make reserves against those 
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risks. But their whole way of thinking was to take risks- that's what they did. The fact that share-
holders went bust because of the consequences was inelevant to them. 
Now come forward another five years from that to the late nineties: let us investigate in the 
genetic modification arena. I do a lot of work with the DTI - that's the Department of Trade and 
Industry - and they have a biotechnology unit. They realized that the public and pressure groups 
were not happy with the risks, and they did all these scientific studies based on working forward 
from faults and errors, and they couldn't find the risks. And I had to keep on telling them again 
and again that that they were doing it wrong. 
Texts and interactions within a discipline: 
Interviewer: So considering the end-user or the public let's say, and his feedback is really 
important in that context. Is it as impm1ant as knowledge of experts? 
Interviewee: Possibly yes, that's right; indeed, the public is actually more intelligent than they 
realize. The 'experts' said that "All our tests show that pollen can't travel that far", but that was 
irrelevant. 
They should have started by asking "How might it happen?" and they would probably have found 
out that it could happen. But they were wearing paradigm blinkers. They were so blinkered by 
their belief system .. .It wasn't quite so extreme as not understanding the concept of conectness. 
It was that they could not conceive of this back propagation from hypothetical events to possible 
causes. It never occurred to them to do it, however many times you said it. They couldn't hear it 
because it was so alien to their thinking and they are still not doing it even today. 
And that was just another, I mean there are lots of others ... 
The interviewee was shown the challenges facing the sharing of knowledge and asked to comment 
on it 
Interviewer: Can you please rank the difficulties of sharing knowledge between stakeholders 
which include: the use of different terminology, the misunderstanding, the different ways of 
extemalizations and as well as the different goals and motivations. What one is the most critical 
or problematic for you? 
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Interviewee: Well I think that the ultimate show stopper for me, I'd add in here. I'd add 
something else - some difference of belief systems. 
Interviewer: Yes, do you consider this difficulty; I mean the difference of belief systems, as the 
most impmtant challenge in your opinion. 
Interviewee: Yes- paradigm blinkers. I think so, because that's so fundamental and then .I think, 
well, I am not sure its ... Yes, then the difference in the goals and motivations comes next. 
Interviewer: in a way, the difference in the beliefs system could be related to the difference in 
their goals and motivations and ｩｮｴ･ｲ･ｾｴＬ＠ what do you think? 
Interviewee: It could be. But this [differences in goals and motivations] is something else. Even 
when different people have in principle the same conceptual framework they think about it so 
differently, that they can't communicate effectively ... uhm ... There is a presumption, when we 
talk about the social interactions with which knowledge is created, there is a presumption that 
everybody is working cooperatively, even if their goals are slightly different. But there may be 
people trying to undermine this [co-operation], trying to exploit it, whatever, ulun, first gaining 
trust, then trying to move the community in a certain way, and then bring about its downfall-like 
a sharetrader trying to manipulate the stock market. 
The different ways of externalizations also which ... I don't know quite how to express it. I am 
trying to write a piece on knowledge right now and, the same text can have, can represent. very 
different types of knowledge for different users of the knowledge. 
The interviewee was shown a set of the text samples that written by and address to different 
stakeholders in the breast cancer domain. 
Interviewer: I will give you an example about different types of texts and how it is written 
differently just to give you one empirical example of that. 
Actually, this is a sample of the text included in my analysis written by experts and addressed to 
experts about breast cancer. And it stmted by thinking about a specific kind of gene and all the 
texts included this acronym here, so I mean fi·om the lexical use of these two terms we can 
understand that there is something discussed related to... because it is always repeated 
Interviewee: Yes alright OK, I think it is different in this text, the language used is different. 
Interviewer: Here is a text addressed by professionals to professionals, 
Interviewer: yes clinical trials could be run by expet1s m1d professionals, but it really is 
addressed to professionals. 
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Interviewee: they are the people who are interested in effects and remedies rather than 
necessarily in the root cause, in a reductionist sense, which is what it is all about here. 
Interviewer: It is like a different way of writing. This is written by professionals and expetts and 
addressed to patients so this is telling us more about side effects and type of disease and what it is 
going to be. 
Interviewee: This is interesting because this is actually one of the differences between text and 
dialogue; I know you have said here explicitly that you are not interested in dialogue. 
It is interesting that in recent years that we are now much more conscious that when 
communicating to patients. to lay people, that when experts are communicating to lay people they 
should be clear in plain language and this is a good example of that. 
In practice, when expetts talk to you it is frequently the case that they are not 
Interviewer: yes, I agree with you. This is at the end written by patients and addressed to patients 
Interviewee: This is from the web or this? I looked into few medical things on the web -
osteoporosis for my wife and wound-healing for myself. It is quite interesting how frequently the 
lay people and especially those that respond on discussion forums actually become quite 
competent and familiar with the expett language. Some of them actually become too much like 
professionals in using their tenns and become difficult to understand, but in fact frequently 
explaining things much better. 
Interviewer: Yes, so this is just to add to your point that they have a different ways of writing in 
order to address different groups. 
Interviewee: But I think also there is another vatiation on this, which is that the same knowledge 
the same text, exactly the same text, serves a different purpose for different communities. . .. 
ummm ... If you take your first example - the expetts talking to expetts, to them there is a BRCAJ 
mutation or whatever it was. They presume they have got some semantics associated with that. 
They might use that same text to commw1icate to professionals. The professional doesn,t have 
that semantic but it doesn,t matter because they don't need it. What they are looking for is an 
explanation and they will be quite happy to have it even with loose ends, but what they have got 
is a kind of model. 
In fact I would argue there is much of a science where that is the case. My pet theory is that we 
always try to understand to the point where we definitely can't understand but we accept. So we 
say light is electromagnetic waves. I can 'explain, this in terms of pictures of waves of electricity 
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and magnetism, but really it is like saying that it is magic: no-one really knows what electricity 
and magnetism are - we just have more or less detailed models. I think there is a lot of that. So 
depending on your role in using that infonnation you actually understand different things, you 
apply different semantics to the words you use. And that's OK. It doesn't matter. You appear to 
be using the same text but you are actually using it in a different way. 
Interviewer: with a heterogeneous kind of a community, like multidisciplinmy community of 
practice this is more problematic I think. 
Interviewee: this is one of my points here, that's right 
Interviewer: so what do you think here about the role of using terminology? 
Interviewee: yes, it is a problem, I don't know if it is a huge problem. 
Interviewer: I just want to give you an example with the evaluation that was done with specialist 
in breast cancer. Actually I did ask him the same question about what the problems were and 
what the difficulties were in sharing knowledge between you as professional and the researchers 
and the patients. So, he claimed that there is a kind of ｾｮｴ･ｲ｡｣ｴｩｯｮ＠ but in a way they use different 
tenninology even with experts and researchers because they have different aims. Actually the 
professionals are looking for having something in practice more than what is in the research. 
They need something to do, to practice it, and they use different that is not necessm·ily clear to 
them to each patt, and with the patient. And they also claim that the problem of misunderstanding 
sometimes with the patients is dangerous because and sometimes the patient get hatmed some 
issue he doesn't understand exactly the exact meaning behind it. 
Interviewee: The very act of communication can be problematic in many patients: they feat· the 
worst. If they are told that something is possible then that amplifies the probability to them. And 
that causes worry and that causes some traumatic effects that actually diminishes their health or 
increases the risk.. 
Interviewer: Yeah especially in the domain of cancer the importance of using accurate 
terminology that can be understandable from each part is crucial in such a domain so it is not the 
same in the area of research and industry and application as stated in the expett interview, can 
you comment on that please.? 
Interviewee: Ummm not hugely I think, although I have already referred to things like 
correctness which means totally different things to the two communities. But I think that there is 
a related issue - something I mentioned in my study it sort of connects with is the issue of a 
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particular problem in social science - that typically social scientists have a difficulty with the idea 
of generalizing or transferring their knowledge ... And in some cases it is a matter of tradition and 
practice that they don't do it: they go from one case study to another case study. They will argue 
that every case is different - which is sort of true, but in which case, what do we pay them for? 
What is the outcome of all this activity, What does the community as a whole - society - get out 
of it other than parking this research community well away from the rest ofthe world? ... 
There is another problem which is that cettain members of the social science community are so 
wedded to the idea that knowledge is socially constructed and that every situation is· different, that 
they go beyond that .... to saying that if you try to use this knowledge, then that becomes social 
engineering and that is a bad thing to do: so you shouldn't try to get knowledge out of [social 
research]. Again, then, why are we paying them? If you are not generating knowledge then how 
can you call it science? And why is the tax-payer paying you to·have all these interesting case 
studies? 
Interactions across disciplines: 
I am sorry if I am rambling here, but I will give you another example. In bioinformatics, just 
recently in the last year, I was reviewing a research program of around half a dozen projects for 
the DTI. What they had done was to put together computer scientists and biologists to try to see, 
among other things, what computers scientists could bring to the modeling of its human body -
the liver say - chemical bits and pieces by and large - biochemical bits and pieces. 
The interesting thing - I really don't know which category this falls into, but it was really 
fascinating - the good news is that the computer scientists who responded well to this were really 
fired [with enthusiasm]. 
People who previously were blamed for having that closed view of what correctness was 
Suddenly realized the problem of reality - the problem of the match between model and reality. 
They suddenly became aware of it through dealing with the real thing - you, me, the herut, 
whatever... And they were really motivated and found that they were really doing new and 
interesting research. 
There is a downside as well- or, surprisingly, a negative outcome, which is that if you go back to 
the forties, 1940s, when 'systems thinking' emerged - that came fi·om the biological community 
applying mechru1ical metaphors to the human body. _ 
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Interviewer: yes, neural networks 
Inten'iewee: And neuroscience and all and all that smi of stuff. So systems thinking came from 
biologists and neuroscientists , Ross Ashby was probably one of the best and most brilliant 
systems thinkers in the late 50s and early 60s and he was a neuroscientist. 
So that's where systems thinking came from. But what is interesting is that what happened since 
then is that with the power of molecular biology, I think- first of all biochemistry, then molecular 
biology, and now genetics - that community appears to have gone reductionist again, which is 
really weird. And so one of the people in this programme drew a picture, drew a hell of big slide: 
interactions of things all connected to each other; a huge network of little boxes joined by little 
arrows. And he put a mask over the full network that left visible just one small box and its 
neighbours in the middle here, and he said "That's the biological view". They [the biologists] 
have gone back to being reductionists. 
Now what the computer modelers realized when they did try to model this, what they discovered 
were systemic effects amongst this huge mess here [the full picture], cycles, dynamic cycles that 
biologists were not aware of, right? So that's kind of interesting. 
Interviewer: yes it was like kind of simulation, isn't? 
Interviewee: Yes - of features and interactions. Great! - you would think - for this is real 
knowledge. But the biologists who have gone reductionist have stopped thinking that way. You 
would think they would say: "Oh, good. Sorry about that. I missed that.". But they didn't, because 
they were hostile to the new knowledge because it did not come fi·om them - did not come fi·om 
their fi·amework of thinking, 
Interviewer: And the same when we are doing text analysis, we are trying to see what the aim of 
the text is, we are not dealing with meaning in a way, we are trying to say yes the author stresses 
this terminology so, it is reflect kind of acceptability 
Interviewee: Yes that's right 
Interviewer: So yes actually I have just shown you one of the results that were produced 
automatically I want you to comment on it and move on to the abstract. 
Text analysis has been run for the three groups in the corpus of breast cancer. 
I have done something related to the word 'therapy' and I claim the hypothesis that the researcher 
will be focusing on a new idea and the professional will be focusing on practical one more and 
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the patient will be focusing on a more established and well known procedure or remedy that is 
really known. 
So I analyzed the collocations of the word 'therapy' in the three corpora to see what kind of 
therapy that is being used. 
For the expert texts, we found that gene, BRCAJ, conservation are very frequent. When I went to 
the professional corpora, I found different kinds of therapy 
When I went to patient I found this too, so this doesn't mean anything for me I want to link it to 
something else, I did diachronic analysis to see what is the difference between these terms so I 
found this actually stmied to be used in the early nineties which is over a decade ago. And this 
too, now its used and its well known like two decades ago it is really But tins too actually it is 
very well established has and stmied to be in 50s, so the time makes sense in this analysis to say 
they have reason for the preferential use of the lexical they have their choice of using ｬｾｸｩ｣ｯｮ＠
because they know why everyone is interested and why he used this term so this is. 
Interviewee: That's interesting. There is something that may be vaguely relevant. You may be 
aware of the literature on technology transfer that says that fi·om, I suppose, the original invention 
or an idea, to its take-up and regulm· use in practice, takes about twenty years. In fact one study 
said 18 years, but to my mind this is not very precise- 18 years four months and three days? But 
it certainly fits with the transfer that it takes fi·om experts - you said one or two decades, didn't 
you? 
Interviewer: yeah yeah and tlus is actually what the specialist has said also, we asked him to 
comment on this so he found that was a reasonable for him this term that's in use it is not in 
practice now this term that they don't use it in practice now this ten11 that is not in use now. So 
the method is based on we m·e trying to analyze the texts you might say that OK, but the dialogue 
is much more important and you will find something but this is what we have first tiling I mean 
we don't have the people in person so this is what we can analyze, the trace of knowledge that left 
behind them. 
Interviewee: Yes I think that there is not much you can do about that really and I am not saying 
[dialogue] is more important. It is not just dialogue but also the body language and social context. 
There is a, hmmm ........ This is really more about facilitating transfer of knowledge. I know that 
that this is not really pati of your tl1esis. I perhaps should write down here the relationships of 
mutual trust when you talk about sharing knowledge. 
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I think we need to mention trust somewhere because ... I can give an example, perhaps what I am 
doing in Brussels right now. I've been observing a set of processes where a lot of people have to 
reach consensus about a set of research proposals where each of them has only seen a small 
section of the total. So there is no calibration between them and it is an enormously difficult task. 
Often what happens is that each evaluation group comes with their initial assessment scores and 
the whole group has to accept them as they are, even if you are very uncomfortable with it, 
because you have no way of dealing with it - no way of discussing; it no way of negotiation. 
That's the way I suppose things are. 
But apart from the difficulty of language, there is that of the lack of shared experience. You can 
facilitate the process [of trust-building and co-operation] in various ways. The boss of one of the 
twelve or fifteen groups out there [in Brussels] builds a social relationship between the people 
involved in his group. He assures that when the people atTive for the evaluation they are given a 
'rogues gallery' with a picture of every member of the team, a short biog, and their mobile phone 
number so they can reach each other to go for a drink or a meal. So they build this sort of friendly 
relationship. Then when they come to a meeting they are prepared to discuss and negotiate, and it 
makes a huge difference. 
Interviewer: so you are stressing the role of informal relationships between all stakeholders. 
Interviewee: Yes that's right, and there is a sort of trust built. I mean it is not quite trust, but it is 
a sense of cooperation. Quite remarkable how effective it is. 
Information Sharing and Knowledge Spiders 
The interviewee was shown Figure 25 that illustrates dimensions of variation of using 
terminology among the different stake_holders. 
Interviewer: Actually as I said in my work here I did univm·iate analysis and multivariate 
analysis, the univm·iate was based on single and compound words, the distribution of these words 
across texts, while the multivariate was based on the relation between the terms together; how 
they behave together and if there is any meaning you can draw from both occwTences. 
Based on that I will just show you one of the results that different texts group together in different 
dimensions multivariate and actually this was used also differently. I am not talking here about 
just one term I am talking about group of te1ms that co-occur together atld account for an amount 
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of the variance in the data. In a way each group of texts behave different with respect to each of 
these dimensions. 
Interviewee: So what is this axis here? 
Interviewer: Yes this is patient, professional, expert, so these are the groups. We can see· how 
each group behaves differently in respect to each dimension, also I found because most of them 
exist in the three corpora but they are used differently in the way the relationship can make sense 
more but they have a common thetne between them. When I show it to the expert and the 
specialist I have spoken to, he said that it is reasonable for him that the three tetms would come 
together. So for him as an expett in the domain he can explain it. 
Interviewee: So how did you identify these clusters? By using cluster analysis? 
Interviewer: this is factor analysis; it is a multivariate technique that deals with a big number of 
terms or variables in order to reduce the original numbers of variables to a smaller set based on 
their relationships. So tllis is based on their co-occurrences relationship and how they behave 
differently in. With combirung univarite and multivariate analysis, its going to be possible that I 
can manage or build a vhtual space of the tln·ee groups in my community, therefore what I need is 
a model that can acconunodate the needs of each group in ｲｾｳｰ･｣ｴ＠ to their different goals and 
different levels of understanding but this will be done automatically based on my analysis. The 
Spider Model which has different legs and different ways of a And the orientation because I 
found interestingly they have different entries, so I can enter different preferential use of these 
terms, so I cant put them in one category, I should differentiate them and based on the term they 
used, single word, and also based on the text type each one has a different text type addressed to 
these people and also I can have the sunu11ruy to facilitate what is in each text and the domain I 
can search for each group in each domain ru1d tllis will also help to open a discussion about each 
text among the different groups this will facilitate the sharing of knowledge through texts across 
these different groups of users, the main idea is to find a model that can accommodate their needs 
in one system or one application 
Interviewee: So this is what the spider you proposed is about. I find it vety interesting to 
accommodate the needs of all these groups like this. 
Interviewer: Thank you very much. 
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