We consider the best constant problem in the following embedding theorem: λ(r, k, p, q) = min f 
Here r, k ∈ Z + , r > k, 1 ≤ p, q ≤ ∞, and minimum is taken over the set In the case of r = 1, k = 0 the problem (1) is well known. For p = q = 2 it was solved by V.A. Steklov [13] , for the arbitrary p = q -by V.I. Levin [9] (see also [5, Sect. 7.6] for p = q = 2k, k ∈ N). Finally, E.Schmidt [14] obtained the following result for arbitrary p and q: λ(1, 0, p, q) = . Note that the extremal in this problem is even function.
For r = 2, k = 1 the problem (1) is reduced to the best constant problem in the Poincare inequality, which was also solved by Steklov [12] for p = q = 2. However, the investigation of the general case was completed only at the beginning of the XXI century and required efforts of many authors ( [3] , [4] , [2] , [1] , [8] ; the final result was obtained in [10] ). Namely, it turned out that for q ≤ 3p the equality λ(2, 1, p, q) = 2λ(1, 0, p, q) holds and the extremal is even function. However, for q > 3p we have λ(2, 1, p, q) < 2λ(1, 0, p, q) and the extremal is asymmetrical.
This result, as well as some calculations, leads to the following conjecture. For now, up to our knowledge, symmetry or asymmetry of the extremal is proved for the following parameters' values:
In this paper we consider the case p = 2, q = ∞. The main result is the following.
1. If k . . . 2 then for all r > k the extremal in the problem (1) is asymmetrical.
2. If k . . . 2 then for all r > k even function provides local minimum to the functional (1).
We didn't manage to obtain complete solution for even k. The following theorem is developing results of [7] . Theorem 2. Let p = 2, q = ∞. For k = 4, 6 and all r > k the extremal in the problem (1) is even. Furthermore,
Proof of the theorem 1. Following [7] , we introduce the function
Obviously, max
We use the explicit formula, attained in [7] :
where
Moreover, the function f providing the maximum in (2) is given by the following formula:
It is easy to see that this function is symmetrical (even for k even and odd for k odd) if and only if x = 0. Thus, to prove Theorem 1 it is sufficient to prove the following lemma.
Lemma. For odd k the point x = 0 provides the local minimum to the function A r,k (x). For even k it provides the local maximum.
Let us note that
for odd s;
Since the function A r,k is even we have A ′ r,k (0) = 0. Taking into account (4) we have
Let k be odd. In this case the second sum contains one additional term comparing to the first one. We separate the term corresponding to t = 0 and get
The expression in the first line is equal to
> 0. We denote it by M and factor it out:
The term in square brackets equals (r − k + t − 1)(r − k + t) − (t + 1 2 ) 2 , and we obtain
. Obviously, 2F (1) = 1, and therefore
which proves the first part of Lemma.
Now let k = 2ℓ be even. Then the number of summands in both sums in (5) equals ℓ − 1. Let us separate the term corresponding to t = 0 from the second sum and add the term corresponding to t = ℓ, which we subtract later. Then, similarly to the previous case, we get
. After simplifying this expression we get
which proves the second part of the Lemma. Thus, Theorem 1 follows.
Proof of the theorem 2. We use numerical-analytical method. Theoretically this scheme can be applied to any fixed k, but it requires more and more calculations when k is increasing.
It is obvious from the formula (3) that
where P
(1) r,k is also a polynomial of degree k. It is easy to see that P
(1) r,k < 0 in a left semineighborhood of one. From the second statement of Theorem 1 we deduce that P (1) r,k < 0 in a right semi-neighborhood of zero.
We construct a polynomial P k , such that all coefficients of the polynomial P k (r·) do not exceed the corresponding coefficients of −P
Then we show that the polynomial P k is positive outside the interval [c 1 (k), c 2 (k)]. This means that all roots of P (1) r,k lye inside the interval [
Now to proof the theorem it is sufficient to check that
First, we prove (6) for r big enough. To this end we rewrite
as follows:
where Q + r,k is even polynomial and Q − r,k is odd one. We construct polynomials Q 
. Thus, the proof of (6) for r > r 0 (k) reduces to the proof of the following inequality:
We prove this inequality by constructing suitable piecewise constant function f k , which bounds the left-hand side of the inequality from above. To do so we note that the estimate
, since the coefficients of polynomials Q ± k are non-negative.
The obtained estimator f k was computed on a mesh fine enough. The inequality f k < 1 proves (6) for r > r 0 (k).
We proceed similarly for r ≤ r 0 (k). Namely, for every fixed r ≤ r 0 (k) we rewrite the polynomial in the left-hand side of (6) as follows:
where R ± r,k are polynomials with non-negative coefficients. We construct piecewise constant function g r,k , which bounds the left-hand side of (6) from above. Namely, for The obtained estimators g r,k were calculated on a mesh fine enough. The inequalities g r,k < 1 prove (6) for r ≤ r 0 (k), and the first statement of Theorem follows.
The values λ(r, 4, 2, ∞) = A r,4 (0) −1 and λ(r, 6, 2, ∞) = A r,6 (0) −1 are calculated by the formulae (3) and (4).
Further,
