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Resumo: O problema de reconhecimento automático de discurso tem se tornado
alvo de estudos, em partes, devido à grande demanda por ferramentas que realizem
esse processo de maneira rápida e eficaz. Este artigo investiga a aplicação da rede
neural auto-organizável (SOM) de Kohonen para análise de fonemas da língua por-
tuguesa em sinais de voz. Especificamente, a rede neural foi aplicada num difícil
problema de reconhecimento de discurso contínuo, dependente do orador e com
alfabeto aberto. Experimentos computacionais revelaram que a SOM é capaz de
identificar corretamente muitos fonemas de um discurso contínuo. Porém, a rede
também identificou alguns fonemas inoportunos que podem estar relacionados à
transição de palavras, rotulação manual errada, ou que possuem sons semelhantes.
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Abstract: The automatic speech recognition problem has become a target of stu-
dies, partially due to the high demand for tools that perform such process quic-
kly and effectively. This paper investigates the application of the Kohonen’s self-
organizing neural network (SOM, Self-Organizing Map) for the analysis of Portu-
guese phonemes in speech signals. Specifically, the neural network has been ap-
plied to a difficult problem of continuous speech recognition, speaker-dependent,
and open alphabet. Computational experiments revealed that the SOM can iden-
tify correctly many phonemes of a continuous speech. However, the network also
identified some inopportune phonemes which are possibly related to the transition
of words, to the wrong manual labeling, or to the fact that they have similar sounds.
Key words: self-organizing maps, automatic speech recognition, artificial neural
network.
1 Introdução
Em termos gerais, o reconhecimento autônomo de discurso (ASR, acrônimo do
termo inglês automatic speech recognition) consiste em extrair ou identificar infor-
mações relevantes em um discurso sem o auxílio contínuo de um ser humano. O
ASR tem evoluído como uma das áreas líderes em ciência da computação [1]. As
aplicações abrangem sistemas de atendimento ao cliente, telemarketing automatiza-
dos, máquinas (robôs, eletrodomésticos, computadores, etc.) controladas por voz,
aplicativos para celulares, entre outras [2–6]. Os obstáculos encontrados numa apli-
cação envolvendo ASR incluem, por exemplo, presença de ruídos, diferenças entre
sotaques dos oradores, grande número de fonemas e palavras, além de restrições na
velocidade da realização da tarefa de reconhecimento.
Os estudos em ASR iniciaram em 1952 no Bell Labs com o reconhecimento de
dígitos pronunciados via telefone [7]. Conforme os computadores evoluíram nos
anos 1960s, novas técnicas baseadas em programação dinâmica foram desenvolvidas.
Nos anos 1970s, sugiram grandes contribuições na área devido ao modelo linear
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preditivo, que oferece uma forma eficiente de representar um sinal de voz [8]. O
modelo linear preditivo continua sendo usado em muitas aplicações, embora tenha
sido substituído pelo MFCC (acrônimo de mel-frequency cepstral coefficients) desen-
volvido nos anos 1980s [8]. De fato, nos anos 1980s, surgiram diversos bancos de
dados com sinais de voz e a técnica comum da época estava baseada no uso de tem-
plates para a identificação de fonemas. Posteriormente, técnicas baseadas nos mode-
los de Markov escondidos (HMM, do termo inglês hidden Markov models) foram
empregados com a ideia de substituir os templates por modelos probabilísticos mais
simples [9]. Finalmente, nos anos 1990s, foram desenvolvidos modelos baseados
em wavelets [10], máquinas de vetores de suporte [11, 12] e redes neurais artificiais
(ANNs, acrônimo do inglês artificial neural networks) [13, 14]. Uma revisão mais
apurada das diversas técnicas pode ser encontrada em [15]. Atualmente, sistemas
baseados em HMM bem como em técnicas baseadas em inteligência computacional
e sistemas híbridos são utilizados em ASR [1, 16–19].
Este artigo contém um estudo da aplicação de ANNs para o ASR, precisamente
para a identificação de fonemas. Uma ANN é um modelo matemático inspirado
no cérebro humano, onde as unidades básicas de processamento são os neurônios
[13, 14, 20]. Os estudos das redes neurais artificiais iniciaram em 1943, por Mc-
Culloch e Pitts [21]. No início dos anos 1980s, Kohonen apresentou um mo-
delo de ANN auto-organizável conhecida como mapa auto-organizável e referida
como SOM (acrônimo do termo inglês self-organizing maps) [22, 23]. A SOM,
e suas variações, representam a classe mais popular de ANNs com aprendizado
não-supervisionado, isto é, sem professor [14]. A SOM de Kohonen foi aplicada
com sucesso em diversas áreas, incluindo estatística, processamento de sinais, te-
oria de controle, análise financeira, física experimental, química e medicina [23].
Com efeito, a SOM pode ser empregada em problemas de dimensões grandes e
não-lineares, incluindo a extração de características em imagens e padrões acústicos
como discursos. Além disso, a SOM pode ser usada para estabelecer uma correspon-
dência entre as entradas e uma tabela de unidades – geralmente com uma ou duas
dimensões – que preserva as relações topológicas e a distribuição de probabilidade
dos dados [13].
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Em 1988, Kohonen apresentou uma aplicação da SOM para o reconhecimento
autônomo de fonemas da língua finlandesa [24]. Recentemente, Venkateswarlu e
Kumani apresentaram diversas técnicas para extrair características relevantes de si-
nais de áudio apropriadas para serem usados como entrada para a SOM [18]. Behi
et al. apresentaram uma nova variação da SOM baseada em neurônios impulsivos
[25]. Modelos de SOM baseados numa abordagem probabilística podem ser encon-
trados em [17, 19]. Uma aplicação da SOM para o reconhecimento de discurso na
língua portuguesa pode ser encontrada em [26]. Nessa referência, Sousa et al. con-
sideram um problema de ASR com palavras isoladas de um alfabeto restrito com-
posto apenas por números e operações aritméticas elementares como, por exemplo,
as palavras “um”, “dois”, “vezes”, “igual”, “mais”, etc.
Este artigo também contém uma aplicação da SOM para a identificação de fo-
nemas da língua portuguesa em sinais de áudio. Contudo, diferente da abordagem
apresentada por Sousa et al., um problema de reconhecimento de discurso contí-
nuo, dependente do orador e com alfabeto aberto é estudado. Esse problema é mais
complexo pois, além da ausência de pausas e sinalizações de início e fim das pala-
vras, há também uma quantidade muito maior de informação. Portanto, este artigo
apresenta uma avaliação do desempenho da SOM num problema mais complexo
relacionado à identificação de discurso.
O artigo está organizado da seguinte forma. A próxima seção contém a fun-
damentação teórica, com a descrição do mapa auto-organizável e dos mel-frequency
cepstral coefficients. A seção 3 apresenta os experimentos computacionais. O artigo
termina com a conclusão na seção 4.
2 Fundamentação teórica
Esta seção apresenta os principais conceitos utilizados no artigo. Especifica-
mente, primeiro é exposta uma descrição do mapa auto-organizável de Kohonen.
Posteriormente, descreve-se a ferramenta utilizada para extrair as características de
um discurso, o mel-frequency cepstral coefficients. Ambos conceitos são apresenta-
dos como módulos que foram implementados em rotinas diferentes. Em vista disso,
cada uma das subseções seguintes segue notação própria. Por exemplo, a letra w é
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usada para denotar os pesos sinápticos do mapa auto-organizável na subseção 2.1. A
mesma letra é usada na subseção 2.2 para representar o conceito de janela.
2.1 Mapa auto-organizável
O córtex cerebral humano é organizado de modo que sensações diferentes ex-
citam regiões distintas. Em outras palavras, diferentes áreas do córtex são ativadas
por diferentes estímulos. O mapa auto-organizável SOM, de Kohonen, também re-
ferido como rede de Kohonen, é desenvolvido a partir dessa característica do córtex
cerebral.
Resumidamente, a rede de Kohonen é determinada por uma regra de aprendi-
zagem não-supervisionada composta de três processos [14, 23]. O primeiro é um
processo de competição entre os neurônios da rede para um dado estímulo. Essa
competição é determinada a partir dos valores apresentados por uma função discri-
minante que relaciona o padrão de entrada (estímulo) a cada um dos neurônios da
rede. O neurônio que apresenta o maior valor da função discriminante é o ven-
cedor. O segundo processo é de cooperação, no qual o neurônio vencedor excita
os seus neurônios vizinhos. A noção de vizinhança espacial é definida a priori. O
último processo, chamado de adaptação sináptica, consiste em atualizar os valores
dos pesos sinápticos dos neurônios ativados.
Como consequência dos três processos da regra de aprendizagem, a localização
espacial de um neurônio na rede de Kohonen é indicativo das características estatís-
ticas intrínsecas contidas nos padrões de entrada [22, 27]. Em vista disso, os neurô-
nios são geralmente arranjados em uma rede uni ou bidimensional, dado que cada
neurônio tenha um conjunto de neurônios vizinhos. Consequentemente, a rede de
Kohonen pode ser vista como uma transformação não-linear que projeta padrões
de entrada de dimensões arbitrárias em um mapa discreto uni ou bidimensional. O
mapa se forma seguindo um processo adaptativo, organizando-se de uma maneira
topologicamente ordenada e simulando as características do córtex cerebral. Um
exemplo interessante e bem visual da SOM, no qual é formado um mapa através das
características de mamíferos e aves, foi apresentado por Ritter e Kohonen em [28]
e estudado posteriormente por Haykin [14] e Bezdek [29].
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O algoritmo que realiza os processos de competição, cooperação e adaptação
é chamado algoritmo SOM e está apresentado de forma simplificada no algoritmo
1. Para tanto, um padrão (vetor) de entrada, apresentado a rede no instante t , será
representado por
x(t ) = [x1(t ), x2(t ), . . . , xm(t )]
T , ∀t = 0,1,2, . . . , (2.1)
em que m é a dimensão do espaço de entrada. O vetor peso sináptico do k-ésimo
neurônio da rede no instante t será denotado por
wk (t ) = [wk1(t ), wk2(t ), . . . , wk m(t )]
T . (2.2)
Observe que o vetor peso sináptico tem a mesma dimensão do espaço de entrada.
O número de neurônios da rede será denotado por l .
O parâmetro da taxa de aprendizagem, ε, e a função de vizinhança, hk ,i(x)(t ),
possuem as seguintes características [14, 23]:
• A vizinhança espacial, ou função de vizinhança, hk ,i(x)(t ) assume o valor má-
ximo no neurônio vencedor i(x) e decresce com o aumento da distância espa-
cial dk ,i(x) entre o neurônio vencedor i(x) e o neurônio excitado k.
• O tamanho da vizinhança espacial deve decrescer com o aumento de t .
• O parâmetro da taxa de aprendizagem permanece com valor fixo para todo
instante t .
A função de vizinhança hk ,i(x)(t ) adotada neste artigo foi a função Gaussiana






A distância espacial dk ,i(x), no caso bidimensional, foi definida através da equa-
ção
dk ,i(x) =
rk − ri(x) , (2.4)
em que rk e ri(x) definem, respectivamente, a posição dos neurônios k e i(x) na
rede. Ambos rk e ri(x) foram definidos como sendo pontos do conjunto discreto
{1,2, . . . ,NL} × {1,2, . . . ,NC }, que representa uma malha NL ×NC . O parâmetro
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σ(t ) mede o grau com o qual neurônios vizinhos ao neurônio vencedor participam
do processo de aprendizagem. Seguindo a sugestão de Ritter e Kohonen, a função
σ foi definida como





, para t = 0,1,2, . . . , (2.5)
em que σi é o valor de σ(t ) na inicialização do algoritmo SOM, σ f é o valor final
e t f é o número máximo de iterações.
Algoritmo 1: Algoritmo SOM
Inicialização: Os pesos sinápticos dos neurônios da rede, wk (0) para
k = 1,2, . . . , l , são inicializados ou com valores pequenos e arbitrários ou
com valores dos dados de entrada selecionados de maneira aleatória. Em
ambos os casos, os pesos sinápticos iniciais devem ser dois a dois distintos.
Forneça o maior número permitido de iterações t f e defina t = 0.
enquanto o mapa auto-organizável apresentar alterações significativas em sua
forma ou t ≤ t f faça
1. Amostragem: Escolha aleatoriamente um padrão de entrada x(t )
que será apresentado à rede.





Neste artigo, utilizamos a distância euclidiana na função discreta
i(x).
3. Atualização: Após a escolha do neurônio vencedor, os vetores dos
pesos sináptico de todos os neurônios são ajustados utilizando a
equação
wk (t + 1) = wk (t )+ εhk ,i(x)(t )(x(t )−wk (t )),
em que ε é o parâmetro da taxa de aprendizagem e hk ,i(x)(t ) é a fun-
ção de vizinhança centrada em torno do neurônio vencedor i(x).
4. Faça t ← t + 1.
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2.2 Cálculo dos mel-frequency cepstral coefficients
Esta subseção descreve os passos necessários para calcular o mel-frequency ceps-
tral coefficients (MFCCs) de um sinal de voz. Os MFCCs capturam as informações
que serão usadas para a identificação dos fonemas e para a síntese do mapa fonético.
A abordagem adotada neste artigo está baseada na referência [30].
1. Pré-Ênfase: Como em um sinal de voz as frequências baixas apresentam
maior energia que as frequências altas, o primeiro passo consiste em aumentar
a energia nas frequências altas. Para tanto, utilizou-se um filtro de primeira
ordem passa-altas dado pela seguinte equação para todo n:
y(n) = s(n)−αs(n− 1). (2.6)
Aqui, s denota o sinal de entrada de tamanho N , y o sinal filtrado e α é uma
constante com valores no intervalo [0,9;1]. O valor α = 0,95 foi adotado
neste artigo.
2. Escolha da Janela: Um discurso é um sinal não estacionário, uma vez que
suas características dependem dos fonemas nele contidos. A transformada de
Fourier e, consequentemente, o cálculo do MFCC, é desenvolvida para sinais
estacionários. Contudo, é possível converter um sinal não estacionário numa
sequência de sinais estacionários menores, compostos de vários trechos do
sinal original. Nos experimentos computacionais, o sinal original foi partici-
onado em trechos de tamanho N que corresponde à 20ms. Os trechos foram
selecionados a cada 10ms do sinal de voz.
Além disso, antes do cálculo da transformada de Fourier discreta, cada trecho
do sinal foi multiplicado pela janela de Hamming. A janela de Hamming
suaviza os extremos do trecho do sinal, evitando descontinuidades que podem
gerar problemas na análise de Fourier. A janela de Hamming é determinada
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, 0≤ n ≤N − 1,
0, caso contrário,
(2.7)
em que n é a variável de tempo e N é o tamanho da janela (iniciando em
n = 0).
3. Transformada de Fourier Discreta: A transformada de Fourier discreta
(DFT, do termo inglês discrete Fourier transform) é usada para extrair infor-
mações sobre o espectro de um sinal. Com efeito, a DFT revela a quantidade
de energia que o sinal contém nas diferentes faixas de frequência. A saída da
DFT, denotada por X (k), é um número complexo com a magnitude e a fase





x(n)e− j 2piN kn , k = 0, . . . ,N − 1. (2.8)
Nessa equação, N denota o tamanho de x e j representa a unidade imaginária,
i.e., j =
p−1. Na prática, a DFT é determinada utilizando a transformada
de Fourier rápida (FFT, do termo inglês fast Fourier transform), que reduz
significativamente o esforço computacional.
4. Filtro Mel e Cálculo do Log: A audição humana não é igualmente sensível
para todas as faixas de frequência. De fato, ela é menos sensível a frequências
maiores que 1000 Hz. O filtro mel foi utilizado para simular essa caracterís-
tica [31, 32].
O filtro mel é composto por 10 faixas de frequência com espaçamento linear
até 1000 Hz e escala logarítmica até 10 kHz.
O filtro é aplicado em todas os trechos do sinal do discurso no intuito de si-
mular a percepção humana. Além disso, calcula-se o logaritmo de todos os
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valores obtidos pois, nos humanos, a resposta a um nível de sinal é logarít-
mica. Sobretudo, o logaritmo deixa as estimativas menos sensíveis a variações
de potência causadas pela proximidade ou não da boca do narrador ao micro-
fone durante na gravação do discurso.
5. Cepstrum – O Inverso da Transformada de Fourier Discreta: O termo
“cepstrum” foi introduzido em 1963 por Borget, Healy, e Tukey em um ar-
tigo chamado “The Quefrency Alanysis of Time Series for Echoes” [33]. O ceps-
trum é o espectro de potência do l o g do espectro de potência de um sinal.
Para um sinal de tempo-discreto, a melhor definição do cepstrum é o inverso
da transformada de Fourier discreta (IDFT, do termo inglês inverse discrete
Fourier transform) do logaritmo da magnitude da DFT. Matematicamente, o
cepstrum, denotado por c(n), é dado pela seguinte equação em que X denota






log |X (k)|e+ j 2piN kn , n = 0, . . . ,N − 1. (2.9)
A forma de onda criada pela fala humana é fruto do movimento glotal, que
gera uma forma de onda em uma frequência fundamental. Essa onda passa
pelo trato vocal, que devido ao seu formato, é basicamente um filtro. Porém,
as informações produzidas pelo movimento glotal não são importantes para
distinguir os diferentes sons vocais. A informação mais relevante para a de-
tecção vocal é o filtro. O cepstrum consegue, de certa forma, separar a fonte
do filtro de um som.
Após aplicar o cepstrum, o trecho do sinal que estava no domínio da frequên-
cia volta ao domínio do tempo. Logo nas primeiras amostras está a infor-
mação necessária para a identificação dos fonemas. Desse modo, apenas os
primeiros 12 valores cepstrais foram utilizados neste artigo. Esses 12 coefi-
cientes representam exatamente as informações sobre o filtro formado pelo
trato vocal, separando as informações desnecessárias contidas na fonte como
o movimento glotal.
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Finalmente, conforme descrito em [8], o cálculo da IDFT foi efetuado uti-
lizando o inverso da transformada do cosseno discreta (DCT, discrete cosine









, para n = 0, . . . ,N − 1, (2.10)
com
β(k) =
 1pN , n = 0,Æ 2
N , 1≤ n ≤N − 1,
(2.11)
em que N é o tamanho de X . Dessa forma, o vetor dos coeficientes MFCC
de um trecho de 20ms do sinal de discurso foi definido neste artigo como c =
[c(1), c(2), . . . , c(12)]. Esclarecimentos com respeito a relação entre a DCT e
a IDFT podem ser obtidos em [34].
3 Experimentos computacionais
Os experimentos computacionais foram realizados considerando a frase:
“Olá amigo ouvinte, hoje temos por título o seguinte
tema: Envelhecer, sim, é inevitável, mas crescer é opcio-
nal;”
(3.12)
e as sentenças “cinco”, “assim”, “pense nisso” e “afinal”. Tanto a frase como as qua-
tro sentenças foram extraídas de uma gravação do programa “Maturidade em Foco”
de Marcelo Caires na Rádio UEL. Os fonemas da frase e das sentenças foram iden-
tificados manualmente, utilizando um editor de áudio digital gratuito, o software
Audacity®. Essa informação foi utilizada tanto para a elaboração do mapa fonético
como para teste e validação da rede de Kohonen como uma aplicação ASR.
Primeiramente, a frase (3.12) foi particionada em intervalos de 20ms e com des-
locamento de 10ms. Foram extraídos 12 coeficientes MFCC de cada partição con-
forme descrito na subseção 2.2. Obteve-se assim um conjunto de dados de treina-
mento com 797 vetores com 12 elementos, cada vetor representando um fragmento
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de 20ms da frase (3.12). Por fim, com os dados de treinamento, o algoritmo 1 foi
utilizado para sintetizar o mapa fonético de dimensão NL×NC .
Após a execução do algoritmo 1, os neurônios da rede foram rotulados com
base na identificação manual dos fonemas da frase (3.12). Especificamente, para
cada neurônio da rede, identificou-se qual o fonema fornece a maior similaridade,
ou seja, cujo vetor de coeficientes MFCC é o mais próximo do vetor dos pesos si-
nápticos. O neurônio foi então rotulado com o fonema identificado manualmente.
É importante ressaltar que a duração dos fonemas portugueses variam, em geral,
entre 47ms e 229ms [35]. Portanto, tanto os dados utilizados para o treinamento
como os neurônios da rede não representam exatamente um fonema, mas parte
dele. Somente os trechos identificados manualmente representam completamente
o fonema. Ainda assim, refere-se à rede de Kohonen obtida ao final do processo
como um “mapa fonético”.
O mapa fonético pode ser utilizado para o ASR. Precisamente, tal como no pro-
cesso de treinamento da rede, uma sentença ou frase desconhecida S é inicialmente
particionada em trechos de 20ms e com deslocamento de 10ms. Para cada trecho, o
vetor contendo os 12 coeficientes MFCC é apresentado à rede e o rótulo do neurô-
nio com maior similaridade é atribuído ao fragmento do discurso apresentado. Em
termos matemáticos, o ASR baseado na rede de Kohonen resulta numa sequência
finita de rótulos r = {r1, r2, . . . , rL}, em que L denota o número de partições do dis-
curso apresentado S. Por exemplo, a sentença S1 = “Olá amigo” tem duração total
de 700ms e, portanto, resulta em L = 27 partições de 20ms. A seguinte sequência




“o”, “o”, “o”, “l”, “l”, “l”, “l”, “l”, “a”, “a”, “a”, “a”, “a”, “a”,
“n”, “m”, “m”, “m”, “n”, “m”, “m”, “i”,“g”,“g”, “o”, “g”
«
. (3.13)
Note que a transcrição fonética correta da sentença “Olá amigo” é “o, l, a, m, i,
g, o”. Portanto a rede de Kohonen foi capaz de identificar todos os fonemas dessa
sentença. Contudo, ela também identificou o fonema “n” que, embora similar ao
“m”, não pertence ao discurso apresentado.
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Considerando que um fonema pode ter duração maior que 20ms, adotou-se
como medida do desempenho da rede como ASR a razão entre o número de ró-
tulos que correspondem a fonemas do discurso pelo número total de fragmentos.





χS (rk ), (3.14)
em que χS denota a função indicadora do conjunto dos fonemas do discurso S, ou
seja,
χS (r ) =
1, se r é um fonema do discurso S,0, caso contrário. (3.15)





Observe que a razão de reconhecimento de um discurso S satisfaz a equação
R(S) = 1 se todos os rótulos da sequência r correspondem a fonemas de S. A
recíproca, porém, não é verdadeira. Por exemplo, se todos os rótulos de r fossem
associados ao fonema “o”, então a razão de reconhecimento resultaria 1. Todavia,
situações como a desse exemplo não foram observadas na prática.
A dimensão da rede de Kohonen, bem como outros parâmetros empregados
no algoritmo 1, foram determinados utilizando o discurso que contém a palavra
“cinco”, cujo conjunto de fonemas é {“s”, “i˜”, “k”, “o”}. Especificamente, foram
fixados os parâmetros σi = 3, σ f = 0,02, nmax = 10000 e ε = 0,3, enquanto as
dimensões NC e NL da rede variaram ambas no conjunto M = {10,14, . . . , 54,58}.
Esse processo foi repetido cinco vezes a fim de obter uma média do desempenho de
cada um dos pares NC e NL. A maior razão de reconhecimento, com o valor 0,4565,
foi obtida para o par (NL,NC ) = (38,14).
Posteriormente, ainda utilizando a palavra “cinco”, foram determinados sequen-
cialmente os melhores valores para os parâmetros nmax , σi , σ f e ε. A maior razão de
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reconhecimento foi obtida sintetizando uma rede de dimensões NL = 38 e NC = 14
com os parâmetros σi = 8, σ f = 0,73, nmax = 16000 e ε = 0,11. A razão de re-
conhecimento da palavra “cinco” foi R(S2) = 0,6522, que foi determinada sobre a
seguinte sequência de rótulos:
r2 =
¨
“s”, “s”, “v”, “i˜”, “i˜”, “i˜”, “i˜”, “m”, “n”, “n”, “m”, “m”, “n”,
“n”, “o”, “o”, “o”, “o”, “o”, “o”, “o”, “o”, “o”
«
. (3.17)
Observe que o fonema “k” não foi identificado pela rede de Kohonen. De fato,
esse fonema aparece somente uma vez na frase utilizada para o treinamento da rede.
Especificamente, na palavra “crescer”. Desse modo, devido à diferentes sonoridades
do fonema, não foi possível seu reconhecimento.
Tabela 1. Resumo do desempenho da rede de Kohonen.
Treinamento
Palavra Razão de reconhecimento
“Olá amigo” 0,9259
Ajuste dos parâmetros
Palavra Razão de reconhecimento
“cinco” 0,6522
Validação




A tabela 1 sintetiza o desempenho final da aplicação da rede de Kohonen no pro-
blema de ASR considerado neste artigo. Precisamente, essa tabela apresenta a razão
de reconhecimento das sentenças: S1 = “Olá amigo”, S2 = “cinco”, S3 = “assim”,
S4 = “pense nisso” e S5 = “afinal”. Note que a primeira sentença pertence ao con-
junto de treinamento. A palavra “cinco”, embora não pertença ao conjunto de trei-
namento, foi utilizada no ajuste da dimensão da rede e dos parâmetros do algoritmo
1. Portanto, os valores mais significativos referem-se à razão de reconhecimento das
sentenças S3, S4 e S5. Com efeito, o mapa fonético forneceu a seguinte sequência de
212
ROSA, R. A. F. e VALLE, M. E.
rótulos para a sentença “assim”, cuja transcrição fonética é “a, s, i˜”:
r3 =
¨




Note que o mapa fonético não foi capaz de identificar o fonema “a”. Além disso,
a sequência de rótulos (3.18) contém os fonemas “n” e “v” que não deveriam ser re-
conhecidos. Esses dois fonemas, representando consoantes, são difíceis de identifi-
car mesmo manualmente e devem ser interpretados como ruídos na aplicação ASR
baseada na rede de Kohonen.
De um modo similar, o mapa fonético forneceu respectivamente as seguintes
sequências de rótulos para as sentenças “pense nisso” e “afinal”:
r4 =

“m”, “e”, “e”, “i˜”, “i˜”, “i˜”, “n”, “v”, “s”, “s”, “v”, “n”, “n”,
“i˜”, “n”, “n”, “n”, “n”, “m”, “i˜”, “i˜”, “i”, “m”, “i”, “n”, “v”,





“a”, “a”, “l”, “m”, “i”, “i”, “i”, “i”, “n”, “i”, “m”, “n”, “n”, “n”,
“n”, “a”, “a”, “a”, “a”, “a”, “l”, “l”, “l”, “l”, “l”
«
. (3.20)
As transcrições fonéticas dessas duas sentenças são “p, e˜, s, e, n, i, s, o” e “a,
f, i, n, a, l”, respectivamente. Por um lado, a rede de Kohonen não conseguiu
identificar todos os fonemas presentes nas duas sentenças. Em particular, o fonema
“f” da sentença S5 não foi identificado porque que não está presente no conjunto
de treinamento. Novamente, observa-se a presença de ruído manifestado através
dos fonemas “n” e “v”. Por outro lado, o mapa fonético cumpriu sua tarefa ao
reconhecer a maioria dos fonemas presentes nas sentenças. Em outras palavras,
apesar da falha no reconhecimento de fonemas que não estão presentes, a rede teve
êxito em reconhecer muitos dos fonemas que compõem as sentenças.
Concluindo, existe na literatura diferentes abordagens para o ASR usando re-
des neurais auto-organizáveis [18, 25, 26]. Em alguns casos, observa-se que a rede
neural apresenta desempenho entre 0,80 e 0,98. Esses números, porém, não seguem
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o mesmo critério de avaliação adotado neste artigo. Em Venkateswarlu e Kumari
[18], por exemplo, o método de avaliação segue o princípio de correto ou não. Es-
pecificamente, apresenta-se um fonema ou palavra à rede, dito por vários locutores,
e é contabilizado o número de acertos e erros na identificação para cada locutor.
Diferentemente, neste trabalho, a avaliação é feita através da recuperação de uma
sentença completa e contínua no qual os fonemas não foram isolados a priori.
4 Considerações finais
Diferente de muitos trabalhos disponíveis na literatura, este trabalho apresenta
um estudo da aplicação do mapa auto-organizável (SOM) de Kohonen, em conjunto
com o mel-frequency cepstral coeficientes (MFCC), para a identificação de fonemas
num discurso contínuo, dependente de orador e com alfabeto aberto. Em acordo
com os resultados obtidos por Kohonen, para a identificação de fonemas da língua
finlandesa, os experimentos computacionais revelaram que a SOM é capaz de iden-
tificar corretamente muitos fonemas de um discurso contínuo. Com efeito, a razão
de reconhecimento do discurso usado para treinamento foi 0,9259. Porém, a rede de
Kohonen identificou também fonemas que não fazem parte da sentença apresentada
à rede. Observou-se que muitos dos fonemas inoportunos possuem um som muito
semelhante a fonemas corretos, como é o caso do “m” e do “n”. Ressalta-se, porém,
que alguns fonemas inoportunos também podem estar relacionados à transição de
uma palavra ou sílaba ou decorrer de uma possível falha no processo manual de
identificação dos fonemas.
Uma vez que um fonema da língua portuguesa pode ser influenciado pelos fone-
mas antecessores e sucessores, trabalhos futuros podem utilizar bi- ou tri-fonemas
no lugar de fonemas. Além disso, o desempenho do processo de aprendizagem e re-
conhecimento podem ser melhorados, utilizando algoritmos que sinalizam o início
e o fim dos fonemas ou das palavras. Por fim, estudos futuros também podem ser
conduzidos na aplicação da SOM para a identificação de fonemas independente do
orador, ou seja, discursos proferidos por pessoas diferentes seriam utilizados tanto
para o treinamento como para a avaliação da SOM como ASR.
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