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Abstract
Counting the number of independent sets for a bipartite graph (#BIS) plays a crucial role in
the study of approximate counting. It has been conjectured that there is no fully polynomial-time
(randomized) approximation scheme (FPTAS/FPRAS) for #BIS, and it was proved that the
problem for instances with a maximum degree of 6 is already as hard as the general problem. In
this paper, we obtain a surprising tractability result for a family of #BIS instances. We design a
very simple deterministic fully polynomial-time approximation scheme (FPTAS) for #BIS when
the maximum degree for one side is no larger than 5. There is no restriction for the degrees on
the other side, which do not even have to be bounded by a constant. Previously, FPTAS was
only known for instances with a maximum degree of 5 for both sides.
1 Introduction
Counting the number of independent sets in a bipartite graph (#BIS) is arguably the most impor-
tant open question in the study of approximation algorithms for counting problems, which plays
a similar role as the unique game for optimization problems, or the PPAD class for fixed points
and Nash equilibria. We do not know if it admits a fully polynomial-time (randomized) approxi-
mation scheme (FPTAS/FPRAS), and we do not know if it is as hard as counting the satisfying
assignments for a satisfaction problem (#SAT) either. It is conjectured to be of intermediate com-
plexity [6]. Similar to unique game, the approximability of #BIS is important not only because it
is an interesting problem on its own, but mainly due to the fact that many other counting problems
are proved to have the same complexity as #BIS. It is a complete problem for a family of logically
defined problems called #RHΠ1 as a subfamily of #P [6]. With the help of this intermediate class,
a number of complete classifications for the approximability for various families of problems have
been proved, such as the Boolean #CSP problems [7, 10, 3].
Without restricting input graphs to be bipartite, the approximability for counting the number
of independent sets (#IS) is well understood. For general graphs, approximately counting the
number of independent sets is as hard as finding the maximum independent set, which is NP-hard.
This reduction was one of the very first proofs for inapproximability for counting problems. The
hard instances used in the reduction have very large degrees, and as a result later research has been
mainly focused on sparse graphs, such as graphs with a maximum degree bound. An FPRAS based
on the Markov chain Monte Carlo (MCMC) method was obtained when the maximum degree is 3
in [8] and then 4 in [23]. Later, a deterministic FPTAS based on the correlation decay technique
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was obtained for graphs with a maximum degree of 5 by Weitz [30]. On the inapproximability side,
it was proved that the problem is NP-hard as long as we allow the maximum degree to be 25 [9].
The hardness bound was eventually reduced to 6 and thus closed the gap in [29].
However, the approximability for #BIS is much more challenging. We do not know any NP-
hardness result even if we do not have a degree bound. The previous proof for general graphs does
not work because finding a maximum independent set for bipartite graph is equivalent to finding a
maximum matching (Konig’s theorem), which is polynomial time solvable rather than being NP-
hard. The main reason to make #BIS extremely important in the study of approximate counting
is that a large number of other problems are proved to have the same complexity as #BIS (#BIS-
equivalent) or at least as hard as #BIS (#BIS-hard) under approximation-preserving reduction
(AP-reduction) [6]. Examples include combinatorial counting problems such as #Downsets (count-
ing the number of downsets of a partial order system), #Bipartite-q-COL, #Bipartite-MAX-IS
(all in [6]) and #Stable-Matching [5], logical problems such as #1P1NSAT and #IM [6], problems
from statistical physics such as computing the partition problems for ferromagnetic Ising model
with mixed external fields [13] and Potts system [14], and many other counting problems. One
recent interesting result on #BIS itself indicates that #BIS with maximum degree 6 is already as
hard as general #BIS [4]. This restricted version of #BIS is more useful in some reductions and
the new result has been used to prove #BIS-hardness for other problems such as ferromagnetic
two-spin systems with a uniform external field [21]. Moreover, it was shown that if #BIS does not
admit an FPRAS, then there is an infinite approximation hierarchy even within #BIS [1].
The main reason to make #BIS flexible in these reductions is indeed due to its bipartite struc-
ture, on which the vertices from two sides can encode (or be encoded by) two different objects
for other problems. For example, a hypergraph can be represented as a bipartite graph (known
as its incidence graph), with the left side being the vertex set and the right side being the edge
set. In this new bipartite graph, the degrees on the left side are the same as the degrees in the
hypergraph, while the degrees of the right side are sizes of hyperedges in the hypergraph. This
nature makes it suitable to study #BIS with different degree constraints on two sides. For example,
#Semi-regular-BIS studied in [14] has one side regularity requirement.
On the algorithmic side, it was shown in [9, 24] that any local MCMC algorithm that uses
subsets of vertices as state space, mixes slowly even on a bipartite graph with a maximum degree
of 6. More recently, an interesting attempted Markov chain by Ge and Stefankovic [11], which uses
subsets of edges as state space and differs from previous MCMC methods, was also shown to mix
slowly in [12]. Prior to our work, the best known FPRAS or FPTAS for #BIS was the same as that
for #IS for graphs with a maximum degree of 5. There was no algorithmic evidence to distinguish
#BIS from #IS.
Our Results
Our main result is an FPTAS for #BIS when the maximum degree for one side is no larger than
5. There is no restriction for the degrees on the other side, which do not even have to be bounded
by a constant. Assuming that there is no FPTAS or FPRAS for general #BIS, our result is of
the best possible in the sense that, if we allow degrees of 6 on both sides, the problem is already
#BIS-hard. Our FPTAS can also be viewed as the first algorithmic evidence to distinguish #BIS
from #IS.
Our algorithm is almost identical to Weitz’s algorithm for general #IS with a maximum degree
of 5, and the main technique is also correlation decay. We elaborate a bit on the ideas. Due
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to a standard argument, computing the number of independent sets is reduced to computing the
marginal probability of a vertex to be chosen, if one samples an independent set uniformly at ran-
dom from all possible independent sets of the input graph. Then, the main idea is to estimate these
marginal probabilities directly rather than through sampling, which is made possible by the re-
markable self-avoiding walk (SAW) tree introduced by Weitz in [30]. For efficiency of computation,
the marginal distribution of a vertex is estimated using only a local neighborhood around a vertex.
To justify the precision of the estimation, we show that far-away vertices have little influence on
the marginal distribution. This is done by analyzing the decay rate of correlation between two
vertices in terms of their distance. In [30], it is proved that when the degree of each vertex is at
most 5, this decay rate is exponentially small in the depth of the SAW tree. However, the same
analysis does not apply to our case as the degrees of one side can be arbitrarily large. To overcome
this, our main idea is to combine two recursion steps of the SAW for #BIS into one, and work
with this two-layer recursion instead. As it turns out, it has the same effect as treating one side
of vertices as variables, while the other side of vertices as constraints. Then we ensure that the
degrees in the first layer, which are the variables’ degree, are always no more than 5. The key is
to formalize an observation that the larger the second layer degree (the constraint’s degree), the
faster the correlation decays. Such analysis is only possible for #BIS rather than general #IS.
Such a two-layer type recursion is similar to that for monotone CNF and hypergraph matching
in [20]. As we have seen there, the analysis for these two-layer recursions is usually much more
challenging and complicated. One additional complication here is due to the fact that the degrees for
the other side are not even bounded by a constant. For these cases, we need to prove an even stronger
notion of correlation decay called computationally efficient correlation decay as in [17, 19, 20], which
says that the error decays by a super-constant factor if we go through a vertex with a super-constant
degree. In order to prove the correlation decay property, we use a potential function to amortize
the decay rate as in many previous works [25, 17, 18, 26, 22]. A good potential function is the key
to these proofs. In this paper, the potential function is carefully constructed to not only make the
decay rate less than one but also make the proof simpler. Effectively, the potential function we
use in this paper makes the amortized decay rate of the two-layer recursion act as if it is a single
layer. This dramatically simplifies the proof. We believe this simple idea can find applications in
the analysis of other two-layer recursions.
Related work
The correlation decay based FPTAS for counting independent sets was extended to anti-ferromagnetic
two-spin systems [17, 26, 18]. From a statistical physics point of view, the independent set prob-
lem is a special case of the hard-core model, where one introduces an activity parameter and
counts weighted independent sets. To extend our result to weighted independent sets and anti-
ferromagnetic two-spin systems in general is an interesting open question.
There are some other works that study counting problems for richer families of graphs other
than a single maximum degree constraint. A beautiful direction is to replace the maximum degree
constraint by the connective constant [28, 27], which can be viewed as a version of average degree.
However, if one would like to apply this average degree type argument to the #BIS instances in
our setting, the connective constant is unbounded since the degree of one side is unbounded. Our
result also indicates that in the case of bipartite graphs, the average degree may not be powerful
enough to capture the complexity of the problem.
Such phenomena where larger degrees (the degrees of constraints) only make the problem easier,
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also come up in hypergraph independent sets. In particular, let d be the maximum degree, and
m be the minimum edge size (which plays the role of constraint degree). As is shown in [2], if
m ≥ d+ 2 ≥ 5, the problem of counting independent sets on such hypergraphs admits FPRAS. In
contrast, if we only have maximum degree parameter d, then it only admits FPTAS when d ≤ 5 [20].
Bipartiteness changing the complexity of a problem is also an interesting phenomenon in the
study of approximate counting. Two other famous examples are graph colorings and perfect match-
ings. Counting the number of colorings for bipartite graphs is an important open question, which
is known to be #BIS-hard, but not known to be #BIS-equivalent or not. There is an FPRAS for
counting perfect matchings in a bipartite graph [15], while for general graphs it is a long-standing
open question.
2 Preliminary
For an undirected graph G = (V,E), a subset of vertices I ⊆ V is an independent set of G if there
is no edge between any two vertices within I. We denote I(G) as the set of independent sets of
graph G, and Z(G) , |I(G)|. G is bipartite if there exists U ⊆ V such that both U ∈ I(G) and
UC ∈ I(G). Hence it can be written as G = (U ⊎ UC , E).
Given a graph G = (V,E), a vertex u ∈ V , a set of vertices U ⊆ V , we define the following:
• Removing a vertex u and its incident edges:
G− u = (V \ {u} , {e ∈ E | e is not incident with u}) .
• Removing a set of vertices U and all incident edges:
G− U =(V \ U,
{e ∈ E | e is not incident with any u ∈ U}) .
We write NG(u) for an open neighborhood of a vertex u (which does not contain u), and NG[u]
for a closed neighborhood of u (which includes u itself). Note that in the case of a bipartite graph
G = (U ⊎ V,E), for every vertex u ∈ U , we have NG(u) ⊆ V .
In general, we use u = 0 to refer the vertex u is not chosen in an independent set, and u = 1
for being chosen. With an independent set sampled uniformly at random, the probability that the
vertex u is chosen is denoted by PG(u = 1). Similarly, PG(u = 0) is for the probability that the
vertex u is not chosen.
As an easy observation, the number of independent sets without choosing u is Z(G− u), with
those choosing u being Z (G−NG[u]). Thus PG(u = 0) =
Z(G−u)
Z(G) , and PG(u = 1) =
Z(G−NG[u])
Z(G) .
3 The Algorithm
The main result of this paper is the following algorithm.
Theorem 3.1. There is an FPTAS for counting the number of independent sets of a bipartite graph
G = (U ⊎ V,E) with min {∆U ,∆V } ≤ 5, where ∆U and ∆V are the maximum degree over vertex
set U and V respectively.
Without loss of generality, we assume ∆U ≤ ∆V . Thus, we have ∆U ≤ 5. We denote n =
|U | ,m = |V |.
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3.1 Counting from Likelihood Ratios
We shall first reduce the problem of counting to computing likelihood ratios. This is a standard
reduction, and was introduced as the self-reducibility structure in [16].
For vertices u ∈ U , let R(G,u) , PG(u=1)
PG(u=0)
= Z(G−NG[u])Z(G−u) . Although we can similarly define
R(G, v) for v ∈ V , our ultimate algorithm would only involve vertices u ∈ U as variables.
Let u1, u2, . . . , un be an arbitrary enumeration of vertices in U , and Gi = G − {u1, . . . , ui−1}.
In particular, G1 = G, and Gn − un = G − U . Also recall that the vertex set of G − U is just V ,
which is an independent set of G by itself,
Z(G) =Z(G− u1) + Z(G−NG[u1])
=Z(G1 − u1) · (1 +R(G1, u1))
= (Z (G2 − u2) + Z (G2 −NG2 [u2])) · (1 +R(G1, u1))
=Z(G2 − u2) · (1 +R(G2, u2)) · (1 +R(G1, u1))
...
=Z(Gn − un) ·
n∏
i=1
(1 +R(Gi, ui))
=Z(G− U) ·
n∏
i=1
(1 +R(Gi, ui))
=2m
n∏
i=1
(1 +R(Gi, ui))
Proposition 3.2. Provided an algorithm R(G,u, ε) for estimating R(G,u) within an additive error
ε, which runs in time poly(n, 1/ε), and outputs Rˆ such that
∣∣∣Rˆ−R(G,u)∣∣∣ ≤ ε. There is an FPTAS
for estimating Z(G) based on R(G,u, ε).
Proof. Let Gi = G − {u1, . . . , ui−1}. Given 0 < ε < 1, let Rˆi , R
(
Gi, ui,
ε
2n
)
and Ri , R (Gi, ui).
Consider the algorithm that returns Zˆ(G) = 2m
∏n
i=1
(
1 + Rˆi
)
as an approximation for Z(G) =
2m
∏n
i=1 (1 +Ri). We have ∣∣∣Rˆi −Ri
∣∣∣
1 +Ri
≤
∣∣∣Rˆi −Ri
∣∣∣ ≤ ε
2n
=⇒
(
1−
ε
2n
)
≤
1 + Rˆi
1 +Ri
≤
(
1 +
ε
2n
)
.
Since Zˆ(G)Z(G) =
∏n
i=1
1+Rˆi
1+Ri
, we have,
(
1−
ε
2n
)n
≤
n∏
i=1
1 + Rˆi
1 +Ri
=
Zˆ(G)
Z(G)
≤
(
1 +
ε
2n
)n
=⇒ 1− ε ≤
Zˆ(G)
Z(G)
≤ 1 + ε.
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This concludes the proof.
Therefore, the remaining task is to design an algorithm for R(G,u, ε).
3.2 Tree Recursion from Self-Reducibility
Before implementing the algorithm required by Proposition 3.2, we will show a recursive relation for
R(G,u) using the self-reducibility structure again, which gives an alternative derivation of Weitz’s
self-avoiding walk tree approach [30].
Lemma 3.3. Let d , degG(u), and NG(u) be enumerated as {vi}
d
i=1. Denote Gi , (G − u) −
{vj}
i−1
j=1, wi , degGi(vi). Let NGi(vi) be enumerated as {ui,j}
wi
j=1, and Gi,j , (Gi − vi)−{ui,k}
j−1
k=1.
Then
R(G,u) =
d∏
i=1

1 +
wi∏
j=1
(1 +R (Gi,j, ui,j))
−1


−1
.
We refer to d as the first-layer degree, and wi as the second-layer degrees. If d = 0 or wi = 0
for some i, we follow the convention that an empty product is 1.
The same recursion can be obtained by first constructing the self-avoiding walk tree for G from u
and then combining two steps of the tree recursion at a time. Instead of explicitly constructing the
whole SAW tree, we present an alternative derivation based only on a nontrivial partition scheme
promised by the self-reducibility.
Proof. Recall that d , degG(u), and NG(u) is enumerated as {vi}
d
i=1, and Gi − vi = Gi+1,
R(G,u) =
PG(u = 1)
PG(u = 0)
=
Z(G−NG[u])
Z(G)
Z(G−u)
Z(G)
=
d∏
i=1
Z(Gi − vi)
Z(Gi)
Next we use the self-reducibility structure of the problem, which gives the following partition scheme
for free: Z(Gi) = Z(Gi − vi) + Z(Gi −NGi [vi]), thus
Z(Gi − vi)
Z(Gi)
=
Z(Gi − vi)
Z(Gi − vi) + Z(Gi −NGi [vi])
=
1
1 +
Z(Gi−NGi [vi])
Z(Gi−vi)
=
1
1 +R(Gi, vi)
.
Similarly one could use self-reducibility again and show that R(Gi, vi) =
∏wi
j=1 (1 +R(Gi,j, ui,j))
−1.
Substituting these R(Gi, vi) into the above recursion, we conclude the proof.
It is worth noting that PGi (vi = 0) =
Z(Gi−vi)
Z(Gi)
. As an intuition, if PGi (vi = 0) ≈ 1, namely
Z(Gi − vi) ≈ Z(Gi), then one could safely ignore the vertex vi and still get a good approximation.
We will see a more quantitative version of this fact, and in particular how it relates to the one-sided
maximum degree in Claim 4.4.
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Since 0 < 1∏wi
j=1(1+R(Gi,j ,ui,j))
≤ 1, we can get the following bound for R(G,u) from the recursion,
which will be useful in the analysis:
Lemma 3.4.
2− degG(u) ≤ R(G,u) ≤ 1.
We can further expand R(Gi,j, ui,j)s by the above recursion and get a tree recursion for R(G,u).
Since ∆U ≤ 5, except for the root of the recursion, we always have d = degGi,j (ui,j) ≤ ∆U − 1 ≤ 4
for the first-layer degree. In these cases, the above bounds are 116 ≤ R(G,u) ≤ 1.
3.3 Computation Tree
Now we are ready to implement the algorithm as required by Proposition 3.2. We recursively
define R(G,u,L) as follows. For base case L = 0, R(G,u,L) = 2− degG(u). For L > 0, let L′i =
max (0, L− ⌈log45(wi + 1)⌉), then
R(G,u,L) =
d∏
i=1

1 +
wi∏
j=1
(
1 +R
(
Gi,j, ui,j , L
′
i
))−1


−1
.
The recursion depth L is used to control the accuracy of the estimation, and plays the same
role as ε referred in Proposition 3.2. After one step of recursion, L is subtracted by ⌈log45(wi+1)⌉
rather than 1, which is known as M -based depth introduced in [17], with M = 45 in our case.
As an intuition, the recursion depth L can be thought of as a computational budget, in which we
replace every node with a branching degree greater than 45 with a 45-ary branching subtree. Then,
it is clear that the size of this branching computation tree up to depth L is at most O((45d)L) =
O(180L), and for second-to-base-case nodes (that is, nodes with 0 < L ≤ ⌈log45 (w + 1)⌉ ) they
involve at most O(n) extra base cases, so the running time for the algorithm to compute R(G,u,L)
is O(n180L).
By definition, our estimation R(G,u,L) has the same bounds as R(G,u) in Lemma 3.4.
Lemma 3.5.
2− degG(u) ≤ R(G,u,L) ≤ 1.
Formally we have the following key lemma, for which the proof is laid out in Section 4.
Lemma 3.6 (Correlation Decay). Let α = 0.9616. If G = (U ⊎ V,E) is a bipartite graph with
∆U ≤ 5, then for any u ∈ U ,
|R(G,u,L) −R(G,u)| ≤ O(αL). (1)
With this lemma, it is easy to estimate R(G,u) by R(G,u,L) with an additive error of ǫ by
choosing L = O(log 1ǫ ). Then combined with Proposition 3.2, we get the proof for Theorem 3.1.
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4 Analysis and Correlation Decay
In this section, we establish the key correlation decay Lemma 3.6. To do that, a natural approach
is to use induction, and show that the error decreases by a constant factor along each recursion
step. Unfortunately, this step-wise decay is not true in our case. Instead, we perform an amortized
analysis on the decay rate by a potential function, and show that step-wise decay is recovered on
the new domain under the potential function.
In Section 4.1, we outline the induction and give a derivation of the amortized decay rate. We
show that it suffices to bound the amortized decay rates as in Claim 4.2 and 4.3, which are proved in
Section 4.2. In particular, we show how our choice of the potential function simplifies the amortized
decay rates and the proof.
4.1 Amortized Decay Rates
We use ϕ(x) = ln (ln(1 + x)) to map the values R(G,u,L) and R(G,u) into a new domain, and
prove the following:
|ϕ ◦R(G,u,L) − ϕ ◦R(G,u)| ≤ 12αL. (2)
The choice of this potential function will become clear in the next subsection.
Claim 4.1. The condition (2) implies (1).
Proof. Note that ϕ(x) is an increasing function. Let R = R(G,u), Rˆ = R(G,u,L), recall the
bounds from Lemma 3.4 and 3.5, we have
ϕ(
1
25
) ≤ ϕ(R), ϕ(Rˆ) ≤ ϕ(1).
As a result, by Mean Value Theorem, ∃y¯ : ϕ( 132 ) ≤ y¯ ≤ ϕ(1) such that
∣∣∣Rˆ−R∣∣∣ =dϕ−1(y)
dy
∣∣∣
y=y¯
·
∣∣∣ϕ(Rˆ)− ϕ(R)∣∣∣
(♣)
≤ 2 ln(2) · 12αL = 24 ln(2) · αL.
where (♣) follows from the fact
dϕ−1(y)
dy
=
(
1 + ϕ−1(y)
)
ln
(
1 + ϕ−1(y)
)
≤ 2 ln 2,
together with condition (2). This completes the proof.
Since the case d = 5 is applied only once at the root, we first assume that 1 ≤ d ≤ 4 and show
the following:
|ϕ ◦R(G,u,L) − ϕ ◦R(G,u)| ≤ 4αL. (3)
We prove it by induction on L. Let R = R(G,u), Rˆ = R(G,u,L), For the base case L = 0, we have
∣∣∣ϕ(Rˆ)− ϕ(R)∣∣∣ ≤ ϕ(1)− ϕ( 1
32
) < 4.
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Supposing the induction hypothesis holds for L < l, we prove that it also holds for L = l. If u
is an isolated vertex, i.e. d = 0, Rˆ = R = 1. Now we assume that d > 0.
Let
h(x) =
d∏
i=1

1 +
wi∏
j=1
(1 + xi,j)
−1


−1
,
which is the analytic version of the recursion. We also write h = h(x) for short.
Let y be the accurate vector with
yi,j = ϕ ◦R (Gi,j, ui,j) ,
and yˆ be the estimated vector with
yˆi,j = ϕ ◦R (Gi,j , ui,j , max(0, L − ⌈logM (wi + 1)⌉)) .
Define x , ϕ−1(y) for xi,j = ϕ
−1(yi,j), which is applying ϕ
−1 entry-wise to y, similarly for
xˆ , ϕ−1(yˆ). Then
ϕ ◦R(G,u,L) = ϕ ◦ h(x) and ϕ ◦R(G,u) = ϕ ◦ h(xˆ).
Denote
Φ(x) ,
dϕ(x)
dx
=
1
(1 + x) ln(1 + x)
.
Now by Mean Value Theorem, ∃γ : 0 ≤ γ ≤ 1, y˜ = γy + (1− γ)yˆ such that, let x˜ , ϕ−1(y˜),
ϕ ◦R(G,u,L) − ϕ ◦R(G,u)
=
∑
i,j
∂(ϕ ◦ h ◦ ϕ−1)
∂yi,j
∣∣∣
y=y˜
· (yˆi,j − yi,j)
=
∑
i,j
(
∂h
∂xi,j
∣∣∣
x=x˜
)
Φ(h(x˜))
Φ(x˜i,j)
· (yˆi,j − yi,j).
By induction hypothesis, we have
|yˆi,j − yi,j| ≤ 4α
max(0,L−⌈logM (wi+1)⌉) ≤ 4αL−⌈logM (wi+1)⌉.
Let α = 0.9616, αi = α
−⌈logM (wi+1)⌉, by substitution we have
|ϕ ◦R(G,u,L)− ϕ ◦R(G,u)| ≤ 4αL ·
∑
i,j
∣∣∣∣ ∂h∂x˜i,j
∣∣∣∣ Φ(h(x˜))Φ(x˜i,j) αi.
Therefore, the key is to bound the amortized decay rate defined as
κd(x) ,
∑
i,j
∣∣∣∣ ∂h∂xi,j
∣∣∣∣ Φ(h)Φ(xi,j)αi
In particular, the following Claim 4.2 completes the inductive proof for (3). Then condition (3)
and Claim 4.3 implies condition (2), and concludes the proof of Lemma 3.6.
Claim 4.2. For d ≤ 4, and 116 ≤ xi,j ≤ 1, κd(x) ≤ 1.
Claim 4.3. For 116 ≤ xi,j ≤ 1, κ5(x) < 3.
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4.2 Choice of Potential Functions
In this section, we establish Claim 4.2 and 4.3 and thus conclude the key lemma and main theorem.
The amortized decay rate κd(x) is a double summation over variables xi,j of two layers. We
first show that under our choice of the potential function, where ϕ(x) = ln (ln(1 + x)) and thus
Φ(x) = dϕ(x)dx =
1
(1+x) ln(1+x) , the double summation can be simplified into a single summation after
a suitable change of variables. Let
si = (1 +
wi∏
j=1
(1 + xi,j)
−1)−1.
Now we have h =
∏d
i=1 si, and κd(x) can be rewritten as
κd =
∑
i,j
∣∣∣∣ ∂h∂xi,j
∣∣∣∣ Φ(h)Φ(xi,j)αi
=Φ(h)h ·
d∑
i=1
αi
∏wi
j=1
1
1+xi,j
1 +
∏wi
j=1
1
1+xi,j
wi∑
j=1
∣∣∣∣∣
1
1+xi,j
Φ(xi,j)
∣∣∣∣∣
=
h
(1 + h) ln(1 + h)
·
d∑
i=1
αi
∏wi
j=1
1
1+xi,j
1 +
∏wi
j=1
1
1+xi,j
wi∑
j=1
ln(1 + xi,j)
=
h
(1 + h) ln(1 + h)
·
d∑
i=1
αi
∏wi
j=1
1
1+xi,j
1 +
∏wi
j=1
1
1+xi,j
ln

 wi∏
j=1
(1 + xi,j)


=
h
(1 + h) ln(1 + h)
·
d∑
i=1
αi(1− si) ln
si
1− si
.
Therefore, this specific potential function collapses the two-layer decay rate into a single layer one,
which only depends on {si}. As a remark, si has a combinatorial meaning back in the original tree
recursion, which corresponds exactly to an estimate of PGi (vi = 0). In the following, we treat κd
as a function of {si} rather than {xi,j}, which significantly simplifies the proof.
Next we convert the bounds for xi,j to bounds for si. Note that lowerbounding si here is
essentially by giving a lowerbound of PGi (vi = 0).
Claim 4.4.
17wi
16wi + 17wi
≤ si < 1.
As an intuition, this claim says that larger wi will only make PGi (vi = 0) closer to 1. In other
words, if we treat vi as a constraint, larger wi will only weaken the overall “influence” of the
constraint by making it almost always satisfied, which allows the correlation to decay faster.
Proof. Since si = (1 +
∏wi
j=1(1 + xi,j)
−1)−1, it is clear that si < 1. As xi,j ≥
1
16 , we have
si = (1 +
wi∏
j=1
(1 + xi,j)
−1)−1 ≥ (1 +
wi∏
j=1
(1 +
1
16
)−1)−1 =
17wi
16wi + 17wi
.
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The rate κd also involves parameters αi = α
−⌈logM (wi+1)⌉, which are discontinuous functions in
degrees wi. To handle this, we group the variables into the following two parts:
I1 = {i : wi < M} , and I2 = {i : wi ≥M} .
For i ∈ I1, we have αi =
1
α being a constant; for i ∈ I2, we bound them as αi = α
−⌈logM (wi+1)⌉ ≤
α− logM (wi+1)−1. Let d1 = |I1| and d2 = |I2|, clearly we have d1 + d2 = d.
The summation in κd is also divided into two part for I1 and I2. For i ∈ I2, si lies in a rather
narrow range
[
17wi
16wi+17wi , 1
]
with 17
wi
16wi+17wi ≥
1745
1645+1745 >
9
10 . As we will see, κd is a decreasing
function in si for i ∈ I2 in these ranges. As a result, those terms corresponding to I2 can be replaced
by an upper bound of 15 .
For i ∈ I1, we use Jensen’s inequality to prove that the maximum is achieved when sis are all
equal to the same value sˆ. Finally, we can bound the decay rate by a function in a single variable
sˆ. Here is the formal definition and the proof. We define the symmetrized version of κd as
κˆd(sˆ) =
sˆd1 · d1 · (1− sˆ) ln
(
sˆ
1−sˆ
)
α (2d2 + sˆd1) ln(1 + 2−d2 · sˆd1)
+
d2
5
,
Claim 4.5.
max
s
κd ≤ max
sˆ
κˆd.
Proof. We begin with some elementary inequalities. Let f(x) = (1− ex)(x− ln(1− ex)),
f ′′(x) = −
ex
(
1 + (1− ex) ln
(
ex
1−ex
))
1− ex
.
Since 12 ≤ e
x ≤ 1 for x ∈ [− ln 2, 0], we have f ′′(x) ≤ 0 and f(x) is concave over x ∈ [− ln 2, 0]. Let
sˆ =
(∏
i∈I1
si
)1/d1 , by Jensen’s inquality, we have
∑
i∈I1
(1− si) ln
si
1− si
=
∑
i∈I1
f(ln si) ≤
∑
i∈I1
f(ln sˆ) = d1 · (1− sˆ) ln
sˆ
1− sˆ
. (4)
Let g(h) = ln(1 + h) − h1+h , since g
′(h) = h
(1+h)2
≥ 0 for 0 ≤ h ≤ 1, we have g(h) ≥ g(0) = 0,
namely
h
(1 + h) ln(1 + h)
≤ 1, for 0 ≤ h ≤ 1 (5)
Also note that h(1+h) ln(1+h) is decreasing in h, and 2
−d2 · sˆd1 ≤ h due to si ≥
1
2 , we have
κd ≤
h
(1 + h) ln(1 + h)

∑
i∈I1
αi(1− si) ln
si
1− si
+
∑
i∈I2
αi(1− si) ln
si
1− si


≤
2−d2 · sˆd1 ·
(1 + 2−d2 · sˆd1) ln(1 + 2−d2 · sˆd1)
∑
i∈I1
α−1(1− si) ln
si
1− si
+
∑
i∈I2
α−⌈logM (wi+1)⌉(1− si) ln
si
1− si
≤
2−d2 · sˆd1d1
α (1 + 2−d2 · sˆd1) ln(1 + 2−d2 · sˆd1)
· (1− sˆ) ln
(
sˆ
1− sˆ
)
+
∑
i∈I2
α−⌈logM (wi+1)⌉(1− si) ln
si
1− si
.
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Finally, it remains to show that, for i ∈ I2,
α−⌈logM (wi+1)⌉(1− si) ln
si
1− si
≤
1
5
. (6)
Recall that for i ∈ I2, wi ≥M = 45, and by Claim 4.4, we have
1
1 +
(
16
17
)wi ≤ si < 1.
Also note that (1−s) ln s1−s is decreasing in s for
4
5 ≤ s < 1. Let γ(w) = w
(
16
17
)w
ln
(
17
16
)
α− logM (w+1)−1,
we have
α−⌈logM (wi+1)⌉(1− si) ln
si
1− si
≤ γ(wi).
It can be verified that γ(w) is a decreasing function in w for w ≥ 45, and as a result we have
γ(w) ≤ γ(45) < 15 . Hence the relation (6) follows and we conclude the proof.
Now it suffices to bound the decay rate with κˆd. As it is a real function in a single variable sˆ
with bounded domain
[
1
2 , 1
]
, there is a standard calculus method to find their maximum values and
we only need to verify that they satisfy Claim 4.2 and 4.3. We do that on a case-by-case basis.
Proof of Claim 4.2. Recall that κˆd is single-variate in sˆ with
1
2 ≤ sˆ ≤ 1, parameterized by d1, d2.
Also note that κˆd is increasing in both d1, d2, whereas d1 + d2 = d ≤ 4. So it suffices to check
that κˆ4 < 1 for each case.
Case d2 = 0:
In this case, we have
κˆ4 =
4(1 − sˆ)sˆ4
α (sˆ4 + 1) ln (sˆ4 + 1)
ln
(
sˆ
1− sˆ
)
.
It achieves a unique maximum at sˆ∗ ≈ 0.758669, and thus κˆ4(sˆ
∗) < 1.
Case d2 = 1:
In this case, we have
κˆ4 =
3(1 − sˆ)sˆ3
α (sˆ3 + 2) ln
(
1
2 (sˆ
3 + 2)
) ln
(
sˆ
1− sˆ
)
+
1
5
.
It achieves a unique maximum at sˆ∗ ≈ 0.7691, and thus κˆ4 <
4
5 +
1
5 ≤ 1.
Case d2 = 2:
In this case, we have
κˆ4 =
2(1 − sˆ)sˆ2
α (sˆ2 + 4) ln
(
1
4 (sˆ
2 + 4)
) ln
(
sˆ
1− sˆ
)
+
2
5
.
It achieves a unique maximum at sˆ∗ ≈ 0.776043, and thus κˆ4 < 0.55 +
2
5 < 1.
Case d2 = 3:
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In this case, we have
κˆ4 =
(1− sˆ)sˆ
α(sˆ + 8) ln
(
sˆ+8
8
) ln
(
sˆ
1− sˆ
)
+
3
5
.
It achieves a unique maximum at sˆ∗ ≈ 0.780104, and thus κˆ4 < 0.3 +
3
5 < 1.
Case d2 = 4:
In this case, we have κˆ4 ≤
4
5 < 1.
Proof of Claim 4.3. Let f(sˆ) = (1− sˆ) ln
(
sˆ
1−sˆ
)
. For 12 ≤ sˆ ≤ 1, f achieves its unique maximum
at sˆ∗ ≈ 0.782188, and f(sˆ∗) < 0.3. Hence κˆ5 <
5f(sˆ∗)
α + 1 < 3.
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