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REGULARIZING EFFECT OF ABSORPTION TERMS IN SINGULAR PROBLEMS
FRANCESCANTONIO OLIVA
Abstract. We prove existence of solutions to problems whose model is

−∆pu+ uq = f
uγ
in Ω,
u ≥ 0 in Ω,
u = 0 on ∂Ω,
where Ω is an open bounded subset of RN (N ≥ 2), ∆pu is the p-laplacian operator for 1 ≤ p < N , q > 0, γ ≥ 0 and
f is a nonnegative function in Lm(Ω) for some m ≥ 1. In particular we analyze the regularizing effect produced by theabsorption term in order to infer the existence of finite energy solutions in case γ ≤ 1. We also study uniqueness of thesesolutions as well as examples which show the optimality of the results. Finally, we find local W 1,p-solutions in case γ > 1.
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1. Introduction
The aim of this work is the study of the following boundary value problem

−∆pu+ g(u) = h(u)f in Ω,
u ≥ 0 in Ω,
u = 0 on ∂Ω,
(1.1)
where, for 1 ≤ p < N , the p-laplacian operator is ∆pu := div(|∇u|p−2∇u). Here Ω ⊂ RN (N ≥ 2) is open andbounded (with Lipschitz boundary if p = 1), f is nonnegative and it belongs to Lm(Ω) for some m ≥ 1 while g(s)is continuous, g(0) = 0 and, as s → ∞, could act as sq with q ≥ −1. Finally h is continuous, it possibly blowsup at the origin and it is bounded at infinity. We should think to h(s) as a non-monotone function which grows atmost as s−γ near zero and as s−θ at infinity with γ, θ ≥ 0. We highlight that the case of continuous, bounded andnon-monotone functions g, h is covered by the above assumptions.
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Our main goal is the existence of finite energy solutions to (1.1) (i.e. u ∈ W 1,p0 (Ω) if p > 1 and u ∈ BV (Ω) if
p = 1); in particular we are interested in understanding the role of the absorption term g in order to produce aregularizing effect in terms of Sobolev regularity of the solutions to (1.1) in presence of a possibly singular h as wellas the regularizing effect given by h itself when it goes to zero fast enough at infinity.
Problem (1.1) when p > 1 and g ≡ 0 has been widely studied; if p = 2, h(s) = s−γ (γ > 0) and f is aregular function, existence of classical solutions comes from [21, 42, 50]. Only later, in [11], the authors prove existenceof a distributional solution in case of a Lebesgue datum f and remarked the regularizing effect given by the right handside of (1.1) when, once again, p = 2 and h(s) = s−γ (γ > 0): namely the solution always lies in a smaller Sobolevspace when 0 < γ ≤ 1 compared to the one of case γ = 0. Moreover if γ = 1 the solution is always in H10 (Ω) evenif f is just an L1-function as one can formally deduce by taking u itself as test function in (1.1) while if γ > 1 thesolution belongs only locally to H1(Ω) and the boundary datum is given as a suitable power of the solution havingzero Sobolev trace. Then, in [48], a general h (as above) is considered and various results are proved depending on
γ , θ , and f in order to have finite energy solutions. Among other things, one of the results concerning finite energy
solutions can be summarized as follows: let 0 ≤ γ ≤ 1 then u ∈ H10 (Ω) if 0 ≤ θ < 1 and f ∈ L( 2∗1−θ )′ (Ω), or if
θ ≥ 1 and f is just an L1-function. We also underline that, if θ = 0, we recover the classical regularity results. In
this framework a natural question is how the presence of g can affect the problem in order to deduce H10 -solutions
when θ < 1 and f ∈ Lm(Ω) with 1 < m < ( 2∗1−θ )′. For various features of this kind of singular problems we refer to
the following works and references therein [12, 13, 14, 15, 20, 24, 25, 26, 31, 32, 33, 34, 36, 37, 47, 49, 51].
For what concerns the regularizing effect given by the absorption term g, the first contribution comes from [9]. Here
the authors, when h(s) = 1 and f ∈ L1(Ω), deal with existence of solutions to problem (1.1); in particular they prove
that larger is q better is the Sobolev regularity of the solution.
In the same direction we also recall [19] where it is shown that if f ∈ Lm(Ω) with m > 1 and
q ≥
1
m− 1 , (1.2)
then the solution to (1.1) has always finite energy. More regularizing effect of this kind are discussed in [5, 6, 7, 8, 23]
and their references.
In this paper we deal with the regularizing effect given by both the absorption lower order term and the rate to
which h(s) goes to zero as s → ∞. In Theorem 3.4 below we prove the existence of solutions in W 1,p0 (Ω) if h mildly
blows up at the origin (i.e. 0 ≤ γ ≤ 1); in particular we reach W 1,p0 -solutions if θ < 1 and
q ≥
1− mθ
m − 1 , (1.3)
or, independently on q, if θ ≥ 1. Some remarks are in order: the result of the above mentioned theorem is sharp
as shown in Example 1 below, moreover we also observe that as θ goes to zero we recover (1.2), which fits with
the result of [19] and finally if θ ≥ 1m we just do not need an unbounded absorption term anymore in order to
have finite energy solutions. We also recall that for p = 2 some partial results for problems as in (1.1) were
proved in [27] with some limitations on the choice of g due to the need of applying the maximum principle; we
underline that here no use of the maximum principle is in order to manage the possibly singular function h and,
hence, the function g can be way more general. We conclude the discussion for p > 1 highlighting that we also
tackle (1.1) in case γ > 1, which is a quite different situation: in this case only locally finite solutions are expected
to exist and just a power of the solution lies in W
1,p0 (Ω) for sufficiently regular f as one can formally deduce by
multiplying (1.1) with uγ . Therefore, the absorption term, by increasing the Lebesgue summability of the solution,
allows to deduce the existence of local finite energy solutions even if the datum is not regular (see Theorem 8.4 below).
When p = 1, we refer to [3] where for the first time the authors proposed the Anzellotti theory (see [4]) to rep-
resent ∆1 = div(|Du|−1Du). Here they take advantage of the pairing theory (z, Du) between a gradient of a function
in BV (Ω) and a bounded vector field z with ||z||L∞(Ω)N ≤ 1 having distributional divergence as a Radon measure with
bounded total variation; in this way z plays the role of |Du|−1Du.
At the best of our knowledge the literature concerning problems as in (1.1) with p = 1 is limited. In absence
of the absorption term and when h is equal to one, then existence of a BV -solution is proved when f ∈ LN (Ω),
provided its norm is small enough (see [18, 44]). When f lies just in L1(Ω) we refer to [45], where it is proved the
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existence of a suitable notion of solution to (1.1); for instance, they proved existence of solutions having just their
truncations in BV (Ω). In presence of an absorption term type we mainly refer to [40, 41] where the authors deal with
the regularizing effect given by a first order term when h ≡ 1. Furthermore, in the very recent work [29], it is proved
existence of a solution when h(s) = s−γ (γ < 1) and f ∈ LN (Ω) without requiring any smallness condition on the
norm. In [28] the authors obtain existence (and uniqueness when expected) of local BV -solutions to (1.1) when h is
not necessarily monotone and possibly blows up with any γ ≥ 0 and f ∈ LN (Ω). For more features about problems
involving the 1-Laplace operator we refer to [2, 30, 35, 38, 39, 46].
For what concerns our work we essentially prove (Theorem 3.4 below) that if γ ≤ 1, f is just in Lm(Ω) (m ≥ 1)
and condition (1.3) is satisfied, then the presence of the absorption term gives rise to existence of a BV -solution to
(1.1); we also highlight that, even if θ is equal to zero, we do not require any smallness assumption on the norm of
f . Hence if q is large enough we always have BV -solutions independently on the size of f and its summability. One
of the keys is that thanks to the absorption term, we are always in position to show that the pairing (z, Du) is well
defined. We also highlight that an additional difficulty is that our solutions are not expected to be bounded as we
are not assuming regular data. This fact appears in Example 2, where an unbounded solution to a problem as (1.1) is
explicitly shown to exist. Finally we also show the existence of locally finite energy solutions in case γ > 1 (Theorem
8.4 below). More precisely we prove that if q is large enough then there exist local BV -solutions for any f ∈ Lm(Ω)
with m > 1.
Furthermore we deal with uniqueness of solutions for both cases p > 1 and p = 1; in Theorems 6.1, 6.2 we
prove uniqueness in the class of finite energy solutions if some integrability conditions on the absorption term are
satisfied and g, h are monotone functions. Finally, if p > 1, we show that even if the effect of the absorption is not
strong enough in order to have finite energy solutions then anyway it gives rise to a regularization on the Sobolev
regularity of the solutions.
The paper is organized as follows. In Section 2 we give some preliminaries, we extend to our framework the
definition of the pairing (z, Du), and we recall a Gauss-Green type formula. In Section 3 we present the problem and
the statement of the main existence results. In Section 4 we introduce the approximation scheme and deduce the main
estimates needed in Section 5 which is devoted to the proofs of existence results both in case p > 1 and p = 1. In
Section 6 we prove uniqueness of solutions when expected while in Section 7 we give examples showing the sharpness
of our existence results and a more general result in case of infinite energy solutions (p > 1) is also given. In the
same section we also present a case where bounded solutions exist even in presence of rough data. Finally, in Section
8, we briefly deal with the case of a strong singularity, namely h blows up faster at the origin.
1.1. Notations. For a given function v we denote by v+ = max(v, 0) and by v− = −min(v, 0). Moreover χE denotes
the characteristic function of a set E . For a fixed k > 0, we define the truncation functions Tk : R → R and
Gk : R → R as follows
Tk (s) :=max(−k,min(s, k )),
Gk (s) :=(|s| − k )+ sign(s).
We will also use the following functions
Vδ,k (s) :=


1 s ≤ k,
k + δ − s
δ
k < s < k + δ,
0 s ≥ k + δ,
(1.4)
and
Sδ,k (s) := 1− Vδ,k (s). (1.5)
We denote by HN−1(E ) the (N−1)-dimensional Hausdorff measure of a set E while |E| stands for its N-dimensional
Lebesgue measure.
For the entire paper Ω is an open bounded subset of RN (N ≥ 1) with Lipschitz boundary if p = 1 while M(Ω) is
the usual space of Radon measures with finite total variation over Ω. By W 1,p0 (Ω) we mean the Sobolev space with
zero trace and by LN,∞(Ω) the classical Lorentz space. We refer to a Lebesgue space with respect to a Radon measure
µ as Lq(Ω, µ). We also denote by
D M∞(Ω) := {z ∈ L∞(Ω;RN ) : div z ∈ M(Ω)},
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and by D M∞loc(Ω) its local version, namely the space of bounded vector field z with div z ∈ M(ω) for every ω ⊂⊂ Ω.
We also recall that
BV (Ω) := {u ∈ L1(Ω) : Du ∈ M(Ω,RN )}.
We underline that the BV (Ω) space endowed with the norm
||u||BV (Ω) =
ˆ
Ω |u| +
ˆ
Ω |Du| ,
or with
||u||BV (Ω) =
ˆ
∂Ω |u| dH
N−1 +
ˆ
Ω |Du|,
is a Banach space. We denote by BVloc(Ω) the space of functions in BV (ω) for every ω ⊂⊂ Ω. For more properties
regarding BV spaces we refer to [1].
We explicitly remark that, if no otherwise specified, we will denote by C several positive constants whose value may
change from line to line and, sometimes, on the same line. These values will only depend on the data but they will
never depend on the indexes of the sequences we will introduce.
2. Preliminary facts
In order to deal with the 1-laplacian operator we briefly recall the theory of L∞-divergence-measure vector fields
(see [4] and [17]). First we recall that if z ∈ D M∞(Ω) then it can be proved that div z is an absolutely continuous
measure with respect to HN−1.
Moreover, as in [4], we define the following distribution (z,Dv ) : C 1c (Ω) → R
〈(z, Dv ), φ〉 := −
ˆ
Ω v
∗φ div z −
ˆ
Ω vz · ∇φ, φ ∈ C
1
c (Ω), (2.1)
where v∗ always denotes the precise representative of v . Following the idea in [4], in [45] and [16] the authors prove
that (z, Dv ) is well posed if z ∈ D M∞(Ω) and v ∈ BV (Ω) ∩ L∞(Ω) since one can show that v∗ ∈ L∞(Ω, div z).
Moreover in [29] the authors show that (2.1) is well posed if z ∈ D M∞loc(Ω) and v ∈ BVloc(Ω) ∩ L1loc(Ω, div z).
Moreover, reasoning as in [29], one deduces that, once v∗ ∈ L1loc(Ω, div z), (z, Dv ) is a Radon measure with local finite
total variation satisfying
|〈(z, Dv ), φ〉| ≤ ||φ||L∞(U)||z||L∞(U)N
ˆ
U
|Dv | ,
for all open set U ⊂ Ω and for all φ ∈ C 1c (U ), from which one also deduces that∣∣∣∣
ˆ
B
(z, Dv )
∣∣∣∣ ≤
ˆ
B
|(z, Dv )| ≤ ||z||L∞(U)N
ˆ
B
|Dv | ,
for all Borel sets B and for all open sets U such that B ⊂ U ⊂ Ω.
We recall that every z ∈ D M∞(Ω) has a weak trace on ∂Ω of the normal component of z which is denoted by [z, ν ],
where ν(x) is the outward normal unit vector defined for HN−1-almost every x ∈ ∂Ω (see [4]). Moreover, it satisfies
||[z, ν ]||L∞(∂Ω) ≤ ||z||L∞(Ω)N ,
and also that if z ∈ D M∞(Ω) and v ∈ BV (Ω) ∩ L∞(Ω), then
v [z, ν ] = [vz, ν ] (2.2)
holds (see [16]).
Finally, in [29], the authors prove that if z ∈ D M∞loc(Ω) and v ∈ BV (Ω) ∩ L∞(Ω) such that v∗ ∈ L1(Ω, div z) then
vz ∈ D M∞(Ω) and a weak trace can be defined as well as a Gauss-Green formula which we recall for the sake of
completeness.
Lemma 2.1. Let z ∈ D M∞loc(Ω) and let v ∈ BV (Ω) ∩ L∞(Ω) such that v∗ ∈ L1(Ω, div z) thenˆ
Ω
v∗ div z +
ˆ
Ω
(z, Dv ) =
ˆ
∂Ω
[vz, ν ] dHN−1.
Hence, since we are interested in proving that the distribution (2.1) is well defined, in the next lemma we prove that,
under suitable assumptions on div z , it holds v∗ ∈ L1loc(Ω, div z).
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Lemma 2.2. Let v ∈ BVloc(Ω) be nonnegative and let ξ : R → R be a continuous nonnegative function with ξ (0) = 0
such that ξ (v ) ∈ BVloc(Ω). Moreover let χ{v>0} ∈ BVloc(Ω), z ∈ D M∞loc(Ω) and let
− ψ(v )∗ div z = σ as measures in Ω, (2.3)
where ψ(s) = 1 or ψ(s) = χ{s>0} and where σ ∈ L1loc(Ω) such that σξ (v ) ∈ L1loc(Ω). Then ξ (v )∗ ∈ L1loc(Ω, div z).
Proof. Let us observe that, since ξ (v ) ∈ BVloc(Ω), ξ (v )∗ is measurable with respect to ψ(v )∗ div z . Then, for any
ω ⊂⊂ Ω, one has that
−
ˆ
ω
ξ (v )∗ψ(v )∗ div z =
ˆ
ω
σξ (v ), (2.4)
and, by the assumptions on σ , the right hand side of (2.4) is finite and if ψ(s) = 1 the proof is concluded. Hence,
assuming ψ(s) = χ{s>0} , from (2.4) one has that ξ (v )∗χ∗{v>0} ∈ L1loc(Ω, div z). Now observe that
ξ (v )∗ = ξ (v )∗χ∗{v>0} + ξ (v )∗χ∗{v=0},
for HN−1-almost every x ∈ Ω. Finally we note that
ξ (v )∗χ∗{v=0} ≤ ξ (v )∗χ∗{v>0},
for HN−1-almost every x ∈ Ω and this concludes the proof of the Lemma. 
Remark 2.3. We remark that under the assumptions of Lemma 2.2 if one supposes ξ (v ) ∈ BVloc(Ω) and σ ∈ L1loc(Ω)
such that σξ (v ) ∈ L1(Ω) then one obtains that ξ (v )∗ ∈ L1(Ω, div z).
We close this section with a lemma which is a slight improvement of a result already contained in [28, 29] and which
consists in a regularity result for the vector field z .
Lemma 2.4. Let 0 ≤ σ ∈ L1loc(Ω), let τ ∈ L1(Ω) and let z ∈ D M∞loc(Ω) with ||z||L∞(Ω)N ≤ 1 such that
− div z + τ = σ as measures in Ω, (2.5)
then
div z ∈ L1(Ω). (2.6)
Proof. First we prove that the set of admissible test functions in (2.5) can be enlarged. If one takes 0 ≤ v ∈
W 1,10 (Ω) ∩ L∞(Ω) then there exists a sequence of nonnegative functions vη,n ∈ C 1c (Ω) such that (with an abuse of
notation, vn will be the almost everywhere limit of vη,n as η → 0){
vη,n
η→0
→ vn
n→∞
→ v in W 1,10 (Ω) and ∗ -weakly in L∞(Ω),
suppvn ⊂⊂ Ω : 0 ≤ vn ≤ v for all n ∈ N.
(2.7)
A good example of such vη,n is given by ρη ∗ (v ∧φn) (v ∧φn := inf(v, φn)) where ρη is a sequence of smooth mollifier
while φn is a sequence of nonnegative functions in C
1
c (Ω) which converges to v in W 1,10 (Ω). If one takes vη,n as test
function in (2.5) then ˆ
Ω
z · ∇vη,n +
ˆ
Ω
τvη,n =
ˆ
Ω
σvη,n.
We first pass to the limit as η goes to zero. Recalling (2.7), for the left hand side we pass to the limit since z ∈ L∞(Ω)N
and τ ∈ L1(Ω) For the right hand side we observe that, for η small enough, suppvη,n ⊂⊂ Ω and then we can pass
the limit by Lebesgue Theorem since σ ∈ L1loc(Ω). Hence one hasˆ
Ω z · ∇vn +
ˆ
Ω τvn =
ˆ
Ω σvn. (2.8)
Now we need to pass to the limit with respect to n; for the left hand side we can reason as before as η → 0. For the
right hand side of (2.8) in order to apply the Lebesgue theorem, one needs that σv ∈ L1(Ω). Hence one hasˆ
Ω
σvn =
ˆ
Ω
z · ∇vn +
ˆ
Ω
τvn ≤ ||z||L∞(Ω)N
ˆ
Ω
|∇vn|+ ||v ||L∞(Ω)||τ||L1(Ω) ≤ C,
which, after an application of the Fatou Lemma with respect to n, gives σv ∈ L1(Ω). This means we can pass to the
limit also in the right hand side of (2.8) deducingˆ
Ω
z · ∇v +
ˆ
Ω
τv =
ˆ
Ω
σv, (2.9)
for all nonnegative v ∈ W 1,10 (Ω) ∩ L∞(Ω).
Now it follows from Lemma 5.5 of [4] that if v˜ ∈ W 1,1(Ω) ∩ L∞(Ω) then there exists wn ∈ W 1,1(Ω) ∩ C (Ω) having
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wn|∂Ω = v˜ |∂Ω ,
ˆ
Ω |∇wn| dx ≤
ˆ
∂Ω v˜ dH
N−1 + 1
n
, and such that wn tends to 0 in Ω. Hence |v − wn| ∈ W 1,10 (Ω)
can be chosen as a test function in (2.9) taking to
ˆ
Ω σ |v˜ − wn| =
ˆ
Ω z · ∇|v˜ − wn|+
ˆ
Ω τ|v˜ − wn|
≤ ||z||L∞(Ω)N
ˆ
Ω
|∇v˜|+ ||z||L∞(Ω)N
ˆ
Ω
|∇wn|+
ˆ
Ω
τ|v˜ − wn|
≤
ˆ
Ω
|∇v˜|+
ˆ
∂Ω
v˜ dHN−1 + 1
n
+
ˆ
Ω
τ|v˜ − wn|.
An application of the Fatou Lemma gives
ˆ
Ω
σ |v˜ | ≤
ˆ
Ω
|∇v˜ |+
ˆ
∂Ω
v˜ dHN−1 +
ˆ
Ω
τ|v˜ |. (2.10)
Now if one takes v˜ ≡ 1 in (2.10) then one gets σ ∈ L1(Ω), which also implies that div z ∈ L1(Ω). 
3. Main assumptions and a first existence result
Let us consider the following problem {
−∆pu+ g(u) = h(u)f in Ω,
u = 0 on ∂Ω, (3.1)
where 1 ≤ p < N , Ω is an open bounded subset of RN with Lipschitz boundary if p = 1, f ∈ Lm(Ω) with m ≥ 1
and h : [0,∞) → [0,∞] is a continuous and possibly singular function with h(0) 6= 0 which it is finite outside the
origin and such that
∃γ ≥ 0, C , s > 0 : h(s) ≤ C
sγ
for all s ≤ s, (h1)
and
∃θ ≥ 0, C > 0, s > s : h(s) ≤ C
sθ
for all s ≥ s. (h2)
We underline that both γ and θ are allowed to be zero so that a continuous and bounded function is an admissible
choice. The absorption term g : [0,∞) → [0,∞) is a continuous function such that g(0) = 0 and, if θ < 1, the
following growth condition at infinity holds
∃q ≥
1− mθ
m − 1 , ∃ν, s1 > 0 : g(s) ≥ νs
q for all s ≥ s1. (g1)
We explicitly observe that g can be any nonnegative continuous function with g(0) = 0 if θ ≥ 1. Indeed, as we
will see, if this is the case then the regularizing effect given by the right hand side of (3.1) is already sufficient to
have solutions in the energy space (i.e. solutions in W
1,p0 (Ω) if p > 1 and BV (Ω) if p = 1). If 0 ≤ θ < 1, i.e. the
function h(s) does not go to zero quickly enough as s → ∞, we need to impose that g(s) "grows" at least as a (not
necessarily positive) power as s → ∞. The way the p-laplacian operator is understood is quite different between
cases 1 < p < N and p = 1, which means the need of two notions of distributional solution to problem (3.1).
The first one concerns the case 1 < p < N .
Definition 3.1. Let 1 < p < N then a nonnegative u ∈ W 1,10 (Ω) such that |∇u|p−1 ∈ L1(Ω) is a solution to problem
(3.1) if g(u), h(u)f ∈ L1loc(Ω) and it holdsˆ
Ω |∇u|
p−2∇u · ∇φ +
ˆ
Ω g(u)φ =
ˆ
Ω h(u)fφ, ∀φ ∈ C
1
c (Ω). (3.2)
Then we give the notion of solution when p = 1; here for a solution we mean a BV -function and we need to introduce
a vector field which formally plays the role of |Du|−1Du.
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Definition 3.2. Let p = 1 then a nonnegative u ∈ BV (Ω) such that χ{u>0} ∈ BVloc(Ω) is a solution to problem (3.1)
if g(u), h(u)f ∈ L1loc(Ω) and if there exists z ∈ D M∞loc(Ω) with ||z||L∞(Ω)N ≤ 1 such that
− ψ∗(u) div z + g(u) = h(u)f as measures in Ω, (3.3)
where ψ(s) =
{
1 if h(0) <∞,
χ{s>0} if h(0) = ∞,
(z, Du) = |Du| as measures in Ω, (3.4)
Tk (u(x)) + [Tk (u)z, ν ](x) = 0 for HN−1-a.e. x ∈ ∂Ω and for every k > 0. (3.5)
Remark 3.3. We highlight some features of Definition 3.2. First of all we observe that the presence of a characteristic
function when h(0) = ∞ seems to be quite natural; in some sense, we read the distribution formulation where the
solution is strictly positive. Indeed one can observe that h(u)f ∈ L1loc(Ω) means that
{u = 0} ⊂ {f = 0}, (3.6)
and then ˆ
Ω
h(u)fφ =
ˆ
Ω
h(u)fχ{u>0}φ.
We also observe that if f > 0 almost everywhere in Ω then (3.6) guarantees that u > 0 almost everywhere in Ω which
implies that (3.3) reads as
− div z + g(u) = h(u)f as measures in Ω, (3.7)
as for the case h(0) <∞ and this will be essential in order to prove uniqueness Theorem 6.2 below. Indeed if (3.7)
holds and one also has g(u) ∈ L1(Ω) then it can be deduced that div z ∈ L1(Ω) (see Lemma 2.4), i.e. z ∈ D M∞(Ω).
Moreover, once z ∈ D M∞(Ω), recalling (2.2), then (3.5) easily takes to
u(x)(1 + [z, ν ](x)) = 0 for HN−1-a.e. x ∈ ∂Ω.
Now we are ready to state our existence theorem.
Theorem 3.4. Let 1 ≤ p < N , let h satisfy (h1) with γ ≤ 1, (h2), and suppose that one of the following assumptions
hold:
i) θ ≥ 1 and f ∈ L1(Ω);
ii) θ < 1, f ∈ Lm(Ω) with m > 1, and g satisfies (g1).
Then there exists a solution u to problem (3.1) such that g(u)u ∈ L1(Ω). Moreover if 1 < p < N then u belongs to
W
1,p0 (Ω).
Remark 3.5. For the sake of presentation, we separately present the result in the case γ > 1 in Section 8 since, as
already discussed in the introduction, the solutions have just locally finite energy and the notion of solution is different
(see Definitions 8.1 and 8.3 below).
We also highlight that Theorem 3.4 in case p > 1 is sharp as shown in Example 1 below: if q < 1−mθm−1 then, in
general, is not possible to expect finite energy solutions. Moreover in Example 2, for p = 1, we find an unbounded
solution to the problem for a rough datum and for any q: this means that the regularizing effect of g is not strong
enough to deduce the boundedness of the solution. Finally we remark that between cases i) and ii) of Theorem 3.4
there is continuity in the summability of the datum. Indeed in case ii) the condition on q implies that
m ≥
q+ 1
q+ θ ,
which, as θ goes to 1, gives m ≥ 1.
4. A priori estimates
In order to prove Theorem 3.4 we work by approximation: we truncate the possibly singular function h obtaining an
approximated solution which will take to a solution up in case p > 1 and then, moving p to one, one deduces the
existence of a solution also in this limit case. The goal of this section is the introduction of the scheme of approximation
and the proof of estimates which need to be independent of the level of truncation and of p. We underline that the
solution u found for p = 1 is the one constructed from the scheme of approximation which takes to up; this is
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fundamental since, in general, there is no uniqueness of solutions when 1 < p < N (see Theorem 6.1 below for a
uniqueness result). Let p > 1 and let us introduce the following scheme of approximation.{
−∆pun,k + gk (un,k ) = hn(un,k )fn in Ω,
un,k = 0 on ∂Ω, (4.1)
where gk (s) = Tk (g(s)) for s ≥ 0 and gk (s) = 0 for s < 0, hn(s) = Tn(h(s)), hn(s) = hn(0) for s < 0 and
fn = Tn(f ). The existence of a weak solution un,k ∈ W 1,p0 (Ω) is guaranteed by [43] and, by standard Stampacchia’s
type theory, un,k ∈ L
∞(Ω). Moreover taking u−n,k as a test function in the weak formulation of (4.1) one has that un,k
is nonnegative. Indeed
−
ˆ
Ω
|∇u−n,k |
p +
ˆ
Ω
gk (un,k )u−n,k =
ˆ
Ω
hn(un,k )fnu−n,k ≥ 0,
which gives u−n,k ≡ 0 on Ω namely un,k ≥ 0 almost everywhere in Ω.
Now, for t > 0, we take Gt (un,k ) as a test function in the weak formulation of (4.1) and dropping the nonnegative
absorption term, one deducesˆ
Ω |∇Gt (un,k )|
p ≤
ˆ
hn(un,k )fnGt (un,k ) ≤ sup
s∈[t,∞)
[h(s)]
ˆ
fnGt (un,k ),
which is known to imply that ||un,k ||L∞(Ω) ≤ C for some positive constant C that is independent of k .
We also observe that, taking un,k as a test function in the weak formulation of (4.1), one deduces that un,k is bounded
in W
1,p0 (Ω) with respect to k and it converges, as k → ∞ and up to subsequences, to some function which we denote
by un , solution to {
−∆pun + g(un) = hn(un)fn in Ω,
un = 0 on ∂Ω. (4.2)
Hence our aim in this section is proving some estimates for un pointing out the dependence on parameters n, p.
Lemma 4.1. Let h satisfy (h1) with γ ≤ 1, (h2), and suppose that one of the following assumptions hold:
i) θ ≥ 1 and f ∈ L1(Ω);
ii) θ < 1, f ∈ Lm(Ω) with m > 1, and g satisfies (g1).
If un is a solution to (4.2) then
||un||
p
W
1,p0 (Ω) + ||g(un)un||L1(Ω) ≤ C. (4.3)
Moreover ˆ
Ω hn(un)fnφ ≤ C + ||φ||
p
W
1,p0 (Ω) + C||φ||L∞(Ω), (4.4)
for all φ ∈ W
1,p0 (Ω) ∩ L∞(Ω). In both cases C is a positive constant independent of n and p.
Proof. Let us take un as a test function in the weak formulation of (4.2), obtainingˆ
Ω |∇un|
p +
ˆ
Ω g(un)un =
ˆ
Ω hn(un)fnun ≤ C
ˆ
{un<s}
fnu
1−γ
n
+
ˆ
{s≤un≤s}
hn(un)fnun + C
ˆ
{un>s}
fnu
1−θ
n .
(4.5)
Now in case i) we estimate (4.5) as follows
ˆ
Ω
|∇un|
p +
ˆ
Ω
g(un)un =
ˆ
Ω
hn(un)fnun ≤
(
Cs1−γ + max
s∈[s,s][h(s)s] + Cs1−θ
)
||f ||L1(Ω),
which gives (4.3). In case ii) we apply the Young inequality on the right hand side of (4.5) which gives
ˆ
Ω |∇un|
p +
ˆ
Ω g(un)un ≤
(
Cs1−γ + max
s∈[s,s][h(s)s]
)
||f ||L1(Ω) + Cε||f ||mLm(Ω)
+ ε
ˆ
{un>s}
u
(1−θ)m
m−1
n .
(4.6)
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Without loss of generality we suppose that s1 ≤ s. Hence, if q = 1−mθm−1 , recalling (g1) and fixing ε small enough then
the proof simply follows. Otherwise, from (g1) and applying the Young inequality with indexes
( (q+1)(m−1)(1−θ)m , (q+1)(m−1)(q+1)(m−1)−(1−θ)m)
on the last term on the right hand side of (4.6), one getsˆ
Ω |∇un|
p + ν
ˆ
{un>s1}
uq+1n ≤
(
Cs1−γ + max
s∈[s,s][h(s)s]
)
||f ||L1 (Ω) + Cε||f ||mLm(Ω)
+ ε(1− θ)m(q+ 1)(m − 1)
ˆ
{un>s1}
uq+1n + ε[(q+ 1)(m − 1)− (1− θ)m](q+ 1)(m − 1) |Ω|,
and thenˆ
Ω
|∇un|
p +
(
ν −
ε(1− θ)m
(q+ 1)(m − 1)
) ˆ
{un>s1}
uq+1n ≤
(
Cs1−γ + max
s∈[s,s][h(s)s]
)
||f ||L1 (Ω)
+ Cε||f ||mLm(Ω) + ε[(q+ 1)(m − 1)− (1− θ)m](q+ 1)(m − 1) |Ω|,
which, fixing ε small enough and coupling with (4.6), implies (4.3). Once that (4.3) holds we take φ ∈ W
1,p0 (Ω)∩L∞(Ω)
as a test function in the weak formulation of (4.2) and we estimate its right hand side asˆ
Ω hn(un)fnφ ≤
p − 1
p
ˆ
Ω |∇un|
p + 1
p
ˆ
Ω |∇φ|
p +
ˆ
Ω g(un)φ
≤ ||un||
p
W
1,p0 (Ω) + ||φ||pW 1,p0 (Ω) + ||g(un)||L1(Ω)||φ||L∞(Ω).
Therefore (4.4) follows by (4.3). This concludes the proof. 
Remark 4.2. We explicitly highlight that in case θ ≥ 1 the regularizing effect given by the right hand side of (4.2) is
so strong that we are not actually taking advantage of the absorption term at the Sobolev level. Instead its effect is
clearly evident in the Lebesgue regularity of the solution.
5. Proof of Theorem 3.4
5.1. The case p > 1. In this section we prove Theorem 3.4 in case p > 1 through the scheme of approximation (4.2)
and the estimates obtained in Section 4.
Proof of Theorem 3.4 in case p > 1. Let un be a solution to (4.2), then it follows from Lemma 4.1 that it is bounded in
W
1,p0 (Ω) with respect to n. Hence there exists a function up ∈ W 1,p0 (Ω) such that un, up to subsequences, converges
to up in L
r (Ω) for all r < pN
N−p and weakly in W
1,p0 (Ω). Lemma 4.1 also gives that hn(un)fn is bounded in L1loc(Ω) and,
clearly, g(un) is bounded in L1(Ω) with respect to n. Hence one can apply Theorem 2.1 of [10] which gives that ∇un
converges to ∇up almost everywhere in Ω. We also underline that an application of the Fatou Lemma with respect
to n in (4.3) allows to deduce that g(up)up ∈ L1(Ω).
Now we prove that up satisfies (3.2) by passing to the limit in n every term in the weak formulation of (4.2). We can
easily pass to the limit the first term in (4.2) with respect to n; hence we focus on the absorption term g, which we
show to be equi-integrable. Indeed if we test (4.2) with Sη,k (un) (defined in (1.5)) where η, k > 0 and we deduceˆ
Ω |∇un|
pS ′η,k (un) +
ˆ
Ω g(un)Sη,k (un) ≤ sups∈[k,∞)[h(s)]
ˆ
Ω fnSη,k (un),
which, observing that the first term on the left hand side is nonnegative and taking the limit with respect to η → 0,
implies ˆ
{un≥k}
g(un) ≤ sup
s∈[k,∞)
[h(s)]
ˆ
{un≥k}
fn, (5.1)
which, since fn converges to f in L
m(Ω), easily implies that g(un) is equi-integrable and so it converges to g(up) in
L1(Ω). This is sufficient to pass to the limit in the second term of the weak formulation of (4.2).
Then in order to conclude the proof of the theorem we just need to treat the right hand side of (4.2). If h(0) < ∞ then
we can simply pass to the limit through the Lebesgue Theorem and the proof is done. This means that, without loss of
generality, we assume h(0) = ∞ for the rest of the proof. From now we consider a nonnegative φ ∈ W 1,p0 (Ω)∩L∞(Ω).
An application of the Fatou Lemma in (4.4) with respect to n givesˆ
Ω h(up)fφ ≤ C, (5.2)
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where C does not depend on n. Moreover, from (5.2) one deduces that, up to a set of zero Lebesgue measure,
{up = 0} ⊂ {f = 0}. (5.3)
Now, for δ > 0, we split the right hand side of (4.2) asˆ
Ω hn(un)fnφ =
ˆ
{un≤δ}
hn(un)fnφ +
ˆ
{un>δ}
hn(un)fnφ, (5.4)
and we pass to the limit first as n → ∞ and then as δ → 0. We remark that we need to choose δ 6∈ {η : |{up =
η}| > 0} which is at most a countable set. For the second term of (5.4) we have
hn(un)fnφχ{un>δ} ≤ sup
s∈[δ,∞)
[h(s)] fφ ∈ L1(Ω),
which permits to apply the Lebesgue Theorem with respect to n. Hence one has
lim
n→∞
ˆ
{un>δ}
hn(un)fnφ =
ˆ
{up>δ}
h(up)fφ.
Moreover it follows by (5.2) that
h(up)fφχ{up>δ} ≤ h(up)fφ ∈ L1(Ω),
and then, once again by the Lebesgue Theorem, one gets
lim
δ→0 limn→∞
ˆ
{un>δ}
hn(un)fnφ =
ˆ
{up>0}
h(up)fφ. (5.5)
Now in order to get rid of the first term of the right hand side of (5.4), we take Vδ,δ (un)φ (Vδ,δ (s) is defined in (1.4))
as test function in the weak formulation of (4.2), obtaining (recall V ′δ,δ (s) ≤ 0 for s ≥ 0)ˆ
{un≤δ}
hn(un)fnφ ≤
ˆ
Ω
hn(un)fnVδ,δ (un)φ ≤
ˆ
Ω
|∇un|
p−2∇un · ∇φVδ,δ (un) +
ˆ
Ω
g(un)Vδ,δ (un)φ,
and then, as n →∞, by the weak convergence and by the Lebesgue Theorem, one gets
lim sup
n→∞
ˆ
{un≤δ}
h(un)fnφ ≤
ˆ
Ω
|∇up|
p−2∇up · ∇φVδ,δ (up) +
ˆ
Ω
g(up)Vδ,δ (up)φ.
We can now take the limit in δ → 0, obtaining (recall g(0) = 0)
lim
δ→0 lim supn→∞
ˆ
{un≤δ}
h(un)fnφ ≤
ˆ
{up=0}
|∇up|
p−2∇up · ∇φ +
ˆ
{up=0}
g(up)φ = 0. (5.6)
Hence (5.5), (5.6) and (5.3) imply that
lim
n→∞
ˆ
Ω hn(un)fnφ =
ˆ
{up>0}
h(up)fφ =
ˆ
Ω h(up)fφ.
Therefore we have proved that there exists up ∈ W
1,p0 (Ω) such that, for all nonnegative φ ∈ W 1,p0 (Ω) ∩ L∞(Ω), it
holds ˆ
Ω |∇up|
p−2∇up · ∇φ +
ˆ
Ω g(up)φ =
ˆ
Ω h(up)fφ, (5.7)
whence one deduces (3.2). This concludes the proof. 
Remark 5.1. From the previous proof we get the existence of a solution up ∈ W
1,p0 (Ω) to (3.1) where p > 1 such
that g(up)up ∈ L1(Ω) and satisfying the weak formulation for a class of test functions larger than the one requested
in (3.2), namely φ ∈ W
1,p0 (Ω)∩ L∞(Ω). This is consistent with the proof of the uniqueness Theorem 6.1 below where
we show that if up ∈ W
1,p0 (Ω) satisfies (3.2) and the absorption term g(up) is integrable in Ω then the set of test
functions can be enlarged through a density argument.
Finally we also underline that the request g(0) = 0 is only employed in (5.6). The same conclusion can be deduced
if, for instance, f > 0 almost everywhere in Ω and g(0) > 0. Indeed, if this is the case, (5.3) gives that up > 0 almost
everywhere in Ω and then the right hand side of (5.6) is still zero.
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5.2. The case p = 1. Here we prove Theorem 3.4 when p = 1. We underline that, from here on, up is the solution
found in the previous section; i.e. up solves{
−∆pup + g(up) = h(up)f in Ω,
up = 0 on ∂Ω, (5.8)
where 1 < p < N and it is obtained through the scheme of approximation (4.2) whence we will deduce most of
estimates; finally we also highlight that up solves (5.7) which is a slight more general formulation than the one given
in (3.2) (see also Remark 5.1). Hence our goal becomes moving p → 1 in problem (5.8).
Proof of Theorem 3.4 in case p = 1. Let up be the solution to (5.8) found in the proof of Theorem 3.4 in case p > 1.
First we observe that from the Young inequality and from the weak lower semicontinuity of the norm with respect to
n in (4.3), one gets ˆ
Ω
|∇up| ≤
ˆ
Ω
|∇up|
p + p− 1
p
|Ω| ≤ C, (5.9)
for some constant C which does not depend on p. This means that up is bounded in BV (Ω) with respect to p (recall
that the Sobolev trace of up is zero) and therefore one can deduce the existence of a function u ∈ BV (Ω) such that
up (once again up to subsequences) converges to u in L
r (Ω) with r < N
N−1 and ∇up converges to Du ∗-weakly as
measures as p tends to 1. Now that we have our candidate to be a solution we need to prove that (3.3), (3.4), and
(3.5) hold. We proceed by steps.
Existence of the field z .
From (5.9) and from the Hölder inequality one has that, for 1 ≤ q < p
p−1 ,
|||∇up|
p−2∇up||Lq(Ω)N ≤
(ˆ
Ω
|∇up|
p
) p−1
p
|Ω| 1q− p−1p ≤ C p−1p |Ω| 1q− p−1p , (5.10)
whence one deduces the existence of a vector field zq ∈ L
q(Ω)N such that |∇up|p−2∇up converges weakly to zq in
Lq(Ω)N ; then a standard diagonal argument assures the existence of a unique vector field z , defined independently of
q, such that |∇up|
p−2∇up converges weakly to z in Lq(Ω)N for any q < ∞. Moreover as p → 1 then by weakly
lower semicontinuity in (5.10) one has ||z||Lq(Ω)N ≤ |Ω| 1q for any q < ∞ and if q →∞ we also have ||z||L∞(Ω)N ≤ 1.
u satisfies the distributional formulation (3.3).
First of all we observe that if we let n → ∞ in (5.1) we still have that g(up) is equi-integrable with respect to p, and
so g(up) converges to g(u) in L1(Ω). Moreover, applying the Fatou Lemma to (4.3) first in n and then in p, one gets
g(u)u ∈ L1(Ω). Now if h(0) < ∞ then we can simply pass to the limit the weak formulation (5.8) which also gives
that z ∈ D M∞(Ω). Hence without loss of generality we assume h(0) = ∞. From here, if not explicitly stated, φ
will be a nonnegative function in C 1c (Ω). We take φ itself as a test in the weak formulation of (5.8) and by the Fatou
Lemma, as p → 1, one has ˆ
Ω z · ∇φ +
ˆ
Ω g(u)φ ≥
ˆ
Ω h(u)fφ ≥ 0. (5.11)
Since the left hand side of the previous is finite we have that h(u)f ∈ L1loc(Ω), which also implies (up to a set of zero
Lebesgue measure)
{u = 0} ⊂ {f = 0}. (5.12)
Moreover from (5.11) we also deduce that z ∈ D M∞loc(Ω). Now we test the weak formulation of (5.8) with Sδ,δ (up)φ
(Sδ,δ is defined in (1.5)) and using also the Young inequality we obtainˆ
Ω
|∇Sδ,δ (up)|φ +
ˆ
Ω
|∇up|
p−2∇up · ∇φSδ,δ (up) +
ˆ
Ω
g(up)Sδ,δ (up)φ
≤
1
p
ˆ
Ω
|∇up|
pS ′δ,δ (up)φ + p− 1p
ˆ
Ω
S ′δ,δ (up)φ +
ˆ
Ω
|∇up|
p−2∇up · ∇φSδ,δ (up)
+
ˆ
Ω g(up)Sδ,δ (up)φ ≤
p− 1
p
ˆ
Ω S
′
δ,δ (up)φ +
ˆ
Ω h(up)fSδ,δ (up)φ.
(5.13)
We observe that |∇Sδ,δ (up)| ≤ 1δ |∇up| and then (5.9) implies that Sδ,δ (up) is bounded in BV (Ω) with respect to p.
Hence, as p tends to 1, one can apply lower semicontinuity for the first term on the left hand side of (5.13) while
for the second and third term we observe that Sδ,δ (up) converges to Sδ,δ (u) ∗-weakly in L∞(Ω). For the right hand
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side we have that the first term goes to zero as S ′δ,δ is bounded and for the second term we can apply the Lebesgue
Theorem (Sδ,δ ≤ 1). Thus one getsˆ
Ω φ|DSδ,δ (u)|+
ˆ
Ω z · ∇φSδ,δ (u) +
ˆ
Ω g(u)Sδ,δ (u)φ ≤
ˆ
Ω h(u)fSδ,δ (u)φ.
Now we easily see that the second, the third and the fourth terms are bounded in δ , which means that Sδ,δ (u) is
bounded in BVloc(Ω) with respect to δ . Now taking δ → 0 and by lower semicontinuity for the first term on the left
hand side we getˆ
Ω
φ|Dχ{u>0}|+
ˆ
Ω
z · ∇φχ{u>0} +
ˆ
Ω
g(u)φ ≤
ˆ
Ω
h(u)fχ{u>0}φ (5.12)=
ˆ
Ω
h(u)fφ.
and hence (recall that ||z||L∞(Ω)N ≤ 1) one has that
−
ˆ
Ω χ
∗
{u>0}φ div z +
ˆ
Ω g(u)φ ≤
ˆ
Ω h(u)fφ. (5.14)
Now set in (5.11) φ = (ρε ∗ χ{u>0})φ where 0 ≤ φ ∈ C 1c (Ω) and ρε is a mollifier. Then as ε → 0 it follows that
−
ˆ
Ω χ
∗
{u>0}φ div z +
ˆ
Ω g(u)φ ≥
ˆ
Ω h(u)fχ{u>0}φ =
ˆ
Ω h(u)fφ ∀φ ∈ C
1
c (Ω), φ ≥ 0, (5.15)
where the last equality is deduced by (5.12). Hence (5.14) and (5.15) give (3.3).
Identification of the field (i.e. proof of (3.4)).
We first take Tk (up)φ as a test function in the weak formulation of (5.8) obtainingˆ
Ω |∇Tk (up)|
pφ +
ˆ
Ω Tk (up)|∇up|
p−2∇up · ∇φ +
ˆ
Ω g(up)Tk (up)φ =
ˆ
Ω h(up)fTk (up)φ,
and then it follows from the Young inequality thatˆ
Ω
|∇Tk (up)|φ +
ˆ
Ω
Tk (up)|∇up|p−2∇up · ∇φ +
ˆ
Ω
g(up)Tk (up)φ
≤
ˆ
Ω
h(up)fTk (up)φ + p− 1
p
ˆ
Ω
φ.
(5.16)
Now we pass to the limit with respect to k → ∞ in (5.16); precisely we use the weak lower semicontinuity for the
first term while for the second term we employ the strong convergence of Tk (up) to up in W 1,p0 (Ω). Moreover since
g(up)up ∈ L1(Ω) one can apply the Lebesgue Theorem in the remaining term on the left hand side, yielding toˆ
Ω |∇up|φ +
ˆ
Ω up|∇up|
p−2∇up · ∇φ +
ˆ
Ω g(up)upφ
≤
ˆ
Ω h(up)fupφ +
p− 1
p
ˆ
Ω φ.
(5.17)
Now we focus on the right hand side of (5.17); if θ ≥ 1 we can simply pass to the limit as p → 1 by the Lebesgue
Theorem. Otherwise we take δ > s : δ 6∈ {η : |{u = η}| > 0} and writeˆ
Ω
h(up)fupφ =
ˆ
{up≤δ}
h(up)fupφ +
ˆ
{up>δ}
h(up)fupφ,
where we are allowed to pass to the limit as p → 1 by the Lebesgue Theorem for the first term on the right hand
side and by weak convergence for the second term. Indeed, since by Lemma 4.1 u1−θp is bounded in L mm−1 (Ω), for the
second term one has that h(up)upχ{up>δ} converges weakly to h(u)uχ{u>δ} in L mm−1 (Ω). As concerns the left hand side
of (5.17) we apply weak lower semicontinuity for the first term, the Fatou Lemma for the third term and finally the
second term easily passes to the limit. We getˆ
Ω φ|Du|+
ˆ
Ω uz · ∇φ +
ˆ
Ω g(u)uφ ≤
ˆ
Ω h(u)fuφ. (5.18)
Now in order to manage the right hand side of (5.18) we prove that the following holds
− u∗ div z + g(u)u = h(u)fu as measures in Ω. (5.19)
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Indeed one can take in (5.11) (ρε ∗ Tk (u))φ (k > 0) as a test function where ρε is a sequence of standard mollifier,
deducing
−
ˆ
Ω
(ρε ∗ Tk (u))φ div z +
ˆ
Ω
g(u)(ρε ∗ Tk (u))φ ≥
ˆ
Ω
h(u)f (ρε ∗ Tk (u))φ,
and, as ε → 0, observing that Tk (u) ∈ BV (Ω)∩ L∞(Ω) for the left hand side while applying the Fatou Lemma for the
right hand side, one gets
−
ˆ
Ω Tk (u)
∗φ div z +
ˆ
Ω g(u)Tk (u)φ ≥
ˆ
Ω h(u)fTk (u)φ. (5.20)
Moreover, since g(u)u, h(u)fu ∈ L1(Ω) and u satisfies (3.3), one has from Lemma 2.2 that u∗ ∈ L1loc(Ω, div z) and this
allows to pass to the limit (5.20) with respect to k , taking to
−
ˆ
Ω u
∗φ div z +
ˆ
Ω g(u)uφ ≥
ˆ
Ω h(u)fuφ. (5.21)
Now in order to show the reverse inequality we observe that, recalling (z, Du) ≤ |Du| since ||z||L∞(Ω)N ≤ 1, (5.18)
takes to
−
ˆ
Ω u
∗φ div z +
ˆ
Ω g(u)uφ =
ˆ
Ω φ(z, Du) +
ˆ
Ω uz · ∇φ +
ˆ
Ω g(u)uφ ≤
ˆ
Ω h(u)fuφ, (5.22)
and then (5.21) and (5.22) imply (5.19). Hence, using (5.19) in (5.18), one obtainsˆ
Ω φ|Du|+
ˆ
Ω uz · ∇φ ≤ −
ˆ
Ω u
∗φ div z,
that is ˆ
Ω φ|Du| ≤
ˆ
Ω φ(z, Du), ∀φ ∈ C
1
c (Ω), φ ≥ 0. (5.23)
Therefore (5.23) gives (3.4) since, as already observed, the reverse inequality is trivial.
Attainability of the boundary datum (i.e. proof of (3.5)).
We take Tk (up) as a test function in the weak formulation of (5.8) (recall that up has zero trace on the boundary)ˆ
Ω |∇Tk (up)|
p +
ˆ
Ω g(up)Tk (up) +
ˆ
∂Ω Tk (up)dH
N−1 ≤
ˆ
Ω h(up)fTk (up),
and then it follows by the Young inequality thatˆ
Ω |∇Tk (up)|+
ˆ
Ω g(up)Tk (up) +
ˆ
∂Ω Tk (up)dH
N−1 ≤
ˆ
Ω h(up)fTk (up) +
p− 1
p
|Ω|.
We can take p→ 1 havingˆ
Ω |DTk (u)|+
ˆ
∂Ω Tk (u)dH
N−1 ≤
ˆ
Ω h(u)fTk (u)−
ˆ
Ω g(u)Tk (u) = −
ˆ
Ω Tk (u)
∗ div z,
where the last equality follows from (5.20) and by taking p → 1 in (5.16) (recall once again that (z, DTk (u)) ≤ |DTk (u)|
and that h(u)fTk (u) ∈ L1(Ω)). Now if one applies Lemma 2.1 thenˆ
Ω |DTk (u)|+
ˆ
∂Ω Tk (u)dH
N−1 ≤
ˆ
Ω(z, DTk (u))−
ˆ
∂Ω[Tk (u)z, ν ]dH
N−1,
which gives the desired result since ˆ
Ω
|DTk (u)| =
ˆ
Ω
(z, DTk (u)). (5.24)
Indeed one has
(z, DTk (u)) = λ(z, DTk (u), x) |DTk (u)|,
where λ(z, DTk (u), ·) denotes the Radon-Nikodym derivative of (z, DTk (u)) with respect to |DTk (u)|. Then it follows
from Proposition 4.5 of [22] that
λ(z, DTk (u), x) = λ(z, Du, x), for |DTk (u)|-a.e. x ∈ Ω.
Moreover from (3.4)
λ(z, Du, x) = 1, for |Du|-a.e. x ∈ Ω,
and then we deduce
λ(z, DTk (u), x) = 1, for |DTk (u)|-a.e. x ∈ Ω,
since |DTk (u)| is an absolutely continuous measure with respect to |Du|. This means that (5.24) holds. The proof is
concluded. 
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6. Uniqueness
In this section we show that if a solution u to (3.1) has finite energy and the absorption term g is a non-decreasing
function satisfying g(u) ∈ L1(Ω) then the solution is unique provided that h is decreasing (just non-increasing when
p > 1).
6.1. The case p > 1.
Theorem 6.1. Let 1 < p < N , let h be non-increasing, and let g be non-decreasing then there is at most one solution
up ∈ W
1,p0 (Ω) to problem (3.1) such that g(up) ∈ L1(Ω).
Proof. The first part of the proof consists of an extension of the set of admissible test functions in (3.2) from the
set of C 1c (Ω) to the one of W 1,p0 (Ω) ∩ L∞(Ω). Analogously to the proof of Lemma 2.4 we consider a nonnegative
v ∈ W
1,p0 (Ω) ∩ L∞(Ω) and also a sequence of nonnegative functions vη,n ∈ C 1c (Ω) having (we call vn the almost
everywhere limit of vη,n as η → 0){
vη,n
η→0
→ vn
n→∞
→ v in W
1,p0 (Ω) and ∗-weakly in L∞(Ω),
suppvn ⊂⊂ Ω : 0 ≤ vn ≤ v for all n ∈ N.
(6.1)
Recall that an example of such vη,n is given by ρη ∗ (v ∧ φn) (v ∧ φn := inf(v, φn)) where ρη is a smooth mollifier
while φn is a sequence of nonnegative functions in C
1
c (Ω) which converges to v in W 1,p0 (Ω).
Hence if one takes vη,n as a test function in (3.2)ˆ
Ω
|∇up|
p−2∇up · ∇vη,n +
ˆ
Ω
g(up)vη,n =
ˆ
Ω
h(up)f vη,n, (6.2)
and we want to pass to the limit (6.2) as η → 0. Indeed for the first term and the second term, recalling that
up ∈ W
1,p0 (Ω) and g(up) ∈ L1(Ω), we can pass to the limit since, by (6.1), vη,n converges to vn in W 1,p0 (Ω) and
∗-weakly in L∞(Ω). Finally for the term on the right hand side we observe that h(up)f ∈ L1loc(Ω) and we can also
pass here to the limit since vη,n converges ∗-weakly in L
∞(Ω) to vn which has compact support in Ω. Hence we
deduce ˆ
Ω |∇up|
p−2∇up · ∇vn +
ˆ
Ω g(up)vn =
ˆ
Ω h(up)f vn. (6.3)
Now an application of the Young inequality takes toˆ
Ω h(up)f vn ≤
ˆ
Ω |∇up|
p +
ˆ
Ω |∇vn|
p + ||g(up)||L1(Ω)||v ||L∞(Ω),
and it follows by (6.1) that the right hand side of the previous is bounded with respect to n. Hence by the Fatou
Lemma with respect to n, one gets ˆ
Ω h(up)f v ≤ C.
Now we can easily pass to the limit as n → ∞ in the first two terms of (6.3) as already done as η → 0. For the
right hand side of (6.3) we can apply the Lebesgue Theorem since
h(up)f vn ≤ h(up)f v ∈ L1(Ω).
Therefore it yields ˆ
Ω |∇up|
p−2∇up · ∇v +
ˆ
Ω g(up)v =
ˆ
Ω h(up)f v , (6.4)
for every v ∈ W
1,p0 (Ω) ∩ L∞(Ω).
Now we suppose the existence of two solutions up, up to (3.1) such that g(up), g(up) ∈ L1(Ω). As just proved up, up
satisfy (6.4), which implies the allowance of taking Tk (up − up) as a test function in difference between formulation
(6.4) solved by up and the one solved by up. Then it holdsˆ
Ω
(
|∇up|
p−2∇up − |∇up|p−2∇up
)
·∇Tk (up−up)+
ˆ
Ω(g(up)−g(up))Tk (up−up) =
ˆ
Ω(h(up)−h(up))fTk (up−up),
and it follows from the assumptions on g, h the second term on the left hand side is nonnegative and the term on the
right hand side is non-positive, givingˆ
Ω
(
|∇up|
p−2∇up − |∇up|p−2∇up
)
· ∇(up − up)χ{|up−up|≤k} ≤ 0, ∀k > 0,
that gives up = up a.e. in Ω by a standard monotonicity argument. The proof is done. 
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6.2. The case p = 1.
Theorem 6.2. Let p = 1, let f > 0 a.e. in Ω, let h be decreasing, and let g be non-decreasing then there is at most
one solution u to problem (3.1) such that g(u) ∈ L1(Ω).
Proof. Let u be a solution to (3.1). If h(0) = ∞ then from h(u)f ∈ L1loc(Ω) we deduce that up to a set of zero Lebesgue
measure
{u = 0} ⊂ {f = 0},
which implies that u > 0 a.e. in Ω since f > 0 a.e. in Ω. This means that it holds
− div z + g(u) = h(u)f ,
as measures in Ω. Let us observe that, since g(u) ∈ L1(Ω), one can apply Lemma 2.4 from which one has that
div z ∈ L1(Ω), namely z ∈ D M∞(Ω). Hence a standard density argument implies that
−
ˆ
Ω v div z +
ˆ
Ω g(u)v =
ˆ
Ω h(u)f v , (6.5)
for all v ∈ BV (Ω) ∩ L∞(Ω). Now suppose that u1 and u2 are solutions to (3.1) with fields, respectively, z1 and z2
and test with Tk (u1) − Tk (u2) (k > 0) the difference of weak formulations (6.5) solved by u1, u2, and by also using
Lemma 2.1 one getsˆ
Ω(z1, DTk (u1))−
ˆ
Ω(z1, DTk (u2))−
ˆ
Ω(z2, DTk (u1)) +
ˆ
Ω(z2, DTk (u2))
−
ˆ
∂Ω
(Tk (u1)− Tk (u2))[z1, ν ]) dHN−1 +
ˆ
∂Ω
(Tk (u1)− Tk (u2))[z2, ν ]) dHN−1 +
ˆ
Ω
(g(u1)− g(u2)) (Tk (u1)− Tk (u2))
=
ˆ
Ω
(h(u1)− h(u2))f (Tk (u1)− Tk (u2)).
Now reasoning as to deduce (5.24) one gets that (z, DTk (u1)) = |DTk (u1)| and that (z, DTk (u2)) = |DTk (u2)| as
measures in Ω. Furthermore we have (recalling also (3.5))ˆ
Ω
|DTk (u1)| −
ˆ
Ω
(z1, DTk (u2))−
ˆ
Ω
(z2, DTk (u1)) +
ˆ
Ω
|DTk (u2)|
+
ˆ
∂Ω(Tk (u1) + Tk (u1)[z2, ν ]) dH
N−1 +
ˆ
∂Ω(Tk (u2) + Tk (u2)[z1, ν ]) dH
N−1
≤
ˆ
Ω(h(u1)− h(u2))f (Tk (u1)− Tk (u2)) ≤ 0,
and, since ||zi||L∞(Ω)N ≤ 1 and [zi, ν ] ∈ [−1, 1] for i = 1, 2, one getsˆ
Ω(h(u1)− h(u2))f (Tk (u1)− Tk (u2)) = 0,
which gives Tk (u1) = Tk (u2) a.e. in Ω for every k > 0. 
7. Some examples and generalizations
This section is devoted to examples and generalizations of problem (3.1). At first we give two examples which, in some
sense, suggest that Theorem 3.4 is optimal. Namely we present an example (p = 2 and h(s) = s−θ , (0 < θ < 1)) in
which we find an infinite energy solution to (3.1) if q < 1−mθ
m−1 . The second example shows that there exist unbounded
solutions to (3.1) when p = 1 regardless of the choice of q. Concerning the generalizations we provide a particular
case where the absorption term g gives always rise to the existence of bounded solutions to (3.1). Moreover we also
deal with more general operators as well as infinite energy solutions when p > 1.
7.1. Examples. We start with an example which shows that in case p = 2 and q < 1−mθ
m−1 there exists a solution to
(3.1) u 6∈ H10 (Ω).
Example 1. We denote by r∗ = rN
N−r , and by r
∗∗ = (r∗)∗. It is well known that for any 0 < θ < 1 and
N (θ+1)
N+2θ < r < 2NN+2 there exists a nonnegative f ∈ Lr (Ω) such that{
−∆u = f in Ω,
u = 0 on ∂Ω,
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admits a nonnegative solution u 6∈ H10 (Ω) which only belongs to W 1,r0 (Ω) ∩ Lr∗∗ (Ω). Hence u also solves−∆u+ uq =
(f + uq)uθ
uθ
in Ω,
u = 0 on ∂Ω,
where q ≥ 0. We note that if q ≤ r∗∗
r
then (f + uq)uθ ∈ Lm(Ω) with
m = r∗∗r
rθ + r∗∗ ,
which, under the assumption on r , gives m > 1. Hence, fixing q = r∗∗
r
, one gets
q = r∗∗
r
<
1− mθ
m− 1 =
r∗∗(1− rθ) + rθ
r∗∗(r − 1)− rθ .
We also stress that q and 1−mθ
m−1 → 2∗− 1 as r → 2NN+2 and u, in this case, belongs to H10 (Ω). Hence, we have shown
that there always exist data f ∈ Lm(Ω) such that one can find a solution u with infinite energy for any q < 1−mθ
m−1 .
Now we give an example in the case of the 1-Laplace operator which shows that the presence of the absorption term
may not, in general, guarantee the boundedness of solutions to (3.1). We recall that for a nonnegative f ∈ LN,∞(Ω)
the problem −∆1u =
f
uθ
in Ω,
u = 0 on ∂Ω,
has a bounded solution when θ ≤ 1 as proved in [28] and [29]. Let us consider−∆1u+ uq =
f
uθ
in BR (0),
u = 0 on ∂BR (0), (7.1)
where q, θ ≥ 0, R > 0 and we set r = |x|.
We show that the regularizing effect given by q is not sufficient to provide bounded solutions to the problem when
the datum does not belong to LN,∞(Ω). Indeed, even if q is large one can always find a datum f which is almost in
LN,∞(Ω) and for which the problem admits an unbounded solution.
Example 2. Let us consider problem (7.1) where f = Nr−1−θα (α > 0). We look for an unbounded radial solution
u(r) such that u′(r) < 0. In this case the vector field z is given by z(x) = − x
r
and − div z = N−1
r
. This means that
the boundary condition is satisfied as [z, ν ] = −1 and then a solution of the form u(r) = r−α needs to satisfy
N − 1
r
+ 1
rαq
= N
r
.
Hence u(r) = r− 1q solves (7.1). We explicitly observe that, formally, if one takes q → ∞ then f turns out to be in
LN,∞(Ω) and u, as expected, is bounded.
7.2. Infinite energy solutions. The aim of this section is twofold: first of all we are interested in considering problems
with more general operators and absorption terms. Secondly, we deal with data which take us out of the finite
energy setting but, as we will see below, the absorption term will provide a regularizing effect even in this case. Let1 < p < N and consider the following problem{
− div(a(x,∇u)) + g(x, u) = h(u)f in Ω,
u = 0 on ∂Ω. (7.2)
where a(x, ξ ) : Ω× RN → RN is a Carathéodory function satisfying the classical Leray-Lions structure conditions,
namely
a(x, ξ ) · ξ ≥ α |ξ |p, α > 0, (7.3)
|a(x, ξ )| ≤ β|ξ |p−1, β > 0, (7.4)
(a(x, ξ )− a(x, ξ ′ )) · (ξ − ξ ′ ) > 0, (7.5)
for every ξ 6= ξ ′ in RN and for almost every x in Ω.
Once again f ∈ Lm(Ω) with m > 1 and h : [0,∞) → [0,∞] is a continuous function, possibly singular with
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h(0) 6= 0, and finite outside the origin satisfying (h1) with γ < 1 and (h2) with θ < 1. The absorption term
g : Ω× [0,∞) → [0,∞) is continuous and g(x, 0) = 0 for almost every x ∈ Ω. Moreover we also require that
sup
s∈[0,t ]
g(x, s) ∈ L1loc(Ω), ∀t ≥ 0, (7.6)
and the following growth condition at infinity
∃q : p− 1− pmθ
pm− p+ 1 < q <
1− mθ
m− 1 , ∃ν, s1 > 0 : g(x, s) ≥ νs
q for all s ≥ s1. (g2)
First of all we remark that, under the assumptions listed above, Theorem 3.4 still holds when g satisfies (g1) in place
of (g2) with minor modifications in the proof. In this section, as already remarked, we are interested in extending
the above cited theorem when the regularizing effect given by g is not sufficient in order to expect W
1,p0 -solutions.
Namely it holds the following result of which we only give the idea of the proof.
Theorem 7.1. Let 1 < p < N , 0 ≤ f ∈ Lm(Ω) with m > 1, let h satisfy (h1) with γ < 1 and (h2) with θ < 1, and
let g satisfy (7.6) and (g2). Then there exists a solution to problem (3.1) which belongs to W 1,r0 (Ω) with r = p(q+θ)mq+1 .
Proof. We only sketch the proof which relies (also in this case) on an approximation argument. We consider a
nonnegative un ∈ W
1,p0 (Ω) ∩ L∞(Ω) solution to{
− div(a(x,∇un)) + g(x, un) = hn(un)fn in Ω,
un = 0 on ∂Ω. (7.7)
whose existence can be proved as for the solutions to (4.2).
Let us denote by η = (q + θ)m− q − γ and observe that assumptions on q imply 0 < η + γ < 1. Hence we test
the weak formulation of (7.7) with (un + ε)η+γ − εη+γ and we have
(η + γ)
ˆ
Ω
|∇un|
p
(un + ε)1−η−γ +
ˆ
Ω
g(x, un)((un + ε)η+γ − εη+γ ) ≤
ˆ
Ω
hn(un)fn(un + ε)η+γ , (7.8)
which, getting rid of the first term, taking ε to zero, and using (g2), takes to (suppose s1 ≤ s)
ν
ˆ
{un>s1}
uq+η+γn ≤ sη
ˆ
{un<s}
f + max
s∈[s,s][h(s)sη+γ ]
ˆ
{s≤un≤s}
f + Cδ
ˆ
Ω f
m + δ
ˆ
{un>s1}
u
(η+γ−θ)m
m−1
n . (7.9)
Our choice of η implies (η+γ−θ)m
m−1 = q+ η + γ and then (7.9) gives that un is bounded in L(q+θ)m(Ω) with respect to
n. Getting rid of the second term in (7.8) and using that un is bounded in L
(q+θ)m(Ω) allows also to deduce thatˆ
Ω
|∇un|
p
(un + ε)1−η−γ ≤ C,
for a constant C independent from n.
Now from the Young inequality one has thatˆ
Ω |∇un|
r =
ˆ
Ω
|∇un|
r
(un + ε) (1−η−γ)rp (un + ε)
(1−η−γ)r
p ≤
ˆ
Ω
|∇un|
p
(un + ε)1−η−γ +
ˆ
Ω(un + ε)
(1−η−γ)r
p−r ,
≤ C +
ˆ
Ω
(un + ε) (1−η−γ)rp−r = C +
ˆ
Ω
(un + ε)(q+θ)m ≤ C,
where the last equality follows from the choice of r . Once that the previous estimate holds then the existence of a
solution with arguments similar to the ones of the proof of Theorem 3.4. 
7.3. A particular case of bounded solutions. In the spirit of [5, 6] we consider a particular case of (7.2), namely{
− div(a(x,∇u)) + Vu = h(u)f in Ω,
u = 0 on ∂Ω. (7.10)
where a(x, ξ ) : Ω× RN → RN once again satisfies (7.3), (7.4) and (7.5). Here V , f are nonnegative functions in L1(Ω)
such that
f (x) ≤ V (x) for almost every x ∈ Ω. (7.11)
As before h : [0,∞) → [0,∞] is continuous and possibly singular in zero (with h(0) 6= 0) which satisfies (h1) and
which it is bounded at infinity, namely it satisfies (h2) with θ = 0.
Under the above set of hypotheses we prove that the regularizing effect given by V implies the existence of a bounded
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(and with finite energy) solution to problem (3.1); we remark that this has been already proven in [5] in case p > 1
and h(s) = 1.
Theorem 7.2. Let 1 ≤ p < N , let 0 ≤ f ∈ L1(Ω) satisfy (7.11), let h satisfy (h1) with γ ≤ 1 and (h2) with θ = 0.
Then there exists a bounded solution u to problem (3.1). Moreover if 1 < p < N then u belongs to W 1,p0 (Ω).
Proof. As for Theorem 7.1 we just sketch the proof of the main estimates. Let us consider a nonnegative un ∈
W
1,p0 (Ω) ∩ L∞(Ω), which is a solution to{
− div(a(x,∇un)) + Vun = hn(un)fn in Ω,
un = 0 on ∂Ω. (7.12)
whose existence, once again, follows as for the solutions to (4.2).
Let us take Gk (un) (k > 0) as a test function in the weak formulation of (7.12) then
α
ˆ
Ω |∇Gk (un)|
p +
ˆ
Ω VunGk (un) ≤
ˆ
Ω h(un)fGk (un) ≤ sups∈[k,∞)[h(s)]
ˆ
Ω VGk (un),
which gives
α
ˆ
Ω |∇Gk (un)|
p +
ˆ
Ω V [un − sups∈[k,∞)[h(s)]]Gk (un) ≤ 0.
Hence one can always fix k = k (for some k > 0 independent of n and p) sufficiently large such that the second term
on the left hand side of the previous is nonnegative. This implies that ||un||L∞(Ω) ≤ k . Now if one takes un itself as
a test function in the weak formulation of (7.12) then it follows that ||un||W 1,p0 (Ω) ≤ C with C independent of n and p.
The above estimates allows to reason as in the proof of Theorem 3.4 in order to conclude. 
8. Locally finite energy solutions in presence of strong singularities
Up to now we have focused on various features of problem (3.1) when h satisfies (h1) with γ ≤ 1. The aim of this
section is tackling the case of a function h blowing up faster at the origin. Hence here we refer to (3.1) with h as a
continuous function (possibly unbounded at the origin) satisfying (h1) with γ > 1 and (h2). Moreover the function g
is continuous, g(0) = 0 and, analogously to (g1), if θ < 1 we require the following growth condition at infinity
∃q : q ≥ γ − mθ
m− 1 , ∃ν, s1 > 0 : g(s) ≥ νs
q for all s ≥ s1. (g3)
In case γ > 1 problem (3.1) is quite different; for instance let us think to the case p > 1, g ≡ 0 and f belonging
to a suitable Lebesgue space, then we only have global estimates on some power of the solution u in W
1,p0 (Ω) which
can be formally deduced by taking uγ as test function in the weak formulation of (3.1). This (and other estimates)
allows us to deduce local estimates on the solution itself. Otherwise if f is not sufficiently regular we are just able
to prove that, in general, every truncation of the solution has locally finite energy. For this kind of effects and even
more we refer to [11, 26, 47, 48]. When p = 1 the same effect arises: for instance in [28] it is proved the existence of
a locally BV -solution if f is in LN (Ω). Here we prove that if f ∈ Lm(Ω) with m ≥ 1 (m > 1 if θ < 1) then q can be
chosen sufficiently large such that there exists a solution to (3.1) with local finite energy. The discussion above takes
naturally to a suitable localization of the notions of solution given by Definitions 3.1 and 3.2.
Definition 8.1. Let 1 < p < N then u ∈ W 1,1loc (Ω) such that |∇u|p−1 ∈ L1loc(Ω) is a solution to problem (3.1) if
g(u), h(u)f ∈ L1loc(Ω), it holds
Gk (u) ∈ W 1,p0 (Ω) for all k > 0 , (8.1)
and ˆ
Ω |∇u|
p−2∇u · ∇φ +
ˆ
Ω g(u)φ =
ˆ
Ω h(u)fφ, ∀φ ∈ C
1
c (Ω). (8.2)
Remark 8.2. We remark that condition (8.1) is the way the boundary datum is achieved. When g ≡ 0 this kind of
request is already present in [14, 28] and, in particular, in [14], the authors prove uniqueness of solutions in W
1,ploc (Ω)
when h(s) = s−γ for suitable data and a regular domain. A different request for the boundary condition, in case
γ > 1, is that
u
γ−1+p
p ∈ W
1,p0 (Ω),
as one can find in [11, 26, 47, 48].
Then we give the one for p = 1.
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Definition 8.3. Let p = 1 then a nonnegative u ∈ BVloc(Ω) such that χ{u>0} ∈ BVloc(Ω) and uγ ∈ BV (Ω) is a
solution to problem (3.1) if g(u), h(u)f ∈ L1loc(Ω) and if there exists z ∈ D M∞loc(Ω) with ||z||L∞(Ω)N ≤ 1 such that
− ψ∗(u) div z + g(u) = h(u)f as measures in Ω, (8.3)
where ψ(s) =
{
1 if h(0) < ∞,
χ{s>0} if h(0) = ∞,
(z, Du) = |Du| as measures in Ω, (8.4)
Tk (uγ (x)) + [Tk (uγ )z, ν ](x) = 0 for HN−1-a.e. x ∈ ∂Ω and for every k > 0. (8.5)
Hence we state and sketch the proof of the following existence theorem.
Theorem 8.4. Let 1 ≤ p < N , let h satisfy (h1) with γ > 1, (h2) and suppose that one of the following assumptions
hold:
i) θ ≥ γ and f ∈ L1(Ω);
ii) θ < γ, f ∈ Lm(Ω) with m > 1, and g satisfies (g3).
Then there exists a solution u in the sense of Definition 8.1 and 8.3 to problem (3.1). Moreover if 1 < p < N then u
belongs to W
1,ploc (Ω) and g(u)uγ ∈ L1(Ω).
Proof. We provide the main hints of the proof, namely how to gain the estimates for the approximate solutions un to
problem (4.2). Moreover, as already done in proving Theorem 3.4 we will show that these estimates are independent
from both n and p. This will allow us to deduce the existence of a solution when p > 1 and later, by moving p, we
will get the result for p = 1.
Hence if one takes u
γ
n as a test function in the weak formulation of (4.2) then(
p
γ − 1 + p
)p
γ
ˆ
Ω |∇u
γ−1+p
p
n |
p +
ˆ
Ω g(un)u
γ
n ≤ C
ˆ
{un<s}
f + max
s∈[s,s][h(s)sγ ]
ˆ
{s≤un≤s}
f + C
ˆ
{un>s}
fuγ−θn .
In case i) one has that the right hand side of the previous is bounded and the estimate is done. Otherwise in case ii)
one applies the Young inequality obtaining(
p
γ − 1 + p
)p
γ
ˆ
Ω |∇u
γ−1+p
p
n |
p+
ˆ
Ω g(un)u
γ
n ≤ C
ˆ
{un<s}
f + max
s∈[s,s][h(s)sγ ]
ˆ
{s≤un≤s}
f + C
ˆ
{un>s}
fuγ−θn
≤
(
C + max
s∈[s,s][h(s)sγ ]
)
||f ||L1(Ω) + Cε
ˆ
{un>s}
fm + ε
ˆ
{un>s}
u
(γ−θ)m
m−1
n .
(8.6)
Now recalling (g3) and applying the Young inequality if q > γ−mθ
m−1 (if q = γ−mθm−1 is not necessary) one has (without
loss of generality assume that s1 ≤ s)(
p
γ − 1 + p
)p
γ
ˆ
Ω |∇u
γ−1+p
p
n |
p + ν
ˆ
{un>s1}
uq+γn
≤
(
C + max
s∈[s,s][h(s)sγ ]
)
||f ||L1(Ω) + Cε||f ||mLm(Ω) + ε
ˆ
{un>s1}
uq+γn + C |Ω|,
and, fixing ε small enough, one has that un is bounded in L
q+γ (Ω) with respect to n and p. Using this information in
(8.6) one has that in both cases i) and ii) the following holdsˆ
Ω |∇u
γ−1+p
p
n |
p +
ˆ
Ω g(un)u
γ
n ≤ C, (8.7)
for some constant C not dependent on n and p. Now we take Gk (un) (k > 0) as a test function in the weak formulation
of (4.2) and if one gets rid of the absorption term thenˆ
Ω |∇Gk (un)|
p ≤
ˆ
{un≤s}
h(un)fGk (un) + C
ˆ
{un>s}
fGk (un)1−θ .
Now if θ ≥ 1 it is simple to show that the right hand side is bounded by a positive constant independent of n and
p. Otherwise if θ < 1 it follows from the Young inequality thatˆ
Ω |∇Gk (un)|
p ≤
ˆ
{un≤s}
h(un)fGk (un) + C
ˆ
{un>s}
fGk (un)1−θ
≤ max
s∈[k,s][h(s)s]||f ||L1(Ω) + C
ˆ
Ω f
m + C
ˆ
Ω u
(1−θ)m
m−1
n ≤ C
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since un is bounded in L
q+γ (Ω). In all cases one has that ||Gk (un)||p
W
1,p0 (Ω) ≤ C where C does not depend on n and p.
Now let us consider φ ∈ C 1c (Ω) such that 0 ≤ φ ≤ 1 and let us take the non-positive (Tk (un) − k )φp as a
test function in the weak formulation of (4.2). Hence one hasˆ
Ω
|∇Tk (un)|pφp+p
ˆ
Ω
|∇un|
p−2∇un·∇φ(Tk (un)−k )φp−1+
ˆ
Ω
g(un)(Tk (un)−k )φp =
ˆ
Ω
hn(un)fn(Tk (un)−k )φp ≤ 0,
which implies thatˆ
Ω |∇Tk (un)|
pφp ≤ pk
ˆ
Ω |∇Tk (un)|
p−1|∇φ|φp−1 + pk
ˆ
Ω |∇Gk (un)|
p−1|∇φ|φp−1 + k
ˆ
Ω g(un).
Finally, observing that (8.7) implies that g(un) is bounded in L1(Ω) and recalling that Gk (un) is bounded in W 1,p0 (Ω),
it follows from the Young inequality thatˆ
Ω |∇Tk (un)|
pφp ≤ pkε
ˆ
Ω |∇Tk (un)|
pφp + pkCε
ˆ
Ω |∇φ|
p + C,
where C does not depend on n and p. Therefore, fixing ε small enough one has that
||Tk (un)||W 1,p(ω) ≤ C, ∀ω ⊂⊂ Ω,
for a positive constant C independent on n and which is bounded as p → 1. This gives that un is locally bounded in
W 1,p(Ω) and then, repeating the arguments of Theorem 3.4 with the adjustment of getting test functions in W 1,p0 (Ω)∩
L∞(Ω) having compact support, one is able to prove that there exists up ∈ W 1,ploc (Ω) such thatˆ
Ω |∇up|
p−2∇up · ∇φ +
ˆ
Ω g(up)φ =
ˆ
Ω h(up)fφ, (8.8)
for all φ ∈ W
1,p0 (Ω) ∩ L∞(Ω) having compact support in Ω.
Now that we have a solution up to problem (3.1) in case p > 1 we need to move p → 1 as already done in the
proof of Theorem 3.4, which we will retrace highlighting the main differences. Since up is locally bounded in W
1,p(Ω)
and reasoning as in (5.9) one gets that up is locally bounded in BV (Ω). Moreover an analogous standard diagonal
arguments takes to a vector field z with ||z||L∞(Ω)N ≤ 1. Moreover from (8.7) one also has that u γ−1+ppp is bounded in
BV (Ω) with respect to p. Hence there exists u ∈ BVloc(Ω) such that uγ ∈ BV (Ω) with u γ−1+ppp converging to uγ in
Lr (Ω) with r < N
N−1 and ∇u
γ−1+p
p
p converging ∗-weakly as measures to Duγ . The distributional formulation (8.3) and
the fact that z ∈ D M∞loc(Ω) can be proved as in proof of Theorem 3.4. For what concerns the (8.4) one can reason
similarly to what done in [28]. Here we highlight a sketch of the proof. We take T
γ−1+p
p
k (up)φ with 0 ≤ φ ∈ C 1c (Ω) as
a test function in the weak formulation of (8.8) and we apply the Young inequality, obtaining(
γ − 1 + p
p
) 1
p
(
p2
γ − 1 + p2
) ˆ
Ω
|∇T
γ−1+p2
p2
k (up)|φ +
ˆ
Ω
T
γ−1+p
p
k (up)|∇up|p−2∇up · ∇φ
+
ˆ
Ω g(up)T
γ−1+p
p
k (up)φ ≤
ˆ
Ω h(up)fu
γ−1+p
p
p φ + p− 1
p
ˆ
Ω φ.
(8.9)
We observe that the second term on the left hand side is bounded with respect to k and the third term is nonnegative.
The right hand side is finite, indeed for the first term one hasˆ
Ω h(up)fu
γ−1+p
p
p φ ≤ s
γ−1+p
p
ˆ
{up<s}
h(up)fφ + max
s∈[s,s][h(s)s
γ−1+p
p ]
ˆ
{s≤up≤s}
fφ + C
ˆ
{up>s}
fu
γ−1+p−pθ
p
p φ,
and, since by (8.7) one has that up is bounded in L
q+γ (Ω), then u γ−1+p−pθpp belongs to L mm−1 (Ω) which gives that
h(up)fu γ−1+ppp φ ∈ L1(Ω) (recall that h(up)f ∈ L1loc(Ω)). Hence one can simply take k → ∞ in (8.9), applying the
Fatou Lemma for the third term on the left hand side, yielding to(
γ − 1 + p
p
) 1
p
(
p2
γ − 1 + p2
) ˆ
Ω |∇u
γ−1+p2
p2
p |φ +
ˆ
Ω u
γ−1+p
p
p |∇up|
p−2∇up · ∇φ
+
ˆ
Ω
g(up)u γ−1+ppp φ ≤
ˆ
Ω
h(up)fu γ−1+ppp φ + p− 1
p
ˆ
Ω
φ.
(8.10)
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Now for the first term on the right hand side of the previous we consider δ > s : δ 6∈ {η : |{u = η}| > 0} and one
has that ˆ
Ω
h(up)fu
γ−1+p
p
p φ =
ˆ
{up≤δ}
h(up)fu
γ−1+p
p
p φ +
ˆ
{up>δ}
h(up)fu
γ−1+p
p
p φ.
We can pass to the limit first in p → 1 and then as δ → 0 in the first term of the right hand side of the previous
deducing that it goes to zero. For the second term, since h(up)u
γ−1+p
p
p χ{u>δ} is bounded in L
m
m−1 (Ω), one can pass to
the limit in p by weak convergence and in δ by the Lebesgue Theorem. Hence one can take p→ 1 in (8.10) deducingˆ
Ω φ|Du
γ |+
ˆ
Ω u
γz · ∇φ +
ˆ
Ω g(u)u
γ ≤
ˆ
Ω h(u)fu
γφ. (8.11)
Now as in Theorem 3.4 one can show that (observe that by Lemma 2.2 one has (uγ )∗ ∈ L1loc(Ω, div z))
− (uγ )∗ div z + g(u)uγ = h(u)fuγ as measures in Ω, (8.12)
which, coupled with (8.11), gives thatˆ
Ω φ|Du
γ | ≤ −
ˆ
Ω u
γz · ∇φ −
ˆ
Ω(u
γ )∗φ div z =
ˆ
Ω φ(z, Du
γ ), ∀φ ∈ C 1c (Ω), φ ≥ 0.
Therefore, since the reverse inequality is trivial, one has
(z, Duγ ) = |Duγ | as measures in Ω.
At this point we apply Proposition 4.5 of [22] which gives
λ(z, Du, x) = λ(z, Duγ , x) for |Du|-a.e. x ∈ Ω,
where λ(z, Du, ·) denotes the Radon-Nikodym derivative of (z, Du) with respect to |Du| and λ(z, Duλ, ·) denotes the
Radon-Nikodym derivative of (z, Duγ ) with respect to |Duγ |. This gives (8.4). Finally in order to deduce (8.5) we
take T
γ
k (un) as a test function in the weak formulation of (4.2) and applying the Young inequality one deduces
γ
1
p
(
p
γ − 1 + p
) ˆ
Ω |∇T
γ−1+p
p
k (un)|+
ˆ
∂Ω T
γ−1+p
p
k (un)dHN−1 +
ˆ
Ω g(un)T
γ
k (un) ≤
ˆ
Ω hn(un)fnT
γ
k (un) +
p− 1
p
|Ω|,
and simply taking first n →∞ and then p → 1 one getsˆ
Ω
|DT
γ
k (u)|+
ˆ
∂Ω
T
γ
k (u)dHN−1 +
ˆ
Ω
g(u)T γk (u) ≤
ˆ
Ω
h(u)fT γk (u). (8.13)
Now we observe that, reasoning as to obtain (8.12), one can deduce that
−(T γk (u))∗ div z + g(u)T γk (u) = h(u)fT γk (u) as measures in Ω,
which gathered in (8.13) takes toˆ
Ω |DT
γ
k (u)|+
ˆ
∂Ω T
γ
k (u)dHN−1 ≤ −
ˆ
Ω(T
γ
k (u))∗ div z =
ˆ
Ω(z, DT
γ
k (u))−
ˆ
∂Ω[T
γ
k (u)z, ν ]dHN−1. (8.14)
Now reasoning as to prove (5.24) one can deduce (z, DT γk (u)) = |DT γk (u)| as measures in Ω, which used in (8.14)
gives (8.5). This concludes the proof. 
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