As manufacturing technology enters the ultra-deep submicron era, wafer yields are destined to drop due to higher occurrence of physical defects on the die. This paper proposes a yield enhancement scheme based on the use of spare interconnect resources in each routing channel to tolerate functional faults. By using a node-covering technique and integer-linear programming (ILP) methods, the scheme is shown to provide minimal area and timing overheads. Significant yield improvements can thus be achieved.
INTRODUCTION
The area occupied by wiring channels and interconnect configuration circuits in an FPGA is significant, occupying 50 to 90 percent of the chip area [1] . With current trends aiming to reduce the area occupied by wiring segments in the routing channels, wire width and wire spacing have been reduced. This has in turn led to higher occurrences of wiring defects, such as breaks and shorts, and decrease in manufacturing yield [2] and fewer functioning devices at fixed manufacturing costs.
The nature of FPGA devices provides two separate ways of dealing with defects. The first, more obvious, method is based on hardware redundancy, and it capitalizes on the high regularity of the FPGA array to swap a faulty resource with a spare functioning one. The second method is based on exploiting the reconfiguration properties of the device, tweaking the design to fit around the defective resource. Both methods come at great area and timing overheads; only a limited number of the proposed schemes have proved successful and have been implemented by manufacturers [3, 4, 5] .
In this work we propose a new fault tolerant scheme based on both reconfiguration and hardware redundancy. We propose a new approach to fault tolerance based on modifying some of the underlying characteristics of a given FPGA architecture, and we demonstrate the principle using a simple routing architecture.
Our fault tolerance scheme has the following notable advantages This work is partially supported by EPSRC grant no. EP/C549481/1.
• Estimated device yields increase from 40% to 85% for large devices built at 90nm as predicted by our yield analysis tool [2] . • Estimated worst case timing degradation of 8.5%.
• Semi-permanent defect correction through configuration readback. • Support for multiple non-localized defects.
• Can be extended to support dynamic fault tolerance.
The major disadvantage of this fault tolerance scheme comes in the need for a small configuration controller, which requires silicon area and will slow down the power-up sequence. At the time of publication an in-depth analysis of the overheads of the configuration controller has not been performed: these however are likely to be outweighed by the considerable yield advantages achieved by this scheme. This paper is structured as follows. Section 2 provides a brief account of some of the most successful work carried out in the field of fault tolerance in FPGA. Section 3 introduces the fault tolerance scheme and gives details on the implementation. The results of our pilot architecture are presented in Section 4, and finally Section 5 concludes the paper and suggests area for future research in the area.
PREVIOUS WORK
Research carried out in the field of FPGA fault tolerance can be divided into two main categories. The first exploits the highly regular structure of the FPGA array. The second is based on the reconfiguration properties of FPGA devices.
In the first category, one of the earliest work was proposed in [6] . The research first analyzed the possibility of modifying the FPGA row selector and extending it to support the swapping of an entire row for a spare one in the case of a fault. Other methods, based on a finer redundancy, were proposed by two different authors in [7, 8] . Both these works propose widening the routing channels to include a spare interconnect to be swapped for a defective one. The main difference between these works is in the swapping procedure: the earlier work utilizes fuse blowing, while the second work uses a more sophisticated technique to shift all routing tracks in a channel using a more elaborate switch matrix.
Many approaches have been presented that exploit the reconfiguration properties of FPGA devices. The most comprehensive, based on roving areas to take part of the chip offline, test and repair it has been presented in [9] . A method based on pre-compiled partial configurations has been proposed in [10] , whereby segments of the design are placed and routed multiple times and then the configuration that avoids the defect is chosen for programming the device.
FAULT TOLERANCE SCHEME
This section describes the proposed fault tolerance scheme, its motivation and line of thought that brought to its development.
Motivation
The occurrence of defects during manufacturing is a random process. While data exist regarding the density and clustering of defects, it is impossible to formulate prediction models regarding the location of the defects within a die. As such, the probability of obtaining even two defective devices which exhibit the same functional fault in exactly the same location is almost non-existent.
As FPGAs continue their expansion into the semiconductor market, they are more and more often utilized in medium volume products. One of the biggest challenges offered by fault tolerance is therefore ensuring that the same bitstream produced can be successfully matched to tens, hundreds, and potentially even thousands of non-identical devices. Therefore the development of a fault tolerant scheme has the following primary goals:
• increase number of usable devices from wafers, • ensure no extra design burden for the customer, • maintain timing enclosure.
Area, despite being an important issue for most research, is not mentioned as a primary goal. This is because in order to increase the number of usable devices obtained from the manufacturing process the yield advantage has to overcome the area overhead. It is therefore more important to increase yields and reduce area overheads.
Under these constraints the most reasonable approach is to automatically manipulate the design before programming the FPGA. By generating ad-hoc bitstreams for each device the "uniqueness" factor of fault tolerance is eliminated. This can be achieved either through a configuration controller or through on-board placer and router, to be run with prior knowledge of the fault location [11] . However, other factors affect these type of approaches, most notably the overhead required to manipulate the bitstreams in a reasonable amount of time before programming. With designs getting more and more complex a full re-generation of bitstream is infeasible. Therefore hardware redundancy, coming with greater area and timing penalties, has been the preferred method for implementing fault tolerance. As device performance is improved as a result of manufacturing technology and architectural improvements, the timing degradation resulting from the extra switching required to avoid the fault can be within acceptable limits for non-performance-dependent applications. Any form of hardware redundancy does, however, restrict the performance of devices, and in a fast moving semiconductor industry even the smallest degradations are crucial.
Preliminary analysis
The first step of our analysis was conducted to understand exactly how the highly redundant nature of FPGA affected the probability of a design being successfully placed and routed. VPR, an open source place and route tool [12] , was modified in order to provide fault injection. This is achieved by making an interconnect resource unavailable to the router, to simulate the presence of a catastrophic interconnect fault. Selected benchmarks from the MCNC suite [13] have been placed and routed in a minimal FPGA (minimum array and channel width), then placed and routed in a faulty FPGA (FPGA without an interconnect resource). The tool was run once for every track used by the original design, so as to simulate operation under the presence of an interconnect fault. The results were split in 3 categories:
• Successful -The design was successfully placed and routed with the same timing characteristics of the original design. • Timing failure -The design was successfully placed and routed but the timing was affected when compared to the original design. • Failed -The design could not be successfully placed and routed.
The benchmarks were placed and routed using two routing architectures. The first, labelled single is a full connectivity, low performing architecture: this is the ideal faulttolerant architecture because of the high routing flexibility. The second architecture taken into consideration is a segmented one, labelled seg which resembles commercial FPGA architectures, and is a compromise between routability and performance. Details of these two routing architectures will follow later. Figure 1 shows the outcome of the place and route analysis. In the worst-case scenario of maximum array usage the percentage of faults causing the design to fail routing can be as high as 60% for the segmented architecture. The spread of timing variation is shown in Figure 2 , and in both architectures some designs successfully place and route but exhibit very high timing degradation.
On average, the single architecture only fails the place and route process in under 10% of cases. However, if the experiment is repeated using one extra track in each routing channel, all designs route successfully and within timing constraints. Figure 3 shows a portion of the single architecture. The striking feature of this type of architecture is the high connectivity from all pins of connection block (a) (A,B,C,D,N) to all pins of connection block (b) (E,F,G,H,O). More importantly, due to the nature of the architecture it is possible to replicate all pin-to-pin connections by simply widening the routing channel and introducing spare resources, as shown in Figure 3 . It is this feature which enables designs to be placed and routed while maintaining similar timing charac- Fig. 4 . An example architecture with limited connectivity teristics to the original design. Duplicating pin-to-pin connections has thus been identified as being the key to achieving fault tolerance without disrupting the timing. This brings the question of how much redundancy is really needed in FPGAs? Our analysis has shown that there is no need to introduce many more spare resources, rather it is convenient to maximize and improve the use of the available ones left over by the placer and router, and perhaps introduce spares at very fine grain level. This has brought the development of our fault tolerant architecture, discussed in the next subsection.
The proposed fault tolerant FPGA
The highly regular structure and high connectivity of the single architecture enables all pin-to-pin connections to be replicated with relative ease. Full connectivity, however, is subject to larger area and considerable timing penalties. High performance architectures thus have limited connectivity, as shown in the sample architecture in Figure 4 ; the architecture is designed taking into account the routability and performance only. We propose here to re-evaluate the connectivity of FPGA devices taking into account fault tolerance as a parameter.
Consider the architecture shown in Figure 4 . The connectivity in each connection block and the switch matrix can be expressed mathematically using adjacency matrices, as shown in Figure 5 . A matrix entry of "1" signifies a connection between a pin and an interconnect or an interconnect to another interconnect exists in a connection block or switch matrix respectively. Conversely, a matrix entry of "0" means no connection exists. The product of all three matrices yields the overall connectivity matrix, where each entry indicates the number of possible routes to connect each pin to all others.
In order to improve fault tolerance we aim to re-evaluate the overall connectivity matrix by increasing each non-zero matrix entry by one or more, and derive the individual adjacency matrices accordingly. Integer Linear Programming was used to solve this problem, and the formulation is shown in the next subsection.
ILP formulation
This section introduces the Integer Linear Programming (ILP) to split an overall connectivity matrix into the product of Consider an architecture where each routing channel is t tracks wide and each LUT has p pins which connect to the routing channel. The overall connectivity matrix for this kind of architecture is modelled using a matrix C of p rows by p columns, which is the product of a binary permutation matrix A and an arbitrary matrix B of p × t and t × p rows and columns respectively. The main constraint is shown in (1) .
(1)
As both a and b are variables in our system, we introduce a dummy variable d constrained by (2) to regulate (1) in linear form. Substituting for d yields (3) .
Considering a ik ∈ {0, 1}, (1 can be replaced by (4) , which is then linearly expressed by (5) and (6), where U is an upper bound on b.
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Ext ra sw i t ches Spare resources Fig. 6 . Example architecture with improved connectivity for fault tolerance
Finally, in order to preserve the regular structure of the FPGA, the algorithm needs to ensure that all pins connect to a maximum number of interconnects and vice versa all interconnects only connect to a fixed number of pins. These conditions are expressed by (7) and (8) , where N 1 and N 2 are the intended number of connections present, if a is a connection block adjacency matrix. Similar constraints are used for switch block permutation matrices.
The aim of formulation is to obtain an optimized solution to minimize area. The ILP objective is thus minimize the number of non-zero entries in the adjacency matrices, as they represent the number of switches present in each connection block and switch block. Considering the fact that transistors in connection blocks and switch matrices are likely to have different properties, the size and performance of each was based on the work presented in [14] . The final objective equation is shown in (9), where T 1 and T 2 are the relative sizes of the transistors in the resource being modelled by matrices A and B.
The final result of the ILP problem solving for the sample architecture shown in Figure 4 is shown in Figure 6 . Due to limitations in space, only connections in the horizontal channels are shown. For a complete architecture the vertical connections are also considered.
Fault avoidance
The fault avoidance is based on a node covering scheme. Each point to point connection is "covered" by another option, so that if a track becomes unavailable as a result of 
ANALYSIS
Our fault tolerant architecture, developed using the technique presented in Section 3.3.1 applied to the seg architecture allows all of the designs taken into account to be placed and routed successfully, as shown in Figure 8 . On average, over 70% of faults did not affect the designs in any way. The remaining faults only caused minor timing variations, Si ngl e l i ne Area Fc = 0. 75 Si ngl e l i ne Area Fc = 1
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Si ngl e l i ne area wi t h f aul t t ol erance Fc = 1 Fig. 10 . Routing area analysis of fault tolerant architectures as shown in Figure 9 . All of the timing variations are within 8.5% of the original design, while the majority is contained within 5%. Figure 10 depicts the area overhead incurred by the fault tolerant architecture. The curves shown depict the total routing area required to implement the architecture with and without fault tolerance. The graph also shows how varying the parameter F C , the fraction of pins each track connects to, affects the overall area requirements (F C = 1 means the the interconnect track connects to all pins, while F C = 0 means the track does not connect to any pins). The total area is shown in minimum transistor size count, an area measuring technique introduced in [14] . This method takes into account the different sizes of connection block, buffers, and switch blocks transistors, and it offers a much more realistic measure of the total area required to implement an architecture. For the analysis, no buffer sharing was assumed, i.e. every connection needs an individual buffer.
The results shown in Figure 10 only depict the routing area requirements. In order to calculate the total tile area the transistor counts of the logic block would need to be included. Our sample routing architecture is, for a routing channel width of 16, 31% larger than the seg architecture which it generates from. When logic is included, this value is reduced to 19%.
The rather large area overhead is however overshadowed by the great yield increase, and reflected in the total number of working devices out of a wafer. Figure 11 shows the variation in number of working dies per wafer as a function of array size, shown here in arbitrary units. The largest devices built at 90nm, the technology being analyzed here, is shown by the vertical dotted line in Figure 11 . If no hardware redundancy is used, 14 working dies can be expected using this fault tolerance scheme. Using our fault tolerance scheme the total number of working dies can be increased to 26, thereby almost doubling the productivity. Details on the yield analysis framework used here can be found in [2] .
CONCLUSIONS
A new approach to fault tolerance in FPGAs has been presented. The method proposes to re-evaluate the routing architecture of FPGA devices to include fault tolerance as a measuring parameter as well as performance and routability.
The scheme proposed is based on node-covering techniques to replace faulty tracks by spare ones. Area overhead is limited by minimizing the number of extra switches required to implement the node-covering.
It has been shown that even in the worst-case scenario timing variation is within 8.5% of original design. Using yield analysis techniques presented in past research it has also been possible to prove that yields can be increased significantly, almost doubling the total number of working dies per wafer despite the area overhead.
The scheme requires a configuration controller to implement the fault avoidance. At time of publication an extensive study on the performance of the controller has not be carried out. Future work will also include exploring details of efficient Built-in-Self-Test techniques to identify cheaply and quickly the location of faults in the FPGA.
