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Ce mémoire présente un nouvel algorithme de compression de fibres développé
spécifiquement pour la tractographie. Validé et testé sur un large éventail d’algo-
rithmes et de paramètres de tractographie, celui-ci présente trois grandes étapes :
la linéarisation, la quantization ainsi que l’encodage. Les concepts clés de l’imagerie
par résonance magnétique de di usion (IRMd) et de la compression sont également
introduits afin de faciliter la compréhension du lecteur.
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ADC Coe cient Apparent de Di usion (Apparent Di usion Coe cient)
CC Corps Calleux (Corpus Callosum)
CHUS Centre Hospitalier Universitaire de Sherbrooke
CST Faisceau Corticospinal (Corticospinal Tract)
DCT Transformée en Cosinus Discrète (Discrete Cosine Transform)
DTI Imagerie par Tenseur de Di usion (Di usion Tensor Imaging)
DWT Transformée en Ondelettes Discrète (Discrete Wavelet Transform)
FA Anisotropie Fractionnelle (Fractional Anisotropy)
FLAIR Fluid Attenuated Inversion Recovery
fODF Fonction de distribution d’orientations des fibres
(Fiber Orientation Distribution Function)
HARDI Imagerie de Di usion à Haute Résolution Angulaire
(High Angular Resolution Di usion Imaging)
HMB Hyperintensités de la matière blanche
IRM Imagerie par Résonance Magnétique
IRMd Imagerie par Résonance Magnétique de di usion
ODF Fonction de distribution des orientations (Orientation Distribution Function)
ROI Régions d’intérêt (Regions Of Interest)
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Les tissus cérébraux qui forment le cerveau humain sont généralement divisés en
trois catégories distinctes : la matière blanche, la matière grise ainsi que le liquide
céphalo-rachidien (LCR) [ Kastler et Vetter 2006 ; Johansen-Berg et Beh-
rens 2009 et Jones 2010]. La matière blanche est responsable de la communication
entre les di érentes régions de la matière grise responsable des fonctions cérébrales
du cerveau. La matière blanche peut être vue comme le réseau de transmission de
l’information à travers les régions fonctionnelles du cerveau. Ces di érents réseaux
de connectivité de la matière blanche constituent en fait des faisceaux d’axones. Le
liquide céphalo-rachidien est un liquide biologique transparent dans lequel baigne le
système nerveux central. Le LCR absorbe les mouvements et les chocs afin de ré-
duire les risques d’endommagement du cerveau. Le signal bio-électrique (ou influx
nerveux) transmis à travers le cerveau via les axones de la matière blanche est rendu
possible grâce aux 86 à 100 milliards de neurones présents dans le cerveau humain [
Williams et Herrup 1988]. Les axones de la matière blanche ont un diamètre de
l’ordre de 1 à 30 µm [ Blinkov et Glezer 1968] et sont généralement regroupées
en faisceaux. La figure 1 montre des faisceaux de fibres de la matière blanche et leur
reconstruction virtuelle à l’aide de la tractographie en IRM de di usion. Les axones
de la matière blanche sont souvent appelées fibres de la matière blanche. On appelera
tracte la représentation virtuelle d’un faisceaux d’axones. La figure 2 illustre à l’aide
d’un schéma la structure générale d’un neurone ainsi que les composantes associées à
la matière blanche et à la matière grise.
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Figure 1 – Dissection anatomique (à gauche) et reconstruction des fibres à l’aide de
la tractographie (à droite). Image de [ Dini et al. 2013].
Figure 2 – Schématisation d’un neurone. Image adaptée de [ Johansen-Berg et
Behrens 2009].
Le cerveau est une structure extrêmement complexe et di cile à étudier in-
vivo. L’imagerie par résonance magnétique (IRM) [ Kastler et Vetter 2006 ;
Johansen-Berg et Behrens 2009 et Jones 2010] est un outil non-invasif qui per-
met de visualiser les tissus mous du cerveau. Elle repose sur les principes physiques de
la résonance magnétique nucléaire (RMN). Initialement à l’état d’équilibre, les mo-
lécules présentent dans le cerveau seront excités par un apport d’énergie (créé par le
champ magnétique de l’aimant dans l’IRM) durant un temps donné, puis reviendront
graduellement à leur état initial. C’est ce principe de retour à l’équilibre qu’on appelle
relaxation qui permettra d’imager les tissus du cerveau. Le temps de relaxation varie
en fonction de la structure moléculaire et de l’état des tissus sous-jacents. Il sera plus
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long dans une matière liquide que solide, tandis qu’il sera court dans les tissus grais-
seux [ Kastler et Vetter 2006 ; Johansen-Berg et Behrens 2009 et Jones
2010]. Les tumeurs, oedèmes ou infarctus qui présentent généralement de la réten-
tion d’eau allongeront le temps de relaxation de la même manière que les liquides.
Les di érents paramètres d’acquisition qui pondèrent la séquence IRM permettent
d’obtenir di érents contrastes (ou modalités) qui permettront de traduire les signaux
RMN et la di érence en temps de relaxation en niveaux de gris sur une image. Chaque
modalité présente un contraste particulier entre les di érentes matières du cerveau.
La pondération T1 est l’image anatomique de référence la plus utilisée. Elle présente
la matière blanche en gris pâle, la matière grise en gris foncé et le liquide céphalo-
rachidien (LCR) en noir [Kastler etVetter 2006 ; Johansen-Berg et Behrens
2009 et Jones 2010] (figure 3). La pondération T2 présente la matière blanche en
gris foncé, la matière grise en gris pâle et le liquide céphalo-rachidien (LCR) en blanc
[ Kastler et Vetter 2006 ; Johansen-Berg et Behrens 2009 et Jones 2010].
Le FLAIR présente la matière blanche en gris pâle, la matière grise en gris foncé, le
liquide céphalo-rachidien (LCR) en noir et les hyperintensités de la matière blanche
(HMB) en blanc (figure 5) [ Kastler et Vetter 2006 ; Johansen-Berg et Beh-
rens 2009 et Jones 2010]. Cette modalité est privilégiée par les neurologues pour
l’étude du vieillissement, car elle permet de visualiser plus aisément les hyperintensités
de la matière blanche chez les sujets agés.
Figure 3 – Représentation de la modalité IRM T1 en plan axial, coronal et sagittal.




Figure 4 – Représentation de la modalité IRM T2 en plan axial, coronal et sagittal.
L’image est de taille 256 x 256 x 176 mm et la résolution des voxels est de 1 x 1 x 1
mm.
Figure 5 – Représentation de la modalité IRM FLAIR en plan axial, coronal et sagit-
tal. L’image est de taille 208 x 256 x 22 mm et la résolution des voxels est de 0.820312
x 0.820312 x 7.425 mm.
L’imagerie par résonance magnétique permet d’imager la matière blanche à l’aide
de l’IRM de di usion (IRMd) en utilisant le déplacement (ou la di usion) des molé-
cules d’eau naturellement présentes dans les tissus du cerveau. La di usion observée
permettra alors d’inférer les structures biologiques sous-jacentes. La résolution des
images obtenues avec l’IRM de di usion pour le cerveau humain est généralement de
l’ordre de 2 x 2 x 2 mm. Sachant que les axones de la matière blanche ont un diamètre
de l’ordre de 1 à 30 µm [ Blinkov etGlezer 1968], l’IRM de di usion sera incapable
de les imager comme le ferait une microscopie, mais sera toutefois en mesure d’imager
des faisceaux de la matière blanche. Les faisceaux de la matière blanche sont consti-
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tués d’ensemble d’axones myélinisés qui connectent la même région fonctionnelle.
Afin de mieux comprendre le phénomène de di usion, de nombreux modèles d’es-
timation locale de la di usion ont été élaborés [ Descoteaux et Poupon 2013]. Les
nombreux modèles locaux permettront d’extraire les directions les plus probables de
di usion des molécules d’eau ou de présence des fibres de la matière blanche. À l’aide
de ces informations de direction, il sera alors possible de reconstruire le réseaux des
faisceaux de fibres de la matière blanche à l’aide de points et de segments avec un
procédé nommé tractographie.
Les algorithmes de tractographie génèrent habituellement des milliers, voire des
millions de fibres contenant chacune des centaines de points [ Hagmann et al. 2008
et Honey et al. 2009]. Toute cette information à sauvegarder implique une taille
de fichier qui devient rapidement très volumineuse. La réduction de la taille de ces
fichiers via un algorithme de compression adapté est souhaitable afin de permettre la
visualisation des résultats, mais aussi de faciliter le stockage des données sur disque.
La figure 6 montre un exemple de tractographie.
Figure 6 – Tractographie avec 30,000 tractes. Le fichier pèse 51 Mo.
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Pour débuter, le chapitre 1 présente plusieurs modèles de di usion locale : le
tenseur, la fonction de distribution des orientations de di usion ainsi que la fonction
de distribution des orientations de fibres. Ensuite, le chapitre 2 poursuit en présentant
les algorithmes de tractographie déterministe, probabiliste et tensorline ainsi que leurs
di érents paramètres. La chapitre 3 introduit les concepts de la compression tels que
la linérisation, la transformation, l’approximation ainsi que l’encodage. Finalement,
le chapitre 4 présente un article proposant une nouvelle méthode de compression de
fibres adaptée au fichiers de tractographie.
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Chapitre 1
La di usion et ses modèles
Le principe de la di usion
Le principe de la di usion est basé sur un concept appelé le mouvement brownien.
Le mouvement brownien introduit par le botaniste Robert Brown pour la première fois
en 1827 décrit mathématiquement le mouvement aléatoire d’une particule lorsqu’im-
mergée dans un fluide. Lorsque la particule n’est restreinte par aucune contrainte phy-
sique, celle-ci di usera (ou se déplacera) également dans toutes les directions comme
dans le liquide céphalo-rachidien par exemple. C’est ce qu’on appelera de la di usion
isotropique. À l’inverse, lorsqu’une direction de mouvement est privilégiée dans une
direction particulière à cause de la structure comme dans les fibres de la matière
blanche par exemple, on parlera alors de di usion anisotropique (figure 1.1).
L’IRM de di usion [ Le Bihan et Breton 1985 ; Merboldt et al. 1985 et
Taylor et Bushell 1985] tente d’imager la matière blanche en analysant le dépla-
cement des molécules d’eau présentent dans le cerveau lorsqu’elles sont soumises à un
champ magnétique orienté. Puisque la structure des faisceaux d’axones de la matière
blanche restreint le déplacement des molécules d’eau, l’analyse de ces déplacements
permet alors d’inférer la structure sous-jacente de la matière blanche.
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Chapitre 1. La diffusion et ses modèles
Afin de modéliser le phénomène de di usion locale au sein d’un voxel, plusieurs
modèles mathématiques ont été développés [ Seunarine etAlexander 2009 ; Des-
coteaux etPoupon 2013]. Bien qu’il existe un grand nombre de ces méthodes, seules
les méthodes du tenseur de di usion, de la fonction de distribution des orientations
de di usion (ODF) et de la fonction de distribution des orientations de fibres (fODF)
seront abordées dans ce chapitre.
(a) (b) (c) (d) (e) (f)
Figure 1.1 – Représentation de la di usion isotropique (a-c) et anisotropique (d-f).
(a) Illustration du mouvement brownien dans un liquide. Les molécules se déplacent
également dans toutes les directions. (b) Les molécules d’eau sont libres dans un
milieu physique sans contrainte. La di usion est isotopique. (c) Le tenseur de di u-
sion ressemble à une sphère. (d) Illustration du mouvement brownien dans un milieu
restreint. Les molécules se déplacent davantage dans la direction parallèle aux pa-
rois. (e) Le milieu est restreint par les fibres de la matière blanche. La di usion est
anisotropique. (f) Le tenseur de di usion ressemble à un cigar allongé.
Tenseur de di usion
Le tenseur de di usion [ Basser et al. 1994 ; Basser et al. 2000 ; Le Bihan
et al. 2001 ; Basser et Jones 2002 ; Arsigny et al. 2006] fut le premier modèle
de di usion proposé. Ce dernier est basé sur le principe du mouvement brownien et
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Chapitre 1. Tenseur de diffusion
sur l’hypothèse du déplacement des molécules d’eau selon une distribution gaussienne
dans l’espace. Le tenseur de di usion permet de caractériser l’anisotropie présente au
sein d’un voxel et est définit par la matrice symétrique D (Équation 1.1). La décom-
position en valeurs singulières de la matrice D permet de visualiser le tenseur sous la
forme d’un ellipsoïde (Figure 1.2) par l’obtention de 3 vecteurs propres (e1, e2 et e3)
et de 3 valeurs propres associées (⁄1, ⁄2 et ⁄3 avec ⁄1 Ø ⁄2 Ø ⁄3 > 0) représentant
respectivement la direction et la force de di usion dans les 3 axes.
Dans un environnement libre de restrictions physiques où la di usion est isotro-
pique tel que le Liquide Céphalo-Rachidien (LCR), le tenseur aura la forme d’une
sphère puisque ⁄1 = ⁄2 = ⁄3. À l’inverse, dans un milieu anisotropique où la di usion
est restreinte (⁄1 > ⁄2 et ⁄3), le tenseur aura la forme d’un cigare. Étant donné que
le tenseur comporte 6 inconnus (Dxx, Dxy, Dxz, Dyy, Dyz et Dzz), il faudra donc un
minimum de 6 mesures (ou 6 images) en plus d’une image de référence sans di usion
pour estimer le tenseur de di usion. En pratique, une douzaine de directions sont
généralement acquises.
(a) (b) (c)
Figure 1.2 – Représentation du tenseur de di usion. (a) Di usion des molécules d’eau
dans un faisceau de fibres de la matière blanche. (b) Décomposition en vecteurs et en
valeurs propres du tenseur de di usion. (c) Schéma du tenseur de di usion pour une
seule orientation principale. [Images adaptées de Descoteaux et Poupon 2013].
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Le tenseur de di usion est un modèle très simple à estimer qui possède toutefois
de nombreuses limitations. En e et, ce dernier ne permet pas de di érencier deux
faisceaux de fibres dans un même voxel (Figure 1.4). Il a été démontré que les deux
tiers des voxels qui constituent la matière blanche contiennent plus d’un faisceaux
de fibres [ Jeurissen et al. 2010 et Descoteaux 2008]. Or, le modèle est alors
inadapté dans plus de deux tiers des cas.
Malgré ses limitations, l’imagerie du tenseur de di usion (DTI) est un modèle ex-
trêmement utilisé par les cliniciens. Étant simple, ce dernier nécessite peu de mesures
et permet donc une acquisition rapide. Sa popularité provient également des nom-
breuses cartes scalaires calculées à partir des valeurs propres du tenseur telles que
l’anisotropie fractionnelle (FA, Équation 1.2), la di usivité moyenne (MD, Équation
1.3), la di usivité radiale (RD, Équation 1.4), la di usivité axiale (AD, Équation 1.5)
ainsi que la carte RGB qui encode l’orientation de la direction principale selon le code






ıˆıÙ(⁄1 ≠ ⁄2)2 + (⁄1 ≠ ⁄3)2 + (⁄2 ≠ ⁄3)2
⁄21 + ⁄22 + ⁄23
(1.2)
MD = ⁄1 + ⁄2 + ⁄33 (1.3)
RD = ⁄2 + ⁄32 (1.4)
AD = ⁄1 (1.5)
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(a) (b) (c) (d) (e)
Figure 1.3 – Représentation des cartes scalaires extraites à partir du tenseur de di u-
sion. (a) Anisotropie Fractionnelle (FA). (b) Di usivité Moyenne (MD). (c) Di usivité
Radiale (RD). (d) Di usivité axiale (AD). (e) Carte RGB.
Imagerie de Di usion à Haute Résolution Angulaire
L’imagerie de di usion à haute résolution angulaire (HARDI) permet de surpas-
ser les limites de l’imagerie du tenseur de di usion (DTI). Contrairement au DTI,
les méthodes à haute résolution angulaire n’émettent pas l’hypothèse d’un profil de
di usion gaussien et permettent alors la reconstruction de croisement de fibres à l’in-
térieur du voxel. Les modèles HARDI étant beaucoup plus complexes, ils ont toutefois
11
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le désavantage de nécessiter davantage de mesures, ce qui se traduit généralement par
un temps d’acquisition plus long. En pratique, 45 à 100 directions sont généralement
requises pour l’estimation du modèle [ Descoteaux 2008]. Il existe plusieurs mé-
thodes HARDI dans la littérature [ Tuch 2002 ; Tuch et al. 2003 ; Behrens 2004 ;
Tuch 2004 ; Assaf et Basser 2005 ; Ozarslan et al. 2005 ; Behrens et al. 2007 ;
Descoteaux 2008 ; Aganj et al. 2010 ; Sotiropoulos et al. 2012] Le lecteur est
référé à [ Seunarine et Alexander 2009 et Descoteaux et Poupon 2013] pour
une revue détaillée de ces méthodes.
Fonction de distribution des orientations (ODF)
La fonction de distribution des orientations de diﬀusion (ODF) [ Tuch 2002 ;
Deriche et Descoteaux 2007] correspond à la probabilité de diﬀusion des molécules
d’eau le long de chaque direction. Tel qu’illustré dans la ﬁgure 1.4, la fonction de
distribution des orientations permet de distinguer plus d’un faisceaux de ﬁbres à
l’intérieur d’un même voxel. Ce modèle étant plutôt lisse, il est toutefois limité en
terme de résolution angulaire [ Deriche et Descoteaux 2007 ; Descoteaux et
al. 2009 ; Tournier et al. 2007]. En eﬀet, l’ODF ne permet généralement pas de
distinguer les croisements de faisceaux de ﬁbres à un angle inférieur à environ 65
degrés. Il existe cependant la fonction de distribution des orientations de ﬁbres (fODF)
qui permet d’obtenir un proﬁl géométrique plus aiguisé que l’ODF (ﬁgure 1.4).
(a) (b) (c) (d) (e)
Figure 1.4 – Représentation d’un croisement de ﬁbres à 90 degrés. (a) Deux faisceaux
de ﬁbres se croisant à l’intérieur d’un voxel. [Image de Poupon 1999] (b) Schéma
des directions principales. (c) Tenseur de diﬀusion. (d) ODF. (e) fODF. [Images de
Descoteaux 2008]
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Fonction de distribution des orientations de fibres (fODF)
Contrairement à la fonction de distribution des orientations (ODF) qui repré-
sente la probabililité de di usion des molécules d’eau, la fonction de distribution des
orientations de fibres (fODF) [ Tournier et al. 2007 et Descoteaux et al. 2009]
représente plutôt la probabilité de présence d’un faisceau de fibres le long de chaque
direction. La fonction de distribution des orientations de fibres (fODF) permet de ré-
duire la limite de résolution angulaire à environ 45 degrés (Figure 1.5). Étant donné
sa précision supérieure, la fonction de distribution des orientations de fibres sera pri-
vilégiée pour la tractographie [ Dell’Acqua et al. 2008 ; Tournier et al. 2010 ;
Descoteaux et al. 2009 et Tournier et al. 2012]. La figure 1.6 présente le résultat
d’un croisement de fibres pour les modèles du tenseur, de l’ODF et de la fODF sur
un fantôme biologique imagé à l’IRM.
(a) ODF (b) fODF (c) ODF (d) fODF
Figure 1.5 – Représentation de l’ODF et de la fODF pour des croisements à 45 (a et
b) et à 60 degrés (c et d) [Images de Descoteaux 2008].
(a) Fantôme (b) Tenseur (c) ODF (d) fODF
Figure 1.6 – Reconstruction d’un croisement avec tenseur, ODF et fODF. (a) Fantôme
créé à partir de moelle épinière de rat imagée à l’IRM. [Images de Descoteaux 2008]
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Extraction de maximas
À partir des di érents modèles de di usion à haute résolution angulaire, il est pos-
sible d’extraire les directions principales que l’on nommera maximas (figure 1.7). Il
s’agit des directions selon lesquelles la probabilité est la plus élevée pour un voisinage
donné. Dans le cas du tenseur de di usion, la direction principale correspond aux
vecteur propres (e1) associés à la plus grande valeur propre (⁄1). Il existe di érentes
façons d’extraire ces maximas. Par exemple, Dipy [ Garyfallidis et al. 2014] e ec-
tue une recherche discrète sur la grille, tandis que MRtrix [ Tournier et al. 2012]
e ectue plutôt une descente de gradients. Les maximas sont généralement représentés
sous la forme de bâtonnets orientés selon les directions principales (en rouge dans la
figure 1.4 (b)). Ces maximas sont généralement nécessaires dans les algorithmes de
tractographie [ Dell’Acqua et al. 2008 ; Tournier et al. 2010 ; Descoteaux
et al. 2009 et Tournier et al. 2012].
(a) fODFs (b) Maximas





La tractographie est un outil basé sur l’IRM de di usion qui permet d’analyser
les connexions cérébrales du cerveau. Elle permet d’imager les faisceaux de fibres de
la matière blanche qui connectent les di érentes régions fonctionnelles du cerveau
constituant la matière grise. Bien que le tenseur ou la fonction de distribution des
orientations (ODF) soient souvent utilisés dans la tractographie, la fonction de distri-
bution des orientations de fibres (fODF) est le modèle le mieux adapté (Figure 1.5).
En e et, étant donné que le but premier est de reconstruire les faisceaux de fibres de
la matière blanche, il est préférable d’utiliser un modèle qui représente la probabi-
lité de présence d’un faisceaux de fibres dans chaque direction plutôt qu’un modèle
tel que l’ODF qui représente plutôt la probabilité de di usion des molécules d’eau
dans chaque direction. De plus, tel que mentionné précedemment, la fODF o re une
meilleure résolution angulaire que l’ODF [ Tournier et al. 2007 et Descoteaux et
al. 2009]. Les maximas extraits de la fODF correspondent aux directions les plus pro-
bables selon lesquelles les fibres de la matière blanche sont orientées. Ils seront donc
utiles pour reconstruire les faisceaux de fibres de la matière blanche. Il existe deux
familles de méthodes de tractographie, soient les méthodes locales et les méthodes
globales. Les méthodes locales se divisent généralement en deux groupes : détermi-
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niste et probabiliste, tandis que les méthodes globales se divisent en trois groupes :
minimisation d’énergie globale [Mangin et al. 2002 ; Kreher et al. 2008 ; Fillard
et al. 2009 et Reisert et al. 2011], à base de géodésiques [ Tuch et al. 2000 ; Par-
ker et al. 2002 ; Campbell et Sc 2004 ; Lenglet et al. 2004 et Jbabdi et al.
2008] ainsi qu’à base de graphes [ Zalesky 2008 ; Collins et al. 2010 ; Sotiro-
poulos et al. 2010 et Oguz et al. 2012]. Seules les méthodes locales déterministe et
probabiliste seront abordées dans ce chapitre. Le lecteur est référé à la bibliographie
pour davantage d’informations sur les méthodes dites globales.
Tractographie locale : Principe général
La terminologie locale vient du fait que chaque tracte est calculée individuellement
et propagée selon une direction extraite du modèle local de chaque voxel en fonction
de son voisinage local. Le principe général et les di érents paramètres de l’algorithme
de tractographie sont expliqués brièvement dans l’algorithme 1 et illustrés à l’aide du
modèle de tenseur [ Centuro et al. 1999] par la figure 2.1. La tractographie de type
locale se divise généralement en deux catégories : déterministe et probabiliste, qui
seront présentés dans le présent chapitre. L’idée générale de la tractographie locale
consiste à créer chaque tracte individuellement en débutant à un point d’initialisation
puis à générer de nouveaux points en suivant une direction de propagation jusqu’à
l’obtention d’un critère d’arrêt. La procédure est relancée dans la direction opposée.
La fibre résultante est obtenue en joignant les deux sections au point d’initialisation.
Ce processus de création d’une tracte est répété avec di érents points d’initialisation
jusqu’à l’obtention du nombre de tracts désiré. La figure 2.3 illustre les résultats de
la tractographie déterministe et probabiliste sur le faisceau Cortico Spinal (CST).
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(a) Déterministe (b) Probabiliste
Figure 2.1 – Schéma des algorithmes de tractographie déterministe et probabiliste
avec le tenseur de diﬀusion. Image adaptée de [ Descoteaux et Poupon 2013].
Paramètres de tractographie
Interpolation
L’algorithme de tractographie nécessite le choix d’une méthode d’interpolation qui
permettra de déterminer le modèle local le plus près d’un point donné [ Arsigny et al.
2006 ; Descoteaux 2008 et Tournier et al. 2012]. Plusieurs techniques d’interpo-
lation (plus proche voisin, trilinéaire, Euler, splines, log-euclidien, etc.) permettront
d’estimer à la position courante le modèle local le plus près.
Pas de propagation (Δt)
Le pas de propagation (Δt) correspond à la distance parcourue entre chaque étape
de propagation et donc, entre chaque point de la tracte ﬁnale. Elle est généralement
17
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exprimée en millimètres et varie normalement entre 0.1 mm et 1 mm [ Centuro
et al. 1999 ; Descoteaux 2008 et Tournier et al. 2012]. Le pas de propagation
peut avoir un impact non-négligeable sur le résultat de tractographie. En e et, si ce
dernier est trop long, il est possible de bifurquer d’un faisceau de fibres à un autre et
d’obtenir ainsi des faisceaux invraisemblables. Le pas de propagation est illustré sur
la figure 2.1.
Angle d’ouverture (◊)
L’angle d’ouverture (◊) correspond à l’angle maximum alloué entre la direction
courante et la direction de propagation suivante. Cet angle d’ouverture permettra de
contraindre la direction de propagation de manière à régulariser les tractes en évitant
les virages abruptes qui contredisent l’hypothèse de régularité des fibres de la matière
blanche. Il est possible d’utiliser un minimum de rayon de courbure (R) plutôt qu’un
angle d’ouverture (◊) correspondant à R =  t2 sin(◊/2) [ Tournier et al. 2012 et Jones
et al. 1999] où  t est le pas de propagation. L’angle d’ouverture est illustré sur la
figure 2.1.
Masque de la matière blanche
Le masque binaire de la matière blanche permet de restreindre le domaine de
génération des tractes afin de s’assurer que les tracts sont plausibles et qu’elles re-
présentent bien des faisceaux qui font partie de la matière blanche. Le masque de
la matière blanche peut être généré à partir d’un seuillage de la carte d’anisotropie
fractionnelle (FA) ou d’anisotropie fractionelle généralisée (GFA) ou d’une segmen-
tation de l’image anatomique T1. Le choix du masque de la matière blanche a un
impact crucial sur le résultat de la tractographie. En e et, un masque de matière
blanche généré par seuillage d’anisotropie fractionnelle (FA) ou d’anisotropie fractio-
nelle généralisée (GFA) risque fortement de présenter des trous à l’intérieur même de
la matière blanche, ce qui modifiera considérablement les tractes qui arrêteront leur
parcours à ces endroits. Celà est dû au fait que malgré la présence de matière blanche
sous-jacente, l’anisotropie fractionnelle peut diminuer su sament lors de la présence
d’un croisement de fibres pour que plusieurs voxels se retrouvent exclus du masque.
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Pour contrer ce genre de di cultés, il est suggéré d’utiliser plutôt un masque de la
matière blanche plus précis extrait à partir de l’image anatomique T1 (Figure 2.2) [
Guevara et al. 2011].
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Introduction 
dMRI tractography needs to be constrained by a white matter (WM) mask defining the 3D space within which fibers are tracked. Most techniques usually threshold the 
fractional anisotropy (FA) maps (typical threshold between 0.1-0.2) assuming that when FA is too small, the uncertainty of the principal diffusion direction is high. 
However, this criterion is rough as the FA value is not specific of a particular structural configuration and therefore constrains tracking results to region of WM with 
high anisotropy. In particular, FA (or GFA) can be very low in fiber crossings representing more than 2/3 of WM voxels, thus putatively discarding many valid tracts. 
Furthermore, because the dMRI resolution is generally coarser than standard T1-weighted MRI (on the order of 2mm isotropic), voxels at the interface between the WM 
and the cortex may suffer from severe partial volume effects, artificially diminishing the FA values. Therefore, many true-positive neuronal pathways may not be 
revealed. In this work, we propose the creation of a robust propagation mask stemming from T1 anatomy. A preliminary step consists of adequately correcting the 
geometrical distortions of dMRI data, and of accurately matching it to the T1-weighted data. Many post-processing pipelines already provide brain, WM or gray matter 
(GM) masks from T1 data relying on a robust analysis of its histogram. However, they may suffer from several limitations. First, the partial volume effect will fail at 
delineating some small structures like the fornix, the posterior (PC) and anterior commissures (AC). In addition, deep brain structures, commonly crossed by efferent 
and afferent fibers, would not be systematically well included, and the conventional millimeter resolution of T1-weighted data at 1.5T or 3.0T can cause partial volume 
effects in cortical regions that lead to spurious connections between neighboring gyri. 
In this work we present a novel tool to create accurate anatomy-based propagation 
masks dedicated to tractography and calculated from T1-weighted MRI (T1) images, 
improving the tool presented in [1] thanks to the addition of morphological and 
homotopical constraints to guarantee a better definition of the WM, especially in 
regions close to the gray matter/white matter (GM/WM) interface. This allows a better 
tracking of fiber bundles, in particular of the short association subcortical U-fibers. 
Material and methods 
The mask calculation is based on three T1-based masks. Two masks are obtained with 
the T1-MRI pipeline of BrainVISA software [2]: 1) a mask of both hemispheres and 
the cerebellum, called the brain mask, and 2) a mask of the sulci skeleton, called the 
sulci mask, calculated through a homotopic multiscale erosion of a brain mask (see 
Figure 1A). A first processing subtracts the dilated sulci mask to the brain mask in 
order to prevent any connection between different gyri and to ensure that the fibers are 
stopped in the GM/WM interface. An intermediate propagation mask is thus obtained. 
In order to ensure a good delineation of deep structures, of the corpus callosum (CC), 
of the fornix, and of AC/PC, a mask of deep nuclei and ventricles, called the nuclei 
mask is employed (see Figure 1A). The deep nuclei segmentation is obtained using a 
deformable model constrained with a probabilistic atlas [3]. The ventricles 
segmentation is calculated using a robust histogram analysis of the T1 data guided by 
a probabilistic atlas of the ventricles, as described in [4]. The nuclei mask is dilated 
and added to the intermediate propagation mask in order to fill all the deep brain 
regions. The ventricles are subsequently subtracted from this mask to obtain the final 
robust propagation mask. Last, the cerebellum can be optionally included in 
the final mask. 
Results and discussion 
Figure 2 shows the final propagation mask obtained with our pipeline, 
compared to a FA-based mask. A better delineation of WM+GM, especially in 
regions close to the cortical surface was observed. Also the fornix, the AC and 
the PC were successfully included. As an example of tracked bundles, Figure 
1B shows some fiber clusters obtained using the fiber clustering method 
described in [5], from a tractography dataset calculated using the propagation 
mask. Note, that a good registration between T1 and T2 images is needed, 
which implies a good correction of the susceptibility induced geometrical 
distortions of T2 images. Such a mask is more suitable when using diffusion 
models/tracking algorithms with regularization in order to resolve the 
trajectory direction in low anisotropy locations that are discarded using 
conventional FA-based masks. 
Conclusion 
We presented an improved propagation mask built from T1 data and dedicated 
to dMRI tractography. This mask allows a better tracking of fibers until the 
GM/WM interface, which is of particular interest for the study of short 
association U-fibers. Contrary to usual FA-based masks failing at including 
low FA regions such as AC/PC, the fornix or crossings, this novel technique 
provides an accurate mask of the brain WM+GM independent of the DW data 
quality. Consequently, its use in conjunction with tractography techniques 
improves the accuracy of the anatomical connectivity of the brain by reducing 
false positives and increasing the detection of the subcortical connectivity. We 
think that our mask can be useful for any dMRI study requiring a detailed and 
accurate tracking of fiber bundles. 
References [1] Perrin et al., Int J Bio. Imag., 368–406, 2008. [2] Cointepas et al., HBM 2010, http://brainvisa.info. [3] Marrakchi-Kacem et al., ISBI 2010, 61-64, 2010. 
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Figure 2.2 – Vues axiale, coronale et sagittale des masques de la matière blanche. En
rouge : anisotropie fractionnelle (FA) seuillée à 0.1. En bleu : masque à partir de la
T1. Les flèches indiquent les endroits où la FA seuillée n’inclut pas la matière blanche,
contrairement à la T1. Image de [ Guevara et al. 2011]
Longueur des fibres
La longueur minimale (”min) et maximale (”max) des fibres permet de contrôler
la taille des tracts générées par l’algorithme de tractographie. Une tracte plus courte
que (”min) ou plus longue que (”max) sera excluse. Ainsi, une tracte trop longue pour
être anatomiquement plausible ou trop courte car arrêtée rapidement par une critère




De plus, il existe di érentes stratégies d’initialisation qui permettent de définir les
graines d’initialisation pour la propagation des tractes pour l’algorithme de tracto-
graphie :
1. Initialisation complète : Initialiser les graines d’initialisation aléatoirement à
l’intérieur d’un masque de la matière blanche en utilisant une carte d’anisotropie
fractionnelle seuillée à 0.2 (généralement) ou un masque extrait à partir d’une
segmentation de l’image anatomique T1.
2. Initialisation par régions d’intérêt : Initialiser les graines d’initialisation
aléatoirement à l’intérieur d’une région d’intérêt préalablement définie par un
masque binaire.
3. Initialisation à la frontière : Initialiser les graines d’initialisation à la fron-
tière entre la matière grise et la matière blanche en utilisant un masque binaire
pour chaque tissu obtenu à partir d’une segmentation de l’image anatomique
T1.
Tractographie déterministe
La tractographie locale déterministe fut la première catégorie de méthodes propo-
sée pour reconstruire les faisceaux de la matière blanche. L’algorithme déterministe
consiste à créer chaque tracte individuellement en débutant à un point d’initialisation,
puis à générer de nouveaux points en suivant une direction de propagation jusqu’à
l’obtention d’un critère d’arrêt, à relancer la procédure dans la direction opposée et à
créer une tracte en joignant les deux sections. Le choix de la direction de propagation
est basé sur la direction principale du modèle locale estimé. Dans le cas où le modèle
local présente plus d’un maxima, celui qui forme le plus petit angle d’ouverture avec
la direction d’arrivée sera privilégié.[Mori et al. 1999 ; Poupon 1999 ; Jones et al.
1999 ; Centuro et al. 1999 ; Basser et al. 2000 ; Behrens 2004 ; Hagmann
et al. 2007 ; Descoteaux et al. 2009 et Tournier et al. 2012]. La position du
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prochain point (pn+1) est calculée à partir du point courant pn en avançant d’un
pas de longueur  t mm dans la direction de propagation (V (pn)) selon l’équation :
pn+1 = pn + V (pn) t. La tractographie déterministe est illustrée à l’aide du modèle
de tenseur [ Centuro et al. 1999] à la figure 2.1.
Tractographie probabiliste
La di érence fondamentale entre l’algorithme déterministe et propbabiliste repose
sur la direction de propagation choisie (V (pn)) lors de l’étape 4 de l’algorithme 1.
Alors que la tractographie déterministe sélectionne le maxima du modèle local le
plus près de la direction précédente, la tractographie probabiliste sélectionne quant à
elle une direction de propagation parmi les directions probables qui se trouvent à un
angle d’ouverture maximal de ◊ de la direction précédente, soient à l’intérieur d’un
cône d’incertitude [ Behrens et al. 2003 ; Lazar et Alexander 2005 ; Jones et
Pierpaoli 2005 ; Jones 2008 et Jeurissen et al. 2011]. En fait, la tractographie
probabiliste tient compte de l’incertitude des maximas extraits à partir du modèle
local.
(a) Déterministe (b) Probabiliste
Figure 2.3 – Comparaison de tractographie déterministe et probabiliste sur le faisceau
Cortico Spinal (CST). Image de [ Girard et Descoteaux 2012]
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Algorithme 1 : Algorithme de tractographie générale pour N fibres
Paramètres : N : Nombre de tracts désiré
 t : Longueur du pas de propagation (mm)
S : Seuil d’anisotropie fractionnelle (FA)
masque : Masque binaire de matière blanche
◊ : Angle du cône d’ouverture
”min : Longueur minimale des fibres
”max : Longueur maximale des fibres
Définitions : T : Ensemble des tracts du résultat de la tractographie
p0 : Graine (ou point d’origine) pour une fibre donnée
pn : Point à la n-ième itération
V (pn) : Direction de propagation obtenue à partir du
modèle local le plus près du point pn≠æ
f : Vecteur de points représentant une fibre
1 Tant que la taille du résultat de tractographie (T ) < N
2 Générer aléatoirement une graine à l’intérieur d’un voxel du masque (p0)
3 Tant que valeur de FA > S Et
pn+1 est à l’intérieur du masque Et
◊ Æ 60 degrés
4 Faire
5 Avancer à partir d’un point pn d’un pas de ”t mm jusqu’à la prochaine
position (pn+1) dans la direction de propagation (V (pn)) selon
l’équation : pn+1 = pn + V (pn) t
6 Répéter l’étape 3 pour la direction opposée
7 La fibre résultante (≠æf ) est obtenue en joignant les deux sections au point
de départ (p0)
8 Si la taille de ≠æf > un seuil de longueur minimale (”min) Et < un seuil de
longueur maximale (”max) Alors
9
≠æ
f est ajoutée à T




La tractographie déterministe sur le modèle du tenseur est peu e cace pour créer
des faisceaux de fibres de la matière blanche qui sont vraisemblables. En e et, tel que
mentionné dans le chapitre 2, le tenseur de di usion est inadapté pour les croisements
de faisceaux de fibres, phénomène qui se produit dans plus des deux tiers des voxels de
la matière blanche. Or, afin d’améliorer cette limitation, l’algorithme de tractographie
TEND (Tensor Deflection) [ Weinstein et al. 1999 et Lazar et al. 2003] modifie
le choix de la direction de propagation dans l’algorithme déterministe. Au lieu d’uti-
liser le maxima du tenseur qui correspond au vecteur propre e1 du tenseur, TEND
utilise plutôt l’information complète donnée par le tenseur D en combinaison avec la
direction d’arrivée pour dévier la direction de propagation dans les croisements. De
ce fait, la direction de propagation devient :
V (pn) = fe1 + (1≠ f)((1≠ g)V (pn) + gDV˙ (pn≠1)) (2.1)
avec f œ [0, 1] et g représentent des facteurs de pondération des vecteurs d’entrée et
de sortie. Il est suggéré d’utiliser une valeur de g = 0.2. Lorsque f = 1, tensorline
équivaut à l’algorithme déterministe présentée dans la section 2. Les vecteurs de pro-
pagation utilisés avec la méthode tensorline doivent obligatoirement être normalisés.
La figure 2.4 illustre la méthode TEND sur le tenseur de di usion.
Figure 2.4 – Représentation de la méthode TEND sur le tenseur de di usion. Image




Il est possible d’utiliser la tractographie pour étudier certaines pathologies connues
du cerveau. J’ai eu la chance de travailler sur l’étude du vieillissement dans le cadre
d’une collaboration en neurologie. Ayant comme but de segmenter la capsule externe,
nous avons développé une nouvelle méthode de segmentation basée sur des régions
d’intérêt anatomiques. Le fait d’utiliser des régions d’intérêts anatomiques permet de
répéter le processus à travers di érents sujets. En e et, malgré le fait que la forme
de chaque région peut di érer d’un patient à l’autre, les régions d’intérêt sont re-
productibles puisqu’il s’agit de structures anatomiques connues. Le résultat de cette
collaboration est présenté brièvement à travers un résumé scientifique soumis à la
conférence VASCOG (The International Society of Vascular Behavioural and Cogni-
tive disorders) [ Nolze-Charron et al. 2013].
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La compression et ses concepts
Introduction
La compression de données appliqué à l’information à été introduite en 1949 et sert
à réduire le nombre de bits nécessaires pour représenter un fichier informatique. C’est
l’art de représenter l’information dans une forme compacte qui permet de sauver de
l’espace. Il existe aujourd’hui un grand nombre de formats de fichiers informatiques
liés à la compression. Les formats de fichiers audionumériques mp3 et wav, les formats
d’images numériques JPEG, gif et png, le format vidéo MPEG ainsi que les formats
de fichiers d’archives zip, rar et gz font tous partie de notre vie quotidienne. Tous
ces formats très connus sont en fait des versions compressées d’un signal original. La
compression se divise généralement en deux types d’algorithmes : avec et sans perte
[ Nelson et Gailly 1995 ; Sayood 2006 et Salomon et Motta 2010]. Comme
son nom l’indique, la compression sans perte est réversible et permet de retrouver
l’information initiale lors de la décompression. À l’inverse, la compression avec perte
permet de contrôler le degré d’information perdue selon la taille de fichier désirée.
Dans ce chapitre, des concepts clés des algorithmes de compression populaires tels
que la linéarisation, la transformation, l’approximation ainsi que l’encodage seront
introduits brièvement [ Nelson et Gailly 1995 ; Sayood 2006 et Salomon et
Motta 2010].
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Linéarisation
Une bonne façon de compresser l’information contenue dans un signal unidimen-
sionnel formé par une série de points liés entre eux consiste à appliquer une étape de
linéarisation. La linéarisation est une opération qui permet de réduire le nombre de
points le long d’une courbe discrétisée tout en respectant une erreur maximale milli-
métrique. Plus le nombre de points initial est réduit, plus il sera possible de compressé
le signal. Dans le cas où les points sont relativement alignés entre eux (colinéaires),
il sera possible de retirer un grand nombre de points sans toutefois a ecter la géo-
métrie de la courbe. Afin de déterminer si un point peut être retiré de la courbe, il
su t de calculer la distance Euclienne entre le point courant et le segment liant le
point précédent et le point suivant. Si la distance euclienne est inférieure ou égale
au seuil de tolérance, le point sera retiré. Dans le cas inverse, le point sera conservé.
Le premier et le dernier point sont conservés automatiquement. Cette procédure est
illustrée dans la figure 3.1. Un exemple de résultats est également présenté dans la
figure 3.2.
d = 0.4 mm
d = 0.6 mmd
d
Figure 3.1 – Illustration de la linéarisation. Avec un seuil de 0.5 mm, le point bleu
serait retiré, tandis que le point vert serait conservé.
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(a) (b) (c) (d)
Figure 3.2 – Représentation d’une courbe discrète de 75 points et sa version linéarisée
avec di érents seuils d’erreur (Á). (a) Á = 0.01 mm et 8 points. (b) Á = 0.05 mm et 6
points. (c) Á = 0.1 mm et 5 points. (d) Á = 0.5 mm et 4 points.
Transformations
De façon générale, une transformation permet de changer la représentation d’un
signal afin de l’adapter à un problème donné. La transformation mathématique ré-
versible qui permet le changement d’espace (ou de représentation) des données est
définie comme une transformée. Le fait qu’une transformée soit inversible permet de
retrouver la représentation originale des données à partir de la transformation inverse.
Il n’y a donc aucune perte d’information associée au changement de représentation.
Il existe de nombreuses transformations, mais seules la transformée en Cosinus Dis-
crète (DCT) [ Natarajan et Rao 1974 ; Rao 1990] et la transformée en Ondelettes
Discrète [ Mallat 2008] seront introduites dans la présente section.
Transformée en Cosinus Discrète (DCT)
La transformée en Cosinus Discrète (DCT) [ Natarajan et Rao 1974 et Rao
1990] est similaire à la transformée de Fourier et est extrêmement utilisée en traite-
ment d’images et notamment dans le format JPEG qui utilise une DCT à 2 dimensions
sur des blocs de pixels de taille 8x8 [ Pennebaker et Mitchell 1993 ; Salomon
et Motta 2010 ; Sayood 2006]. La DCT permet de représenter un signal sous une
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forme condensée, c’est-à-dire avec quelques gros coe cients au début, puis des coef-
ficients très faibles pour le reste du signal. Cette propriété qui permet de concentrer
l’information sur un nombre limité de coe cients de basse fréquence est très utile
en compression [ Natarajan et Rao 1974 et Rao 1990]. En e et, cela signifie
qu’on pourra représenter le signal initial avec peu d’espace en coupant les petits co-
e cients. Une faible erreur de reconstruction est alors envisageable étant donné que
l’information perdue se trouvait dans les hautes fréquences et donc, dans les détails.
Un exemple de transformée en Cosinus Discrète est présenté à la figure 3.3. Le signal













k = 0, . . . , N ≠ 1 (3.1)
où x est le signal original, N sa longueur, et y le signal transformé.
Figure 3.3 – Exemple de transformée en Cosinus Discrète (DCT).
Transformée en Ondelettes Discrète
La transformée en ondelettes discrète est utilisée en compression dans le format
d’image JPEG-2000 [ Taubman et Marcellin 2002 ; Sayood 2006 ; Schelkens
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et al. 2009 ; Salomon etMotta 2010]. L’idée de base de la transformée en ondelettes
discrète [ Chui 1992 ; Sayood 2006 ; Mallat 2008 ; Salomon et Motta 2010]
est la décomposition du signal par l’application en cascade de filtres passe-bas et de
filtres passe-haut. Chaque étape de filtrage correspond à une échelle ou à un niveau
de décomposition du signal qui s’exécute de la façon suivante [ Strang et Nguyen
1996 ; Mallat 2008] :
1. Convoluer le signal avec un filtre passe-bas h, puis sous-échantillonner d’un





2. Convoluer le signal avec un filtre passe-haut g, puis sous-échantillonner d’un





Le résultat du filtrage passe-bas (ybas) correspond aux coe cients de représenta-
tion grossière, tandis que celui du filtrage passe-haut (yhaut) correspond plutôt aux
coe cients de détails [ Bamberger et Smith 1992 ; Daubechies 1988 ; Daube-
chies 1992]. Le sous-échantillonnage d’un facteur 2 suite au filtrage implique que le
signal soit dyadique (un multiple de 2j, où j est le nombre de niveaux de décompo-
sition). Pour ce faire, il faudra souvent remplir les éléments manquants du signal. Il
est alors possible d’utiliser des zéros ou encore une symétrie.
La décomposition du signal original peut s’e ectuer par cascade du procédé pré-
senté jusqu’à concurrence de j fois. Cette cascade de filtres est illustrée dans la figure
3.4. Le signal original peut être retrouvé par le procédé inverse puisqu’il est réver-
sible. Cependant, si le signal a été modifié pour le rendre dyadique, il faudra couper
la transformée inverse à une longueur correspondante au signal original.
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Figure 3.4 – Représentation schématique du filtrage en cascade dans la transformée
en ondelettes discrète. [Image de Wikipédia].
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Figure 3.5 – Exemple des coe cients de représentation grossière lors de la décompo-
sition en ondelettes.
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Approximation
Alors que les transformations permettent de représenter l’information du signal
de manière condensée, l’approximation permet quant à elle de supprimer une part
d’information du signal transformé. En e et, l’approximation servira à éliminer les
coe cients de moindre importance de manière à réduire la taille des données. Il existe
deux types d’approximation : linéaire et non-linéaire.
L’approximation linéaire consiste essentiellement à garder les M premiers coef-
ficients du signal (Équation 3.4), tandis que l’approximation non-linéaire consiste
plutôt à garder les M plus grands coe cients, peu importe leur position dans le
signal (Équation 3.5) [ Cohen et al. 2002 ; Mallat 2008].
approx_lin (y,M) =
Y][ y[i] si i < M0 sinon (3.4)
approx_non_lin (y,M) =
Y][ y[i] si |x[i]| est parmi les M plus grands0 sinon (3.5)
où i = 0, . . . , N ≠ 1 et N étant la longueur du signal y. L’approximation non-linéaire
est plus e cace que l’approximation linéaire. En e et, en gardant les M premiers
coe cients, l’approximation linéaire peut omettre certains coe cients importants qui
se trouveraient au delà de la position M . La coupure d’un coe cient important a un
impact significatif sur le résultat de reconstruction et c’est pourquoi l’approximation
non-linéaire est privilégiée [ Cohen et al. 2002 ; Mallat 2008]. L’approximation est
illustré dans la figure 3.6.
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De façon générale, l’encodage est un principe informatique qui permet de repré-
senter un signal de N bits en une représentation plus compacte, puis à retrouver
éventuellement le signal initial suite à une phase inverse dite de décodage [ Nelson
et Gailly 1995 ; Sayood 2006 et Salomon etMotta 2010]. Opération réversible,
l’encodage permet de réduire la taille des données sans perte d’informations. Il existe
un grand nombre d’algorithmes d’encodage dans la littérature, mais seuls l’encodage
de Hu man et l’encodage arithmétique seront introduits dans la présente section.
Le lecteur est référé à [ Nelson et Gailly 1995 ; Sayood 2006 et Salomon et
Motta 2010] pour davantage d’informations sur les autres algorithmes.
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Codage de Hu man
Le codage de Hu man [ Nelson et Gailly 1995 ; Sayood 2006 et Salomon
et Motta 2010] est un algorithme qui permet de représenter un symbole du signal
par un code binaire à longueur variable. Le code binaire associé à chaque symbole
est déterminé à partir de sa probabilité d’apparition. Aux symboles les plus fréquents
seront associés les codes binaires les plus courts. Le principe au coeur du codage de
Hu man repose sur la création d’un arbre binaire où chaque feuille correspond à un
symbole. La procédure pour construire le code binaire de chaque symbole est présentée
brièvement et illustrée avec un exemple pratique à la figure 3.7. Chaque code binaire
crée à l’aide du codage de Hu man est un code unique. Cela signifie qu’aucun symbole
n’a un code binaire qui constitue le préfixe d’un autre. Cette caractéristique permet
un décodage rapide et e cace des données. En e et, lors du décodage, il su t de lire
les données binaires progressivement en remplaçant chaque séquence binaire par le
symbole correspondant pour obtenir le signal d’origine. La création de l’arbre binaire
de Hu man est e ectué selon les étapes suivantes :
1. Calculer la probabilité d’occurrence de chaque symbole.
2. Trier les symboles par probabilité d’occurrence ascendante.
3. Joindre les 2 symboles avec les plus faibles probabilités pour créer un nouveau
symbole. Trier de nouveau les symboles. E ectuer cette étape jusqu’à ce qu’il
reste un seul symbole.
4. Une fois l’arbre créé, associer 0 à chaque branche de gauche et 1 à chaque
branche de droite.
5. Les codes binaires des symboles sont obtenus en parcourant l’arbre à partir de
la racine jusqu’au noeud en concaténant les 0 et les 1 le long du parcours.
































































































































Figure 3.7 – Exemple schématique du processus de création de l’arbre binaire dans le
codage de Hu man.
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Codage Arithmétique
Contrairement au codage de Hu man qui remplace dans la séquence chaque sym-
bol par une séquence binaire associé, le codage arithmétique [ Nelson et Gailly
1995 ; Sayood 2006 et Salomon etMotta 2010] encode plutôt l’intervalle final du
processus d’encodage. En e et, le codage arithmétique est basé sur la «puissance du
continu». Le code binaire correspondant à l’intervalle final possède une représentation
unique pour la séquence. La représentation binaire peut être infiniment longue et est
généralement tronquée tout en conservant le principe de l’algorithme. L’idée générale
est de débuter avec une borne inférieure de 0 et une borne supérieure de 1, puis de
mettre à jour ces bornes en fonction de la probabilité de chaque symbole rencontré.
Le code binaire final est généré progressivement à chaque étape de mise à jour de
l’intervalle. L’étape de décompression consiste à décoder le code binaire en e ectuant
le même processus de mise à jour des intervalles. La procédure d’encodage du codage
arithmétique est présentée dans l’algorithme 2 et sous forme d’exemple complet. Il est
possible d’implémenter cet algorithme en utilisant des entiers plutôt que des nombres
décimaux. Cette approche est généralement privilégiée à cause de la précision limitée
des ordinateurs.
Exemple : Encoder la séquence 1 3 2 1 avec le modèle de probabilités P (1) = 0.8,
P (2) = 0.02 et P (3) = 0.18.
1 Calculer Fx pour chaque symbole :
Position Symbole x P (x) Fx
0 0 0
1 1 0.8 0 + P(1) = 0.8
2 2 0.02 P(1) + P(2) = 0.8 + 0.2 = 0.82
3 3 0.18 P(1) + P(2) + P(3) = 0.8 + 0.2 + 0.18 = 1
total : longueur de la sequence à encoder.
2 Initialiser l et u :
l = 0 ; u = 1
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3 Le Symbole est 1. Les bornes deviennent :
l = l + Â (u≠l+1)Fx[0]total Ê = 0 + (1≠ 0)0 = 0
u = u+ Â (u≠l+1)Fx[1]total Ê ≠ 1 = 0 + (1≠ 0)(0.8) = 0.8
4 L’intervalle [0, 0.8) n’est pas contenu dans [0, 0.5), [0, 0.5) ou [0.25, 0.75).
Symbole suivant : 3. Les bornes deviennent :
l = l + Â (u≠l+1)Fx[2]total Ê = 0 + (0.8≠ 0)(0.82) = 0.656
u = u+ Â (u≠l+1)Fx[3]total Ê ≠ 1 = 0 + (0.8≠ 0)(1.0) = 0.8
5 L’intervalle [0.656, 0.8) est contenu dans [0.5, 1.0). Encoder 1 et rééchelonner :
l = 2(l ≠ 0.5) = 2(0.656≠ 0.5) = 0.312
u = 2(u≠ 0.5) = 2(0.8≠ 0.5) = 0.6
6 L’intervalle [0.312, 0.6) n’est pas contenu dans [0, 0.5), [0, 0.5) ou [0.25, 0.75).
Symbole suivant : 2. Les bornes deviennent :
l = l + Â (u≠l+1)Fx[1]total Ê = 0.312 + (0.6≠ 0.312)(0.8) = 0.5424
u = u+ Â (u≠l+1)Fx[2]total Ê ≠ 1 = 0.312 + (0.6≠ 0.312)(0.82) = 0.54816
7 L’intervalle [0.5424, 0.54816) est contenu dans [0.5, 1.0). Encoder 1 et rééche-
lonner :
l = 2(l ≠ 0.5) = 2(0.5424≠ 0.5) = 0.0848
u = 2(u≠ 0.5) = 2(0.54816≠ 0.5) = 0.09632
8 L’intervalle [0.0848, 0.09632) est contenu dans [0, 0.5). Encoder 0 et rééchelon-
ner :
l = 2l = 2(0.5424) = 0.1696
u = 2u = 2(0.54816) = 0.19264
9 L’intervalle [0.1696, 0.19264) est contenu dans [0, 0.5). Encoder 0 et rééchelon-
ner :
l = 2l = 2(0.1696) = 0.3392
u = 2u = 2(0.19264) = 0.38528
10 L’intervalle [0.3392, 0.38528) est contenu dans [0, 0.5). Encoder 0 et rééchelon-
ner :
l = 2l = 2(0.3392) = 0.6784
u = 2u = 2(0.38528) = 0.77056
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11 L’intervalle [0.6784, 0.77056) est contenu dans [0.5, 1.0). Encoder 1 et rééche-
lonner :
l = 2(l ≠ 0.5) = 2(0.6784≠ 0.5) = 0.3568
u = 2(u≠ 0.5) = 2(0.77056≠ 0.5) = 0.54112
12 L’intervalle [0.3568, 0.54112) est contenu dans [0.25, 0.75). compteur = 1 et
rééchelonner :
l = 2(l ≠ 0.25) = 2(0.3568≠ 0.25) = 0.2136
u = 2(u≠ 0.25) = 2(0.54112≠ 0.25) = 0.58224
13 L’intervalle [0.2136, 0.58224) n’est pas contenu dans [0, 0.5), [0, 0.5) ou [0.25,
0.75). Symbole suivant : 1. Les bornes deviennent :
l = l + Â (u≠l+1)Fx[0]total Ê = 0.2136 + (0.58224≠ 0.2136)(0) = 0.2136
u = u+ Â (u≠l+1)Fx[1]total Ê ≠ 1 = 0.2136 + (0.58224≠ 0.2136)(0.8) = 0.508512
14 L’intervalle [0.2136, 0.508512) n’est pas contenu dans [0, 0.5), [0, 0.5) ou [0.25,
0.75). Il ne reste plus de symboles.
15 Le dernier bit encodé est 1. On encode donc 0 une fois (compteur = 1).
16 Encoder une valeur dans l’intervalle final [0.2136, 0.508512).
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Algorithme 2 : Algorithme de codage arithmétique.
Paramètre : Y : Séquence à encoder
Définitions : l : Borne inférieure de l’intervalle
u : Borne supérieure de l’intervalle
P (x) : Probabilité d’occurence du symbole x dans la sé-
quence Y
Fx[i] : Densité cumulative du symbole à la position i
total : Longueur de la séquence Y
compteur : Compteur
1 Calculer la probabilité de chaque symbole : P (x).




3 Initialiser l = 0, u = 1 et compteur = 1.
4 Pour chaque symbole x de la séquence Y Faire
5 Mettre à jour la borne l : l = l + Â (u≠l+1)Fx[x≠1]total Ê.
6 Mettre à jour la borne u : u = u+ Â (u≠l+1)Fx[x]total Ê ≠ 1.
7 Tant que l’intervalle [l, u] est contenu dans [0, 0.5) OU [0.5, 1.0) OU
[0.25, 0.75)
8 Si l’intervalle [l, u] est contenu dans [0, 0.5) Alors
9 Mettre à jour la borne l : l = 2l.
10 Mettre à jour la borne u : u = 2u.
11 Encoder un 0
12 Encoder un 1 un nombre de fois équivalent au compteur.
13 Remettre le compteur à zéro.
14 Si l’intervalle [l, u] est contenu dans [0.5, 1.0) Alors
15 Mettre à jour la borne l : l = 2(l ≠ 0.5).
16 Mettre à jour la borne u : u = 2(u≠ 0.5).
17 Encoder un 1
18 Encoder un 0 un nombre de fois équivalent au compteur.
19 Remettre le compteur à zéro.
20 Si l’intervalle [l, u] est contenu dans [0.25, 0.75) Alors
21 Mettre à jour la borne l : l = 2(l ≠ 0.25).
22 Mettre à jour la borne u : u = 2(u≠ 0.25).
23 Incrémenter le compteur de 1.
24 Si compteur > 0 Alors
25 Encoder un nombre de fois équivalent au compteur l’inverse du dernier
bit encodé.




La compression de fibres
La tractographie est un concept basé sur l’imagerie par résonance magnétique de
di usion de plus en plus populaire. Elle permet d’analyser les connexions cérébrales
du cerveau et d’imager les faisceaux de fibres de la matière blanche [ Descoteaux et
Poupon 2013]. À ce jour, il existe de nombreux algorithmes de tractographie qui ne
cessent de se perfectionner. Les fichiers résultants de ces algorithmes contiennent gé-
néralement des milliers, voire des millions de fibres contenant chacune des centaines
de points. Certains projets de connectôme vont même jusqu’à générer des fichiers
contenant des milliards de tractes [ Hagmann et al. 2008 et Honey et al. 2009].
Toute cette information à sauvegarder implique des fichiers qui deviennent rapidement
très volumineux et sont alors di ciles à stocker et souvent impossibles à visualiser.
En e et, les bases de données d’analyse de patients sont de plus en plus vastes et
le problème d’espace devient souvent critique. De plus, la puissance des ordinateurs
étant limitée en mémoire, il est souvent impossible de visualiser un fichier contenant
quelques centaines de milliers de tractes. Il devient alors évident qu’un algorithme de
compression pour ce type particulier de données est nécessaire.
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Résumé
L’article présente un nouvel algorithme de compression développé spécifiquement
pour des fichiers de tractographie. Il a été inspiré par des algorithmes de compression
reconnus dans les domaines de l’audionumérique, de l’image et de la vidéo tels que
le mp3, le JPEG et le MPEG. Quatre étapes ont été expérimentées : linéarisation,
transformation/approximation, quantization et encodage. Chaque étape a été testée
et validée à travers les algorithmes de tractographie déterministe HARDI, probabiliste
HARDI et tensorline [ Tournier et al. 2012] et les paramètres pas de progagation  t
et nombre de fibres N . La méthode proposée comporte deux chaînes de traitement
possible : linéarisation seulement ou processus complet qui regroupe linéarisation,
quantization et encodage. À la manière de JPEG, l’utilisateur n’a qu’un seul para-
mètre à fournir : un seuil d’erreur maximum en millimètre. Le choix de la chaîne
de traitement permet à l’utilisateur de bénéficier des avantages de la compression de
fibres pour la visualisation (linearisation seulement) ou pour le stockage de données
(processus complet). La méthode est disponible à travers un logiciel qui propose les
modes ligne de commande et interface.
La méthode proposée montre des taux de compression impressionnants. En e et,
des fichiers de tractographie de plusieurs gigaoctets qui étaient auparavant impos-
sibles à visualiser et di cile à stocker en grand nombre peuvent maintenant être
visualisés et stockés avec seulement quelques megaoctets. À titre d’exemple, des fi-
chiers de tractographie de 3 millions de tractes générés avec l’algorithme de tensorline
et l’algorithme probabiliste qui avaient une taille de départ de 7.83 Go et de 5.92 Go
ont été réduit à 95.6 Mo et 94.4 Mo en utilisant une erreur maximum de 0.5 mm.
En plus de proposer une méthode de compression e cace et adaptée aux fichiers de
tractes, la méthode est d’une grande utilité pour l’ensemble de la communauté scienti-
fique en imagerie par résonance magnétique de di usion. L’article présente également




-Présentation d’un nouvel algorithme de compression adapté aux fichiers de tracto-
graphie.
-Logiciel multi-plateforme o rant les modes lignes de commande et interface
-Validation de la méthode sur de nombreux algorithmes et paramètres de tractogra-
phie.
Commentaires
L’article [ Presseau et al. 2014a] est un résumé scientifique publié préalable-
ment à l’article présenté dans ce chapitre. L’article est présentement en période de
soumission au journal Medical Image Analysis [ Presseau et al. 2014b].
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Abstract
A single di usion MRI fiber tracking dataset may contain hundreds of thousands, and often millions of
streamlines and can take up to several gigabytes of memory. This amount of data is not only heavy to
compute, but also di cult to visualize and hard to store on disk (especially when dealing with a collection
of brains). These problems call for a fiber-specific compression format that simplifies its manipulation. As
of today, no fiber compression format has yet been adopted and the need for it is now becoming an issue for
future connectomics research. In this work, we propose a new compression format, .zfib, for tractography
datasets reconstructed from di usion magnetic resonance imaging (dMRI). Tracts contain a large amount
of redundant information and are relatively smooth. Hence, they are highly compressible. The proposed
method is a processing pipeline containing a linearization, a quantization and an encoding step. Our pipeline
is tested and validated under a wide range of DTI and HARDI tractography configurations (step size,
streamline number, deterministic and probabilistic tracking) and compression options. Similar to JPEG, the
user has one parameter to select: a worst-case maximum tolerance error in millimeter (mm). Overall, we
find a compression factor of more than 96% for a maximum error of 0.1 mm. This opens new perspectives
for connectomics applications and tractography methods design.
Keywords: Compression, Di usion MRI, Tractography, Di usion Tensor Imaging (DTI), High Angular
Resolution Di usion Imaging (HARDI)
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1 Introduction
Di usion magnetic resonance imaging (dMRI) tractography is an increasingly popular research area that
helps understanding structural connectivity between brain regions. The great success of dMRI tractography
comes from its capability to accurately describe some of the neural architecture in vivo [Descoteaux and
Poupon, 2014]. Streamline fiber tracking datasets contain thousands, if not millions of streamlines and
each streamline contains hundreds to thousands of 3D points. These streamlines are often called “tracts”.
Here, we prefer to use the term streamline for a set of 3D points that represent virtual anatomical fiber
representations [Coˆte´ et al., 2013]. For example, a dataset with the tensorline algorithm [Weinstein et al.,
1999; Lazar et al., 2003] using a 0.2 mm step size and 500, 000 streamlines requires roughly 1.3 gigabytes
(GB) of space. As such, some datasets are so large that they cannot be visualized due to the limited amount
of RAM (Random Access Memory) available on most computers. Thus, visualization, storage, and handling
of such a dataset requires heavy processing and a lot of memory. Unfortunately, no fiber compression format
has yet been adopted and the need for it is now becoming a glaring issue for future research.
Compression algorithms are categorized into two distinct families, lossy and lossless. Lossless data
compression algorithms allow the original signal (or document) to be recovered from the compressed one
with no loss of quality [Nelson and Jean-Loup, 1995; Sayood, 2006; Salomon and Motta, 2010]. ZIP, GIF
and PNG [Taubman and Marcellin, 2002; Sayood, 2006; Schelkens et al., 2009; Salomon and Motta, 2010]
file formats are typical examples of lossless compression algorithms. On the other hand, lossy algorithms
perform a compression by removing elements from the original signal. Hence, the exact original data cannot
be retrieved from the compressed version [Nelson and Jean-Loup, 1995; Sayood, 2006; Salomon and Motta,
2010]. Multimedia file formats such as mp3, JPEG and MPEG are typically associated to lossy compression.
As opposed to lossless compression, lossy compression techniques have no limit on the amount by which they
can compress a signal. Lossy compression thus involve a trade-o  between quality and compression ratio
[Nelson and Jean-Loup, 1995; Sayood, 2006; Salomon and Motta, 2010].
What di erentiates a lossy compression method from another one is often the end application it was
designed for. Although mp3, JPEG and MPEG share a common ground, they nonetheless have their own
specifications. Due to the very nature of their signal, compression methods used for audio files (1D), image
files (2D) or movie files (2D+time) cannot be used interchangeably without significant modification. The
situation is the same with streamline tracking datasets which also calls for an application-specific compression
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scheme. Blindly applying a compression method to a streamline dataset could only lead to sub-optimal
results.
Streamlines are 3D curves represented as a collection of 3D points. Unlike voice and music, streamlines
are both smooth and defined in a 3D space. Unlike images and videos, streamlines are not defined over a
regular lattice and, most importantly, are not functions of space. Neuroimaging tracking applications have
also their own specifications. One important feature for a streamline compression method is to preserve
perfect accuracy at the end points. For many neuroimaging applications, the accuracy of the starting and
ending points is more important than any other points along the curve (e.g. connectomics). On the other
hand, for neurosurgical planning [Chamberland and Descoteaux, 2012; Fortin et al., 2012], the full path is
of interest and the error must be controlled. Also, unlike JPEG or MPEG, whose focus is to keep low visual
compression artifacts, streamline datasets are meant for medical applications where qualitative perceptual
errors are not a primary factor. Instead, medical users prefer to account for compression errors quantified
in millimeters.
The aim of this work is to provide a new lossy compression format called .zfib for streamline tracking
datasets. We propose a complete, simple and powerful compression scheme validated under a wide range
of tractography configurations and compression options. We demonstrate that streamlines are smooth and
often represented with a large number of points that can be removed without changing the pictorial view
of streamlines on the screen. Careful experiments are performed on real datasets of di erent sizes (100
megabytes (MB) to 15 GB), from di erent tractography algorithms (deterministic, probabilistic, and ten-
sorline) di erent step sizes (0.1 to 1 mm) and di erent number of streamlines (60,000 to 3,000,000). Overall,
with a 0.1 mm maximum error, which is very small considering the voxel size (usually 2 mm isotropic), we
can reach a compression ratio of more than 96%.
Our findings open new perspective for future connectomics and group studies using tractography results
with large number of streamlines [Hagmann et al., 2008; Honey et al., 2009] but also for future tractography
methods. Datasets of several gigabytes of memory that were before impossible to visualize and hard to store
on disc may now be visualized and stored with only few megabytes of memory. For example, the 3,000,000
DTI tensorline and HARDI probabilistic streamline files of size 7.83 GB and 5.92 GB respectively, can be
compressed down to 95.6 MB and 94.4 MB respectively with a maximum error of 0.5 mm.
The reminder of this paper is organized as follows. In section 2, we introduce a generic 4-step compression
pipeline made of a linearization step, a transformation/approximation step, a quantization step, and an
encoding step. These steps are commonly used in well-known compression algorithms such as mp3 and
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JPEG [Pennebaker and Mitchell, 1993; Sayood, 2006, Chap. 13; Salomon and Motta, 2010, Chap. 7; Nelson
and Jean-Loup, 1995, Chap. 11]. Since these steps can accommodate with di erent algorithms and include
a variety of parameters, section 3 and 4 thoroughly validate the impact of each step on compression ratios,
speed, and accuracy on a variety of streamline datasets. In section 5, we discuss the results as well as the
pros and cons of every step. We then present the final compression algorithm and provide parameters which




A fiber tracking dataset is a set of 3D curves in which each streamline is represented as a series of 3D
points. The definitions used in this paper are as follows:
• Streamline point: A point in 3D space, pi = (xi, yi, zi)   R3.
• Streamline: a raster curve in 3D space containing a finite, ordered and connected sequence of 3D points
fi = {p1, . . . , pk}.
• Fiber tracking dataset: A finite set of streamlines Fn = {f1, . . . , fn} for a finite n   N.
• | . | : Cardinality operator which returns number of elements in a set or a sequence. For example, |f |
stands for the total number of points pi in the streamline f .
2.2 Piece-Wise Linearization of Streamlines
Tractography algorithms find structural white matter connections by following the principal directions of
di usion at each voxel [Descoteaux and Poupon, 2014]. One important tractography parameter is the step
size  . Step size determines the distance between two consecutive points pi and pi+1. As such, a small  
leads to a tight set of points pi for each streamline. This implies that more points among each streamline are
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likely to be collinear in space. Hence, removing some collinear points would produce a compression without
a ecting much the accuracy of the data. Decreasing the number of points not only helps reducing the file
size, it also allows for faster rendering and the use of less RAM at runtime. In fact, this step could even be
introduced within tractography algorithms themselves.
The goal of this step is to remove as many points as possible within a certain margin of millimetric
error (  mm). This is achieved with a piece-wise linearization procedure over each streamline according to
a tolerance error,  . Thus, depending on how severe the streamlines are linearized, the pictorial view of
streamlines remains almost unchanged.
Formally, fˆ is a valid linearized version of f (a raw input streamline) according to a tolerance value   if
and only if every point pi   fˆ is also contained in f and that the following constraint is respected:
 pj   fˆ : dist (pipi+2, pi+1) >  
i = 1, . . . , |fˆ |  2
(1)
where pipi+2 is a line segment between streamline points pi and pi+2 and dist is the shortest distance between
a streamline point pi+1 and the corresponding segment pipi+2. In other words, fˆ is a valid linearized version
of f if one cannot remove a point from fˆ without creating an error of more than   mm.
Figure 1 illustrates the linearization process for di erent   values. The reader shall note that fˆ always
contains the starting and the ending points p1 and p|f | of f . Hence, the accuracy of the end points is
preserved, which is crucial not to change the connectivity profile of the tractography dataset.
Figure 1. A single streamline containing 75 points (dotted points twice), and its linearized version (dotted points connected
by dashed lines) with (a)   = 0.01 mm and 8 points, (b)   = 0.05 mm and 6 points, (c)   = 0.1 mm and 5 points, and (d)
  = 0.5 mm and 4 points.
(a) (b) (c) (d)
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2.3 Streamline Transformation and Approximation
A signal transformation is a generic term to describe a reversible mathematical operation which projects
a signal from a set of bases functions to another set of bases functions. These bases functions defines the
domain on which the signal is represented. For example, a Fourier transformation converts a signal from a
spatial domain to a frequency domain, and vice versa. A transformation function does not compress data
per se. It rather concentrates its energy on a smaller number of coe cients. Compression occurs when the
least significant coe cients are forced to zero.
From a fiber tracking dataset, each streamline is taken separately in turn. Given a linearized stream-
line fˆ , the x, y and z coordinates of each streamline point are grouped into a single vector respectively,
x = (x1, . . . , xn), y = (y1, . . . , yn) and z = (z1, . . . , zn). Then, transformation is done separately on each x,
y and z vector. This leads to three 1D transformations : transf(fˆ (x)), transf(fˆ (y)) and transf(fˆ (z)).
Some transformation candidates commonly used for compression are Discrete Cosine Transform (DCT)
[Natarajan and Rao, 1974; Rao, 1990]; Salomon and Motta, 2010, Chap. 7; Sayood, 2006, Chap. 13] and
Discrete Wavelet Transform (DWT) [Salomon and Motta, 2010, Chap. 8; Sayood, 2006, Chap. 15]. For
the purpose of this work, we consider the Daubechies wavelet of order 4, 6 and 8 [Chui, 1992; Mallat,
2008; Bamberger and Smith, 1992; Daubechies, 1988; Daubechies, 1992 Salomon and Motta, 2010, Chap.
8; Sayood, 2006, Chap. 15] and the biorthogonal Cohen-Daubechies-Feauveau (CDF) wavelet 5/3 and 7/9
[Mallat, 2008, Chap. 8].
As mentioned previously, compression occurs when small coe cients are rounded to zero. One way of
doing so is by keeping the K largest coe cients [Mallat, 2008, Chap. 9] and forcing to zero the other ones.
This operation works as follows:
approx (vk,K) =
    vk,i if |vk,i| is amongst the K largest0 otherwise (2)
where vk = transf(fˆ(k)). This operation is performed on vx, vy and vz independantly. Note that value
K controls the amount of information that will be lost [Cohen et al., 2002; Mallat, 2008, Chap. 9; Salomon
and Motta, 2010, Chap. 1]. The smaller K is, the more aggressive data compression will be.
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2.4 Quantization
At this point, each streamline went through a linearization process (f   fˆ) and then a transformation
and approximation process (fˆ(k)   transf(fˆ(k))). The resulting signal contains a series of zeros and
none-zeros floating point entries for each dimension x, y and z.
One can further compress the signal by approximating the non-zero entries by a small finite number of
values. This allows to represent every streamline by a finite number of floating points values that one can
store in a dictionary. This step is called quantization.
Two quantization procedures are typically used namely: the uniform and the non-uniform quantization
[Mallat, 2008, Chap. 9; Salomon and Motta, 2010, Chap. 7]. Non-uniform quantization keeps the p most
significant digits of the value. Given qx = approx(vx,K), a list of approximated coe cients and p the
precision, a value quantized with a non-uniform procedure is obtained according to the following equations :
L (qx,i) = log10 (|qx,i|) , (3)
non unif quant (qx,i, p) =
  qx,i 
 
, p > 0, (4)
where   = 10p  L(qx,i) . non unif quant (qx,i, p) is the quantized value of qx,i containing the p most signif-
icant digits.
As for the uniform quantization procedure, it rounds up the value at its 10p digit. A value quantized
with a uniform procedure with a precision p is obtained according to the following equation :






where   = 10p. unif quant (qx,i, p) is the quantized value of qx,i rounded to its 10p digit.
After coe cients have been quantized, their value are stored in a dictionary and a lossless encoding
algorithm is used to store it on disk. Table 1 shows example of both quantization procedures.
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Table 1. Example of uniform and non-uniform quantizations on 1234.5678











Encoding is a process by which the symbols of a source signal are replaced by a new set of symbols whose
overall length is smaller. Although a plethora of encoding algorithms can be used, we consider the two
most widely implemented ones namely Hu man and arithmetic coding [Mallat, 2008, Chap. 10; Nelson and
Jean-Loup, 1995, Chap. 2]. These encoding algorithms are standard image compression algorithms used in
JPEG [Pennebaker and Mitchell, 1993; Sayood, 2006, Chap. 13; Salomon and Motta, 2010, Chap. 7; Nelson
and Jean-Loup, 1995, Chap. 11] and JPEG-2000 [Taubman and Marcellin, 2002; Sayood, 2006; Schelkens
et al., 2009; Salomon and Motta, 2010].
Hu man algorithm generates a dictionary of symbols with their corresponding probability in the dataset.
A binary tree is built from the dictionary and the most probable entries are assigned near the root of the tree
which corresponds to the shortest code words. To obtain the unique code of a symbol, the tree is traversed
from the root to the symbol leaf node, assigning sequentially a 0 to the left branch and a 1 to the right
branch [Sayood, 2006, Chap. 3; Salomon and Motta, 2010, Chap. 5; Nelson and Jean-Loup, 1995, Chap. 3-4].
While Hu man encodes the message in a chain of symbols, arithmetic encodes the entire message into
a single binary code. Arithmetic encoding starts with a range between 0 and 1 which will be updated
sequentially with the cumulative distribution function of each symbol. The resulting tag is converted in
binary code and then encoded [Sayood, 2006, Chap. 4; Salomon and Motta, 2010, Chap. 5; Nelson and




Di usion-weighted images (DWI) were acquired on a single volunteer along 64 uniformly distributed
directions using a b-value of b = 1000s/mm2 and a single b = 0s/mm2 image using the single-shot echo-
planar imaging (EPI) sequence on a 1.5 Tesla SIEMENS Magnetom (128   128 matrix, 2 mm isotropic
resolution, TR/TE 11000/98 ms and GRAPPA factor 2). Di usion tensor estimation and corresponding
Fractional Anisotropy (FA) map generation were done using MRtrix [Tournier et al., 2012]. From this, the
single fiber response function was estimated from all FA values above a threshold of 0.7, within a white
matter binary mask. This single fiber response was used as input for spherical deconvolution [Descoteaux
et al., 2009; Tournier et al., 2007] to compute the fiber ODFs, with maximum spherical harmonic order 8, at
every voxel. We used deterministic and probabilistic tractography algorithms on fiber ODFs and tensorline
tractography algorithm with 0.1, 0.2, 0.5 and 1.0 mm step size and 60k, 120k, 240k, 500k, 1M, 2M and 3M
number of streamlines. These were used to generate di erent level of smoothness of streamline and di erent
file sizes. We expect streamlines to be smooth for tensorline and deterministic tracking, and more jagged
(thus more di cult to compress) for probabilistic tractography.
Sizes of the datasets used for validation are reported in Table 2. We used the e cient implementation
publicly available in MRtrix [Tournier et al., 2012]. Note that our current implementation supports native
MRtrix (.tck) [Tournier et al., 2012] and TrackVis (.trk) [www.trackvis.org] tractography file formats.
3.2 Evaluation metrics
In order to gauge performances, we use the following evaluation metrics : compression ratio (CR),








The maximum error between the original and uncompressed datasets is used to validate the worst-case
maximum Euclidean error. This gives the user an intuitive understanding of the data loss after compression.
The processing times in the result section are reported in minutes.
Table 2. Original fiber tracking datasets sizes in megabytes (MB) and gigabytes (GB) for 0.1, 0.2, 0.5 and 1.0 mm.
Step size 0.1 mm
Number of streamlines Deterministic Probabilistic Tensorline
60k 212.5 MB 226.9 MB 307.4 MB
120k 432.5 MB 454.0 MB 614.7 MB
240k 863.0 MB 910.2 MB 1.24 GB
500k 1.8 GB 1.9 GB 2.57 GB
1M 3.6 GB 3.8 GB 5.14 GB
2M 7.2 GB 7.58 GB 10.27 GB
3M 10.8 GB 11.37 GB 15.41 GB
Step size 0.2 mm
Number of streamlines Deterministic Probabilistic Tensorline
60k 111.2 MB 118.4 MB 156.2 MB
120k 222.4 MB 236.3 MB 313.1 MB
240k 444.1 MB 473.6 MB 627.5 MB
500k 926.4 MB 986.3 MB 1.31 GB
1M 1.85 GB 1.97 GB 2.61 GB
2M 3.71 GB 3.94 GB 5.22 GB
3M 5.55 GB 5.92 GB 7.83 GB
Step size 0.5 mm
Number of streamlines Deterministic Probabilistic Tensorline
60k 46.5 MB 51.2 MB 66.4 MB
120k 93.0 MB 102.0 MB 132.5 MB
240k 186.4 MB 204.4 MB 265.0 MB
500k 388.5 MB 425.1 MB 552.1 MB
1M 776.6 MB 850.6 MB 1.1 GB
2M 1.55 GB 1.7 GB 2.21 GB
3M 2.33 GB 2.55 GB 3.32 GB
Step size 1.0 mm
Number of streamlines Deterministic Probabilistic Tensorline
60k 24.6 MB 24.8 MB 37.6 MB
120k 49.1 MB 49.9 MB 75.1 MB
240k 98.4 MB 100.3 MB 150.4 MB
500k 204.9 MB 208.9 MB 313.9 MB
1M 409.9 MB 418.1 MB 626.7 MB
2M 819.0 MB 835.3 MB 1.25 GB
3M 1.23 GB 1.25 GB 1.88 GB
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4 Results
In this section, we tested the parameters and algorithms of every stage of the processing pipeline.
Linearization: Figure 2 illustrates the pictorial sagittal view of streamlines part of the corticospinal
tract (CST) with four di erent linearization errors, 0.1, 0.2, 0.5, 1mm. We have zoomed-in into a small
regions to highlight the size of the voxels (2mm isotropic) with respect to maximal tolerance error.
Table 3 shows the percentages of points removed with linearization on several datasets and several errors.
As can be seen, with 0.1 mm maximum error (which is small considering the 2 mm isotropic voxel size of
the original data) the linearization can achieve a percentage of removed points of up to 96%. As shown in
Fig. 2(b), even at 96% compression, there is almost no visual di erence between pre and post compression.
This shows that unlike signals such as voice and music, streamlines are usually smooth and thus highly
compressible.
Table 3 also shows that the smaller the step size is, the larger the percentage of removed points will be.
This is inline with intuition since a smaller step size leads to more tightly aligned (and yet, collinear) points.
One can also note from Table 3 that probabilistic streamlines show a smaller percentage of removed points
than deterministic or tensorline, particularly with small step size such as 0.1 and 0.2 mm. This is expected
because of the “erratic” nature of probabilistic streamlines which contains sharper transitions. Moreover,
Table 4 shows that the percentage of removed points for a given algorithm and a given maximum error is
independent of the number of streamlines.
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Figure 2. Comparison of the lateral projections of the corpus callosum bundle containing 5,000 streamlines (blue) and
linearized versions of it with (red) di erent errors,  . Voxel size is 2 mm. Linearized streamlines (red) with (a)   = 0.1 mm,
(b)   = 0.2 mm, (c)   = 0.5 mm, (d)   = 1 mm.
(a) 0.1 mm (b) 0.2 mm
(c) 0.5 mm (d) 1 mm
Table 3. Percentage of points removed with linearization for several tracking methods on 120,000 streamlines datasets and
di erent linearization errors.
Methods Linearization max error (mm)
Algorithm Step size (mm) 0.1 0.2 0.5 1.0 2.0
Deterministic
0.1 96.2 97.2 98.2 98.7 99.1
0.2 92.4 94.4 96.5 97.5 98.2
0.5 80.5 85.8 91.2 93.9 95.6
Probabilistic
0.1 95.4 97.0 98.3 98.8 99.1
0.2 88.9 93.1 96.2 97.5 98.2
0.5 51.2 77.6 89.5 93.5 95.6
Tensorline
0.1 93.0 95.1 96.8 97.6 98.2
0.2 93.0 95.1 96.8 97.6 98.2
0.5 93.0 95.1 96.8 97.6 98.2
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Table 4. Percentage of points removed with linearization for several tracking methods on 0.2 mm step size datasets and
di erent linearization errors.
Methods Linearization max error (mm)
Algorithm # streamlines 0.1 0.2 0.5 1.0 2.0
Deterministic
60,000 93.3 94.9 96.6 97.4 97.9
120,000 93.3 94.9 96.6 97.4 98.0
240,000 93.3 94.9 96.6 97.4 98.0
Probabilistic
60,000 90.2 93.8 96.3 97.3 97.9
120,000 90.2 93.7 96.3 97.3 97.9
240,000 90.2 93.7 96.3 97.3 97.9
Tensorline
60,000 93.8 95.4 96.8 97.5 97.9
120,000 93.8 95.4 96.8 97.5 97.9
240,000 93.8 95.4 96.8 97.5 97.9
Transformation and approximation: Wavelet transforms and discrete cosine transform are hard
to compare directly because wavelet decomposition such as Daubechies and Cohen-Daubechies-Feauveau is
essentially applied on dyadic signals and thus require padding for non-dyadic signals [Mallat, 2008]. There
are several options for padding such as zero padding, symmetric padding and periodic padding. [Mallat,
2008]. Of course, initial padding means cropping inverse transformation to initial signal length. Depending
of the shape of the signal, padding and cropping may cause artefacts on the decompressed signal [Mallat,
2008].
As shown in Table 5, the DCT shows a stronger energy compaction, which concentrates almost all the
energy of the streamline in a few coe cients. This means that a small number of coe cients are su cient
to represent each streamline and that the DCT may be a good choice at first sight. Given that the shape
of streamlines are similar to smooth cosines, it is not surprising that DCT performs better than Daubechies
wavelets. Daubechies basis functions are compact, non-symmetric and more e cient over signals with sharp
transitions (e.g. at edges, corners and discontinuities).
The blue curve in figure 3 shows that on average, most of the DCT energy is concentrated in the first
coe cients. In fact, on average 95% of the energy is contained within the first 3 coe cients.
Table 6 shows the range of values of the DCT transformed signal in comparison with original signal. We
see that the range of possible values of DCT transformed signal is more than 500 times the range of the
original signal. As we transform and approximate the signal to minimize the number of values to encode,
the transformation extends significantly the range of values. A large range of values means a large number
of symbols to encode and thus a slow compression algorithm.
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Table 5. Percentage of maximum coe cients compression obtained on a dataset containing 2,500 streamlines. A deterministic
HARDI tracking with a step size of 0.2 mm without linearization was used.
Transformations
Max error (mm)
0.1 0.2 0.5 1.0 2.0
DCT 79.0 85.4 91.0 93.6 95.2
Daubechies 4 71.3 75.4 80.2 85.0 91.0
Daubechies 6 65.3 70.0 77.4 83.9 90.7
CDF 5-3 77.0 81.7 86.2 89.3 92.6
CDF 9-7 73.9 78.4 84.2 89.4 93.6
Figure 3. Normalized cumulative sum of DCT average coe cients
Table 6. Range of values for a DCT transformed and a non-transformed dataset containing 120,000 streamlines using deter-
ministic fODF tracking with a step size of 0.5 mm without linearization.
Transformations Min Value Max Value
DCT -41,567.2 55,184.1
No transformation -69.4 106.0
Quantization: Table 7 shows the dictionary size and the maximum quantization error after uniform and
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non-uniform quantization. We see that for a same maximum quantization error, a much smaller dictionary
size is obtained with uniform then with non-uniform quantization. This means less values to encode and
thus a better compression ratio.
Table 7. Quantization comparison for a dataset containing 120,000 streamlines using deterministic HARDI tracking with a
step size of 0.5 mm without linearization and transformation.
Uniform Quantization
p Dictionnary Size Max Quantization Error (mm)
-4 1 837 616 0.00017
-3 211 131 0.00173
-2 23 190 0.01732






p Dictionnary Size Max Quantization Error (mm)
1 132 173.20500
2 1 118 17.32050
3 9 398 1.73205
4 76 107 0.17321
5 580 726 0.01732
Encoding: Table 8 shows the Compression Ratio (CR), the total Compression Time (CT) and the total
Decompression Time (DT) for di erent tracking algorithms and di erent step sizes with 120,000 streamlines.
Information theory states that arithmetic coding is always better or at least identical to Hu man coding
[Sayood, 2006; Salomon and Motta, 2010]. The results presented in Table 8 are inline with the litterature.
However, in the current context, arithmetic coding is similar to Hu man coding in terms of compression
ratio but is much slower than Hu man coding both in the compression and decompression pipelines. Figure
4 shows the compression and decompression time for di erent tracking algorithms with 0.2 mm step size
and 0.5 mm maximum error. We see that for a same compression ratio, Hu man coding is much faster
both for compression and decompression. The compression and decompression time di erence becomes an
important factor when the number of streamlines exceeds 1 million. For 3 million streamlines, there is a 20
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minutes di erence between the slowest and the fastest encoding method which is significant for any real-life
application.
Looking at the results, it is clear that Hu man coding is most suitable for our problem than arithmetic
coding. The main reason why the decompression is much faster with Hu man coding is because it only
implies to replace each block of bytes with their corresponding symbol in the dictionary, while arithmetic
coding needs to decode the final tag by doing all the inverse process [Sayood, 2006].
Table 8. Encoding comparison for datasets using HARDI tracking with di erent algorithms and step size, 120,000 streamlines
and a maximum error of 0.5 mm with linearization and uniform quantization p = 0 and no transformation.
Methods Hu man Arithmetic
Algorithm Step size (mm) CR CT DT CR CT DT
Deterministic
0.1 99.3 1.88 0.02 99.3 2.50 1.42
0.2 98.7 0.62 0.03 98.7 1.26 1.45
0.5 96.7 0.23 0.03 96.7 0.94 1.62
1.0 93.4 0.16 0.03 93.4 0.92 1.72
Probabilistic
0.1 99.3 1.57 0.03 99.3 2.17 1.27
0.2 98.5 0.52 0.03 98.5 1.30 1.57
0.5 95.7 0.26 0.04 95.7 1.36 2.27
1.0 87.0 0.25 0.03 87.0 1.83 3.09
Tensorline
0.1 98.8 0.61 0.02 98.8 1.17 1.14
0.2 98.8 0.60 0.02 98.8 1.14 1.16
0.5 98.8 0.60 0.02 98.8 1.14 1.13
1.0 98.8 0.64 0.02 98.8 1.20 1.14
CR : Compression Ratio (%), CT : Total Compression Time (min), DT : Total Decompression Time (min)
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Figure 4. Compression and decompression time comparison for datasets using HARDI tracking with diﬀerent algorithms,






















































Figure 5. Compression Ratio and Compression Factor comparison for number of streamlines on datasets using HARDI tracking



















































































5.1 zﬁb: Our Final Fiber Compression Method
By taking into account the results reported in the previous section, our ﬁnal method consists of three ma-
jor steps : linearization, quantization and encoding. The reasons for excluding the transformation/approximation
step are three fold. First, the goal of the transformation/approximation step is to minimize the number of
none-zero values to encode. However, table 6 shows that transformation extends signiﬁcantly the range of
values. In fact, it increases it by three orders of magnitude. Such a large range of values leads to a large
number of symbols and thus a large dictionary and a slow compression algorithm.
Second, as opposed to other compression formats such as mp3, JPEG and MPEG, a compressed ﬁber
dataset shall never exceeds a maximum error in millimeters. Unfortunately, it is impossible to know in
advance the right number of coeﬃcients K to force down to zero for each streamline. The only way of
ﬁnding the best K for each streamline is by iteratively testing diﬀerent values of K. Thus, for each K,
the steamline signal is transformed, approximated and inverse transformed in order to ﬁgure out which K
provides the best compression ratio without exceeding the maximum error. As one can imagine, doing so at
runtime quickly becomes a computational bottleneck.
Third, since the linearization step already removes more than 50% of the points (and often more than
95% of the points), the compression ratio produced by the transformation/approximation step is not that
signiﬁcant. Nonetheless, the transformation/approximation options remain available in the code provided
on github1 for further research.
As for the quantization step, according to Table 7, we decided to use a uniform quantization (that is
1https://github.com/scilus/FiberCompression
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rounding the value at its 10p position). The uniform quantization depends on one parameter p. Since the
user only specifies the maximum error, we have to select a default value for p. To do so, we conducted
several experiments on various datasets. According to these experiments, we found that a good compromise
between compression ratio and processing time is to use p =  1 when the user selects a maximum error of
less than 0.2 mm and p = 0 otherwise.
Let us mention that the quantization error ( ) must be taken into account right from the beginning such
that the overall error (that is the linearization error + quantization error) corresponds to the maximum
error   given by the user. In that perspective, the maximum quantization error ( ) is obtained with the
following equation :   =
 
3(102p). The linearization error is then defined by subtracting the maximum
quantization error   from the maximum error threshold   given by the user. This assures to respect the
worse-case maximum error  .
Once p and   have been computed, the linearization step is performed using Eq. (1) and the resulting
dataset is quantized with uniform quantization and parameter p. The dataset is then further compressed
with Hu man coding and saved in .zfib format.
Our current implementation allows for two pipelines: the whole pipeline that includes linearization,
quantization and encoding steps, and the linearization step only (see figure 6). Details for each pipeline are
presented in algorithms 1 and 2.
5.2 Parametric curves
A compression method such as ours could accommodate with parametric curves such as B-splines and
Bezier curves [Piegl and Tiller, 1997]. For example, instead of our linearization step which eliminates
co-linear points, one could instead fit a parametric curve on each streamline following a maximum error
criterion [Walker et al., 2010]. In this way, instead of representing a streamline by a collection of 3D points,
one could represent a streamline with a set of spline parameters. Given the relatively smooth aspect of most
streamline, this could result into an impressive compression ratio.
However, this approach is not void of limitations. First, a spline-based regression means controlling
the complexity of the spline. In many cases, that means evaluating the number of spline knots as well as
their location [Walker et al., 2010]. This leads inevitably to a non-linear optimization algorithm which is
significantly slower than our simple linearization procedure. Second, most tractography-related software
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Algorithm 1: Compression pseudo-code
Parameters: Input file (.tck, .trk)
  : Maximum error threshold (mm)
Definitions:  Q : Quantization maximum error threshold (mm)
 L : Linearization maximum error threshold (mm)
S : streamlines dataset
Si : streamline i (3D vector)
Si,d : streamline i along dimension d (1D vector)
1 Load file (.tck, .trk).
2 Compute  Q according to streamlines dataset S and quantization.
3 foreach streamline Si in S do
4 foreach streamline Si,d along dimension d do
5 if Linearization mode only then
6 Linearize with   threshold.
7 else
8 Compute  L = max(    Q, 0).
9 Linearize with  L threshold.
10 Quantize with uniform quantization.
11 Encode with Hu man
12 Save compressed file (.zfib)
assume that a streamline is a collection of 3D points. Thus, a compression method that would return spline
parameters instead of 3D points would have severe compatibility issues. And third, as shown in Table 4, our
linearization method can reach a compression ratio of more than 98% given a max-error of 0.5mm, a value
much smaller than the usual 2   2   2 mm3 voxel resolution. As a consequence, a spline-based regression
could only slightly improve compression at the expense of extra processing time and algorithmic complexity.
Also, one could use parametric curves as basis functions for the transformation step. However, we would
still have to implement the back-and-forth approach explained previously to determine K, the number of
none-zero coe cients. As mentioned before, such method would be far too slow to be of any practical use.
5.3 Fiber compression for di usion MRI
Di usion MRI tractography techniques have recently been applied in the complete mode, i.e. seeding a
complete white matter mask and then tracking “everywhere-to-everywhere” in this mask [Descoteaux and
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Algorithm 2: Decompression pseudo-code
Parameters: Input file (.tck, .trk)
1 Load compressed file (.zfib).
2 Decode with Hu man
3 Save file (.tck, .trk)
Poupon, 2014]. If this complete tracking is done in t1-space, which is generally 1 mm isotropic, this means
that there are more than 1 million voxels in this white matter mask. Hence, generating a fiber tracking
dataset with 120,000 streamlines results in poor spatial coverage, as there are roughly 1 in 10 voxels that
were used to seed the tractography. This makes fiber reconstruction of small, narrow and highly curved fiber
bundles such as the fornix and cingulum quite challenging to reconstruct in their full extent. Hence, we need
millions of seeds to perform robust reconstruction of specific bundles. Yet, a 120,000 streamlines dataset
is already more than 220MB in size (if a 0.2 mm step size is used [Tournier et al., 2012]). For the same
reason, in the context of structural connectomics, a very large number of seed points are needed to perform
tractography before a connectivity matrix is built. The original work of Hagmann and colleagues [Hagmann
et al., 2008; Honey et al., 2009] use 33 seeds per voxel. This results in more than 33 million streamlines for
a complete tractography, which is very challenging to store on disk and impossible to visualize. Using our
fiber compression tool could lead to the exact same connectivity matrix while saving to disk a file that is
more than 100 times smaller, which can then be reused for quality assurance, visualization and later bundle
dissection. Note that for di usion MRI and functional MRI fusion, a large number of seeds and streamlines
are also generated to find the link between functional and structural connectivity [Whittingstall et al., 2014].
Furthermore, the recent application of tract-density imaging (TDI) produces super-resolved qualitative
maps of the streamline count (density) at each voxel. These TDI maps are known to be highly variable for
low number of seeds [Calamante et al., 2011; Calamante et al., 2012] and thus, the community generates
tractography datasets of 5 to 10 million streamlines to produce these maps[Calamante et al., 2011; Calamante
et al., 2012]. Again, storing the original streamline files is quite heavy.
A final remark concerns novel “global” tractography techniques [Mangin et al., 2013; Kreher et al., 2008;
Reisert et al., 2011] that are based on a few controls points that are optimized to explain local and global
connectivity under di erent constraints. Given the higly compressible nature of streamlines clearly shown
in this work, it is very well possible to imagine structural connectivity able to be captured by a di erent
representation than millions of small line segments joined together. This can surely influence the development
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of a new family of tractography representations used for structual connectivity.
6 Conclusion
In this work, we presented a new compression format .zfib and a new three-step pipeline that shows
impressive compression ratios and relatively low processing time.
Each step has been tested, evaluated and validated under a wide range of tractography configurations
(step size, deterministic, probabilistic, tensorline, streamline number) and compression options. The user
has only one parameter to select: a worst-case maximum tolerance error in millimeter (mm). By choosing a
large maximum error, the user accept for a larger compression ratio which leads to a lower resolution in the
compressed dataset.
As of today, the whole compression/decompression algorithm is available in a stand-alone application
with two modes: commandline and a simple interface (see appendix and the code available on github2).
The commandline mode can be used in batch scripts to compress many streamlines datasets. Our cur-
rent implementation supports native MRtrix (.tck) [Tournier et al., 2012] and TrackVis (.trk) [trackvis.org]
tractography file formats.
Our new compression format is a huge gain and of great potential for future connectomics and group
studies using tractography results with large number of streamlines. Datasets of several gigabytes of memory
may now be stored with only few megabytes and our method is especially useful when dealing with a collection
of brains. Datasets that were previously impossible to visualize and hard to store can now be more easily
manipulated.
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Figure A.7. Simple interface with as few options as possible : input ﬁle (tck, trk or zﬁb format), output ﬁle (tck, trk or zﬁb
format), compression/decompression mode and maximum error in mm.
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Au cours de ce mémoire, une nouvelle méthode de compression pour les fichiers
de tractographie [ Presseau et al. 2014a ; Presseau et al. 2014b] a été présen-
tée. Cette méthode de compression de fichiers de tractographie permet à l’utilisateur
de contrôler la qualité du résultat à l’aide d’un paramètre d’erreur maximum, en
milimètre, tout en réduisant drastiquement la taille des fichiers. Chaque étape de l’al-
gorithme a été testé et validé sur un vaste éventail d’algorithmes et de paramètres de
tractographie. Deux chaînes de traitement sont disponibles pour l’utilisateur, selon
qu’il souhaite visualiser ou stocker ses résultats de tractographie. La méthode pro-
posée est disponible dans un logiciel indépendant qui propose deux modes : ligne de
commandes et interface.
Les algorithmes de tractographie sont depuis peu appliqués à travers l’ensemble
du cerveau de «partout à partout» en utilisant la totalité du masque de matière
blanche. Lorsque la tractographie est e ectuée dans l’espace T1 qui est généralement
de résolution 1 x 1 x 1 mm, cela signifie un total de plus de un million de voxels
dans le masque de matière blanche. Si on utilise 100 000 tractes pour la tractogra-
phie, cela correspond à une très faible couverture du masque, soit environ 10%. Avec
cette faible couverture, il sera di cile de bien reconstruire les faisceaux courts ou très
courbés. Afin d’obtenir une reconstruction robuste, il faudrait en réalité des millions
de tractes. C’est d’ailleurs ce qu’e ectue les projets de connectôme en utilisant 33
graines d’initialisation par voxel, puis en créant une matrice de connectivité à partir
de la tractographie obtenue. Or, 33 graines d’initialisation par voxels signifie au total
environ 33 millions de tractes. Toute cette information à sauvegarder implique une
taille de fichier extrêmement volumineuse di cile à stocker et assurément impossible
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Conclusion
à visualiser. Notre algorithme de compression permet d’obtenir la même matrice de
connectivité tout en réduisant la taille du fichier de façon considérable, rendant le
stockage beaucoup plus facile et la visualisation accessible.
Au final, les apports contenus dans ce mémoire contribuent à l’étude de la connec-
tivité cérébrale en permettant à la communauté scientifique non seulement d’améiorer
les algorithmes de tractographie, mais aussi de repousser les limites de ceux-ci. En
e et, pour une même densité de fibres, des résultats auparavant impossibles à visua-
liser le deviennent grâce à la compression de fibres. Cependant, comme il s’agit du
premier algorithme de compression du genre, il est évident que celui-ci pourrait être
amélioré de diverses façons.
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The cholinergic tracts are an important neural network for cognition, and white matter 
hyperintensities (WMH) within them can contribute to cognitive decline. Diffusion MRI 
tractography allows to visualize such tracts. The objective of this study is to isolate the lateral 
cholinergic tracts using high angular resolution diffusion imaging (HARDI) and study correlations 




Subjects with a moderate to severe WMH burden were selected and underwent detailed  
cognitive testing. Diffusion MRI was obtained using a Siemens 1,5 Tesla MRI scanner with a 
single-shot echo-planar imaging multi-direction diffusion-weighted sequence using 64 uniformly 
distributed directions. Deterministic tractography robust to fiber crossing was done using MRtrix. 
Regions of interest (ROI) were traced  (external capsule) to isolate the lateral cholinergic tracts 
using ITK-snap. The following parameters were  computed along these tracts on each 
hemisphere : fractional anisotropy (FA), axial (AD) and mean (MD) diffusivities. Visual analysis 
of WMH was performed with the cholinergic pathways hyperintensities scale (CHIPS). 
 
RESULTS 
The lateral cholinergic tracts were successfully isolated in 3 patients. Preliminary analysis of FA, 
AD and MD shows the influence of the number and amplitude of crossings on measured values 





Our HARDI method allows for refined anatomical 
definition of the lateral cholinergic pathways. The 
best metric remains to be determined for optimal 
correlation with cognitive functions. Other metrics 
(peak amplitude, mean crossing number, 
apparent axonal density) will be applied to better 
understand the correlations between WMH within 
strategic networks and cognition.  
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A new compression format for tractography datasets reconstructed from dMRI 
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1University of Sherbrooke, Sherbrooke, Quebec, Canada 
 
Target Audience : This work is addressed to all researchers who are interested in dMRI tractography studies. 
Purpose: For a single brain, a fiber tracking dataset may contain hundreds of thousands, and often millions of streamlines and can take up to several 
gigabytes of memory. This amount of data is not only heavy to compute, but also difficult to visualize and hard to store on disk (especially when 
dealing with a collection of brains). These problems call for a fiber-specific compression format that simplifies its manipulation. As of today, no fiber 
compression format has yet been adopted and the need for it is now becoming an issue for future connectomics research. In this work, we propose a 
new compression format, .zfib, for tractography datasets reconstructed from diffusion magnetic resonance imaging (dMRI). Our pipeline consists of 
five steps that are tested, evaluated and validated under a wide range of 
tractography configurations (step size, deterministic, probabilistic, 
tensorline, streamline number) and compression options. Similar to JPEG, 
the user has one parameter to select: a worst-case maximum tolerance 
error in millimeter (mm).  
Methods: Dataset: dMRI images were acquired on a whole-body 3T 
Magnetom Trio scanner (Siemens, Erlangen) equipped with an 8-channel 
head array coil. The spin-echo echo-planar-imaging sequence (TE = 100 
ms, TR = 12 s, 128x128 image matrix, FOV = 220x220 mm2) consists of 
60 diffusion encoding gradients with a b-value of 1000 s/mm2 [1]. 
Tractography was done using state-of-the-art MRtrix [2], with fiber 
orientation distributions of order 8, step size of 0.1, 0.2, 0.5, 1, number of 
streamlines 60K, 120K, 240K and deterministic, probabilistic and 
tensorline tracking with default parameters (see [2] for more details).  
Compression pipeline: The proposed method is a five-step processing 
pipeline containing a linearization, a transformation, a nonlinear 
coefficient approximation, a rounding and an encoding step. The process 
of linearization is to remove consecutive streamline points that are within 
a maximum error threshold set by the user. We then implement two 
transformations: i) a Discrete Cosine Transform (DCT) and ii) a Fast 
Wavelet Transform (Daubechies 4 and 6, and Cohen-Daubechies-Fauveau 
(CDF) 5-3 and 9-7 [3]) along each dimension (x, y, z) of each streamline 
respectively. This transformation concentrates energy on a small number 
of coefficients approximated using a nonlinear approximation that keeps 
the K largest coefficients while others are set to zero [3]. The smaller is 
the K, the more aggressive is the compression, and the larger is the error 
in millimeter. Hence, we set the smallest K that gives a maximum error 
below the maximum error threshold set by the user. We then use uniform 
and non-uniform rounding that respectively consists to round each non-
zero coefficient at its 10n position, and up to its first n non-zero digits [5]. 
Four quantitative measures were used for analysis - the maximum (max) 
and the mean errors between the original and the compressed streamlines, the processing time and the compression ratio. 
Results: As seen in Tab.1, the DCT showed a stronger energy compaction, which concentrates almost all the energy of the streamline in a few 
coefficients. This means that a small number of coefficients are sufficient to represent each streamline and that the DCT is a good choice for 
compression purposes. As expected, the uniform rounding presented more stable results according to max and mean errors and compression ratio 
(CR), and arithmetic encoding always gave a bigger CR than Huffman encoding (not shown in tables). This is inline with the theory that states that 
arithmetic coding is always better or at least identical to Huffman coding [4].  Next, Tab. 2 shows that the tensorline algorithm is more compressible, 
as expected, because streamlines are smoother when computed from the tensor model. CR is also similar for both deterministic and probabilistic 
algorithms. Tab. 3 shows that the smaller is the step size, the bigger is the CR. This suggests that a small step size produces a large number of co-
linear points that are removed by the linearization step. Then, Tab. 4 shows that the more streamlines there are, the more chance that streamlines 
closely overlap, which means that they have very similar representations resulting in less symbols to encode and thus, a bigger CR. For example, the 
240 000 streamlines file of Tab. 4 was originally 668Mb and was compressed to 3Mb! It is worth noting that the voxel resolution of the dMRI data is 
often on the order of 2 mm isotropic, or now 1.25 mm with the Human Connectome Project, and that 0.5 mm max error is almost unperceivable to 
the eye when uncompressing the compressed streamlines from our technique.  
Discussion & Conclusion: In this work, we have presented a new compression format (.zfib) and a new pipeline in five steps that shows impressive 
compression ratios. Overall, with datasets of at least 60 000 streamlines generated from more or less any streamline tractography algorithm with a 
step size below 1 mm and a resulting max tolerance error of 0.5 mm, a compression ratio of 97% or better can be obtained. This is a huge gain and of 
great potential for future connectomics and group studies using tractography results with large number of streamlines.   
References: [1] Anwander et al., Cerebral Cortex 2007. [2] Tournier et al., International Journal of Imaging Systems and Technology, 2012. [3] Mallat, Stephane, A 
Wavelet Tour of Signal Processing, 2008. [4] Sayood, Khalid, Introduction to Data Compression, 2006.  [5] Cover Thomas M, Elements of Information Theory, 2006. 
Tab 1. Compression comparison of transformations on streamlines 
computed with step size of 0.2 mm on a subsampled dataset with 2 500 
streamlines 
Transformation Max error (mm) Mean error (mm) Comp. ratio (%) 
DCT 0.502261 0.233636 97.8278 
Daubechies 4 0.515364 0.197055 83.5009 
Daubechies 6 0.504040 0.197144 83.2497 
CDF 5-3 0.511255 0.198732 83.6523 
CDF 9-7 0.510941 0.199029 84.2380 
Tab 2. Compression comparison of tractography algorithms with 0.5 step 
size and 120 000 streamlines 
Algorithms Max error (mm) Mean error (mm) Comp. ratio (%) 
Determistic 0.502261 0.233636 97.8278 
Probabilistic 0.505909 0.222020 97.9625 
Tensorline 0.502957 0.262439 98.0292 
Tab 3. Compression comparison of step size in deterministic tractography 
with 120 000 streamlines 
Step size (mm) Max error (mm) Mean error (mm) Comp. ratio (%) 
0.1 0.504231 0.2488230 99.5641 
0.2 0.503730 0.0244969 99.2685 
0.5 0.502261 0.233636 97.8278 
1.0 0.501944 0.217874 96.7363 
Tab 4. Compression comparison of the number of streamlines in 
deterministic tractography 
Number of streamlines Max error (mm) Mean error (mm) Comp. ratio (%) 
60 000 0.501515 0.244791 97.7371 
120 000 0.503166 0.244739 98.0020 
240 000 0.519700 0.244825 99.5539 
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