When judging optical properties of a translucent object, humans often look at sharp geometric features such as edges 4 and thin parts. Analysis of the physics of light transport shows that these sharp geometries are necessary for scientific 5 imaging systems to be able to accurately measure the underlying material optical properties. In this paper, we examine 6 whether human perception of translucency is likewise affected by the presence of sharp geometry, by confounding our 7 perceptual inferences about an object's optical properties. We employ physically accurate simulations to create visual 8 stimuli of translucent materials with varying shapes and optical properties under different illuminations. We then use these 9 stimuli in psychophysical experiments, where human observers are asked to match an image of a target object by adjusting 10 the material parameters of a match object with different geometric sharpness, lighting geometry, and 3D geometry. We 11 find that the level of geometric sharpness significantly affects perceived translucency by the observers. These findings 12 generalize across a few illuminations and object shapes. Our results suggest that the perceived translucency of an object 13 depends on both the underlying material optical parameters and 3D shape. We also conduct analyses using computational 14 metrics including (luminance-normalized) L2, structural similarity index (SSIM), and Michelson contrast. We find that these 15 image metrics cannot predict perceptual results, suggesting low level image cues are not sufficient to explain our results. 16 
: Illustration of the physics of subsurface scattering using the radiative transfer framework. Left: Translucent appearance is caused by light scattering inside the volume of an object, which can be described by the radiative transfer framework (Chandrasekhar, 1960) . Right: A closer look of subsurface scattering: Between scattering events, light travels for distances determined by the object's extinction coefficient. At each scattering event, light is either absorbed or scattered towards different directions, depending on the object's volumetric albedo. Finally, when light is scattered, the phase function describes the angular distribution to each new direction of travel. Height maps of the surface relief. Different colors represent different height (z axis) at each pixel locations. material due to very strong attenuation. 114 • The volumetric albedo determines how much light is absorbed and how much light is scattered to other directions, every time a 115 scattering event takes place. 116 • The phase function determines how scattered light is distributed to different directions when scattering events take place. 117 Figure 4 : Left: The "Ennis" environment map used to generate our stimuli. Right: Example renderings of the stimuli object under two lighting conditions. In the "side-lighting" condition, the tall floor window is to the right of the object. But there are also light sources (smaller windows) on the left. In the "top lighting" condition, the same tall floor window that provides most direct lighting is behind the object. The camera views of the example renderings are for illustration purpose ONLY and are slightly DIFFERENT from what we used in the paper. To make sure our experiment is asymmetric, we used different relief letter and slightly different lighting to illuminate "target" and "match" images. Examples of "target" and "match" relief images used in Experiment 1 for relief height =0.5mm and blur level 0.2mm.
Lighting. To provide natural illumination, we used environmental lighting for our renderings. Specifically, we used the publicly 118 available "Ennis" lighting environment (see Figure 4 ) that captures the illumination of the dining room of the Ennis-Brown house in 119 Los Angeles, California (Debevec, 1998) . Since this lighting condition is highly directional due to the bright glass door, we rotated it to 120 create both top lighting and side lighting. The right panels in Figure 4 illustrated the two lighting conditions we used in the experiments 121 with two example renderings. In the "side lighting" condition, the tall glass door is at the right side of the object while in the "top-122 lighting" condition, the tall glass window is behind the object. Since the viewer would look at the object mostly from above, we call this 123 lighting condition "top lighting". One can tell the lighting direction by looking at the cast shadows. Our choice of environmental lighting 124 is due to the observation that materials rendered under natural lighting appear more realistic than materials rendered under directional 125 lighting.
126
In order to ensure that our matching experiments is asymmetric, we used different extruding characters (geometry) and lighting 127 geometry to render the "target" and "match" objects. The lighting directions for both side and top lighting slightly differ from the target 128 and match images (see Figure 5 ). Specifically, we rotated the environmental map slightly (15 degree) in the scene depending on whether 129 it is "target" or "match" to avoid exactly identical illumination conditions. 130 131 We varied the geometric, material, and lighting properties of the stimuli (see example images in Figure 6 ).
Sampling of model parameters

132
For geometry, we used reliefs with five heights (0.5, 1.0, 1.5, 2.0, 2.5mm) where smaller values indicate lower reliefs. For each 133 height, we apply Gaussian blurring to the underlying height fields using four kernel standard deviations (0.08, 0.2, 0.4, and 0.56 mm).
134
Larger blurring kernels result in stimuli with lower geometric sharpness. The thickness of the rendered object is 30mm.
135
For material scattering parameters, we used 15 optical density values sampled logarithmically between 0.7 and 3 (mm −1 ). We fix 136 volumetric albedo to 0.9, and the phase function to be uniform.
137
Finally, we render the objects using both side and top environmental lighting. In total, our stimuli dataset consists of 4 (densities) × 138 5 (heights) × 4 (blurs) × 2 (lightings) = 160 target images. For each target image, we also rendered 15 (densities) × 1 (height) × 1(blur) 139 × 1 (lighting) = 15 match images for a different but fixed blur level (with kernel size 0.24mm). In total we rendered 2400 images. Figure 6 : Experiment Stimuli. We manipulated the 3D shape of our stimuli by adjusting the extrusion height and geometric sharpness.
For each shape, we render the object with varying optical densities and illumination conditions. Here, we only showed "target" image as examples.
The rendering, lighting and experimental procedure for Experiment 2 (negative relief) is the same as above except for the geometry 142 of the stimuli. To this end, we created a browser-based experiment interface to collect the matching data (see Figure 7 ). Even though the exper-153 imental interface was coded using JavaScript (instead of MATLAB or PsychoPy), we didn't collect the data on Mechanical Turk but 154 simply used the browser as an interface to collect the responses from the observers. The interface displayed two images. The object 155 shown in the left (target) image has a fixed optical density. The interface provided a slider that allows observers to change the optical 156 density of the object shown in right (match) image.
Introduction 184
In Experiment 1, we measured the effects of geometric sharpness on perceived translucency with the afromentioned asymmetric 185 matching procedure using positive relief objects. Throughout the conditions, we also varied optical density, relief heights, lighting 186 conditions.
187
Observers 188 13 observers (8 women; with mean age 22 years, and standard deviation of age 2.5 years) participated in this experiment. All 189 observers reported normal visual acuity and color vision. All observers participated for credit in an introductory psychology course.
190
The procedures were conducted in accordance with the Declaration of Helsinki and were approved by the Human Research Ethics
191
Advisory Panel at American University.
192
Results and Discussion
193 Figure 8A demonstrates the mean match density across 13 observers versus blur levels for condition (height=1.0mm and lighting= 194 "side-lit"), which is the same as the second panel on the top raw in figure 9 . We make the following observations. We first note that observers can distinguish different optical densities when the target and the match have the same height and blur 196 values. For these conditions, as the material optical density of the target increases, the matched density increases as well (e.g., the yellow 197 line is well above green line in Figure 8A ). This shows observers perceive objects with higher optical density to be more opaque.
198
On the other hand, as shown in Figure 8A , when the blur level increases, the observers' matched density decreases for each fixed 199 target density. Put another way, to match the translucent appearance of the target object with the higher blur level, observers 200 need to decrease the density of the match object. Equivalently, this suggests that smoothing the height fields makes the object appear 201 less dense optically (more translucent). To visually demonstrate this result, Figure 8B shows representative triplets of images, where 202 the image of the target object is compared with the image of the perceptual match, as well as the image of the object that has the same 203 ground-truth density as the target. The top panel of Figure 8B shows the effect of blur on translucent appearance of selected images. The 204 middle image of the top panel is a cross section of a blurred object which corresponds to the maroon dot on the data plot in Figure 8A . Figure 8A ), observers perceive them to be similar in translucency. In contrast, the top image shows the object rendered with the same 208 physical density as the target but with a lower blur level (pink dot on the data plot). Observers perceive this image to be more opaque 209 than the target. with the object with the same physical density (top, lime dot). Together, this demonstrates that sharp geometries affect translucent 213 appearance in such a way that a geometrically smoothed object appears more translucent than the sharp object that has the same optical 214 density.
215
We further examine results for all other experimental conditions. Figure 9 shows the average matching results for the relief objects Figure 8A where the x-axis represents the level of blurring applied to the height fields and the y-axis represents the matched 218 density. From left to right, the plots show results for conditions with increasing heights of the relief. The top panel in Figure 9 shows 219 that geometric smoothness has a significant effect on perceived translucency, meaning the mean matched density decreases as the blur Figure 9 ). Blur has a strong effect on low relief heights (left two plots) and the effect of blur on matched density is flattened for the 223 higher relief values (right most panel).
224
We perform a three-way within-subject ANOVA on the difference between matched density and the target density with blur level, 225 relief extrusion height and the lighting direction as independent variables. To summarize, we find a significant effect of blur on perceived 226 translucency considering all the conditions such that as blur increases, observers perceive the target objects to be more translucent. We 227 also find significant main effects of relief heights and lighting on perceived translucency.
228
The results are as follows.
229
• Blur level has a significant main effect (F (3, 2000) = 67.985, p < 0.001), such that as the amount of blurring increases, the value 230 of d match − d density decreases. The value is negative and its magnitude ||d match − d density || becomes larger, indicating that blur has a 231 stronger effect for targets with higher densities. • Relief height has a significant main effect (F (4, 2000) = 5.497, p < 0.001), such that larger values of relief height make the 233 objects be perceived as less translucent (higher values of d match − d density ). There is no significant interaction between blur level 234 and relief height (F (12, 2000) = 1.701, p = 0.0605).
235
• Lighting direction also has a significant main effect (F (1, 2000) = 22.788, p < 0.001). There is no significant interaction between
Introduction 239
The relief of objects in the real world (e.g., bas-relief sculptures or soaps) can be extruded positively or negatively. To discover 240 whether the effect of 3D shape on perceived translucency we observed in Experiment 1 can be generalized to other shape, we rendered 241 a set of similar stimuli with negatively extruded geometries and measured the effects of geometric sharpness on perceived translucency. that has the same ground-truth density as the target.
255
The top panel of Figure 11B shows the effect of blur on translucent appearance of selected images. The middle image of the top 256 panel is a cross section of a blurred object which corresponds to the maroon dot on the data plot in Figure 11A . The bottom image of 257 the panel shows the image rendered with mean matched density across observers (dark maroon). Even though the perceptually matched object in this image has lower density and sharper features (lower blur level) than the target (red dot on data plot in Figure 11A ), 259 observers perceive them to be similar. In contrast, the top image shows the object rendered with the same physical density as the target 260 but with a lower blur level (pink dot on the data plot). Observers perceive this image to be more opaque than the target. This illustrate 261 that geometrically blurring the object results in observer perceive the object to be more translucent.
262
Similar as Experiment 1, bottom triplets of images figure 11 demonstrated how an object with sharp features (middle row, green 263 dot) could be perceived to be more opaque, which is equivalent to the stimuli with higher density (lower panel, dark green dot) than a 264 blurred object that has the same ground-truth density (top panel, lime dot).
265 Figure 12 shows the mean matched density across observers for the negative relief for all of the conditions. From left to right, the 266 panels show data plots for stimuli with increased relief heights (i.e., deeper relief depths). The two rows show data from the two lighting 267 conditions.
268
As in Experiment 1, we find that blur has a significant effect on matched density on nearly all height conditions and both lighting 269 conditions. In particular, observers perceive the blurred object to be more translucent than the un-blurred object with the same density.
270
Additionally, and again similar to Experiment 1, blur has a stronger effect for the high density conditions (yellow and red lines) than the 271 low density conditions (dark blue and green lines).
272
Similar to Experiment 1, we perform a three-way within-subjects ANOVA on the difference between matched density and the target 273 density with blur level, relief height, and lighting direction as independent variables. The results are as follows:
274
• Similar to Experiment 1, blur level has a significant main effect (F (3, 1520) = 28.883, p < 0.001), such that as the amount of 275 blurring increases, the value of d match − d target decreases.
276
• Also similar to Experiment 1, relief height also has a significant main effect (F (4, 1520) = 7.149, p < 0.001), such that higher 277 relief height makes the object appear less translucent (i.e., higher values of d match − d target ). There is no significant interaction 278 between blur level and relief height (F (12, 1520) = 0.926, p = 0.5199).
279
• Again similar to Experiment 1, lighting direction does not have a significant main effect (F (1, 1520) = 45.103, p < 0.001).
280
There is no significant interaction between lighting and blur level (F (3, 1520) = 0.457, p = 0.7125).
281
Discussion
282
Our results indicate that the perception of translucency depends not only on an object's optical parameters (e.g. scattering parame-283 ters used in rendering), but also on their 3D shapes. We used an asymmetric task where observers adjusted optical density of a "match" 284 object to match the material properties of a "target". In Experiment 1 (with positive relief), we find that observers tend to perceive the 285 geometrically smoothed objects as more translucent than those with sharper geometries. This effect is significant across most relief 286 heights and under both side and top lighting conditions except the highest relief under top lighting. In Experiment 2 (with negative 287 relief), we find similar effects of 3D geometry on translucency across all conditions. In the following, we discuss whether observers use 288 low-level image intensity information during the match and whether image contrast can be used to predict the results.
289
Predictions from image similarity metrics 290
To test the hypothesis that observers are not performing low-level image similarities during the match, we first compared a simple 291 least-square image distance (L2 norm) between the "target" and "match". For each "target" image used in the experiment, we computed 292 the L2 norm between a "target" image and all the "match" images that have the same relief heights and lighting conditions. Then we 293 searched for the matching density that resulted in the smallest L2 distance. In order to correct the effect of mean brightness caused by 294 different optical densities, we normalized both the "target" and the "match" images intensities with their mean luminance values before 295 we compute L2 norm. We used the same set of "match" images human observers used in the matching experiment to compute L2 prediction. Figure 13 shows the results from the predicted matches based on the L2 norm for all "target" conditions used in Experiments 297 1 and 2. We found the predictions of all target images to be a single value, which is the lowest density 0.74mm, which is obviously 298 different from the perceptual results. between a"target" image and each of the candidate "match" images for all conditions in Experiments 1 and2. The panels are organized in the same way as figure13. The meaning of the symbols, legends, range of the X and Y axis are the same as those in Figure 9 .
L2 norm is known to be a poor indicator of perceptually visible differences between images. Hence, we used a perception-based 300 image similarity metric to compute the predictions. Specifically, we computed structural similarity index (SSIM) (Wang, Bovik, Sheikh,
301
Simoncelli, et al., 2004) between a "target" image and each of the "match" images observers used in Experiments 1 and 2. We then 302 computed the prediction by finding the density that maximize the SSIM. We then can compare the prediction with the perceptual results.
303 Figure 13 shows that the SSIM-based predictions of all target density, blur level, and relief height values used in Experiment 1 and 304 Experiment 2. The figure shows that the prediction from SSIM are rather random and is not at all similar to the perceptual results (see 305 figure 9 and figure 11 ). In our experiments, we made sure that on an image-level, the "target" image differ in ways other than geometric 306 sharpness than the "match" image such as they are rendered with different relief characters and lighting. Hence, the images are not at all registered and this might have caused both the SSIM and L2 norm being not predictable of the perceived material similarities. In 308 summary, we found both L2 norm and SSIM cannot predict perceptual results, suggesting in our asymmetric matching experiments, 309 observers are unlikely use low-level image cues to make the matches.
