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We consider the accurate investigation of the energy current and its components, heat and work,
in some boundary driven quantum spin systems. The expressions for the currents, as well as the
associated Lindblad master equation, are obtained via a repeated interaction scheme. We consider
small systems in order to analytically compute the steady distribution to study the current in the
steady state. Asymmetrical XXZ and quantum Ising models are detailed analyzed. For the XXZ
chain we present cases in which different compositions of heat and work currents, obtained via the
repeated interaction protocol, lead to the same energy current, which may be obtained via the
Lindblad master equation. For the quantum Ising chain, we describe a case of zero energy current
and novanishing heat and work currents. Our findings make clear that to talk about heat in these
boundary driven spin quantum systems we must go beyond an investigation involving only the
Lindblad master equation.
PACS numbers: 05.70.Ln, 05.60.Gg, 75.10.Pq
I. INTRODUCTION
The investigation of the energy transport laws is a fun-
damental issue of nonequilibrium statistical physics [1–3].
In particular, the study of the energy transport prop-
erties at quantum scale is a problem that interests to
experimental and theoretical researchers and that is re-
ceiving increasing attention nowadays [4, 5]. Such study
is recurrent, for example in quantum spin chains, and
its interest is enhanced by several different problems and
motivations: the emerging field of quantum thermody-
namics, the advance of lithography and the possibility
to manipulate small quantum systems, the properties of
cold atoms and related phenomena, the possibility of dif-
ferent regimes of transport in condensed matter, the pos-
sibility of rectifiers, etc.
Open quantum spin chains, such as the XXZ 1D sys-
tems, are the archetypal models of open quantum systems
[6–8], that associates to different problems in nonequi-
librium statistical physics, optics, quantum information,
etc., they are exhaustively investigated. In particular
their boundary driven versions, i.e., systems with tar-
get spin polarizations at the boundaries, are recurrently
studied. In opposition to the version in which the system
is weakly coupled to the baths, these boundary driven
systems involve a process which includes work, not just
only heat [9–11]. The weakly coupled version, otherwise,
involves a work-free process.
The split of the energy current into heat and power
is ignored in many articles in the literature, which may
lead to incorrect conclusions [12]. In fact, for thermody-
namical consistency, such a decomposition of the energy
is mandatory. In Ref.[12], that is entitled “The local
approach to quantum transport may violate the second
∗Electronic address: emmanuel@fisica.ufmg.br
law of thermodynamics”, the authors treat transport in
a system of two coupled harmonic oscillators. When con-
sidering the energy as only heat, they find this thermo-
dynamical problem. However, with the decomposition
of energy into heat and work, as detailed performed in
Ref.[11], it is shown that there is no inconsistency in the
oscillator system, which may operate as a refrigerator.
In a previous paper [10], we stressed the distinction
between heat and work (power) in the energy current of
the boundary driven XXZ chain: by using the repeated
interaction (RI) protocol [13–15], we derived algebraic
expressions for the heat and work currents that showed
that the final energy current given by the sum of heat
and power was in agreement with the energy current ex-
pression obtained via the usual continuity equation.
In the present paper we focus on the details of the
energy current components, i.e., by computing exactly
the density matrix of some small systems, namely, XXZ
and quantum Ising models, we perform analytical inves-
tigations and describe in details the values and behav-
ior of the heat and power currents in different situations
(different parameters for the interacting systems, for the
external baths, etc.), a problem still to solve.
It is pertinent, as already said, to emphasize the im-
portance of the distinction of heat and work (power) in
the energy current of these boundary driven spin systems.
The final dynamics given by the usual Lindblad master
equation (LME) allows us to describe the total energy
current only, where the action of the baths is described
in terms of certain dissipators which involve the driv-
ing strength related to the bath spin polarization at the
boundaries. However, when we start the analysis consid-
ering the whole repeated interaction process, which leads
later to the final LME and also to the equations for heat
and work, we observe that different processes (e.g., with
different compositions of heat and work) can lead to the
same LME and to the same energy current, as we show
in the present paper. In other words, more information
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2is obtained with the consideration of the repeated inter-
action protocol.
Here, in the present article, we investigate asymetrical
XXZ and quantum Ising models, i.e., systems with dif-
ferent (asymmetrical) intersite interactions. We perform
analytical studies to compute the steady state density of
such models. For the XXZ chains, we show the existence
of different decompositions into heat and work leading to
the same energy current. For the quantum Ising chain,
we show a case of zero energy flow but nonvanishing heat
and work currents. Our results clarify that to talk about
heat in these recurrently used quantum spin boundary
driven systems we must go beyond the associated LME.
We still want to say that versions of these quantum
spin models can be experimentally realized. It is possible
to engineer quantum XXZ Hamiltonian with different
values for the inner parameters [16, 17], and there are
recent experimental works with Rydberg atoms in optical
traps [18, 19] related to XXZ models.
The rest of the paper is organized as follows. In sec-
tion 2, we present the formalism: the repeated interac-
tion protocol; the LME for target σz polarization at the
boundaries; the associated formulas for the currents. In
section 3, we describe the results for the currents in the
cases of the XXZ model and the quantum Ising model.
Section 4 is devoted for final remarks, and the appendix
to some technical points.
II. THE REPEATED INTERACTIONS
PROTOCOL
The RI protocol is our basis for the dynamical investi-
gations, it is the framework to be used in the derivation
of the currents for heat and work, as well as of the LME
associated to the problem.
As described in Ref.[20], the inspiration for the RI pro-
tocol comes from the Boltzmann’s ”Stosszahlansatz”: at
any given time interval, the system interacts with only a
small fraction of the bath. A clear example is given by
the Brownian motion, in which a particle interacts with
some few water molecules in a given time, and for a very
short time. After this time, the molecules go away and do
not return. The bath is large, and so, the next molecule
to interact is completely uncorrelated from the previous
one. And the process repeats again.
We describe the RI scheme in details. We start from a
system with time-independent Hamiltonian HS coupled
to two baths, the left and the right one, with Hamiltonian
HL and HR. We divide the time scale into intervals of
size τ , i.e., intervals t ∈ [(n− 1)τ, nτ). At time zero, and
also at the beginning of each time interval, we make the
assumption of system and baths decoupled, i.e., for the
total density matrix we take
ρtotal(0) = ρS ⊗ ρE ,
where E (environment) denotes the left and right baths.
Then, with the baths coupled to the system, we allow
the whole set to evolve up to a time τ . After such an
evolution, we take the partial trace over the baths to
obtain ρS(τ). Then we couple the resulting system to a
new copy of left and right baths. The whole set is allowed
to evolve from time τ to time 2τ . Once again we take
the partial trace over the baths and repeat, indefinitely,
the same process.
Let us write the expressions. First, we take a collection
of Hamiltonian for the baths, i.e., we write Hr =
∑
Hnr ,
where r is R or L, and n ∈ [1, 2, 3, . . .]. Each Hnr interacts
with the system for times t ∈ [(n − 1)τ, nτ). Similarly,
we write the interaction baths-system as V (t) =
∑
n V
n,
with V n = V nL + V
n
R , again n ∈ [1, 2, 3, . . .]. The den-
sity matrices for the baths are denoted by ρE = ⊗nρn,
where, at the beginning of each time interval we assume
a Boltzmann-Gibbs distribution for the baths
ρn = ωβL(H
n
L)⊗ ωβR(HnR) ,
ωβr = e
−βHr/(Trre−βHr ) .
Thus, according to the RI protocol, the density matrix
evolves following the map
ρS(nτ) = Trn{Un[ρS((n− 1)τ)⊗ ρn]U†n} , (1)
where Trn means the trace over the copy n of the baths,
and
Un = exp[−iτHtot] = exp[−iτ(HS +HnL +HnR + V n)] .
We take ~ = 1.
The LME may be obtained by expanding the map
equations up to first order in τ (and properly redefin-
ing VL and VR as proportional to 1/
√
τ , see Appendix).
One obtains
dρS
dt
= −i[HS , ρS ] +DL(ρS) +DR(ρS) , (2)
where DL (and DR) is related to −Trn[VL, [VL, ρS ]], with
[·, ·] meaning the commutator. For a spin bath
VL =
√
γL
τ
(σxLσ
x
1 + σ
y
Lσ
y
1 ) ,
where γL is the coupling strength to the bath, similarly
for VR (with σR, σN instead of σL, σ1), and HL = hLσ
z
L/2
(similarly for HR), we obtain the following LME
ρ˙S = −i[HS , ρS ] +DL(ρS) +DR(ρS) ,
DL,R(ρS) =
∑
k=±
LkρSL
†
k −
1
2
{
L†kLk, ρS
}
, (3)
where, in DL we have
L± =
√
2γL(1± fL)σ±1 . (4)
And similarly in DR, which involves γR, fR, σ±N . In the
equation above, fL = 〈σzL〉 and fR = 〈σzR〉 are the bath
spin polarizations at the edges; σ±j ≡ (σxj ± iσyj )/2 are
the spin creation and annihilation operators. We will
take, in what follows, γL = γR = γ. In terms of σ
±
j , the
dissipator in the LME becomes
3D(ρS) = γ
{
(1 + fL)
[
2σ+1 ρSσ
−
1 −
(
σ−1 σ
+
1 ρS + ρSσ
−
1 σ
+
1
)]
+ (1− fL)
[
2σ−1 ρSσ
+
1 −
(
σ+1 σ
−
1 ρS + ρSσ
+
1 σ
−
1
)]
+(1 + fR)
[
2σ+NρSσ
−
N −
(
σ−Nσ
+
NρS + ρSσ
−
Nσ
+
N
)]
+(1− fR)
[
2σ−NρSσ
+
N −
(
σ+Nσ
−
NρS + ρSσ
+
Nσ
−
N
)]}
, (5)
where D = DL +DR.
To describe the expressions for the currents of heat and
work we follow F. Barra [9]; see also ref.[10]. We briefly
resume the procedure here.
For a system coupled with an environment, the internal
energy is defined as
E(t) = Tr(ρtot(t)[HS(t) + V (t)]) , (6)
where Tr denotes the full trace. According to the first
law of thermodynamics, the change in E is involved with
heat and work
∆E(t) = W (t) +Q(t) ,
where the heat Q(t) =
∑
r Qr(t), r = R,L, that flows to
the system in the time interval [0, t] is defined as
Qr(t) = Tr(Hrρtot(0)−Hrρtot(t)) , (7)
which means minus the change in the energy of bath r.
Consequently, the work performed on the system in the
interval [0, t] is given by
W (t) = Tr(ρtot(t)Htot(t)− ρtot(0)Htot(0)) . (8)
The definition of work as the change in the total energy,
as well as the definition of heat, is intuitive. Recall that
in a classical mechanical system, the work performed by
the system is W = F∆x = −(∆H/∆x)∆x.
To carry out the analysis within the repeated inter-
actions protocol, we take time intervals. For t ∈ [(n −
1)τ, nτ) (we use the index n in some operators to refer
to such interval), we have
∆Qr = Tr(H
n
r (ρn − ρ′n)) ,
where
ρ′n = TrS(UnρS((n− 1)τ)⊗ ρnU†n) ,
Un = e
iτ(HS+H
n
L+H
n
R+V
n) .
Then, writing V n = vn/
√
τ , expanding Un in powers of
τ , after some manipulations (see [9]) we obtain
Q˙r = lim
τ→0
∆Qr
τ
= −Tr
((
vrHrvr − 1
2
{v2r , Hr}
)
ρS(t)⊗ ωβr
)
, (9)
where {·, ·} above is the anticommutator, and we omitted
the superscript in v. For our specific XXZ model, we
have (for r = L)
Q˙L = 2γLhL [fL − TrS (σz1ρS(t))] , (10)
where
fL ≡ TrL (σzLωβL) = − tanh
(
βL
hL
2
)
.
For the expression for the work variation, we make
a shift in the time interval and analyze the work be-
tween the times nτ −  and nτ +  (when a bath is
replaced by a new one and we exchange the potential
V n to V n+1). Hence, ∆W = ∆WL + ∆WR, with
∆WL = Tr([V
n+1
L − V nL ]ρtot). Repeating an analysis
similar to that performed for Q˙L (see [9]), we obtain
W˙r = lim
τ→0
∆Wr
τ
= Tr
((
vr(HS +Hr)vr − 1
2
{v2r , HS +Hr}
)
ρS(t)⊗ ωβr
)
. (11)
For the specific XXZ model, we have
W˙L = 2h1γL [fL − TrS(σz1ρS(t))]− 2hLγL [fL − TrS(σz1ρS(t))]
−2γLTrS ([α(σx1σx2 + σy1σy2 ) + ∆1,2σz1σz2 ]ρS(t))
−2γL∆1,2TrS (σz1σz2ρS(t)) + 4γL∆1,2fLTrS (σz2ρS(t)) . (12)
4By adding the terms W˙L and Q˙L and the similar ones
for the right end, we obtain the expression for the energy
rate
E˙ = W˙L + Q˙L + W˙R + Q˙R .
Now we recall an interesting result. When we study
the energy current directly from the LME we take the
continuity equation (meaning the change in the energy
bond linking sites i and i+1 equals the difference between
the energy that comes to the site i from the left sites and
the energy that leaves the site i+ 1 to the right sites)
〈εi,i+1〉
dt
= − (〈Fi+1〉 − 〈Fi〉) ,
where εi,i+1 comes from the Hamiltonian splitting, e.g.,
for the XXZ model
HS =
N−1∑
i=1
εi,i+1 =
N−1∑
i=1
hi,i+1 + bi,i+1 , (13)
hi,i+1 = α
(
σxi σ
x
i+1 + σ
y
i σ
y
i+1
)
+ ∆i,i+1σ
z
i σ
z
i+1 ,
bi,i+1 =
1
2
[
hi
2
σzi (1 + δi,1) +
hi+1
2
σzi+1(1 + δi+1,N )
]
.
In the steady state, d〈·〉/dt = 0, and the same current
that arrives at one bond leaves it. As shown in ref.[10],
the energy current that comes into the system is
〈F1〉 = W˙L + Q˙L ,
that is, the energy current obtained directly from the
LME and the continuity equation is the same that the
one obtained via the split into heat and work in the re-
peated interaction protocol. However, from the LME we
cannot split the energy current. Moreover, as we show
ahead, the repeated interaction protocol allows different
processes (different values for work and heat) giving the
same energy currents, in other words, the same LME.
III. RESULTS
The asymmetrical XXZ chain. First we investigate
asymmetrical XXZ chains with σz target polarization
at the boundaries and without external magnetic field.
In such a case, as computed in ref.[21] and explained in
terms of symmetries of the LME in ref.[22], we observe an
interesting behavior of the energy current: the one-way
street phenomenon. Precisely, as we invert the baths, i.e.
the driving strengths f and −f at the boundaries, the en-
ergy current does not change: it keeps its magnitude and
also its direction (the current does not invert with the
reservoirs inversion). As said, a physical explanation for
the phenomenon comes from symmetries in the LME: the
expression for the energy current derived from the LME
is an even function of f , and so, nothing changes as with
the baths inversion f ↔ −f . See Refs.[22, 24]. The ther-
modynamic consistency of such phenomenon is discussed
FIG. 1: (Color online) Energy, left and right heat and work
currents versus ∆; we take γ = δ = 1, hL = 1; hR = −0.5;
βR = 2; α = 1; the figure follows also for the case with
inverted baths (f → −f), in which we take γ = δ = 1; hL =
−1; hR = 0, 5; βR = 2; α = 1.
in ref.[10] by considering the decomposition of the en-
ergy current into heat and work. In the present paper,
by computing the steady state distribution of the XXZ
chain, we further on the analysis. Details about the com-
putation of this steady density matrix are presented in
the Appendix.
We first consider a small chain with three sites and
Hamiltonian (in the absense of magnetic field)
HS =
2∑
i=1
α(σxi σ
x
i+1 + σ
y
i σ
y
i+1) + ∆i,i+1σ
z
i σ
z
i+1 , (14)
with ∆1,2 = ∆− δ, ∆2,3 = ∆ + δ.
In Fig.1 we plot the energy current F , the total work
W = WL + WR, the heats QL and QR as functions of
∆. The one-way street phenomenon appears: the same
figure follows if fL and fR are inverted (f → −f). The
inversion is obtained by keeping fixed βL and βR, and
inverting hL → −hL and hR → −hR. No current changes
its value.
A comment is opportune here. In the expression of
the LME (3), no parameter of the bath (i.e., temper-
ature or magnetic field) is informed, only appears the
driving strength f . The relation between f and the in-
verse temperature β and the field h is given by the model
of a bath spin polarization, i.e., by the averages of extra
spins at the boundaries: fL = 〈σzL〉 = − tanh(βLhL/2).
Such a relation appears within the repeated interaction
protocol, which will lead to the LME and also to expres-
sions for heat and work. Hence, one can see that it is
possible to change βL and hL without changing fL (i.e.,
the product βLhL). A natural question here is that if
5we may have different values for the currents of heat and
work due to changes in βL and hL (or βR and hR), but
for fixed product βLhL, i.e., fL. The answer is yes. In
Fig.2 we plot, as in Fig.1, the currents of energy, total
work, left and right heat versus ∆. But now, the in-
version f → −f (see Fig.3) is performed by changing
hL → −hL (βL is fixed), hR → −hR/10 and βR → 10βR.
Note that all currents change with the inversion, except
the energy current which is the same.
We also observe changes in the currents, except energy,
for other cases with the inversion f → −f and different
combination of h and β (figures not plotted here).
Still concerning the one-way street phenomenon, we
observe here its occurrence for the inversion of arbitrary
fL and fR, i.e., beyond the inversion between f and −f
described in previous papers. If we take α = δ = 1, h =
∆ = 0, and γR = γL = 1, the energy current becomes
F = − 160(e
βLhL − eβRhR)2
(eβLhL + 1)(eβRhR + 1)(121eβLhL + 117eβLhL+βRhR + 121eβRhR + 117)
. (15)
FIG. 2: (Color online) Energy, left and right heat and work
currents versus ∆; we have γ = δ = hL = 1, hR = −0.5,
βR = 10, α = 2.
From the expression above it is easy to note that if we
arbitrarily change fL by fR, that is, if we perform the
changes βL → κRβR, hL → hR/κR, βR → κLβL e
hR → hL/κL, the energy current remains the same. We
note that the energy current is the same, but the other
currents can change depending on the choice for κL, κR,
etc.
One interesting point related to the repeated interac-
tion protocol is that it leads to a steady state by consid-
ering a sequence of infinitesimal cycles, each one having
an associated heat and work rate. In this sense, it is
profitable to search for conditions such that the system
functions as a heat engine: as a refrigerator, thermal en-
gine or heater. I.e., the refrigerator takes work to make
heat flow from the cold bath to hot one: Q˙1 > 0, Q˙2 < 0
FIG. 3: (Color online) Energy, left and right heat and work
currents versus ∆ for the case of Fig.2 with inverted baths
(f → −f); we take γ = δ = 1 , hL = −1, hR = 0.05,
βR = 100, α = 2.
and W˙ > 0, where the index 1 is for the colder end,
2 for the hotter one. For the heater we have Q˙1 < 0,
Q˙2 > 0 and W˙ > 0; for the engine, Q˙1 < 0, Q˙2 > 0 and
W˙ < 0. In Fig.4 we show different regimes (as function
of hL) for the case of zero external magnetic field, where
we have the one-way street phenomenon, and in Fig.5 we
plot different regimes for the system in the presence of
an external, uniform magnetic field h = 1, i.e., with the
addition in the previous Hamiltonian of
∑
i hσ
z
i /2.
The asymmetrical quantum Ising model. Now we an-
alyze the open quantum Ising model in the presence of
a bath of bosons, and also the case of a spin bath. We
want, again, to unveil the components of the energy cur-
rent, namely, heat and work.
6FIG. 4: (Color online) Different regimes as functions of hL.
We take α = γ = δ = 1, h = ∆ = 0, hR = 0.2, βR = 9, βL = 2.
FIG. 5: (Color online) Different regimes as functions of hL.
We take α = γ = δ = h = ∆ = 1, hR = 0.2, βR = 9; βL = 2.
We begin with the case involving a bath of bosons. For
a system with N = 2, we take the Hamiltonian
Hs =
h1
2
σz1 +
h2
2
σz2 +
∆1,2
2
σz1σ
z
2 . (16)
For the baths we assume HL(R) = ωL(R)a
†
L(R)aL(R),
where a† and a are the creation and annihilation bo-
son operators; and for the interaction spin-bath we take
VL(R) = gL(R)σ
x
1(2)(a
†
L(R) + aL(R)), where g is the cou-
pling constant. Hence, by using the repeated interaction
protocol, we obtain the LME
dρ
dt
= −i[Hs, ρ] + (γ−L + γ+L )(σx1ρσx1 − ρ)
+(γ−R + γ
+
R )(σ
x
2ρσ
x
2 − ρ) ,
≡ −i[Hs, ρ] +DL(ρ) +DR(ρ) , (17)
with γ−L(R) = (1 + nL(R))g
2
L(R) and γ
+
L(R) = nL(R)g
2
L(R);
nL(R) is the Bose-Einstein distribution for the L(R) baths
nL(R) =
[
eωL(R)βL(R) − 1]−1 .
According to our previous definition, the heat and work
currents becomes
Q˙L(R) =
1
2
〈
[VL(R), [VL(R), HL(R)]]
〉
,
W˙L(R) = −1
2
〈
[VL(R), [VL(R), HL(R) +Hs]]
〉
.
Performing the computation, we obtain
Q˙L(R) = −g2L(R)ωL(R) ,
W˙L(R) = g
2
L(R)ωL(R) − 2g2L(R)h
′
1(2)(2nL(R) + 1)Tr
S(σz1(2)ρ)
− 2g2L(R)∆
′
1,2(2nL(R) + 1)Tr
S(σz1σ
z
2ρ) ,
where ∆′ = ∆/2, h′ = h/2.
We need to know the steady distribution to continue.
We note that a diagonal matrix solution is possible: in
this case, from the LME above, we have
dρjj
dt
= 0 = DL(ρ)jj +DR(ρ)jj ,
which gives us four equations
0 = −(αL + αR)ρ11 + αRρ22 + αLρ33 + 0
0 = αRρ11 − (αL + αR)ρ22 + 0 + αLρ44
0 = αLρ11 + 0 − (αL + αR)ρ33 + αRρ44
0 = 0 + αLρ22 + αRρ33 − (αL + αR)ρ44 ,
(18)
where αL(R) = γ
−
L(R) + γ
+
L(R). These equations, together
with the normalization
∑4
i=1 ρii = 1 gives us ρ11 = ρ22 =
ρ33 = ρ44 = 1/4. Hence, we obtain
Q˙L(R) = −g2L(R)ωL(R) , W˙L(R) = g2L(R)ωL(R) . (19)
In resume, the total energy flow is zero (Q˙L + W˙L = 0),
but we have heat and work currents. We emphasize that
we find, in the literature of boundary driven systems, re-
sults associated to heat instead of associated to energy
current [12, 25]; here we show that, even in simple sys-
tems, it may lead to incorrect statements.
We also carry out the computation for N = 3. It is
quite pertinent, since we may find sometimes consider-
able differences between N = 2 (say, a junction) and
7N > 2, see e.g. Ref.[15]. Now, the Hamiltonian is
Hs =
h1
2
σz1 +
h2
2
σz2 +
h3
2
σz3
+
∆1,2
2
σz1σ
z
2 +
∆2,3
2
σz2σ
z
3 +
∆1,3
2
σz1σ
z
3 ,
We introduce the “long-range” interaction ∆1,3 following
a previous study on the quantum Ising model (however
under weak interaction with the baths) in which a energy
current is nonvanishing only if the first and the last sites
are linked by an interaction, see Ref.[23].
Carrying out the computation for the heat and work
currents, we find
Q˙L(R) = −g2L(R)ωL(R) ,
W˙L(R) =g
2
L(R)ωL(R) − 2g2L(R)h
′
1(3)(2nL(R) + 1)Tr
s(σz1(3)ρ
− 2g2L(R)∆
′
1(2),2(3)(2nL(R) + 1)Tr
S(σz1(2)σ
z
2(3)ρ)
− 2g2L∆
′
1,3Tr
Sσz1σ
z
3ρ ,
where ∆′ = ∆/2, h′ = h/2. Again, we need to know the
steady state distribution to go on. As before, we take a
solution given by a diagonal matrix. We find two groups
of equations, similar to the case N = 2, one group for
ρ1,1, ρ2,2, ρ5,5, ρ6,6, and the other one for ρ3,3, ρ4,4, ρ7,7
and ρ8,8. Thus, from these equations and from
∑
i ρi,i =
1, we find
ρI = ρ11 = ρ22 = ρ55 = ρ66 =
a
4
,
ρII = ρ33 = ρ44 = ρ77 = ρ88 =
b
4
,
where a and b are arbitrary positive numbers with a+b =
1.
Turning to the expressions for heat and work currents,
we get (again)
Q˙L(R) = −g2L(R)ωL(R) , W˙L(R) = g2L(R)ωL(R) .
That is, there is no total energy flow, but there are heat
and work currents.
Now we turn to the case of a recurrently used type
of environment: the spin bath. We take, as baths,
two extra spins, each one coupled to an end of the
chain system. For the Hamiltonian of the baths we take
HL(R) = hL(R)σ
z
L(R)/2, and for interaction between sys-
tem and baths
VL(R) =
√
γL(R)
τ
(
σxL(R)σ
x
1(N) + σ
y
1(N)σ
y
L(R)
)
.
By using the repeated interaction protocol, we get the
LME
dρ
dt
= −i[Hs, ρ] +
∑
r=L,R
Dr(ρ) ,
DL(R) =X+L(R)
[
σ+1(N)ρσ
−
1(N) −
1
2
{σ−1(N)σ+1(N), ρ}
]
+
+X−L(R)
[
σ−1(N)ρσ
+
1(N) −
1
2
{σ+1(N)σ−1(N), ρ}
]
]
where X±L(R) = 2γL(R)(1 ± fL(R)); {·, ·} is the anticom-
mutator; and
fL(R) =
〈
σzL(R)
〉
= −tanh
(
βL(R)
hL(R)
2
)
.
For the chain with N = 2, we obtain for the heat and
work currents
Q˙L(R) = 2γL(R)hL(R)
[
fL(R) − TrSσz1(2)ρ
]
, (20)
W˙L(R) =2γL(R)h1(2)
[
fL(R) − TrSσz1(2)ρ
]
− 2γL(R)hL(R)
[
fL(R) − TrSσz1(2)ρ
]
− 2γL(R)∆1,2TrSσz1σz2ρ
+ 2γL(R)∆1,2fL(R)Tr
Sσz2(1)ρ .
(21)
Again, we find a diagonal steady state density matrix
by solving the LME
dρjj
dt
= 0 = DL(ρ)jj +DR(ρ)jj .
we obtain
0 = −(X+L +X−R )ρ22 +X+Rρ11 + 0 + X−L ρ44
0 = X−Rρ22 − (X+L +X+R )ρ11 +X−L ρ33 + 0
0 = 0 + X+L ρ11 − (X−L +X+R )ρ33 +X−Rρ44
0 = X+L ρ22 + 0 +X
+
Rρ33 − (X−L +X−R )ρ44 .
From these equations, together with
∑
i ρi,i = 1, we find
ρ =

X−RX
−
L
16γLγR
0 0 0
0
X+RX
−
L
16γLγR
0 0
0 0
X−RX
+
L
16γLγR
0
0 0 0
X+RX
+
L
16γLγR
 .
Hence, with such density matrix, we obtain
Trsσ
z
1ρ = fL , T rsσ
z
1σ
z
2ρ = fLfR , T rsσ
z
2ρ = fR .
And finally, for the heat and work currents,
Q˙L(R) = 0 , W˙L(R) = 0 .
That is, now both currents also vanish.
We carry out the computation for N = 3 and interac-
tion between the first and last sites, as in the previous
case of bosonic baths. Again, after some algebra, we ob-
tain Q˙L(R) = 0 and W˙L(R) = 0.
8IV. FINAL REMARKS
Considering thermodynamics aspects, it is pertinent
to comment on the entropy rate. We denote by SS(t) =
−TrS{ρS(t) ln ρS(t)} the von Neumann entropy of the
system. The system entropy production is given by the
difference between the change in the von Neumann en-
tropy and the baths entropy flux [9, 14]
Π =
dSS
dt
−
∑
r
βrQ˙r .
In the steady state, as the entropy of the system is con-
stant, we have
ΠSS = −
∑
r
βrQ˙r .
Moreover, for these quantum spin chains, see Refs.[9, 10],
we can write it in terms of the spin current J
ΠSS ∝ (hRβR − hLβL)J .
For the case of a XXZ chain with three sites, the spin
current J is exactly computed in Ref.[21]. For the
case of f = fL = − tanh(βLhL/2) and fR = −f =
− tanh(βRhR/2), we obtain J proportional to f , for
small values of f . Thus, in such a situation, we have
βRhR = −βLhL, and f ∝ βRhR. Consequently,
ΠSS ∝ (hRβR + hRβR)hRβR ∝ (hRβR)2 ≥ 0 .
For the steady state of the quantum Ising model, for
bosonic baths and spin-boson interaction, we obtain
ΠSS = βLg
2
LωL + βRg
2
RωR ≥ 0 .
These results express the second law of thermodynam-
ics.
Appendix A: The RI protocol and the LME
For clearness and completeness we repeat here some
manipulations detailed described in previous papers [9,
15].
To obtain the LME from the RI protocol we turn to
discrete mapping presented in eq.(1). Denoting ρT =
ρSρE and using the Baker-Campbell-Hausdorff formula
UρTU
† = e−iHT τρT eiHT τ =
= ρT − iτ [HT , ρT ]− τ
2
2
[HT , [HT , ρT ]] + . . . .
Then, we introduce it in eq.(1) and take the partial
trace over the baths. For the first term we obtain
TrL,R(ρLρS((n − 1)τ)ρR) = ρS((n − 1)τ). For the sec-
ond, TrL,R{[HT , ρT ]} = [HS , ρ((n − 1)τ)]. For the last,
in order to keep a nonvanishing interaction in the limit
τ → 0 to be considered ahead, we need to rescale V to
make it increasing with τ . We write, e.g., for VL,
VL =
√
λL
τ
(σxLσ
x
1 + σ
y
Lσ
y
1 ) .
Hence, defining
−τ
2
2
TrL[VL, [VL, ρT ]] ≡ DL ,
and similarly for DR, after some algebra we obtain
ρS(nτ) = ρS((n− 1)τ)− iτ [HS , ρS((n− 1)τ)] +
τ [DL(ρS) +DR(ρS)] +O(τ>1) .
Taking the difference ρS(nτ)− ρS((n− 1)τ), dividing by
τ and taking the limit τ → 0, we get the LME.
Appendix B: Steady state analysis
We investigate two different systems in this paper: the
quantum Ising and the XXZ model. Interested in phe-
nomena such as energy rectification, we also consider
asymmetric versions of the models. For the quantum
Ising model, the analysis is simpler and a direct com-
putation involving the LME allows us to get the steady
density matrix. For the XXZ case, the situation is more
intricate, and we describe here the method to find its
steady density matrix.
First, we introduce the transformation vec(A), that
transforms the matrix A into a column vector by stacking
the columns of the matrix. Precisely,
A =
[
a b
c d
]
⇒ vec(A) =
 acb
d
 .
Before analyzing the LME, we recall an important iden-
tity for the vectorization: for any three N ×N matrices,
we have
vec(ABC) = (CT ⊗A)vec(B) .
The symbol T above means the transposition. Now, for
the density matrix ρ, let us define the vector of size d2 =
22N
|ρ〉 ≡ vec(ρ) .
Turning to the LME, the right-hand side of the equation
may be written in terms of the product of three matrices
2N × 2N such as aρB if we take the terms Aρ and ρB as
AρI and IρB, where I is the identity. Hence, with the
vectorization, the LME become the linear equation
d|ρ〉
dt
= M |ρ〉 ,
9where the linear operator M is a matrix of size 22N×22N .
The steady state is the eigenstate of M with eigenvalue
zero. And, for the XXZ model considered here, it is
unique [26].
Then, following the method, we can, in principle, find
exact results for the density matrix. However, as the size
of M rapidly increases with N , it is hard to obtain even
numerical results for asymmetric matrices and large N .
Here, we will solve exactly only a small chain of size N =
3 (we give also results and comments on N = 2), which is
already enough to establish our main message: we must
go beyond the LME in order to obtain precise information
about the energy flow and related issues (heat and work).
Appendix C: Some formulas for heat and work
currents
As illustration, we describe below some formulas found
for heat and work currents in the case of Hamiltonian
(14).
For N = 3, fL = f = −fR, we have
Q˙L =
[
2γfα2hL((γ
2 + δ2)2(81γ4 − 18γ2(2f2 − 3)(δ2 + ∆2) + (3− 2f2)2(δ2 −∆2)2) + α6(72γ2
+ 3∆2 + 4δ2(5f2 + 9)) + α2(γ2 + δ2)(216γ4 − 3γ2(4δ2(f2 − 9) + ∆2(16f2 − 27))− (2f2
− 3)(∆4 + 4δ4(f2 + 1) + δ2∆2(13− 4f2))) + 2α4(99γ4 + γ2(2δ2(7f2 + 48) + 3∆2(5− 2f2))
− 3δ2∆2(f2 − 4) + δ4(2f4 − 6f2 + 15)) + 9α8)][α8(81γ2 + 3∆2 + δ2(20f2 + 39)) + (γ2
+ δ2)2(81γ6 + γ2(δ4(27− 8f4) + 2δ2∆2(8f4 + 9) + ∆4(27− 8f4)) + 9γ4(2f2 + 9)(δ2 + ∆2)
− (2f2 − 3)(δ2 −∆2)2(δ2 + ∆2)) + 2α6(135γ4 + 3γ2(7δ2(f2 + 6) + ∆2(7− 2f2))
+ δ2∆2(17− 3f2) + δ4(2f4 − 3f2 + 21)) + 2α4(207γ6 + γ4(δ2(291− 7f2) + 3∆2(26− 7f2))
+ γ2(−∆4(f2 − 3) + δ4(−8f4 − 16f2 + 107) + δ2∆2(4f4 − 37f2 + 104))− δ2(∆4(f2 − 3)
+ δ4(4f4 + f2 − 11)− 2δ2∆2(2f4 − 9f2 + 14))) + α2(γ2 + δ2)(297γ6 − 3γ4(δ2(22f2 − 105)
+ 2∆2(2f2 − 33)) + γ2(δ4(20f4 − 44f2 + 111)− 4δ2∆2(6f4 + 2f2 − 33) + ∆4(4f4 − 20f2
+ 33)) + δ6(4f4 − 10f2 + 13)− 2δ4∆2(4f4 − 14f2 + 1) + δ2∆4(4f4 − 18f2 + 25)) + 9α10]−1
Q˙R = −
[
2γfα2hR((γ
2 + δ2)2(81γ4 − 18γ2(2f2 − 3)(δ2 + ∆2) + (3− 2f2)2(δ2 −∆2)2) + α6(72γ2
+ 3∆2 + 4δ2(5f2 + 9)) + α2(γ2 + δ2)(216γ4 − 3γ2(4δ2(f2 − 9) + ∆2(16f2 − 27))− (2f2
− 3)(∆4 + 4δ4(f2 + 1) + δ2∆2(13− 4f2))) + 2α4(99γ4 + γ2(2δ2(7f2 + 48) + 3∆2(5− 2f2))
− 3δ2∆2(f2 − 4) + δ4(2f4 − 6f2 + 15)) + 9α8)][α8(81γ2 + 3∆2 + δ2(20f2 + 39)) + (γ2
+ δ2)2(81γ6 + γ2(δ4(27− 8f4) + 2δ2∆2(8f4 + 9) + ∆4(27− 8f4)) + 9γ4(2f2 + 9)(δ2 + ∆2)
− (2f2 − 3)(δ2 −∆2)2(δ2 + ∆2)) + 2α6(135γ4 + 3γ2(7δ2(f2 + 6) + ∆2(7− 2f2)) + δ2∆2(17
− 3f2) + δ4(2f4 − 3f2 + 21)) + 2α4(207γ6 + γ4(δ2(291− 7f2) + 3∆2(26− 7f2))
+ γ2(−∆4(f2 − 3) + δ4(−8f4 − 16f2 + 107) + δ2∆2(4f4 − 37f2 + 104))− δ2(∆4(f2 − 3)
+ δ4(4f4 + f2 − 11)− 2δ2∆2(2f4 − 9f2 + 14))) + α2(γ2 + δ2)(297γ6 − 3γ4(δ2(22f2 − 105)
+ 2∆2(2f2 − 33)) + γ2(δ4(20f4 − 44f2 + 111)− 4δ2∆2(6f4 + 2f2 − 33) + ∆4(4f4 − 20f2
+ 33)) + δ6(4f4 − 10f2 + 13)− 2δ4∆2(4f4 − 14f2 + 1) + δ2∆4(4f4 − 18f2 + 25)) + 9α10]−1
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W˙L = −
[
2fα2γ(9hLα
8 + (hL(72γ
2 + 4(5f2 + 9)δ2 + 3∆2)− 12fδ∆2)α6 + 2(2fδ(9γ4 + 2(5δ2
− 6f2∆2)γ2 + δ4 −∆4 − 2(f2 − 3)δ2∆2) + hL(99γ4 + (2(7f2 + 48)δ2 + 3(5− 2f2)∆2)γ2
+ (2f4 − 6f2 + 15)δ4 − 3(f2 − 4)δ2∆2))α4 + (γ2 + δ2)(4fδ(54γ4 + 3(2(3f2 + 7)δ2 + (5
− 6f2)∆2)γ2 + 2(f2 + 2)δ4 + (1− 2f2)∆4 + 13δ2∆2) + hL(216γ4 − 3(4(f2 − 9)δ2 + (16f2
− 27)∆2)γ2 − (2f2 − 3)(4(f2 + 1)δ4 + (13− 4f2)∆2δ2 + ∆4)))α2 + (γ2 + δ2)2(hL(81γ4
− 18(2f2 − 3)(δ2 + ∆2)γ2 + (3− 2f2)2(δ2 −∆2)2)− 4fδ(−81γ4 + 18((f2 − 2)δ2 − f2∆2)γ2
+ (2f2 − 3)(δ2 −∆2)2))− h(9α8 + (72γ2 + 4(5f2 + 9)δ2 + 3∆2)α6 + 2(99γ4 + (2(7f2
+ 48)δ2 + 3(5− 2f2)∆2)γ2 + (2f4 − 6f2 + 15)δ4 − 3(f2 − 4)δ2∆2)α4 + (γ2 + δ2)(216γ4
− 3(4(f2 − 9)δ2 + (16f2 − 27)∆2)γ2 − (2f2 − 3)(4(f2 + 1)δ4 + (13− 4f2)∆2δ2 + ∆4))α2
+ (γ2 + δ2)2(81γ4 − 18(2f2 − 3)(δ2 + ∆2)γ2 + (3− 2f2)2(δ2 −∆2)2)))][9α10 + (81γ2
+ (20f2 + 39)δ2 + 3∆2)α8 + 2(135γ4 + 3(7(f2 + 6)δ2 + (7− 2f2)∆2)γ2 + (2f4 − 3f2
+ 21)δ4 + (17− 3f2)δ2∆2)α6 + 2(207γ6 + ((291− 7f2)δ2 + 3(26− 7f2)∆2)γ4 + ((−8f4
− 16f2 + 107)δ4 + (4f4 − 37f2 + 104)∆2δ2 − (f2 − 3)∆4)γ2 − δ2((4f4 + f2 − 11)δ4
− 2(2f4 − 9f2 + 14)∆2δ2 + (f2 − 3)∆4))α4 + (γ2 + δ2)(297γ6 − 3((22f2 − 105)δ2
+ 2(2f2 − 33)∆2)γ4 + ((20f4 − 44f2 + 111)δ4 − 4(6f4 + 2f2 − 33)∆2δ2 + (4f4 − 20f2
+ 33)∆4)γ2 + (4f4 − 10f2 + 13)δ6 + (4f4 − 18f2 + 25)δ2∆4 − 2(4f4 − 14f2 + 1)δ4∆2)α2
+ (γ2 + δ2)2(81γ6 + 9(2f2 + 9)(δ2 + ∆2)γ4 + ((27− 8f4)δ4 + 2(8f4 + 9)∆2δ2 + (27
− 8f4)∆4)γ2 − (2f2 − 3)(δ2 −∆2)2(δ2 + ∆2))]−1
W˙R =
[
2fα2γ(9hRα
8 + (hR(72γ
2 + 4(5f2 + 9)δ2 + 3∆2)− 12fδ∆2)α6 + 2(2fδ(9γ4 + 2(5δ2
− 6f2∆2)γ2 + δ4 −∆4 − 2(f2 − 3)δ2∆2) + hR(99γ4 + (2(7f2 + 48)δ2 + 3(5− 2f2)∆2)γ2
+ (2f4 − 6f2 + 15)δ4 − 3(f2 − 4)δ2∆2))α4 + (γ2 + δ2)(4fδ(54γ4 + 3(2(3f2 + 7)δ2
+ (5− 6f2)∆2)γ2 + 2(f2 + 2)δ4 + (1− 2f2)∆4 + 13δ2∆2) + hR(216γ4 − 3(4(f2 − 9)δ2
+ (16f2 − 27)∆2)γ2 − (2f2 − 3)(4(f2 + 1)δ4 + (13− 4f2)∆2δ2 + ∆4)))α2 + (γ2
+ δ2)2(hR(81γ
4 − 18(2f2 − 3)(δ2 + ∆2)γ2 + (3− 2f2)2(δ2 −∆2)2)− 4fδ(−81γ4
+ 18((f2 − 2)δ2 − f2∆2)γ2 + (2f2 − 3)(δ2 −∆2)2))− h(9α8 + (72γ2 + 4(5f2 + 9)δ2
+ 3∆2)α6 + 2(99γ4 + (2(7f2 + 48)δ2 + 3(5− 2f2)∆2)γ2 + (2f4 − 6f2 + 15)δ4 − 3(f2
− 4)δ2∆2)α4 + (γ2 + δ2)(216γ4 − 3(4(f2 − 9)δ2 + (16f2 − 27)∆2)γ2 − (2f2 − 3)(4(f2
+ 1)δ4 + (13− 4f2)∆2δ2 + ∆4))α2 + (γ2 + δ2)2(81γ4 − 18(2f2 − 3)(δ2 + ∆2)γ2 + (3
− 2f2)2(δ2 −∆2)2)))][9α10 + (81γ2 + (20f2 + 39)δ2 + 3∆2)α8 + 2(135γ4 + 3(7(f2 + 6)δ2
+ (7− 2f2)∆2)γ2 + (2f4 − 3f2 + 21)δ4 + (17− 3f2)δ2∆2)α6 + 2(207γ6 + ((291− 7f2)δ2
+ 3(26− 7f2)∆2)γ4 + ((−8f4 − 16f2 + 107)δ4 + (4f4 − 37f2 + 104)∆2δ2 − (f2 − 3)∆4)γ2
− δ2((4f4 + f2 − 11)δ4 − 2(2f4 − 9f2 + 14)∆2δ2 + (f2 − 3)∆4))α4 + (γ2 + δ2)(297γ6
− 3((22f2 − 105)δ2 + 2(2f2 − 33)∆2)γ4 + ((20f4 − 44f2 + 111)δ4 − 4(6f4 + 2f2 − 33)∆2δ2
+ (4f4 − 20f2 + 33)∆4)γ2 + (4f4 − 10f2 + 13)δ6 + (4f4 − 18f2 + 25)δ2∆4 − 2(4f4 − 14f2
+ 1)δ4∆2)α2 + (γ2 + δ2)2(81γ6 + 9(2f2 + 9)(δ2 + ∆2)γ4 + ((27− 8f4)δ4 + 2(8f4 + 9)∆2δ2
+ (27− 8f4)∆4)γ2 − (2f2 − 3)(δ2 −∆2)2(δ2 + ∆2))]−1
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