ABSTRACT This paper presents a novel strategy for the automatic calculation of a homogeneous transformation matrix between two frames given a set of matched position measurements of objects as observed in both frames. The transformation matrix is calculated by applying a linear regression to matched data in two coordinate frames. This method scales linearly with the number of data points, enabling it to be used in a wide variety of applications without requiring large amounts of processing time. The automatic transformation matrix calculation is demonstrated to work in a real-world application and produce deterministic results. The error on the transformation matrix calculation was found to be low, making this an ideal method for the easy calculation of transformation matrices.
I. INTRODUCTION
Homogeneous transforms enable position coordinates to be converted between two coordinate frames while preserving the vector lengths. They are widely used in applications such as navigation, robotic vision, rigid body motion, augmented reality, telerobotics, and product assembly lines. They are used wherever data in one coordinate frame needs to be represented in another coordinate frame. This is especially useful if a system coordinate frame is difficult to visualize. A coordinate transformation can translate the hard-tovisualize system position information into a frame that is more easily accessible by the user. The research presented in this article examines this concept by utilizing simple mathematical tools to automatically calculate a transformation matrix between matched coordinate frame data.
Despite their utility, transformation matrices are not always easy to manually calculate. In order to avoid these calculations, cameras and image software are sometimes used to find the coordinate transformation automatically with minimal user input [1] . However, image software, such as OpenCV, often requires special setup and calibration procedures that need to be repeated when the camera is moved or lighting conditions change [2] . In addition, OpenCV determines the transformation matirx using a Levenberg-Marquardt optimization process. This implementation has a small window of convergence and fails to converge when the initial estimate of the camera properties are too poor. Although this is a known issue, it had not yet been corrected at the time this article was written [3] . Further, image-based methods assume the use of cameras or, at least, access to cameras and familiarity with vision processing techniques which may not always be available. Even when cameras are available and users are familiar with vision processing, it is not always possible to place cameras in every location necessary to obtain the desired transformation matrices.
Some publications have even proposed ways of avoiding coordinate transformations altogether and instead apply rotational operators singly to compute rotations rather than compiling the rotational operators into a single transform matrix. These rotational operators are determined based on the difference between the single-axis rotation angles of each frame from a common stationary reference frame [4] . Others have dealt purely with qualitative models [5] . Both of these methods require a deep understanding of the coordinate frames involved. However, this is not always a valid assumption since not all end users are knowledgeable about coordinate transformations.
In response to these issues, the method presented in this article deterministically calculates a homogeneous transform between two frames given a set of matched pairs of position measurements from the point of view of each of the reference frames. This method represents an improvement over the state of the art because it makes no assumptions about the source of either set of data points or the knowledge of the user. Instead, it applies a simple linear regression to an augmented transformation matrix in order to obtain the deterministic best-fit between the two data sets. If desired, the rotation angles can then be extracted from this transformation matrix using trigonometry and knowledge of the Euler angle sequence used. This step is optional and depends upon the needs of the user. The transformation calculation can also be integrated with the data collection system, producing an accurate transformation matrix with no input from the user. This greatly improves the method's accessibility since it removes the constraint of a knowledgeable end user.
In this article, a review of the methods presented in the literature is given in Section II while a description of the mathematical formulation of the transformation matrix calculations are provided in Section III. Next, the automatic transformation matrix calculation method is verified using experimental data as presented in Section IV and a method comparison is provided in Section V. Finally, Section VI provides the conclusions and future work.
II. LITERATURE REVIEW
The literature provides multiple methods to automatically calculate a transformation matrix. For example, Li et al. [6] simultaneously calculated the spatial transformation matrix and super resolution matrices for a hyperspectral image super resolution application. The first step was to obtain an initial input for both the transformation matrix and super resolution matrices. Next, these matrices were calculated using an iterative optimization approach that alternately optimized for the spatial transformation matrix and the super resolution matrices until convergence was reached. Although this method results in a transformation matrix, it is important to note that only the rotation transformation was considered in this method.
In [7] , Umeyama calculated the rotation, translation, and scaling between two sets of data points using singular value decomposition and least-squares estimation. In Umeyama's approach, rotation, translation, and scaling were all computed separately. Solutions making use of reflection were rejected, substituting instead the closest transformation matrix solution. The author stated that this method always gives the correct answer, even when the data is corrupted, asserting that a reflection can never be the correct answer.
Arun et al. also calculated the translation and rotation between two coordinate frames using singular value decomposition and least-squares estimation [8] . Their method used the determinate of the calculated matrix to determine the method's success. A determinate of +1 indicated that the calculated matrix was a rotation matrix and the method was successful. However, a determinate of −1 indicated that the calculated matrix was a reflection and the method had failed.
Another approach, used in [9] , made use of an eigenvalueeigenvector decomposition and least-squares estimation. As in the previous methods, the authors calculated the rotation, translation, and scaling between two reference frames separately. This approach ensured the calculation of orthonormal transformation matrices in order to guarantee that vector lengths and angles between vectors were preserved in the frame transformation.
Chen et al. [10] used a noise-tolerant algorithm to automatically calculate the transformation matrix between the frame of a laser sensor and the positioning device frame. This approach required the use of an elliptical target and calculated the rotation and translation components separately. First, the target's chord was measured at least 100 times before applying ellipse fitting to the chord data. The plane of the ellipse was then calculated and used to find the rotation matrix using singular value decomposition. The translation component was found next using the least squares method. The accuracy of this method was found to improve as more chords were measured.
Gomez et al. [11] compared a least-squares approach and an orthogonal approach to see which method yielded a better result for a radiosurgery application. In both approaches, the rotation and translation between the two frames were calculated separately. The least-squares approach made use of a QR-factorization while the orthogonal method made use of a vector approach using three points. For this application, the orthogonal method was found to yield more accurate results based on a comparison of the resulting positioning errors.
III. MATHEMATICAL FORMULATION
The method presented in this article deterministically calculates a homogeneous transform between two frames given a set of matched pairs of position measurements from the point of view of each frame. This homogenous transform is given in the form of an augmented transformation matrix, as shown in (1), which is used to describe the rotation and translation between two coordinate frames. This transformation matrix contains the rotations between frames in the top left 3 by 3 matrix and the translation between the two coordinate frames in the first three rows of the fourth column. The fourth row of the augmented transformation matrix is a scaling and perspective factor [12] . In the work presented here, the perspective is assumed to be orthonormal and the scaling is assumed to be 1:1 since the transform is homogeneous. 
The method presented in this article determines the augmented transformation matrix by applying a linear regression to matched and synchronized data points in two coordinate frames. The details of this method will be discussed in the following subsections. VOLUME 6, 2018
A. LINEAR REGRESSION
The first step in performing a linear regression is to write the transformation matrix as a series of linear equations. This can be done by visualizing the transformation shown in (2) . 
This corresponds to the set of linear equations defined in (3). 
The goal of linear regression is to minimize the square of the residuals. For a linear equation, the square of the residual is defined as:
Defining the square of residuals for the system of equations in (3) results in the following series of equations where n is the number of paired samples:
The minimum value occurs when the derivative of the square of the residual is equal to zero. Thus, the next step is to take the partial derivatives of the first equation in (5) and set the results equal to zero, as shown in (6) through (9).
Putting these results into matrix form achieves the equation described in (10) . This results in the values for the first row of the transformation matrix defined in (1) .
Here, A is defined in (11) where all sums are from i = 1 to n:
This process is then repeated for the second and third rows of the matrix defined in (1), resulting in (12) and (13), respectively, where A is defined by (11) .
The data requirements for the presented methodology are fairly simple; the only requirement is the use of matched pairs of data in two reference frames. No assumptions are made about the method of data collection, so any type of sensors may be used to obtain the data sets. However, these data sets must be paired in terms of pose in order to establish a relationship between the two frames.
C. EULER ANGLES
The rotation portion of the matrix has the form defined in (14) where the values of m i,j are defined by a variety of rotation sequences.
These rotation sequences are well understood and involve the rotation of the coordinate frame about three distinct axes. The sequence that will be examined in this article is the 3-2-1 sequence, which is the NASA standard for airplane applications [13] . In this case, the rigid body is rotated first about its z-axis, then about its new y-axis (y ), and then about its new x-axis (x ). The transformation matrix coefficient definitions for the 3-2-1 case can be seen in (15) .
The Euler angles for the 3-2-1 sequence can be individually calculated using (16) through (18) .
D. WORKED EXAMPLE
To illustrate the application of this method, an example of paired data is shown in Table 1 . This data was generated in Matlab 2011a. Frame A was generated using rand(), a random number generator [14] , to produce six data points in (x, y, z). Frame B was generated by rotating Frame A with a known transformation matrix using the formula T B A * Frame A . In this case, the known transformation matrix is given in (19). To illustrate this process, the sample data provided in Table 1 was used to calculate a transformation matrix. First, this data was substituted into (10), (12) , and (13) 
This is very close to the actual transformation given in (19).
Further details on evaluating the accuracy of the transformation matrix will be discussed in Subsection III-E. The next step in the analysis is to calculate the Euler angles. As this example used a 3-2-1 rotation sequence, the method described in Subsection III-C was applied. Equations (16) through (18) were used in order to obtain the following values in radians:
For comparison, the ideal angle values used in the known transformation matrix, shown in (19), are given in (26). These values are also provided in radians.
θ ideal = 1.05
The calculated values for these angles of rotation are very close to the actual angle measurements. This greatly adds to the versatility of the method presented here as rotation angles can be difficult to measure on a physical system, necessitating their calculation. These angles are natively calculated in the method discussed in this article.
E. ERROR ANALYSIS
The accuracy of the method presented in this article was evaluated by first calculating the difference between the actual position in Frame B , p B , and the calculated position in Frame B , T B A p A , for each position pair.
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Here, 
The mean error was then found using the following formula from [15] :
Finally, the standard deviation was found using (30) from [16] .
The goal of this analysis was to characterize the error of the transformation matrix. A successful transformation matrix has a mean error similar to the error on the measurement system and a low standard deviation.
F. CORNER CASES
The method presented in this paper requires an invertible A matrix, as defined in (11) . However, A is not invertible when all data points lie in the same plane. If A is not invertible, (10), (12) , and (13) cannot be solved [17] . In this situation, the pseudoinverse is used instead of an exact inverse of the A matrix. This pseudoinverse is found using the Moore-Penrose method which makes uses of singular value decomposition to find an approximate inverse [18] . This allows (10), (12) , and (13) to be solved and an accurate transformation matrix to be found for cases where only planar data is available. However, the authors would like to note that a pseudoinverse is an approximation and three dimensional data should be used where possible in order to obtain the most accurate results.
IV. EXPERIMENTAL EXAMPLE
The effectiveness of the automatic transformation matrix calculations presented in this article was verified using experimental data obtained from a multi-robot experiment. In this experiment, an aerial robot flew through an indoor test area while a land robot remained stationary at a position of (1.28, −4.78, 0.38) m in the global coordinate frame, {G}. The global coordinate frame is a standard right-hand ground reference frame. The coordinate frame of the stationary land robot, {R}, was aligned with the global coordinate frame; that is, it was translated but not rotated. This relationship is visualized in Fig. 1 . The ideal transformation matrix for this The position of each robot was measured using an UltraWide Band system with a position error of (x, y, z) + (±0.05, ±0.07, ±0.39) m. For reference, the experimental setup can be seen in Fig. 2 . In addition to the global coordinate frame, the position of the aerial robot was also tracked with respect to the stationary land robot using a single camera vision system which used calibrated pixel data to determine the distance between the two robots. Thus, the camera positioning system had a position error of (x, y, z) + (±0.04, ±0.40, ±0.40) m. This yielded paired position coordinates of the aerial robot in two reference frames: the UltraWide Band frame ({G}) and the frame of the stationary robot ({R}). The aerial robot was flown for 62.25 seconds, collecting 499 paired position points for the aerial robot. Upon conclusion of the flight, the paired position coordinates were used in the analysis described by (10) through (13) in order to obtain the transformation matrix shown in (32). 
This transformation matrix is from the global coordinate frame to the frame of the stationary land robot and is very close to the ideal transformation matrix given in (31). The rotation portion of (32) is nearly an identity matrix, as in the ideal transformation matrix, and the translation column shows an error of (x, y, z) + (0.18, 0.11, 0.02) m compared to the ideal matrix. Such an error is well within the measurement errors of the UltraWide Band and camera systems. This error is also much smaller than the application's allowable maximum error of ±1.0 m, half the width of the sensor's field of view at the average distance between the sensor and the robot. This allows the robot to remain in the sensor's field of view at all times. The experimental data, as well as its comparison with the calculated data, can be seen in Fig. 3 and Fig. 4 .
Using a 3-2-1 sequence, the angles of rotation for this transformation matrix were calculated. The results are shown in radians in (33).
In the ideal transformation matrix, each of these angles are equal to 0 radians. However, the angles were calculated from the measured position data which exhibited errors of between 0.04 and 0.40 m. Thus, small variations are expected in the calculation of the angles of rotation. Using (27) through (30), this transformation was found to have a mean error of 0.10 m and a standard deviation of 0.05 m. This error is on par with the UltraWide Band system error of (x, y, z) + (±0.05, ±0.07, ±0.39) m and with the camera system error of (x, y, z) + (±0.04, ±0.40, ±0.40) m. Since the standard deviation was also low, this transformation matrix calculation was found to be successful using the same evaluation method as performed in [11] .
Further, this calculation used 499 pairs of data points and ran in 5e −4 seconds. The transformation matrix was calculated in Matlab 2011a on a computer with 4.00 GB of RAM and a 2.10 GHz processor running Windows 7. This computation time scales linearly with the number of data points, O(n).
V. METHOD COMPARISON
The method discussed in this article makes no assumptions about the types of sensors used to collect the required paired position data, giving it an advantage over methods that require specific equipment such as image-based approaches. The presented method also makes no assumptions about the shape of the target used to determine the transformation matrix, giving it an advantage over methods that do assume a target shape, as in [10] . The elimination of both of these assumptions gives the user more flexibility in their implementation. In addition, the approach presented in this article can easily be integrated with the data collection software to directly record the paired data. This eliminates the need for any user input to create the transformation matrix. If no user input is required, the system may be used accurately even when the user is not familiar with transformation matrices, greatly increasing the number of people who are able to use the system.
The method presented in this paper is also more robust to measurement errors than that found in [11] . For the method found by Gomez et al. to yield the lowest errors, only three paired locations were used. Measurement errors have a much larger impact on a small number of measurements than on a larger data set and the method presented in this paper minimizes this risk by using a larger selection of paired data.
Another important distinction of the approach presented in this article is its generality. The methods presented in [7] and [8] both assume that a reflection is never the right answer and find a best-fit rotation matrix instead, even when this results in a larger error. The method presented in this article is a more general approach that allows the user to find the best transformation between two frames regardless of what form this transformation takes. This is especially relevant for vision applications as cameras often use lefthanded coordinate systems.
Furthermore, one of the main differences between the approach described in this article and those discussed in the literature review section is that the approach discussed in this article calculates the rotation and translation simultaneously without user input. In the approaches discussed in Section II, [6] does not calculate the translation at all while the remaining methods calculate the rotation and translation separately [7] - [11] . Separating out these calculations can add to the necessary computing time as well as create an additional source of error if the results of one calculation are used to obtain the results of the second calculation.
Thus, only a comparison of the rotation calculations will be performed between the method presented in this article and the method performed by Horn, et al. The rotation calculation was chosen for comparison because this was the first calculation performed in [9] . This method was chosen for comparison because it was found to be the most similar to the method presented in this article. The same experimental data used in Section IV will be used in this comparison.
The method described by [9] used the following two equations to find the rotation matrix:
Applying ( 
Compared to the rotation portion of the ideal matrix in (31), this rotation matrix has a higher error than that obtained from the rotation portion of the matrix in (32). The rotation matrix in (36) has a larger error in five out of the nine values and exhibits an identical error in one value compared to the rotation matrix found in (32). Thus, the method presented in this article was found to yield a more accurate transformation matrix as it was closer to the ideal transformation matrix.
Although the angles of rotation were never directly calculated in [9] , the angles will be calculated here for comparison purposes using (16) through (18) . The results of these calculation are given in radians in (37).
These angles are about the same distance from the ideal values as those provided in (33) using the method discussed in this article. However, the method presented in [9] does not explicitly calculate the Euler angles, an advantage provided by the method presented in this article. Additional testing was also performed using simulation data where there was no translation between reference frames in order to further examine the relative accuracy of these two methods. Exclusion of a translation component between the two frames allowed for the calculation of the error produced by each transformation matrix, resulting in a more accurate comparison. This data was generated using a similar method to the worked example. Frame A was generated in Matlab 2011a using rand() to produce 200 data points in (x, y, z) . Frame B was generated with the formula 
T B
A * Frame A . To more accurately model real-world conditions, noise was added separately to each data point in Frame B using the formula (x, y, z) + 0.05 * (rand(), rand(), rand()) where rand() was a single random value. The results with three dimensional data points are shown in Table 2 while results with two dimensional data points are shown in Table 3 . In these tables, the error is written as (error) ± (standard deviation of the error) and was calculated using (27) through (30) for both methods. Tables 2 and 3 illustrate that the method presented in this article is more accurate than the method presented by Horn et al. in each examined case. Although both methods exhibited errors on the same order of magnitude as the system noise, ±0.05, the method discussed here resulted in a lower error in every test case.
VI. CONCLUSION
This article presented a novel strategy for the automatic calculation of a transformation matrix. The transformation matrix was calculated without user input from paired data in two coordinate frames, and was able to do so in a very short time, even with large data sets. This method scales linearly with the number of data points, making it suitable for a wide variety of applications without requiring a prohibitive amount of processing time. The mathematical formulation of this process was described in Section III. This section also described how the individual Euler angles could be calculated from the resultant transformation matrix. The process described in this article was then verified using experimental data as detailed in Section IV. This method was demonstrated to work accurately and produce deterministic results. The error on the transformation matrix calculation was found to be low, making it an ideal method for automatic calculation of transformation matrices. Finally, this method was compared to a method that is currently in use in Section V and was found to yield more accurate results for the examined test cases.
As this method represents a new approach, future work is planned to assess this technique under a wider range of experimental conditions to verify its success in disparate use cases. The testing will include an examination of its sensitivity to the locations used for the transformation matrix calculations. Further, the automatic matrix method will be further compared with current methods to more accurately assess how its accuracy and speed compares to a variety of methods currently in use.
