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Abstract
Automatic pronunciation error detection (APED) plays an important role in the
domain of language learning. As for the previous ASR-based APED methods,
the decoded results need to be aligned with the target text so that the errors can
be found out. However, since the decoding process and the alignment process
are independent, the prior knowledge about the target text is not fully utilized.
In this paper, we propose to use the target text as an extra condition for the
Transformer backbone to handle the APED task. The proposed method can
output the error states with consideration of the relationship between the input
speech and the target text in a fully end-to-end fashion. Meanwhile, as the prior
target text is used as a condition for the decoder input, the Transformer works in
a feed-forward manner instead of autoregressive in the inference stage, which can
significantly boost the speed in the actual deployment. We set the ASR-based
Transformer as the baseline APED model and conduct several experiments on
the L2-Arctic dataset. The results demonstrate that our approach can obtain
8.4% relative improvement on the F1 score metric.
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1. Introduction
With the quick development of globalization and education, the number of
language learners is rapidly increasing. However, most learners are faced with
the problem of teacher shortage or finding a proper time to follow systematic
learning. Thus, recently, the computer-assisted language learning (CALL)[1]
systems have been studied to offer a flexible education service, which can be
used to reach the language learning requirement in fragmented time. In partic-
ular, oral practice is an important part of daily communication, and computer-
assisted pronunciation training (CAPT)[2] systems are designed for this task.
Such systems generally play the role of automatic pronunciation error detec-
tion (APED). The APED system first gives a predefined utterance text (and
a reference speech of a professional teacher if needed), and the learner tries to
pronounce this target text correctly. By accurately detecting the pronuncia-
tion errors and providing precise feedback, the APED system guides the learner
to correct their pronunciation towards the target utterance and improve their
speaking ability.
APED has been widely studied for decades. Depending on how to evaluate
the matching degree between the student pronounced speech and the standard
pronunciation, several comparison-based or goodness of pronunciation (GOP)
methods have been proposed to solve the APED task[3, 4, 5, 6, 7, 8]. Re-
cently, with the rising trend for neural networks and the development of au-
tomatic speech recognition (ASR) technologies, some end-to-end APED mod-
els [9, 10] have been studied to simplify the workflow. They use ASR back-
bones to recognize the canonical pronunciation and obtain where the errors
are, based on the alignment between the predicted phonemes and the standard
phonemes. The ASR-based methods can significantly decrease the deploying ef-
forts compared with conventional GOP methods or comparison-based methods.
In particular, recently, the Transformer structure[11] shows a good talent for
sequence-to-sequence modelling, and gets promising performance in ASR tasks
[12, 13, 14, 15]. Thus, we choose the Transformer as the backbone for APED
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tasks in this paper.
However, the main deficiency of the Transformer for APED tasks is that
the autoregressive decoding will slow the inference speed[16]. Unfortunately,
the APED task generally requires the system to give a quick response about
the errors so that the learners can adapt their pronunciations and evaluate
again. Another consideration is that, for the ASR-based APED, the decoded
text sequence needs to be aligned with the target text to detect the errors. Since
the target text is already known in advance, it is a waste to ignore this prior
knowledge during the autoregressive inference. On the one hand, the length of
the target text is fixed, but the autoregressive decoding is length-agnostic. On
the other hand, the recognized sequence is generally close to the prior target
text in this evaluation task. These two factors inspire us to use the target text
as extra input for the network.
In this paper, we propose a Transformer-based APED workflow, which can
incorporate both the audio feature and the text information, and output the
error states directly. Compared with ASR-based methods which optimize the
recognition result to improve the APED performance, the proposed method
works in a fully end-to-end manner. Thus, the proposed method can optimize
the APED metric directly. We observe a 8.4% relative improvement on the F1
score for the L2-Arctic dataset[17] with the proposed method. Meanwhile, by
using the prior target text as an input condition, the inference process works in
a feed-forward manner rather than autoregressive, which can significantly boost
the inference speed as suggested in [18, 19].
The rest of this paper is organized as follows. In Section 2, we analyze
the related works about the APED task and how we are inspired to propose the
text-conditioned Transformer; In Section 3, we compare the baseline ASR-based
APED method and describe the proposed method in detail; Next, we analyze
the results obtained by the conventional methods and the proposed method in
Section 4; Finally, we show the conclusion of this paper in Section 5.
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2. Related Works
From the perspective of language learning, an error detected in the APED
system can be described as that the produced pronunciation is a nonstandard
one. In other words, the pronounced speech deviates too far from the standard
target speech. Based on this simple idea, comparison-based APED methods
[3, 4, 5, 6] have been explored. These methods generally adopt dynamic time
warping (DTW) [20] algorithms to align the extracted features of the input
speech with the standard target speech. Depending on the distance between
each text unit, the pronunciation quality score can be calculated. To this end,
the comparison-based methods need to prepare a standard speech for reference,
which are inconvenient to evaluate a new utterance.
Apart from directly comparing to a specific standard speech, the input
speech can also be evaluated by whether a standard acoustic model can rec-
ognize each phoneme. In particular, the likelihood of each phoneme has proven
to be an effective feature for indicating whether the error happens, and such a
likelihood-based scoring method is often referred to as GOP [7, 8]. In practice,
this approach utilizes the hidden Markov model (HMM) to model the sequential
phone states. The likelihood score is calculated from the force-aligned states and
the open phone states. Since the first proposal of GOP by [7], many variants
[21, 22, 23, 24, 25] have been studied to adapt its original equation for better
measurement of the goodness.
With the rise of deep learning, the performance of the ASR tasks has been
greatly improved. Thus, by utilizing the advanced acoustic model of an ASR
system and recognizing the input speech, ASR-based APED can be another effi-
cient approach to detect the errors. Such a method can also avoid the deploying
efforts of conventional HMM-based GOP methods or comparison-based DTW
methods, and several ASR-based APED systems have been proposed [9, 10].
Currently, the ASR systems are generally built upon CTC loss [26] or atten-
tion mechanism [27] to handle the sequential features. The main deficiency
of CTC loss is the independent assumption. Such an assumption may not be
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valid for the continuous speech. The ASR performance is reported to be bet-
ter by combining the CTC loss with the attention mechanism [28] or using the
Transformer structure[14, 15]. In particular, the Transformer structure, which
is originally designed to handle the natural language processing (NLP) prob-
lems [29, 30], has been successfully utilized in several other domains, such as
computer vision (CV)[31, 32], and speech-related tasks including text to speech
(TTS) [33, 34, 18, 19], voice conversion (VC)[35], and ASR [12, 13].
Despite the convenience of ASR-based APED systems, alignment is still
an inevitable process to obtain the final evaluation results. The recognized
phonemes should be aligned with the target phonemes to find out the mis-
pronunciations. As the alignment process is not integrated into the backward
optimization of the ASR model, such a method is not fully end-to-end. In other
words, the decoding process and the evaluation process are independent. How-
ever, intuitively, human raters will first keep the target text in mind, then try
to compare the input speech to find out where the errors take place. Focussing
on the prior target text limits the search space for the decoding process. Ex-
tended Recognition Network (ERN) [36] utilizes this idea to incorporate prior
knowledge about common mispronunciations into the HMM states. However,
the predefined error HMM paths will lead to bad performance when faced with
unseen mispronunciations. Despite its weakness, ERN still shows that the prior
knowledge is of vital importance to facilitate the performance of APED tasks.
This inspires us to directly take the prior target text as an extra condition, to-
gether with the speech features for input. Meanwhile, the attention mechanism
can be a logical approach to fuse both the speech feature and the text feature.
Thus, the Transformer is an ideal backbone to start with.
However, although the ASR performance of Transformer is reported to be
better in [14, 15], the Transformer-based methods generally adopt autoregressive
decoding to predict the next entity. This will lead to a slow inference, which
can be a deficiency for the APED system. On the contrary, Transformers which
work in a feed-forward manner can greatly boost the speed [16, 18, 19]. As
analyzed in [16], since the output target is already known in the training stage,
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the Transformer can run in parallel, whereas this prior does not exist in the
inference stage, and the Transformer must run sequentially. However, for the
APED task, if we can utilize the prior text to be evaluated, the aforementioned
limitation will no longer exist.
Based on the analysis above, we propose the text-conditioned Transformer
for the APED task. We give a detailed description of the proposed method in
the next section.
3. Proposed Method
In this section, we first show the conventional ASR-based APED workflow
for comparison. Next, we demonstrate the proposed fully end-to-end workflow
and describe the network structure and its training method in detail.
3.1. ASR-Based APED
Audio Features
ASR Model
Predicted
Phonemes
Target 
Phonemes
Canonical
Phonemes
Loss
Predicted 
Error States
Alignment
Data outputting Data preparing
Figure 1: Workflow for the ASR-based APED method. The alignment process is independent
from the decoding process.
A typical workflow for the ASR-based APED is depicted in Figure 1. The
training dataset is generally constructed by three parts, the target text to be
read, the collected speech, and the canonical pronounced text marked by pro-
fessional teachers. Based on this dataset, an ASR model is trained to recognize
the canonical phoneme-level text p = (p1, p2, ..., pn, pn+1) from the extracted
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audio features x = (x1, x2, ..., xm). The cross-entropy loss is used between the
predict phonemes pˆ and the canonical phonemes p:
lasr = CrossEntropy(pˆ,p), (1)
where pn+1 = 〈EOS〉, which is the end-of-sentence-tag.
For the inference stage, the Transformer works quite differently from the
training stage. The Transformer uses autoregressive to recognize the canonical
phonemes sequentially. The recognized phonemes string will end with 〈EOS〉.
Next, Needleman-Wunscha algorithm[37] is applied to align the recognized se-
quence pˆ with the target phonemes t = (t1, t2, ..., tk). After the alignment
process, the error states e = (e1, e2, ..., ek) with consideration of the target
phonemes can be returned to the user. An alignment example is shown in Ta-
ble 1. We can observe that this sample includes 1 deletion and 2 substitution
errors. The mispronounced phonemes whose error states are marked as 1 can
be returned to the users.
Table 1: Alignment sample
IF YOU ONLY COULD KNOW HOW I THANK YOU
Target IH F Y UW OW N L IY K UH D N OW HH AW AY TH AE NG K Y UW
Pronounced IH F Y UW AO N L IY K UH - N AO HH AW AY TH AE NG K Y UW
Error States 0 0 0 0 1 0 0 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0
For better clarification, we summarize the training and the inference stage of
the ASR-based model in Table 2. We use a 39-dim Mel frequency cepstral coeffi-
cients (MFCC) feature as the encoder input. The start-of-sentence tag (〈SOS〉)
and the right-shifted 1-dim label of the canonical phonemes are concatenated as
the decoder input in the training stage. This input is replaced by 〈SOS〉 and a
regressively decoded phonemes string in the inference stage. The decoder tries
to predict the probability of the next phoneme and 〈EOS〉 for output. There
are in total 42 tags for classification, including 39 phonemes and 〈SOS〉 〈EOS〉
〈PAD〉.
We should note that there are several lengths defined for the described se-
quences. First, the attention mechanism is adopted to match the speech features
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Table 2: Training and inference summary of the ASR-Based Transformer
Training Stage
EncoderInput DecoderInput DecoderOutput
data SpeechFeatures 〈SOS〉+Canonical Phonemes(Shifted) Canonical Phonemes+〈EOS〉
loss - - lasr
len m 1+n n+1
dim 39 1 42
Inference Stage
EncoderInput DecoderInput DecoderOutput
data SpeechFeatures 〈SOS〉+Recognized Phonemes Next Recognized Phonemes
len m End with 〈EOS〉 End with 〈EOS〉
dim 39 1 42
(length = m) and the recognized phonemes (length = n + 1). Next, the align-
ment operation is applied to find out the error states, whose length is equal to
that of the target phonemes (length = k). However, such an alignment oper-
ation is performed in the inference stage, thus not jointly optimized with the
ASR model. Such a dilemma inspires us to integrate the alignment operation
or the target text into the training stage.
3.2. Fully End-to-end APED
Audio Features
Fusion Model
Target 
Phonemes
Target 
Phonemes
Predicted 
Error States
Alignment
Canonical
Phonemes
Ground Truth 
Error States
Main
Loss
Predicted
Accent
Ground Truth 
Accent
Auxiliary
Loss 1
Data outputting Data preparing
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Predicted
Phonemes
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Figure 2: Workflow for the proposed APED method. We move the alignment process into the
preparing stage. The proposed model can directly output the error states. Meanwhile, the
auxiliary accent and phoneme classification tasks are adopted.
As shown in Figure 2, for the proposed method, we move the alignment
operation into the data preparing stage. We align the canonical phonemes and
the target phonemes to obtain where the errors occur in advance.
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Figure 3: Network architecture of the text-conditioned Transformer. We append an accent
classifier after the encoder to extract the L1-related information. Target phonemes are used
as an extra condition for the decoder input. The error states are obtained in a feed-forward
manner. Meanwhile, phoneme classification is also performed as an auxiliary task. The
mispronounced word “APPLE” is shown in this figure for demonstration.
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Next, we directly evaluate the relationship between speech features and the
target phonemes. Thus, the network can be viewed as a fusion model. More-
over, as the mother language (L1) of the speakers shows to affect the acoustic
characteristics when studying a new language (L2) [38, 39], and the extracted L1
features have been proved to be helpful in the APED task [40], we introduce the
accent related auxiliary task to extract the L1 information. As shown in Figure
3, we append an extra classifier after the encoder and use the cross-entropy loss
between the predicted accent aˆ and the ground truth accent a presented in the
dataset:
la = CrossEntropy(aˆ, a). (2)
Since the speech evaluation dataset is scarce, we first obtain a basic acoustic
model by training the model on ASR datasets. The training process is similar
to conventional ASR-based APED methods discussed in Sec. 3.1, and the new
ASR loss function is,
l
′
asr = lasr + αla, (3)
where α is the weight of the auxiliary accent task.
We further adapt this basic acoustic model to the APED task. A training
and inference summary of the proposed model is shown in Table 3. We will
discuss the details and the differences between the proposed model and the
ASR-based model in the remaining paragraphs.
Table 3: Training and inference summary of the proposed Transformer
Training Stage
EncoderInput EncoderOutput DecoderInput DecoderOutput1 DecoderOutput2
data SpeechFeatures Accent 〈SOS〉+Target Phonemes Aligned Canonical Phonemes+〈EOS〉 〈SOS〉+Error States
loss - la - lasr leval
len m 1 1+k k+1 1+k
dim 39 6 1 42 1
Inference Stage
EncoderInput EncoderOutput DecoderInput DecoderOutput1 DecoderOutput2
data SpeechFeatures Accent 〈SOS〉+Target Phonemes Canonical Phonemes+〈EOS〉 〈SOS〉+Error States
len m 1 1+k k+1 1+k
dim 39 6 1 42 1
Firstly, for the auxiliary accent classification task, while the input audio fea-
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tures are sequential, the accent is a 1-dim global attribute. We try to process the
sequential data with gated recurrent units (GRU)[41] or a simple GlobalMean.
Experiments in Section 4 show that GlobalMean performs a little better. Note
that there are 6 kinds of accent for the used dataset in our experiments.
Secondly, the prior target phonemes are used as an extra condition for the de-
coder input instead of the canonical pronounced phonemes, in both the training
and the inference stage. For the audio features x and a certain target phoneme
ti (target phoneme at step i), the decoder output is adapted to eˆi, which indi-
cates the matching degree of the audio features and ti. As we use a binary state
to judge its goodness, we use the sigmoid activation at the last layer for binary
classification in Figure 3.
As the whole process is differential, we can directly optimize the loss be-
tween the predicted error states eˆ and the ground truth error states e. For
now, several classification losses can be used for this model. We first apply
a basic binary cross-entropy (BCE) loss between the predicted error states
eˆ = (eˆ0, eˆ1, eˆ2, ..., eˆk) and the ground truth error states e = (e0, e1, e2, ..., ek)
as the evaluation loss,
lBCEeval = BCE(eˆ, e), (4)
where e0 = 〈SOS〉. A further discussion about the choice of loss functions is
presented in Section 4.3.
However, compared with ASR-based methods, a binary state only concerns
about whether the target phoneme is correct or mispronounced. Thus, the
model may lose information about the exact phoneme. To fix this, we still
require the proposed model to conduct the ASR task with an auxiliary weight
of β, and the whole loss function is,
l = leval + βlasr + αla. (5)
The canonical phonemes to be recognized are aligned with the target phonemes
for the proposed model to make these two phoneme strings have equal length
k + 1.
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Lastly, we should note that the proposed model has a consistent behavior in
the training and inference stage, as shown in Table 3. This characteristic makes
the inference in our method faster compared with ASR-based autoregressive
Transformers, and readers can refer to [18] for the comparison of inference la-
tency.
4. Experiment
We use the SpeechTransformer backbone proposed in [42] for experiments.
The SpeechTransformer is constructed by 6 encoder and 6 decoder layers in our
experiments. Meanwhile, the attention modelling dimension dmodel = 512, 4
attention heads, and the feed-forward dimension dff = 1024 are adopted. We
extract the MFCC features of the audio files by Kaldi toolkit[43]. These MFCC
features are subsampled with a factor of n = 4, and stacked with m = 5 number
of frames, which is the same as the settings in [42]. We demonstrate the ASR
performance for phoneme recognition in the first subsection 4.1. Then we use
this pretrained model to adapt for the APED task and show the result in the
next subsection 4.2. Finally, we analyze the loss functions and the behavior of
the proposed model in the last two subsections, 4.3 and 4.4, correspondingly.
4.1. Phoneme Recognition
We use Librispeech [44] as the dataset for ASR training. As the APED task
focuses on the phoneme-level error, we first convert the dataset into phoneme-
level transcriptions using the Montreal Forced Aligner tool[45]. Next, we train
the Transformer on different parts of the trainset for 300 epochs, including
train-clean-100, train-clean-460, and the whole train-960. We use dev-clean as
the validation dataset to choose the best model and test-clean for inference per-
formance comparison. Adam optimizer, with a learning rate of 10−3, is used.
We use a CTC-based ASR model called Jasper5x3 proposed in [46] for com-
parison. We show the phone error rate (PER) performance in Table 4. As we
can see from the table, the attention-based Transformer structure generally per-
forms better than the CTC-based method on PER. This observation is in accord
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with the conclusion in [14, 15], as the attention mechanism in Transformer can
capture more relevant information compared with the CTC loss which holds the
independence assumption.
Table 4: Performance of PER on Librispeech dataset.
CTC-Based Transformer-Based
train- dev-clean test-clean dev-clean1 test-clean
100h 8.13% 8.50% 4.55% 8.11%
460h 4.88% 5.50% 2.32% 4.24%
960h 4.02% 4.23% 1.70% 3.17%
4.2. APED Result
Next, we conduct the APED task on L2-Arctic dataset [17]. This corpus
contains 26,867 utterances with 6 different accents, from 24 nonnative speakers.
The 3,599 utterances annotated on phoneme-level are used for the APED task.
The trainset, valset, and testset are divided into 8:1:1. For the APED task, the
model should make a good balance of detecting the wrong pronunciations and
accepting the correct ones. Thus, F1 score is chosen as the main indicator for
the performance. As defined in [47], the hierarchical evaluation structure is first
divided into correct pronunciations and wrong pronunciations by the canonical
pronounced phoneme. Next, depending on whether the predicted error state
matches the ground truth label, the outcomes are further divided into true
acceptance (TA), false rejection (FR), false acceptance (FA), and true rejection
(TR). In other words, T/F suggests whether the prediction of the model is
correct for the APED task, and A/R is the decision of the model. Based on this
evaluation structure, F1 score of the APED system is defined as follows:
Precision =
TR
TR+ FR
, (6)
1This result is obtained by using the teacher-forcing training.
1This result is taken from [17], Figure 4. It is trained on Librispeech train-960 and tested
on L2-Arctic dataset.
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Recall =
TR
TR+ FA
, (7)
F1 = 2
Precision ∗Recall
Precision+Recall
. (8)
For the predicted binary error states (eˆ1, eˆ2, ..., eˆk), they are firstly filtered by
a threshold of θ = 0.5 to transform from a float with the range of (0, 1) into
binary integer {0, 1},
eˆ←
1, if eˆ ≥ θ0. otherwise (9)
Next, each outcome is calculated by following equations,
TR =
k∑
i=1
(eˆi ∗ ei), (10)
FR =
k∑
i=1
((1− eˆi) ∗ ei), (11)
FA =
k∑
i=1
(eˆi ∗ (1− ei)), (12)
TA =
k∑
i=1
((1− eˆi) ∗ (1− ei)). (13)
Apart from the conventional classification-related metrics including F1 score,
accuracy, precision and recall, the false rejection rate (FRR) and the false ac-
ceptance rate (FAR) are also of vital importance to the APED task. They are
calculated as follows,
FRR =
FR
TA+ FR
, (14)
FAR =
FA
FA+ TR
. (15)
We first conduct experiments to explore the auxiliary accent classification
task. We start from the model obtained on Librispeech dataset, and train for
another 200 epochs, with the learning rate decreased to 10−4. We find that the
GlobalMean method performs a little better than the GRU, as shown in Figure
4. We use α = 0.7 for the ASR-based Transformer in Eq.3, and lower it to
α = 0.1 in Eq.5 for further experiments.
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Figure 4: F1 score comparison of GlobalMean and GRU.
Table 5: Comparison between different models.
Accent
Classification
Phoneme
Classification
FAR FRR Acc Precision Recall F1
GOP-Based
GMM-HMM(Librispeech)2 - - - 0.290 0.290 0.290
ASR-Based
Initial(Librispeech) 0.485 0.207 0.753 0.295 0.515 0.375
0.375 0.103 0.858 0.504 0.625 0.558
X 0.353 0.106 0.859 0.507 0.647 0.568
Proposed
BCE Loss X 0.458 0.051 0.890 0.639 0.542 0.587
X X 0.429 0.054 0.890 0.641 0.571 0.603
F1 Loss X 0.442 0.055 0.889 0.630 0.558 0.591
X X 0.428 0.058 0.889 0.622 0.572 0.596
Focal Loss X 0.424 0.060 0.888 0.617 0.576 0.595
X X 0.423 0.055 0.882 0.636 0.577 0.605
Next, we adapt this pretrained ASR-based model to the proposed text-
conditioned version. We still train the whole model for 200 epochs, with the
learning rate of 10−4. We set the ASR-based model without the auxiliary task
for baseline and the proposed methods with ablation for comparison. We find
that β = 0.3 generally gives the best performance. The results are shown in
Table 5. The performance of the GOP method tested on this dataset[17] and
the initial Transformer model pretrained on Librispeech is also reported in this
table. First of all, as the initial model is purely train on Librispeech, which only
includes standard pronunciations, its FRR is relative high as it directly treats
some unseen accents as wrong pronunciations. When adapted to handle the L2-
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Arctic dataset, the model has a significant improvement. By further employing
the accent auxiliary task, the F1 score is increased by nearly 0.1. If we simply
use the target text as the condition and change the prediction target to the
error states, the basic binary cross-entropy loss can bring a 0.19 improvement
in terms of the F1 score. We discuss the effect of different loss functions for the
proposed method in the next subsection.
4.3. Loss functions
First of all, as the F1 score is an important metric for the APED task,
inspired by [48], we directly utilize the generalized F1 score to optimize the
predicted error states. To make it differentiable, the sums of probabilities are
used instead of counts. That is, we do not apply Eq.9 before calculating Eq.10 -
13. As we try to maximize the F1 score, the F1 evaluation loss of the proposed
method is,
lF1eval = 1− F1. (16)
Another consideration is that only 2.18% of the labelled phone segments
are mispronounced for the L2-Arctic dataset, which may cause an unbalance
between correct pronunciations and mispronunciations. Thus, we adopt focal
loss[49] to mine the hard labels. Formally, if we define et as:
et =
eˆ, if e = 11− eˆ. otherwise (17)
The focal loss is,
lfocaleval = −(1− et)γ log(et), (18)
where γ modulates how much the well-classified samples are down-weighted.
When γ = 0, this loss function is equivalent to Eq.4.
We apply F1 loss function and focal loss with different γ values to the pro-
posed model. We can see from Table 5 that, when adopting the F1 loss function
instead of the basic BCE loss, the result can be slightly improved. For the focal
loss, we find that a small γ value (γ=0.5 in our experiments) performs the best,
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and a bigger value will lead to a degraded F1 score. Meanwhile, the auxiliary
ASR task can boost the performance for all these loss functions. The focal loss
version has the highest F1 score 0.605, which is a relative 8.4% improvement
over the baseline ASR-based method.
4.4. Analysis
We further analyse the behavior of the proposed method.
For the APED task, we need to make a trade-off between FAR and FRR.
Meanwhile, as noted in [50], it is usually more unacceptable to take the correct
pronunciations as wrong ones (false reject) than to regard the mispronuncia-
tions as correct ones (false acceptance). We can observe from Table 5 that the
proposed methods all have a higher FAR and decreased FRR compared with
ASR-based models, which suggests our model obeys the former principle.
For the actual deployment, as the proficiency level of the target language
varies among different students, the trade-off between FAR and FRR should be
easy to adjust. Compared with ASR-based models, the proposed method can
simply change the threshold θ to control how strict the APED system is. We
further explore the effect of θ for different loss functions. The output probability
distribution and the metrics are shown in Figure 5. Compared with the F1
loss version, the BCE loss and the focal loss version have a more reasonably
distributed output. As a result, they have a wider range of FAR and FRR when
adjusting θ and can be a better choice for the actual deployment.
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Figure 5: Output probability distribution and the metrics for different θ parameter.
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Finally, we try to analyze the auxiliary ASR task. For the ASR-based Trans-
former, on the one hand, the encoder extracts the speech-related features as
memory; On the other hand, the decoder uses the attention mechanism to query
the corresponding weight of each memory for the input text. Thus, the attention
mechanism in the decoder will conduct an alignment between the text and the
corresponding speech. What will the proposed text-conditioned Transformer do
if the input text is not the canonical pronunciation but the target one? We plot
the attention map of the proposed method without or with the auxiliary ASR
task in Figure 6 to explore its behavior. For simplicity, we call these two models
as the simple version and the full version in the following discussion.
As shown in Figure 6, for the simple version, it still tries to align the speech
feature with the target phonemes for the shallow layers. As for deeper layers,
the alignment between the phonemes and the speech features becomes vague.
We conjecture that the training target causes this phenomenon. As for the
ASR task, the network has to predict the next phoneme exactly; However, for
the APED task, the network just needs to handle the error pattern for each
phoneme and outputs a binary state, which is an easier task. Under such a cosy
target, the deeper layers may not work hard to do the alignment, but choose to
focus on summarizing the error patterns. As pretraining on the ASR task can
be viewed as a sequential adaption[51], which performs as a regularization, it
can constrain the APED optimization minima. Meanwhile, as suggested in [52],
the adapted model does not deviate from the pretrained weights significantly.
Thus, based on the pretrained ASR weight, the model still has the ability to
distinguish different phonemes and match the input phonemes with the audio
features memory. This may be the reason that the simple version can still get
a satisfying improvement, as shown in Table 5. When the model is required to
conduct ASR task, namely, the full version, the attention maps appear to be
regular, which are similar to those Transformers that are applied for ASR tasks.
As a result, the full version generally performs better than the simple version.
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5. Conclusion
In this study, we propose a text-conditioned Transformer for automatic pro-
nunciation error detection. By conditioning the target phonemes as an extra
input, the Transformer can directly evaluate the relationship between the in-
put speech and the target phonemes. Thus, the error states are obtained in
a fully end-to-end manner. Meanwhile, unlike the conventional autoregressive
Transformer, the proposed method works in a feed-forward manner in both
the training and the inference stage. We conduct a number of experiments
to compare the performance of different methods and find that the proposed
text-conditioned Transformer can boost the F1 score of the APED task on the
L2-Arctic dataset. The proposed method has a more reasonable FAR and FRR,
and the degree of strictness can be easily adjusted by the threshold θ parameter.
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(a) Sample arctic a0052 by speaker YDCK, “IT WAS A CURIOUS COINCIDENCE”.
The OW phoneme in “COINCIDENCE” is pronounced to be AO by mistake.
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(b) Sample arctic a0129 by speaker ZHAA, “HER FACE WAS AGAINST HIS
BREAST”. The EY phoneme in “AGAINST” is pronounced to be EH by mistake.
Figure 6: Comparison between the simple version without ASR auxiliary task (left) and the
full version (right). When an error happens, the corresponding phoneme is marked as red.
The simple version tries to do the alignment only for the shallow layers, whereas the behavior
of the full version is more likely to the ASR-based Transformers.
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