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In this paper, we investigate the quadratic Hamiltonian systems with non-
Morsean point. It is proved that in this situation the cyclicity of the period annulus
under quadratic perturbations is equal to two.  2000 Academic Press
1. INTRODUCTION
Essential in many bifurcation problems is the study of the limit cycles
occuring in perturbations of Hamiltonian systems
{
x* =
H
y
+=X(x, y, =),
y* =&
H
x
+=Y(x, y, =),
(1.1)=
where X(x, y, =) and Y(x, y, =) are polynomials of x, y with coefficients
depending anallytically on the small parameter =, and the unperturbed
system (1.1)0 has at least one center surrounded by the compact connected
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component of real algebraic curve H(x, y)=h. This problem is reduced to
counting the number of zeros of the displacement function
d(h, =)==M1(h)+=2M2(h)+ } } } , (1.2)
where d(h, =) is defined on a section to the flow, which is parameterized by
the Hamiltonian value h. The zeros of the first nonvanishing Melnikov
function Mk(h) in (1.2) determine the limit cycles in (1.1)= emerging from
periodic orbits of the Hamiltonian system (1.1)0 .
Let us list here some results concerning the above mentioned questions
for quadratic vector fields, i.e., max[deg X(x, y, =), deg Y(x, y, =)]=2,
deg H(x, y)=3. It has been proved in [6] for perturbations of generic
quadratic Hamiltonian systems that, if M1(h) vanishes identically, then
(1.1)= is a Hamiltonian system. The papers [6, 8] show that two is the
maximum number of limit cycles of system (1.1)= , if, in addition, (1.1)0 has
three saddle points and one center. Some results concerned with certain
specific quadratic centers can be found in [2, 3, 4, 9, 13, 16, 17].
For the non-generic quadratic Hamiltonian vector fields, we must
compute the higher order Melnikov functions. It is well-known that the
non-generic cubic Hamiltonians with at least one center have the following
normal forms [10]:
H(x, y)=x[ y2+Ax2&3(A&1) x+3(A&2)], A # R, (1.3)
and
H(x, y)= y2&x3+x. (1.4)
We can classify the Hamiltonians (1.3) as follows [10]:
(1) saddle-loop: A # (&, &1) _ (2, +);
(2) hyperbolic segment: A # (&1, 0);
(3) elliptic segment: A # (0, 2);
(4) parabolic segment: A=0;
(5) triangle: A=&1;
(6) non-Morsean point: A=2.
The cyclicity of the period annulus of the non-generic quadratic
Hamiltonian systems with triangle has been studied by I. D. Iliev [11].
Many authors are interesting in this problem, e.g. J. P. Francoise,
E. Horozov, C. Li, Z. Zhang, H. Zoladeck, etc. In this paper, we investigate
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the number of limit cycles for small quadratic perturbations of quadratic
Hamiltonian systems with non-Morsean point, i.e.
{
x* =2xy+= \ :i+ j2 aij (=) x
iy j+ ,
y* =6x&6x2& y2+= \ :i+ j2 bij (=) x
iy j+ ,
(1.5)=
where aij (=) and bij (=) depend analytically on the small parameter =. It is
easy to see that the unperturbed system (1.5)0 has the first integral
H(x, y)=x( y2+2x2&3x)=h, (1.6)
and the period annulus 1h of (1.5)0 is an oval lying on the real algebraic
curves (1.6), h # (&1, 0). The origin (0, 0) is degenerate critical point of
system (1.5)0 . 10 and 1&1 correspond to the degenerate homoclinic loop
and the center (1, 0) of (1.5)0 respectively, see Fig. 1.1.
In the paper [10], I. D. Iliev gave the first four Melnikov functions for
degenerate quadratic Hamiltonian vector fields in the conditions that X(x, y, =)
and Y(x, y, =) do not depend on =. Recently, he improved this results and
proved the following conclusion (as a consequence of [12, Theorem 3]):
Lemma 1.1. For small =, the number of limit cycles in (1.5)= that emerge
from the period annulus of (1.5)0 is equal to the number of zeros in the
interval (&1, 0) of the function
J(h)=:J&1(h)+;J0(h)+#J1(h), (1.7)
where :, ; and # are arbitrary real constants,
Ji (h)=
1h
xiy dx, i=&1, 0, 1, (1.8)
and 1h is the compact component of H=h, defined by (1.6).
FIG. 1.1. Phase portrait of Hamiltonian system (1.5)0.
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Using this lemma, the initial problem is reduced to counting the number
of zeros of the Abelian integrals J(h). Therefore, we will prove that J(h) has
at most two zeros in the interval (&1, 0), which implies the following main
result of this paper:
Theorem 1.2. For small =, the maximum number of limit cycles in (1.5)=
which emerge from the period annulus is equal to two.
The paper is organized as follows. In Section 2, the asymptotic expan-
sions of J(h) near the endpoints of [&1, 0] are given. From the beginning
of Section 3, instead of estimating the number of zeros of J(h), we will
prove that J(h) has at most two inflection points, which implies the lowest
upper bound of the number of zeros of J(h) does not exceed 3. We first
derive the relations satisfied by Ji (h), which shows that 12h(h+1) J"(h)
can be denoted as a linear combination of J$&1 and J$0 with polynomial
coefficients. Qualitative analysis of the Riccati equation satisfied by
|=J$0J$&1 yields the monotonicity of |(h). In Section 4, using the fact
that g(h)=(12h(h+1) J"(h))J$&1(h) satisfies a Riccati equation, we obtain
that J(h) has at most three zeros. Finally, the main result of this paper is
proved in Section 5 by analysis of the properties of centriod curve.
2. THE ASYMPTOTIC BEHAVIOUR OF J(h ) NEAR
THE ENDPOINTS OF [&1, 0]
In this section, we shall describe the behaviour of J(h) near h=0 and
h=&1.
Lemma 2.1.
(i) Ji (&1)=0, J i$(h)>0, h # (&1, 0), i=&1, 0, 1.
(ii) J&1(0)=
3?
- 2
, J0(0)=
9?
8 - 2
, J1(0)=
27?
32 - 2
.
Proof. Since x>0 for (x, y) # int 1h and Ji (h)= int 1h x
i dx dy, h #
(&1, 0), we get the result (i). The conclusion (ii) is obtained by direct com-
putation.
Proposition 2.2. The integrals J&1(h), J0(h), and J1(h) satisfy the
PicardFuchs equation
(Ah+B) V$=CV, (2.1)
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which is equivalent to
J$&1 4h+3 1 &12 J&1
12h(h+1) \ J$0 +=\ h 8h+9 &12+\ J0 + , (2.2)J$1 h &h 12h J1
where
J&1 3 0 0
V=\ J0 + , A=\&3 12 0+ ,J1 0 &4 4
0 0 3 1 0 0
B=\0 0 9+ , C=\0 8 0+ .0 0 0 0 &3 4
Proof. The system (2.1) has already been derived in [10]. Solving
J$&1, J$0 and J$1 from (2.1), we get (2.2).
Proposition 2.3. (Behaviour near h=0 and h=&1)
(i) Near h=0, we have
J&1(h) 1+
7
360
h+ } } }
\ J0(h) +=C1 |h|14\ 130 h+ } } } +J1(h) 115 h+ } } }
1&
65
504
h+ } } }
+C2 |h|34 \ 6& 528 h+ } } } +& 5
21
h+ } } }
+
3?
32 - 2 \
32
+ . (2.3)129+323 h
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(ii) Ji (h), i=&1, 0, 1, is regular at h=&1 and
J&1(h)=J$0(&1)[(h+1)+ 101288 (h+1)
2+ 49945248832 (h+1)
3+ } } } ],
J0(h)=J$0(&1)[(h+1)+ 41288 (h+1)
2+ 14785248832 (h+1)
3+ } } } ], (2.4)
J1(h)=J$0(&1)[(h+1)+ 5288 (h+1)
2+ 1465248832 (h+1)
3+ } } } ].
Proof. (i) Consider the analytic continuation of Ji (h) from (&1, 0)
to the complex domain. Using analytic theory of ordinary differential
equations [5, 7], we have
J&1(h) 1+ 7360h+ } } }
\ J0(h) +=C 1h14 \ 130h+ } } } +J1(h) 115h+ } } }
1& 65504h+ } } } 32
+C 2 h34 \ 6& 528h+ } } } ++C3t \ 12 + .5
21h+ } } } 9+
32
3 h
where C i (i=&1, 0, 1) is complex constant, 0arg h<2?. Since Ji (h) is a
real-value function for h # (&1, 0), the imaginary part of Ji (h) must
equal zero, which implies that C 1=e&(14) ?iC1 , C 2=e&(34) ?iC2(where C1
and C2 are real contants). It follows from Lemma 2.1 that C 3=3?32 - 2.
Therefore, Ji (h) has the expansions (2.3).
(ii) Using the same arguments as in (i) and noting J&1(&1)=
J0(&1)=J1(&1)=0, one gets (2.4).
Corollary 2.4. (i) Near the value h=0 corresponding to degenerate
homoclinic loop, J(h) has the following asymptotic expansion:
J(h)=d0+d1 |h|14+d2 |h|34+ } } } , (2.5)
where
d0=
3?
32 - 2
(32:+12;+9#), d1=:C1 , d2=(:+6;) C2 .
(ii) The conditions d0=d1=d2=0 hold if and only if J(h)#0.
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Proof. (i) The expansion (2.5) follows from (1.7) and (2.3).
(ii) In Section 3, we will prove C1<0, C2<0, see Lemma 3.11.
Hence, the conditions d0=d1=d2=0 hold if and only if
32:+12;+9#=0,
{:=0,:+6;=0,
which is equivalent to :=;=#=0, i.e., J(h)#0.
Corollary 2.5. (i) J(h) has the following expansion near h=&1:
J(h)=J$0(&1)[b1(h+1)+b2(h+1)2+b3(h+1)3+ } } } ], (2.6)
where
b1=:+;+#,
b2= 1288 (101:+41;+5#),
b3= 1248832 (49945:+14785;+1465#).
(ii) The condition J(h)#0 holds if and only if b1=b2=b3=0.
Proof. Using the same arguments as in the proof of Proposition 2.4.
3. MONOTONICITY OF THE RATIO |(h )=J$0 J$&1
From this section, instead of estimating the number of zeros of J(h), we
will prove that J(h) has at most two inflection points, i.e., J"(h) has at most
two zeros in the interval (&1, 0). Since J(&1)=0, we conclude that the
lowest upper bound of the number of zeros of J(h) in (&1, 0) does not
exceed three. Before that we are going to derive the relations satisfied by
Ji (h), i=&1, 0, 1.
Lemma 3.1. The Abelian integrals J&1(h), J0(h), and J1(h) satisfy the
following equation
J"&1 &8h&9 1
12h(h+1) \ J"0 +=\ h &4h&3+ \J$&1J$0 + . (3.1)J"1 h &h
This shows that J i"(h) can be expressed as a combination of J$&1 and J$0 .
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Proof. Differentiating both sides of (2.1), we have
(Ah+B) V"=(C&A) V$, (3.2)
where
&2 0 0
C&A=\ 3 &4 0+ .0 1 0
Solving J"&1, J 0", and J 1" from (3.2), one gets (3.1).
Lemma 3.1 is crucial for our analysis. Indeed, by using it, we have
g(h) =
def
12h(h+1)
J"
J$&1
= f1(h)+ f2(h) |(h), (3.3)
where
f1(h)=(;+#&8:) h&9:,
f2(h)=(&4;&#) h&3;+:, (3.4)
|(h)=
J$0
J$&1
.
Since (3.3) shows that the zero of g(h) equals the zero of J"(h) in the inter-
val (&1, 0), we will estimate the number of zeros of g(h) instead of J"(h).
Corollary 3.3. The ratio |(h)=J$0 J$&1 satisfies the following Riccati
equation
12h(h+1) |$=&|2+(4h+6) |+h. (3.5)
Proof. The Eq. (3.5) follows from the first two equations of system (3.1).
Consider the system
{h4 =12h(h+1),|* =&|2+(4h+6) |+h. (3.6)
The zero isocline |\(h) of system (3.6) is determined by the algebraic
curve
&|2+(4h+6) |+h=0, (3.7)
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where
|+(h)=2h+3+- (4h+9)(h+1), (3.8)
|&(h)=2h+3&- (4h+9)(h+1). (3.9)
Obviously, (4h+9)(h+1)>0 for h # (&1, +).
Lemma 3.4.
(i) |+(&1)=|&(&1)=1, |+(0)=6, |&(0)=0.
(ii)
d|+(h)
dh }h=0=
25
6
,
d|&(h)
dh }h=0=&
1
6
,
lim
h  &1+
d|+(h)
dh
=+, lim
h  &1+
d|&(h)
dh
=&.
Proof. Direct computation.
Lemma 3.5. For h # (&1, 0), d|+(h)dh>0, d|&(h)dh<0.
Proof. Assume d|\(h)dh=0 at h=h , h # (&1, 0). Differentiating (3.7)
with respect h, we have
4|\(h )+1=0. (3.10)
Substituting (3.10) into (3.7), one gets &2516=0, which yields con-
tradiction. Hence, d|\(h)dh{0, h # (&1, 0). The results follows from
Lemma 3.4.
Proposition 3.6.
(i) |(0)=0, |(&1)=1.
(ii) |$(h)<0, 0<|(h)<1, h # (&1, 0).
Proof. It is known that |(h)=J$0 J$&1 is a trajectory of (3.6) in the
phase plane. The system (3.6) has three critical points: an unstable node at
O(0, 0), a saddle at D(0, 6) and a saddle-node at E(&1, 1).
In the expansion (2.3), if C1 {0, then
|(h)=
J$0
J$&1
=
18C2
C1
|h|12+o( |h|12)
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as h  0&, which implies limh  0& |(h)=0. On the other hand, if C1=0,
C2 {0, then
|(h)=
J$0
J$&1
=6+o(1)
as h  0+, which implies limh  0& |(h)=6. It follows from (2.4) that near
h=&1,
|(h)=1& 512(h+1)+o(h+1), (3.11)
which yields |(&1)=1, |$(&1)=& 512 . Therefore, the graph |(h)=
J$0 J$&1 is the trajectory of (3.6) starting from either the unstable node
O(0, 0) or the saddle D(0, 6) to the saddle-node E(&1, 1).
In the phase plane of (3.6), the region [(h, |) | &1h0] is divided
into three parts by the zeroclines |\(h) and the invariant lines h=&1,
h=0. Since d|+(h)dh>0, d|&(h)dh<0 and limh  &1+ (d|&(h)dh)<
|$(&1)<limh  &1+ (d|+(h)dh), the curve |(h) must stay in the region
[(h, |) | &1h0, |&(h)<|<|+(h)], which yields
|$(h)=
&(|(h)&|+(h))(|(h)&|&(h))
12h(h+1)
<0
for h # (&1, 0), see Fig. 3.1. Therefore, the graph of |(h) is the trajectory
of (3.6) passing through O(0, 0) and E(&1, 1), which implies |(0)=0,
0<|(h)<1, h # (&1, 0) and C1 {0 in (2.3).
Corollary 3.7. Suppose P(h)=J&1J0 , Q(h)=J1 J0 , then P$(h)>0,
Q$(h)<0, h # (&1, 0).
FIG. 3.1. Phase portrait of system (3.6).
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Proof. Assume J(h)=:J&1+J0 , then J(h)J0(h)=:P(h)+1. This
implies that P$(h){0 for h # (&1, 0) if and only if J(h) has at most one
zero for arbitrary real number :.
Since J$(h)=J$&1(:+|(h)), it follows from Proposition 3.6 that :+|(h)
has at most one zero, which shows that J(h) has at most one maximal or
minimal value. Noting J(&1)=0, we conclude that J(h) has at most one
zero in the interval (&1, 0) for arbitrary real number :, which is equivalent
to P$(h){0.
In the paper [14], the authors have proved that the Abelian integral
J(h)=+1 J0++2 J1 has at most one zero in the maximal interval of exist-
ence of 1h , where J i (h), i=0, 1 is defined as (1.8), 1h is an oval lying on
the algebraic curve H(x, y)=x( y2+F(x))=h, deg F(x)=2. This implies
Q$(h){0 for h # (&1, 0).
It follows from Proposition 2.3 that near h=&1,
P(h)=1+ 524 (h+1)+
2315
20736 (h+1)
2+ } } } , (3.12)
Q(h)=1& 18 (h+1)&
247
6912 (h+1)
2+ } } } , (3.13)
which yield P$(&1)= 524 , Q$(&1)=&
1
8 . By above discussions, we obtain
P$(h)>0, Q$(h)<0.
Corollary 3.7 asserts that J(h) has at most one zero for :=0. Hence, in
the rest of this section and the Section 4, we only consider the case :{0.
Without loss generality, suppose :=1 unless the opposite is claimed.
Corollary 3.8. (i) If (;+#+1)(3;+8)=0, then J"(h) has at most
one zero in the interval (&1,0).
(ii) If (;+#+1)(3;+8)(4;+#){0, then h=h*=(&3;+1)
(4;+#) is not a zero of J"(h).
(iii) If 4;+#=&3;+1=0, then g(h)=&9(h+1).
Proof. (i) If ;+#+1=0, then g(h)=(h+1)[&9+(&3;+1) |],
where g(h) is defined as in (3.3) with :=1. Since h+1>0 and |$(h)<0
for h # (&1, 0), we obtain that g(h) (i.e., J"(h)) has at most one zero in the
interval (&1, 0).
If ;=&83 , then g(h)=[(#&
32
3 ) h&9](1&|). Noticing 0<|<1,
h # (&1, 0), g(h) (i.e. J"(h)) has at most one zero at h=27(3#&32).
(ii) The result (ii) follows from
g(h*)= f1(h*)=&
(3;+8)(;+#+1)
4;+#
{0.
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(iii) Direct computation.
Rewrite (3.3) in the form
g(h)= f2(h) r(h), (3.14)
where
r(h)= f (h)+|(h), f (h)=
f1(h)
f2(h)
=
(;+#&8) h&9
(&4;&#)(h&h*)
.
By Corollary 3.8(ii) and (3.14), in the case (;+#+1)(3;+8)(4;+#)
{0, we might estimate the number of zeros of r(h) instead of J"(h).
Corollary 3.9. If (3;+8)(;+#+1)>0, 4;+#{0, then J"(h) has at
most two zeros in the interval (&1, 0).
Proof. Since |$(h)<0 and f $(h)=&((3;+8)(;+#+1))f 22(h)<0,
h{h*, we have r$(h)<0. Noting that h* might belong to the interval
(&1, 0), the result follows from (3.14) and Corollary 3.8(ii).
Corollary 3.10. If &83<;<
1
3 , ;+#+1<0, 4;+#<0, then J"(h)
has no zero in the interval (h*, 0).
Proof. In this case, &1<h*<0 and f $(h)>0. Since limh  (h*)+
f (h)=&, f (0)=9(3;&1)<&1, we have &< f (h)<&1, h # (h*, 0).
It follows from Proposition 3.6 that r(h)= f (h)+|(h)<0, which yields the
result.
We end this section by the following lemma:
Lemma 3.11. In the expansion (2.3), C1<0, C2<0.
Proof. It follows from Proposition 2.3 that near h=0,
P(h)=
8
3
+
8 - 2 C1
9?
|h|14&
40 - 2 C2
3?
|h|34+ } } } , (3.15)
Q(h)=
3
4
&
4 - 2 C2
?
|h|34+
128 - 2
27?
h+ } } } . (3.16)
We have proved C1 {0 in the proof of Corollary 3.6. It follows from
Corollary 3.7 that P$(h)=&((2 - 2 C1)9?) |h|&34+ } } } >0 as h  0&,
which implies C1<0.
If C2=0, then Q$(h)=(128 - 2)27?+ } } } >0 near h=0, which con-
tradicts the result proved in Corollary 3.7. Therefore, C2 {0. Using
Corollary 3.7 and (3.16) again, we have Q$(h)=((3 - 2)?) C2 |h|&14+
} } } <0, which yields C2<0.
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4. RICCATI EQUATION
Lemma 4.1. The ratio g(h) satisfies the following Riccati equation
12h(h+1) f2(h) g$=&g2+R1(h) g+R2(h), (4.1)
where g(h), f1(h), and f2(h) are defined in (3.3), (3.4) with :=1, and
R1(h)=12h(h+1) f $2(h)+2f1(h)+(4h+6) f2(h),
R2(h)=12h(h+1)( f $1(h) f2(h)& f1(h) f $2(h))& f 21(h)&(4h+6) f1(h) f2(h)
+hf 22(h). (4.2)
Obviously, R1(h) and R2(h) are polynomials of h with degree 2 and 3
respectively, R1(&1)=R2(&1)=0.
Proof. Substituting |=( g& f1 )f2 into (3.5), we get (4.1).
Proposition 4.2. If one of the following conditions holds, then J"(h) has
at most two zeros in the interval (&1, 0):
(i) 41;+5#+101=0, (3;+8)(;+#+1)<0, 4;+#{0,
(ii) 4;+#=0, &3;+1{0.
(iii) &3;+1=0, ;+#+1<0.
Proof. (i) Asumme &1<h*<0, which is equivalent to &83<;<
1
3 ,
;+#+1<0, 4;+#<0. Since Corollary 3.10 shows that J"(h){0 for
h # (h*, 0), we only consider the interval (&1, h*).
If h 1 , h 2 are two consecutive zeros of g(h) in (&1, h*), then
12hi
t
( hi
t
+1) f2( h i
t
) g$( h i
t
)=R2( hi
t
), i=1, 2.
Noting g$(h1
t
) g$(h2
t
)0, we have R2(h 1) R2(h 2)0. This implies that
between any two consecutive zeros of g(h) in (&1, h*), there must exist
one zero of R2(h). Since
R2(h)=(;+#+1)(41;+5#+101)(h+1)
+[&(3;+8)2&2(;+#+1)(32;+5#+32)](h+1)2
+[(4;+#)(;+#&8)+(4;+#)2](h+1)3, (4.3)
which yields R2(&1)=R$2(&1)=0 when the condition 41;+5#+101=0
holds. Hence, R2(h) has at most one zero in the interval (&1, h*). This
implies that g(h) (i.e., J"(h)) has at most two zeros.
In the case h*&1 or h*>0, using the same arguments as above, one
gets the results.
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(ii) If 4;+#=0, then (4.3) yields that R2(h) is a polynomial of h
with degree two and R2(&1)=0, which implies R2(h) has at most one zero
in the interval (&1, 0). Using the same arguments as in the proof of (i), we
obtain the result.
(iii) If &3;+1=0, ;+#+1<0, then h*=0, ;+#+1=4;+#=
#+ 43<0, which implies (4;+#)(;+#&8)+(4;+#)
2>0. By (4.3), we
have limh  + R2(h)=+. Since the formula (4.2) asserts R2(0)=
&f 21(0)<0, there must exist at least one zero of R2(h) in the interval
(0, +). Noting deg R2(h)=3 and R2(&1)=0, we conclude that at most
one zero of R2(h) belongs to (&1, 0). Using the same arguments as in (i),
the result follows.
Considering h as a new variable, we change (4.1) into the 2-dimensional
system
{h4 =12h(h+1) f2(h),g* = & g2+R1(h) g+R2(h). (4.4)
Obviously, the curve g(h)=12h(h+1)(J"(h)J$&1(h)) is a trajectory of the
system (4.4).
Lemma 4.3. If 4;+#{0, then the system (4.4) has five critical points in
the phase plane: D(0, &9), E(0, &3(6;+1)), F(h*, f1(h*)), G(h*, g2*) and
M(&1, 0), where h* is defined in Corollary 3.8, and
f1(h*)=&
(3;+8)(;+#+1)
4;+#
, g2*=&
(;+#+1)(&33;+20)
4;+#
.
(i) If ;> 13 (resp. ;<
1
3), then the critical point D(0, &9) is a stable
(resp. an unstable) node.
(ii) If ;{ 13 , then E(0, &3(6;+1)) is a saddle point.
(iii) If (&3;+1)(;+#+1)(4;+#)>0, then F(h*, f1(h*)) is a stable
node and g2*< f1(h*). If (&3;+1)(;+#+1)(4;+#)<0, then F is an
unstable node and g2*> f1(h*).
(iv) In the case (&3;+1)(;+#+1)(4;+#){0, G(h*, g2*) is a
saddle of (4.4).
(v) The critical point M(&1, 0) is a saddle-node point of system (4.4).
(vi) If 4;+#{0, then the system (4.4) has three invariant straight
lines h=&1, h=h* and h=0.
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Lemma 4.4. (i) In the phase plane of (4.4), if &1<h*=(&3;+1)
(4;+#)<0, then the curve g(h) passes through the critical points M, F
and D.
(ii) If h*  (&1, 0) then the curve g(h) is the trajectories of (4.4)
passing through the critical points M and D.
(iii) g$(&1)=& 112 (41;+5#+101), which shows that the line l : g=
& 112 (41;+5#+101)(h+1) is tangent to the curve g(h) at the critical point
M(&1, 0).
Proof. Since
g(h)= f1(h)+ f2(h) |(h),
it follows from Proposition 3.6, (3.4), and (3.11) that
g(&1)=0,
g(h*)= f1(h*),
g(0)=&9,
g$(&1)=& 112 (41;+5#+101),
which implies the results.
Since the zero of g(h) is equal to the zero of J"(h), in what follows we
are going to estimate the number of zeros of g(h) instead of J"(h). It
follows from (4.4) that
g* |g=0=R2(h),
which implies that the trajectories of system (4.4) contact h-axis at most
two points except (&1, 0), cf. Lemma 4.1. On the other hand, the abscissa
of intersection point of the curve g(h) and h-axis is the zero of g(h). We will
use these facts and the system (4.4) to estimate the upper bound of the
number of zeros of J"(h).
Denote
S=[(;, #) | (;, #) # R2].
We classify S as follows:
S1=[(;, #) | (3;+8)(;+#+1)0, 4;+#{0],
S2=[(;, #) | &3;+1=0, ;+#+1<0],
S3=[(;, #) | 41;+5#+101=0, 4;+#{0, (3;+8)(;+#+1)<0],
S4=[(;, #) | & 83<;<
1
3 , 4;+#<0, ;+#+1<0, 41;+5#+101{0],
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S5=[(;, #) | ;> 13 , 4;+#<0, ;+#+1<0, 41;+5#+101{0],
S6=[(;, #) | ;> 13 , 4;+#>0, ;+#+1<0, 41;+5#+101{0],
S7=[(;, #) | ;<& 83 , 4;+#>0, ;+#+1>0, 41;+5#+101{0],
S8=[(;, #) | ;<& 83 , 4;+#<0, ;+#+1>0, 41;+5#+101{0]
S9=[(;, #) | 4;+#=0].
For the cases (;, #) # S1 _ S2 _ S3 _ S9 , we have discussed them in
Corollary 3.8, Corollary 3.9 and Proposition 4.2. In the following we are
going to study the other cases.
Proposition 4.5. If (;, #) # S4 , then J"(h) has at most one zero in the
interval (&1, 0).
Proof. We will use the system (4.4) to prove this proposition. If
(;, #) # S4 , then &1<h*<0, g2*< f1(h*)<0, the curve g(h) consists of
DF

and MF

, where DF

and MF

are trajectories of (4.4) in the phase
plane. By Corollary 3.10, DF

does not intersect h-axis in the interval
(h*, 0). We only need to consider how many times MF

intersects h-axis.
Case (i) Assume 41;+5#+101>0. In this case, the critical points G
and F are at lower half-plane. We can determine the directions of three
invariant lines by Lemma 4.3, which shows R2(h*)<0, R2(&1)=0. On the
other hand, since (4;+#)(;+#&8)+(4;+#)2>0 and deg R2(h)=3 for
(;, #) # S4 , the formula (4.3) implies limh  + R2(h)=+. Therefore,
there must exist at least one zero of R2(h) in the interval (h*, +). Notic-
ing R2(&1)=0, we obtain that at most one zero of R2(h) belongs to the
interval (&1, h*).
Using (4.3) again, one gets that sign R2(h)=sign(41;+5#+101)
(;+#+1)=&1 for |h+1|<<1, h>&1. Since R2(h*)<0, this implies
that the number of zeros of R2(h) in (&1, h*) is an even number. We have
proved that R2(h) has at most one zero in (&1, h*), which yields R2(h)<0
for h # (&1, h*), i.e, the trajectories of the system (4.4) cross h-axis from
the upper half-plane to the lower for h # (&1, h*). Since MF

is the trajec-
tory starting from the saddle-node M to the stable node F and contacts the
line: l : g=& 112 (41;+5#+101)(h+1) at M, it does not intersect h-axis in
(&1, h*), see Fig. 4.1(a). Hence, g(h) (i.e., J"(h)) has no zero in the interval
(&1, 0).
Case (ii) Asumme 41;+5#+101<0. In this case, R2(h)>0 for
|h+1|<<1, h> &1, which implies that there must exist an unique zero of
R2(h) in (&1, h*). Using the same arguments as in the case (i), we obtain
that DF

must intersect h-axis only once, see Fig. 4.1(b). The result follows.
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FIG. 4.1. How many times does the trajectory g(h) intersect h-axis? (a) the case
41;+5#+101>0. (b) the case 41;+5#+101<0.
Using the same arguments as in the proof of Proposition 4.5 and noting
h*  (&1, 0) for (;, #) # S5 _ S6 _ S7 _ S8 , we have the following results:
Proposition 4.6. (i) If (;, #) # S5 , then J"(h) has at most one zero in
the interval (&1, 0).
(ii) If (;, #) # S6 _ S7 _ S8 , then J"(h) has at most two zeros in
(&1, 0).
Theorem 4.7. The Abelian integral J(h), defined by (1.7), has at most
three zeros in (&1, 0) (counted with their multiplicities).
Proof. If :=0, then Corollary 3.7 asserts that J(h) has at most one zero.
Asumme :{0. Without loss generality, suppose :=1. In what follows
we are going to prove the following assertions hold:
Assertion 1. J"(h) has at most two zeros in the interval (&1, 0) for
(;, #) # S (counted with their multiplicities). Since J(&1)=0, this implies
that J(h) has at most three zeros in (&1, 0).
This assertion follows from Corollary 3.83.9, Proposition 4.2 and
Proposition 4.54.6.
Assertion 2. The multiplicity of zero of J(h) is at most 3. If h=h0 is the
zero with multiplicity 3, then it must be an unique zero of J(h).
Otherwise, suppose the multiplicity of the zero h=h0 is greater than 3,
i.e., J(h0)=J$(h0)=J"(h0)=J$$$(h0)=0. By Assertion 1, J"(h) has at most
two zeros (counted with their multiplicities), which implies J (4)(h0){0.
Since J(h0)=J(&1)=0, there must exist h1 # (&1, h0) satisfying J$(h1)=0.
Noting J$(h1)=J$(h0)=0, we conclude that J"(h) has another zero belong-
ing to the interval (h1 , h0) by using Rolle’s mean-value theorem. Therefore,
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J"(h) has at least two zeros: one is multiplicity 2 and another is at least
multiplicity 1. This contradicts Assertion 1.
Now suppose that h=h0 is the zero of J(h) with multiplicity 3, i.e.
J(h0)=J$(h0)=J"(h0)=0, J$$$(h0){0. If J(h) has another zero h=h1 ,
h1 {h0 , then J"(h) has at least three zeros including h=h0 by using the
same arguments as above, which contradicts Assertion 1. Therefore, J(h)
has only one triple zero.
Assertion 3. If h=h0 is the zero of J(h) with multiplicity 2, then
another zero h=h1 (if there exists) must be simple.
Otherwise, suppose J(h1)=J$(h1)=0, h0<h1 . Since J(&1)=J(h0)=
J(h1)=0, there must exists h2 # (&1, h0) and h3 # (h0 , h1) such that
J$(h2)=J$(h3)=0. Noting J$(h0)=J$(h1)=0 and using Rolle’s mean-value
theorem again, we conclude J"(h) has at least three zeros belonging to the
open intervals (h2 , h0), (h0 , h3), and (h3 , h1) respectively, which contradicts
Assertion 1. In the case h0>h1 , we can get the result by using the same
argument as above.
Summing up above discussions, one gets the conclusion.
5. PROOF OF THE MAIN RESULTS
Definition 5.1 [8]. In the PQ-plane, the curve
0=[(P, Q) | P=P(h), Q=Q(h), h # [&1, 0]] (5.1)
is called the centriod curve, where P(h) and Q(h) are defined as in
Corollary 3.7.
Obviously, the intersection point of the line L : :P+;+#Q=0 with 0
corresponds to the zero of J(h), see Proposition 5.2 for the details. This fact
reduce the proof of Theorem 1.2 to showing that each line L intersects the
centriod curve 0 in at most two points.
In Corollary 3.7, we have proved P$(h)>0. Therefore, 0 can be denoted
as Q=Q(h&1(P)), where h&1(P) is the inverse function of P=P(h). It
follows from (3.12), (3.13), (3.15), and (3.16) that (P(&1), Q(&1))=
(1, 1), (P(0), Q(0))=( 83 ,
3
4).
Denoted by Lc and Ls the tangents to 0 at the endpoints (1, 1) and
( 83 ,
3
4) respectively. In the rest of this section, we suppose :
2+;2+#2{0
unless the oppsite is claimed.
As in the paper [8], we have
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Proposition 5.2. Assume h0 # (&1, 0).
(i) The condition J(h0)=0 holds if and only if L passes through
(P(h0), Q(h0)).
(ii) The conditions J(h0)=J$(h0)=0 hold if and only if L is tangent
to 0 at (P(h0), Q(h0)).
(iii) If J(h0)=J$(h0)=0, then J"(h0)=0 holds if and only if
P$(h0) Q"(h0)&P"(h0) Q$(h0)=0.
Proof. (i) The result (i) follows from (1.7).
(ii) The equation of tangent line to 0 at (P(h0), Q(h0)) is
Q$(h0) P&P$(h0) Q+Q(h0) P$(h0)&Q$(h0) P(h0)=0. (5.2)
It follows from (1.7) that J(h0)=J$(h0)=0 hold if and only if
{:P(h0)+;+#Q(h0)=0,:P$(h0)+#Q$(h0)=0, (5.3)
which is equivalent to
:=&
#Q$(h0)
P$(h0)
, ;=
Q$(h0) P(h0)&P$(h0) Q(h0)
P$(h0)
#. (5.4)
Substituting (5.4) into the equation of L, we get (5.2), which implies L is
tangent to 0 at (P(h0), Q(h0)).
(iii) The conditions J(h0)=J$(h0)=J"(h0)=0 hold if and only if
:P(h0)+;+#Q(h0)=0,
{:P$(h0)+#Q$(h0)=0,:P"(h0)+#Q"(h0)=0,
which yields (iii).
Proposition 5.3. (i) The equation of Lc is
3P+5Q&8=0. (5.5)
(ii) The condition b1=0 holds if and only if L passes through (1, 1).
(iii) The conditions b1=b2=0 hold if and only if L=Lc , where b1 and
b2 are defined in Corollary 2.5.
Proof. (i) The formulas (3.12) and (3.13) imply dQdP | (1, 1)=&35 .
Hence, the equation of Lc is (5.5).
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(ii) It follows from Corollary 2.5 that b1=0 holds if and only if
:+;+#=0, i.e., L passes through (1, 1).
(iii) By Corollary 2.5, the condition b1=b2=0 holds if and only if
{:+;+#=0,101:+41;+5#=0,
which implies := 35#, ;=&
8
3#. Substituting :, ; into the equation of L, we
get L : 35P&
8
5+Q=0, which shows L=Lc .
Proposition 5.4. (i) The equation of Ls is Q= 34 .
(ii) The condition d0=0 holds if and only if L passes through ( 83 ,
3
4).
(iii) The conditions d0=d1=0 hold if and only if L=Ls , where d0 and
d1 are defined as in Corollary 2.4.
Proof. Using the same arguments as in the proof of Proposition 5.3.
Lemma 5.5. Lc and Ls don’t intersect 0 except (1, 1) and ( 83 ,
3
4)
respectively.
Proof. Since Lc is the tangent to 0 at (1, 1), it follows from Proposition 5.3
that
{b1=:+;+#=0b2=101:+41;+5#=0. (5.6)
If :=0, then ;=#=0, which contradicts the assumption.
Assume :{0. Without loss generality, suppose :=1. Solving ;, # from
(5.6), one gets ;=&83 , #=
5
3 , which yields g(h)=9(h+1)(|(h)&1). By
Proposition 3.6, we have g(h)<0, i.e., J(h) has no inflection point in the
interval (&1, 0). Since Corollary 2.5 shows that the curve J(h) contacts
h-axis at the point (&1, 0) in the hJ plane for this case, we conclude that
J(h) does not intersect h-axis in the interval (&1, 0), i.e., J(h) has no zero
in (&1, 0). Hence, Lc does not intersect 0 except the endpoint (1, 1),
cf. Proposition 5.2.
Since Q$(h)<0, we have Q(h) 34 , which implies Ls does not intersect 0
except ( 83 ,
3
4).
Lemma 5.6. Lcs does not intersect 0 except (1, 1) and ( 83 ,
3
4), where Lcs
is the line passing through both (1, 1) and ( 83 ,
3
4).
Proof. By Corollary 2.42.5 and Proposition 5.35.4, Lcs passes through
both (1, 1) and ( 83 ,
3
4) if and only if
:+;+#=0, 32:+12;+9#=0. (5.7)
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If :=0, then ;=#=0, which contradicts the assumption.
Assume :{0. Without loss generality, suppose :=1. In this case, if Lcs
intersects 0 in at least one point (P(h1), Q(h1)), h1 # (&1, 0), then it
follows from Proposition 5.2 and (5.7) that J(&1)=J(h1)=J(0)=0. Using
same arguments as in the proof Theorem 4.7, we conclude that J"(h) has
at least two zeros in the interval (&1, 0), which contradicts the assertion
proved in Corollary 3.8(i).
Lemma 5.7. The centriod curve 0 is convex near the endpoints (1, 1)
and ( 83 ,
3
4).
Proof. It follows from (3.15), (3.16) and Lemma 3.11 that
Q"(h) P$(h)&Q$(h) P"(h)=
2C1C2
3?2
h&2+ } } } >0.
Since
d 2Q
dP2
=
Q"(h) P$(h)&Q$(h) P"(h)
(P$(h))3
and P$(h)>0, we have d 2QdP2>0 as h  0&. Therefore, 0 is convex near
the endpoints ( 83 ,
3
4).
Using the same arguments as above, we conclude that 0 is convex
near (1, 1).
It follows from Lemma 5.55.7 that
Proposition 5.8. The centriod curve 0 is entirely placed in the triangle
formed by Lc , Ls , and Lcs , see Fig. 5.1.
FIG. 5.1. 0 is entirely placed in the triangle.
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Using Theorem 4.7 and Proposition 5.2, we have
Lemma 5.9. If L does not pass through (1, 1) or ( 83 ,
3
4), then L intersects
0 in at most three points (counted with their multiplicities).
Lemma 5.10. Each line L intersects 0 in at most two points (counted
with their multiplicities).
Proof. If :=0, then the result follows from Corollary 3.7 or the
paper [14].
Assume :{0. Without loss generality, suppose :=1. In what follows we
will prove the following assertions hold:
Assertion 1. Each line L, passing through (1, 1) or ( 83 ,
3
4), intersects 0
in at most two points.
For the case L=Lc , Ls or Lcs , we have proved the conclusions in
Lemma 5.55.6. Asumme that L pass through (1, 1), L{Lc , L{Ls .
Proposition 5.3 asserts b1=0, i.e., the curve J(h) contacts h-axis at (&1, 0)
and J(&1)=0. On the other hand, it follows from Corollary 3.8 that the
curve J(h) has at most one inflection point in the hJ plane. These facts
imply J(h) has at most one zero in (&1, 0), which yields that L intersects
0 in at most two zeros including (1, 1).
Suppose now that L is a line through ( 83 ,
3
4), L{Lc , L{Ls , which has
another commom point M , M {(1, 1), M {( 83 ,
3
4). Obviously, the points of
0 near (1, 1) and those near ( 83 ,
3
4) lie on different sides of L, which implies
that either L has no other common point with 0 than ( 83 ,
3
4) and M (M is
simple), or the total number of intersection points is at least three except
( 83 ,
3
4), see Fig. 5.2.
FIG. 5.2. Possible graph of 0.
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In the following we are going to show the latter case is impossible. Sup-
pose L intersects 0 in three points. In the proof of Theorem 4.7, we have
proved J(h) has at most two inflection points. Since Corollary 2.5 and
Corollary 5.4 assert J(&1)=J(0)=0 in this case, we conclude that J(h)
has at most two zeros in (&1, 0) by using the same arguments as in the
proof of Theorem 4.7, i.e., L intersects 0 in at most two points except
( 83 ,
3
4), which yields contradiction.
Assertion 2. Each tangent L(h), h # (&1, 0), to 0 at the point
(P(h), Q(h)), has exactly one common double point with 0 (the point of
tangency).
Indeed, starting from ( 83 ,
3
4), Suppose M0(P(h0), Q(h0)), h0 # (&1, 0) is
the first point for which L(h0) has another common point M1(P(h1),
Q(h1)) with 0, h1 {h0 . By Assertion 1, M1 does not coincide with ( 83 ,
3
4)
and (1, 1). The choice of M1 being the first such point implies that L(h0)
is tangent to 0 also at M1 (see Fig. 5.3), which contradicts Lemma 5.9.
Consequently, there is no h1 # [&1, 0], for which L(h0) has another com-
mon point with 0 except the tangency point. To prove that is a double
intersection point, assume the contrary. Then by Lemma 5.9, the point
(P(h0), Q(h0)) is a triple point of intersection. Proposition 5.2 asserts
J(h0)=J$(h0)=J"(h0)=0. Slightly moving the tangent L(h0), we find
suitable h1 , h2 near h0 satisfying J(h1)=J$(h1)=0, J(h2)=0. It follows
from Proposition 5.2 that L(h1) is tangent to 0 at (P(h1), Q(h1)), which
intersects 0 in another point (P(h2), Q(h2). This contradicts the fact proved
above.
Assertion 3. If L is not the tangent to 0 at any point and does not pass
through the endpoints of 0, then L intersects 0 in at most two simple
points.
FIG. 5.3. L(h0) is tangent to 0 at M0 and M1 .
221CYCLICITY OF QUADRATIC SYSTEMS
By Assertion 2, 0 is entirely placed on the same side of its tangents,
otherwise there must exists the line L which intersects 0 in a triple point.
Since 0 is convex near its endpoints, we conclude that 0 is strictly convex
for h # (&1, 0). Therefore, L intersects 0 in at most two points.
Assertion 13 yield the result of this lemma.
Proof of Theorem 1.2. By Lemma 5.10 and Proposition 5.2, J(h) has at
most two zeros in the interval (&1, 0). Theorem 1.2 follows from Lemma 1.1.
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