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PACKING AND PARTITIONING ORBITOPES
VOLKER KAIBEL AND MARC E. PFETSCH
Abstrat. We introdue orbitopes as the onvex hulls of 0/1-matries
that are lexiographially maximal subjet to a group ating on the
olumns. Speial ases are paking and partitioning orbitopes, whih
arise from restritions to matries with at most or exatly one 1-entry
in eah row, respetively. The goal of investigating these polytopes is to
gain insight into ways of breaking ertain symmetries in integer programs
by adding onstraints, e.g., for a well-known formulation of the graph
oloring problem.
We provide a thorough polyhedral investigation of paking and parti-
tioning orbitopes for the ases in whih the group ating on the olumns
is the yli group or the symmetri group. Our main results are om-
plete linear inequality desriptions of these polytopes by faet-dening
inequalities. For the yli group ase, the desriptions turn out to be
totally unimodular, while for the symmetri group ase, both the de-
sription and the proof are more involved. The assoiated separation
problems an be solved in linear time.
1. Introdution
Symmetries are ubiquitous in disrete mathematis and geometry. They
are often responsible for the tratability of algorithmi problems and for the
beauty of both the investigated strutures and the developed methods. It
is ommon knowledge, however, that the presene of symmetries in integer
programs may severely harm the ability to solve them. The reasons for this
are twofold. First, the use of branh-and-bound methods usually leads to an
unneessarily large searh tree, beause equivalent solutions are found again
and again. Seond, the quality of LP relaxations of suh programs typially
is extremely poor.
A lassial approah to break suh symmetries is to add onstraints
that ut o equivalent opies of solutions, in hope to resolve these problems.
There are numerous examples of this in the literature; we will give a few
referenes for the speial ase of graph oloring below. Another approah
was developed by Margot [11, 12℄. He studies a branh-and-ut method that
ensures to investigate only one representative of eah lass of equivalent solu-
tions by employing methods from omputational group theory. Furthermore,
the symmetries are also used to devise utting planes. Methods for symme-
try breaking in the ontext of onstraint programming have been developed,
for instane, by Fahle, Shamberger, and Sellmann [7℄ and Puget [16℄.
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The main goal of this paper is to start an investigation of the polytopes
that are assoiated with ertain symmetry breaking inequalities. In order to
larify the bakground, we rst disuss the example of a well-known integer
programming (IP) formulation for the graph oloring problem.
Let G = (V,E) be a loopless undireted graph without isolated nodes.
A (vertex) oloring of G using at most C olors is an assignment of olors
{1, . . . , C} to the nodes suh that no two adjaent nodes reeive the same
olor. The graph oloring problem is to nd a vertex oloring with as few
olors as possible. This is one of the lassial NP-hard problems [9℄. It is
widely believed to be among the hardest problems in ombinatorial opti-
mization. In the following lassial IP formulation, V = {1, . . . , n} are the
nodes of G and C is some upper bound on the number of olors needed.
min
C∑
j=1
yj
xij + xkj ≤ yj {i, k} ∈ E, j ∈ {1, . . . , C} (i)
C∑
j=1
xij = 1 i ∈ V (ii)
xij ∈ {0, 1} i ∈ V, j ∈ {1, . . . , C} (iii)
yj ∈ {0, 1} j ∈ {1, . . . , C} (iv)
(1)
In this model, variable xij is 1 if and only if olor j is assigned to node i and
variable yj is 1 if olor j is used. Constraints (i) ensure that olor j is assigned
to at most one of the two adjaent nodes i and k; it also enfores that yj
is 1 if olor j is used, beause there are no isolated nodes. Constraints (ii)
guarantee that eah node reeives exatly one olor.
It is well known that this formulation exhibits symmetry: Given a solution
(x, y), any permutation of the olors, i.e., the olumns of x (viewed as an
n× C-matrix) and the omponents of y, results in a valid solution with the
same objetive funtion value. Viewed abstratly, the symmetri group of
order C ats on the solutions (x, y) (by permuting the olumns of x and the
omponents of y) in suh a way that the objetive funtion is onstant along
every orbit of the group ation. Eah orbit orresponds to a symmetry lass
of feasible olorings of the graph. Note that symmetry here always refers
to the symmetry of permuting olors, not to symmetries of the graph.
The weakness of the LP-bound mentioned above is due to the fat that
the point (x⋆, y⋆) with x⋆ij = 1/C and y
⋆
j = 2/C is feasible for the LP
relaxation with objetive funtion value 2. The symmetry is responsible
for the feasibility of (x⋆, y⋆), sine x⋆ is the baryenter of the orbit of an
arbitrary x ∈ {0, 1}n×C satisfying (ii) in (1).
It turned out that the symmetries make the above IP-formulation for the
graph oloring problem diult to solve. One solution is to develop dier-
ent formulations for the graph oloring problem. This line has been pursued,
e.g., by Mehrotra and Trik [13℄, who devised a olumn generation approah.
See Figueiredo, Barbosa, Maulan, and de Souza [8℄ and Cornaz [5℄ for al-
ternative models.
Another solution is to enhane the IP-model by additional inequalities that
ut o as large parts of the orbits as possible, keeping at least one element of
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eah orbit in the feasible region. Méndez-Díaz and Zabala [15℄ showed that a
branh-and-ut algorithm using this kind of symmetry breaking inequalities
performs well in pratie. The polytope orresponding to (1) was investi-
gated by Campêlo, Corrêa, and Frota [3℄ and Coll, Mareno, Méndez-Díaz,
and Zabala [4℄. Ramani, Aloul, Markov, and Sakallah [17℄ studied symme-
try breaking in onnetion with SAT-solving tehniques to solve the graph
oloring problem.
The strongest symmetry breaking onstraints that Méndez-Díaz and Za-
bala [14, 15℄ introdued are the inequalities
xij −
i−1∑
k=1
xk,j−1 ≤ 0, for all i and j ≥ 2. (2)
From eah orbit, they ut o all points exept for one representative that
is the maximal point in the orbit with respet to a lexiographi ordering.
A solution (x, y) of the above IP-model is suh a representative if and only
if the olumns of x are in dereasing lexiographi order. We introdue a
generalization and strengthening of Inequalities (2) in Setion 4.1.
Breaking symmetries by adding inequalities like (2) does not depend on the
speial struture of the graph oloring problem. These inequalities single out
the lexiographi maximal representative from eah orbit (with respet to the
symmetri group ating on the olumns) of the whole set of all 0/1-matries
with exatly one 1-entry per row. The goal of this paper is to investigate
the struture of general symmetry breaking polytopes like the onvex hull
of these representatives. We all these polytopes orbitopes. The idea is that
general knowledge on orbitopes (i.e., valid inequalities) an be utilized for
dierent symmetri IPs in order to address both the diulties arising from
the many equivalent solutions and from the poor LP-bounds. In partiular
with respet to the seond goal, for onrete appliations it will be desirable
to ombine the general knowledge on orbitopes with onrete polyhedral
knowledge on the problem under investigation in oder to derive strengthened
inequalities. For the example of graph oloring, we indiate that (and how)
this an be done in Setion 5. Figure 1 illustrates the geometri situation.
The ase of a symmetri group ating on the olumns is quite important.
It does not only appear in IP-formulations for the graph oloring problem,
but also in many other ontexts like, e.g., blok partitioning of matries [1℄,
k-partitioning in the ontext of frequeny assignment [6℄, or line-planning
in publi transport [2℄. However, other groups are interesting as well. For
instane, in the ontext of timetabling in publi transport systems [19℄, yli
groups play an important role.
We thus propose to study dierent types of orbitopes, depending on the
group ating on the olumns of the variable-matrix and on further restritions
like the number of 1-entries per row being exatly one (partitioning), at most
one (paking), at least one (overing), or arbitrary (full).
The main results of this paper are omplete and irredundant linear de-
sriptions of paking and partitioning orbitopes for both the symmetri group
and for the yli group ating on the olumns of the variable-matrix. We
also provide (linear time) separation algorithms for the orresponding sets of
inequalities. While this work lays the theoretial foundations on orbitopes,
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Figure 1: Breaking symmetries by orbitopes. The left gure illustrates an orbitope, i.e.,
the onvex hull of the representatives of a large system of orbits. For a onrete problem,
like graph oloring, only a subset of the orbits are feasible (the dark orbits). Combining
a (symmetri) IP-formulation for the onrete problem with the orbitope removes the
symmetry from the formulation (right gure).
a thorough omputational investigation of the pratial usefulness of the re-
sults will be the subjet of further studies (see also the remarks in Setion 5).
The outline of the paper is as follows. In Setion 2, we introdue some
basi notations and dene orbitopes. In Setion 2.1 we show that optimiza-
tion over paking and partitioning orbitopes for symmetri and yli groups
an be done in polynomial time. In Setion 3 we give omplete (totally uni-
modular) linear desriptions of paking and partitioning orbitopes for yli
groups. Setion 4 deals with paking and partitioning orbitopes for symmet-
ri groups, whih turn out to be more ompliated than their ounterparts for
yli groups. Here, besides (strengthenings of) Inequalities (2), one needs
exponentially many additional inequalities, the shifted olumn inequalities,
whih are introdued in Setion 4.2. We show that the orresponding sepa-
ration problem an be solved in linear time, see Setion 4.3. Setion 4.4 gives
a omplete linear desription, and Setion 4.5 investigates the faets of the
polytopes. We summarize the results for symmetri groups in Setion 4.6
for easier referene. Finally, we lose with some remarks in Setion 5.
2. Orbitopes: General Definitions and Basi Fats
We rst introdue some basi notation. For a positive integer n, we dene
[n] := {1, 2, . . . , n}. We denote by 0 the 0-matrix or 0-vetor of appropriate
sizes. Throughout the paper let p and q be positive integers. For x ∈ R[p]×[q]
and S ⊆ [p]× [q], we write
x(S) :=
∑
(i,j)∈S
xij .
For onveniene, we use S−(i, j) for S \{(i, j)} and S+(i, j) for S∪{(i, j)},
where S ⊆ [p]× [q] and (i, j) ∈ [p]× [q]. If p and q are lear from the ontext,
then rowi := {(i, 1), (i, 2), . . . , (i, q)} are the entries of the ith row.
LetMp,q := {0, 1}
[p]×[q]
be the set of 0/1-matries of size p× q. We dene
◦ M≤p,q := {x ∈ Mp,q : x(rowi) ≤ 1 for all i}
◦ M=p,q := {x ∈ Mp,q : x(rowi) = 1 for all i}
◦ M≥p,q := {x ∈ Mp,q : x(rowi) ≥ 1 for all i}.
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Let ≺ be the lexiographi ordering of Mp,q with respet to the ordering
(1, 1) < (1, 2) < · · · < (1, q) < (2, 1) < (2, 2) < · · · < (2, q) < · · · < (p, q)
of matrix positions, i.e., A ≺ B with A = (aij), B = (bij) ∈ Mp,q if and only
if akℓ < bkℓ, where (k, ℓ) is the rst position (with respet to the ordering
above) where A and B dier.
LetSn be the group of all permutations of [n] (symmetri group) and let G
be a subgroup of Sq, ating on Mp,q by permuting olumns. Let M
max
p,q (G)
be the set of matries of Mp,q that are ≺-maximal within their orbits under
the group ation G.
We an now dene the basi objets of this paper.
Denition 1 (Orbitopes).
(1) The full orbitope assoiated with the group G is
Op,q(G) := conv M
max
p,q (G).
(2) We assoiate with the group G the following restrited orbitopes:
O≤p,q(G) := conv(M
max
p,q (G) ∩M
≤
p,q) (paking orbitope)
O=p,q(G) := conv(M
max
p,q (G) ∩M
=
p,q) (partitioning orbitope)
O≥p,q(G) := conv(M
max
p,q (G) ∩M
≥
p,q) (overing orbitope)
Remark. By denition, O=p,q(G) is a fae of both O
≤
p,q(G) and O
≥
p,q(G).
In this paper, we will be only onerned with the ases of G being the
yli group Cq ontaining all q yli permutations of [q] (Setion 3) or the
symmetri group Sq (Setion 4). Furthermore, we will restrit attention
to paking and partitioning orbitopes. For these, we have the following
onvenient haraterizations of verties:
Observation 1.
(1) A matrix of Mp,q is ontained in M
max
p,q (Sq) if and only if its olumns
are in non-inreasing lexiographi order (with respet to the order ≺
dened above).
(2) A matrix ofM≤p,q is ontained inM
max
p,q (Cq) if and only if its rst olumn
is lexiographially not smaller than the remaining ones (with respet to
the order ≺).
(3) In partiular, a matrix of M=p,q is ontained in M
max
p,q (Cq) if and only if
it has a 1-entry at position (1, 1).
2.1. Optimizing over Orbitopes
The main aim of this paper is to provide omplete desriptions ofO=p,q(Sq),
O≤p,q(Sq), O
=
p,q(Cq), and O
≤
p,q(Cq) by systems of linear equations and linear
inequalities. If these orbitopes admit useful linear desriptions then the
orresponding linear optimization problems should be solvable eiently, due
to the equivalene of optimization and separation, see Grötshel, Lovász, and
Shrijver [10℄.
We start with the yli group operation, sine the optimization problem
is partiularly easy in this ase.
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Theorem 1. Both the linear optimization problem over Mmaxp,q (Cq) ∩M
≤
p,q
and over Mmaxp,q (Cq) ∩M
=
p,q an be solved in time O(pq).
Proof. We rst give the proof for the paking ase.
For a vetor c ∈ Q[p]×[q], we onsider the linear objetive funtion
〈c, x〉 :=
p∑
i=1
q∑
j=1
cij xij.
The goal is to nd a matrix A⋆ ∈ Mmaxp,q (Cq) ∩ M
≤
p,q suh that 〈c,A
⋆〉 is
maximal. Let A⋆ be suh a c-maximal matrix, and let a⋆ ∈ {0, 1}p be its
rst olumn. If a⋆ = 0, then A⋆ = 0 by Part (2) of Observation 1. By
the same observation it follows that if a⋆ 6= 0 and i⋆ ∈ [p] is the minimum
row-index i with a⋆i = 1, then A
⋆
has only zero entries in its rst i⋆ rows,
exept for the 1-entry at position (i⋆, 1) (there is at most one 1-entry in eah
row). Furthermore, eah row i > i⋆ of A⋆ either has no 1-entry or it has its
(unique) 1-entry at some position where c is maximal in row i.
Thus, we an ompute an optimal solution as follows: (1) For eah i ∈ [p]
determine a vetor bi ∈ {0, 1}q that is the zero vetor if c does not have
any positive entries in row i and otherwise is the j-th standard unit vetor,
where j ∈ [q] is hosen suh that cij = max{ciℓ : ℓ ∈ [q]}; set σi := 0 in
the rst ase and σi := cij in the seond. (2) Compute the values sp := σp
and si := σi + si+1 for all i = p− 1, p− 2, . . . , 1. (3) Determine i
⋆
suh that
ci⋆,1+ si⋆+1 is maximal among {ci,1 + si+1 : i ∈ [p]}. (4) If ci⋆,1+ si⋆+1 ≤ 0,
then 0 is an optimal solution. Otherwise, the matrix whose i-th row equals bi
for i ∈ {i⋆ + 1, . . . , p} and whih is all-zero in the rst i⋆ rows, exept for a
1-entry at position (i⋆, 1), is optimal.
From the desription of the algorithm it is easy to see that its running
time is bounded by O(pq) (in the unit-ost model).
The partitioning ase is then straightforward and even beomes easier due
to Part (3) of Observation 1. 
Theorem 2. Both the linear optimization problem over Mmaxp,q (Sq) ∩M
≤
p,q
and over Mmaxp,q (Sq) ∩M
=
p,q an be solved in time O(p
2q).
Proof. We give the proof for the partitioning ase, indiating the neessary
modiations for the paking ase at the relevant points.
As in the proof of Theorem 1, we maximize the linear objetive funtion
given by 〈c, x〉 for c ∈ Q[p]×[q]. We desribe a two-step approah.
In the rst step, for i1, i2 ∈ [p] with i1 ≤ i2 and j ∈ [q], we let M(i1, i2, j)
be c-maximal among the matries in {0, 1}{i1 ,i1+1,...,i2}×[j] with exatly (in
the paking ase: at most) one 1-entry in every row. Denote by µ(i1, i2, j)
the c-value of M(i1, i2, j), i.e.,
µ(i1, i2, j) =
i2∑
k=i1
j∑
ℓ=1
ckℓM(i1, i2, j)kℓ .
The values µ(i1, i2, j) an be omputed in time O(p
2q) as follows. First,
we ompute all numbers λ(i, j) = max{ciℓ : ℓ ∈ [j]} (in the paking ase:
λ(i, j) = max(0, {ciℓ : ℓ ∈ [j]})) for all i ∈ [p] and j ∈ [q]. This an learly
be done in O(pq) steps by using the reursions λ(i, j) = max{λ(i, j− 1), cij}
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Figure 2: Illustration of the proof of Theorem 2. Left: Computation of µ(i1, i2, j).
Right: Computation of τ (i, j) via the dynami programming relation (3). Indiated are the
matrixM(i, k−1, j−1) and orresponding term µ(i, k−1, j−1) and matrix T (k+1, j+1)
with orresponding term τ (k + 1, j + 1).
for j ≥ 2. Then, after initializing µ(i, i, j) = λ(i, j) for all i ∈ [p] and
j ∈ [q], one omputes µ(i1, i2, j) = µ(i1, i2 − 1, j) + λ(i2, j) for all j ∈ [q],
i1 = 1, 2, . . . , p, and i2 = i1 + 1, i1 + 2, . . . , q; see Figure 2.
In the seond step, for i ∈ [p] and j ∈ [q], let T (i, j) be c-maximal among
the matries in {0, 1}{i,i+1,...,p}×[q] with exatly (in the paking ase: at most)
one 1-entry in every row and with olumns j, j + 1, . . . , q being in non-
inreasing lexiographi order. Thus, by Part (1) of Observation 1, T (1, 1)
is an optimal solution to our linear optimization problem. Denote by τ(i, j)
the c-value of T (i, j), i.e.,
τ(i, j) =
p∑
k=i
q∑
ℓ=1
ckℓ T (i, j)kℓ.
Let k ∈ {i, i+1, . . . , p+1} be the index of the rst row, where T (i, j) has a
1-entry in olumn j (with k = p+1 if there is no suh 1-entry); see Figure 2.
Then T (i, j) has a c-maximal matrix T in rows k+1, . . . , p with exatly (in
the paking ase: at most) one 1-entry per row and lexiographially sorted
olumns j+1, . . . , q (ontributing τ(k+1, j+1)). In row k, there is a single
1-entry at position (k, j) (ontributing ckj). And in rows i, . . . , k − 1, we
have a c-maximal matrix M with exatly (in the paking ase: at most) one
1-entry per row in the rst j−1 olumns (ontributing µ(i, k−1, j−1)) and
zeroes in the remaining olumns. Therefore, we obtain
τ(i, j) = µ(i, k − 1, j − 1) + ckj + τ(k + 1, j + 1).
Hene, onsidering all possibilities for k, we have
τ(i, j) = max { µ(i, k − 1, j − 1) + ckj + τ(k + 1, j + 1) : (3)
k ∈ {i, i+ 1, . . . , p + 1}},
for all i ∈ [p] and j ∈ [q]. For onveniene we dene µ(k1, k2, 0) = 0 for
k1, k2 ∈ [p] with k1 ≤ k2 and µ(k, k − 1, ℓ) = 0 for all k ∈ [p] and ℓ ∈
{0, 1, . . . , q}. Furthermore, we set cp+1,ℓ = 0 for all ℓ ∈ [q]. Finally, we
dene τ(p+2, ℓ) = τ(p+1, ℓ) = τ(k, q+1) = 0 for all k ∈ [p] and ℓ ∈ [q + 1].
Thus, by dynami programming, we an ompute the table τ(i, j) via
Equation (3) in the order i = p, p − 1, . . . , 1, j = q, q − 1, . . . , 1. For eah
pair (i, j) the evaluation of (3) requires no more than O(p) steps, yielding a
total running time bound of O(p2q).
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Furthermore, if during these omputations for eah (i, j) we store a maxi-
mizer k(i, j) for k in (3), then we an easily reonstrut the optimal solution
T (1, 1) from the k-table without inreasing the running time asymptotially:
For i ∈ [p], j ∈ [q] the matrix T (i, j) is omposed of M(i, k(i, j) − 1, j − 1)
(if k(i, j) ≥ i + 1 and j ≥ 2), T (k(i, j) + 1, j + 1) (if k(i, j) ≤ p − 1 and
j ≤ q − 1), and having 0-entries everywhere else, exept for a 1-entry at
position (k(i, j), j) (if k(i, j) ≤ p). Eah single matrix M(i1, i2, j) an be
omputed in O((i2 − i1)j) steps. Furthermore, for the matries M(i1, i2, j)
needed during the reursive reonstrution of T (1, 1), the sets {i1, . . . , i2}×[j]
are pairwise disjoint (see Figure 2). Thus, these matries all together an be
omputed in time O(pq). At the end there might be a single T (k, q + 1) to
be onstruted, whih trivially an be done in O(pq) steps. 
Thus, with respet to omplexity theory there are no obstrutions to
nding omplete linear desriptions of paking and partitioning orbitopes
for both the yli and the symmetri group ation. In fat, for yli group
ations we will provide suh a desription in Theorem 3 and Theorem 4 for
the partitioning and paking ase, respetively. For symmetri group ations
we will provide suh a desription for partitioning orbitopes in Theorems 16
and for paking orbitopes in Theorem 17. The algorithm used in the proof
of Theorem 1 (for yli groups) is trivial, while the one desribed in the
proof of Theorem 2 (for symmetri groups) is a bit more ompliated. This
is due to the simpler haraterization of the yli ase in Observation 1 and
is reeted by the fat that the proofs of Theorems 16 and 17 (for symmetri
groups) need muh more work than the ones of Theorems 3 and 4 (for yli
groups).
The algorithms desribed in the above two proofs heavily rely on the fat
that we are onsidering only matries with at most one 1-entry per row.
For yli group operations, the ase of matries with more ones per row
beomes more involved, beause we do not have a simple haraterization
(like the one given in parts 2 and 3 of Observation 1) of the matries in
Mmaxp,q (Cq) anymore. For the ation of the symmetri group, though we
still have the haraterization provided by Part (1) of Observation 1, the
dynami programming approah used in the proof of Theorem 2 annot
be adapted straight-forwardly without resulting in an exponentially large
dynami programming table (unless q is xed). These diulties apparently
are reeted in the strutures of the orresponding orbitopes (see the remarks
in Setion 5).
3. Paking and Partitioning Orbitopes for Cyli Groups
From the haraterization of the verties in parts (2) and (3) of Observa-
tion 1 one an easily derive IP-formulations of both the partitioning orbitope
O=p,q(Cq) and the paking orbitope O
≤
p,q(Cq) for the yli group Cq. In fat,
it turns out that these formulations do already provide linear desriptions of
the two polytopes, i.e., they are totally unimodular. We refer the reader to
Shrijver [18, Chap. 19℄ for more information on total unimodularity.
It is easy to see that for the desriptions given in Theorems 3 and 4 below,
the separation problem an be solved in time O(pq).
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Figure 3: Example of the oeient vetor for an inequality of type (4); − stands for
a −1, + for a +1.
Theorem 3. The partitioning orbitope O=p,q(Cq) for the yli group Cq
equals the set of all x ∈ R[p]×[q] that satisfy the following linear onstraints:
◦ the equations x11 = 1 and x1j = 0 for all 2 ≤ j ≤ q,
◦ the nonnegativity onstraints xij ≥ 0 for all 2 ≤ i ≤ p and j ∈ [q],
◦ the row-sum equations x(rowi) = 1 for all 2 ≤ i ≤ p.
This system of onstraints is non-redundant.
Proof. The onstraints x(rowi) = 1 for i ∈ [p] and xij ≥ 0 for i ∈ [p], j ∈ [q]
dene an integral polyhedron, sine they desribe a transshipment problem
(and thus, the oeient matrix is totally unimodular). Hene, the on-
straint system given in the statement of the theorem desribes an integer
polyhedron, beause it denes a fae of the orresponding transshipment
polytope.
By Part (3) of Observation 1, the set of integer points satisfying this on-
straint system is M=p,q ∩M
max
p,q (Cq). Hene the given onstraints ompletely
desribe O=p,q(Cq). The non-redundany follows from the fat that dropping
any of the onstraints enlarges the set of feasible integer solutions. 
Theorem 4. The paking orbitope O≤p,q(Cq) for the yli group Cq equals
the set of all x ∈ R[p]×[q] that satisfy the following linear onstraints:
◦ the onstraints 0 ≤ x11 ≤ 1 and x1j = 0 for all 2 ≤ j ≤ q,
◦ the nonnegativity onstraints xij ≥ 0 for all 2 ≤ i ≤ p and j ∈ [q],
◦ the row-sum inequalities x(rowi) ≤ 1 for all 2 ≤ i ≤ p,
◦ the inequalities
q∑
j=2
xij −
i−1∑
k=1
xk1 ≤ 0 (4)
for all 2 ≤ i ≤ p (see Figure 3 for an example).
This system of onstraints is non-redundant.
Proof. From Part (2) of Observation 1 it follows that an integer point is
ontained in O≤p,q(Cq) if and only if it satises the onstraints desribed in
the statement, where Inequalities (4) ensure that the rst olumn of x is
lexiographially not smaller than the other ones (note that we have at most
one 1-entry in eah row of x). Dropping any of the onstraints enlarges
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Figure 4: The network matrix onstruted in the proof of Theorem 4.
the set of integer solutions, whih proves the statement on non-redundany.
Thus, as in the proof of the previous theorem, it remains to show that the
polyhedron dened by the onstraints is integral. We prove this by showing
that the oeient matrix A of the row-sum inequalities x(rowi) ≤ 1 (for
2 ≤ i ≤ p) and Inequalities (4) (for all 2 ≤ i ≤ p) is a network matrix (and
thus, totally unimodular). Adding the nonnegativity onstraints amounts
to adding an identity matrix and preserves total unimodularity, whih also
holds for the inlusion of x11 ≤ 1 into the system.
In order to establish the laim on the network struture of A, we will
identify a direted tree T , whose ars are in bijetion with [p]× [q] (the set
of indies of the olumns of A), suh that there are pairs of nodes (vr, wr)
of T in bijetion with the row indies r ∈ [2(p − 1)] of A with the following
property. The matrix A has a (+1)-entry in row r and olumn (i, j), if the
unique path πr from node vr to node wr in the tree T uses ar (i, j) in its
diretion from i to j, a (−1)-entry, if πr uses (i, j) in its reverse diretion,
and a 0-entry, if πr does not use (i, j).
For the onstrution of the tree T , we take a direted path P1 of length p
on nodes {v11, v21, . . . , vp+1,1} with ars αi1 := (vi+1,1, vi1) for i ∈ [p]; see
Figure 4. For eah 2 ≤ i ≤ p, we append a direted path Pi of length q−1 to
node vi1, where Pi has node set {vi1, vi2, . . . , viq} and ars αij := (vi,j−1, vij)
for 2 ≤ j ≤ q. Choosing the pair (vi+1,1, viq) for the i-th row sum-inequality
and the pair (v11, viq) for the i-th Inequality (4), nishes the proof (using
the bijetion between the ars of T and the olumns of A indiated by the
notation αij). 
4. Paking and Partitioning Orbitopes for Symmetri Groups
For paking orbitopes O≤p,q(Sq) and partitioning orbitopes O
=
p,q(Sq) with
respet to the symmetri group it follows readily from the haraterization
in Part (1) of Observation 1 that the equations
xij = 0 for all i < j (5)
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are valid. Thus, we may drop all variables orresponding to omponents in
the upper right triangle from the formulation and onsider
O≤p,q(Sq), O
=
p,q(Sq) ⊂ R
Ip,q
with Ip,q := {(i, j) ∈ [p]× [q] : i ≥ j}.
We also adjust the denition of
rowi := {(i, 1), (i, 2), . . . , (i,min{i, q})} for i ∈ [p]
and dene the jth olumn for j ∈ [q] as
colj := {(j, j), (j + 1, j), . . . , (p, j)}.
Furthermore, we restrit ourselves to the ase
p ≥ q ≥ 2
in this ontext. Beause of (5), the ase of q > p an be redued to the ase
p = q and the ase of q = 1 is of no interest.
The next result shows a very lose relationship between paking and par-
titioning orbitopes for the ase of symmetri group ations.
Proposition 5. The polytopes O=p,q(Sq) and O
≤
p−1,q−1(Sq−1) are anely
isomorphi via orthogonal projetion of O=p,q(Sq) onto the spae
L := {x ∈ RIp,q : xi1 = 0 for all i ∈ [p]}
(and the anonial identiation of this spae with RIp−1,q−1).
Proof. The ane subspae
A := {x ∈ RIp,q : x(rowi) = 1 for all i}
of R
Ip,q
learly ontains O=p,q(Sq). Let π : A → R
Ip−1,q−1
be the orthogonal
projetion mentioned in the statement (identifying L in the anonial way
with R
Ip−1,q−1
); note that the rst row is removed sine it only ontains the
element (1, 1). Consider the linear map φ : RIp−1,q−1 → RIp,q dened by
φ(y)ij =
{
1− y(rowi−1) if j = 1
yi−1,j−1 otherwise
for (i, j) ∈ Ip,q
(where row0 = ∅ and y(∅) = 0). This is the inverse of π, showing that π
is an ane isomorphism. As we have π(O=p,q(Sq)) = O
≤
p−1,q−1(Sq−1), this
nishes the proof. 
It will be onvenient to address the elements in Ip,q via a dierent system
of oordinates:
〈η, j〉 := (j + η − 1, j) for j ∈ [q], 1 ≤ η ≤ p− j + 1.
Thus (as before) i and j denote the row and the olumns, respetively, while η
is the index of the diagonal (ounted from above) ontaining the respetive
element; see Figure 5 (a) for an example. For (k, j) = 〈η, j〉 and x ∈ RIp,q ,
we write x〈η,j〉 := x(k,j) := xkj .
For x ∈ {0, 1}Ip,q we denote by Ix := {(i, j) ∈ Ip,q : xij = 1} the set of
all oordinates (positions in the matrix), where x has a 1-entry. Conversely,
for I ⊆ Ip,q, we use χ
I ∈ {0, 1}Ip,q for the 0/1-point with χIij = 1 if and only
if (i, j) ∈ I.
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For (i, j) ∈ Ip,q, we dene the olumn
col(i, j) = {(j, j), (j + 1, j), . . . , (i− 1, j), (i, j)} ⊆ Ip,q,
and for (i, j) = 〈η, j〉 we write col〈η, j〉 := col(i, j). Of ourse, we have
col〈η, j〉 = {〈1, j〉, 〈2, j〉, . . . , 〈η, j〉}.
The rest of this setion is organized as follows. First, in Setion 4.1, we deal
with basi fats about integer points in paking and partitioning orbitopes
for the symmetri group. To derive a linear desription of O≤p,q(Sq) and
O=p,q(Sq) that only ontains integer verties, we need additional inequalities,
the shifted olumn inequalities, whih are introdued in Setion 4.2. We then
show that the orresponding separation problem an be solved in linear time
(Setion 4.3). Setion 4.4 proves the ompleteness of the linear desription
and Setion 4.5 investigates the faets of the polytopes.
4.1. Charaterization of Integer Points
We rst derive a ruial property of the verties of O≤p,q(Sq).
Lemma 6. Let x be a vertex of O≤p,q(Sq) with 〈η, j〉 ∈ I
x (j ≥ 2). Then we
have Ix ∩ col〈η, j − 1〉 6= ∅.
Proof. With 〈η, j〉 = (i, j) we have xij = 1, whih implies xi,j−1 = 0 (sine x
has at most one 1-entry in row i). Thus, Ix ∩ col〈η, j − 1〉 = ∅ would yield
xk,j−1 = 0 for all k ≤ i, ontraditing the lexiographi order of the olumns
of x (see Part (1) of Observation 1). 
Denition 2 (Column inequality). For (i, j) ∈ Ip,q and the set B = {(i, j),
(i, j + 1), . . . , (i,min{i, q})}, we all
x(B)− x(col(i− 1, j − 1)) ≤ 0
a olumn inequality; see Figure 5 (b) for an example with (i, j) = (9, 5).
The olumn inequalities are strengthenings of the symmetry breaking in-
equalities
xij − x(col(i− 1, j − 1)) ≤ 0, (6)
introdued by Méndez-Díaz and Zabala [14℄ in the ontext of vertex-oloring
(see (2) in the introdution).
Proposition 7. A point x ∈ {0, 1}Ip,q is ontained in O≤p,q(Sq) (O
=
p,q(Sq)) if
and only if x satises the row-sum onstraints x(row(i)) ≤ 1 (x(row(i)) = 1)
for all i ∈ [p] and all olumn inequalities.
Proof. By Lemma 6, Inequalities (6) are valid for O≤p,q(Sq) (and thus, for
its fae O=p,q(Sq) as well). Beause of the row-sum onstraints, all olumn
inequalities are valid as well. Therefore, it sues to show that a point
x ∈ {0, 1}Ip,q that satises the row-sum onstraints x(row(i)) ≤ 1 and all
olumn inequalities is ontained in Mmaxp,q (Sq).
Suppose, this was not the ase. Then, by Part (1) of Observation 1, there
must be some j ∈ [q] suh that the (j−1)-st olumn of x is lexiographially
smaller than the jth olumn. Let i be minimal with xij = 1 (note that
olumn j annot be all-zero). Thus, xk,j−1 = 0 for all k < i. This implies
x(col(i − 1, j − 1)) = 0 < 1 = xij , showing that the olumn inequality
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Figure 5: (a) Example for oordinates (9, 5) = 〈5, 5〉. (b)(d) Shifted olumn inequalities
with leader 〈5, 5〉, see Denition 4. All SCI inequalities are ≤-inequalities with right-hand
sides zero and − stands for a (−1)-oeient, + for a (+1) oeient. The shifted
olumn of () is {〈1, 2〉, 〈2, 3〉, 〈3, 3〉, 〈4, 4〉, 〈5, 4〉}.
x(B) − x(col(i − 1, j − 1)) ≤ 0 is violated by the point x for the bar B =
{(i, j), (i, j + 1), . . . , (i,min{i, q})}. 
4.2. Shifted Column Inequalities
Proposition 7 provides a haraterization of the verties of the paking-
and partitioning orbitopes for symmetri groups among the integer points.
Dierent from the situation for yli groups (see Theorems 3 and 4), how-
ever, the inequalities in this haraterization do not yield omplete desrip-
tions of these orbitopes. In fat, we need to generalize the onept of a
olumn inequality in order to arrive at omplete desriptions. This will yield
exponentially many additional faets (see Proposition 14).
Denition 3 (Shifted olumns). A set S = {〈1, c1〉, 〈2, c2〉, . . . , 〈η, cη〉} ⊂
Ip,q with η ≥ 1 and c1 ≤ c2 ≤ · · · ≤ cη is alled a shifted olumn. It is a
shifting of eah of the olumns
col〈η, cη〉, col〈η, cη + 1〉, . . . , col〈η, q〉.
Remark.
◦ As a speial ase we have olumn col(i, j), whih is the shifted olumn
{〈1, j〉, 〈2, j〉, . . . , 〈η, j〉} for 〈η, j〉 = (i, j).
◦ By denition, if S = {〈1, c1〉, 〈2, c2〉, . . . , 〈η, cη〉} ⊂ Ip,q is a shifted ol-
umn, then so is {〈1, c1〉, 〈2, c2〉, . . . , 〈η
′, cη′〉} for every 1 ≤ η
′ ≤ η.
Lemma 8. Let x be a vertex of O≤p,q(Sq) with 〈η, j〉 ∈ I
x (j ≥ 2). Then we
have Ix ∩ S 6= ∅ for all shiftings S of col〈η, j − 1〉.
Proof. We proeed by indution on j. The ase j = 2 follows from Lemma 6,
beause the only shifting of col〈η, 1〉 is col〈η, 1〉 itself. Therefore, let j ≥ 3,
and let S = {〈1, c1〉, 〈2, c2〉, . . . , 〈η, cη〉} be a shifting of col〈η, j − 1〉 (hene,
c1 ≤ c2 ≤ · · · ≤ cη ≤ j−1). Sine by assumption 〈η, j〉 ∈ I
x
, Lemma 6 yields
that there is some η′ ≤ η with 〈η′, j − 1〉 ∈ Ix. If 〈η′, j − 1〉 ∈ S, then we are
done. Otherwise, cη′ < j − 1 holds. Hene, {〈1, c1〉, 〈2, c2〉, . . . , 〈η
′, cη′ 〉} is a
shifting of (col〈η′, cη′〉 and hene of) col〈η
′, j − 2〉, whih, by the indutive
hypothesis, must interset Ix. 
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Figure 6: The two ases arising in the dynami programming algorithm of Setion 4.3.
Denition 4 (Shifted olumn inequalities). For (i, j) = 〈η, j〉 ∈ Ip,q, B =
{(i, j), (i, j + 1), . . . , (i,min{i, q})}, and a shifting S of col〈η, j − 1〉, we all
x(B)− x(S) ≤ 0
a shifted olumn inequality (SCI). The set B is the bar of the SCI, and (i, j)
is the leader of (the bar of) the SCI. The set S is the shifted olumn (SC)
of the SCI. See Figure 5 for examples.
In partiular, all olumn inequalities are shifted olumn inequalities. The
lass of shifted olumn inequalities, however, is substantially riher: It on-
tains exponentially many inequalities (in q).
Proposition 9. Shifted olumn inequalities are valid both for the paking
orbitopes O≤p,q(Sq) and for the partitioning orbitopes O
=
p,q(Sq).
Proof. AsO=p,q(Sq) is a fae of O
≤
p,q(Sq), it is enough to prove the proposition
for paking orbitopes O≤p,q(Sq). Therefore, let (i, j) = 〈η, j〉 ∈ Ip,q, with
j ≥ 2, and let S = {〈1, c1〉, 〈2, c2〉, . . . , 〈η, cη〉} be a shifting of col〈η, j − 1〉.
Denote by B the bar of the orresponding SCI.
Let x ∈ {0, 1}Ip,q be a vertex of O≤p,q(Sq). If B ∩ I
x = ∅, then learly
x(B) − x(S) = 0 − x(S) ≤ 0 holds. Otherwise, there is a unique element
(i, j′) = 〈η′, j′〉 ∈ B ∩ Ix. As j′ ≥ j, we have η′ ≤ η. Therefore S′ =
{〈1, c1〉, 〈2, c2〉, . . . , 〈η
′, cη′〉} ⊆ S is a shifting of col〈η
′, j′ − 1〉. Thus, by
Lemma 8, we have S′ ∩ Ix 6= ∅. This shows x(S) ≥ x(S′) ≥ 1, implying
x(B)− x(S) ≤ 1− 1 = 0. 
4.3. A Linear Time Separation Algorithm for SCIs
In order to devise an eient separation algorithm for SCIs, we need
a method to ompute minimal shifted olumns with respet to a given
weight vetor w ∈ QIp,q . The ruial observation is the following. Let
S = {〈1, c1〉, 〈2, c2〉, . . . , 〈η, cη〉} with 1 ≤ c1 ≤ c2 ≤ · · · ≤ cη ≤ j be a shift-
ing of col〈η, j〉 for 〈η, j〉 ∈ Ip,q with η > 1. If cη < j, then S is a shifting of
col〈η, j − 1〉 (Case 1 ). If cη = j, then
S − 〈η, j〉 = {〈1, c1〉, 〈2, c2〉, . . . , 〈η − 1, cη−1〉}
is a shifting of col〈η − 1, j〉 (Case 2 ); see Figure 6.
For all 〈η, j〉 ∈ Ip,q, let ω〈η, j〉 be the weight of a w-minimal shifting of
col〈η, j〉. The table (ω〈η, j〉) an be omputed by dynami programming as
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follows; we also ompute a table of values τ〈η, j〉 ∈ {1, 2}, for eah 〈η, j〉,
whih are needed later to reonstrut the orresponding shifted olumns:
(1) For j = 1, 2, . . . , q, initialize ω〈1, j〉 := min{w〈1,ℓ〉 : ℓ ∈ [j]}.
(2) For η = 2, 3, . . . , p, initialize ω〈η, 1〉 := ω〈η − 1, 1〉+ w〈η,1〉.
(3) For η = 2, 3, . . . , p, j = 2, 3, . . . , q (with 〈η, j〉 ∈ Ip,q): Compute
ω1 := ω〈η, j − 1〉 and ω2 := ω〈η − 1, j〉+ w〈η,j〉
orresponding to Cases 1 and 2, respetively. Then set
ω〈η, j〉 = min{ω1, ω2} and τ〈η, j〉 =
{
1 if ω1 ≤ ω2
2 otherwise.
Thus, the tables (ω〈η, j〉) and (τ〈η, j〉) an be omputed in time O(pq).
Furthermore, for a given 〈η, j〉 ∈ Ip,q, we an ompute a w-minimal shifting
S〈η, j〉 of col〈η, j〉 in time O(η) from the table (τ〈η, j〉): We have S〈1, j〉 =
{〈1, j〉} for all j ∈ [q], S〈η, 1〉 = col〈η, 1〉 for all η ∈ [p], and
S〈η, j〉 =
{
S〈η, j − 1〉 if τ〈η, j〉 = 1
S〈η − 1, j〉 ∪ {〈η, j〉} if τ〈η, j〉 = 2
for all other 〈η, j〉. This proves the following result.
Theorem 10. Let w ∈ QIp,q be a given weight vetor. There is an O(pq)
time algorithm that simultaneously omputes the weights of w-minimal shift-
ings of col〈η, j〉 for all 〈η, j〉 ∈ Ip,q and a data struture that afterwards, for
a given 〈η, j〉, allows to determine a orresponding shifted olumn in O(η)
steps.
In partiular, we obtain the following:
Corollary 11. The separation problem for shifted olumn inequalities an
be solved in linear time O(pq).
Proof. Let a point x⋆ ∈ QIp,q be given. We an ompute the x⋆-values
β(i, j) := x⋆(B(i, j)) of all bars B(i, j) = {(i, j), (i, j +1), . . . , (i,min{i, q})}
in linear time in the following way: First, we initialize β(i, ℓ) = x⋆iℓ for all
i ∈ [p] and ℓ = min{i, q}. Then, for eah i ∈ [p], we alulate the value
β(i, j) = x⋆ij + β(i, j + 1) for j = min{i, q} − 1,min{i, q} − 2, . . . , 1.
Using Theorem 10 (and the notations introdued in the paragraphs pre-
eeding it), we ompute the table (ω〈η, j〉) and the mentioned data stru-
ture in time O(pq). Then in time O(pq) we hek whether there exists an
(i, j) = 〈η, j〉 ∈ Ip,q with j ≥ 2 and ω〈η, j − 1〉 < β(i, j). If there exists suh
an 〈η, j〉, we ompute the orresponding shifted olumn S〈η, j − 1〉 (in addi-
tional time O(η) ⊆ O(p)), yielding an SCI that is violated by x⋆. Otherwise
x⋆ satises all SCIs. 
Of ourse, the proedure desribed in the proof of the orollary an be
modied to nd a maximally violated SCI if x⋆ does not satisfy all SCIs.
4.4. Complete Inequality Desriptions
In this setion we prove that nonnegativity onstraints, row-sum equa-
tions, and SCIs sue to desribe partitioning and paking orbitopes for
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symmetri groups. The proof will be somewhat more involved than in the
ase of yli groups. In partiular, the oeient matries are not totally
unimodular anymore. In order to see this, onsider the three olumn in-
equalities
x3,3 − x2,2 ≤ 0, x4,3 + x4,4 − x2,2 − x3,2 ≤ 0, and
x5,4 + x5,5 − x3,3 − x4,3 ≤ 0.
The submatrix of the oeient matrix belonging to these three rows and
the olumns orresponding to (2, 2), (3, 3), and (4, 3) is the matrix
 −1 +1 0−1 0 +1
0 −1 −1

 ,
whose determinant equals −2. Note that the above three inequalities dene
faets both of O≤p,q(Sq) and O
=
p,q(Sq) for p ≥ q ≥ 5 (see Propositions 14
and 15, respetively).
Proposition 12. The partitioning orbitope O=p,q(Sq) is ompletely desribed
by the nonnegativity onstraints, the row-sum equations, and the shifted ol-
umn inequalities:
O=p,q(Sq) = {x ∈ R
Ip,q : x ≥ 0, x(rowi) = 1 for i = 1, . . . , p,
x(B)− x(S) ≤ 0 for all SCIs with SC S and bar B }.
Proof. Let P be the polyhedron on the right-hand side of the statement
above. From Propositions 7 and 9 we know already that
P ∩ ZIp,q = O=p,q(Sq) ∩Z
Ip,q
holds. Thus, it sues to show that P is an integral polytope (as O=p,q(Sq)
is by denition). In the following, we rst desribe the strategy of the proof.
For the rest of the proof, x an arbitrary vertex x⋆ of P . A basis B of x⋆ is a
ardinality |Ip,q| subset of the onstraints desribing P that are satised with
equality by x⋆ with the property that the |Ip,q| × |Ip,q|-oeient matrix of
the left-hand sides of the onstraints in B is non-singular. Thus, the equation
system obtained from the onstraints in B has x⋆ as its unique solution.
We will show that there exists a basis B⋆ of x⋆ that does not ontain
any SCI. Thus, B⋆ ontains a subset of the p row-sum equations and at
least |Ip,q| − p nonnegativity onstraints. This shows that x
⋆
has at most p
nonzero entries and, sine x⋆ satises the row-sum equations, it has a nonzero
entry in every row. Therefore, B⋆ ontains all p row-sum equations, and all p
nonzero entries must in fat be 1. Hene, x⋆ is a 0/1-point. So the existene
of suh a basis proves the proposition.
The weight of a shifted olumn S = {〈1, c1〉, 〈2, c2, ,〉 . . . , 〈η, cη〉} with
1 ≤ c1 ≤ c2 ≤ · · · ≤ cη < q (we will not need shifted olumns with cη = q
here, as they do not appear in SCIs) is
weight(S) :=
η∑
i=1
ci q
i.
In partiular, if S1 and S2 are two shifted olumns with |S1| < |S2|, then
we have weight(S1) < weight(S2). The weight of an SCI is the weight of its
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Figure 7: Illustration of trivial SCIs and of the three types of ongurations not present
in redued bases of minimal weight, see Claim 3. Bars are shown in dark gray, shifted
olumns in light gray. Figure (a) shows trivial SCIs (? refers to a 0 or 1). Figures (b),
(), and (d) refer to parts (1), (2), and (3) of Claim 3, respetively (⋆ indiates any
nonzero number).
shifted olumn, and the weight of a basis B is the sum of the weights of the
SCIs ontained in B (note that a shifted olumn an appear in several SCIs).
A basis of x⋆ that ontains all row-sum equations and all nonnegativ-
ity onstraints orresponding to 0-entries of x⋆ is alled redued. As the
oeient vetors (of the left-hand sides) of these onstraints are linearly
independent, some redued basis of x⋆ exists. Hene, there is also a redued
basis B⋆ of x⋆ of minimal weight.
To prove the proposition, it thus sues to establish the following laim.
Claim 1. A redued basis of x⋆ of minimal weight does not ontain any SCI.
The proof of Claim 1 onsists of three parts:
(1) We show that a redued basis of x⋆ does not ontain any trivial SCIs
(Claim 2).
(2) We prove that a redued basis of x⋆ of minimal weight satises three
strutural onditions on its (potential) SCIs (Claim 3).
(3) Finally, assuming that a redued basis of x⋆ with minimal weight on-
tains at least one SCI, we will derive a ontradition by onstruting a
dierent solution x˜ 6= x⋆ of the orresponding equation system.
We are now ready to start with Part 1. We all an SCI with shifted
olumn S trivial if x⋆(S) = 0 holds or if we have x⋆(S) = 1 and x⋆kℓ = 0
for all (k, ℓ) ∈ S − (i, j) for some (i, j) ∈ S (thus satisfying x⋆ij = 1) (see
Figure 7 (a)).
Claim 2. A redued basis B of x⋆ does not ontain any trivial SCIs.
Proof. Let S be the shifted olumn S and B be the bar of some SCI that is
satised with equality by x⋆.
If x⋆(S) = 0, then the oeient vetor of the SCI is a linear ombination
of the oeient vetors of the inequalities xij ≥ 0 for (i, j) ∈ S ∪B, whih
all are ontained in B (due to x⋆(B) = x⋆(S) = 0). Sine the oeient
vetors of the inequalities in B form a non-singular matrix, the SCI an not
be in B. (By oeient vetor we always mean the vetor formed by the
oeients of the left-hand side of a onstraint.)
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Figure 8: Illustration of the proof of Claim 3, parts (1) to (3).
If S ontains exatly one entry (k, ℓ) ∈ S with x⋆kℓ = 1, then we have
x⋆(S) = x⋆(B) = 1. Let i be the index of the row that ontains the bar B.
The nonnegativity onstraints xrs ≥ 0 for (r, s) ∈ S − (k, ℓ), xks ≥ 0 for
(k, s) ∈ rowk −(k, ℓ), and xis ≥ 0 for (i, s) ∈ rowi \B are ontained in B.
Sine the oeient vetor of the onsidered SCI an linearly be ombined
from the oeient vetors of these nonnegativity onstraints and of the row-
sum equations x(rowk) = 1 and x(rowi) = 1, this SCI annot be ontained
in B. 
Claim 3. A minimal weight redued basis B of x⋆ satises the following three
onditions:
(1) If (k, ℓ) is ontained in the shifted olumn of some SCI in B, then there
exists some s < ℓ with x⋆ks > 0.
(2) If (i, j) is the leader of an SCI in B, then x⋆ij > 0 holds.
(3) If (i, j) is the leader of an SCI in B, then there is no SCI in B whose
shifted olumn ontains (i, j).
See Figure 7, (b)(d) for an illustration of the three onditions.
Proof. Part (1): Assume there exists an SCI in B with shifted olumn S
and bar B that ontains the rst nonzero entry of a row k, i.e., there is
(k, ℓ) ∈ S with x⋆kℓ > 0 and x
⋆
ks = 0 for all s < ℓ. Let S
′ := S ∩ Ik−1,q
be the entries of S above row k. Let C = {(k, 1), (k, 2), . . . , (k, ℓ − 1)} and
B′ = rowk \(C + (k, ℓ)). See Figure 8 (1) for an illustration.
Beause S′ is a shifting of col(k − 1, ℓ), x(B′) − x(S′) ≤ 0 is an SCI
and hene satised by x⋆. Sine we have |S′| < |S| (thus, weight(S′) <
weight(S)), it sues to show that replaing the original SCI x(B)−x(S) ≤ 0
by x(B′) − x(S′) ≤ 0 gives another basis B′ of x⋆ (whih also is redued),
ontraditing the minimality of the weight of B.
Due to x⋆(rowk) = 1, x
⋆(C) = 0, x⋆(B′)− x⋆(S′) ≤ 0, and S′+(k, ℓ) ⊆ S
we have
1 = x⋆kℓ + x
⋆(B′) ≤ x⋆kℓ + x
⋆(S′) ≤ x⋆(S) = x⋆(B) ≤ 1. (7)
Therefore, equality must hold throughout this hain. In partiular, this
shows x⋆(B′) − x⋆(S′) = 0. Thus, its sues to show that the oeient
matrix of the equation system obtained from B′ is non-singular, whih an
be seen as follows.
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Sine x⋆(S′+(k, ℓ)) = 1 = x⋆(S) (see (7)), we know that all nonnegativity
onstraints xrs ≥ 0 with (r, s) ∈ S \ (S
′ + (k, ℓ)) are ontained in B and B′.
The same holds for xks ≥ 0 with (k, s) ∈ C and for xis ≥ 0 with (i, s) ∈
rowi \B, where row i ontains bar B (sine x
⋆(B) = 1 by (7)). Thus, we an
linearly ombine the oeient vetor of x(B)−x(S) ≤ 0 from the oeient
vetors of the onstraints x(B′)− x(S′) ≤ 0, x(rowk) = 1, x(rowi) = 1, and
the nonnegativity onstraints mentioned above. Sine all these onstraints
are ontained in B′, this shows that the oeient matrix of B′ has the same
row-span as that of B, thus proving that it is non-singular as well.
Part (2): Assume that there exists an SCI in B with leader (i, j), bar B,
and shifted olumn S suh that x⋆ij = 0. If S = {〈1, c1〉, 〈2, c2〉, . . . , 〈η, cη〉},
then we have (i, j) = 〈η, j〉. Dene B′ := B − (i, j), S′ := S − 〈η, cη〉, and
observe that B′ 6= ∅, S′ 6= ∅, i.e., |B| > 1 and |S| > 1, beause a redued
basis does not ontain trivial SCIs by Claim 2; see Figure 8 (2). Hene,
x(B′)− x(S′) ≤ 0 is an SCI. We therefore have:
0 = x⋆(B)− x⋆(S) = x⋆(B′)− x⋆(S) ≤ x⋆(B′)− x⋆(S′) ≤ 0, (8)
where the rst equation holds beause x(B) − x(S) ≤ 0 is satised with
equality by x⋆ and the seond equation follows from x⋆ij = 0. Hene, we
know that x⋆(B′)− x⋆(S′) = 0. Sine we have |S′| < |S| (and onsequently
weight(S′) < weight(S)), again it remains to show that the oeient vetor
of x(B) − x(S) ≤ 0 an be linearly ombined from the oeient vetor of
x(B′) − x(S′) ≤ 0 and some oeient vetors of nonnegativity onstraints
in B and B′. But this is lear, as we have x⋆ij = 0 and x
⋆
〈η,cη〉
= 0, where the
latter follows from (8).
Part (3): Assume that in B there exists an SCI
x(B1)− x(S1) ≤ 0 (9)
with leader (i, j) = 〈η, j〉, bar B1, and shifted olumn
S1 = {〈1, c1〉, 〈2, c2〉, . . . , 〈η, cη〉}
(in partiular: cη < j) and another SCI
x(B2)− x(S2) ≤ 0 (10)
with bar B2 and shifted olumn
S2 = {〈1, d1〉, 〈2, d2〉, . . . , 〈η, j〉, 〈η + 1, dη+1〉, . . . , 〈τ, dτ 〉}.
Hene, we have (i, j) = 〈η, j〉 ∈ S2. Dene
S3 := {〈1, d1〉, 〈2, d2〉, . . . , 〈η − 1, dη−1〉}
(i.e, the part of S2 lying stritly above row i) and
S4 := {〈1, c1〉, . . . , 〈η, cη〉, 〈η + 1, dη+1〉, . . . , 〈τ, dτ 〉}
(i.e, S1 together with the part of S2 stritly below row i). Clearly, S3 is a
shifting of col〈η − 1, j〉 = col(i − 1, j), and S4 is a shifted olumn as well
(due to cη < j ≤ dη+1). Thus, with B3 = B1 − (i, j), we obtain the SCIs
x(B3)− x(S3) ≤ 0 (11)
x(B2)− x(S4) ≤ 0 (12)
(see Figure 8 (3)).
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Sine (9) and (10) are ontained in B, we have x⋆(B1) − x
⋆(S1) = 0 and
x⋆(B2)− x
⋆(S2) = 0. Adding these two equations yields(
x⋆(B3)− x
⋆(S3)
)
+
(
x⋆(B2)− x
⋆(S4)
)
= 0, (13)
beause x⋆ij anels due to (i, j) ∈ B1 ∩ S2. Sine x
⋆
satises the SCIs (11)
and (12), Equation (13) shows that in fat we have x⋆(B3)−x
⋆(S3) = 0 and
x⋆(B2)− x
⋆(S4) = 0.
It is not lear, however, that we an simply replae (9) and (10) by (11)
and (12) in order to obtain a new basis of x⋆. Nevertheless, if v1, v2, v3,
and v4 are the oeient vetors of (9), (10), (11), and (12), respetively,
we have v1 + v2 = v3 + v4, whih implies
v2 = v3 + v4 − v1. (14)
Let V ⊂ RIp,q be the subspae of RIp,q that is spanned by the oeient
vetors of the onstraints dierent from (10) in B. Thus, the linear span
of V ∪ {v2} is the whole spae R
Ip,q
. Due to (14), the same holds for
V ∪{v3, v4} (sine v1 ∈ V ). Therefore, there is α ∈ {3, 4} suh that V ∪{vα}
spans R
Ip,q
. Let (a) be the orresponding SCI from {(11), (12)}. Hene,
B′ := B \ {(10)} ∪ {(a)} is a (redued) basis of x⋆ as well.
Sine we have |S3| < |S2| and weight(S4) < weight(S2) (due to cη < j),
the weight of B′ is smaller than that of B, ontraditing the minimality of
the weight of B. 
Before we nish the proof of the proposition by establishing Claim 1, we
need one more strutural result on the SCIs in a redued basis of x⋆. Let
S = {〈1, c1〉, 〈2, c2〉, . . . , 〈η, cη〉} be any shifted olumn with x
⋆
〈γ,cγ〉
> 0 for
some γ ∈ [η]. We all 〈γ, cγ〉 the rst nonzero element of S if
x⋆〈1,c1〉 = · · · = x
⋆
〈γ−1,cγ−1〉
= 0
holds. Similarly, 〈γ, cγ〉 is alled the last nonzero element of S if we have
x⋆〈γ+1,cγ+1〉 = · · · = x
⋆
〈η,cη〉
= 0.
Claim 4. Let B be a redued basis of x⋆, and let S1, S2 be the shifted olumns
of some SCIs in B (S1 = S2 is allowed).
(1) If (i, j) is the rst nonzero element of S1 and (i, j) ∈ S2, then (i, j) is
also the rst nonzero element of S2.
(2) If (i, j) is the last nonzero element of S1 with x
⋆(S1) = 1 and (i, j) ∈ S2,
then (i, j) is also the last nonzero element of S2 and x
⋆(S2) = 1.
(3) If (i, j) is the last nonzero element of S1 with x
⋆(S1) = 1, then (i, j) is
not the rst nonzero element of S2.
Proof. Let
S1 = {〈1, c1〉, 〈2, c2〉, . . . , 〈η, cη〉} and S2 = {〈1, d1〉, 〈2, d2〉, . . . , 〈τ, dτ 〉}
be two shifted olumns of SCIs with bars B1 and B2, respetively, in the
redued basis B of x⋆. Suppose that (i, j) = 〈γ, j〉 ∈ S1∩S2, i.e., cγ = j = dγ
holds. Dene
S′1 := {〈1, c1〉, 〈2, c2〉, . . . , 〈γ − 1, cγ−1〉},
S′2 := {〈1, d1〉, 〈2, d2〉, . . . , 〈γ − 1, dγ−1〉},
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and S
′
2 := S2 \ S
′
2, see Figure 9. Sine 〈γ, j〉 ∈ S1 ∩ S2 holds, S
′
1 ∪ S
′
2 is a
shifted olumn and x(B2)− x(S
′
1 ∪ S
′
2) ≤ 0 is an SCI. Thus, we obtain
x⋆(B2)− x
⋆(S′1)− x
⋆(S
′
2) ≤ 0. (15)
Furthermore, sine x(B2) − x(S2) ≤ 0 is ontained in the basis B of x
⋆
, we
have
x⋆(B2)− x
⋆(S′2)− x
⋆(S
′
2) = 0. (16)
Subtrating (16) from (15) yields x⋆(S′2)− x
⋆(S′1) ≤ 0. We thus onlude
x⋆(S′2) ≤ x
⋆(S′1) and x
⋆(S′1) ≤ x
⋆(S′2) (17)
(where the seond inequality follows by exhanging the roles of S1 and S2 in
the argument).
Part (1): If (i, j) is the rst nonzero element of S1, then we have x
⋆(S′1) = 0.
Thus, the rst inequality of (17) implies x⋆(S′2) = 0, showing that (i, j) is
the rst nonzero element of S2.
Part (2): If (i, j) is the last nonzero element of S1 and x
⋆(S1) = 1 holds,
then we have x⋆(S′1 + (i, j)) = 1. With the seond inequality of (17) we
obtain:
1 = x⋆(S′1 + (i, j)) ≤ x
⋆(S′2 + (i, j)) ≤ x
⋆(S2) = x
⋆(B2) ≤ 1,
where the last equation holds beause x(B2)− x(S2) ≤ 0 is ontained in B.
It follows that x⋆(S2) = 1 and (i, j) is the last nonzero element of S2.
Part (3): This follows from the rst two parts of the laim, sine B does not
ontain any trivial SCIs by Claim 2. 
We will now proeed with the proof of Claim 1. Thus, assume that B⋆ is a
redued basis of x⋆ of minimal weight and suppose that B⋆ ontains at least
one SCI. We are going to onstrut a point x˜ 6= x⋆ that satises the equation
system obtained from B⋆, ontraditing the fat the x⋆ is the unique solution
to this system of equations.
At the beginning, we set x˜ = x⋆, and let λ > 0 be an arbitrary posi-
tive number. Then we perform the following four steps (see Figure 10 for
illustrations of the rst three).
(1) For every (i, j) that is the rst nonzero element of the shifted olumn of
at least one SCI in B⋆, we redue x˜ij by λ.
(2) For every (i, j) that is the last nonzero element of the shifted olumn S
of at least one SCI in B⋆ with x⋆(S) = 1, we inrease x˜ij by λ.
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Figure 10: Illustration of the onstrution of x˜, Steps (1) to (3).
(3) For eah i ∈ [p] and for all j = min{i, q},min{i, q} − 1, . . . , 1 (in this
order): If (i, j) is the leader of some SCI in B⋆, we adjust x˜ij suh that,
with B = {(i, j), (i, j + 1), . . . , (i,min{i, q})},
x˜(B) =
{
1 if x⋆(B) = 1
x⋆(B)− λ otherwise
holds.
(4) For eah i ∈ [p], adjust x˜ij in order to ahieve x˜(rowi) = 1, where
j = min{ℓ : x⋆iℓ > 0}.
The reason for treating the ase x⋆(S) = 1 separately in Step 2 will beome
evident in the proof of Claim 8 below.
The following four laims will yield that x˜ is a solution of the equation
system orresponding to B⋆.
Claim 5. After Step 2, for eah shifted olumn S of some SCI in B⋆ we
have
x˜(S) =
{
1 if x⋆(S) = 1
x⋆(S)− λ otherwise.
Proof. Let S be the shifted olumn of some SCI in B⋆. It follows from
Part (1) of Claim 4 that the rst nonzero element (i, j) of S is the only
element in S whose x˜-omponent is hanged (redued by λ) in Step 1. Thus,
after Step 1 we have x˜(S) = x⋆(S)− λ.
If x⋆(S) < 1, then, by Part (2) of Claim 4, x˜(S) is not hanged in Step 2.
Otherwise, x⋆(S) = 1, and x˜kℓ is inreased by λ in Step 2, where (k, ℓ) is
the last nonzero element of S. Aording to Part (2) of Claim 4, no other
omponent of x˜ belonging to some element in S is hanged in Step 2. Thus,
in both ases the laim holds. 
Claim 6. No omponent of x˜ belonging to the shifted olumn of some SCI
in B⋆ is hanged in Step 3.
Proof. Let S be the shifted olumn of some SCI in B⋆. Aording to Part (3)
of Claim 3, S does not ontain the leader of any SCI in B⋆, sine B⋆ is a
redued basis of minimal weight. 
Claim 7. After Step 3, for eah SCI in B⋆ with shifted olumn S and bar B
we have x˜(S) = x˜(B).
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Proof. For an SCI in B⋆ with shifted olumn S and bar B, we have x⋆(S) =
x⋆(B). Thus, from Claims 5 and 6 it follows that x˜(S) = x˜(B) holds after
Step 3. 
Claim 8. Step 4 does not hange any omponent of x˜ that belongs to the
shifted olumn or the bar of some SCI in B⋆.
Proof. Let (i, j) be suh that x⋆iℓ = 0 for all ℓ < j and x
⋆
ij > 0. By Part (1)
of Claim 3, (i, j) is not ontained in any shifted olumn of an SCI in B⋆. If
(i, j) is ontained in the bar B of some SCI in B⋆, then learly x⋆(B) = 1
holds. Thus, after Step 3, we have x˜(rowi) = x˜(B) = 1, whih shows that
x˜ij is not hanged in Step 4. 
We an now nish the proof of the proposition. Claims 7 and 8 show
that x˜ satises all SCIs ontained in B⋆ with equality. Furthermore, in all
steps of the proedure only omponents x˜ij with x
⋆
ij > 0 are hanged (this
is lear for Steps 1, 2, and 4; for Step 3 it follows from Part (2) of Claim 3).
Sine after Step 4, x˜ satises all row-sum equations, this proves that x˜ is a
solution to the equation system obtained from B⋆.
We assumed that B⋆ ontains at least one SCI. Let S be the shifted olumn
of one of these. We know x⋆(S) > 0 by Claim 2. Thus, let (i, j) be the rst
nonzero element of S. Hene, after Step 1, we have x˜ij = x
⋆
ij−λ. By Part (3)
of Claim 4, this still holds after Step 2. As x˜ij is also not hanged in Steps 3
and 4 (see Claims 6 and 8), we dedue x˜ 6= x⋆, ontraditing the fat that x⋆
is the unique solution to the equation system belonging to B⋆.
This onludes the proof of Proposition 12. 
We hope that reading this proof was somewhat enjoyable. Anyway, at least
it also gives us a linear desription of the paking orbitopes for symmetri
groups almost for free.
Proposition 13. The paking orbitope O≤p,q(Sq) is ompletely desribed by
the nonnegativity onstraints, the row-sum inequalities, and the shifted ol-
umn inequalities:
O≤p,q(Sq) = {x ∈ R
Ip,q : x ≥ 0, x(rowi) ≤ 1 for i = 1, . . . , p,
x(B)− x(S) ≤ 0 for all SCIs with SC S and bar B }.
Proof. Let Q ⊂ RIp,q be the polyhedron on the right-hand side of the state-
ment. We dene A := {x ∈ RIp+1,q+1 : x(rowi) = 1 for all i ∈ [p+ 1]}.
The proof of Proposition 12 in fat shows that its statement remains true
if we drop all SCIs with shifted olumn S and S ∩ col1 6= ∅ from the linear
desription. This follows from the fat that, due to x⋆11 = 1 and Claim 2, no
suh SCI an be ontained in any redued basis of x⋆ (using the notations
from the proof of Proposition 12). Thus we obtain
O=p+1,q+1(Sq+1) = A ∩ Q˜, (18)
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with
Q˜ = {x ∈ RIp+1,q+1 : x(B)− x(S) ≤ 0 for all SCIs with bar B
and shifted olumn S with S ∩ col1 = ∅,
xij ≥ 0 for all (i, j) ∈ Ip+1,q+1 \ col1,
x(rowi−(i, 1)) ≤ 1 for all i = 2, . . . , p + 1},
where the last inequalities are equivalent (with respet to O=p+1,q+1(Sq+1)) to
the nonnegativity onstraints assoiated with the elements of col1 by addition
of row-sum equations.
Dene L := {x ∈ RIp+1,q+1 : xi1 = 0 for all i ∈ [p+ 1]}, and denote by
π˜ : RIp+1,q+1 → L the orthogonal projetion. Sine none of the inequalities
dening Q˜ has a nonzero oeient in col1, we have π˜
−1(Q˜∩L) = Q˜, hene
Q˜∩L = π˜(Q˜). This yields π˜(A∩Q˜) = π˜(A)∩ π˜(Q˜), whih, due to π˜(A) = L,
implies π˜(A ∩ Q˜) = Q˜ ∩ L. Thus, we obtain
O≤p,q(Sq) = π˜(O
=
p+1,q+1(Sq+1)) = π˜(A ∩ Q˜) = Q˜ ∩ L = Q,
where the rst equation is due to Proposition 5, the seond equation follows
from (18), and the nal arises from identifying L with RIp,q . 
4.5. Faets
In this setion, we investigate whih of the onstraints from the linear
desriptions of O=p,q(Sq) and O
≤
p,q(Sq) given in Propositions 12 and 13, re-
spetively, dene faets. This will also yield non-redundant desriptions.
It seems to be more onvenient to settle the paking ase rst and then
to arry over the results to the partitioning ase. Reall that we assume
2 ≤ p ≤ q.
Proposition 14.
(1) The paking orbitope O≤p,q(Sq) ⊂ R
Ip,q
is full dimensional:
dim(O≤p,q(Sq)) = |Ip,q| = pq −
q(q−1)
2 =
(
p− q−12
)
q.
(2) A nonnegativity onstraint xij ≥ 0, (i, j) ∈ Ip,q, denes a faet of
O≤p,q(Sq), unless i = j < q holds. The faes dened by xjj ≥ 0 with
j < q are ontained in the faet dened by xqq ≥ 0.
(3) Every row-sum onstraint x(rowi) ≤ 1 for i ∈ [p] denes a faet of
O≤p,q(Sq).
(4) A shifted olumn inequality x(B) − x(S) ≤ 0 with bar B and shifted
olumn S = {〈1, c1〉, 〈2, c2〉, . . . , 〈η, cη〉} denes a faet of O
≤
p,q(Sq), un-
less η ≥ 2 and c1 < c2 (exeption I) or η = 1 and B 6= {〈1, c1 + 1〉}
(exeption II) hold. In ase of exeption I, the orresponding fae is
ontained in the faet dened by the SCI with bar B and shifted olumn
{〈1, c2〉, 〈2, c2〉, . . . , 〈η, cη〉}. In ase of exeption II, the fae is ontained
in the faet dened by the SCI x〈1,c1+1〉 − x〈1,c1〉 ≤ 0.
Proof. Part (1): For all (k, ℓ) ∈ Ip,q, we dene V
kℓ = (vkℓij ) ∈ R
Ip,q
by
vkℓij =
{
1 if
(
i = j ≤ ℓ and j < q
)
or (i, j) = (k, ℓ)
0 otherwise
for (i, j) ∈ Ip,q,
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Figure 11: (a)(b): Illustration of the matries used in the proof of parts (1) and (3)
of Proposition 14. (): Example of an SCI that does not dene a faet; see the proof of
Part (4) of Proposition 14.
that is, V kℓ has 1-entries at position (k, ℓ) and on the main diagonal up to
olumn ℓ, exept that vkℓqq = 0 unless (k, ℓ) = (q, q); see Figure 11 (a). The
olumns of eah V kℓ are in non-inreasing lexiographi order. Hene, by
Part (1) of Observation 1, eah V kℓ is a vertex of O≤p,q(Sq).
In order to show that these vetors are linearly independent, we x an
arbitrary ordering of the V kℓ that starts with V 11, V 22, . . . , V q−1,q−1. For
eah (k, ℓ) ∈ Ip,q, all points V
rs
preeding V kℓ have a 0-entry at position
(k, ℓ), while vkℓkℓ = 1. This shows that these |Ip,q| verties of O
≤
p,q(Sq) are
linearly independent. Together with 0 this gives |Ip,q|+1 anely independent
points ontained in O≤p,q(Sq), proving that O
≤
p,q(Sq) is full dimensional. The
alulations in the statement are straightforward.
Part (2): For (i, j) ∈ Ip,q \ {(j, j) : j < q} all points V
kℓ
with (k, ℓ) 6= (i, j)
are ontained in the fae dened by xij ≥ 0. Sine this is also true for 0, the
fae dened by xij ≥ 0 ontains |Ip,q| anely independent points (see the
proof of Part (1)), i.e., it is a faet of O≤p,q(Sq).
For every vertex x⋆ ∈ O≤p,q(Sq) ontained in the fae dened by xjj ≥ 0
for some j < q, we have x⋆ℓℓ = 0 for all ℓ ≥ j (beause otherwise the olumns
of x⋆ would not be in non-inreasing lexiographi order). This shows that x⋆
is ontained in the faet dened by xqq ≥ 0.
Part (3): In order to show that x(rowi) ≤ 1 denes a faet of O
≤
p,q(Sq)
for i ∈ [p], we onstrut points Vˆ kℓ (depending on i) from the points V kℓ
dened in Part (1) by adding a 1 at position (i, 1) if V kℓ(rowi) = 0 (see
Figure 11 (b)). The (|Ip,q| − 1) points Vˆ
kℓ
for all (k, ℓ) ∈ Ip,q − (i, 1), and
the unit vetor Ei1 (with a single 1 in position (i, 1)) satisfy x(rowi) = 1.
Furthermore, they are anely independent, sine subtrating Ei1 from all
vetors Vˆ kℓ yields vetors V˜ kℓ, whih an be shown to be linearly independent
similarly to Part (1); here, we need (k, ℓ) 6= (i, 1).
Part (4): Let x(B)− x(S) ≤ 0 be an SCI with bar B, leader (i, j) = 〈η, j〉,
and shifted olumn S = {〈1, c1〉, 〈2, c2〉, . . . , 〈η, cη〉}.
If η ≥ 2 and c1 < c2 hold (exeption I), then the SCI is the sum of the
SCI
x〈1,c1+1〉 − x〈1,c1〉 ≤ 0
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Figure 12: Illustration of the onstrutions in the proof of Part (4) of Proposition 14.
and the SCI with bar B and shifted olumn {〈1, c1 + 1〉, 〈2, c2〉, . . . , 〈η, cη〉};
see Figure 11 (). Repeating this argument (c2 − c1 − 1) times proves the
seond statement of Part (4) for exeption I.
If η = 1 and B = {〈1, j〉} with j > c1 + 1 hold (exeption II), then the
SCI is the sum of the SCIs x〈1,c1+1〉 − x〈1,c1〉 ≤ 0, . . . , x〈1,j〉 − x〈1,j−1〉 ≤ 0.
This proves the seond statement of Part (4) for exeption II.
Otherwise, let V be the set of verties of O≤p,q(Sq) that satisfy the SCI
with equality, and let L = lin(V ∪ {Eij}) be the linear span of V and the
unit vetor Eij . We will show that L = RIp,q , whih proves dim(aff(V)) =
|Ip,q| − 1 (sine 0 ∈ V). Hene, the SCI denes a faet of O
≤
p,q(Sq).
To show that L = RIp,q , we prove that Ers ∈ L for all (r, s) ∈ Ip,q. We
partition the set Ip,q \ (B ∪ S) into three parts (see Figure 12 (a)):
A :={〈ρ, s〉 ∈ Ip,q : (ρ ≤ η and s < cρ) or ρ > η},
C :={〈ρ, s〉 = (r, s) ∈ Ip,q : ρ ≤ η and r > i}, and
D :={〈ρ, s〉 = (r, s) ∈ Ip,q : ρ < η, s > cρ, and r < i}.
For (r, s) = 〈ρ, s〉, denote by diag≤(r, s) = {〈ρ, 1〉, 〈ρ, 2〉, . . . , 〈ρ, s〉} the
diagonal starting at 〈ρ, 1〉 = (r − s + 1, 1) and ending at 〈ρ, s〉 = (r, s).
Similarly, denote by diag≥(r, s) = {〈ρ, s〉, 〈ρ, s + 1〉, . . . } ∩ Ip,q the diagonal
starting at (r, s) and ending in colq or in rowp.
Claim 9. For all (r, s) = 〈ρ, s〉 ∈ A ∪C we have Ers ∈ L.
Proof. Denote the inidene vetor of diag≤(r, s) by W rs = χdiag
≤(r,s)
(see
Figure 12 (b)). Both W rs and W rs −Ers are verties of O≤p,q(Sq). We have
diag≤(r, s) ∩ (B ∪ S) = ∅ for (r, s) ∈ A. Furthermore
|diag≤(r, s) ∩B| = 1 = |diag≤(r, s) ∩ S|
for (r, s) ∈ C. Hene, these two verties satisfy the SCI with equality and
we obtain Ers = W rs − (W rs − Ers) ∈ L. 
Claim 10. For all (r, s) = 〈ρ, s〉 ∈ D we have Ers ∈ L.
Proof. Dene the set
U(r, s) := diag≤(r, s) ∪ diag≥(r + 1, s) ∪
(
{〈ρ+ 1, q〉, 〈ρ+ 2, q〉, . . . } ∩ Ip,q
)
,
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see Figure 12 (). Let U rs := χU(r,s). By onstrution, the three points U rs,
U rs − Ers, and U rs − Er+1,s are verties of O≤p,q(Sq).
If ρ = 1, we have |U(r, s) ∩B| = 1 and |U(r, s) ∩ S| = 1, where we need
c1 = c2 in ase of s = c1 + 1 (notie that in ase of η = 1 we have D = ∅).
Due to (r, s) /∈ B ∪S, both U rs and U rs−Ers satisfy the SCI with equality.
This yields Ers = U rs − (U rs − Ers) ∈ L.
If ρ > 1, then |U(r, s) ∩ S| = 1 does not hold in all ases (e.g., if s = cρ+1,
we have (r+1, s) ∈ S). However, sine ρ > 1, U(r− 1, s) is well-dened and
|U(r − 1, s) ∩B| = 1 and |U(r − 1, s) ∩ S| = 1
hold. Hene the verties U r−1,s and U r−1,s−Ers satisfy the SCI with equal-
ity, giving Ers = U r−1,s − (U r−1,s − Ers) ∈ L. 
Claim 11. For all (r, s) = 〈ρ, s〉 ∈ S we have Ers ∈ L.
Proof. Dene the set
T (r, s) := diag≤(r + j − s, j) ∪
(
{〈ρ+ 1, j〉, 〈ρ + 2, j〉, . . . } ∩ Ip,q
)
,
see Figure 12 (d). The inidene vetor T rs := χT (r,s) is a vertex of O≤p,q(Sq),
whih, due to T (r, s) ∩ S = {(r, s)} and T (r, s) ∩ B = {(i, j)} satises the
SCI with equality. Thus, from
Ers = T rs − Eij −
∑
(k,ℓ)∈T (r,s)∩A
Ekℓ −
∑
(k,ℓ)∈T (r,s)∩C
Ekℓ −
∑
(k,ℓ)∈T (r,s)∩D
Ekℓ
we onlude Ers ∈ L, sine Eij ∈ L by denition of L, and Ekℓ ∈ L for all
(k, ℓ) ∈ A ∪C ∪D by Claims 9 and 10. 
Claim 12. For all (i, s) = 〈ρ, s〉 ∈ B we have Ers ∈ L.
Proof. The vetor W is := χdiag
≤(i,s)
is a vertex of O≤p,q(Sq) that satises the
SCI with equality. Furthermore, we have
Eis = W is − Ercρ −
∑
(k,ℓ)∈diag≤(i,s)∩A
Ekℓ −
∑
(k,ℓ)∈diag≤(i,s)∩D
Ekℓ,
where (r, cρ) := 〈ρ, cρ〉 ∈ S. Thus, we onlude E
is ∈ L, sine Ekℓ ∈ L for
all (k, ℓ) ∈ A ∪D ∪ S by Claims 9, 10, and 11. 
Claims 9 to 12 show Ers ∈ L for all (r, s) ∈ Ip,q. This proves that the SCI
denes a faet of O≤p,q(Sq) (unless exeption I or II hold). 
Finally, we arry the results of Proposition 14 over to partitioning or-
bitopes.
Proposition 15.
(1) The partitioning orbitope O=p,q(Sq) ⊂ R
Ip,q
has dimension
dim(O=p,q(Sq)) = |Ip−1,q−1| = |Ip,q| − p =
(
p− q2
)
(q − 1).
The onstraints x(rowi) = 1 form a omplete and non-redundant linear
desription of aff(O=p,q(Sq)).
(2) A nonnegativity onstraint xij ≥ 0, (i, j) ∈ Ip,q, denes a faet of
O=p,q(Sq), unless i = j < q holds. The faes dened by xjj ≥ 0 with
j < q are ontained in the faet dened by xqq ≥ 0.
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(3) A shifted olumn inequality x(B)− x(S) ≤ 0 with bar B and shifted ol-
umn S = {〈1, c1〉, 〈2, c2〉, . . . , 〈η, cη〉} denes a faet of O
=
p,q(Sq), unless
c1 = 1 (Exeption I) or η ≥ 2 and c1 < c2 (Exeption II) or η = 1
and B 6= {〈1, c1 + 1〉} (Exeption III). In ase of Exeption I, the or-
responding fae is ontained in the faet dened by xi1 ≥ 0, where i is
the index of the row ontaining B. In ase of Exeption II, the fae
is ontained in the faet dened by the SCI with bar B and shifted ol-
umn {〈1, c2〉, 〈2, c2〉, . . . , 〈η, cη〉}. In ase of Exeption III, the fae is
ontained in the faet dened by the SCI x〈1,c1+1〉 − x〈1,c1〉 ≤ 0.
Proof. Aording to Proposition 5, O≤p−1,q−1(Sq−1) is isomorphi to O
=
p,q(Sq)
via the orthogonal projetion of the latter polytope to the spae
L := {x ∈ RIp,q : xi1 = 0 for all i ∈ [p]}
(and via the anonial identiation of L and RIp−1,q−1). This shows the
statement on the dimension of O=p,q(Sq); the alulations and the laim on
the non-redundany of the equation system are straightforward.
Furthermore, this projetion (whih is one-to-one on aff(O=p,q(Sq))) maps
every fae of O=p,q(Sq) that is dened by some inequality
〈a, x〉 :=
∑
(i,j)∈Ip,q
aij xij ≤ a0,
with a ∈ RIp,q , a0 ∈ R, and ai1 = 0 for all i ∈ [p] to a fae of O
≤
p−1,q−1(Sq−1)
of the same dimension dened by∑
(i,j)∈Ip−1,q−1
ai+1,j+1 xij ≤ a0.
Conversely, if 〈a˜, x〉 ≤ a˜0 denes a fae of O
≤
p−1,q−1(Sq−1) for a˜ ∈ R
Ip−1,q−1
and a˜0 ∈ R, then the inequality∑
(i,j)∈Ip,q
a˜ij xi+1,j+1 ≤ a˜0
denes a fae of O=p,q(Sq) of the same dimension.
Due to parts (2) and (3) of Proposition 14, this proves Part (2) of the
proposition, where we use the fat that the inequalities xi1 ≥ 0 are equivalent
to x
(
rowi−(i, 1)
)
≤ 1 with respet to O=p,q(Sq).
Furthermore, due to Part (4) of Proposition 14, the above arguments also
imply the statements of Part (3) for c1 ≥ 2 (inluding Exeption II and III).
Finally, we onsider the ase c1 = 1 (Exeption I). Sine we have x1,1 = 1
for all x ∈ O=p,q(Sq), the equation x(B)− x(S) = 0 implies
1 ≥ x(B) = x(S) ≥ x1,1 = 1,
and hene xi,1 = 0 (using the row-sum equation for row i ontaining B).
This onludes the proof. 
4.6. Summary of Results on the Symmetri Group
We ollet the results on the paking- and partitioning orbitopes for sym-
metri groups.
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Theorem 16. The partitioning orbitope O=p,q(Sq) (for p ≥ q ≥ 2) with
respet to the symmetri group Sq equals the set of all x ∈ R
Ip,q
that satisfy
the following linear onstraints:
◦ the row-sum equations x(rowi) = 1 for all i ∈ [p],
◦ the nonnegativity onstraints xij ≥ 0 for all (i, j) ∈ Ip,q \{(j, j) : j < q},
◦ the shifted olumn inequalities x(B)− x(S) ≤ 0 for all bars
B = {(i, j), (i, j + 1), . . . , (i,min{i, q})}
with (i, j) = 〈η, j〉 ∈ Ip,q, j ≥ 2, and shifted olumns
S = {〈1, c1〉, 〈2, c2〉, . . . , 〈η, cη〉} with 2 ≤ c1 = c2 ≤ · · · ≤ cη ≤ j − 1,
where in ase of η = 1 the last ondition redues to 2 ≤ c1 and we
additionally require j = c1 + 1.
This system of onstraints is non-redundant. The orresponding separation
problem an be solved in time O(pq).
For the result on the ompleteness of the desription, see Proposition 12,
for the question of redundany see Proposition 15, and for the separation
algorithm see Corollary 11. Note that the SCI with shifted olumn {(1, 1)}
and bar {(2, 2)} denes the same faet of O=p,q(Sq) as the nonnegativity
onstraint x2,1 ≥ 0.
Theorem 17. The paking orbitope O≤p,q(Sq) (for p ≥ q ≥ 2) with respet
to the symmetri group Sq equals the set of all x ∈ R
Ip,q
that satisfy the
following linear onstraints:
◦ the row-sum inequalities x(rowi) ≤ 1 for all i ∈ [p],
◦ the nonnegativity onstraints xij ≥ 0 for all (i, j) ∈ Ip,q \{(j, j) : j < q},
◦ the shifted olumn inequalities x(B)− x(S) ≤ 0 for all bars
B = {(i, j), (i, j + 1), . . . , (i,min{i, q})}
with (i, j) = 〈η, j〉 ∈ Ip,q, j ≥ 2, and shifted olumns
S = {〈1, c1〉, 〈2, c2〉, . . . , 〈η, cη〉} with c1 = c2 ≤ · · · ≤ cη ≤ j − 1,
where in ase of η = 1 we additionally require j = c1 + 1.
This system of onstraints is non-redundant. The orresponding separation
problem an be solved in time O(pq).
For the result on the ompleteness of the desription, see Proposition 13,
for the question of redundany see Proposition 14, and for the separation
algorithm see Corollary 11.
5. Conluding Remarks
We lose with some remarks on the tehnique used in the proof of Propo-
sition 12, on the ombination of SCIs and lique-inequalities for the graph-
oloring problem, and on full and overing orbitopes.
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lique inequality and an SCI.
The Proof Tehnique. Our tehnique to prove Proposition 12 an be sum-
marized as follows. Assume a polytope Q ⊂ Rn is desribed by some (nite)
system Q of linear equations and inequalities. Suppose that Q′ is a subsys-
tem of Q for whih it is known that Q′ denes an integral polytope Q′ ⊇ Q.
One an prove that Q is integral by showing that every vertex x⋆ of Q is a
vertex of Q′ in the following way. Here we all a basis (with respet to Q)
of x⋆ redued if it ontains as many onstraints from Q′ as possible:
(1) Starting from an arbitrary redued basis B of x⋆, onstrut iteratively a
redued basis B⋆ of x⋆ that satises some properties that are useful for
the seond step.
(2) Under the assumption that B⋆ 6⊆ Q′, modify x⋆ to some x˜ 6= x⋆ that
also satises the equation system orresponding to B⋆ (ontraditing the
fat that B⋆ is a basis).
(In our proof of Proposition 12, Step (1) was done by showing that a redued
basis of minimal weight has the desired properties.)
Suh a proof is oneivable for every 0/1-polytope Q by hoosing Q′ =
[0, 1]n as the whole 0/1-ube and Q′ as the set of the 2n trivial inequalities
0 ≤ xi ≤ 1, for i = 1, . . . , n (if neessary, modifying Q in order to ontain
them all).
We do not know whether this kind of integrality proof has been used in
the literature. It may well be that one an interpret some of the lassial
integrality proofs in this setting. Anyway, it seems to us that the tehnique
might be useful for other polytopes as well.
The Graph-Coloring Problem. As mentioned in the introdution, for on-
rete appliations like the graph oloring problem one an (and probably
has to) ombine the polyhedral knowledge on orbitopes with the knowledge
on problem spei polyhedra. We illustrate this by the example of lique
inequalities for the graph oloring model (1) desribed in the introdution.
Fix a olor index j ∈ [C]. If W ⊆ V is a lique in the graph G = (V,E),
then learly the inequality
∑
i∈W xij ≤ 1 is valid. In fat, the strengthened
inequalities
∑
i∈W xij ≤ yj are known to be faet-dening for the onvex
hull of the solutions to (1), see [4℄. Suppose that S ⊂ I|V |,C is a shifted
olumn and that we have η ≤ |S| for all 〈η, j〉 = (i, j) with i ∈W . Then the
inequality ∑
i∈W
xij − x(S) ≤ 0
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is valid for all solutions to the model obtained from (1) by adding inequali-
ties (2) (whih are all olumn inequalities in terms of orbitopes), see Fig-
ure 13. The details and a omputational study will be the subjet of a
follow-up paper.
Full and Covering Orbitopes. As soon as one starts to onsider 0/1-matries
that may have more than one 1-entry per row, things seem to beome more
ompliated.
With respet to yli group ations, we loose the simpliity of the har-
aterizations in Observation 1. The reason is that the matries under inves-
tigation may have several equal nonzero olumns. In partiular, the lexio-
graphially maximal olumn may not be unique.
With respet to the ation of the symmetri group, we still have the har-
aterization of the representatives as the matries whose olumns are in
non-inreasing lexiographi order (see Part 1 of Observation 1). The stru-
tures of the respetive full and overing orbitopes, however, beome muh
more ompliated. In partiular, we know from omputer experiments that
several powers of two arise as oeients in the faet-dening inequalities.
This inrease in omplexity is reeted by the fat that optimization of linear
funtionals over these orbitopes seems to be more diult than over paking
and partitioning orbitopes (see the remarks at the end of Setion 2.1).
Let us lose with a omment on our hoie of the set of representatives
as the maximal elements with respet to a lexiographi ordering (referring
to the row-wise ordering of the omponents of the matries). It might be
that the diulties for full and overing orbitopes mentioned in the previous
paragraph an be overome by the hoie of a dierent system of representa-
tives. The hoie of representatives onsidered in this paper, however, seems
to be appropriate for the paking and partitioning ases.
Whether the results presented in this paper are useful in pratie will turn
out in the future. In any ase, we hope that the reader shares our view that
orbitopes are neat mathematial objets. It seems that symmetry strikes
bak by its own beauty, even when mathematiians start to ght it.
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