Abstract. This announcement presents asymptotic formulas for the eigenvalues of a free-free uniform Timoshenko beam.
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boundary conditions hold (i.e., shearing forces and moments are assumed to be zero at each end of the beam), then w and ψ must satisfy the following four boundary conditions:
After making a standard separation of variables argument, one finds that the Timoshenko differential equations for w and ψ lead to a coupled system of two second order ordinary differential equations for y(x) and Ψ(x), (EIΨ x ) x + kAG(y x − Ψ) + p 2 IρΨ = 0, (2) (kAG(y x − Ψ)) x + p 2 Aρy = 0. (3) Here, p 2 is an eigenvalue parameter. The conditions on w and ψ in (1) imply y and Ψ must satisfy the same free-free boundary conditions:
This boundary value problem for y and Ψ is self-adjoint, which implies that the values of p 2 for which nontrivial solutions to this problem exist, the eigenvalues for this model, are real. Furthermore, it is not difficult to show that the collection of all eigenvalues for this problem forms a discrete, countable, unbounded set of real nonnegative numbers. Moreover, it can be shown that if σ is a natural frequency for a beam, then p 2 = (2πσ) 2 is one of the beam's eigenvalues. Therefore, it is possible to determine eigenvalues from natural frequency data obtained in an experiment like the one indicated in the opening paragraph.
Suppose from vibration experiments we have determined a set of natural frequencies for a beam with unknown elastic moduli and mass density, and have constructed a sequence of eigenvalues from this data. What information can the eigenvalues provide about these unknown material parameters? To address this question, we must determine how eigenvalues depend on E, I, kG, A and ρ. This determination is not easy, since the dependence of eigenvalues on these coefficients is highly nonlinear. The first step towards general eigenvalue formulas for beams with nonconstant material and geometric parameters is to derive eigenvalue formulas for the uniform Timoshenko beam. (A beam is uniform when E, kG, A, I, and ρ are constants.) In a forthcoming paper (and in Geist [1] ), the formulas for the uniform free-free beam given below are crucial in establishing asymptotic formulas for the eigenvalues of free-ended beams which have variable density and constant material parameters otherwise.
This announcement presents asymptotic formulas for the eigenvalues of the freeended, uniform Timoshenko beam.
A frequency equation
In this section a frequency equation is derived. The notation follows that given in Huang [3] . When E, kG, A, I, and ρ are constant, the boundary value problem defined by (2), (3), and (4) may be written in the following simplified notation. Let
, and s 2 = EI/(kAGL 2 ). Interpreting a prime ( ) as differentiation with respect to ξ, equations (2) and (3) can be proved equivalent to the differential equations
and y + b 2 s 2 y − LΨ = 0; (6) similarly, the four boundary conditions given in (4) may be written as
By eliminating y or Ψ from (5) or (6), we find that these two second order equations imply that y and Ψ must satisfy two decoupled fourth order ordinary differential equations
Coupling between y and Ψ still occurs through the boundary conditions (7). Define a and B as
In [3] , Huang derives general solutions to equations (8) and (9), valid when b 2 r 2 s 2 is not 1 or 0. These solutions are y = c 1 cos baξ + c 2 sin baξ + c 3 cos bBξ + c 4 sin bBξ,
The c i may be determined in terms of the d i by substituting the general solutions for y and Ψ into the second order differential equations (5) and (6); y can then be expressed in terms of the d i . For b = 0 or 1/rs, one can then show that solutions to the boundary value problem given in (5), (6) , and (7) exist if and only ifÂ d = 0, where
ba cos ba −ba sin ba bB cos bB −bB sin bB
The matrix equationÂ d = 0 has nontrivial solutions if and only if the determinant of the matrixÂ vanishes. LetÃ(b) = |Â|. After carrying out some lengthy but routine calculations, it can be shown that
The matrix equationÂ d = 0 defines solutions to (5)-(7) whenever the (nonnegative) frequency parameter b is not equal to 0 or 1/rs.
1 This implies that when b > 0 and b = 1/rs, the free-free Timoshenko boundary value problem will have nontrivial solutions if and only ifÃ(b) = 0. Recall that the nonnegative eigenvalue parameter p 2 appearing in equations (2) and (3) 
Asymptotic formulas
The asymptotic formulas for the eigenvalues of the free-free uniform Timoshenko beam are presented in the theorem below. The discussion following the theorem is intended to provide an overview of the theorem's proof. For a comprehensive and thorough demonstration of the following result, the interested reader should consult [1, pp. 54-128]. 
Then there exist fixed integersÎ 1 andÑ such that if i >Î 1 , then
such that for some fixed but arbitrary e ∈ (0, 1), Then there is anÎ 2 such that i n >Î 2 implies 
Proof sketch
Suppose f and g are defined as
thenÃ(b) can be written asÃ
For b > 0,Ã(b) = 0 if and only if f + g = 0. It is instructive to observe that for b > 1/rs, the arguments ba and bB of the trigonometric functions appearing in the expressions defining f and g are strictly increasing in b. More importantly, as b increases, g converges to zero and f converges to the function r 2 (r 2 −s 2 ) 2 sin ba sin bB. It follows then that for large b, the roots ofÃ are approximated by the roots of sin ba sin bB. In [1] it is shown that the isolated roots of the function sin ba sin bB, that is, those roots of sin ba sin bB that are separated from neighboring roots of sin ba sin bB by more than some arbitrarily chosen fixed distance, occur along the b-axis at most an O(1/b
2 ) distance from the nearest roots ofÃ. Furthermore, it is shown in [1] that every root of sin ba sin bB, regardless of whether or not it is well separated from the neighboring roots of sin ba sin bB, occurs no further than an O(1/b) distance from the nearest zero of the function. These results prove that near every root of sin ba sin bB, at least one root ofÃ lies nearby.
In [1] it is also shown (using Rouché's Theorem in the complex plane) that there exists an unbounded, strictly increasing infinite sequence σ j , j = 1, 2, . . . , which defines a sequence of intervals [σ * , σ j ] in which the functionsÃ and sin ba sin bB have exactly the same number of zeros. Hence for b ∈ [σ * , σ j ], j = 1, 2, . . . , there is a one-to-one correspondence between the roots of sin ba sin bB and the roots ofÃ(b).
For b large enough, the roots of sin ba sin bB can be matched up one-to-one with the nearest roots ofÃ(b) in such a way that each root of sin ba sin bB lies no further than an O(1/b) distance away from the corresponding nearest root ofÃ. For those roots ofÃ near isolated roots of sin ba sin bB, the distance between such roots ofÃ and the corresponding nearest roots of sin ba sin bB is O(1/b 2 ). Even though a and B defined in (10) and (11) are nonlinear functions of the frequency parameter b, it is possible to explicitly determine all roots of the function sin ba sin bB. Eigenvalues satisfying conditions (15) and (16) or conditions (18) and (19) correspond to roots of the frequency function that are near isolated roots of sin ba sin bB. For all such eigenvalues, formulas for the roots of sin ba sin bB are accurate enough approximations to the roots ofÃ that they can be used to derive the estimates given in ( 
