The Lyman-α forest is a powerful tool to constrain warm dark matter models (WDM). Its main observable -flux power spectrum -should exhibit a suppression at small scales in WDM models. This suppression, however, can be mimicked by a number of thermal effects related to the instantaneous temperature of the intergalactic medium (IGM), and to the history of reionization and of the IGM heating ("pressure effects"). Therefore, to put robust bounds on WDM one needs to disentangle the effect of free-streaming of dark matter particles from the influence of all astrophysical effects. This task cannot be brute-forced due to the complexity of the IGM modelling. In this work, we model the sample of high-resolution and high-redshift quasar spectra (Boera et al. 2019) assuming a thermal history that leads to the smallest pressure effects while still being broadly compatible with observations. We explicitly marginalize over observationally allowed values of IGM temperature and find that (thermal) WDM models with masses above 1.9 keV (at 95% CL) are consistent with the spatial shape of the observed flux power spectrum at z = 4 − 5. Even warmer models would produce a suppression at scales that are larger than observed, independently of assumptions about thermal effects. This bound is significantly lower than previously claimed bounds, demonstrating the importance of the knowledge about the reionization history and of the proper marginalization over unknowns.
Warm dark matter. Dark matter (DM) in the Universe manifests itself through many distinct observations -from rotational curves of stars in galaxies to the statistics of anisotropies of cosmic microwave background (CMB) [2] . If dark matter is made of particles -little is known about their properties. One such property, that can be learned from the cosmological data, is the free-streaming horizon, λ dm , -the distance that particles travel while being relativistic (see e.g. [3] for the definition). Such particles are known as warm dark matter (WDM), as opposed to cold dark matter (CDM) particles that only streamed while being already non-relativistic. This quantity is of interest, because it is related to the production mechanism of DM particles in the early Universe. The scale λ dm is a characteristic scale below which matter power spectrum of WDM models is suppressed as compared to the CDM with the same cosmological parameters, as relativistic particles smooth out primordial inhomogeneities.
Many particle physics candidates can play the role of warm dark matter (including sterile neutrinos [4] , axinos [5, 6] , gravitinos [7] ). In this work by "WDM" we refer to a specific class where DM is produced in thermal equilibrium, and then freezes out -(warm) thermal relics or "thermal WDM" [8] . In this case there is a one-to-one relation between λ dm and the DM particle mass, m wdm (λ dm ∝ m −4/3 wdm ), see e.g. [9] . Although "thermal WDM" does not correspond to any specific particle physics model 1 parametrization is often chosen when deriving WDM constraints.
The formation of structures in WDM is suppressed for perturbations of comoving size < ∼ λ dm [13] . However, once overdensities of scales ∼ λ dm reach critical threshold, the nonlinear process quickly brings WDM power spectrum close to its CDM counterpart at these scales. Therefore, the most discriminating power between CDM and WDM lies at small scales. One of the promising tools to measure this difference is the Lyman-α forest method [3, [14] [15] [16] [17] [18] [19] [20] [21] [22] .
Lyman-α forest. Residual neutral hydrogen gas in the intergalactic medium (IGM) creates a "forest" of absorption features in the spectra of high-redshift background quasars. These absorption features are the results of the Lyman-α transition n = 1 → 2 (see e.g. [23] for review). The Fourier transform of the absorption lines' auto-correlation function in the velocity space gives rise to the flux power spectrum (FPS) ∆ 2 F (k) -a proxy to the matter power spectrum projected to 1D along the line of sight, see e.g. [23] . The neutral gas follows the underlying dark matter relatively well, which allows to 1 Thermal WDM particles would have decoupled much earlier than the ordinary neutrinos. As a result their number density would exceed that of cosmic neutrinos (nwdm 112 cm −3 ). For fermionic DM, whose mass obeys the Tremaine-Gunn bound [10] , mwdm > ∼ 300 eV [11] this would mean a matter density too large, as compared to ρdm and significant entropy dilution needs to be arranged in order to reconsile the density of thermal WDM particles with observations, see e.g., [12] . arXiv:1912.09397v1 [astro-ph.CO] 19 Dec 2019 use the flux power spectrum as a proxy of matter power spectrum at small scales and, in particular, to probe free streaming properties of DM particles [3, [14] [15] [16] [17] [18] [19] [20] [21] [22] [24] [25] [26] .
In this work we use the high resolution and high redshift data of [1] . The observed power spectrum ∆ 2 F exhibits a cut-off on scales below λ F ≈ 30 km s −1 at z ∼ 5 [1] . The same cutoff is visible in the older dataset by HIRES [27] and MIKE [28] , used in [18, 19, 22, 25, 26] . This does not mean, however, that warm dark matter with λ dm ∼ λ F has been discovered! Indeed, several thermal effects may prevent HI from following DM at small scales [29, 30] :
(a) IGM is heated as a result of reionization and the thermal Doppler broadening of the absorption lines due to the Maxwellian velocities introduces its own cutoff in the flux power spectrum. The temperature of the gas, and hence the level of Doppler broadening, λ b , that needs to be applied, is not accurately known (see e.g. [19, 31] ), especially at redshifts z > ∼ 5 [32] [33] [34] [35] . This effect is due to the IGM temperature at the time of observation.
(b) The absorbing filaments in the IGM are not virialized structures, and therefore their typical size depends on the past thermal history, relatively to the time of observation. The gas distribution is smoothed compared to the dark matter due to pressure [29, 36] , with its own cutoff λ p . Because of the absence of the Gunn-Peterson trough at redshift z < 6, we know that the IGM was reionized, presumably by photo-heating from ultraviolet producing sources [23] . Hydrogen reionization is thought to be completed by z = 5.7 [37] [38] [39] and to start not earlier than z = 8 [40] , the details about this process are mostly unknown (see e.g. [41] [42] [43] ).
Our method. Work [22] has demonstrated that the cutoff observed in the measured FPS can be explained by any of the three effects (Doppler, pressure, DM freestreaming). This means that in order to obtain robust constraints on the properties of WDM particles one would need to marginalize over all astrophysical effects that can produce similar suppression in the FPS. The marginalisation over thermal histories (=pressure effects) cannot be computed by brute-force: each thermal history requires its own full scale hydrodynamical simulation. On the other hand, marginalisation over Doppler broadening is possible in post-processing and is not computationally expensive.
Therefore, in this work we suggest the following procedure for obtaining robust Lyman-α forest bounds:
(1) In order to minimise the pressure effects, we run hydrodynamical simulations with model of ultraviolet background (UVB) LateCold from [41] . 2 In this model the reionization starts at redshift z = 6.7, later than 2 The details about the numerical simulations can be found in [22] .
FIG. 1. The adopted thermal history. In the upper panel we show the photoionization (Γhi) and photoheating (qhi) rates for the neutral hydrogen (hi) from the LateCold model of Oñorbe et al. [41] . The photoheating rate is rescaled by 10 11 in order to fit onto the same plot. The reionization in this model starts at zreio = 6.7. In the lower panel we show the resulting temperature at the cosmic mean density of the IGM, T0, as well as the slope of the temperature-density relation, γ(z) (obtained by fitting the Eq. (1) to the simulation snapshots).
other thermal histories, considered in [41] or by other groups. Nevertheless, LateCold scenario reproduces the measured temperature at post-reionization redshift z ∼ 5 compatible with the constraint on reionization time [41] . By construction it gives the minimal filaments size. 3 We have assumed that the intergalactic medium is optically thin, and that reionization happens uniformly in all the space. [44] . Columns contain from left to right: simulation identifier, co-moving linear extent of the simulated volume (L), number of dark matter particles (N ; also equal to the number of gas particles), type of dark matter (CDM or WDM), mWDM (expressed in natural units), ultra-violet background imposed during the simulation (LateCold refers to a reionization model in agreement with measured temperature of the IGM as discussed in Oñorbe et al. [41] , see Fig. 1 ; Eagle indicates the standard UVB from [45] ). The cosmological parameters are chosen according to Table II . The gravitational softening length for gas and dark matter is kept constant in co-moving coordinates at 1/30 th of the initial interparticle spacing. All simulations start from the initial conditions generated by the 2LPTic [46] with the same 'glass'-like particle distribution generated by GADGET-2 [47] .
0.8149 ± 0.0093 (2) We explicitly marginalise over the IGM temperature (Doppler broadening) adding their effects to the FPS in post-processing. The IGM temperature depends on the matter density ∆ = ρ/ρ M and can be described by a power-law in the density of the IGM [49] :
where ρ is the matter density of a small patch of the Universe andρ is the background matter density. Because the Lyman α forest at each redshift is sensitive only to a short range of densities, we model the IGM temperature with a single value, T 0 . This is additionally justified by the fact that in the approximation of instantaneous reionization, that we are using, all the part of the IGM get to the same temperature at the same time, hence γ = 1.0, i.e., there is no dependence of temperature on density.
(3) We also marginalise over the effective optical depth τ eff = − ln F , where F is the transmitted flux, and . . . is the average. τ eff encompasses the information about the average absorption level (i.e. overall level of ionization of the IGM). The work [1] provided measurements of τ eff in each of the redshift bins together with the errorbars. We can vary τ eff in the post-processing of the spectra, by rescaling the optical depth in the spectra by a suitable factor.
Data and Covariance matrix. The HIRES sample of high resolution quasar spectra at z > 4, released by Boera et al. [1] , consists of 14 Lyman α forest spectra over the redshift range 4.0 ≤ z ≤ 5.2. These spectra are binned into three redshift intervals of width ∆z = 0.4, centered on z = 4.2, 4.6, 5.0. Their total comoving length per redshift interval is L = 1412, 2501, 1307 Mpc/h. By construction the Lyman-α data points are strongly correlated [50] . The covariance matrices have been estimated in [1] from the data, using "bootstrap method". While bootstrap method is widely used in the literature for estimating the covariance matrix, it can only evaluate covariance due to the scatter within the sample (see e.g., [50] ). From the data one cannot estimate, however, how representative the sample is -this contribution is also commonly called sample variance. Because of the smallness of the sample size the sample variance can be an important contribution to the covariance matrix. We try to estimate it using the simulations. To properly recover a covariance matrix from the simulations, one needs a simulation box whose size is comparable with the comoving length of the spectra (see e.g., discussion in Garzilli et al. [22] ). A typical length of a single Lyman-α forest spectrum is ∼ 200 cMpc, while our simulation box is 20 cMpc.
In order to evaluate the covariance matrix we took the eagle simulation with L = 100 Mpc/h and N part = 1504 3 [44] . These simulations do not have the resolution needed for the smallest scales measured in the dataset (see the discussion in [22] ). For this reason, we approximate the covariance matrix with the following procedure. We computed the expected covariance matrix from the above mentioned eagle simulation run by bootstrap, considering a mock data sample of the length equivalent to that of the observed data sample. For each redshift interval, we consider the snapshot at the central redshift. We extract 1000 mock spectra. We compute the FPS for each mock spectrum. We group the mock spectra in sub-samples with the same comoving length as the data-sample, and for each mock sub-sample we compute the average of the FPS. The covariance matrix is computed with the average FPS with respect to the average FPS computed on all the mock spectra. After that, we compute the maximum relative errors obtained by comparing the diagonal elements of the covariance matrix to the data. Hence, we rescale all elements of the covariance matrix to this same maximum relative error. Our normalized matrices are comparable with those of [1] , the difference can be attributed to a different resolution. Indeed, we checked that insufficient resolution increases a correlation between data points.
Data analysis. Our resulting model describing evolution of FPS contains 7 parameters: inverse WDM mass
[keV]/m WDM , IGM temperature at the cosmic mean density and τ eff (the latter two quantities are evaluated at redshifts z = 4.2, 4.6, 5.0). We consider linear priors on the temperature and logarithmic priors on the mass of warm dark matter. In order to get theoretical predictions of the FPS, we run our simulations for two distinct cosmological models: CDM, and thermal relic WDM with mass 2 keV. Starting from our simulations, we compute in post-processing the FPS for the parameter arranged on a three-dimensional regular grid in k-space. Our final theoretical model is obtained by interpolating linearly the FPS across the grid. We perform a joint analysis on all the redshift intervals.
Results. We explore the likelihood via the Monte Carlo Markov Chains (MCMC). The 1σ and 2σ contours of the cosmic mean temperature, T 0 , the optical depth, τ , and the mass of the WDM, m WDM are shown in Figure 3 . By marginalizing over T 0 (z) and τ (z) we find the lower limit on the warm dark matter m WDM ≥ 1.9 keV at 95% CL. Warmer WDM models are excluded regardless of the instantaneous temperature of IGM, as the contours in Fig. 3 demonstrate. For each mass we also find the upper bound on T 0 (z) at redshifts z = 4.2, 4.6, 5.0, see Fig. 4 . A complete set of 2D plots are shown in Fig. 5 . We have repeated the MCMC exploration using the covariance matrix provided by [1] , albeit with the errorbars inflated to account for the sample variance. The resulting contours changed only slightly with the 95% CL for the mass reaching 2.05 keV.
As our procedure is somewhat different from a standard MCMC exploration of the likelihood, we have several comments:
Our contours do not reach the CDM values
(1/m wdm = 0). This does not mean that the CDM cosmology is excluded by the data. This indicates that in the LateCold reionizaiton scenario with cold DM, the temperature alone would not be sufficient to explain the suppression of the FPS. Therefore, in CDM cosmology the LateCold model would be ruled out, while in the WDM cosmology with m wdm > 1.9 keV it is actually allowed.
Ref. [51] studied the dataset of [18] and found that cold DM model with LateCold reionization is consistent with the data, but they did not study the dataset [1] we have considered in this work.
2. For the same reason our upper limits on the temperature ( Fig. 4) are, probably, exaggerated as they compensate minimal pressure history. While for the LateCold history these are 95% CL upper bounds, for other thermal histories at similar confidence level one would be getting lower temperatures. Thus, one can treat them as (overly) conservative upper bounds on T 0 . We do not provide lower bounds on the temperature as they are not meaningful.
Conclusion and future work. We have produced new .0. Our analysis shows that if LateCold were a true history of reionization, then the CDM would be ruled out. However, it is not possible to use this analysis to determine the IGM temperature in CDM for reionization histories outside LateCold. For the same reason our analysis does not allow to determine robust lower bounds on T0 for a given WDM mass. The (conservative) upper bounds are shown in Fig. 4 .
FIG. 4. The 2-σ level upper limit on T0 as a function of 1/mWDM. The upper limit has been estimated separately for each redshift interval with fixed mWDM. We only show the mass interval between mWDM = 2 keV and CDM. This result is in substantial agreement with the global fit that we have shown in Figure 3 . These bounds are fully consistent with existing estimates of the IGM temperatures at redshifts z = 4 − 5 [see e.g., 32, 33, 52, 53] . One should keep in mind that these works evaluated IGM temperatures for CDM cosmology only and for some limited class of thermal histories, not necessarily consistent with LateCold.
constraint on the mass of warm dark matter patricles using the high resolution Lyman-α forest dataset of [1] . When deriving bounds on DM properties it is important to marginalize over all possible astrophysical uncertainties in a conservative way. Marginalization over thermal histories is not a straightforward procedure. In order to do so, we have used a highly conservative thermal history for the IGM that gives a minimal size of the intergalactic structures. This thermal history minimizes the pressure effects. We have also explicitly marginalized over the Doppler broadening, finding that WDM thermal relics with mass as low as 1.9 keV are consistent with the data at 95% CL. Our procedure lowers the Lyman-α bound significantly compared to m wdm ≥ 3.3 keV obtained from the HIRES/MIKE data by [18] (for detailed comparison between assumed thermal histories in these works see the discussion in [19, 22] ). 4 In terms of the characteristic free-streaming length, λ dm our bound is two times weaker. Thus, although the difference between CDM and WDM is the most pronounced at small scales, the influence of astrophysical effects is also the largest there. Therefore, it becomes interesting to compare our results with those, obtained from the lower resolution SDSS Lyman-α data datasets. These data have several advantages that may help to reduce this systematic uncertainty: reduced sample variance due to the large number of quasars; less pronounced dependence on astrophysical processes on larger scales. Using the SDSS dataset [17] found m wdm > ∼ 2.5 keV (see also [16] ) which ref. [3] reduced to m wdm ≥ 1.7 keV, using a more conservative treatment of the systematic uncertainties. The most recent analysis based on the SDSS-III/BOSS dataset [20, 21] found m wdm ≥ 3.06 keV (when using Planck cosmological parameters). These works did not explore the influence of the thermal histories similar to LateCold used here, implicitly assuming that such a relevance is greatly reduced at larger scales and smaller redshifts that BOSS dataset probes. We leave investigation of this question for a future work.
In this work we adopted LateCold reinoization history as the one, providing minimal pressure support, consistent with existing data. Whether this is the case in non-CDM cosmologies (not explored in [41] ) or whether minimal Jeans scale λ J can be estimated by other methods (e.g., [19, 54] ) or from other data (see e.g., [55] ) remains to be seen.
Note added. When this work was complete, a paper [56] appeared that claims a several times stronger bound from eBOSS Lyman-α forest dataset [57] . At scales probed by this dataset (k < 0.02 sec/km which translates at k ∼ 2 h/Mpc at redshifts z ∼ 4) the distinction between CDM and WDM with m wdm ∼ 10 keV is small. To claim such a precision of determination of power spectrum, one needs to control all possible systematics at a comparable level. In particular, the uncertainty due to different thermal histories and therefore, different pressure effects at scales, probed by eBOSS (however small) need to be marginalized over. Therefore, to fully use the high-statistics eBOSS dataset, a lot of progress on theoretical side should be made and, in particular, realistic high-resolution simulations, assuming different alternative UV backgrounds and different thermal histories should be performed. This analysis will be performed elsewhere.
