Abstract-In this paper, we propose an equivalent Wiener-Hopf equation. The proposed algorithm can obtain the weight vector of a TDL(tapped-delay-line) filter and the error simultaneously if the inputs are orthogonal to each other. The equivalent Wiener-Hopf equation was analyzed theoretically based on the MMSE(minimum mean square error) method. The results present that the proposed algorithm is equivalent to original Wiener-Hopf equation. The new algorithm was applied into the identification of an unknown system for evaluating the performance of the proposed method. We compared the Wiener-Hopf solution with the equivalent Wiener-Hopf solution. The simulation results were similar to those obtained in the theoretical analysis.
I. INTRODUCTION
THE Wiener-Hopf equation is a core algorithm for developing new adaptation algorithms [1] - [3] . A lattice filter has generally been utilized for the modeling of linear time-varying systems [4] , [5] . However, lattice filters have various constraints in these applications, since the coefficients of the lattice filter are not TDL filter coefficients [6] , [7] .
Generally, the lattice filter constitutes a prediction stage and a joint process estimation stage. The prediction stage produces reflection coefficients and the joint process estimation stage produce regression coefficients, respectively [1] - [3] . These can be calculated by using the Wiener-Hopf equation. Therefore, the weakness of the lattice filter is that the coefficient of the TDL filter cannot be obtained directly.
In this paper, we present an advanced Wiener-Hopf equation for producing coefficients of TDL filters directly in a lattice filter (or adaptation filter that uses the GramSchmidt orthogonalization process, etc.). In this paper, the new algorithm of the Wiener-Hopf equation will be referred to as an equivalent Wiener-Hopf equation.
A novel cost function is defined and applied to the analysis of the MSE(minimum mean square error) for the purpose of evaluating the performance of the proposed method. The results show that the MMSE values of both methods are theoretically same. Furthermore, a comparison between the proposed algorithm and the original Wiener-Hopf equation was made to determine the performance of the proposed algorithm by applying the method to the identification of an unknown system. This experiment showed similar results for both methods. It can be concluded that the proposed method has the following contributions.
Firstly, it provides a simple method of finding the coefficient of a TDL (tapped-delay-line) filter in the case where a lattice filter or the process of Gram-Schmidt orthogonalization is used. Secondly, a new cost function is defined. This cost function may facilitate research in the adaptive signal processing area. This paper is organized as follows. Section Ⅱ proposes an equivalent Wiener-Hopf equation. Cost function and MMSE are discussed in Section Ⅲ. The simulation results and conclusions are summarized in Sections Ⅲ and Ⅳ, respectively. Fig. 1 illustrates the structure of an adaptive filter with an orthogonal input vector. In this figure, we can see the overall block diagram for this paper.
II. DERIVATION OF EQUIVALENT WIENER-HOPF EQUATION
In Fig. 1 , the input signal vector ( ) n x , optimal coefficient vector opt w , orthogonal input vector ( ) n b and regression coefficient k are vectors. And Q is an M M × orthogonal transform matrix. The signal ( ) d n is the desired response, ˆ( ) d n is the estimated desired response and ( ) v n is the measurement noise.
× Fig. 1 . Structure of an adaptive filter using an orthogonal input vector.
As shown in Fig. 1 , the system is excited by an input signal ( ) n x , and we are looking for the estimated values of the M , the unknown tap coefficients, so that the error ( ) e n between the measured output ( ) d n and the output of an associated model ˆ( ) d n is minimum in terms of the least mean squared value.
That is,
is a minimum. The error is defined as following
where, ( H ) is a Hermitian transpose.
And we define the desired response ( ) d n as
, the solution of the above equation becomes
This result is similar to that shown in reference [1] . Generally, if the orthogonal input vector is used, the regression coefficient k and the coefficient of the TDL filter opt w are related to each other, as presented in (7) .
In this case, if the regression coefficient k is known, the transformation matrix Q must be known in order to determine the opt w .
Using (1), the gradient of the mean-squared error can be obtained as following
From the above equation, the vector k can be represented as
Rewriting the above equation using a matrix form, we obtain.
Where bb R is an autocorrelation matrix of ( ) n b , We have to assume that bb R is a nonsingular matrix. The vector bd p is a cross-correlation vector between the desired response and the orthogonal signals. The equation (10) can be used to obtain the regression coefficient vector if the orthogonal input signal is applied. In the conventional method, the regression coefficient k can be calculated by using (9) or (10) and then the coefficient of the TDL filter opt w is determined by using (7).
In this paper, we proposed the theorem that can determine opt w directly without any calculation of k . proof) Substituting (4) and (7) into (8), we get
The optimal coefficient opt w can be obtained from (13) using
The equation (14) can be simplified as
where
The new version (15) of the Wiener-Hopf equation will be referred to herein as an equivalent Wiener-Hopf equation.
The matrix bx R in (16) is the correlation matrix of the orthogonal input vector The algorithm based on (10) is used to develop a new algorithm, since the matrix bb R is a diagonal matrix and it is easy to obtain its inverse matrix [7] .
It has been used mainly in lattice filters, etc. However, it requires the additional computation of transformation by means of a suitable process, since k is not a TDL coefficient. However, the problems mentioned above can be solved easily if (15) is used.
III. ANALYSIS OF MINIMUM MEAN SQUARE ERROR
The following equation can be derived from (13)
Using (17), the following equation can be determined easily
It is reasonable to use the cost function shown in (18) since the error spaces created from opt w and k are generally the same [1] . From (18), we get 
The desired response was obtained by adding some measurement noise that has a suitable S/N ratio to the output of (23). The measurement noise signal was an additive white, zero mean and pseudorandom Gaussian and was uncorrelated with the input signal.
The computer simulation is designed to determine the similarities of the coefficient of the filters by solving the Wiener-Hopf equation and the equivalent Wiener-Hopf equation. All results presented in this paper are ensemble averages of 100 independent runs with 9000 data. Fig. 2 shows that the curves of the Also, it is shown that the optimal coefficient can be obtained by using the proposed method. From Fig. 2 , it is possible to determine that the difference between the coefficient and the optimal coefficient obtained using back substitution is constant, regardless of the noise. But this method shows poor performance compared to other schemes.
The following simulation is made when the rank is deficient. Fig. 3 illustrates the results obtained by varying the rank of autocorrelation. In Fig. 3 , we set an order of unknown system to 20 and one of computer simulation to 10 under SNR of -30dB, respectively. Fig. 3 shows the results of the coefficients for various ranks of the correlation matrix. The matrix is full rank. The figure shows that both the existing method and the proposed method have similar performance. Fig. 3 (b) is the case of a rank deficiency. Consequently, the various experiments showed that the solution of the proposed method is as good as that of the original Wiener-Hopf equation.
IV. CONCLUSIONS
In this paper, an equivalent Wiener-Hopf equation is proposed. The proposed algorithm can determine the coefficient of a TDL filter directly when the adaptive filter has an orthogonal input signal. Also, a theoretical analysis was performed for the MMSE using a solution to the equivalent Wiener-Hopf equation. Furthermore, the proposed algorithm shows similar performance to that of the original Wiener-Hopf equation.
The proposed algorithm has the advantage of allowing the application area of adaptation filters which have an orthogonal input signal to be expanded. This is because the performance of the proposed algorithm is similar to that of the Wiener-Hopf equation. For the validation of the proposed algorithm, the original Wiener-Hopf equation and the proposed algorithm were applied to an unknown system identification problem. The results showed that the proposed method produces the optimal coefficient vectors as in the case of the Wiener-Hopf equation.
