The idea in molecular docking is to design pharmaceuticals computationally by identifying potential drug candidates targeted against proteins. The candidates can be found using a docking algorithm that tries to identify the bound conformation of a small molecule ligand to a macromolecular target at its active site, which is the region of an enzyme where natural substrate binds. Mathematically, molecular docking can be formulated as an optimization problem in which the objective is to minimize the intermolecular bound conformational energy of two interacting molecules. In this brief survey, after a concise introduction on nature inspired computing, the application of bio inspired optimization algorithms in molecular docking has been studied. Bio-Inspired Algorithm, Differential Evolution, Protein-Ligand Docking Problem I. NATURE INSPIRED COMPUTING
Among bio-inspired algorithms, a special class of algorithms has been developed by drawing inspiration from swarm intelligence. Therefore, some of the bio-inspired algorithms can be called swarm-intelligence based. In fact, algorithms based on swarm intelligence are among the most popular. Good examples are ant colony optimization, particle swarm optimization, cuckoo search, bat algorithm, and firefly algorithm. Obviously, not all algorithms were based on biological systems. Many algorithms have been developed by using inspiration from physical and chemical systems. Some may even be based on music. In the next section, we will briefly divide all algorithms into different categories, and we do not claim that this categorization is unique. This is a good attempt to provide sufficiently detailed references.
Classification
We can divide all existing nature inspired algorithms into four major categories: swarm intelligence (SI) based, bio-inspired (but not SI-based), physics/chemistry-based, and others. We will summarize them briefly in the rest of this section. However, we will focus here on the relatively new algorithms. Well established algorithms such as genetic algorithms are so well known that there is no need to introduce them in this brief paper. It is worth pointing out the classifications here are not unique as some algorithms can be classified into different categories at the same time. Loosely speaking, classifications depend largely on what the focus or emphasis and the perspective may be. For example, if the focus and perspective are about the trajectory of the search path, algorithms can be classified as trajectory based and population-based. Simulated annealing is a good example of trajectory-based algorithms, while particle swarm optimization and firefly algorithms are population-based algorithms. If our emphasis is placed on the interaction of the multiple agents, algorithms can be classified as attraction-based or non-attraction-based. Firefly algorithm (FA) is a good example of attraction based algorithms because FA uses the attraction of light and attractiveness of fireflies, while genetic algorithms are non-attraction-based since there is no explicit attraction used. On the other hand, if the emphasis is placed on the updating equations, algorithms can be divided into rule-based and equation-based. For example, particle swarm optimization and cuckoo search are equation based algorithms because both use explicit updating equations, while genetic algorithms do not have explicit equations for crossover and mutation. However, in this case, the classifications are not unique. For example, firefly algorithm uses three explicit rules and these three rules can be converted explicitly into a single updating equation which is nonlinear. This clearly shows that classifications depend on the actual perspective and motivations. Therefore, the classifications here are just one possible attempt, though the emphasis is placed on the sources of inspiration.
Swarm intelligence based
Swarm intelligence (SI) concerns the collective, emerging behaviour of multiple, interacting agents who follow some simple rules [22] . While each agent may be considered as unintelligent, the whole system of multiple agents may show some self-organization behaviour and thus can behave like some sort of collective intelligence. Many algorithms have been developed by drawing inspiration from swarm-intelligence systems in nature. All SI-based algorithms use multi-agents, inspired by the collective behaviour of social insects, like ants, termites, bees, and wasps, as well as from other animal societies like flocks of birds or fish. A list of swarm intelligence algorithms is presented in Table 1 . The classical particle swarm optimization (PSO) uses the swarming behaviour of fish and birds, while firefly algorithm (FA) uses the flashing behaviour of swarming fireflies. Cuckoo search (CS) is based on the brooding parasitism of some cuckoo species, while bat algorithm uses the echolocation of foraging bats. Ant colony optimization uses the interaction of social insects (e.g., ants), while the class of bee algorithms are all based on the foraging behaviour of honey bees. SI-based algorithms are among the most popular and widely used. There are many reasons for such popularity; one of the reasons is that SI-based algorithms usually sharing information among multiple agents, so that self-organization, co-evolution and learning during iterations may help to provide the high efficiency of most SI-based algorithms. Another reason is that multiple agent can be parallelized easily so that large-scale optimization becomes more practical from the implementation point of view.
Bio-inspired but not SI-based
Obviously, SI-based algorithms belong to a wider class of algorithms, called bio-inspired algorithms. In fact, bio-inspired algorithms form a majority of all nature-inspired algorithms. From the set theory point of view, SI-based algorithms are a subset of bio-inspired algorithms, while bio-inspired algorithms are a subset of nature-inspired algorithms [22] . That is SI-based ⊂ bio-inspired ⊂ nature-inspired (1) Conversely, not all nature-inspired algorithms are bio-inspired, and some are purely physics and chemistry based algorithms as we will see below. Many bio-inspired algorithms do not use directly the swarming behaviour. Therefore, it is better to call them bio-inspired, but not SI-based. For example, genetic algorithms are bio-inspired, but not SI-based. However, it is not easy to classify certain algorithms such as differential evolution (DE). Strictly speaking, DE is not bio-inspired because there is no direct link to any biological behaviour. However, as it has some similarity to genetic algorithms and also has a key word 'evolution', we tentatively put it in the category of bio inspired algorithms. These relevant algorithms are listed in Table 1 . For example, the flower algorithm or flower pollination algorithm developed by Xin-She Yang in 2012 is a bio-inspired algorithm, but it is not a SI-based algorithm because flower algorithm tries to mimic the pollination characteristics of flowering plants and the associated flower consistency of some pollinating insects.
Physics and Chemistry based
Not all metaheuristic algorithms are bio-inspired, because their sources of inspiration often come from physics and chemistry. For the algorithms that are not bio-inspired, most have been developed by mimicking certain physical and/or chemical laws, including electrical charges, gravity, river systems, etc. As different natural systems are relevant to this category, we can even subdivide these into many subcategories which are not necessary. A list of these algorithms is given in Table 1 . Schematically, we can represent the relationship of physics and chemistry based algorithms as the follows [22] : (2) Though physics and chemistry are two different subjects, however, it is not useful to subdivide this subcategory further into physics-based and chemistry. After all, many fundamental laws are the same. So we simply group them as physics and chemistry based algorithms.
Other algorithms
When researchers develop new algorithms, some may look for inspiration away from nature. Consequently, some algorithms are not bio-inspired or physics/chemistry-based, it is sometimes difficult to put some algorithms in the above three categories, because these algorithms have been developed by using various characteristics from different sources, such as social, emotional, etc. In this case, it is better to put them in the other category, listed in Table 1 [22] .
Some Remarks
Though the sources of inspiration are very diverse, the algorithm designed from such inspiration may be equally diverse. However, care should be taken, as true novelty is a rare thing. For example, there are about 28,000 living species of fish; this cannot mean that researchers should develop 28000 different algorithms based on fish. Therefore, one cannot call their algorithms trout algorithm, squid algorithm or shark algorithm [22] . It is worth pointing out that studies show that some algorithms are better than others which are still not quite understood why. However, if one looks at the intrinsic part of algorithm design closely, some algorithms are badly designed, which lack certain basic capabilities such as the mixing and diversity among the solutions. In contrast, good algorithms have both mixing and diversity control so that the algorithm can explore the vast search space efficiently, while converge relatively quickly when necessary. Good algorithms such as particle swarm optimization, differential evolution, cuckoo search and firefly algorithms all have both global search and intensive local search capabilities, which may be partly why they are so efficient. 
Applications
Nature Inspired Computing techniques are so flexible that they can be applied to wide range of problems, so adaptable that they can deal with unseen data and capable of learning, so robust that they can handle incomplete data. They have decentralized control of computational activities. Biological inspired computing is a subset of nature inspired computing. There are three key differences between traditional computing systems and biological information processing systems: components of biological systems respond slowly but implement much higher-level operations. The ability of biological systems to assemble and grow on their own enables much higher interconnection densities. The implementation of biological systems is not a planned one. One who expects solutions from nature for complex problems has to first observe the nature's behaviour carefully. The next step is to use models and list all the behaviours observed so far. The above steps should be repeated till a near perfect working model is obtained. As a by-product some unknown mechanisms may be found. Based on the observation from nature a problem-solving strategy is formulated. Two main computational applications of NIC are Clustering and Optimization.
Clustering
Clustering is the unsupervised classification of patterns (observations, data items or feature vectors) into groups (clusters). A loose definition of clustering could be the process of organizing objects into groups whose members are similar in some way. A cluster is therefore a collection of objects which are "similar" between them and are "dissimilar" to the objects belonging to other clusters. The goal of clustering is to determine the intrinsic grouping in a set of unlabeled data. It can be shown that there is no absolute "best" criterion which would be independent of the final aim of the clustering. Consequently, it is the user which must supply this criterion, in such a way that the result of the clustering will suit their needs. For instance, we could be interested in finding representatives for homogeneous groups (data reduction), in finding "natural clusters" and describe their unknown properties ("natural" data types), in finding useful and suitable groupings ("useful" data classes) or in finding unusual data objects (outlier detection).
Optimization
An optimization problem is the problem of finding the best solution from all feasible solutions. Optimization problems can be divided into two categories depending on whether the variables are continuous or discrete.
Classification of optimization algorithm can be carried out in many ways. A simple way is to look at the nature of the algorithm, and this divides the algorithm into two categories: deterministic algorithms, and stochastic algorithms. Deterministic algorithms follow a rigorous procedure, and its path and values of both design variables and the function are repeatable. On the other hand, stochastic algorithms always have some randomness and each individual path towards a feasible solution is not exactly repeatable.
II. MOLECULAR DOCKING

Purpose and Motivation
Proteins found in nature have evolved by natural selection to perform specific functions. The biological function of a protein is linked to its three-dimensional structure or conformation. Consequently, protein functionality can be altered by changing its structure. The idea in molecular docking is to design pharmaceuticals computationally by identifying potential drug candidates targeted against proteins. The candidates can be found using a docking algorithm that tries to identify the bound conformation of a small molecule, also referred to as ligand, to a macromolecular target at its active site, which is the region of an enzyme (large proteins that catalyse chemical reactions) where the natural substrate (specific molecule an enzyme acts upon) binds. Often, the active site is located in a cleft or pocket in the protein's tertiary structure. The structure and stereochemistry (spatial arrangement of the atoms) at the active site complements the shape and physical/chemical properties of the substrate so as to catalyse a particular reaction. The purpose of drug discovery is thus to derive drugs or ligands that bind stronger to a given protein target than the natural substrate. By doing this, the bio-chemical reaction that enzyme catalyses can be altered or prevented.
Until recently, drugs were discovered by chance via a trial-and-error manner using a high-throughput screening methods that experimentally test a large number of compounds for activity against the target in question. This process is very expensive and time consuming. If a three-dimensional structure of the target exits, simulated molecular docking can be a useful tool in the drug discovery process because it allows for many possible lead candidates to be tested before committing expensive resources for wet lab experiments (synthesis), toxicological testing, bioavailability and clinical trials. The focus of the below sections will be on realizing the complexity of simulating such a docking of ligand into the active site of target protein and a brief review of the most representative bio-inspired metaheuristic algorithms for doing the same.
.
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Problem Definition
Molecular docking may be defined as an optimization problem, which would describe the "best-fit" orientation of a ligand that binds to a particular protein of interest. Protein-ligand docking can also be defined as a search problem where the task is to find the best ligand conformation (low energy binding mode) within the active site of protein. Since the relative orientation and conformation of both the protein and the ligand is taken into account it is not an easy problem. Usually, the protein is treated as fixed in three-dimensional coordinate system while the ligand is allowed to be flexible. The flexibility of the ligand is measured in terms of the number of rotatable bonds in the ligand. Following are the four types of Docking Problem based on increasing complexity:
Protein-Flexible & Ligand-Flexible Category (iv) can be further divided in two cases: (iv.a) Rigid protein backbone, selected side chains are flexible (iv.b) Fully flexible protein backbone and side chains. It can be thought of as a problem of "lock-and-key", where one is interested in finding the correct relative orientation of the "key" which will open up the "lock" (where on the surface of the lock is the key hole, which direction to turn the key after it is inserted, etc.). Here, the protein can be thought of as the "lock" and the ligand can be thought of as a "key". Molecular docking may be defined as an optimization problem, which would describe the "best-fit" orientation of a ligand that binds to a particular protein of interest. However, since both the ligand and the protein are flexible, a "hand-inglove" analogy is more appropriate than "lock-and-key". During the course of the process, the ligand and the protein adjust their conformation to achieve an overall "best-fit" and this kind of conformational adjustments resulting in the overall binding is referred to as "induced-fit" as illustrated in figure 2 below: 
The Docking Problem
Let A and B be a ligand and protein molecule, respectively. Further, let f be a scoring function(energy function) that ranks solutions with respect to binding energy and let C be the conformational search .
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The copyright holder for this preprint (which was not . http://dx.doi.org/10.1101/006833 doi: bioRxiv preprint first posted online Jul. 2, 2014; space of all possible conformations(docking solutions) between A and B. Then we can define docking problem as an optimization (minimization) problem in which the task is to find the following [23] : (3) A docking problem requires [24] : 1) A Scoring function to score protein-ligand complex by measuring the binding strength of the ligand at a specific position of the protein.
2) A search algorithm to search for the protein-ligand combination that corresponds to the lowest energy conformation.
Complexity of Docking Problem
Docking problems have huge search spaces, and the number of possible conformations to consider increases dramatically when flexibility is taken into account. Unfortunately, the search space is not unimodal but rather highly multimodal due to the numerous local optima caused by the energy function used. Moreover, the complexity of the docking problem is influenced by the size, shape and bonding topology of the actual ligand being docked. Despite great improvements in computational power, docking remains a very challenging problem, generally considered to be NP-hard (although no formal proof exists) [23] . Thus, a brute-force approach looking at all possible docking conformations is impossible for all but the simplest docking problems. To handle docking flexibility in an efficient manner, search heuristics that sample the search space of possible conformations are required.
Survey of Bio Inspired Algorithms on Docking Problem
In most of the protein-ligand docking problems in literature, which has been solved by evolutionary algorithms, the protein is kept rigid and ligand's 3 translational, 3 rotational and r torsional degrees of freedom is optimized. Thus the total number of variables, the dimension of the optimization problem equals 6+r. A wide variety of optimization strategies is used to find the global minimum corresponding to a complex structure. One of the first applications of EAs to molecular docking was introduced by Dixon [3] .He used a simple GA with binary encoding representing a matching of ligand atoms and spheres placed inside the active site similar to DOCK (Kuntz et al., 1982 . He used incremental construction algorithms.) Only limited experimental results were presented by him. Later on, Oshiro, Kuntz and Dixon [16] introduced a similar GA using a DOCK scoring function. This time the experiments resulted in the low root mean square deviation (RMSD) values. Genetic Algorithm for Minimization of Energy (GAME) by Xioa and Williams [18] was another early attempt for molecular docking. GAME was designed to dock one or more rigid ligand to rigid protein. Solutions were encoded as binary strings representing three rotational angles and three translational coordinates. The algorithm was tested on one protein ligand complex. It was done with different search strategies firstly; ligand was allowed to move with fixed rotation. Secondly, ligand was allowed to rotate with fixed translation. At last all six degrees of freedom have been taken into account. Clark and Ajay [1] in 1995 introduced DIVALI. It used Gray-coded binary representation, bit-flip mutation, and an elitism scheme. Two point crossover was used as it was believed to perform better. The protein remained rigid during docking process whereas the ligand was flexible. Its key feature was masking operator. It was evaluated on four protein ligand complexes using an AMBER-like force field as scoring function and obtained good docking results. Genetic Optimization for Ligand Docking, GOLD was developed by Jones et al [9] .They used a mixed encoding combining binary string and real valued numbers. Binary strings were used to represent torsion angles of the ligand and selected side chain angles of the protein thus giving partial flexibility to protein. Integer strings were used to represent mappings of hydrogen bonding sites between ligand and protein. Both number and strength of hydrogen bonds and Van der Waals energy contributed in the fitness function there. Standard one point crossover and bit-flip mutation were used. Levine et al [12] developed Stalk system in which they applied new technologies to molecular docking prediction. They combined the concepts of parallel and distributed computing, high speed .
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a rigid body docking in which it is assumed that no modification of proteins backbone or side chain occurs. Each string of GA contained six parameters three translational and three rotational. The fitness function included non-bonded interactions only. Stalk was run on one protein-ligand complex and showed good docking results. AutoDock is another popular docking program that originally used Simulated annealing which was later replaced by Genetic Algorithm to search for promising docking conformations. GA was then replaced by LGA, Lamarckian Genetic Algorithm (Morris et al [14] which was a hybrid GA combining a genetic algorithm and local search.
LGA used a real valued representation, two point crossover and Cauchy mutation with fixed value of, defining the mean and spread of Cauchy distribution. In their representations each chromosome (solution) was composed of a string of real valued genes: three Cartesian coordinates for the ligand translation; four variables defining a quaternion specifying the ligand orientation; and one for flexible torsion angle. Further, local search was applied on each generation on a user defined proportion of population. When local search is applied the genotype of the individual is replaced with the new best solution found by evaluating its fitness, which is the sum of intermolecular interaction energy between the ligand and the protein and the intramolecular interaction energy of the ligand. The implementations of AutoDock on various protein-ligand complexes and corresponding numerical results have been presented (Morris et al, 1998 ). There they concluded that out of three search algorithms (SA, GA, LGA) which they have applied in AutoDock, the most efficient, reliable and successful is Lamarckian Genetic Algorithm LGA. Vieth et al. [17] compared the efficiency of molecular dynamics (MD), Monte Carlo (MC) and Genetic Algorithms (GA) for docking five representative ligand-receptor complexes. All the three algorithms employed CHARMM-based energy function. The results were also compared with AutoDock. The receptor was kept rigid while flexibility of ligand was permitted. They concluded that MD was most efficient in case of large search spaces while GA outperformed others in small search spaces. In 1999, Wang [7] et al. applied GA combined with random search. Steric complementarity and energetic complementarity of ligand with its receptor have been separately considered in two stage automated docking. Eight complexes have been randomly selected. For most of the cases the root mean square (RMS) of the GA solutions was smaller than 1.0. In the first stage rough searching of a set of bound sites based on steric complementarity was done whereas in the second stage detailed searching of the locally associated sites based on energetic complementarity was performed. With the passage of time several other algorithms have been developed, changes in variation operators have been made to improve the efficiency of docking algorithms. Multi-Objective, multi-population genetic algorithms came into picture. Of recent improvements C-l Li et al. [13] proposed an information entropy based evolution model for molecular docking. The model was based on a multipopulation genetic algorithm. The GA proposed to solve this was binary coded. In each generation there were three operators: selection, crossover and mutation. Selection was performed by an integer decimal method, crossover was two-point and mutation used was uniform. An elitist maintaining mechanism was designed in the proposed GA. Krob et al. [15] applied Ant Colony Optimization to structure based drug design. They introduced a new docking algorithm PLANTS (Protein-Ligand Ant System) based on ACO metaheuristic. An artificial Ant Colony was employed to find a minimum energy conformation of the ligand in the proteins active site. They presented the effectiveness of PLANTS for several parameter settings as well as a direct comparison to GOLD, which is based on a GA. PLANTS, treated the ligand as flexible while almost whole receptor except rotatable hydrogen bond donors were kept rigid. The continuous variables have been discretized so that ACO can directly be applied, as it is designed to tackle combinatorial optimization problems. Most recently Janson [8] et al. have done work on molecular docking with multi-objective particle swarm optimization (PSO). A new algorithm ClustMPSO was proposed which is based on PSO and follows a multi-objective approach for comparing the quality of solutions. Energy evaluations were done using AutoDock tools. In the second part of the paper a new approach for predicting the docking trajectory was proposed. It was shown empirically that ClustMPSO finds solution for docking problem with lower energy than LGA and SA that are incorporated in AutoDock. ClustMPSO is also faster with respect to the solution evaluations. Differential evolution (DE) was introduced by Storn and Price [19] . Compared to more widely known EA-based techniques (e.g. genetic algorithms, evolutionary programming and evolution strategies), DE uses a different approach to select and modify candidate solutions. The main innovative idea in DE is to create offspring from a weighted difference of parent solutions. The DE algorithm has recently demonstrated superior performance, outperforming related heuristics, such as GAs and PSO on both numerical benchmark functions and in several real world applications. Based on the great success of DE, a novel application of DE to flexible ligand docking (termed DockDE) was introduced by Thomsen [20] . The comparison was performed on a suite of six commonly used docking benchmark problems where DockDE obtained the best energy for all of them compared to the DockEA and LGA algorithms as depicted in the below figure 3 extracted from [20] . In a recent study, a new docking algorithm called MolDock was introduced by Thomsen and Christensen [21] which is based on a hybrid search algorithm that combines the DE optimization technique with a cavity prediction algorithm. The docking accuracy of MolDock on selected 77 complexes is 87%, outperforming the other docking algorithms on the benchmark data set which is depicted in above Figure 4 extracted from [21] . In conclusion, the results strongly suggest that the Differential Evolution algorithm has a great potential for protein-ligand docking.
III. CONCLUSIONS
Molecular docking is a valuable tool for pharmaceutical companies because they can be used to suggest promising drug candidates at a low cost compared to making real-world experiments. As a result of the need for methods that can predict the binding of two molecules when complexed, numerous algorithms have been suggested during the last three decades. In this survey, a review of the most representative bio-inspired optimization algorithms for protein-ligand docking was studied. In particular, docking methods utilizing differential evolution have been surveyed to have superior performance to other well studied approaches regarding accuracy and speed, issues that are important when docking hundreds of thousands of ligands in virtual screening experiments.
IV. FUTURE/PROPOSED WORK
Cancer is a serious and often fatal disease, widespread in the developed world. One of the most common methods of treating cancer is chemotherapy with cytotoxic drugs. These drugs, around 30 used regularly in chemotherapy, themselves can often have debilitating or life threatening effects on patients undergoing chemotherapy. Hence chemotherapy can be perceived as a complex control problem of how to balance the need for tumour treatment against the undesirable and dangerous side effects that the treatment may cause. Proposed work can be subdivided into two phases: A) Literature Survey and Virtual screening for drug delivery Here we survey current scientific literature to track potential cytotoxic Ligands. Then we use molecular docking tools to simulate novel protein-ligand complexes using these potential candidates for virtual drug on the basis of scoring function and optimized conformation. B) Drug Administrating Optimization Here we design a system, specifically a workbench, which supports the design of novel multidrug cancer chemotherapy treatments. The aim of the system is to allow clinicians to interact with models of tumour response and to use nature-inspired optimization algorithm to search for improved treatments. In simple words, the system should take in effective input of patient current status of tumour growth and provide output of administered dose of a combination of cytotoxic drug for optimal control.
