This paper presents a bootstrap resampling scheme to build prediction intervals for future values in fractionally autoregressive moving average (ARFIMA) models. Standard techniques to calculate forecast intervals rely on the assumption of normality of the data and do not take into account the uncertainty associated with parameter estimation.
Introduction
The applicability of the bootstrap in forecasting and construction of prediction intervals in different classes of models has been already addressed by many authors, especially for autoregressive moving average (ARMA) models. In Thombs and Schucany (1990) and Pascual et al. (2004) , the bootstrap is used to construct an empirical distribution for the future values conditional on the past p observations, where p is the number of auto regressive coefficients.
Meanwhile, Masarotto (1990) and Pan and Politis (2016) construct, using the bootstrap, an empirical distribution of the prediction errors. Other works on this subject also include Wall and Stoffer (2002) , Pfeffermann and Tiller (2005) , and Rodriguez and Ruiz(2010) . The bootstrap can incorporate the variability due to parameter estimation without assuming any particular distribution for the errors, which can be valuable in real time series, often characterized by short data set and no information about the underlying distribution.
The works referred above employ bootstrap methods to classical procedures conditional on some observations of the original series, but if the time series presents the long memory characteristic, more specific models are needed. One bootstrap methods. Among them, Rupasinghe and Samaranayake (2012), Rupasinghe et al. (2014) and Bisaglia and Grigoletto (2001) .
Thus, the main goal of this paper is to construct prediction intervals in ARFIMA models using the bootstrap.
Prediction intervals can be far more informative than a point estimate of the future value, as they can provide a measure of uncertainty of this estimate around the true future value.The ARFIMA model can be written in an infinite autoregressive form, therefore the predictions can be built exactly in the same way as in the ARIMA procedure. The prediction errors, in the standard Box and Jenkins (1976) approach, are assumed to be Gaussian and asymptotic intervals are obtained conditional on parameter estimates. For not taking into account the variability due to parameter estimation, these intervals may have coverage rates which are different from the nominal ones, especially when the errors are non Gaussian. There is some literature on forecasting in long memory models, as the works of Boutahar (2007), Bhansali and Kokoszka (2002) and Crato and Ray (1996),among others.
There are many procedures for bootstrapping in long memory processes and a comparison of some of these methods can be found in Franco and Reisen (2007) . In this work, the procedure adopted is the nonparametric bootstrap, obtained resampling the residuals of the fitted model, which are generally uncorrelated if there is not order misspecification.
In this paper, the estimators for the long memory parameter are based on the parametric method, using the maximum likelihood procedure (Fox and Taqqu, 1986), and on the semiparametric approach, calculating a regression equation with the periodogram function (Geweke and Porter-Hudark, 1983 ).
The paper is organized as follows: In Section 2 the ARFIMA modelis described along with forecasts for future values. The bootstrap procedure and presidiction intervals used in this article are discussed in Section 3. Section 4 shows some simulation results and Section 5 presents an application on a real time series. Section 6 concludes the work.
Long memory and forecasting
Let be a stationary fractionally integrated ARMA model (ARFIMA), which satisfies
where ϕ B and θ B are polynomials of order and , respectively, with all roots outside the unit circleand is the backshift operator. ϵ t is a sequence ofzero-mean independent random variables with common distributionfunctionF ϵ and finite variance 2 , 1 − is the fractional differencing operator andμis a Constant, dis theparameter that holds the memory of the process and when − Ͳ Ǥ Ͳ Ǥ the ARFIMA process is said to be invertibleand stationary. Besides, for = Ͳ , − Ͳ Ǥ Ͳ or Ͳ Ͳ Ǥ , the process is said to be short-memory,intermediate-memory or long-memory, respectively. Stationary longmemory processes are defined by the behavior of the spectraldensity function, which becomes unbounded at zero frequency. Inthe time domain, this means that the autocovariances are notabsolutely summable. In the intermediate-memory region, the autocovariances are absolutely summable and, consequently, the spectral density is bounded. A more detailed description of ARFIMA models can be found in Doukham et al.(2002) .
For a stationary ARFIMA process, the spectral density of X t is given by
where the function is the spectral density of the ARMA p q process, U t = 1 − B d X t − μ . f X ω satisfies the property f X ω~ω −2d , as ω → Ͳ. The GPH estimator is obtained by taking the logarithm of the spectral density (2),
The estimate of d can be obtained by ordinary least square,substituting the spectral density in (3) by the periodogram function, I ω , as the dependent variable, andln 2 sin ω 2 2 as the independent variable. Under some conditions, Hurvich et al. (1998) proved that the GPH method is a consistent estimator for the memory parameter and asymptotically normal for Gaussian time series processes. Theauthors established that the optimal bandwidth g n in the regression equation is of order o n 4 Ǥ and m
24 .
An important issue in time series analysis is to predict future values, based on the fitted model. Assuming the parameters are known and that X t = Ͳfor t ≤ Ͳ, the h steps ahead forecast, X n h ,that minimizes the prediction mean square error, is given by
where denotes the conditional expectation of the variable given the observations up to time n and φ B = ϕ B 1 − B d .
Prediction intervals in long memory can be calculated using the same methodology employed in the classical prediction intervals for autoregression (see Box and Jenkins(1976) ). Assuming that the distribution of ϵ t , F ϵ , is
Gaussian with zero mean and variance σ ϵ 2 , the usual 1ͲͲ 1 − 2α % level prediction interval for X n+h is given by
where X n h is the prediction given in Equation (4) The problem with the classical interval is that, if the necessary assumptions of the Box& Jenkins methodology (known parameters and Gaussian distribution) are not satisfied, the actual coverage of the intervals in (5) can be different from the nominal level adopted. By taking into account parameter estimation variability and making no assumption on the errors distribution, bootstrap intervals may overcome this problem.
Bootstrap prediction intervals
As stated in Section 2, two sources of errors can arise from the asymptotic prediction interval given in Equation (5).
The first one is that there is a parametric assumption about F ϵ , namely the Gaussian distribution, which may not be true for real data. The second problem with the asymptotic interval is that the sampling variability of the parameter estimators is not taken into account, which can lead to lower-than-nominal coverage intervals (Pascual et al, 2004) .
For the ARFIMA model defined in (1), after properly estimating the parametersϕ, θ and d, the estimated residuals, ϵ t , are calculated as
where μ is the sample mean. ϵ t are supposed to be uncorrelated if the model is correctly specified.
After centering and rescaling the residuals, the nonparametric bootstrap consists of resampling these residuals with replacement so that the bootstrap series X t * can be constructed.A typical bootstrap replicate in autoregressive models is In the ARFIMA model, the term 1 − B d is calculated using the binomial expansion,
which implies an infinite recursion in order to obtain the residuals. This intrinsic characteristic of the ARFIMA model requests a truncation on some past value when performing the recursions to build the bootstrap series. Let be the truncation time. In this work, instead of fixing a set of Kinitial values of the variableX t , say 1 … , the bootstrap series 1 * 2 * … * will be recursively generated in the following manner. In what follows, two bootstrap prediction intervals for ARFIMA models are proposed and they will be based on the bootstrap series defined in (6) . Such intervals, though, can work for any method of generating bootstrap series.The first interval employs the percentile method to calculate the quantiles of the bootstrap distribution function of + * . The second procedure is based on the method proposed by Masarotto (1990) for pure autoregressive models and is adapted here to the ARFIMA model.
PBAP interval
The percentile bootstrap ARFIMA prediction (PBAP) interval, which to the knowledge of the authors were never used to ARFIMA models consists of taking the and 1 − percentiles of the bootstrap distribution of + *
. In practice, the procedure consists of the following steps:
1. Generate B bootstrap series of size n, as defined in (6) 
BPE interval
The idea of the bootstrap prediction error (BPE) interval, based on the interval proposed by Masarotto (1990) and used for ARFIMA models in Bisaglia and Grigoletto (2001) , is to calculate the empirical distribution of the bootstrap prediction errors and use the quantiles of this distribution to build the prediction interval.
For autoregressive series, Masarotto (1990) claims that, to build prediction intervals for + , the distribution of the standardized prediction errors
where is the standard error of and
,with ψ indicating the parameters of the infinite-order moving average representation of (1), should be approximated by the bootstrap empirical distribution of . The author performed some Monte Carlo experiments to show the effectiveness of the proposed bootstrap approach using standardized prediction errors.
After estimating the parameters of the original series, the construction of the BPE interval with confidence level 1ͲͲ 1 − 2 % for + follows the steps: 1. Generate B bootstrap series of size n + h, 1 * 2 * … + * , as defined in (6) 
Empirical results
Monte Carlo experiments were performed to compare the bootstrap prediction intervals. of Section 3 (PBAP and BPE) with the asymptotic (Asymp) interval. The experiments were carried out for four different models: Model 1: with Exponential errors and Model 4: ARFIMA(1,0.3,1) with a mixture distribution for the errors.In all cases parameters and were fixed at 0.3 and the errors were standardized to have zero mean and unit variance. In the processes with mixture errors, there is a probability of 0.9that the errors come from a Normal distribution with mean -1 andvariance 1 and a probability of 0.1 that the errors come from a Normal distribution with mean 9 and variance 1.Two lead times ( = 1 and 10) were adopted and the estimators used for were the GPH and FT.
For each model, 1000 Monte Carlo experiments were performed with the specified parameters and, for each Monte Carlo, 999bootstrap series were generated. A nominal coverage for the prediction intervals of 95% and a sample size equal to 100 were used in all simulations. Tables present the average coverage rates, length of the intervals and the average one-tail error rates below and above. In order to better compare the intervals in the case of asymmetric errors, the sum of the absolute differences between the theoretical one-tail errors and actual errors were calculated. In the tables that follow such sum is represented by the letter S. Table 1 shows the results for an ARFIMA(0,0.3,0) with Normal errors. This is a relatively good condition for the asymptotic interval: though the sample size is not large, there are few parameters to be estimated and the errors are normally distributed. Even so, under these ideal conditions, the bootstrap intervals were at least as good as the asymptotic one. The BPE interval, in particular, seemed to have the closest coverage rate to the nominal level assumed. Table 2 shows the results for an ARFIMA(1,0.3,1) with Normal errors. Even though the errors are normally distributed, now there are more parameters to be estimated, which makes the estimation less accurate and thus reduces, in general, the actual coverage of the asymptotic interval. In this case the bootstrap intervals get closer to the theoretical coverage level of 95%. The non-coverage in the tails are also closer to the expected 2.5% for the bootstrap intervals. Table 3 and Table 4 show the results of two ARFIMA(1,0.3,1) models with respectively exponential and mixture errors. In these cases the asymptotic intervals clearly underperform. In the case of exponential errors the asymptotic interval does come relatively close to 0.95, but the non-coverages below and above are very different from what they were supposed to be. The bootstrap intervals manage a much more symmetric behavior for the intervals, which can be confirmed by the smallest values of S.
It is worth noting in Table 2 , Table 3 and Table 4 that, even though the PBAP and BPE intervals had a somewhat similar performance in terms of average coverage, the BPE interval consistently presented smaller size.
The code of Monte Carlo simulations described above were written for Fortran 77. None of them took more than 3 hours and a half to be completed, with no more than an average of 13 seconds for each of the 1000 Monte Carlo replication. 
An application to real data
The methods presented in this paper were applied to a real data set. The data used was the average annual Using the FT method the estimates were = Ͳ 372Ǥ and = 6 814 The residuals of the fitted model seemed to behave as white noise (see Figure 2) . A Ljung-Box test applied to the residuals did not reject the white noise hypothesis with a p-value of 0.1823, thus the ARFIMA Ͳ Ͳ model was considered appropriate for the data. The normality assumption for the residuals was rejected by the Kolmogorov-Smirnov test with a p-value below 0.0001. . This is a case in which there are only two parameters to be estimated, the mean and , even so the bootstrap intervals slightly differ from the asymptotic interval. The asymptotic interval presents smaller widths but, as it was seen in the simulations, it does not capture all the variability present in the predictions.
Conclusions
In this work, two bootstrap prediction intervals, which take into account the uncertainty associated to the parameter estimation,are tested for the ARFIMA model. The resampled series is constructed using the infinite autoregressive form of the ARFIMA model, thus avoiding the restriction of fixing initial of final known values for the bootstrap series.
The bootstrap methods were empirically compared to the standard asymptotic prediction interval,based on the Gaussian assumption. An extensive Monte Carlo study was conducted assuming Gaussian and non-Gaussian distribution for the errors. The results confirmed the good performance of the bootstrap intervals with respect to the coverage rate, especially in the non-Gaussian case. The BPE intervals seems to have slightly better performance than the PBAP 
