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Abstract
Majorana theory was introduced by A. A. Ivanov as an axiomatic framework in which
to study objects related to the Monster simple group and the Griess algebra. Since its
inception, it has been used to construct a number of new and important subalgebras of the
Griess algebra. The objects at the centre of the theory are known as Majorana algebras and
can be studied either in their own right, or as Majorana representations of finite groups.
In this paper, we present an algorithm to construct the Majorana representations of
a given group. We also list a number of groups for which we have constructed Majorana
representations, including some which give new examples of Majorana algebras. This work
is inspired by that of A´. Seress.
1 Introduction
In [8], S. Sakuma reproved certain important properties of the Monster simple group and the
Griess algebra in the framework of vertex operator algebras. Inspired by this result, A. A. Ivanov
introduced Majorana theory in [3] as an axiomatisation of certain properties of the 2A axes of
the Griess algebra VM.
The objects at the centre of the theory areMajorana algebras, real, commutative, non-associative
algebras generated by idempotents known as Majorana axes. To each Majorana axis, we can
associate a unique involution in the automorphism group of the algebra, known as a Majorana
involution. The link between Majorana axes and their corresponding involutions forms a strong
relationship between Majorana algebras and groups. In particular, most Majorana algebras have
been constructed as Majorana representations of finite groups.
One of the main aims of the theory is to provide a framework in which to construct large
subalgebras of the Griess algebra. In particular, suppose that, for a given group G, there exists
an embedding ι of G into M and a generating set T of involutions of G such that ι(T ) is
contained in the 2A class of involutions of M. Then G must admit a Majorana representation
that is isomorphic to the subalgebra of VM generated by the 2A axes corresponding to the 2A
involutions ι(T ).
1
Many important subalgebras of the Griess algebra have been constructed in this way, including
algebras corresponding to the groups S4 [4], A5 [5] and L3(2) [6]. However, a crucial turning point
came in 2012 when A´. Seress [7] announced the implementation of an algorithm to construct
the Majorana representations of a given group. He also gave a list of groups for which he had
constructed Majorana representations including many new and important examples such as the
groups L2(11) and M11.
Sadly Seress passed away shortly after the publication of this paper. As far as we are aware,
neither his code, nor the full details of the representations which he constructed were ever
recovered. As such, reconstructing his algorithm and repeating his results has been an important
aim of the theory ever since.
We have used GAP [1] to implement and run an algorithm to construct Majorana representations
and have completely recovered Seress’ results. Our algorithm is based largely on Seress’ methods
but we have made some improvements in the implementation. In particular, certain changes have
enabled us to extend the algorithm to be able to construct generic representations, rather than
just the 2-closed examples.
We first present some basic results and definitions from Majorana theory before detailing the
implementation of the algorithm. Finally, we give some details of the certain representations
which we have constructed, including two new 3-closed algebras. All of our work can be found
at https://github.com/mwhybrow92/MajoranaAlgebras.
2 Majorana theory
Let V be a real vector space equipped with an inner product (, ) and a commutative, non-
associative product · such that
M1 ( , ) associates with · in the sense that
(u, v · w) = (u · v, w)
for all u, v, w ∈ V ;
M2 the Norton Inequality holds so that
(u · u, v · v) ≥ (u · v, u · v)
for all u, v ∈ V .
Let A be a subset of V \{0} and suppose that for every a ∈ A the following conditions ((M3) to
(M7)) hold.
M3 (a, a) = 1 and a · a = a, so that the elements of A are idempotents of length 1;
M4 V = V
(a)
1 ⊕V
(a)
0 ⊕V
(a)
1
22
⊕V
(a)
1
25
where V
(a)
µ = {v : v ∈ V, a·v = µv} is the set of µ-eigenvectors
of the adjoint action of a on V ;
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M5 V
(a)
1 = {λa : λ ∈ R};
M6 the linear transformation τ(a) of V defined via
τ(a) : u 7→ (−1)2
5µu
for u ∈ V
(a)
µ with µ ∈ {1, 0,
1
22 ,
1
25 }, preserves the algebra product (i.e. u
τ(a) · vτ(a) =
(u · v)τ(a) for all u, v ∈ V );
M7 if V
(a)
+ is the centraliser of τ(a) in V , so that V
(a)
+ = V
(a)
1 ⊕ V
(a)
0 ⊕ V
(a)
1
22
, then the linear
transformation σ(a) of V
(a)
+ defined via
σ(a) : u 7→ (−1)2
2µu
for u ∈ V
(a)
µ with µ ∈ {1, 0,
1
22 }, preserves the restriction of the algebra product to V
(a)
+
(i.e. uσ(a) · vσ(a) = (u · v)σ(a) for all u, v ∈ V
(a)
+ .
Definition 2.1. The elements of A are called Majorana axes while the automorphisms τ(a) are
called Majorana involutions. A real, commutative, non-associative algebra (V, ·, ( , )) is called a
Majorana algebra if it satisfies axioms (M1) and (M2) and is generated by a set of Majorana
axes.
A Majorana algebra V generated by a set A of Majorana axes is invariant under the group of
automorphisms generated by the Majorana involutions τ(a) for a ∈ A. This idea is axiomatised
in the following definition.
Definition 2.2. A Majorana representation is a tuple
R = (G, T, V, ·, (, ), ϕ, ψ)
where
• G is a finite group;
• T is a G-invariant set of generating involutions of G;
• V is a real vector space equipped with an inner product ( , ) and bilinear, commutative,
non-associative algebra product · satisfying (M1) and (M2) such that V is generated by a
set A of Majorana axes;
• ϕ : G → GL(V ) is a linear representation that preserves both products (i.e. for all g ∈ G
and for all u, v ∈ V , (uϕ(g), vϕ(g)) = (u, v) and uϕ(g) · vϕ(g) = (u · v)ϕ(g));
• ψ : T → A is a bijective mapping such that
ψ(tg) = ψ(t)ϕ(g).
Later in the text, we usually denote a Majorana representation by the triple (G, T, V ) wherever
it is clear which products and maps are being used.
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1 0 122
1
25
1 1 0 122
1
25
0 0 0 122
1
25
1
22
1
22
1
22 1, 0
1
25
1
25
1
25
1
25
1
25 1, 0,
1
22
Table 1: The Fusion Rules
Definition 2.3. Let V be a Majorana algebra and let A be the Majorana axes of V . For X ⊆ V ,
we denote by 〈X〉 the subspace of V generated by X and by 〈〈X〉〉 the subalgebra of V generated
by X. Moreover, if X ⊆ A then we say that the subalgebra 〈〈X〉〉 is k-closed if it is the linear
span of the set
{x1 · x2 · . . . · xk : xi ∈ X}.
In the previous definition, as the algebra product is not necessarily associative, we must specify
that the notation x1 · x2 · . . . · xk refers to the algebra products obtained from all possible
combinations of brackets on the elements. For example, if k = 3, we include x1 · (x2 · x3) as well
as (x1 · x2) · x3.
Definition 2.4. The nullspace of a Majorana algebra V is the ideal
N(V ) := {u ∈ V | u · v = 0, ∀v ∈ V }.
The following results can be deduced from axioms (M1) to (M5).
Lemma 2.5. The eigenspace decomposition in (M4) is orthogonal with respect to ( , ) (i.e.
(u, v) = 0 for all u ∈ V
(a)
µ , v ∈ V
(a)
ν with µ, ν ∈ {1, 0,
1
22 ,
1
25 } and µ 6= ν).
Lemma 2.6. Let V be a real vector space satisfying the axioms (M1) to (M5), and let a be a
Majorana axis of V . Then for all v ∈ V , the projection of v onto the eigenspace V
(a)
1 is (a, v)a.
Lemma 2.7. Let V be a Majorana algebra and let a ∈ V be a Majorana axis. If v ∈ V then
v − vτ(a) ∈ V
(a)
1
25
.
The following lemma is referred to in the literature as the fusion rules of Majorana algebras.
Lemma 2.8. For a fixed Majorana axis a, if u ∈ V
(a)
µ , v ∈ V
(a)
ν then the product u · v lies in
the sum of eigenspaces with corresponding eigenvalues given by the (µ, ν)-th entry of Table 1.
The seminal paper in Majorana theory was that of Ivanov et. al. [4]. In the first part of the
paper, they reproved Sakuma’s theorem (Theorem 2.9) as stated below. This result truly forms
the foundation of Majorana theory. It can equivalently be thought of as the classification of
2-generated Majorana algebras, i.e. those generated by at most two Majorana axes.
Theorem 2.9 ([4]). Let R = (G, T, V, ·, (, ), ϕ, ψ) be a Majorana representation of G, as defined
above. For t0, t1 ∈ T let a0 = ψ(t0), a1 = ψ(t1), τ0 = ϕ(t0), τ1 = ϕ(t1) and ρ = t0t1. Finally,
let D ≤ GL(V ) be the dihedral group 〈τ0, τ1〉. Then
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(i) |D|= 2N for 1 ≤ N ≤ 6;
(ii) the subalgebra U = 〈〈a0, a1〉〉 is isomorphic to a dihedral algebra of type NX for X ∈
{A,B,C}, the structure of which is given in Table 2;
(iii) for i ∈ Z and ǫ ∈ {0, 1}, the image of aǫ under the i-th power of ρ, which we denote a2i+ǫ,
is a Majorana axis and τ(a2i+ǫ) = ρ
−iτǫρ
i.
We can use the values in Table 2 to calculate the eigenvectors of these algebras with respect to
the axis a0.
Proposition 2.10. The eigenspace decompositions with respect to the axis a0 for each dihedral
Majorana algebra is given in Table 3. In each case, the 1-eigenspace is the 1-dimensional space
spanned by a0 and so is omitted from this table.
The following result is also a direct consequence of the values in Table 2.
Proposition 2.11. Let V be a Majorana algebra and let a0, a1 ∈ A. Let U := 〈〈a0, a1〉〉 and
let t0 := τ(a0) and t1 := τ(a1). If U is of type 3A or 4A and then U contains the additional
basis vector uρ(t0,t1) or vρ(t0,t1) respectively where uρ(t0,t1) and vρ(t0,t1) depend only on the cyclic
subgroup 〈t0t1〉. That is to say,
uρ(t0,t1) = uρ(t0,t0t1t0) and vρ(t0,t1) = vρ(t0,t0t1t0).
Similarly, if U is of type 5A then U contains an additional basis vector wρ(t0,t1) which, up to a
possible change of sign, depends only on the cyclic subgroup 〈t0t1〉, as below
wρ(t0,t1) = −wρ(t0,t1t0t1) = −wρ(t0,t0t1t0t1t0) = wρ(t0,t0t1t0). (1)
Sakuma’s theorem provides a crucial tool in Majorana theory. If the dihedral subalgebras of a
Majorana algebra are known, they provide initial values for the inner and algebra products which
can be used to explore the structure of the whole algebra. As such, it is important to classify
the possibilities for the dihedral algebras which are contained in a given Majorana algebra. This
idea is formalised in the following definition.
Definition 2.12. If R = (G, T, V ) is a Majorana representation then we define a map Ψ which
sends (t, s) ∈ T 2 to the type of the dihedral Majorana algebra 〈〈at, as〉〉. Then the shape of R is
the tuple [Ψ((ti1 , tj1)),Ψ((ti2 , tj2)) . . . ,Ψ((tin , tjn))] where the (tik , tjk) are representatives of the
orbits of G on T × T .
It is worth noting that it is not necessarily the case that two non-isomorphic Majorana repre-
sentations must have different shapes. However, there are no known examples where this is not
the case. It is an open question as to whether there exist any non-isomorphic Majorana algebras
which share the same shape.
When determining the shape of a Majorana representation, if t, s ∈ T and 〈t, s〉 ∼= D2N then
Ψ((t, s)G) = NX for X ∈ {A,B,C}. If N = 1, 5 or 6, there is only one option for the value of
5
Type Basis Products and angles
a0 · a1 =
1
23 (a0 + a1 − aρ(t0,t1)), a0 · aρ(t0,t1) =
1
23 (a0 + aρ(t0,t1) − a1)
2A a0, a1, aρ(t0,t1) aρ(t0,t1) · aρ(t0,t1) = aρ(t0,t1)
(a0, a1) = (a0, aρ(t0,t1)) = (aρ(t0,t1), aρ(t0,t1)) =
1
23
2B a0, a1 a0 · a1 = 0, (a0, a1) = 0
a0 · a1 =
1
25 (2a0 + 2a1 + a−1)−
33·5
211 uρ(t0,t1)
3A a
−1, a0, a1, a0 · uρ(t0,t1) =
1
32 (2a0 − a1 − a−1) +
5
25uρ(t0,t1)
uρ(t0,t1) uρ(t0,t1) · uρ(t0,t1) = uρ(t0,t1)
(a0, a1) =
13
28 , (a0, uρ(t0,t1)) =
1
22 , (uρ(t0,t1), uρ(t0,t1)) =
23
5
3C a
−1, a0, a1 a0 · a1 =
1
26 (a0 + a1 − a−1), (a0, a1) =
1
26
a0 · a1 =
1
26 (3a0 + 3a1 + a2 + a−1 − 3vρ(t0,t1))
4A a
−1, a0, a1, a0 · vρ(t0,t1) =
1
24 (5a0 − 2a1 − a2 − 2a−1 + 3vρ(t0,t1))
a2, vρ(t0,t1) vρ(t0,t1) · vρ(t0,t1) = vρ(t0,t1), a0 · a2 = 0
(a0, a1) =
1
25 , (a0, a2) = 0, (a0, vρ(t0,t1)) =
3
23 , (vρ(t0,t1), vρ(t0,t2)) = 2
4B a
−1, a0, a1, a0 · a1 =
1
26 (a0 + a1 − a−1 − a2 + aρ(t0,t2))
a2, aρ(t0,t2) a0 · a2 =
1
23 (a0 + a2 − aρ(t0,t2))
(a0, a1) =
1
26 , (a0, a2) = (a0, aρ(t0,t1)) =
1
23
a0 · a1 =
1
27 (3a0 + 3a1 − a2 − a−1 − a−2) + wρ(t0,t1)
5A a
−2, a−1, a0, a0 · a2 =
1
27 (3a0 + 3a2 − a1 − a−1 − a−2)− wρ(t0,t1)
a1, a2, wρ(t0,t1) a0 · wρ(t0,t1) =
7
212 (a1 + a−1 − a2 − a−2) +
7
25wρ(t0,t1)
wρ(t0,t1) · wρ(t0,t1) =
52·7
219 (a−2 + a−1 + a0 + a1 + a2)
(a0, a1) =
3
27 , (a0, wρ(t0,t1)) = 0, (wρ(t0,t1), wρ(t0,t1)) =
53·7
219
a0 · a1 =
1
26 (a0 + a1 − a−2 − a−1 − a2 − a3 + aρ(t0,t3)) +
32·5
211 uρ(t0,t2)
6A a
−2, a−1, a0, a0 · a2 =
1
25 (2a0 + 2a2 + a−2)−
33·5
211 uρ(t0,t2)
a1, a2, a3 a0 · uρ(t0,t2) =
1
32 (2a0 − a2 − a−2) +
5
25 uρ(t0,t2)
aρ(t0,t3), uρ(t0,t2) a0 · a3 =
1
23 (a0 + a3 − aρ(t0,t3)), aρ(t0,t3) · uρ(t0,t2) = 0
(aρ(t0,t3), uρ(t0,t2)) = 0, (a0, a1) =
5
28 , (a0, a2) =
13
28 , (a0, a3) =
1
23
Table 2: The dihedral Majorana algebras
Type 0 122
1
25
2A a1 + aρ(t0,t1) −
1
22 a1 − aρ(t0,t1)
2B a1
3A uρ(t0,t1) +
2·5
33 a0 +
25
33 (a1 + a−1)
uρ(t0,t1) −
23
32·5a0
− 2
5
32·5 (a1 + a−1)
a1 − a−1
3C a1 + a−1 −
1
25 a0 a1 − a−1
4A vρ(t0,t1) −
1
2a0 + 2(a1 + a−1), a2
vρ(t0,t1) −
1
3a0
− 23 (a1 + a−1)−
1
3a2
a1 − a−1
4B
a1 + a−1 −
1
25 a0 −
1
23 (aρ(t0,t2) − a2),
a2 + aρ(t0,t2) −
1
22 a0
a2 − aρ(t0,t2) a1 − a−1
5A
wρ(t0,t1) +
3
29 a0 −
3·5
27 (a1 + a−1)−
1
27 (a2 − a−2),
wρ(t0,t1) −
3
29 a0 +
1
27 (a1 + a−1) +
3·5
27 (a2 + a−2)
wρ(t0,t1) +
1
27 (a1 + a−1)
− 127 (a2 + a−2)
a1 − a−1,
a2 − a−2
6A
uρ(t0,t2) +
2
32·5a0 −
28
32·5 (a1 − a−1)
− 2
5
32·5 (a2 + a−2 + a3 − aρ(t0,t3)),
a3 + aρ(t0,t3) −
1
22 a0,
uρ(t0,t2) −
2·5
33 a0 +
25
33 (a2 + a−2)
uρ(t0,t2) −
23
32·5a0
− 2
5
32·5 (a2 + a−2 + a3)
+ 2
5
32·5aρ(t0,t3),
a3 − aρ(t0,t3)
a1 − a−1,
a2 − a−2
Table 3: The eigenspace decomposition of the dihedral Majorana algebras
X . If N takes any other value, we must use other results to restrict the possible value of X . In
particular, the following lemma can be deduced from the structure of the dihedral algebras (see
Lemma 2.20, [4]).
Lemma 2.13. Let U be a dihedral algebra (as in Table 2) that is generated by Majorana axes
a0 and a1. Then
(i) if U is of type 4A, 4B or 6A then the subalgebra generated by a0 and a2 is of type 2B, 2A
or 3A respectively;
(ii) if U is of type 6A then the subalgebra generated by a0 and a3 is of type 2A.
Informally, this means that we have the following inclusions of algebras:
2A →֒ 4B, 2B →֒ 4A, 2A →֒ 6A, and 3A →֒ 6A.
Given a group G and a set of G-invariant involutions T , we let Γ be the directed graph whose
vertex set is the set of orbits of G on T ×T and where (t0, t1)
G → (t2, t3)
G is an edge if and only
if 〈〈ψ(t0), ψ(t1)〉〉 →֒ 〈〈ψ(t2), ψ(t3)〉〉. If we fix the type of the dihedral algebra corresponding
to one vertex v ∈ V (Γ) then this determines the types of the algebras corresponding to all
vertices in its connected component. In particular, there are at most 2c possible shapes for a
representation of the form (G, T, V ), where c is the number of connected components of Γ.
Finally, we define five further axioms. Let (G, T, V ) be a Majorana representation and let
t0, t1, t2, t3 ∈ T with corresponding Majorana axes ai := ψ(ti).
2Aa If t0t1t2 = 1 and 〈〈a0, a1〉〉 is of type 2A then a2 ∈ 〈〈a0, a1〉〉 and a2 = aρ(t0,t1).
2Ab If 〈〈a0, a1〉〉 and 〈〈a2, a3〉〉 are of type 2A and t0t1 = t2t3 then the basis elements aρ(a0,a1)
and aρ(a2,a3) are equal.
3A If 〈〈a0, a1〉〉 and 〈〈a2, a3〉〉 are of type 3A and 〈t0t1〉 = 〈t2t3〉 then the basis elements uρ(a0,a1)
and uρ(a2,a3) are equal.
4A If 〈〈a0, a1〉〉 and 〈〈a2, a3〉〉 are of type 4A and 〈t0t1〉 = 〈t2t3〉 then the basis elements vρ(a0,a1)
and vρ(a2,a3) are equal.
5A If 〈〈a0, a1〉〉 and 〈〈a2, a3〉〉 are of type 4A and 〈t0t1〉 = 〈t2t3〉 then the basis elements wρ(a0,a1)
and wρ(a2,a3) are equal, up to a possible change of sign.
These axioms, as well as the axioms M1 - M7, are known to hold in the Griess algebra. We
have implemented two versions of the algorithm, one which assumes axioms 2Aa - 5A and one
which does not. However, it is usually much more efficient to assume these axioms as they limit
the size of the spanning set coordinates as described in Section 3. In particular, as the main
aim of this work is the construction of large subalgebras of the Griess algebra, we assume these
axioms throughout the rest of this paper.
Henceforth, if U = 〈〈a0, a1〉〉 is a dihedral algebra of type 3A, 4A or 5A then we let t0 := τ(a0),
t1 := τ(a1) and h := t0t1 and write uh := uρ(t0,t1), vh := vρ(t0,t1) or wh := wρ(t0,t1) respectively.
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3 Notes on the implementation
The construction of these algebras is expensive both in terms of time and memory and a large
part of the implementation of the algorithm involves mitigating these factors. In particular, we
exploit the fact that the algebra and inner products on the algebra are preserved by the action
of the group on the algebra. That is to say, for all u, v ∈ V and g ∈ G, (ug, vg) = (u, v) and
ug · vg = (u · v)g .
In particular, we store product values only for representatives of the orbits of G on C×C where
C is a spanning set of V . In order to find the algebra product of two generic vectors, we must
recover the required values from the corresponding orbit representative using the action of the
group. Similarly, we store eigenvectors only for representatives of the orbits of G on the axes of
V .
Recall from Proposition 2.11 that we have the following equalities on 3A, 4A and 5A axes:
uh = uh2 , vh = vh3 , and wh = −wh2 = −wh3 = wh4 .
In the implementation of the algorithm, we exploit these equalities, as well as those from axioms
2Aa - 5A above, whilst keeping track of any sign changes from the 5A axes.
In a departure from Seress’ methods, given a spanning set C of V of size n, we express the
elements of G as signed permutations on the n vectors of the set C. This is more efficient both
in terms of time and memory and also makes it easier to implement an n-closed version of the
algorithm (see Section 5). In particular, we express an element g of G as
[±i1,±i2, . . . ,±in]
where C[j]g = ±C[ij].
For each algebra, we store the following data structures which enable the calculation of the
signed permutation corresponding to a given element.
• coordinates: This is a set (a sorted, duplicate-free list) which we denote C consisting of
all elements of T , as well as, or including, exactly one generator of each cyclic group of the
form 〈t0t1〉 for t0, t1 ∈ T such that the dihedral algebra 〈〈ψ(t0), ψ(t1)〉〉 is of type 2A 3A,
4A or 5A.
• longcoordinates: This is a set consisting of all elements of T as well as, or including,
all generators of each cyclic group 〈t0t1〉 for t0, t1 ∈ T such that the dihedral algebra
〈〈ψ(t0), ψ(t1)〉〉 is of type 2A 3A, 4A or 5A.
• positionlist: This is a list whose order is equal to the cardinality of longcoordinates.
The absolute value of positionlist[i] is the index of the element of coordinates which
corresponds to longcoordinates[i]. The entry positionlist[i] is negative if and only
if longcoordinates[i] is of order 5 and is equal to h2 or h3, where h is the corresponding
element of coordinates.
9
We note that in the case of the n-closed algorithm, we store further elements in the lists
coordinates and longcoordinates as described in detail in Section 5.
We now describe how we use these signed permutations to recover generic product values. We
use a bespoke orbits algorithm which partitions the set longcoordinates × longcoordinates
according to the equivalence relation ∼ defined as below.
Definition 3.1. For all u, v, w, z ∈ V , (u, v) ∼ (w, z) if and only if at least one of the following
conditions holds:
• (u, v) = (wg , zg) for some g ∈ G;
• (u, v) = (z, w);
• 〈u〉 = 〈w〉 and 〈v〉 = 〈z〉.
We label these equivalence classes P1, . . . , Pk. We do not need to explicitly store these classes.
Instead, our bespoke orbits algorithm outputs the following structures.
• pairrepresentatives: From each equivalence class Pi, we pick a representative pi.
The entry pairrepresentatives[i] is a list of length two consisting of the positions
in coordinates of the elements of pi.
• pairorbitlist: This is a matrix of size |C|×|C| whose entries lie in {1, 2, . . . , k}. If
[coordinates[i], coordinates[j]] ∈ Pk then pairorbitlist[i][j] is equal to k.
• pairconjelements: This is a list of length |G| consisting of the signed permutations
corresponding to each element of G.
• pairconj: This is a matrix of size |C|×|C| whose entries lie in {1, 2, . . . , |G|}. If [coordinates[i],
coordinates[j]]∈ Pk then the value of pairconj[i][j] gives the index in pairconjelements
of a signed permutation which sends the representative pk of Pk to [coordinates[i],
coordinates[j]].
In order to recover the product of the two basis vectors corresponding to the elements C[i] and
C[j], we execute the following steps.
1. Let k := pairorbit[i][j] and let l := pairconj[i][j].
2. Then u := algebraproducts[k] will be a row vector and g := pairconjelements[l]
will be a signed permutation representing a group element which sends the representative
of the orbit Pk to [coordinates[i], coordinates[j]].
3. The desired product will be equal to the row vector v where
v[i] :=


u[g[i]] if g[i] > 0
-u[-g[i]] if g[i] < 0.
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Finally, we store eigenvectors only for representatives of the orbits of G on T . Again, instead
of storing the full orbits, we use a bespoke orbits algorithm which outputs the following two
structures.
• orbitrepresentatives: This is a list whose entries give the indices in coordinates of
representatives of orbits of G on T .
• conjelements: This is a duplicate free list of signed permutations corresponding to the
group elements which send an element of coordinates to one of the representatives in
orbitrepresentatives.
Finally, we note that the methods used in this algorithm require the solving of potentially
large systems of linear equations over the rational numbers. Storing the matrices involved and
reducing them to row echelon form takes a large amount of the memory and time required by
the program. In what we believe to be an improvement on Seress’ methods, we use the sparse
matrix format provided by the GAP package Gauss [2] as an efficient way to store and compute
with the matrices in question.
4 The algorithm
Input: A finite group G and a G-invariant set T of involutions such that G = 〈T 〉. The user
must also choose which of the possible shapes found by the function ShapesOfMajoranaRepresentation
(see Step 1) is to be considered by the algorithm.
Output: The algorithm returns a record with the following components.
• group and involutions: The group G and generating set of involutions T , as inputted
by the user.
• shape: The shape of the representation, as chosen by the user.
• setup: A record whose components are the 9 structures given in Section 3.
• algebraproducts: A list of row vectors (in sparse matrix format) where algebraproducts[i]
gives the algebra product of the two basis vectors whose indices are given by setup.pairreps[i].
• innerproducts: A list where innerproducts[i] gives the inner product of the two basis
vectors whose indices are given by setup.pairreps[i].
• evecs: If i is in setup.orbitrepresentatives then for j = 1, 2, 3, evecs[i][j] gives
respectively a basis (in sparse matrix format) of the 0-, 122 - or
1
25 -eigenspace of the ith
axis.
• nullspace: A matrix (in sparse matrix format) which forms a basis of the nullspace of
the algebra.
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Step 1 - Shapes
The first step is to find all possible shapes of a Majorana representation of the form (G, T, V ).
That is to say, we find representatives of the orbits of G on T ×T and determine the possibilities
for the types of the dihedral algebras generated by the Majorana axes corresponding to each
of these representatives. Note that the possible shapes must respect the inclusions of dihedral
algebras, as described in Lemma 2.13.
The function ShapesOfMajoranaRepresentation takes as its input a group G and a set of
involutions T and returns a record, of which one of the components is labelled shapes and gives
a list of possible shapes for a representation of the form (G, T, V ). The user may then choose
which of these possible shapes they want to use for the constructive part of the algorithm.
This output is then used as the first input variable in the function MajoranaRepresentation.
The second variable is an integer i which signifies that the user has chosen the shape at the
position i.
Step 2 - Set Up
The first step is to build the nine objects which form the record setup, as described in Section
3. We then record all product values and eigenvectors which are given from the known values
on dihedral algebras, i.e. those in Tables 2 and 3.
Step 3 - Inner Products
The first step in the main part of the algorithm is to find inner product values on the spanning
set C of V . Let u, v and w be elements of C. Then, from axiom M1
(u, v · w) = (u · v, w).
We consider all cases where the algebra products v · w and u · v are known, but at least one
of the inner products above are not. Using equations of this form, we build systems of linear
equations of the unknown products (u, v) where u and v are elements of C. We then solve this
system and record any new inner products.
If at this stage, all inner product values are known then we construct the Gram matrix of the
inner product and store basis vectors of its nullspace as the component nullspace. In particular,
as the inner product is positive definite, these vectors will form a basis of the nullspace of the
algebra.
We note that Seress instead uses the orthogonality of eigenvectors (Lemma 2.5) to determine
new inner products. We have tested both methods and have found that our approach tends to
find more products and is more efficient. However, in either case, finding inner products tends
to take only a small amount of the total running time.
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Step 4 - Fusion of Eigenvectors
For each of the orbit representatives of G on T given by setup.orbitrepresentatives we take
the corresponding Majorana axis a and consider all pairs of known eigenvectors α ∈ V
(a)
µ and
β ∈ V
(a)
ν for µ, ν ∈ {0,
1
22 ,
1
25 }. If the product α · β is known then we can use this, along with
the fusion rules, to find further eigenvectors.
If µ 6= ν, or if µ = ν = 0 then α·β is itself an eigenvector, and is added to the relevant eigenspace.
If µ = ν = 122 then, using the fusion rules and Lemma 2.6.
α · β = v0 + (a, α · β)a = v0 +
1
22
(α, β)a
where v0 ∈ V
(a)
0 . Thus, if the value of (α, β) is known, then we can recover the eigenvector v0
and add it to the 0-eigenspace of a.
Similarly, if µ = ν = 125 then
α · β = v0 + v 1
22
+
1
25
(α, β)a
where v0 ∈ V
(a)
0 and v 1
22
∈ V
(a)
1
22
If the value of (α, β) is known, then we further calculate
a · (α · β) =
1
22
v 1
22
+
1
25
(α, β)a
and so we can recover both v0 and v 1
22
and add them to their respective eigenspaces.
Step 5 - Algebra Products
We seek products of the form u · v for u, v ∈ C. We write a system of linear equations of the
unknown products from the following sources:
• if v ∈ V
(a)
µ for some a ∈ A and µ ∈ {0,
1
22 ,
1
25 } then a · v = µv;
• if u ∈ C and v ∈ N(V ) then u · v = 0.
We then solve this system and record any new algebra products. If there remains unknown
algebra products then we again construct a system of linear equations, this time making use of
the resurrection principle.
Proposition 4.1 (The Generalised Resurrection Principle). Fix a ∈ A and let α, γ ∈ V
(a)
0 and
β ∈ V
(a)
µ for µ ∈ {
1
22 ,
1
25 }. Then
a · ((α− β) · γ) = −µ(γ · β).
Similarly, if α, γ ∈ V
(a)
1
22
and β ∈ V
(a)
µ for µ ∈ {0,
1
25 }. Then
a · ((α − β) · γ) =
1
22
(α, γ)a− ν(γ · β)
where ν = 122 if µ = 0 and ν =
1
25 if µ =
1
25 .
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Proof. Firstly,
a · ((α− β) · γ) = a · (α · γ)− a · (β · γ).
The result then follows from the fusion rules.
In particular, where possible, we choose α, β and γ such that the product (α− β) · γ is known,
but β · γ is not known. In this way, we obtain a linear combination of terms a · x for the x ∈ C
occuring in (α − β) · γ, and y · z for y ∈ β and z ∈ γ. Using these, we construct and solve a
system of linear equations.
In some cases, there still remains unknown algebra and inner product values and so we run steps
3 - 5 repeatedly until all values have been found. In some rare cases, it is not possible to find
all products and the program exits with the output fail. Where the algorithm has sucessfully
completed and the representation in question is not known to embed into the Griess algebra
then we run checks to ensure that the constructed algebra is indeed a Majorana algebra.
5 The n-closed algorithm
In a significant improvement on Seress’ work, we have been able to implement a version of the
algorithm which allows the construction of n-closed representations, theoretically for any given
n. Of course, technology limits the value of n in practice and, in fact, we do not know of any
algebras which are n-closed for n > 3 which are not also 3-closed with respect to some set of
Majorana axes. We have implemented this part of the algorithm so that the first step is to
attempt construction of the 2-closed algebras as, in the vast majority of cases, this is sufficient.
If the algorithm is unable to determine all algebra products from the 2-closed part of V then the
user may pass the incomplete algebra outputted by the function MajoranaRepresentation to
the function NClosedMajoranaRepresentation in order to attempt construction of the 3-closed
algorithm. In order to attempt construction of the n-closed part of the algebra, the user must
pass the incomplete algebra to the function NClosedMajoranaRepresentation n − 2 times for
n > 2.
We describe the implementation of the function NClosedMajoranaRepresentation. We note
that this method crucially relies on our use of signed permutations to encode the action of the
group on the algebra, as described in Section 3.
The main steps of the n-closed algorithm are the same as those for the 2-closed algorithm. The
function NClosedMajoranaRepresentation extends the spanning set of the algebra and adjusts
the record encoding the algebra as described below. We then perform Steps 3 - 5 of the main
algorithm until no more algebra products can be found. We describe this process in detail below.
Input: A record which has been outputted by the function MajoranaRepresentation where
at least one of the entries in the component algebraproducts has the value false, indicating
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a product which has not yet been determined.
Output: The function has no output. We record additional values in the components of the
input record.
We first record a list of indices k such that algebraproducts[k] has the value false. For each
entry k of this list, if the value of algebraproducts[k] is still false, then we perform the
following steps.
Step 1 - Extend the spanning set of the algebra
For all i, j ∈ {1, . . . , |C|}, if the absolute value of pairorbitlist[i][j] is equal to k, then
we add the ordered pair [i,j] to the list coordinates. This corresponds to adding the vector
C[i] · C[j] to the spanning set of the algorithm.
Step 2 - Extend the known values
For all known products in algebraproducts and all vectors in evecs and nullspace, extend
the length of the vectors to the new cardinality of coordinates by adding zeroes to the end.
Set the value of the entry algebraproducts[k] to be the vector with a one at position i and
zeroes elsewhere, where i is such that coordinates[i] is equal to pairrepresentatives[k].
Step 3 - Extend the signed permutations
Let p be an element of pairconjelements or conjelements corresponding to an element g ∈ G.
Let l be such that coordinates[l] is equal to [i,j] where [i,j] is one of the additional
elements recorded in Step 1.
Let x be the ordered list consisting of the abolute values of p[i] and p[j]. Then
p[l] = ± Position(coordinates, x)
where p[l] > 0 if and only if p[i]*p[j] > 0.
The generality of the method of signed permutations means that this method works regardless of
whether the vectors corresponding to coordinates[i] and coordinates[j] are in the 2-closed
part of the algebra and are thus stored as group elements, or whether they are in the n-closed
part for n > 2 and are stored as ordered pairs of integers.
Step 4 - New orbits
We can now use the orbits function developed for the main algorithm along with the signed
permutations found in the previous step to find any additional orbits of G on coordinates ×
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coordinates. We add any new entries to pairrepresentatives and add new values to the
matrices pairorbitlist and pairconj.
Step 5 - New eigenvectors
Finally, if t ∈ T and u, v ∈ V then, from Lemma 2.7, the vector u · v− (u · v)t is a 125 -eigenvector
of the 2A axis ψ(t). We use the signed permutations found in Step 3 to find and record any
vectors of this form.
Step 6 - The main steps
The extended algebra can now be passed through Steps 3 - 5 of Section 4. If at any point
all products have been found then the algebra is complete and the function exits. If no more
products can be found, but there are still missing values then we repeat the above Steps 1 - 6
with the next index k from our original list of unknown algebra product values.
If we have performed these steps for all values in this list and there still remains unknown
products then the function exits and the algebra is still incomplete. The user may then decide
to again run the function NClosedMajoranaRepresentation on the incomplete representation
in order to attempt the construction of the n-closed algebra for the next value of n.
6 Results
In Table 6 we give the basic details for some of the representations which we have constructed
using our program. For each representation (G, T, V ), we give the following information
• the isomorphism type of G;
• the cardinality of T , where c1 + c2 + . . .+ ck indicates that T is the union of k conjugacy
classes of size c1, c2, . . . , ck;
• a subset of the shape of V , showing only the values of Ψ for the orbits where a choice has
been made on the type of the corresponding dihedral algebra;
• the cardinality of the spanning set C of the 2-closed part of the algebra, which consists of
the 2A, 3A, 4A and 5A axes;
• the dimension of the algebra V as a vector space over R;
• whether the algebra is 2-closed or not, all those which are not 2-closed are 3-closed.
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i G |T | Shape |C| dim. 2-closed
1 S4 6 + 3 (2B, 3C) 12 12 Y
2 S4 6 + 3 (2A, 3C) 9 9 Y
3 S4 6 + 3 (2B, 3A) 16 25 N
4 S4 6 + 3 (2A, 3A) 13 13 Y
5 S4 6 (2B, 3C) 6 6 Y
6 S4 6 (2A, 3C) 9 9 Y
7 S4 6 (2B, 3A) 10 13 N
8 A5 15 (2B, 3C) 21 21 Y
9 A5 15 (2A, 3C) 21 20 Y
10 A5 15 (2B, 3A) 31 46 N
11 A5 15 (2A, 3A) 31 26 Y
12 S5 15 + 10 (2A, 2A) 41 36 Y
13 L3(2) 21 (2A, 3C) 21 21 Y
14 L3(2) 21 (2A, 3A) 49 49 Y
15 A6 45 (2A, 3C) 81 70 Y
16 A6 45 (2A, 3A) 121 76 Y
17 S6 45 + 15 (2A, 2B, 3A) 136 91 Y
18 3.A6 45 (2A, 3C, 3C) 81 70 Y
19 3.A6 45 (2A, 3A, 3C) 141 105 Y
20 3.A6 45 (2A, 3A, 3A) 201 76 Y
21 3.S6 45 + 45 (2A, 3A, 3C) 187 136 Y
22 (S4 × S3) ∩ A7 18 + 3 (2A, 3A) 34 30 Y
23 A7 105 (2A, 3A) 406 196 Y
24 S7 105 + 21 (2A, 2B, 3A) 427 217 Y
24 3.A7 105 (2A, 3A, 3C) 336 211 Y
25 3.A7 105 (2A, 3A, 3A) 756 196 Y
26 3.S7 105 + 63 (2A, 3A, 3C) 400 254 Y
27 L2(11) 55 (2A, 3A) 176 101 Y
28 L3(3) 117 (2A, 3C, 3A) 169 144 Y
29 M11 165 (2A, 3A) 781 286 Y
30 (S5 × S3) ∩ A8 30 + 15 (3A) 62 67 N
Table 4: Certain constructed Majorana representations
7 Further work
Now that we have completely recovered Seress’ 2-closed results, our main aim will be to extend
the algorithm so that we are able to construct Majorana representations of higher dimensions.
In particular, the next step would be to construct Majorana representations of the groups A8
and M12.
In the case of M12, for example, the limiting factor comes in Step 5 of the main algorithm
where we are required to solve systems of linear equations over the rationals with approximately
20,000,000 unknown variables. As such, we are particularly focusing on optimising the perfor-
mance of the linear algebra required by the algorithm.
In particular, Majorana algebras are defined over the real numbers and the linear algebra in the
algorithm is performed over the rational numbers. This is challenging in many respects, not
least because we often see an explosion in the coefficients of the matrices involved. However,
it may well be of interest to study Majorana algebras defined over finite fields. One possible
direction would therefore be to adapt our algorithm to work over generic fields.
There are also more general aims in Majorana theory which we wish to address with this work.
We have already found some new examples of Majorana algebras which are 3-closed but not
2-closed. We will be seeking further examples of 3-closed algebras, as well as algebras which are
4-closed but not 3-closed.
Finally, as mentioned earlier, it is an open problem as to whether there exist non-isomorphic
Majorana algebras which share the same shape. If such an example were to exist as a Majorana
representation then the algorithm would not be able to automatically construct it. However,
our program would help in determining possible candidates for such behaviour and should also
be able to construct the required algebras, albeit with some user input.
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