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Abstract. In 2001, Weaver extended the propositional quantum logic of Birkhoff and von
Neumann to a predicate logic, with a natural interpretation of the standard quantifiers. In
this paper, we further extend this quantum predicate logic with a natural interpretation
of the equality relation. To accommodate this equality relation, we work exclusively with
quantum sets, essentially von Neumann algebras of a particularly simple form. The resulting
semantics may be used as a uniform method of quantization for discrete structures. In this
way, we recover unital normal ∗-homomorphisms as a quantum generalization of functions.
We also recover the standard notions of a quantum graph and of a quantum monoid. Finally,
we recover winning quantum strategies for the graph coloring game as quantum families of
proper graph colorings.
Birkhoff and von Neumann introduced quantum logic in 1936, drawing an analogy between
the closed subspaces of a fixed Hilbert space and the subsets of a fixed set [2]. In 2001, Weaver
extended their propositional logic to a predicate logic, defining a natural interpretation of
the standard quantifiers ∀ and ∃ in this quantum setting [15, sec. 2.6]. This paper offers an
interpretation of the equality predicate, which allows a natural axiomatization of quantum
graphs, quantum monoids, and quantum graph colorings. Thus, we exhibit a promising
connection between quantum logic in the sense of Birkhoff and von Neumann, and quantum
mathematics in the sense of noncommutative geometry, a connection that had hitherto been
surprisingly tenuous.
The semantics that we define here can be readily motivated from first principles, but it
emerged on the basis of other considerations. This is apparent in the form of our compu-
tations. This research thread began with Kuperberg and Weaver’s definition of quantum
metrics on von Neumann algebras [9], leading to Weaver’s definition of quantum relations
on von Neumann algebras [16]. These are essentially the binary relations of the present pa-
per. The author then observed that unital normal ∗-homomorphisms, the standard analogs
of functions in quantum mathematics, may be naturally regarded as quantum relations in
Weaver’s sense [8].
We do not work with arbitrary von Neumann algebras in the present paper. Rather, we
essentially work with just the hereditarily atomic von Neumann algebras, which are defined
by the property that every von Neumann subalgebra is atomic. These are exactly the ℓ∞-
direct sums of finite type I factors, i.e., of simple matrix algebras [7, 5.4]. This class of
operator algebras emerged as a quantum generalization of discrete spaces within the theory
of quantum groups [14]. The author defined quantum sets to be an alternative presentation
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of these objects that brings binary relations to the forefront [7, 2.1]. Quantum sets and
binary relations form a compact closed category, which justifies the use of the graphical
calculus that appears in this paper. This is the graphical calculus of categorical quantum
mechanics [1].
The semantics itself is very simple. In this introduction, it is given in terms of hereditarily
atomic von Neumann algebras, and in the body of the paper, it is given in terms of quantum
sets, but the two definitions are equivalent. The semantics assigns interpretations to the first-
order formulas of many-sorted logic, initially just to those formulas whose atomic subformulas
have a particularly simple form: they contain no function symbols, and no variable occurs
more than once. We call such formulas primitive. We will view arbitrary first-order formulas
as abbreviating primitive ones.
Our sorts are hereditarily atomic von Neumann algebras, and our relations are projection
operators in the appropriate spatial tensor product of such algebras. The Boolean connec-
tives are interpreted as prescribed by Birkhoff and von Neumann, and the quantifiers are
interpreted as prescribed by Weaver. Thus, for any projection p ∈M ⊗¯N , the interpretation
of ∀x. p(x, y) is the projection q0 ∈ N , defined by q0 = sup{q ∈ Proj(N) | 1 ⊗ q ≤ p}, and
similarly, the interpretation of ∃x. p(x, y) is the projection q1 ∈ N , defined by q1 = inf{q ∈
Proj(N) | 1⊗ q ≥ p}.
We interpret the equality relation on a hereditarily atomic von Neumann algebra M to be
the largest projection e ∈M ⊗¯Mop such that (p⊗ q)e = 0 whenever p and q are projections
in M that are orthogonal to each other. Representing M on the Hilbert space of Hilbert-
Schmidt operators in M by multiplication on the left, and representing Mop on the same
Hilbert space by multiplication on the right, we may also characterize e as the orthogonal
projection operator onto the closed span of those Hilbert-Schmidt operators that are also
central projections in M .
Our fundamental computational device is theorem 3.4.2, which essentially states that for
any projection p in a tensor product M ⊗¯Mop ⊗¯N , canonically represented on some Hilbert
space H , the formula ∃x1. ∃x2. (e(x1, x2)→ p(x1, x2, y)) corresponds to a contraction of the
quantum relation H∗ · p, a quantum relation from M ⊗¯Mop ⊗¯ N to C in Weaver’s sense.
We interpret the implication connective → to be the Sasaki arrow [13] [5], and this choice of
interpretation appears to be suggested, if not dictated by this contraction theorem.
We may equally work with hereditarily atomic von Neumann algebras or with quantum
sets. Von Neumann algebras are widely known, and they are useful for the introduction
and motivation of the semantics that we study here. The language of quantum sets is
more explicit. Thus, section 1, which motivates the semantics, uses von Neumann algebras,
but section 2, which formally defines the semantics, uses quantum sets. Section 3 contains
the basic results that govern the semantics. Section 4 includes three examples of discrete
quantum structures which may be axiomatized within this semantics.
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his guidance towards producing the string diagrams that appear in this paper. I thank Bert
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Notation. Let H and K be Hilbert spaces. We write L(H,K) for the set of all bounded
operators fromH toK, we write L(H) for the set L(H,H) of all bounded operators onH , and
we write H∗ for the set L(H,C) of all bounded functionals on H . Let a be a linear operator
fromH toK. We write a† ∈ L(K,H) for the Hermitian adjoint of a, we write a∗ ∈ L(K∗, H∗)
for the Banach space dual of a, and we write a∗ ∈ L(H
∗, K∗) for the “conjugate” (a†)∗ of
a. Note that if A is an operator algebra on H , then A∗ is canonically isomorphic to the
opposite of A, that is, to the algebra A with the order of multiplication reversed. We retain
the stock term “∗-homomorphism” to mean a homomorphism that respects the Hermitian
adjoint operation a 7→ a†.
We bypass the technicalities of substitution by assuming that no variable in a formula is
bound more than once, and by identifying formulas that differ only in the symbols used for
their bound variables, provided that these symbols are distinct from the variables appearing
freely in either formula. Throughout section 1, x1, x2, . . . are constants of the metalanguage,
naming variables of the object language. In all the later sections, x1, x2, . . . are variables of
the metalanguage, ranging over variables of the object language. The purpose of this subtle
break in convention is to delay the treatment of variable contexts to section 2, freeing the
discussion in section 1 of the clutter that they introduce.
We use the adjective “ordinary” to emphasize that we are using a noun in its standard
mathematical sense. Thus, an ordinary set is just a set.
1. motivation
We motivate the basic features of the approach with a simplified physical discussion.
The discussion in subsections 1.1–1.4 is substantially a retelling of the motivation given by
Weaver in his book Mathematical Quantization [15, section 2.6], with an emphasis on the
threefold analogy between physical systems, ordinary sets, and Hilbert spaces. We depart
from Weaver’s treatment of duplicate variables, and in this section, we consider only those
formulas in which duplicate variables do not occur. Initially, we restrict the discussion to
finite-dimensional Hilbert spaces. We then introduce the equality relation, and we consider
infinitary physical systems in that context.
1.1. Quantum analogs of finite sets. We begin by reviewing the standard analogy be-
tween classical systems and quantum systems. For simplicity, we only consider finitary
physical systems. Neglecting dynamics, a finitary classical system C is modelled by a finite
set S, intuitively the set of all possible configurations. Similarly, a finitary quantum system
Q is modelled by a finite-dimensional Hilbert space H . An observable on C is modelled
by a real-valued function on S, and an observable on Q is modelled by a self-adjoint linear
operator on H .
A Boolean observable is simply an observable that takes values in the set {0, 1}. Intu-
itively, each Boolean observable is a measurement of the truth value of some condition, with
1 corresponding to true, and 0 corresponding to false. For a finitary classical system C
modelled by a finite set S, a Boolean observable is thus a real-valued function on S whose
range is a subset of {0, 1}. Similarly, for a finitary quantum system Q modelled by a finite-
dimensional Hilbert space H , a Boolean observable is a self-adjoint operator on H whose
spectrum is a subset of {0, 1}. Thus, we have an analogy between functions from S to {0, 1},
and projection operators on H .
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The term “predicate logic” refers to predicates. Within the philosophy of mathematics,
predicates are roughly the meanings of symbolic formulas that have one or more free variables,
in the same sense that propositions are the meanings of symbolic formulas that have no free
variables. Within mathematical logic, a predicate on a set S is generally just a function
from a Cartesian power Sn to the set of truth values {0, 1}, or equivalently, just a subset of
Sn. Such predicates may also be called relations. In this article, we use the more familiar
term “relation” for this general notion, and we use the term “predicate” for the special case
n = 1. Thus, an n-ary relation on S is a function from the Cartesian power Sn to {0, 1},
or equivalently, a subset of Sn, and a predicate on S is a function from S to {0, 1}, or
equivalently, a subset of S. By convention, the arity n of a relation may be equal to zero.
A finite relational structure is then simply a finite set equipped with relations of various
arities. To obtain a quantum analog of finite relational structures, we must first determine
the quantum analog of the Cartesian powers of S.
Without undertaking a thorough analysis of this notion, we speak of composite systems
to mean roughly those physical systems which consist of multiple spatially separated subsys-
tems, referred to as its components. Intuitively, the crucial property of a composite system
is that its components may be configured independently of one another. Thus, the compos-
ite of finitary classical systems C1, C2, . . . , Cn, modelled by sets S1, S2, . . . , Sn respectively,
is itself modelled by the Cartesian product S1 × S2 × · · · × Sn. Similarly, the composite
of finitary quantum systems Q1, Q2, . . . , Qn, modelled by Hilbert spaces H1, H2, . . . , Hn
respectively, is itself modelled by the tensor product H1 ⊗ H2 ⊗ · · · ⊗ Hn. Hence, finite-
dimensional Hilbert spaces are analogous to finite sets, and furthermore, the tensor product
of the former is analogous to the Cartesian product of the latter.
physical notion classical model quantum model
configuration space finite set S f.d. Hilbert space H
observable R-valued function on S self-adjoint operator on H
Boolean observable {0, 1}-valued function on S projection operator on H
composite system S1 × S2 × · · · × Sn H1 ⊗H2 ⊗ · · · ⊗Hn
1.2. Quantum analogs of relations. The analogy that we have drawn between finite sets
and finite-dimensional Hilbert spaces is now evidently sufficient to obtain a quantum ana-
log of finite relational structures. Such a quantum structure consists of a finite-dimensional
Hilbert space H equipped with relations of various arities, each a projection operator on
some tensor power H⊗n. The interpretation of first-order formulas within a finite rela-
tional quantum structure is straightforward for the class of nonduplicating formulas; we say
that a first-order formula is nonduplicating iff no variable occurs more than once in any
atomic subformula. This nonduplication condition is natural to the quantum setting be-
cause the duplication of quantum information is generally impossible. The interpretation of
nonduplicating formulas is essentially determined uniquely by fixing the following notions of
complement and entailment, both well motivated physically.
Every Boolean observable on a physical system has a complement, obtained simply by
interchanging the truth values. For a Boolean observable on a finitary classical system,
modelled by a function from S to {0, 1}, the complementary Boolean observable is modelled
by the composition σ◦f = 1−f , where σ is the nontrivial permutation of {0, 1}. Analogously,
for a Boolean observable on a finitary quantum system, modelled by a projection operator
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p in L(H), the complementary Boolean observable is modelled by σ(p) = 1 − p, where the
notation σ(p) refers to the functional calculus. Since the complement of an ordinary n-ary
relation on a set S if obtained by composing with the nontrivial permutation of {0, 1}, it is
natural to define the complement of an n-ary relation p on a finite-dimensional Hilbert space
H to be simply the projection operator 1− p.
We proceed to entailment. It is natural to say that one condition on a physical system
entails another iff the truth of the one guarantees the truth of the other. In other words, if the
measurement of the first Boolean observable yields 1, then the subsequent measurement of
the second Boolean observable should also yield 1. In the classical case, if Boolean observables
O1 and O2 are modelled by functions f1 : S → {0, 1} and f2 : S → {0, 1} respectively, then
the entailment O1 ⇒ O2 is equivalent to the inequality f1 ≤ f2, for the usual ordering on
real-valued functions. In the quantum case, if Boolean observables O1 and O2 are modelled
by projections p1 ∈ L(H) and p2 ∈ L(H) respectively, then the entailment O1 ⇒ O2 is
similarly modelled by the inequality p1 ≤ p2, whose meaning is that 〈ψ|p1ψ〉 ≤ 〈ψ|p2ψ〉 for
every vector ψ ∈ H .
Indeed, after a measurement of O1 yields 1, the quantum system is in a state described
by a unit eigenvector ψ ∈ H , so the inequality p1 ≤ p2 implies 1 = 〈ψ|p1ψ〉 ≤ 〈ψ|p2ψ〉.
Thus, the expectation value of O2 must be equal to 1, i.e., a measurement of O2 yields 1
with certainty. Conversely, if O1 entails O2, then every eigenvector of p1 with eigenvalue 1
is also an eigenvector of p2 with eigenvalue 1. Thus, for all ψ ∈ H , we have p2p1ψ = p1ψ. In
other words, p2p1 = p1, and in particular, p1 and p2 commute. We may now compute that
〈ψ|p2ψ〉 = 〈ψ|p2p1ψ〉+ 〈ψ|p2(1− p1)ψ〉 = 〈ψ|p1ψ〉+ 〈(1− p1)ψ|p2(1− p1)ψ〉 ≥ 〈ψ|p1ψ〉.
logical notion classical model quantum model
predicate function f : S → {0, 1} projection p ∈ L(H)
n-ary relation function f : Sn → {0, 1} projection p ∈ L(H⊗n)
complement 1− f 1− p
entailment f1 ≤ f2 p1 ≤ p2
1.3. Interpreting atomic formulas. Semantics is an assignment of relations to formulas,
in this instance, to nonduplicating formulas. Reasoning that the interpretation of a formula
should depend only on the relation symbols that occur in that formula, and not on the other
relations that constitute a given structure, we fix only a finite-dimensional Hilbert space H
without distinguishing any relations on it. Thus, all relations on H of all arities will serve
as our nonlogical symbols, and as symbols, these relations will denotes themselves. We will
draw our variables from a countably infinite stock of symbols x1, x2, . . ..
Let Φ be a nonduplicating formula. Following standard practice, we write Φ(x1, . . . , xn)
for Φ to indicate that its free variables are among x1, x2, . . . , xn. More generally, for each
permutation π of the set {1, . . . , n}, we write Φ(xπ(1), . . . , xπ(n)) for the formula obtained
from Φ via a substitution that simultaneously replaces x1 with xπ(1), x2 with xπ(2), etc.
In analogy with classical first-order logic, the semantics that we motivate and define assigns
to each natural number n, and each nonduplicating formula Φ(x1, . . . , xn), an n-ary relation
JΦ(x1, . . . , xn)Kn on H . Thus, JΦ(x1, . . . , xn)Kn is a projection operator on H
⊗n. The i-th
free variable xi notionally corresponds to the i-th tensor factor in the tensor power H
⊗n,
so a permutation of the variables x1, . . . , xn should correspond to a permutation of the
tensor factors. Hence, for any permutation π of the set {1, . . . , n}, we should have that
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JΦ(xπ(1), . . . , xπ(n))Kn = u
†
π · JΦ(x1, . . . , xn)Kn · uπ, where uπ is the unitary operator on the
tensor power H⊗n that permutes its factors according to π.
The variables x1, . . . , xn need not all appear in a formula Φ for JΦKn to be defined. In par-
ticular, JΦ(x1, . . . , xn)Km is defined whenever n ≤ m. In our analogy with finitary quantum
systems, the relation JΦ(x1, . . . , xn)Km corresponds to a Boolean observable on a composite
physical system, whose subsystems are each modelled by the Hilbert space H , and the sta-
tistics of this Boolean observable should be completely determined by the state of the first
n subsystems. On the composite of those n subsystems, this observable coincides with the
observable modelled by JΦ(x1, . . . , xn)Kn. A bit of linear algebra shows that for any projec-
tion operator p on the Hilbert space H⊗n, the tensor product p ⊗ 1 is the unique operator
on H⊗n ⊗ H⊗(m−n) such that 〈ψ ⊗ φ|p ⊗ 1|ψ ⊗ φ〉 = 〈ψ|p|ψ〉 for all unit vectors ψ ∈ H⊗n
and φ ∈ H⊗(m−n). Therefore, we should have that JΦ(x1, . . . , xn)Km = JΦ(x1, . . . , xn)Kn ⊗ 1.
We now define the semantics by structural recursion, as usual. We use the understanding
of free variables expressed in the proceeding two paragraphs to motivate the interpretation
of atomic nonduplicating formulas. The two principles we have expressed there can be
established to hold for every nonduplicating formula, after the semantics has been defined. In
analogy with the classical case, for every n-ary relation p on H , we define Jp(x1, . . . , xn)Kn =
p. More generally, for every natural number m ≥ n, and every permutation π of the set
{1, . . . , m}, we define
Jp(xπ(1), . . . , xπ(n))Km = u
†
π(p⊗ 1H ⊗ · · · ⊗ 1H)uπ.
It is straightforward to show that this projection does not depend on the values of π on
inputs larger than n.
1.4. Interpreting connectives and quantifiers. We motivate the interpretation of con-
junction and universal quantification using the notion of relation entailment established
earlier. For all formulas Φ and Ψ, we write Φ ⇒ Ψ to mean that JΦKn ≤ JΨKn for the
minimum natural n making both sides of the inequality well-defined. In fact, the inequality
JΦKn ≤ JΨKn is equivalent to JΦKm ≤ JΨKm for any m ≥ n, because JΦKm = JΦKn ⊗ 1 and
JΨKm = JΨKn ⊗ 1. Conjunction and universal quantification are uniquely determined by
demanding familiar rules of inference for entailments involving these symbols.
For arbitrary formulas Φ1 and Φ2, the interpretation of their conjunction Φ1∧Φ2 is uniquely
determined by the following rules of inference:
Φ1 ⇒ Ψ
Φ1 ∧ Φ2 ⇒ Ψ
Φ2 ⇒ Ψ
Φ1 ∧ Φ2 ⇒ Ψ
Ψ⇒ Φ1 Ψ⇒ Φ2
Ψ⇒ Φ1 ∧ Φ2
The first rule expresses that from Φ1 ⇒ Ψ, we may infer Φ1 ∧ Φ2 ⇒ Ψ, and likewise for the
other two rules. The formula Ψ is arbitrary. We now interpret these entailments as inequal-
ities between projections on a tensor power H⊗n, with n sufficiently large to accommodate
the free variables of Φ1 and Φ2. We admit arbitrary n-ary relations on H as nonlogical
symbols, so JΨKn may be any n-ary relation on H , in each of the three rules above. Thus,
for arbitrary projections p on H⊗n, the inequality JΦ1Kn ≤ p implies JΦ1 ∧ Ψ2Kn ≤ p, the
inequality JΦ2Kn ≤ p implies JΦ1 ∧Ψ2Kn ≤ p, and the inequalities p ≤ JΦ1Kn and p ≤ JΦ2Kn
together imply p ≤ JΦ1 ∧ Φ2Kn. Therefore, JΦ1 ∧ Φ2Kn is the greatest lower bound of JΦ1Kn
and JΦ2Kn in the entailment order. The set of all projection operators on H
⊗n is a complete
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lattice, so such a greatest lower bound exists. Therefore, we define
JΦ1 ∧ Φ2Kn = JΦ1Kn ∧ JΦ2Kn.
Similarly, for an arbitrary formula Φ(x1, . . . , xn), the interpretation of ∀xn.Φ(x1, . . . , xn)
is uniquely determined by the following rules of inference:
Φ(x1, . . . , xn)⇒ Ψ(x1, . . . , xn)
∀xn.Φ(x1, . . . , xn)⇒ Ψ(x1, . . . , xn)
Ψ(x1, . . . , xn−1)⇒ Φ(x1, . . . , xn)
Ψ(x1, . . . , xn−1)⇒ ∀xn.Φ(x1, . . . , xn)
The formula Ψ is arbitrary in each rule. The first rule tells us that for every projection p on
H⊗n, the inequality JΦ(x1, . . . , xn)Kn ≤ p implies J∀xn.Φ(x1, . . . , xn)Kn ≤ p. In other words,
J∀xn.Φ(x1, . . . , xn)Kn ≤ JΦ(x1, . . . , xn)Kn. The formula ∀xn.Φ(x1, . . . , xn) has free variables
among x1, . . . , xn−1, so its interpretation should be equal to J∀xn.Φ(x1, . . . , xn)Kn−1⊗ 1H , as
we reasoned before. Therefore, the validity of the first rule implies that
J∀xn.Φ(x1, . . . , xn)Kn−1 ⊗ 1 ≤ JΦ(x1, . . . , xn)Kn.
In fact, J∀xn.Φ(x1, . . . , xn)Kn−1 must be the greatest (n − 1)-ary relation on H making
this inequality true. Indeed, the second of our two rules of inference tells us that for
every projection q on H⊗(n−1), the inequality q ⊗ 1 ≤ JΦ(x1, . . . , xn)Kn implies that q ≤
J∀xn.Φ(x1, . . . , xn)Kn−1. Such a greatest relation J∀xn.Φ(x1, . . . , xn)Kn−1 exists because the
set of all projection operators on H⊗n is a complete lattice. Therefore, we define
J∀xn.Φ(x1, . . . , xn)Kn−1 = sup{q ∈ Proj(H
⊗(n−1)) | q ⊗ 1 ≤ JΦ(x1, . . . , xn)Kn}.
The notion of logical complement that we discussed earlier suffices to motivate the inter-
pretation of the other standard logical symbols. For each formula Φ whose free variables
are among x1, . . . , xn, we define J¬ΦKn = 1 − JΦKn. The interpretation of disjunction and
existential quantification is then determined by their duality with conjunction and universal
quantification, respectively. Alternatively, we may simply take Φ1∨Φ2 to be an abbreviation
for ¬(¬Φ1 ∧ ¬Φ2), and ∃xn.Φ(x1, . . . , xn) to be an abbreviation for ¬∀xn.¬Φ(x1, . . . , xn).
The notion of logical complement that we use here is well-known to be an orthocomplemen-
tation on the lattice of projections, so these interpretations of disjunction and existential
quantification satisfy inference rules that are dual to the inference rules that we have al-
ready given for conjunction and universal quantification.
We interpret implication as the Sasaki arrow [5] [13]. Physically, the Sasaki arrow p → q
of two Boolean observables p and q may be characterized as the largest Boolean observable
in the entailment order with the property that if p → q is measured to be true, and then p
is measured to be true, then a measurement of q is guaranteed to yield that q is true as well.
The Sasaki arrow enjoys other favorable properties, but this characterization is sufficiently
faithful to the intuitive notion of implication to be adequate motivation in itself. Therefore,
we treat Φ→ Ψ as an abbreviation for ¬Φ ∨ (Φ ∧Ψ).
1.5. Interpreting equality. The equality relation plays a crucial role in the axiomatization
of many basic classes of structures. For example, a partially ordered set is a set equipped
with a binary relation ≤, which is reflexive, transitive and antisymmetric. Antisymmetry
may be formalized by the proposition ∀x1. ∀x2. ((x1 ≤ x2 ∧ x2 ≤ x1) → x1 = x2), which
requires the equality relation. Furthermore, the equality relation is particularly important
in the quantum setting, because the duplication of information is generally impossible. For
example, reflexivity is ordinarily formalized by the proposition ∀x. x ≤ x, but this is not a
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nonduplicating formula. However, we may formalize reflexivity by a nonduplicating formula
that uses the equality relation: ∀x1. ∀x2. (x1 = x2 → x1 ≤ x2).
Classically, the equality relation e may be characterized by Leibniz’s law of the identity of
indiscernibles. This principle expresses that two objects are equal if and only if every property
possessed by the first object is also possessed by the second object, and vice versa. Over
classical logic, the phrase “vice versa” is redundant, because each property has a negation, so
each converse implication occurs contrapositively. Thus, Leibniz’s law is seen to characterize
equality as the largest relation e making the substitution entailment
e(x1, x2)⇒ Φ(x1)→ Φ(x2)
valid for all formulas Φ(x1). When Φ(x1) is atomic, i.e., of the form p(x1) for some projection
p on H , the validity of this entailment is equivalent to the inequality e ≤ 1 − (p⊗ (p− 1)),
because Je(x1, x2)K2 = e, and
JΦ(x1)→ Φ(x2)K2 = (1− JΦ(x1)K2) ∨ (JΦ(x1)K2 ∧ JΦ(x2)K2)
= (1− (p⊗ 1)) ∨ ((p⊗ 1) ∧ (1⊗ p))
= (1− p)⊗ 1 + p⊗ p = 1− (p⊗ (1− p)).
Thus, we would like to define the quantum analog of equality to be the largest projection
operator e on H ⊗ H that is orthogonal to p ⊗ (1 − p) for all projections p on H . Such
a projection operator certainly exists, because projection operators form a complete lat-
tice. Unfortunately, it is equal to 0 when the dimension of H is larger than one, and thus
J∀x. ∃y. e(x, y)K0 = 0.
This apparent degeneration of the equality relation occurs only over the complex numbers.
For any finite-dimensional real Hilbert space K with orthonormal basis k1, . . . , kn, the equal-
ity relation is just the orthogonal projection onto the vector v =
∑n
i=1 ki ⊗ ki. In the usual
way, this vector may be viewed as an orthogonal operator from K∗ to K that commutes
with all projection operators, in the sense that pv = vp∗ for all projection operators p on
K. No such unitary operator exists from H∗ to H , assuming that H has dimension greater
than one. Equivalently, there is no antiunitary operator on H that leaves every subspace
invariant, as a consequence of Wigner’s theorem.
The only linear operator onH that leaves every subspace invariant is the identity operator,
and it corresponds to a vector in H ⊗H∗. The distinction between a Hilbert space and its
dual is subtle both mathematically and physically. Mathematically, we observe that each
Hilbert space is isomorphic to its dual, but not canonically so. The covariant functor on
the groupoid of Hilbert spaces that takes each Hilbert space to its dual, and each unitary
operator u to u∗ = (u
∗)† is not naturally isomorphic to the identity functor. Physically,
H and H∗ represent the same lattice of Boolean observables, but their expectation values
experience different evolutions in response to the same assignment of energies to eigenstates.
The distinction is starker when we consider composite quantum systems. The Hilbert spaces
H ⊗ H and H ⊗ H∗ both carry two faithful representations of the same lattice of Boolean
observables. However, for H ⊗ H∗, it is possible to place the composite system in such a
state that every Boolean observable on the left system always yields the same value as the
corresponding observable on the right system, and it is impossible to do so for H ⊗H .
Therefore, in the quantum setting, the equality relation is a projection operator onH⊗H∗;
it is essentially projection onto the identity. Thus, the free variables x1 and x2 in the atomic
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formula e(x1, x2) intuitively range over distinct objects, both analogous to sets. This creates
an additional incentive to consider many-sorted logic. An alternative viewpoint is that
x1 and x2 both range over the same object, but one ranges “covariantly”, and the other,
“contravariantly”. One appealing but physically tenuous gloss is that x1 is an “element” and
x2 is an “antielement”.
1.6. Von Neumann algebras. We drew an analogy between finite sets and finite-dimensional
Hilbert spaces, by comparing the standard formalization of finitary classical systems to that
of finitary quantum systems. The physical systems that we considered are finitary in the
sense that every observable has a finite range, a finite spectrum. The classical systems were
fully classical, in the sense that every observables is compatible with every other observable.
The quantum systems were fully quantum, in the sense that every nonscalar observable is
incompatible with some other observable.
That discussion, and the definitions that it motivated carry over to a more general setting.
We now consider arbitrary physical systems, whose observables may have infinite spectra,
and which may exhibit both classical and quantum behaviors. Such a system, we assume,
may be modelled by a von Neumann algebra.
A von Neumann algebra is by definition a unital ultraweakly closed ∗-algebra of operators
on some Hilbert space, and it is a minute change of perspective to say that it is a Hilbert
space, equipped with such an algebra. Thus, a von Neumann algebra models a fully quantum
system with a class of distinguished observables, which we intuit as being physically feasible,
perhaps like the macroscopic observables of classical thermodynamics. The composite of two
such physical systems is modelled by the spatial tensor product of von Neumann algebras,
which is defined as follows. First, we form the the tensor product of the two given Hilbert
spaces, following the standard prescription for composing spatially separated fully quantum
systems. The von Neumann algebras of feasible observables on the two component systems
are then combined into a von Neumann algebra of feasible observables on the composite
system in the expected way. Thus, the spatial tensor product of von Neumann algebras
M1 ⊆ L(H1) and M2 ⊆ L(H2) is the von Neumann algebra M1 ⊗¯ M2 ⊆ L(H1 ⊗ H2)
generated by operators of the form m1 ⊗m2, for m1 ∈M1 and m2 ∈M2.
The von Neumann algebras that model fully classical systems are well known to correspond
to well-behaved measure spaces, modulo the equivalence of measure. Thus, the analogy be-
tween finite sets and finite-dimensional Hilbert spaces extends to a generalization of measure
spaces to von Neumann algebras. In the classical setting, n-ary relations are now measurable
functions on the n-fold Cartesian power of some measure space X, modulo equality almost
everywhere. These n-ary relations generalize to projection operators in an n-fold tensor
power of some von Neumann algebra M . We can define and motivate the interpretation of
nonduplicating formulas on a given von Neumann algebra M , in essentially the same way as
we did for a given finite-dimensional Hilbert space H earlier in this section. We recover that
interpretation if we identify the finite-dimensional Hilbert space H with the von Neumann
algebra L(H).
In this more general context, the equality relation e is a projection in the spatial tensor
product M ⊗¯M∗, where the dual von Neumann algebra M∗ is obtained by equipping the
dual Hilbert space H∗ with the duals of the operators in M . This equality relation e may
be degenerate in the sense that J∀x. ∃y. e(x, y)K0 = 0, and this phenomenon is typical of
measures spaces. For example, the equality relation of the commutative von Neumann
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algebra L∞(R) is the 0 projection in L∞(R)⊗¯L∞(R)∗, because it corresponds to the diagonal
subset of the plane R× R, which is measure zero.
1.7. Hereditarily atomic von Neumann algebras. Von Neumann algebras generalize
sets simultaneously to the quantum setting and to the measure-theoretic setting, and both
dimensions of this generalization are a significant departure from the familiar behavior of
ordinary sets. It is the quantum generalization that is the focus of this paper. The non-
degenerate equality relation is a cornerstone in the structure of the quantum generalization
that we develop here, and a familiar landmark in a strange landscape. Weaver’s definition
of quantum relations [16], which inspired the approach taken here, does provide an iden-
tity quantum relation for each von Neumann algebra, but this quantum relation does not
correspond to a relation in our sense. In particular, it does not have an obvious negation.
A well-behaved measure space X is atomic if and only if the commutative von Neumann
algebra L∞(X) admits a nondegenerate equality relation, and we can use the same criterion
to determine the class of von Neumann algebras that generalize atomic measure spaces,
modulo the equivalence of measure, i.e., sets. We show in appendix A.1 that a von Neumann
algebra admits a nondegenerate equality relation if and only if it is isomorphic to an ℓ∞-
direct sum of finite type I factors, i.e., of simple matrix algebras. This equivalence is enough
for us to accept such algebras, termed hereditarily atomic von Neumann algebras in [7], as
a suitable quantum generalization of sets.
In fact, the analogy between sets and hereditarily atomic von Neumann algebras may be
motivated in at least two other, rather different ways. First, we may reasonably say that a
physical system is discrete iff each of its observables admits a complete set of eigenstates.
Physically, we mean that every state of the system has a nonzero transition probability to
some eigenstate of the observable; mathematically, we mean that the corresponding self-
adjoint operator admits an orthonormal basis of eigenvectors. A physical system is discrete
in this sense if and only if the von Neumann algebra that models it is hereditarily atomic
[7, proposition 5.4].
Second, hereditarily atomic von Neumann algebras arise naturally in the very heart of
quantum mathematics, as discrete quantum spaces. A locally compact quantum group is
defined to be a C*-algebra, intuitively a locally compact quantum space, equipped with a
suitable comultiplication, intuitively the group structure on that quantum space [10, defini-
tion 4.1]. Pontryagin duality between ordinary abelian locally compact groups pairs compact
groups with discrete groups, and this duality has a natural generalization to the quantum
setting. Those C*-algebras that possess a multiplicative unit have long been viewed as a
quantum generalization of compact spaces, essentially as a consequence of Gelfand duality,
and thus, we may ahistorically define a compact quantum group to be a locally compact
quantum group whose underlying C*-algebra is unital in this sense. The Pontryagin duals
of such compact quantum groups are exactly those locally compact quantum groups whose
underlying C*-algebras are c0-direct sums of simple matrix algebras. These C*-algebras are
essentially the same objects as our hereditarily atomic von Neumann algebras.
Quantum sets, intuitively the configuration spaces of discrete quantum systems, may be
mathematically formalized in a number of equivalent ways. Following our discussion in this
section, we might define a quantum set to be a hereditarily atomic von Neumann algebra.
As we just saw in the preceding paragraph, we might also define a quantum set to be a
C*-algebra of a particular kind. Because the subject of this article is quantum logic, we
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choose our formalization to facilitate computations with relations. From this perspective, it
is better to define a quantum set to be a kind of von Neumann algebra, rather than a kind
of C*-algebra, because these C*-algebras do not contain the projection operators that we
would call our relations.
We choose a third definition that brings the simple structure of these operator algebras
to the forefront. A hereditarily atomic von Neumann algebra is an ℓ∞-direct sum of type I
factors, each isomorphic to L(X) for some Hilbert space X. A projection operator in such a
von Neumann algebra is a choice of projection operators, one in each factor L(X). In other
words, it is a choice of subspaces, one in each Hilbert space X. We are thus led to define
a quantum set to be a set of nonzero finite-dimensional Hilbert spaces, and a predicate on
that quantum set to be a choice of subspaces for each of these Hilbert spaces.
2. definition
We now expound the interpretation of arbitrary first-order formulas in quantum sets. In
subsections 2.1 and 2.2, we define quantum sets and their relations, and in subsection 2.3,
we define the interpretation of primitive formulas. In the remaining subsections, we effec-
tively define a translation of arbitrary first-order formulas into primitive formulas, thereby
extending the semantics to this larger class.
2.1. Quantum sets. Our basic semantic objects are quantum sets, which will interpret
our sorts, and the relations on them, which will interpret our formulas. A quantum set is
essentially just a set of nonzero finite-dimensional Hilbert spaces, intuitively, a union of the
primitive quantum structures that we considered in the previous section. This subsection is
a brief summary of relevant definitions from [7].
Definition 2.1.1. A quantum set X is uniquely determined by a set At(X ) of nonzero
finite-dimensional Hilbert spaces, called the atoms of X .
Each quantum set X is associated to the von Neumann algebra ℓ∞(X ) =
⊕
X∈At(X ) L(X),
which intuitively consists of all bounded complex-valued functions on X . This algebra is
typically not commutative, and thus the elements of X are figures of speech, rather like
the points of a quantum space, or the configurations of a quantum system. Formally, X
is equal to At(X ), but intuitively, they are distinct objects, and this notational distinction
affects the meaning of our expressions. For example, ℓ∞(X ) is generally not isomorphic to
ℓ∞(At(X )). Indeed, the former von Neumann algebra is generally not commutative, but the
latter von Neumann algebra is always commutative, because At(X ) is just an ordinary set,
which happens to consist of Hilbert spaces.
In quantum mathematics, we should recover the classical theory whenever the relevant
operator algebras are all commutative. This is the definitional feature of any quantum
generalization, in the sense of noncommutative geometry. In our case, we observe that
ℓ∞(X ) is commutative if and only if each atom of X is one-dimensional. Intuitively, such
atoms correspond to those elements of X which exist individually, apart from the other
elements. This gloss clarifies how ordinary sets should be incorporated into the picture.
Definition 2.1.2. To each ordinary set S, we associate a quantum set ‘S whose atoms are
one-dimensional Hilbert spaces, with one such atom for each element of S. More generally,
we say that a quantum set X is classical if and only if each of its atoms is one-dimensional.
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We may gloss the first sentence of the above definition by the equation At(‘S) = {Cs | s ∈ S},
where the notation Cs refers to a one-dimensional Hilbert space, labeled by the element s.
The exact formalization of this labeling is inconsequential; it is only important that distinct
elements s1 and s2 correspond to distinct Hilbert spaces Cs1 and Cs2 , so that we have a
canonical bijection S → At(‘S).
We are now equipped to verify that each subsequent definition generalizes the correspond-
ing classical notion. We may do so by setting each quantum set parameter X to be equal to
‘S for some ordinary set S. We begin with the Cartesian product.
Definition 2.1.3. The Cartesian product X × Y of quantum sets X and Y is defined by
At(X × Y) = {X ⊗ Y |X ∈ At(X), Y ∈ At(Y)}.
For ordinary sets S and T , the quantum set ‘S × ‘T is clearly isomorphic to ‘(S × T ), in the
obvious sense. Thus, we have generalized the Cartesian product of ordinary sets to quantum
sets. From the perspective of von Neumann algebras, this generalized Cartesian product
corresponds to the spatial tensor product, in the sense that ℓ∞(X × Y) ∼= ℓ∞(X ) ⊗¯ ℓ∞(Y).
Therefore, this Cartesian product models composite systems, just as the ordinary Cartesian
product does for classical systems.
2.2. Relations on quantum sets. We can conclude from the discussion in section 1 that
the predicates on a quantum set X should be in canonical bijection with projections in
ℓ∞(X ). Such a projection is formally a family of projections pX ∈ L(X), for X ∈ At(X ), so
we may define a unary predicate on X to be simply a family of subspaces P (X) ≤ X, for
X ∈ At(X ), as it is done in [7, appendix A]. However, for technical and intuitive reasons,
we prefer to work with subspaces of the dual Hilbert spaces.
Definition 2.2.1. A predicate P on a quantum set X is a function assigning a subspace
P (X) ≤ L(X,C) to each atom X of X .
For each atom X, the subspaces of L(X,C) form a modular orthomodular lattice, and
thus, the predicates on X themselves form a modular orthomodular lattice Pred(X ), with
its operations defined atomwise. This is essentially the orthomodular lattice of projections
in ℓ∞(X ). We use the standard notations ∧ and ∨ for meets and joins, as well as ⊥X
and ⊤X for the smallest and largest predicates on a quantum set X , but we notate the
orthocomplementation by ¬.
We now define the Cartesian product of two predicates, generalizing the Cartesian product
of two subsets to the quantum setting.
Definition 2.2.2. If P and Q are predicates on quantum sets X and Y respectively, then
the predicate P ×Q on X ×Y is defined by (P ×Q)(X⊗Y ) = P (X)⊗Q(Y ), for X ∈ At(X )
and Y ∈ At(Y).
Both P (X) and Q(Y ) are vector spaces of functionals, and P (X)⊗ Q(Y ) denotes another
vector space of functionals, so we have suppressed the canonical isomorphism C ⊗ C ∼= C.
Thus, (P ×Q)(X ⊗ Y ) is essentially just the span of bilinear functionals (x, y) 7→ φ(x)ψ(y),
for φ ∈ P (X) and ψ ∈ Q(Y ). The construction (P,Q) 7→ P × Q corresponds to the
tensor product of two projections, i.e., to the conjunction of two Boolean observables on two
spatially separated physical systems.
Finally, we define relations, generalizing the relations of ordinary many-sorted logic.
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Definition 2.2.3. Let X1, . . . ,Xn be quantum sets. A relation of arity (X1, . . . ,Xn) is a
predicate on the Cartesian product X1 × · · · × Xn.
Thus, a relation of arity (X1, . . . ,Xn) essentially just assigns a vector space of multilinear
functionals X1 × · · · ×Xn → C to each choice of X1 ∈ At(X1), X2 ∈ At(X2), etc. We write
Rel(X1, . . . ,Xn) for the set of all relations of arity (X1, . . . ,Xn). Permuting the quantum
sets X1, . . . ,Xn according to some permutation π of the index set {1, . . . , n}, we expect and
obtain a bijection between Rel(X1, . . . ,Xn) and Rel(Xπ(1), . . . ,Xπ(n)).
Definition 2.2.4. Let X1, . . . ,Xn be quantum sets, and let π be a permutation of the index
set {1, . . . , n}. For each relation R of arity (Xπ(1), . . . ,Xπ(n)), define the relation π∗(R) of
arity (X1, . . . ,Xn) by
π∗(R)(X1 ⊗ · · · ⊗Xn) = R(Xπ(1) ⊗ · · · ⊗Xπ(n)) · uπ,
for all X1 ∈ At(X1), X2,∈ At(X2), etc., where uπ : X1 ⊗ · · · ⊗ Xn → Xπ(1) ⊗ · · · ⊗ Xπ(n) is
the unitary operator that permutes the tensor factors according to π.
The construction R 7→ π∗(R) is clearly bijective with inverse R 7→ (π
−1)∗(R), and
furthermore, it is an isomorphism of orthomodular lattices. Its effect on the projections
corresponding to these relations is given by the canonical unital normal ∗-homomorphism
ℓ∞(Xπ(1)) ⊗¯ · · · ⊗¯ ℓ
∞(Xπ(n))→ ℓ
∞(X1) ⊗¯ · · · ⊗¯ ℓ
∞(Xn).
2.3. Interpreting primitive formulas. We work in the syntax of many-sorted first-order
logic. For the simplicity of exposition, we do not fix a signature. Rather, each quantum
set is now a sort symbol that denotes itself, and each relation is a relation symbol that
denotes itself. Each sort, that is, each quantum set is assigned an infinite stock of variables,
intuitively ranging over that quantum set. We write x ∈ X to express that x ranges over X
in this sense, replacing the more traditional notation x : X. We will incorporate function
symbols in subsection 2.6.
Definition 2.3.1. A primitive atomic formula is a formula of the form R(x1, . . . , xn), with
R a relation of some arity (X1, . . . ,Xn), and with each variable xi ranging over Xi, for
i ∈ {1, . . . , n}. More generally, a primitive formula is any first-order formula that is built up
from primitive atomic formulas using the logical connectives ¬ and ∧, and the quantifier ∀.
In other words, a primitive formula is a relational, nonduplicating first-order formula, whose
logical symbols are limited to an economical minimum. When we say that Φ(x1, . . . , xn) is
a primitive formula, we implicitly also mean that x1, . . . , xn are distinct variables.
For each sequence of distinct variables x1, . . . , xn of sorts X1, . . . ,Xn respectively, and each
primitive formula Φ(x1, . . . , xn), we now define a relation
J(x1, . . . , xn) ∈ X1 × · · · × Xn |Φ(x1, . . . , xn)K
of arity (X1, . . . ,Xn) to be our interpretation of Φ in the context x1 ∈ X1, . . . , xn ∈ Xn. We
will occasionally write simply JΦ(x1, . . . , xn)K when the context is obvious.
The notation Jx1 : X1, . . . , xn : Xn ⊢ Φ(x1, . . . , xn)K is more or less standard to categorical
logic, but it is not as intuitive. The chosen notation is intended to suggest the standard
notation for defining subsets, e.g., {(x, y) ∈ R × R | x2 + y2 = 1}. We use brackets rather
than braces because the familiar bijection between subsets and predicates does not survive
the quantum generalization. We are defining predicates.
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Definition 2.3.2. Let X1, . . . ,Xn be quantum sets, and let x1, . . . , xn be distinct variables
ranging over X1, . . . ,Xn respectively. For each permutation π of {1, . . . , n}, and each relation
R of arity (Xπ(1), . . . ,Xπ(m)), for some m ≤ n, we define
J(x1, . . . , xn) ∈ X1 × · · · × Xn |R(xπ(1), . . . , xπ(m))K = π∗(R×⊤Xpi(m+1) × · · · × ⊤Xpi(n)).
It is straightforward to verify that this relation depends only on the values of π on {1, . . . , m}.
Further, for arbitrary primitive formulas Φ(x1, . . . , xn) and Ψ(x1, . . . , xn), we define:
(1) J(x1, . . . , xn) ∈ X1 × · · · × Xn | ¬Φ(x1, . . . , xn)K
= ¬J(x1, . . . , xn) ∈ X1 × · · · × Xn |Φ(x1, . . . , xn)K
(2) J(x1, . . . , xn) ∈ X1 × · · · × Xn |Φ(x1, . . . , xn) ∧Ψ(x1, . . . , xn)K
= J(x1, . . . , xn) ∈ X1×· · ·×Xn |Φ(x1, . . . , xn)K∧J(x1, . . . , xn) ∈ X1×· · ·×Xn |Ψ(x1, . . . , xn)K
(3) J(x2, . . . , xn) ∈ X2 × · · · × Xn | ∀x1∈X1.Φ(x1, . . . , xn)K
= sup{R ∈ Rel(X2, . . . ,Xn) | ⊤X1 ×R ≤ J(x1, . . . , xn) ∈ X1 × · · · × Xn |Φ(x1, . . . , xn)K}
The quantum sets X1, . . . ,Xn in definition 2.3.2 are arbitrary, as are the variables x1, . . . , xn
that range over them, so we have defined the interpretation of all primitive formulas by
structural recursion.
The interpretation of a primitive formula in the empty context is a relation of arity (),
i.e., a predicate on the empty Cartesian product of quantum sets. By convention, this empty
Cartesian product is the quantum set 1 whose only atom is the field C of complex numbers,
considered as a one-dimensional Hilbert space. It has exactly two predicates, the predicate
⊤ = ⊤1, defined by ⊤(C,C) = L(C,C), and ⊥ = ⊥1, defined by ⊥(C,C) = 0. It is natural
to say that a formula Φ(), which has no free variables, is true iff JΦ()K = ⊤.
Proposition 2.3.3. Let X1, . . . ,Xp be quantum sets, and let x1, . . . xp be distinct variables
ranging over X1, . . . ,Xp respectively. For each permutation σ of {1, . . . , p}, and each primi-
tive formula Φ(x1, . . . , xn), with n ≤ p, we have
J(xσ(1), . . . , xσ(p)) ∈ Xσ(1) × · · · × Xσ(p) |Φ(x1, . . . , xn)K
= (σ−1)∗(J(x1, . . . , xn) ∈ X1 × · · · × Xn |Φ(x1, . . . , xn)K×⊤Xn+1 × · · · × ⊤Xp).
This is the expected but necessary observation that permuting the context corresponds
exactly to permuting the arity of the resulting relation, and that additionally, any unused
variable x ranging over a quantum set X corresponds to a factor of ⊤X . This behavior is
built in to the definition of our interpretation of primitive atomic formulas, but an inductive
argument is necessary to show that it persists for primitive formulas of higher syntactic
complexity. The proof is relegated to appendix A.3.
2.4. Defined logical symbols. As in classical logic, the disjunction connective ∨ and the
existential quantifier ∃ may be expressed in terms of their duals.
Definition 2.4.1. For arbitrary primitive formulas Φ(x1, . . . , xn) andΨ(x1, . . . , xn), we write
Ψ(x1, . . . , xn)∨Ψ(x1, . . . , xn) as an abbreviation for ¬(¬Ψ(x1, . . . , xn)∧¬Ψ(x1, . . . , xn)), and
we write ∃x1∈X1.Φ(x1, . . . , xn) as an abbreviation for ¬∀x1∈X1.¬Φ(x1, . . . , xn).
Proposition 2.4.2. Let X1, . . . ,Xn be quantum sets, and let x1, . . . , xn be distinct variables
ranging over X1, . . . ,Xn respectively. For arbitrary primitive formulas Φ(x1, . . . , xn) and
Ψ(x1, . . . , xn), we have:
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(1) J(x1, . . . , xn) ∈ X1 × · · · × Xn |Φ(x1, . . . , xn) ∨Ψ(x1, . . . , xn)K
= J(x1, . . . , xn) ∈ X1×· · ·×Xn |Φ(x1, . . . , xn)K∨J(x1, . . . , xn) ∈ X1×· · ·×Xn |Ψ(x1, . . . , xn)K
(2) J(x2, . . . , xn) ∈ X2 × · · · × Xn | ∃x1∈X1.Φ(x1, . . . , xn)K
= inf{R ∈ Rel(X2, . . . ,Xn) | ⊤X1 × R ≥ J(x1, . . . , xn) ∈ X1 × · · · × Xn |Φ(x1, . . . , xn)K}
Proof. Straightforward. 
In classical logic, an implication Φ(x1, . . . , xn)→ Ψ(x1, . . . , xn) may be viewed as abbrevi-
ating the formula ¬Φ(x1, . . . , xn)∨Ψ(x1, . . . , xn), but it is now widely understood both that
this expression is entirely unsatisfactory to the quantum setting, and that no such expres-
sion is entirely satisfactory. Hardegree observed [5] that there are exactly three polynomials
P → Q in propositional variables P and Q, for the operations ¬, ∧, and ∨, that satisfy the
following requirements in every orthomodular lattice:
(1) P ∧ (P → Q) ≤ Q
(2) (P → Q) ∧ ¬Q ≤ ¬P
(3) P → Q = ⊤ iff P ≤ Q
They are as follows:
(1) ¬P ∨ (P ∧Q)
(2) (¬P ∧ ¬Q) ∨Q
(3) (P ∧Q) ∨ (¬P ∧Q) ∨ (¬P ∧ ¬Q)
None of these expressions is entirely satisfactory, because none of them satisfies the expected
transitivity law (P → Q) ∧ (Q→ R) ≤ P → R. In this article, we interpret the implication
P → Q to be the Sasaki arrow ¬P ∨ (P ∧ Q). This choice may be justified both by the
physical motivation given in the preceding section, and by the role of this implication in the
proof of proposition 3.4.1.
Definition 2.4.3. For primitive formulas Φ(x1, . . . , xn) and Ψ(x1, . . . , xn), we write
Φ(x1, . . . , xn)→ Ψ(x1, . . . , xn)
as an abbreviation for ¬Φ(x1, . . . , xn) ∨ (Φ(x1, . . . , xn) ∧Ψ(x1, . . . , xn)).
Equality = and contradiction ⊥ are commonly regarded as logical symbols, on the basis
that their interpretation does not really depend on the structure being considered. This
distinction between logical and nonlogical relations is not meaningful within our stated ap-
proach of interpreting primitive formulas within a single many-sorted structure, the class
of quantum sets equipped with all the relations between them. Each relation symbol is a
relation that denotes itself, and we do not consider other structures, in which that symbol
may denote some other relation. Once we have defined this semantics, the notion of a model
for some primitive theory with a logical equality symbol, and also various nonlogical relation
symbols, has an obvious generalization to quantum sets.
Definition 2.4.4. Let X be a quantum set. The equality relation on X is the relation EX
of arity (X ,X ∗) defined by EX (X,X
∗) = C ·ǫ for all atoms X ∈ At(X ), and EX (X1, X
∗
2 ) = 0
for distinct atoms X1, X2 ∈ At(X ), where ǫ is the evaluation operator X ⊗X
∗ → C.
Contradiction ⊥ is a relation of arity (); it was defined in subsection 2.3.
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2.5. Quantifying over the diagonal. Our immediate purpose is the quantization of dis-
crete structures. If a class of discrete structures can be axiomatized by a set of primitive
formulas, then such a set of axioms also defines a class of discrete quantum structures. Of
course, such a quantum generalization need not be unique. Primitive formulas that are
equivalent over the class of ordinary discrete structures may be inequivalent over the class
of discrete quantum structure.
The requirement that our axioms be nonduplicating is not as onerous as it may appear
at first glance. The equality predicate enables us to formulate many familiar axioms as
nonduplicating formulas. Indeed, it is easy to see that every ordinary first-order formula is
equivalent to a nonduplicating formula over ordinary structures. However, the application
of such brute-force conversion to nonduplicating formulas generally yields defective classes
of quantum structures.
The characteristic feature of the equality predicate in the quantum setting is its mixed
arity. For this reason, axioms often refer both to the underlying quantum set of a structure,
and to its dual, and the relations that constitute that structure often have mixed arity. For
example, the reflexivity of a binary relation R would naturally be expressed by the formula
∀x1 ∈ X . ∀x2 ∈ X
∗. (EX (x1, x2) → R(x1, x2)), and thus, ordinary reflexive binary relations
generalize to relations of arity (X ,X ∗), for X a quantum set. A variable that ranges over
the dual of a quantum set X might be said to range contravariantly over X .
The formulation of reflexivity given in the above paragraph suggests a device for expressing
the quantification of a variable ranging simultaneously over a quantum set X and over its
dual X ∗. For greater convenience, we might modify our conventions to allow a single bound
variable to appear once as an X -sorted argument, and once as an X ∗-sorted argument in
any atomic formula. However, to avoid the risk of confusion, and the cost of time borne by
introducing this notation, we make do with a minor addition to our syntax that canonizes
this device as a defined quantifier. We do so in part because this quantifier occurs frequently
in the axiomatizations of already established quantum generalizations of discrete structures.
Definition 2.5.1. Let Φ(x1, x2, x3, . . . , xn) be a primitive formula with x1 ranging over a
quantum set X , and x2 ranging over its dual X
∗. We write
∀(x1=x2)∈X × X
∗.Φ(x1, . . . , xn)
as an abbreviation for ∀x2∈X
∗. ∀x1∈X . (EX (x1, x2)→ Φ(x1, . . . , xn)). Naturally, we write
∃(x1=x2)∈X × X
∗.Φ(x1, . . . , xn)
as an abbreviation for ¬∀(x1=x2)∈X × X
∗.¬Φ(x1, . . . , xn).
For clarity, we will often decorate a variable that ranges over the dual of a given quantum
set with an asterisk, as a part of that symbol. For two variables that are paired by the
quantifier that we have just defined, it is convenient for the variables to differ by exactly the
asterisk, e.g., ∀(x, x∗)∈X × X
∗. R(x, x∗), for R a relation of arity (X ,X
∗). The variables x
and x∗ are entirely distinct.
2.6. Function graphs. Functions may be treated logically as relations. Classically, we
may identify each function f from a set X to a set Y with its graph relation J(x, y) ∈
X × Y | f(x) = yK. We follow the same approach in the quantum setting.
Let us suppose that F is a function from a quantum set X to a quantum set Y in some
appropriate sense. As the variable x ranges over X , the term F (x) ranges in Y , so the graph
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relation of F is a relation defined by the formula EY(F (x), y). The equality relation EY has
arity (Y ,Y∗), so the variable y must range over Y∗, not Y . Thus, the graph relation of a
function F from a quantum set X to a quantum set Y should be a relation of arity (X ,Y∗).
Therefore, we define a function graph from X to Y to be a relation G of arity (X ,Y∗) that
is univalent in X and total in X , expressing both properties via nonduplicating formulas.
Definition 2.6.1. A function graph from a quantum set X to a quantum set Y is a relation
G of arity (X ,Y∗) such that
(1) J∀x∈X . ∃y∗∈Y
∗. G(x, y∗)K = ⊤
(2) J∀y1∈Y . ∀y2∗∈Y
∗. (∃(x=x∗)∈X × X
∗. (G∗(x∗, y1) ∧G(x, y2∗))→ EY(y1, y2∗))K = ⊤
This definition is recognizable from ordinary logic. The placement of asterisks in the
second formula is essentially dictated by the arity of EY . We reason that the variables y1
and y2 must be covariant and contravariant respectively, so the first atomic formula must
use the conjugate relation G∗, and the second, just G. This forces the variable x to appear
contravariantly in the first atomic formula, and covariantly in the second, leading us to
quantify over the diagonal, as we have done. It is easy to see that if G is a function graph
from X to Y , then the conjugate relation G∗ is a function graph from X
∗ to Y∗, by dualizing
everything in both formulas, in the obvious way.
Definition 2.6.2. For quantum sets X1, . . . ,Xm and Y , a function graph of arity (X , . . . ,Xm;Y)
is a function graph from X1×· · ·×Xm to Y . It is at once a relation of arity (X1×· · ·×Xm,Y
∗),
and a relation of arity (X1, . . . ,Xm,Y
∗), because finite Cartesian products are defined asso-
ciating to the left.
Function graphs of arity (X , . . . ,Xm;Y) may be defined directly, by generalizing the axioms
of definition 2.6.1 in the obvious way. Their definition has been given in two parts, definition
2.6.1 and definition 2.6.2, for expository purposes, particularly for the readability of 2.6.1(2).
We define terms in the standard way, with function graphs playing the role of function
symbols. A term of sort Y is either a variable of sort Y , or an expression of the form
G(t1, . . . , tm), where t1, . . . , tm are terms of sort X1, . . . ,Xm, respectively, and G is a function
graph of arity (X1, . . . , Xm;Y). The class of terms is constructed recursively in this way.
Definition 2.6.3. Let R(t1, . . . , tn) be any atomic formula, not necessarily primitive. If it
is not primitive, then we write R(t1, . . . , tn) as an abbreviation for the formula
∃(yn=yn∗)∈Yn × Y
∗
n. · · · ∃(y1=y1∗)∈Y1 × Y
∗
1 . R(y1, . . . , yn) ∧ t1 = y1∗ ∧ · · · ∧ tn = yn∗,
where the variables y1, . . . , yn and y1∗, . . . , yn∗ are all new, in the sense that the do not occur
in R(t1, . . . , tn). In this context, a formula of the form t = y∗, for t of sort Y and y∗ of sort Y
∗,
abbreviates EY(t, y∗) if t is a variable, and G(s1, . . . , sm, y∗) if t is of the form G(s1, . . . , sm),
for terms s1, . . . , sm.
Thus, every first-order formula that is not primitive abbreviates a first-order formula that
is primitive. For example, the formula P (G(x)), with G a function graph from a quantum
set X to a quantum set Y , abbreviates the formula ∀(y = y∗) ∈ Y × Y
∗. (P (y) ∧ G(x, y∗)),
which in turn abbreviates ∀y∗∈Y
∗. ∀y∈Y . (EY(y, y∗)→ (P (y) ∧G(x, y∗))).
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3. computation
Computation with the relations that we have defined is most easily performed with the
aid of string diagrams. A relation of some arity (X1, . . . ,Xn) is also a binary relation from
X1 × · · · × Xn to 1 in the sense of [7]. The category of quantum sets and binary relations
is compact closed, and therefore supports a graphical calculus in which binary relations are
depicted as boxes, and quantum sets are depicted as strings.
3.1. String diagrams. A binary relation B from a product X1 × · · · × Xn to a product
Y1 × · · · × Ym is depicted as a box with n strings entering the box from the bottom, each
associated to one of the quantum sets X1, . . . ,Xn, and with m string leaving the box from the
top, each associated to one of the quantum sets Y1, . . . ,Ym. A relation R of arity (X1, . . . ,Xn)
is therefore depicted as a box with strings coming just from below.
B
XnX1
· · ·
Y1 Ym
· · ·
R
XnX1
· · ·
EX
XX
IX
X
•
X
⊤X
We orient each string, with downward-oriented strings corresponding to dual quantum sets.
In other words, a downward-oriented string labelled X corresponds to the quantum set X ∗.
The advantage of this notation is that the equality relation, which is also the counit of the
dagger compact structure on the category of quantum sets and binary relations, can be
depicted simply as an arc. For each quantum set X , the identity binary relation IX on X
is depicted simply as a string, and the maximum predicate ⊤X is depicted by a “loose end”,
which we will sometimes “pull away”, that is, completely omit.
In this diagrammatic calculus, the monoidal product of two morphisms, i.e., of two binary
relations is depicted by placing the corresponding diagrams side by side. Thus, for all
quantum sets X and Y , we have the equation
•
X×Y
=
•
X
•
Y
because ⊤X×Y = ⊤X × ⊤Y . Similarly, the composition of binary relations is depicted by
placing one diagram above the other, and tying together the correspond strings. For example,
if B is a binary relation from X to Y , then the binary relation “B = EY ◦(B×IY∗) is depicted
in the following diagram:
B
YX
We will often use variables to label the strings of a diagram, in order to distinguish various
occurrences of the same quantum set, particularly when depicting the interpretation of a
formula. For example, the relation J(x, x∗, y1, y2, y3) ∈ X × X
∗ × Y × Y × Y |EX (x, x∗)K is
depicted in the following diagram:
xx y1 y2 y3
• • •
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The defining properties of a dagger compact category are such that strings may be de-
formed in the intuitive way. Boxes may be moved around, or even turned upside down,
which corresponds to dualization in the sense of the dagger compact structure. In lieu of
turning the box label upside down, we may document the orientation of a box by a dot in a
corner. Thus, for any binary relation B from a quantum set X to a quantum set Y , we have
the following:
B
Y
X
. =
B
X Y
.
= BX Y
.
= B∗X Y.
Furthermore, for quantum sets X1, . . . ,Xn and Y1, . . . ,Ym, monoidal closure yields a canoni-
cal bijection between Rel(X1×· · ·×Xn;Y1×· · ·×Ym) and Rel(X1×· · ·×Xn×Y
∗
1×· · ·×Y
∗
m; 1),
so whether a string leaves the diagram upward or downward has no fundamental significance,
beyond sorting the factors between the domain and the codomain. Thus, binary relations
are all essentially predicates. Similarly, our string diagrams are essentially diagrams in a
space with no top or bottom; each box denotes some predicate, and each emanates strings
according to the arity of that predicate.
3.2. Changing the context. One significant advantage of diagrammatic computation is
the ease with which we can permute variables. For example, let Φ(x, y, z) be a primitive
formula with x, y, and z ranging over quantum sets X , Y , and Z, respectively. The inter-
pretation Rxyz = J(x, y, z) ∈ X ×Y ×Z |Φ(x, y, z)K is a relation of arity (X ,Y ,Z), which is
depicted in the following diagram.
Rxyz
x y z
The relation Ryzx = J(y, z, x) ∈ Y ×Z ×X |Φ(x, y, z)K, obtained by permuting the variables
in the context, may then be depicted simply by permuting the strings accordingly:
Ryzx
y z x
=
Rxyz
y z x
The weave of strings in the diagram on the right depicts the canonical isomorphism from
Y × Z × X to X × Y × Z, which is derived from the symmetric monoidal structure of
the category of quantum sets and binary relations [7, section 3]. We now observe that a
permuted relation π∗(R) in the sense of definition 2.2.4, is always obtained by composition
with such a structural isomorphism.
Lemma 3.2.1. Let X1, . . . ,Xn be quantum sets. For each permutation π of {1, . . . , n}, and
each relation R of arity (Xπ(1), . . . ,Xπ(n)), the relation π∗(R) (definition 2.2.4) is equal to
R ◦ Uπ, where Uπ is the canonical isomorphism from X1 × · · · × Xn to Xπ(1) × · · · × Xπ(n) in
the symmetric monoidal category of quantum sets and binary relations.
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Proof. Let Uπ be the binary relation from X1 × · · · × Xn to Xπ(1) × · · · × Xπ(n) defined by
Uπ(X1 ⊗ · · · ⊗Xn, Xπ(1) ⊗ · · · ⊗Xπ(n)) = C · uπ, for all X1 ∈ At(X1), · · · , Xn ∈ At(Xn), and
vanishing otherwise. Definition 2.2.4 essentially expresses π∗(R) as the composition of R
with Uπ in the sense of definition 3.2 of [7]. The binary relation Uπ is indeed the canonical
isomorphism from X1 × · · · × Xn to Xπ(1) × . . .× Xπ(n) in the symmetric monoidal category
of quantum sets and binary relations, because the braiding B for any two quantum sets X
and Y is defined by B(X ⊗ Y, Y ⊗ X) = C · v, for X ∈ At(X ) and Y ∈ At(Y), where
v : X ⊗ Y → Y ⊗ X is the familiar braiding unitary, with all the other components of B
vanishing [7, section 3]. 
We may apply lemma 3.2.1 in conjunction with proposition 2.3.3 to compute simplified
diagrams depicting interpreted formulas. For example:
J(x1∗, y, x2) ∈ X
∗ × Y ×X |EX (x2, x1∗)K =
x1 y
•
x2
=
x1
•
y x2
3.3. Standard quantifiers. We establish two basic propositions about the standard quan-
tifiers ∀ and ∃.
Lemma 3.3.1. Let Φ(x1, . . . , xn) be a primitive formula whose free variables x1, . . . , xn range
over quantum sets X1, . . . ,Xn, respectively. For all m ∈ {0, . . . , n}, we have
J(xm+1 . . . , xn) ∈ Xm+1 × · · · × Xn | ∀xm∈Xm. · · · ∀x1∈X1.Φ(x1, . . . , xn)K
= sup{R ∈ Rel(Xm+1, . . . ,Xn) | ⊤X1 × · · · × ⊤Xm × R
≤ J(x1, . . . , xn) ∈ X1 × · · · × Xn |Φ(x1, . . . , xn)K}.
Proof. For each m ∈ {0, . . . , n}, write Rm for the left side of the equality. Hence, we are
to show that for all m ∈ {0, . . . , n}, we have Rm = sup{R ∈ Rel(Xm+1, . . . ,Xn) | ⊤X1 ×
· · · × ⊤Xm × R ≤ R0}. We proceed via induction on m. The base case is just the obvious
equality R0 = sup{R ∈ Rel(X1, . . . ,Xn) |R ≤ R0}. For the induction step, we assume that
the desired equality holds for some natural m − 1 ∈ {0, . . . , n − 1}, and thus, we have the
following:
Rm−1 = sup{R ∈ Rel(Xm, . . . ,Xn) | ⊤X1 × · · · × ⊤Xm−1 ×R ≤ R0}
Rm = sup{R ∈ Rel(Xm+1, . . . ,Xn) | ⊤Xm ×R ≤ Rm−1}
In particular, we have that ⊤X1×· · ·×⊤Xm−1×⊤Xm×Rm ≤ ⊤X1×· · ·×⊤Xm−1×Rm−1 ≤ R0.
Now, suppose that R is any other relation that satisfies ⊤X1 × · · · × ⊤Xm−1 × ⊤Xm × R ≤
R0. It follows that ⊤Xm × R ≤ Rm−1 by the first equation, and then that R ≤ Rm by
the second equation. Therefore, Rm is indeed the supremum of the relations R satisfying
⊤X1 × · · · × ⊤Xm × R ≤ R0. 
The special case m = n shows that J∀xn∈Xn. · · · ∀x1∈X1.Φ(x1, . . . , xn)K = ⊤ if and only
if J(x1, . . . , xn) ∈ X1×· · ·×Xn |Φ(x1, . . . , xn)K is the maximum relation of arity (X1, . . . ,Xn).
Proposition 3.3.2. Let Φ(x1, . . . , xn) and Ψ(x1, . . . , xn) be primitive formulas, with x1, . . . , xn
ranging over quantum sets X1, . . . ,Xn, respectively. Then
J∀xn∈Xn. · · · ∀x1∈X1. (Φ(x1, . . . , xn)→ Ψ(x1, . . . , xn))K = ⊤
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if and only if
J(x1, . . . , xn) ∈ X1×· · ·×Xn |Φ(x1, . . . , xn)K ≤ J(x1, . . . , xn) ∈ X1×· · ·×Xn |Ψ(x1, . . . , xn)K.
Proof. By lemma 3.3.1, the equation is true if and only if JΦ(x1, . . . , xn)K → JΨ(x1, . . . , xn)K
is the maximum relation of arity (X1, . . . ,Xn). This condition is equivalent to the claimed
inequality, by a fundamental property of the Sasaki arrow [5]. 
Proposition 3.3.3. Let Φ(x1, . . . , xn) be a primitive formula, with x1, . . . , xn ranging over
quantum sets X1, . . . ,Xn. Then, J(x2, . . . , xn) ∈ X2 × · · · × Xn | ∀x1 ∈ X1.Φ(x1, . . . , xn)K =
J(x1, . . . , xn) ∈ X1 × · · · × Xn |Φ(x1, . . . , xn)K ◦ (⊤
†
X1
× IX2 × · · · × IXn)
=
JΦ(x1, . . . , xn)K
• · · · · · ·
.
Proof. Write JΦ(x1, . . . , xn)K = J(x1, . . . , xn) ∈ X1 × · · · × Xn |Φ(x1, . . . , xn)K. We refer to
appendix A.2 for the relationship between the adjoint †, and the orthogonality relation ⊥.
J(x2, . . . , xn) ∈ X2 × · · · × Xn | ∃x1∈X1.Φ(x1, . . . , xn)K
= J(x2, . . . , xn) ∈ X2 × · · · × Xn | ¬∀x1∈X1.¬Φ(x1, . . . , xn)K
= ¬ sup{R ∈ Rel(X2, . . . ,Xn) | ⊤X1 ×R ≤ ¬JΦ(x1, . . . , xn)K}
= ¬ sup{R ∈ Rel(X2, . . . ,Xn) | ⊤X1 ×R ⊥ JΦ(x1, . . . , xn)K}
= ¬ sup{R ∈ Rel(X2, . . . ,Xn) | JΦ(x1, . . . , xn)K ◦ (⊤X1 × R)
† = ⊥}
= ¬ sup{R ∈ Rel(X2, . . . ,Xn) | JΦ(x1, . . . , xn)K ◦ (⊤
†
X1
× R†) = ⊥}
= ¬ sup{R ∈ Rel(X2, . . . ,Xn) | JΦ(x1, . . . , xn)K ◦ (⊤
†
X1
× IX2 × · · · × IXn) ◦R
† = ⊥}
= ¬ sup{R ∈ Rel(X2, . . . ,Xn) |R ⊥ JΦ(x1, . . . , xn)K ◦ (⊤
†
X1
× IX2 × · · · × IXn)}
= ¬¬(JΦ(x1, . . . , xn)K ◦ (⊤
†
X1
× IX2 × · · · × IXn))
= JΦ(x1, . . . , xn)K ◦ (⊤
†
X1
× IX2 × · · · × IXn) 
Applying diagrammatic reasoning, we find that existential quantifiers commute, as a corol-
lary of proposition 3.3.3. Therefore, so do universal quantifiers. If X1 = ‘S for some ordinary
set S, then existential quantification over X1 is equivalent to a disjunction over S (lemma
A.4.1), essentially because the maximum binary relation from a singleton {∗} to S is the
disjunction of the elements of S, each considered as a binary relation from {∗} to S.
3.4. Diagonal quantifiers. We now characterize our two defined quantifiers over the diag-
onal.
Proposition 3.4.1. Let Φ(x, x∗, y1, . . . , yn) be a primitive formula, with x ranging over a
quantum set X , with x∗ ranging over the dual quantum set X
∗, and with y1, . . . , yn ranging
over quantum sets Y1, . . .Yn, respectively. Write JΦ(x, x∗, y1, . . . , yn)K as an abbreviation for
J(x, x∗, y1, . . . , yn) ∈ X × X
∗ × Y1 × · · · × Yn |Φ(x, x∗, y1, . . . , yn)K. Then,
J(y1, . . ., yn) ∈ Y1 × · · · × Yn | ∀(x=x∗)∈X ×X
∗.Φ(x, x∗, y1, . . . , yn)K
= sup{R ∈ Rel(Y1, . . . ,Yn) |EX × R ≤ JΦ(x, x∗, y1, . . . , yn)K}
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Proof.
J(y1, . . . , yn) ∈ Y1 × · · · × Yn | ∀(x=x∗)∈X × X
∗.Φ(x, x∗, y1, . . . , yn)K
= J(y1, . . . , yn) ∈ Y1 × · · · × Yn | ∀x∗∈X
∗. ∀x∈X . (EX (x, x∗)→ Φ(x, x∗, y1, . . . , yn))K
= sup{R ∈ Rel(Y1, . . . ,Yn) | ⊤X ×⊤X ∗ × R ≤ JEX (x, x∗)→ Φ(x, x∗, y1, . . . , yn)K}
= sup{R ∈ Rel(Y1, . . . ,Yn) | ⊤X ×⊤X ∗ × R ≤ JEX (x, x∗)K → JΦ(x, x∗, y1, . . . , yn)K}
= sup{R ∈ Rel(Y1, . . . ,Yn) | (⊤X ×⊤X ∗ × R) & JEX (x, x∗)K ≤ JΦ(x, x∗, y1, . . . , yn)K}
= sup{R ∈ Rel(Y1, . . . ,Yn) | (⊤X ×⊤X ∗ × R) & (EX ×⊤Y1 × · · · × ⊤Yn)
≤ JΦ(x, x∗, y1, . . . , yn)K}
= sup{R ∈ Rel(Y1, . . . ,Yn) |EX ×R ≤ JΦ(x, x∗, y1, . . . , yn)K}
In this context, & denotes the Sasaki projection connective, defined by P&Q = (P ∨¬Q)∧Q
[13, definition 5.1]. It is left adjoint to the Sasaki arrow [6]. 
The following theorem serves as a bridge between the semantics defined in section 2, and
the interpretation of string diagrams in the dagger compact category of quantum sets and
binary relations [7, section 3].
Theorem 3.4.2. From the assumptions of proposition 3.4.1, we have the following equality:
J(y1, . . . , yn) ∈ Y1 × · · · × Yn | ∃(x=x∗)∈X × X
∗.Φ(x, x∗, y1, . . . , yn)K
= JΦ(x, x∗, y1, . . . , yn)K ◦ (E
†
X × IY1 × · · · × IYn)
=
JΦ(x, x∗, y1, . . . , yn)K
· · · · · · .
Proof.
J(y1, . . . , yn) ∈ Y1 × · · · × Yn | ∃(x=x∗)∈X × X
∗.Φ(x, x∗, y1, . . . , yn)K
= J(y1, . . . , yn) ∈ Y1 × · · · × Yn | ¬∀(x=x∗)∈X × X
∗.¬Φ(x, x∗, y1, . . . , yn)K
= ¬ sup{R ∈ Rel(Y1, . . . ,Yn) |EX ×R ≤ ¬JΦ(x, x∗, y1, . . . , yn)K}
= ¬ sup{R ∈ Rel(Y1, . . . ,Yn) |EX ×R ⊥ JΦ(x, x∗, y1, . . . , yn)K}
= ¬ sup{R ∈ Rel(Y1, . . . ,Yn) | JΦ(x, x∗, y1, . . . , yn)K ◦ (EX × R)
† = ⊥}
= ¬ sup{R ∈ Rel(Y1, . . . ,Yn) | JΦ(x, x∗, y1, . . . , yn)K ◦ (E
†
X × R
†) = ⊥}
= ¬ sup{R ∈ Rel(Y1, . . . ,Yn) | JΦ(x, x∗, y1, . . . , yn)K ◦ (E
†
X × IY1 × · · · × IYn) ◦R
† = ⊥}
= ¬ sup{R ∈ Rel(Y1, . . . ,Yn) |R ⊥ JΦ(x, x∗, y1, . . . , yn)K ◦ (E
†
X × IY1 × · · · × IYn)}
= ¬¬(JΦ(x, x∗, y1, . . . , yn)K ◦ (E
†
X × IY1 × · · · × IYn))
= JΦ(x, x∗, y1, . . . , yn)K ◦ (E
†
X × IY1 × · · · × IYn) 
If X = ‘S for some ordinary set S, then existential quantification over the diagonal of
X ×X ∗ is equivalent to a disjunction over S (lemma A.4.2).
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3.5. Functions. Let X and Y be quantum sets. We now show that the functions from
X to Y in the sense of [7, definition 4.1] are in canonical bijective correspondence with
function graphs from X to Y in the sense of definition 2.6.1. This correspondence is given
by F 7→ “F = EY ◦ (F × IY∗). Because we regard the distinction between domain strings and
codomain strings to be simply an aid to computation, we view F and “F to be essentially
identical. Thus, intuitively, we show that the functions defined in [7] are the same as the
functions that we have defined here.
Lemma 3.5.1. Let F be a partial function from X to Y in the sense of [7], i.e., a binary
relation from X to Y satisfying the inequality F ◦ F † ≤ IY . Then, “F = EY ◦ (F × IY∗) is
a relation of arity (X ,Y∗) that satisfies condition (2) of definition 2.6.1. Furthermore, this
construction is bijective.
Proof. We argue that the inequality F ◦ F † ≤ IY is equivalent to the inequality
J(y1, y2∗) ∈ Y × Y
∗ | ∃(x=x∗)∈X × X
∗. “F∗(x∗, y1) ∧ “F (x, y2∗)K ≤ EY . (∗)
The inequality F ◦ F † ≤ IY may be depicted as on the left, and it is equivalent to the
inequalities depicted to its right, by the graphical calculus.
F
F †
≤ ⇔ FF∗ ≤ ⇔ FF∗ ≤
The third graphical inequality depicts inequality (∗), because
J “F∗(x∗, y1) ∧ “F (x, y2∗)K = (J “F∗(x∗, y1)K×⊤X ×⊤Y∗) ∧ (J⊤X ∗ ×⊤Y × J “F (x, y2∗)K)
= J “F∗(x∗, y1)K× J “F (x, y2∗)K,
and this is a relation of arity (X ∗,Y ,X ,Y∗) that may be depicted as follows:
FF∗
y1x y2x
Therefore, F ◦ F † ≤ IY is equivalent to inequality (∗). Inequality (∗) is in turn equivalent
to condition (2) of definition 2.6.1 by proposition 3.3.2. By the graphical calculus, the
construction F 7→ “F is a bijection from binary relations X → Y to relations of arity (X ,Y∗),
so the lemma is proved. 
Theorem 3.5.2. Let F be a function from X to Y in the sense of [7], i.e., a binary relation
from X to Y satisfying the inequalities F †◦F ≥ IX and F ◦F
† ≤ IY . Then, “F = EY◦(F×IY∗)
is a function graph. Furthermore, this construction is bijective. Applying theorem 7.6 of [7],
we obtain a canonical bijection between function graphs from X to Y, and unital normal
∗-homomorphisms from ℓ∞(Y) to ℓ∞(X ).
Proof. With lemma 3.5.1 in hand, it remains only to show that F satisfies F † ◦ F ≥ IX if
and only if J∀x∈X . ∃y∗∈Y . “F (x, y∗)K = ⊤. As we observed in subsection 3.3, this equality
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holds if and only if Jx ∈ X | ∃y∗ ∈ Y . “F (x, y∗)K is the maximum predicate ⊤X . Reasoning
diagrammatically, we have
Jx ∈ X | ∃y∗∈Y . “F (x, y∗)K = F
•
= F
•
We conclude that J∀x∈X . ∃y∗∈Y . “F (x, y∗)K = ⊤ if and only if ⊤Y ◦ F = ⊤X .
Thus, the construction F 7→ “F is a bijection between partial functions F satisfying ⊤Y ◦
F = ⊤X , and function graphs. By lemma A.4 of [7], ⊤Y ◦ F = ⊤X if and only if the normal
∗-homomorphism F ⋆ is unital, and by lemma 6.5 of [7], the latter condition holds if and only
if F † ◦F ≥ IX . Therefore, the construction F 7→ “F restricts to a bijection from functions to
function graphs. 
Having established a canonical bijection between functions and function graphs, it becomes
natural to use functions for function symbols. Indeed, this convention is rather more intuitive.
Our function symbols were originally taken to be function graphs in subsection 2.6 to delay
drawing from [7], in order to demonstrate that this notion may be motivated from the
semantics alone.
3.6. Substitution. One effect of definition 2.6.3 is that nonduplicating terms may be inter-
preted as compositions of functions, in the expected way.
Proposition 3.6.1. Let variables x1, . . . , xn range over quantum sets X1, . . . ,Xn, let vari-
ables y1, . . . , ym range over quantum sets Y1, . . . ,Ym, and let the variable y range over a
quantum set Y. Assume that all these variables are distinct. Let Φ(y, y1, . . . , yn) be a prim-
itive formula, let F be a function from X1 × · · · × Xn to Y, and let “F = EY ◦ (F × IY∗).
Then,
J(x1, . . . , xn, y1, . . . , ym) ∈ X1 × · · · × Xn ×Y1 × · · · × Ym |Φ( “F (x1, . . . , xn), y1, . . . , ym)K
= J(y, y1, . . . , ym) ∈ Y × Y1 × · · · × Ym |Φ(y, y1, . . . , ym)K ◦ (F × IY1 × · · · × IYm)
=
JΦ(y, y1, . . . , ym)K
F
· · ·
x1 xn y1 ym
· · · .
Proof. The proof is by structural induction. If Φ is atomic, then we calculate that
JΦ( “F (x1, . . . , xn), y1, . . . , ym)K = J∃(y=y∗)∈Y × Y
∗.Φ(y, y1, . . . , ym) ∧ “F (x1, . . . , xn, y∗)K
= JΦ(y, y1, . . . , ym)KF
· · ·
x1 xn y1 ym
· · ·
=
JΦ(y, y1, . . . , ym)K
F
· · ·
x1 xn y1 ym
· · ·
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= JΦ(y, y1, . . . , ym)K ◦ (F × IY1 × · · · × IYm).
If Φ is of the form ¬Ψ for some primitive formula Ψ(y, y1, . . . , ym), then we calculate that
JΦ( “F (x1, . . . , xn), y1, . . . , ym)K = J¬Ψ( “F (x1, . . . , xn), y1, . . . , ym)K
= ¬JΨ( “F (x1, . . . , xn), y1, . . . , ym)K = ¬(JΨ(y, y1, . . . , ym)K ◦ (F × IY1 × · · · × IYm))
= (¬JΨ(y, y1, . . . , ym)K) ◦ (F × IY1 × · · · × IYm) = JΦ(y, y1, . . . , ym)K ◦ (F × IY1 × · · · × IYm).
In the third equality, we appeal to the induction hypothesis, and in the fourth equality, we
appeal to the fact that the map R 7→ R ◦ (F × IY1 × · · · × IYm), for R a relation of arity
(Y ,Y1, . . . ,Ym), is a homomorphism of orthomodular lattices, simply because F ×IY1×· · ·×
IYm is a function [7, theorem A.8]. If Φ is of the form Ψ1 ∧ Ψ2, the argument is entirely
similar.
If Φ(y, y1, . . . , ym) is of the form ∀z∈Z.Ψ(y, y1, . . . , ym, z), then we calculate that
JΦ( “F (x1, . . . , xn), y1, . . . , ym)K = J∀z∈Z.Ψ( “F (x1, . . . , xn), y1, . . . , ym, z)K
= ¬J∃z∈Z.¬Ψ( “F (x1, . . . , xn), y1, . . . , ym, z)K
= ¬(J¬Ψ( “F (x1, . . . , xn), y1, . . . , ym, z)K ◦ (IX1 × · · · × IXn × IY1 × · · · × IYm ×⊤
†
Z))
= ¬(J¬Ψ(y, y1, . . . , ym, z)K ◦ (F × IY1 × · · · × IYm × IZ)
◦ (IX1 × · · · × IXn × IY1 × · · · × IYm ×⊤
†
Z))
= ¬(J¬Ψ(y, y1, . . . , ym, z)K ◦ (IY × IY1 × · · · × IYm ×⊤
†
Z) ◦ (F × IY1 × · · · × IYm))
= ¬(J∃z ∈ Z.¬Ψ(y, y1, . . . , ym, z)K ◦ (F × IY1 × · · · × IYm))
= (¬J∃z ∈ Z.¬Ψ(y, y1, . . . , ym, z)K) ◦ (F × IY1 × · · · × IYm)
= (J∀z ∈ Z.Ψ(y, y1, . . . , ym, z)K) ◦ (F × IY1 × · · · × IYm)
= (JΦ(y, y1, . . . , ym)K) ◦ (F × IY1 × · · · × IYm)
The induction hypothesis occurs in the fourth inequality, which appeals to the reasoning of
the negation case. We again use the fact that R 7→ R◦(F×IY1×· · ·×IYm) is a homomorphism
of orthomodular lattices, in the seventh equality. 
Proposition 3.6.2. Let X1, . . . ,Xn, and Y be quantum sets, and let F1 and F2 be functions
from X1 × · · · × Xn to Y. Then F1 = F2 if and only if
J∀(xn=xn∗)∈Xn ×X
∗
n . · · · ∀(x1=x1∗)∈X1 × X
∗
1 . EY(
“F1(x1, . . . xn), “F2∗(x1∗, . . . , xn∗))K = ⊤.
Proof. Write R = JEY( “F1(x1, . . . xn), “F2∗(x1∗, . . . , xn∗))K. By the duality of quantifiers, the
formula given in the statement of the proposition is true if and only if
J∃(xn=xn∗)∈Xn ×X
∗
n . · · · ∃(x1=x1∗)∈X1 × X
∗
1 .¬R(x1, . . . , xn, x1∗, . . . , xn∗)K = ⊥,
or equivalently,
¬R
· · · · · · = ⊥ .
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We recognize the diagram on the left as depicting (¬R) ◦E†X , for X = X1 × · · · × Xn. Thus,
the given formula is true if and only if (¬R) ◦ E†X = ⊥, or equivalently, EX ⊥ ¬R, or
equivalently, EX ≤ R. We appeal to proposition 3.6.1 to depict this inequality below.
X X
≤ F1 F2∗
X X
Straightening the wires, we conclude that the given formula is true if and only if IX ≤ F
†
2 ◦F1.
It is a basic fact about functions between quantum sets that IX ≤ F
†
2 ◦ F1 if and only if
F1 = F2. Indeed, IX ≤ F
†
2 ◦ F1 implies that F2 ≤ F2 ◦ F
†
2 ◦ F1 ≤ F1, and similarly, it implies
that F †1 ≤ F
†
2 ◦ F1 ◦ F
†
1 ≤ F
†
2 , so F1 ≤ F2. All together, IX ≤ F
†
2 ◦ F1 implies that F1 = F2.
Conversely, if F1 = F2, then IX ≤ F
†
2 ◦ F1, by definition of a function. Thus, we conclude
that the given formula is true if and only if F1 = F2. 
3.7. Duplicate variables. Despite the complexity of the translation given in definition
2.6.3, atomic formulas typically have simple depictions by string diagrams. The atomic
formulas that occur naturally, that is, within the natural axiomatizations of established
classes of discrete quantum structures, have the property that no variable occurs more than
once, unless that variable ranges over a classical set. Such atomic formulas may be depicted
by string diagrams, as we can infer from propositions 3.6.1 and 3.7.2. The interpretations
of atomic formulas that do not have this property are well defined, but are nevertheless
typically degenerate. Our position is that they are unnatural to the quantum setting. We
begin with an example of this phenomenon.
Example 3.7.1. Let H2 be the quantum set whose only atom is the 2-dimensional Hilbert
space H2. We show that the relation Jx ∈ H2 | ⊤H2×H2(x, x)K is the minimum predicate ⊥H2 .
This interpretation is surprising because the ordinary predicate Js ∈ S | ⊤S×S(s, s)K, for S
an ordinary set, is of course always the maximum predicate on S. The intuitive explanation
for this phenomenon is that the duplication of quantum data is impossible.
Applying definition 2.6.3 to the formula ⊤H2×H2(x, x), we find that it abbreviates the
formula
∃(x1 = x1∗)∈H2 ×H
∗
2. ∃(x2 = x2∗)∈H2 ×H
∗
2. (⊤H2×H2(x1, x2) ∧ EH2(x, x1∗) ∧ EH2(x, x2∗)).
To show that the interpretation of this formula is ⊥H2 , it is enough to show that
J(x, x1∗, x2∗) ∈ H2 ×H
∗
2 ×H
∗
2 |EH2(x, x1∗) ∧ EH2(x, x2∗)K = ⊥H2×H∗2×H∗2 .
This equation is depicted on the left, and reasoning graphically, we find that it is equivalent
to the equation depicted on the right.
x
•
x2x1
∧
x
•
x1 x2
= ⊥ ⇔ • ∧ • = ⊥ (†)
The two conjuncts in the equation on the right are essentially subspaces of linear operators
from H2 to H2⊗H2. The first consists of operators x 7→ x⊗x2, for x2 ∈ H2, and the second
similarly consists of operators x 7→ x1 ⊗ x, for x1 ∈ H2. Any nonzero operator that is in
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both subspaces would have a one-dimensional range, but no operator in either subspace has
this property. Thus, we conclude that JEH2(x, x1∗) ∧ EH2(x, x2∗)K = ⊥, and therefore that
J⊤H2×H2(x, x)K = ⊥.
Proposition 3.7.2. Let Φ(x1, x2, y1, . . . , ym) be a primitive formula with x1 and x2 ranging
over the same quantum set X , and with y1, . . . , ym ranging over quantum sets Y1, . . . ,Ym
respectively. If X is classical, in the sense that every atom of X is one-dimensional, then
J(x, y1, . . . , ym) ∈ X × Y1 × · · · × Ym |Φ(x, x, y1, . . . , ym)K
= J(x1, x2, y1, . . . , ym) ∈ X×X×Y1×· · ·×Ym |Φ(x1, x2, y1, . . . , ym)K◦(DX×IY1×· · ·×IYm)
=
JΦ(x1, x2, y1, . . . , ym)K
DX
x y1 ym
· · · ,
where DX : X → X×X is the duplication function, defined by DX (X,X⊗X) = L(X,X⊗X)
for all atoms X ∈ At(X ), with the other components vanishing.
Proof. The proof is very similar to that of proposition 3.6.1. For atomic Φ(x1, x2, y1, . . . , ym),
the formula Φ(x, x, y1, . . . , ym) abbreviates the primitive formula
∃(x1=x1∗)∈X × X
∗. ∃(x2=x2∗)∈X × X
∗. (Φ(x1, x2, y1, . . . , ym) ∧ EX (x, x1∗) ∧ EX (x, x2∗)).
Hence, we show just that J(x, x1∗, x2∗) ∈ X × X
∗ ×X ∗ |EX (x, x1∗) ∧ EX (x, x2∗)K is equal to
“DX = EX×X ◦ (DX × I(X×X )∗), the graph relation of the duplication function DX .
As in equation (†) of example 3.7.1, we can reformulate this equality graphically:
• ∧ • = DX
Write R1 for the binary relation from X to X ×X depicted as the first conjunct, and R2 for
the binary relation depicted as the second conjunct. Thus, for atoms X,X1, X2 ∈ At(X ),
we have R1(X,X1 ⊗X2) = IX (X,X1)⊗ L(C, X2) = L(X,X1)⊗ L(C, X2) = L(X,X1 ⊗X2)
whenever X = X1, and R1(X,X1 ⊗ X2) = 0 otherwise. Similarly, R2(X,X1 ⊗ X2) =
L(C, X1) ⊗ IX (X,X2) = L(C, X1) ⊗ L(X,X2) = L(X,X1 ⊗ X2) whenever X = X2, and
R2(X,X1 ⊗ X2) = 0 otherwise. Therefore, (R1 ∧ R2)(X,X1 ⊗ X2) = L(X,X1 ⊗ X2) =
DX (X,X1⊗X2) whenever X1 = X = X2, and (R1∧R2)(X,X1⊗X2) = 0 = DX (X,X1⊗X2)
otherwise. In other words, R1 ∧ R2 = DX , just as was claimed. 
4. examples
The definition of equality as a relation of mixed arity can be justified on conceptual
grounds, as in subsection 2.5, but the most compelling justification for this definition is that
it provides a link in a mathematical connection between the quantum logic of Birkhoff and
von Neumann, and several established classes of discrete quantum structures. Definition
2.3.2 does not in itself provide an unambiguous quantization method, because formulas that
are equivalent in the classical setting need not also be equivalent in the quantum setting.
Indeed, the remainder of section 2 may be viewed as providing some heuristic guidelines for
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this approach to quantization. Nevertheless, organic examples of axiomatic quantization are
further evidence of the mechanisms underlying the coherence the noncommutative dictionary.
4.1. Quantum graphs. Quantum graphs are a quantum generalization of simple graphs.
In the context of error correction, the natural convention is that each vertex in a simple
graph is adjacent to itself, so a simple graph is defined to be a set equipped with a reflexive,
symmetric binary relation.
Definition 4.1.1. A quantum graph is a quantum set X equipped with a relation R of arity
(X ,X ∗) such that
(1) J∀(x=x∗)∈X ×X
∗. R(x, x∗)K = ⊤, and
(2) J∀x1∈X . ∀x2∗∈X
∗. (R(x1, x2∗)→ R∗(x2∗, x1))K = ⊤.
Armed with the canonical isomorphism (‘S)∗ ∼= ‘S, it is easy to see that every classical
quantum graph, that is, every quantum graph whose underlying quantum set X is classical,
is just an ordinary simple graph. When X consists of a single atom, we recover the notion of
quantum graph that has appeared in the quantum information theory literature [4, section
II], and similarly, its generalization in [17, definition 5.5].
Proposition 4.1.2. Let X be a quantum set with At(X ) = {X}, and let R be a relation of
arity (X ,X ∗). Then, (X , R) is a quantum graph in the sense of definition 4.1.1 if and only
if R˘(X,X) is an operator system.
The binary relation R˘ on X is defined by R˘ = R ◦ (IX × E
∗
X ). Also, recall that a closed
subspace of bounded operators on a Hilbert space X is called an operator system if and only
if it is closed under the Hermitian adjoint †, and contains the multiplicative identity 1X .
Proof. The first axiom abbreviates the primitive formula ∀x ∈ X . ∀x∗ ∈ X
∗. (EX (x, x∗) →
R(x, x∗)). Thus, by proposition 3.3.2, the relation R satisfies condition (1) if and only if
EX ≤ R, or equivalently IX ≤ R˘. Because X is atomic, the latter inequality is equivalent to
the inclusion of subspaces C · 1X ≤ R˘(X,X). We conclude that R satisfies condition (1) if
and only if R˘(X,X) contains the identity operator 1X .
Similarly, the relation R satisfies condition (2) if and only if
J(x1, x2∗) ∈ X × X
∗ |R(x1, x2∗)K ≤ J(x1, x2∗) ∈ X ×X
∗ |R∗(x2∗, x1)K.
Assuming this inequality, we find that
R˘ =
R
≤
R∗
=
R†
=
R†
= (R˘)†
Thus, the inequality given by condition (2) implies that R˘ ≤ R˘†. The converse implication
is proved much the same way, by rearranging the computation above. Therefore, R satisfies
condition (2) if and only if R˘ ≤ R˘†. Overall, we conclude that (X , R) is a quantum graph if
and only if R˘ is an operator system. 
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4.2. Quantum monoids. Discrete quantum groups [14] form a prominent established class
of discrete quantum structures. A discrete quantum group may be defined to be a hereditarily
atomic von Neumann algebra M equipped with a unital normal ∗-homomorphism ∆ : M →
M ⊗¯M satisfying the coassociativity condition (∆ ⊗¯ id) ◦∆ = (id ⊗¯∆) ◦∆, together with a
pair of conditions that guarantee the existence of appropriate analogs for the left and right
Haar measures [11, definition 1.1]. Such a discrete quantum group necessarily has a counit,
a unital normal ∗-homomorphism ε : M → C that satisfies (id ⊗¯ ε) ◦∆ = id = (ε ⊗¯ id) ◦∆.
I do not yet know of an axiomatic characterization of discrete quantum groups, in the
sense of the semantics of the present paper. However, discrete quantum groups are also
discrete monoids in the obvious sense, and we exhibit a simple axiomatization of this larger
class, to illustrate the axiomatic quantization of discrete algebraic structures.
Definition 4.2.1. A discrete quantum monoid is a quantum set X equipped with a function
F : X ×X → X and a function C : 1→ X such that
(1) J∀(x1=x1∗)∈X ×X
∗. ∀(x2 = x2∗)∈X × X
∗. ∀(x3 = x3∗)∈X × X
∗.
EX ( “F ( “F (x1, x2), x3), “F∗(x1∗, “F∗(x2∗, x3∗)))K = ⊤,
(2) J∀(x=x∗)∈X × X
∗. “EX (F ( “C, x), x∗)K = ⊤, and
(3) J∀(x=x∗)∈X × X
∗. “EX (F (x, “C), x∗)K = ⊤.
Proposition 4.2.2. Let X be a quantum set, let F be a function X ×X → X , and let C be
a function 1→ X . Then, (X , F, C) is a discrete quantum monoid in the sense of definition
4.2.1 if and only if the unital normal ∗-homomorphisms F ⋆ : ℓ∞(X )→ ℓ∞(X ) ⊗¯ ℓ∞(X ) and
C⋆ : ℓ∞(X )→ C, defined in [7], satisfy (F ⋆ ⊗¯ id) ◦ F ⋆ = (id ⊗¯F ⋆) ◦ F ⋆, (id ⊗¯C⋆) ◦ F ⋆ = id,
and (C⋆ ⊗¯ id) ◦ F ⋆ = id.
Proof. By proposition 3.6.1, the formula in condition (1) of definition 4.2.1 is equivalent to
∀(x1 = x1∗)∈X×X
∗. ∀(x2 = x2∗)∈X×X
∗. ∀(x3 = x3∗)∈X×X
∗. EX ( “G(x1, x2, x3), “H∗(x1∗, x2∗, x3∗)),
where G = F ◦ (F × IX ) and H = F ◦ (IX × F ). By proposition 3.6.2, this formula is
equivalent to G = H , i.e., to the equation F ◦ (F × IX ) = F ◦ (IX × F ). By theorem 7.6 of
[7], this equation is in turn equivalent to the equation (F ⋆ ⊗¯ id) ◦ F ⋆ = (id ⊗¯ F ⋆) ◦ F ⋆, as
desired. Conditions (2) and (3) may be treated in exactly the same way. 
4.3. Quantum families of graph colorings. Following [12], quantum families of proper
graph colorings were defined in [7, definition 1.1], to formulate the existence of a winning
quantum strategy for the graph coloring game within the category of quantum sets and
binary relations. The parameters of the graph coloring game are a finite simple graph (G, r),
and a finite set T , intuitively of colors. The game is played by two players, traditionally
named Alice and Bob, who cooperate against a referee, and who cannot communicate with
each other during the play of the game. The rules of the game are such that Alice and Bob
have a winning strategy without using quantum entanglement if and only if the graph (G, r)
can be properly colored by the colors in T . Some of the relevant literature is summarized in
subsection 1.1 of [7].
Definition 4.3.1. Let X be a quantum set, and let F : X × ‘G→ ‘T be a function. We say
that F is a quantum family of proper graph colorings if and only if
J∀(x = x∗)∈X ×X
∗. ∀g1∈ ‘G. ∀g2∗∈ ‘G
∗. (‘r(g1, g2∗)→ ¬E‘T ( “F (x, g1), “F∗(x∗, g2∗)))K = ⊤.
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Proposition 4.3.2. Let X be a quantum set, and let F : X × ‘G→ ‘T be a function. Then,
F is a quantum family of proper graph colorings in the sense of definition 4.3.1 if and only
if (‘t)† ◦F ◦ (IX × ‘g1) is orthogonal to (‘t)
† ◦F ◦ (IX × ‘g2) for each color t, and each pair of
adjacent vertices g1 and g2. It follows by [7, proposition 1.2] that the existence of a nonempty
quantum family of proper graph colorings in the sense of definition 4.3.1 is equivalent to the
existence of a winning strategy utilizing quantum entanglement for the graph coloring game.
In this context, each element of G is identified with the corresponding function {∗} → G,
and likewise for the elements of T . We define a family F to be nonempty iff X 6= ‘∅.
Proof. Existential quantifiers, including quantifiers over the diagonal, commute; this is clear
from their graphical characterizations (proposition 3.3.3, theorem 3.4.2). As a consequence,
universal quantifiers commute as well. Thus, the formula in definition 4.3.1 is evidently
equivalent to
∀g1∈ ‘G. ∀g2∗∈ ‘G
∗. ∀(x = x∗)∈X ×X
∗.(‘r(g1, g2∗)→ ¬E‘T ( “F (x, g1), “F∗(x∗, g2∗))).
By lemma A.4.1, this formula is true if and only if the formula
∀(x = x∗)∈X × X
∗. (‘r(gˆ1, gˆ2∗)→ ¬E‘T ( “F (x, gˆ1, ), “F∗(x∗, gˆ2∗))) (‡)
is true for all g1, g2 ∈ G.
Fix g1, g2 ∈ G. If g1 is not adjacent to g2, then formula (‡) is true automatically. Therefore,
assume that g1 is adjacent to g2. In this case, formula (‡) is equivalent to ∀(x = x∗) ∈
X × X ∗.¬E‘T ( “F (x, gˆ1), “F∗(x∗, gˆ2∗)), i.e., to ¬∃(x= x∗) ∈ X × X
∗. E‘T ( “F (x, gˆ1), “F∗(x∗, gˆ2∗)).
This formula is true if and only if
F
‘T
F∗
‘g1 ‘g2∗x x
= ⊥.
The identity relation on ‘T can be written as a disjunction:
‘T =
∨
t∈T


‘t
‘t†


Thus, for adjacent g1 and g2, formula (‡) is true if and only if
∨
t∈T


F F∗
‘g1 ‘g2∗x x
‘t∗‘t†


= ⊥,
i.e., ‘t† ◦ F ◦ (IX × ‘g1) is orthogonal to ‘t
† ◦ F ◦ (IX × ‘g2) for all t ∈ T (appendix A.2).
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Therefore, the formula in the statement of definition 4.3.1 is true if and only if ‘t† ◦ F ◦
(IX × ‘g1) is orthogonal to ‘t
† ◦ F ◦ (IX × ‘g2) for each color t ∈ T , whenever g1 and g2
are adjacent vertices of G. The latter condition is equivalent to the existence of a winning
quantum strategy for the graph coloring game by [7, proposition 1.2], albeit using slightly
different notation. 
We do not claim that the existence of a winning quantum strategy is equivalent to the
existence of a proper graph coloring within a quantum family of graph colorings. In other
words, we do not claim that the existence of a winning quantum strategy is equivalent to the
existence of a nonzero finite-dimensional Hilbert space H , and a function F : H × ‘G → ‘T
such that
J∃(x = x∗)∈H ×H
∗. ∀g1∈ ‘G. ∀g2∗∈ ‘G
∗. (‘r(g1, g2∗)→ ¬E‘T ( “F (x, g1), “F∗(x∗, g2∗)))K = ⊤,
where H is the quantum set whose only atom is H .
We should not expect this equivalence. Indeed, within the intuitive framework of quan-
tum mathematics, a maximally entangled state is a probability distribution on the Cartesian
product H × H∗ that is supported entirely on the diagonal, but it is not a Dirac distribu-
tion. Thus, in this intuitive framework, Alice and Bob are guaranteed to find their quantum
systems in opposite configurations, but they cannot guarantee any specific pair of oppo-
site configurations. Thus, they need many proper graph colorings, enough to support a
probability distribution on H×H∗, i.e., a state in H ⊗H∗.
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appendix
A.1. Nondegenerate equality. We show that the equality relation on a von Neumann
algebra is nondegenerate if and only if that von Neumann algebra is hereditarily atomic.
Lemma A.1.1. Let M be a commutative von Neumann algebra that contains no minimal
projections. There exists no normal state ϕ on the spatial tensor product M ⊗¯M such that
ϕ(p⊗ (1− p)) = 0 for every projection p ∈M .
Proof. Suppose that we have such a normal state ϕ onM ⊗¯M . Let ϕ1 and ϕ2 be the normal
states on M defined by ϕ1(a) = ϕ(a ⊗ 1) and ϕ2(a) = ϕ(1 ⊗ a) for all a ∈ M . For both
i ∈ {1, 2}, let pi be the support projection of ϕi, in other words, the smallest projection inM
such that ϕi(pi) = 1. It is easy to see that ϕi is faithful on piM . Indeed, for any projection
q ≤ pi, if ϕi(q) = 0, then ϕi(pi − q) = 1, which implies that q = 0, by the minimality of pi.
We conclude that ϕ1 ⊗¯ ϕ2 is a faithful normal state on p1M ⊗¯ p2M [3, III.2.2.31].
Our given normal state ϕ factors through p1M ⊗¯ p2M , as we now show. Indeed, by our
choice of p1 and p2, we have that ϕ(p1 ⊗ 1) = 1 = ϕ(1 ⊗ p2). Writing ϕ as a countable
linear combination of vector states, we find that ϕ(p1 ⊗ p2) = 1, and furthermore that
ϕ((p1 ⊗ p2)b) = ϕ(b) for all b ∈ M ⊗¯ M . Thus, ϕ does factor through p1M ⊗¯ p2M , as
claimed.
Finite partitions of the identity 1 ∈M into pairwise orthogonal projections form a directed
set Λ, with finer partitions appearing higher in the order. For each such partition λ ∈ Λ,
we define a projection qλ =
∑
p∈λ p ⊗ p. The net (qλ | λ ∈ Λ) is evidently decreasing, and
it therefore has an ultraweak limit q∞, also a projection in M ⊗¯M . By our assumption on
ϕ, we have that ϕ(qλ) = 1 for each partition λ, and therefore ϕ(q∞) = 1. We conclude that
ϕ((p1 ⊗ p2)q∞) = 1.
We now obtain a contradiction by showing that (p1 ⊗ p2)q∞ = 0.
(ϕ1 ⊗¯ ϕ2)((p1 ⊗ p2)q∞) = (ϕ1 ⊗¯ ϕ2)(lim
λ
(p1 ⊗ p2)qλ) = lim
λ
(ϕ1 ⊗¯ ϕ2)((p1 ⊗ p2)qλ)
= lim
λ
∑
p∈λ
ϕ1(p1p) · ϕ2(p2p) = 0
The final equality is a consequence of the fact that for both i ∈ {1, 2}, the state ϕi is a
faithful normal state on piM , and since piM is a von Neumann algebra with no atoms, we
can partition its identity pi into projections p that are arbitrarily small, in the sense that
each satisfies ϕi(p) ≤ ǫ, for arbitrarily small ǫ > 0. Since ϕ1 ⊗¯ ϕ2 is faithful, we conclude
that (p1⊗p2)q∞ = 0, as claimed. Having obtained a contradiction, we infer that our opening
supposition is false. 
Proposition A.1.2. Let M be any von Neumann algebra. Let e be the largest projection in
the spatial tensor product M ⊗¯M∗ such that (p⊗ (1− p)∗) · e = 0 for all projections p in M .
Let f be the smallest projection in M such that e ≤ 1⊗ f ∗. Conclude that f = 1 if and only
if M is hereditarily atomic.
Proof. Let H be the Hilbert space on which M is canonically represented. As any von
Neumann algebra, M is the direct sum of a hereditarily atomic von Neumann algebra M0,
and a von Neumann algebra M1 that has no finite type I factors as a direct summand. Let
p0 and p1 be the central projections in M corresponding to M0 and M1 respectively. Hence,
M0 = p0M , and M1 = p1M .
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Assume that M is not hereditarily atomic, or in other words, that p1 is nonzero. By
our assumption on e, we have that (p0 ⊗ p
∗
1)e = 0 and (p1 ⊗ p
∗
0)e = 0, and therefore,
e = (p0 ⊗ p
∗
0)e + (p1 ⊗ p
∗
1)e. The projection e1 = (p1 ⊗ p
∗
1)e is in M1 ⊗¯M
∗
1 , and it satisfies
(p⊗ (p1 − p)
∗) · e1 = 0 for all projections p in M1.
Assume for contradiction that e1 is nonzero. It follows that there is a vector ξ in the
Hilbert space (p1H) ⊗ (p
∗
1H
∗) such that (p ⊗ (p1 − p)
∗)ξ = 0 for all projections p in M1.
Thus, we have a state ϕ on M1 ⊗¯M
∗
1 such that ϕ(p⊗ (p1 − p)
∗) = 0 for all projections p in
M1 = p1M .
The algebra M1 need not be commutative, but it contains a unital ultraweakly closed
∗-subalgebra that is both commutative and diffuse, in the sense that it contains no minimal
projections. Indeed, the center of M1 is the direct sum of an atomic von Neumann algebra
and a diffuse von Neumann algebra. It follows that M1 is a direct sum of von Neumann
algebras, each of which is either a factor that is not finite type I, or a von Neumann algebra
with diffuse center. Each such direct summand has a diffuse commutative unital ultraweakly
closed ∗-subalgebra, and hence, so does M1.
Let N be any diffuse commutative unital ultraweakly closed ∗-subalgebra of M1. The
normal state ϕ restricts to a normal state on N ⊗¯N∗ such that ϕ(p⊗ (p1 − p)
∗) = 0 for all
projections p in N , and p1 is the multiplicative unit of N because N is a unital ∗-subalgebra
ofM1. Since N is commutative, the map a 7→ a
∗ is an isomorphism of von Neumann algebras
N → N∗. Therefore, we may apply lemma A.1.1 to obtain a contradiction. We conclude
that e1 = 0. In other words, e = (p0 ⊗ p
∗
0)e. We can infer immediately that (1 ⊗ p
∗
0)e = e,
and since 1− p0 = p1 6= 0, that f 6= 1. Thus, we have proved the contrapositive.
Assume now thatM is hereditarily atomic. Then, up to isomorphism, M =
⊕
i∈I Mni(C),
for some indexed family of positive integers (ni | i ∈ I). Without loss of generality, we may
assume that M is canonically represented on the Hilbert space H =
⊕
i∈I C
ni . It follows
that M ⊗¯M∗ is canonically represented on H ⊗H∗ =
⊕
i,j∈I C
ni ⊗ Cnj∗. Since Cni ⊗ Cni∗
is canonically isomorphic to L(Cni) for each index i ∈ I, the Hilbert-Schmidt operators in
M are essentially also vectors in H ⊗H∗. In particular, the identity qi of the i-th summand
Mni(C) is such a vector in H ⊗H
∗.
Let e0 be the orthogonal projection onto the closed subspace of H ⊗ H
∗ spanned by the
central projections qi, for i ∈ I. Each vector qi satisfies the equation (p ⊗ (1 − p)
∗)qi =
pqi(1 − p) = 0 for each projection p in M , because qi is central. Therefore e0 satisfies the
equation (p ⊗ (1 − p)∗)e0 = 0 for each projection p in M . By definition of e, we have that
e0 ≤ e, so (1⊗f
∗)e0 = e0. In particular, for each vector qi, we have that qif = (1⊗f
∗)qi = qi.
Since together the minimal central projections qi sum to the identity, it follows that the
projection f is also the identity, i.e., f = 1. 
A.2. The trace on binary relations. Every compact closed category has a canonically de-
fined trace on each endomorphism set. For each quantum set X , the trace TrX : Rel(X ;X )→
Rel(1; 1) = Pred(1) is defined by TrX (R) = EX ◦ (R× IX ∗) ◦ E
†
X . Note that Tr1 is just the
identity on Rel(1; 1).
TrX (R) = R
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Lemma A.2.1. Let X be a quantum set. For each binary relation R from X to X , the
equation TrX (R) = ⊥ is equivalent to the equation TrX(R(X,X)) = 0 for each Hilbert space
X ∈ At(X ).
Proof. The equation TrX (R) = ⊥ is equivalent to∑
X1,X2∈At(X )
∑
X3,X4∈At(X )
EX (X3 ⊗X
∗
4 ,C) · (R(X1, X3)⊗ IX ∗(X
∗
2 , X
∗
4 )) · E
†
X (C, X1 ⊗X
∗
2 ) = 0,
by definition of composition and product for binary relations [7, section 3]. Terms for which
X3 6= X4 do not contribute because EX (X3 ⊗X
∗
4 ,C) = 0, terms for which X1 6= X2 do not
contribute because E†X (C, X1 ⊗ X
∗
2 ) = 0, and terms for which X2 6= X4 do not contribute
because IX ∗(X
∗
2 , X
∗
4 ) = 0. Thus, TrX (R) = ⊥ if and only if∑
X∈At(X )
EX (X ⊗X
∗,C) · (R(X,X)⊗ IX ∗(X
∗, X∗)) · E†X (C, X ⊗X) = 0.
A sum of subspaces is equal to zero if and only if each subspace is equal to zero. Furthermore,
the operator spaces EX (X⊗X
∗,C), E†X (C, X⊗X), and IX ∗(X
∗, X∗) are each spanned by a
single operator. Thus, TrX (R) = ⊥ if and only if ǫX · (R(X,X)⊗1X∗) · ǫ
†
X = 0 for each atom
X ∈ At(X ), where ǫX denotes the unit of the dagger compact category of finite-dimensional
Hilbert spaces and linear operators. This completes the proof, because it is well known that
ǫX · (r⊗ 1X∗) · ǫ
†
X = TrX(r) for each operator r on a finite-dimensional Hilbert space X. 
Proposition A.2.2. Let X and Y be quantum sets, and let R and S be binary relations
from X to Y. Then, R ⊥ S if and only if TrX (S
† ◦R) = ⊥.
Proof. We follow a chain of equivalences, with lemma A.2.1 used for the first equivalence.
TrX (S
† ◦R) = ⊥ ⇔ ∀X ∈ At(X ).TrX((S
† ◦R)(X,X)) = 0
⇔ ∀X ∈ At(X ).TrX

 ∑
Y ∈At(Y)
S(X, Y )† · R(X, Y )

 = 0
⇔ ∀X ∈ At(X ). ∀Y ∈ At(Y).TrX(S(X, Y )
† · R(X, Y )) = 0
⇔ ∀X ∈ At(X ). ∀Y ∈ At(Y). R(X, Y ) ⊥ S(X, Y ) = 0
⇔ R ⊥ S 
For predicates P and Q on Y , we set X = 1, R = P †, and S = Q†, to find that P ⊥ Q if
and only if Q ◦ P † = ⊥.
A.3. Permutation equivariance. We prove proposition 2.3.3.
Lemma A.3.1. Let X , Y and Z be quantum sets.
(1) For every predicate P on X , we have ¬(P ×⊤Y) = (¬P )×⊤Y .
(2) For all predicates P1 and P2 on X , and all predicates Q1 and Q2 on Y, we have
(P1 ×Q1) ∧ (P2 ×Q2) = (P1 ∧ P2)× (Q1 ∧Q2).
(3) Let R be a predicate on X ×Y, let Q be the largest predicate on Y such that ⊤X×Q ≤
R, and let S be the largest predicate on Y × Z such that ⊤X × S ≤ R × ⊤Z . Then,
S = Q×⊤Z .
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Proof. All three claims are established most easily using the bijective correspondence between
the predicates on any quantum setW, and the projections in the corresponding von Neumann
algebra ℓ∞(W). Expressed in terms of projections, claims (1) and (2) are elementary. To
prove claim (3), letQ, R, and S correspond to projections q ∈ ℓ∞(Y), r ∈ ℓ∞(X )⊗¯ℓ∞(Y), and
s ∈ ℓ∞(Y)⊗¯ℓ∞(Z), respectively. The von Neumann algebra ℓ∞(Z) is canonically represented
on a Hilbert space H , the ℓ2-direct sum of the atoms of Z. If Z has no atoms, then claim
(3) holds trivially, so we may assume that H is nonzero. We are essentially given that
q = sup{p ∈ Proj(ℓ∞(Y)) | 1⊗p ≤ r}, and s = sup{p ∈ Proj(ℓ∞(Y)⊗¯ℓ∞(Z)) | 1⊗p ≤ r⊗1}.
In particular 1⊗ q ≤ r, so 1⊗ q ⊗ 1 ≤ r ⊗ 1, giving q ⊗ 1 ≤ s.
For the opposite inequality, we consider the projection s˜, defined to be the supremum
of all projections p in ℓ∞(Y) ⊗¯ L(H) satisfying the inequality 1 ⊗ p ≤ r ⊗ 1, where L(H)
is the von Neumann algebra of all bounded operators on H . If a projection p satisfies the
inequality 1 ⊗ p ≤ r ⊗ 1, then so does the projection (1 ⊗ u†)p(1 ⊗ u), for every unitary
operator u ∈ L(H). It follows that (1 ⊗ u†)s˜(1 ⊗ u) = s˜ for all unitaries u ∈ L(H), so s˜
is in the commutant (C ⊗¯ L(H))′. Since s˜ is also in ℓ∞(Y) ⊗¯ L(H), we conclude that s˜ is
in ℓ∞(Y) ⊗¯ C, a von Neumann subalgebra of ℓ∞(Y) ⊗¯ ℓ∞(Z). Therefore, s = s˜ = p0 ⊗ 1,
for some projection p0 in ℓ
∞(Y). We now calculate that 1 ⊗ p0 ⊗ 1 = 1 ⊗ s ≤ r ⊗ 1, which
implies that 1⊗p0 ≤ r, giving us p0 ≤ q, by the definition of q as a supremum of projections
satisfying this inequality. Finally, we obtain s = p0 ⊗ 1 ≤ q ⊗ 1. 
Proposition A.3.2. Let X1, . . . ,Xp be quantum sets, and let x1, . . . , xp be distinct vari-
ables ranging over X1, . . . ,Xp respectively. For each permutation σ of {1, . . . , p}, and each
primitive formula Φ(x1, . . . , xn), with n ≤ p, we have
J(xσ(1), . . . , xσ(p)) ∈ Xσ(1) × · · · × Xσ(p) |Φ(x1, . . . , xn)K
= (σ−1)∗(J(x1, . . . , xn) ∈ X1 × · · · × Xn |Φ(x1, . . . , xn)K×⊤Xn+1 × · · · × ⊤Xp).
Proof. Proof proceeds by structural induction. To clarify the calculations, we introduce the
notation Yi = Xσ(i) and yi = xσ(i) for i ∈ {1, . . . , p}.
Suppose that Φ(x1, . . . , xn) is atomic. In that case Φ(x1, . . . , xn) is necessarily of the form
R(xπ(1), . . . , xπ(m)), for some natural m ≤ n, for some permutation π of the set {1, . . . , n},
and for some relation R of arity (Xπ(1), . . . ,Xπ(m)). We may extend π to a permutation π˜ of
the set {1, . . . , p} by defining π˜(k) = k for all k in {n+ 1, . . . , p}.
J(xσ(1), . . . , xσ(p)) ∈ Xσ(1) × · · · × Xσ(p) |R(xπ(1), . . . , xπ(m))K
= J(xσ(1), . . . , xσ(p)) ∈ Xσ(1) × · · · × Xσ(p) |R(xπ˜(1), . . . , xπ˜(m))K
= J(y1, . . . , yp) ∈ Y1 × · · · × Yp |R(y(σ−1◦π˜)(1), . . . , y(σ−1◦π˜)(m))K
= (σ−1 ◦ π˜)∗(R×⊤Y(σ−1◦p˜i)(m+1) × · · · × ⊤Y(σ−1◦p˜i)(p))
= (σ−1)∗(π˜∗(R×⊤Xp˜i(m+1) × · · · × ⊤Xp˜i(p)))
= (σ−1)∗(π˜∗(R×⊤Xpi(m+1) × · · · × ⊤Xpi(n) ×⊤Xn+1 × · · · × ⊤Xp))
= (σ−1)∗(π∗(R×⊤Xpi(m+1) × · · · × ⊤Xpi(n))×⊤Xn+1 × · · · × ⊤Xp)
= (σ−1)∗(J(x1, . . . , xn) ∈ X1 × · · · × Xn |R(xπ(1), . . . , xπ(m))K×⊤Xn+1 × · · · × ⊤Xp)
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Suppose that Φ(x1, . . . , xn) is of the form ¬Ψ(x1, . . . , xn) for some primitive formula
Ψ(x1, . . . , xn).
J(xσ(1), . . . , xσ(p)) ∈ Xσ(1) × · · · × Xσ(p) | ¬Ψ(x1, . . . , xn)K
= J(y1, . . . , yp) ∈ Y1 × · · · × Yp | ¬Ψ(yσ−1(1), . . . , yσ−1(n))K
= ¬J(y1, . . . , yp) ∈ Y1 × · · · × Yp |Ψ(yσ−1(1), . . . , yσ−1(n))K
= ¬J(xσ(1), . . . , xσ(p)) ∈ Xσ(1) × · · · × Xσ(p) |Ψ(x1, . . . , xn)K
= ¬(σ−1)∗(J(x1, . . . , xn) ∈ X1 × · · · × Xn |Ψ(x1, . . . , xn)K×⊤Xn+1 × · · · × ⊤Xp)
= (σ−1)∗¬(J(x1, . . . , xn) ∈ X1 × · · · × Xn |Ψ(x1, . . . , xn)K×⊤Xn+1 × · · · × ⊤Xp)
= (σ−1)∗(¬J(x1, . . . , xn) ∈ X1 × · · · × Xn |Ψ(x1, . . . , xn)K×⊤Xn+1 × · · · × ⊤Xp)
= (σ−1)∗(J(x1, . . . , xn) ∈ X1 × · · · × Xn | ¬Ψ(x1, . . . , xn)K×⊤Xn+1 × · · · × ⊤Xp)
We apply lemma A.3.1(1) in the second to last equality. The case in which Φ(x1, . . . , xn) is of
the form Ψ1(x1, . . . , xn)∧Ψ2(x1, . . . , xn) is entirely similar; there, we apply lemma A.3.1(2).
Suppose that Φ(x1, . . . , xn) is of the form ∀x0 ∈ X0.Ψ(x0, . . . , xn) for some quantum set
X0 and some variable x0 that is distinct from the variables x1, . . . , xp, and that ranges over
X0. We extend the permutation σ to a permutation σ˜ of {0, . . . , p} by setting σ˜(0) = 0, and
we write Y0 = X0 and y0 = x0.
J(xσ(1), . . . , xσ(p)) ∈ Xσ(1) × · · · × Xσ(p) | ∀x0∈X0.Ψ(x0, . . . , xn)K
= J(y1, . . . , yp) ∈ Y1 × · · · × Yp | ∀y0∈Y0.Ψ(y0, yσ−1(1), . . . , yσ−1(n))K
= sup{R ∈ Rel{Y1, . . . ,Yp} |
⊤Y0 ×R ≤ J(y0, . . . , yp) ∈ Y0 × · · · × Yp |Ψ(y0, yσ−1(1), . . . , yσ−1(n))K}
= sup{R ∈ Rel{Xσ(1), . . . ,Xσ(p)} |
⊤Y0 ×R ≤ J(xσ˜(0), xσ˜(1), . . . , xσ˜(p)) ∈ Xσ˜(0) × Xσ˜(1) · · · × Xσ˜(p) |Ψ(x0, x1, . . . , xn)K}
= sup{R ∈ Rel{Xσ(1), . . . ,Xσ(p)} |
⊤Y0 ×R ≤ (σ˜
−1)∗(J(x0, . . . , xn) ∈ X0 × · · · × Xn |Ψ(x0, . . . , xn)K×⊤Xn+1 × · · · × ⊤Xp)}
= sup{R ∈ Rel{Xσ(1), . . . ,Xσ(p)} |
(σ˜)∗(⊤Y0 × R) ≤ J(x0, . . . , xn) ∈ X0 × · · · × Xn |Ψ(x0, . . . , xn)K×⊤Xn+1 × · · · × ⊤Xp}
= sup{R ∈ Rel{Xσ(1), . . . ,Xσ(p)} |
⊤Y0 × σ∗(R) ≤ J(x0, . . . , xn) ∈ X0 × · · · × Xn |Ψ(x0, . . . , xn)K×⊤Xn+1 × · · · × ⊤Xp}
= (σ−1)∗(sup{R
′ ∈ Rel{X1, . . . ,Xp} |
⊤Y0 ×R
′ ≤ J(x0, . . . , xn) ∈ X0 × · · · × Xn |Ψ(x0, . . . , xn)K×⊤Xn+1 × · · · × ⊤Xp})
= (σ−1)∗(sup{R
′′ ∈ Rel{X1, . . . ,Xn} |
⊤Y0 ×R
′′ ≤ J(x0, . . . , xn) ∈ X0 × · · · × Xn |Ψ(x0, . . . , xn)K} × ⊤Xn+1 × · · · × ⊤Xp)
= (σ−1)∗(J(x1, . . . , xn) ∈ X1 × · · · × Xn | ∀x0∈X0.Ψ(x0, . . . , xn)K×⊤Xn+1 × · · · × ⊤Xp)
We apply lemma A.3.1(3) in the second to last equality. 
A.4. Quantifying over ordinary sets. Let S be a set. We show that existential quantifi-
cation over ‘S reduces to disjunction in the expected way. We view each element s ∈ S
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as a function {∗} → S, and we write sˆ for the graph relation of ‘s : ‘{∗} → ‘S, i.e.,
sˆ = (‘s)“= E‘S ◦ (‘s × I‘S∗). As usual, we identify ‘{∗} with the monoidal unit 1 of the
dagger compact category of quantum sets and binary relations.
Lemma A.4.1. Let Φ(x, y1, . . . , yn) be a primitive formula, with x ranging over ‘S, and with
y1, . . . , yn ranging over quantum sets Y1, . . .Yn, respectively. Then,
J(y1, . . . , yn) ∈ Y1 × · · · × Yn | ∃x∈ ‘S.Φ(x, y1, . . . , yn)K
=
∨
s∈S
J(y1, . . . , yn) ∈ Y1 × · · · × Yn |Φ(sˆ, y1, . . . , yn)K.
Proof. This lemma follows from proposition 3.3.3. The binary relation ⊤†‘S can be written
as a disjunction
•
=
∨
s∈S


‘s

 .
Therefore,
J∃x∈ ‘S.Φ(x, y1, . . . , yn)K =
∨
s∈S


JΦ(x, y1, . . . , yn)K
‘s · · · · · ·


=
∨
s∈S
JΦ(sˆ, y1, . . . , yn)K. 
Lemma A.4.2. Let Φ(x, x∗, y1, . . . , yn) be a primitive formula, with x ranging over ‘S, with
x∗ ranging over ‘S
∗, and with y1, . . . , yn ranging over quantum sets Y1, . . .Yn, respectively.
Then,
J(y1, . . . , yn) ∈ Y1 × · · · × Yn | ∃(x=x∗)∈ ‘S × ‘S
∗.Φ(x, x∗, y1, . . . , yn)K
=
∨
s∈S
J(y1, . . . , yn) ∈ Y1 × · · · × Yn |Φ(sˆ, sˆ∗, y1, . . . , yn)K.
Proof. This lemma follows from theorem 3.4.2. The identity on ‘S can be written as a
disjunction
‘S =
∨
s∈S


‘s
‘s†

 .
Therefore,
J∃(x=x∗)∈ ‘S × ‘S
∗.Φ(x, x∗, y1, . . . , yn)K =
∨
s∈S


JΦ(x, x∗, y1, . . . , yn)K
‘s ‘s∗
· · · · · ·


=
∨
s∈S
JΦ(sˆ, sˆ∗, y1, . . . , yn)K. 
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