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Introduction. Recently, vector-valued versions of several martingale transform inequalities have appeared. Burkholder [10] has shown that, for example, martingale transforms are bounded on L 2 ( X), where X is a Banach space, if and only if X is a UMD space. That is, whenever (d k ) is an X-valued martingale difference sequence with values in L 2 ( X), it is an unconditional basic sequence there. This also leads to a study of the boundedness of singular integral transforms, such as the Hilbert transform, on L2(X), Burkholder and McConnell [9] and Bourgain [2] proved that the Hilbert transform is bounded on L 2 (X) if and only if X is UMD. Here we give an analogous result, namely the boundedness of martingale transforms and singular integral transforms as operators from L 2 (L 1 ) to L 2 (L q ) when 0 < q < 1. One application of that result is a new proof of the cotype 2 inequality for the space LIIHl [3] .
Complex uniformly convex spaces were studied in [12] . There martingales of a special form were utilized to provide renorming theorems analogous to those of Pisier [18] in the (real) uniformly convex case. In analogy with the real case, for cotype it is shown here that LIlY is isomorphically complex uniformly convex whenever Y is a reflexive subspace of L 1 • This uses the Hilbert transform result cited. This contrasts with the cotype 2 property for Ll1 HI since Ll1 HI cannot be renormed to be complex uniformly convex (e.g., Pisier's example in [12] ).
The final section of this paper contains a small result concerning the convergence in Ll(TN) and a.e. of series of the form "Lfk (8 1 , . .. , 8k_l)ei8k = f (8) in the case IlfllL < 00. This contrasts with the failure in general of martingales to converge in
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1. MT operators. D. Burkholder has been studying the class of Banach spaces in which martingale difference sequences are unconditional basic sequences. Among other things, he has shown that these are the spaces in which martingale transforms are bounded, and in which the vector-valued Hilbert transform is bounded the same way it is in the scalar case. In § §2 and 3 of this paper, we shall want to know that the vector Hilbert transform is bounded as an operator from L 2 (L 1 ) to L 2 (L q ) for some q E (0,1). For this, we can prove a more general result following very closely the lines of Burkholder's arguments in [9 and 10] . Since Lq is only quasinormed in the range 0 < q < 1, some care must be taken in claiming the equivalences in Theorem 1. 1 .
In what follows, (0, ff, P) is a probability space, (ff k ) is an increasing sequence of sub a-algebras of ff, f = (fn) is an X-valued martingale adapted to (ff k ) and However, since Y is only assumed to be quasinormed, we have lost Jensen's inequality and cannot, therefore, claim ~hat IIAgll = limllAgnli. In Burkholder's works cited, it is shown that MT spaces are those for which martingale transforms by constant sequences are bounded. That is, IIL£kdkllp ~ CilLdkll p is adequate to derive (1.1). That would be obvious here as well if Y were assumed to be normed, but it is not apparent a priori. Since the first version of this paper was written, D. Trautman [20] has shown that an operator is an MT operator if and only if it is a UMD operator. That is, in ·what follows, it is sufficient to consider nonrandom martingale transforms of the form L£kAdk valued in Y where £k = ± 1 for all k.
The following result follows almost exactly the reasoning of Burkholder in [10] . Details are included for completeness, and to indicate the changes in Burkholder's arguments demanded by the fact that Y is only quasinormed, and not normed. 
v and g be as above with f starting at ° as in [10] . We shall show, with
Take independent copies of (j, v, g) on some space ~ and call these copies 
We need to see that P[AG* > 1] = 1. For this, notice Let Uk = l[lL<k<;;pl\<1j which is Ak_cmeasurable. Define ifJn to be the transform of
Let h" be the transform of h n by {ud and use Iia + f3lly ~ (l/K)llally -11f3lly to see that
using (b) and (1. 7). It follows that
by Lemma 7.1 of [8] . We now return to the desired inequality for Ag. Since
Ag lI = h n + Lk~l ukAb k , we see that 00 00
(1.9)
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Note that the d 2 condition and (1.6) give us
and that CPn = In -'Yn together with (1.6) gives us
Putting together (1.9), (1.10) and (1.11) we finally arrive at the desired inequality Further, since A is bounded, hence continuous, and since II· II y is a continuous quasinorm, We need to produce from Ld k an L!-bounded martingale, and so we need to control the jumps of the dk's. We will control the martingale difference sequence Zk -Ek-1Zk, where Zk = dkIBk = dkIAknBk The zk'S are disjointly supported, and
and consider the martingale difference sequence 
Let S be the event PROOF. We prove that there is a constant M such that for all n and all X-valued martingales G n = Lk=l a k , (1.15) For this proof, it is convenient to use the result of Trautman [20] mentioned above that it is sufficient to consider only nonrandom martingale transforms, i.e. G n = Lk_l£kakwith£k= ±lforallk.
The first part of the proof shows that it is enough to prove (1.15) for dyadic martingales defined on [0,1]. The argument is a standard perturbation one. Since G" and the ilk's are strongly measurable, we can, for any 11 > 0, choose finite subfields, ff;k c ff;k + l' such that (1.16) Set Bk = E(Gnl.%k) -E(Gnl.%k-l) and Ck = Ilk -Bk, so that IICklk",(x) ~ 2 -k 1111G,,1I Loc(X) by (1.16 ). One has
where K is the" triangle inequality" constant for Xa.
Next, since each ff;k is a finite field, we may as well assume that Q is [0,1]. Let 9 k denote the usual dyadic field, i.e., Since we use a somewhat more complicated version in the proof of Theorem 3.2, and for the sake of completeness, we include here a sketch of Burkholder's approximation argument [9] . Let f E Ll(X) and let u be its Poisson integral in the disc {Izl < I}. Let {r k } denote the Rademacher functions on [0,1], 8> 0 and 
It is possible, since r > 1, to replace g by a function gl :;. g with Ilglllr ~ 2, which is an Al weight in the Muckenhoupt sense. Thus, gi ~ cg l , where gi is the maximal function. Since gl is an Aoo weight, it follows from [21] that for fixed w Integrating in w, the proof is easily completed from Holder's inequality.
The reader familiar with applications of Brownian motion to such questions will recognize that the above is an approximation of the formulas (1.28) u{Zt) = { uxdXs + I uydY, and u{Zt) = it UxdXs -I uydY" where Zt is a Brownian motion starting at 0 in the plane and stopped at the boundary of the disc, and where (1.28) comes from the Ito calculus.
It is Corollary 1.4 which we shall want to use in later sections, in particular for the boundedness of the Riesz projection in this vector-valued setting.
2. Cotype 2 of Ll/ HI revisited. The results of the previous section can be used to give a shortened proof of the fact proved in [3, 6] that Ll/Hl has cotype 2. That is, if (E) denotes an independent sequence of Bernoulli variables, and if (fj) is a sequence in Ll/H?, then (2.1) The major advantage of the proof given here is the explicit nature of the lifting of LfjEj to L l .
The fact that the cotype 2 inequality holds in Ll is classical, and scalar (Khintchine's inequality). An obvious line of attack, then, is to lift the expression L fjEj to Ll (L l ) and then to use that inequality. The difficulty is that good liftings are no longer necessarily of the form L ~Ej' and this is the point to be overcome by the previous theorem. THEOREM 
F( E) be a lifting of LfjEj to Ll(E, Ll(T» such that liF(E)IIL1(T) < (l + a)liLfjE)IL1/Hp
for each 10, where a is small. Expand F(e) in its Walsh series: 21 .BI=k so that q( 'P) = fj, and so that 'Po and 'Pp are in H I O when I.BI ~ 2. Define
Fix X > 0 and let «1> be an outer function on the disc D = {Izl ~ 1} such that 1«1>1 = h + X on T. Let ffil_ denote the negative Riesz transform, i.e. the projection onto [eikDlk ~ 0] on the circle. It is clear that
Setting a = t in Corollary 1.4, we get
Since ffil_(<<1>-1/ 2 F(e» is in the span of the Rademacher functions, and since, by Khintchine's inequality the L1/2 and Ll norms agree up to a constant there, we have e > 0 such that (2.3) by (2.2) and the Cauchy-Schwarz inequality. By the definitions of hand CP, the right-hand side of (2.3) is dominated by Also, 2 -1/2(I:llfjIl2)1/2 ~ J(I:I'JI')2)1/2; so, by letting X -+ 0, we obtain the desired inequality (2.1).
The advantage of this proof is the "explicit" form, cp1/2~_[cp-I/2F(E)], of the lifting of I: fjEj from LII H? to L I .
3.
Complex uniform convexity. In [12] , notions of complex uniform convexity were introduced. In particular, a (complex) Banach space X is called uniformly PL-con-
In that paper, it was shown that spaces such as L I , C I (the trace class), and duals of C *-algebras are all uniformly PL-convex. It was also shown that uniformly PL-convex spaces have some cotype. In contrast to the result of the previous section here, it was also shown, using a result of Pisier, that the space LII HI cannot be renormed to be uniformly PL-convex. The reason, roughly, that this occurs is that good complex martingales with values in LII HI cannot generally be lifted to good martingales with values in L I .
The renorming theorems of Enflo [14] and Pisier [18] have complex analogs in [12] . Here we look again at these renormings and use Corollary 1.4 to prove that the quotient spaces LIlY are uniformly PL-convex whenever Y is a reflexive subspace of L I • For this section, we do not need the full generality of uniform PL-convexity, but just the notion of 2-uniform PL-convexity: (3.2) for all x, y E X where p > 0 depends only on X. To avoid the cumbersome terminology, we shall call spaces satisfying (3.2) 2-cuc spaces (complex uniformly convex).
We first want an analog of Pisier's renorming theorem [18] via martingales. This result appears in [12] , but the martingales there are defined a bit differently. The proof is as in [12] . Some remarks are needed concerning the form of the martingales. The dependence on the two-point spaces, D, in the product is used to guarantee that (3.5) yields a norm. The dependence on the copies of the circle T is used to give the 2-cuc property from inequality (3.4). The class :F, then, is the smallest class of martingales closed under pasting together of these two requirements.
If one insisted that the terms on the right-hand side in (3.4) included the even-numbered terms, then Pisier's theorem would force X to be uniformly convexifiable with modules ce 2 • This is, of course, stronger than the 2-cuc property.
It js also clear that a 2-cuc space satisfies (3.4) . One simply uses the inequality (3.2) repeatedly on martingales in :F dropping the even-numbered terms as they occur by expectation.
The main result of this section is is called an analytic martingale. Bourgain has used these and their multi-indexed forms, for example in [5] , to show that the polydisc algebras A(Dn) and A(Dm) are nonisomorphic when n "* m.
In this section, we give a result based on transference principles which yields the convergence of these martingales in Ll(Sl). Averaging this inequality over all choices of (f k ), one obtains 
(T).
Analytic martingales are just martingale transforms of the independent Steinhaus sequence (ei(Ji). One might be tempted to think that this independence is the cause of the validity of (4.2). That is not the case, though, since the martingale "double or nothing" is a martingale transform of the independent Bernoulli sequence, and this is the simplest example of a martingale for which IWII L J fails to be equivalent to
II S(F)IIL J '
The immediate consequence of the proposition is One can prove these assertions in several ways, but it is probably best to simply note that such results were proved by Burkholder in [7] . The interest in this result comes from the fact that general martingales cannot be assumed to converge in L I • The work of G. Edgar in [13] can also be applied to this special class of martingales to obtain Corollary 4.3.
