INTRODUCTION
In this paper we consider application of an approximation derived in Fraser and Reid (1995) to the problem of constructing inference for the mean of a gamma distribution with unknown shape. The development in Fraser and Reid (1995) is substantially more general than is required here, and this obscures to some extent the simplicity of the method. Section 2 describes the general method and its application to the gamma mean problem, and some numerical comparisons with other approaches are provided in Section 3. The remainder of this section describes the gamma mean model and reviews several approaches suggested in the literature.
Consider a sample ( The log-likelihood function in terms of 0 = (3, Ci) is 1(0) = 1(4, ) = -n log F(P) + no log 0 -no log g + tl -t2.
For later reference, the first and negative second derivatives of 1(0) are (1(0) (-ng(P) +n +n log P -n log +t + t -loo( 0 ) - Fraser and Reid (1995) used tangent exponential models to derive a fairly simple third-order approximation to the significance level for testing an interest parameter. An advantage of the method is that it needs only maximum-likelihood estimates and observed information for a recalibrated parameter. As we will see below, for inference about a ratio of canonical parameters in an exponential family model the approximation is the same as that derived by Barndorff-Nielsen (1986). The relationship between the two approaches in more general settings is the focus of as yet unpublished work by Wu, Reid and Fraser. EXAMPLE 2. In order to examine smaller significance levels than those attained in Example 1, it seems appropriate to increase the sample size. The 95% confidence intervals are recorded in Table 3 for six different approximation methods: the first-order method, Shiue and Bain's (1990) Weibull approximation, the method of parameter averaging, Jensen's third-order method, and the third-order methods from Equations (13) and (14) 
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