This paper formulates interferometric image reconstriiction as a 2D absolute phase estimation problem The original phase image is modeled as a sample of a Gauss Markov random field; the observations are the noisy in-phase (cosine) and quadrature (sine) images. The proposed solution combines features of the iterated conditional modes algorithm with nonlinear stochastic absolute phase estimation concepts. Examples of important applications are: interferometric synthetic aperture radar, optical iinterferometry, magnetic resonance imaging, and diffraction tomography.
INTRODUCTION
In interferometric imaging techniques, information concerning the observed objects is inferred from absolute (not simply modulo 27r) phase measurements:
In interferometric synthetic aperture radar (InSAR), phase measurements are used to produce topographic maps; specifically, phase differences are proportional to the elevation of the observed terrain (see, e.g., [I] and 12)).
Similarly, in optical interferometric .imaging, phase differences are used to infer the position of each point of a surface under inspection (see, e.g., 131 and (41).
In magnetic resonance imaging (MRI), absolute phase measurements are necessary, e.g., to increase the dynamic range of phase contrast velocity images 151, 161. In diffraction tomography, to obtain the complex logarithm of a normalized field, the determination of its absolute phase is needed (71.
Conventional techniques use a two step procedure: 1) determination of modulo 2a phase values (the wrapped 2) phase unwrapping based on some heuristic or ad hoc
To deal with interferometric image reconstruction in a systematic way, a Bayesian estimation appioadi is adopted in this paper. Accordingly, a probabilistic observation model and structured prior knowledge concerning the original image are needed. 
Observation model
The (base-band) observation model depicted in Fig. 1 captures the essential features of the data acquisition mechanisms used in the class of problems we are considering.
The observations y' = {Y:~} and ys = {yfJ} are the inphase (cosine) and quadrature (sine) images, associated to the phase field x = { x ,~} , with additive white Gaussian independent noises n' = {z:~} and ns = {xtJ}, respectively; for simplicity, homogeneous noises of variance U* are assumed. The (pixel-wise) observation model is then
Original image model
We take the original image/surface as a sample of a causal Gauss-Markov random field (GMRF) [SI, [9] , specifically, the one generated according to the following 2D autore-
gressive (AR) model
where the uLLI's are i.i d. Gaussian variables of zero mean and variance p'. Although simple, model (2) expresses surface continuity in a formal way, and can easily be extended in several directions. 
Estimation criterion
The problem consists iii estimating the original image based on the models and assumptions above stated. We adopt the maxzmum a posterzora (MAP) estimation criterion, i.e., 
where p(x) is the joint probability density function of the causal GMRF and where, fiom (I), 
where N(a, hi2) stands for a Gaussian density of mean CL and variance if2; in the sequel, we shall denote the mean of (IO) as T ,~ Filtering s t e p As stated in (9), the prediction density is updated by multiplying it by the obseivation factor. The estimate is obtained by maximizing the iesulting filterang densaty. 5 shows the reconstructed phase image provided by the nonlinear algorithm from the noisy observations of Fig. 3 . Notice the ability to follow the true phase surface, even though it contains a deterministic component (the previously mentioned Gaussian-shaped elevation) which is not taken into account in the prior model. This reveals a certain degree of robustness against model mismatch.
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Linearized Algorithm
The classical solution to phase tracking is the p h a s e locked loop, which is equivalent to the eztended K a J m a n f i l t e r (EKF) applied to the class of models herein considered [ll] . In the EKF there is no representation of the olbservation factor as in (11); instead, the nonlinear observation model is linearized, in each step, around the mean of the prediction density. As a consequence, the observation factor looses its periodic structure, reducing to the Gaussian form with variance q!$j and mean given by
The maximum of (20) is then simply its imean, 
FINAL REMARKS
Whereas the observation model captures the essential features of interferometric imaging, the assumed image prior can be considered simplistic. The reasons that led to its adoption are severalfold: it formalizes (in Bayesian estimation context) surface continuity; it yields feasible algorithms; it can easily be generalized in a variety of directions.
Future research will consider: non-causal GMRF priors and discontinuity detection, where approaches related to the ones proposed in [13] and [14] will be pursued. Cycle slipping, a phenomenon common to all phase estimation problems, may raise additional difficulties which will have to be addressed.
