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We study the general solution of the Fokker-Planck equation in d dimensions with arbitrary space
and time dependent diffusion matrix and drift term. We show how to construct the solution, for
arbitrary initial distributions, as an asymptotic expansion for small time. This generalizes the well-
known asymptotic expansion of the heat-kernel for the Laplace operator on a general Riemannian
manifold. We explicitly work out the general solution to leading and next-to-leading order in this
small-time expansion, as well as to next-to-next-to-leading order for vanishing drift. We illustrate
our results on a several examples.
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1 Introduction
1.1 Motivation
When studying stochastic processes, a central equation is the Fokker-Planck equation, with its dif-
ferent versions also known as forward and backward Kolmogorov equations. An extensive discussion
of this equation can be found in the book by Risken [1].
In the simple, one-dimensional case, the Fokker-Planck equation can be written as
∂
∂t
ρ(t, x) =
∂2
∂x2
[D(t, x)ρ(t, x)]− ∂
∂x
[f(t, x)ρ(t, x)] . (1.1)
It corresponds to an Ito stochastic differential equation for a single random variable Xt driven by a
standard Wiener process Wt,
dXt = f(t,Xt)dt+ σ(t,Xt)dWt , (1.2)
if we identify ρ(t, x) as the probability density of the random variable Xt, and relate the diffusion
coefficient D to σ through D(t, x) = σ2(t, x)/2. The quantity f is referred to as the drift or drift
force. A standard reference is [2]
From the physical point of view, the solution of the Fokker-Planck equation (in d dimensions)
describes a diffusion process, possibly in the presence of a drift force. For vanishing drift and
constant diffusion coefficient D, the solution corresponding to an initial distribution concentrated
at a point ~y (i.e. ρ(0, ~x) = δ(d)(~x− ~y)) is well-known:
ρ(t, ~x) =
1
(4piD t)d/2
exp
(
− |~x− ~y|
2
4D t
)
. (1.3)
This shows immediately that the expectation value of the distance |~x−~y| grows as √t, characteristic
for a Brownian motion.
In many simple situations the drift force may depend on space and vary with time, while the
diffusive behaviour is described by a single diffusion constant D or, in a non-isotropic medium,
by a constant diffusion matrix Dij. More generally, in inhomogeneous media, the diffusion matrix
may actually depend on the space-point. But the diffusive system described by the Fokker-Planck
equation can be much more general, with the “space coordinates” xi not corresponding to any
physical space, but to more general variables. Thus, in economics for example, the use of Fokker-
Planck equations is rather widespread with the “coordinates” corresponding to certain macro-
economical variables, the diffusion matrix being implicitly determined from yet other data that, in
particular, also depend on time (see e.g. [3]). It is thus natural to study the Fokker-Planck equation
with a very general space and time dependent diffusion matrix (and drift force).
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Simple time dependent diffusion constants have much been considered to take into account
certain anomalous diffusion behaviours [4] in some (bio- or chemo-) physical systems (see e.g. [5]).
Also, solutions for certain simple time-dependences have been established,1 but not much seems to
be known about general time-dependent diffusion matrices.
1.2 Outline of our approach
The general problem we consider in this note is to construct the solution of the general Fokker-
Planck equation with an arbitrary initial condition,
∂
∂t
ρ(t, x) = Dxρ(t, x) , ρ(t0, x) = ρ0(x) , (1.4)
where x is short-hand for coordinates x1, . . . xd in a d-dimensional space and Dx is a time-dependent
second-order differential operator2 acting on x:
Dx = Gij(t, x)∂i∂j +Bi(t, x)∂i + C(t, x) , (1.5)
where ∂i =
∂
∂xi
. We use the convention that a repeated upper and lower index is summed (from 1 to
d). For reasons to become clear, we have called the diffusion matrix Gij rather than Dij, the drift
force is called Bi, and we have also added a “scalar” term C. As explicitly indicated, in addition
to the space-dependence of the coefficients Gij, Bi and C, we also allow them to vary with time.
Obviously, Gij = Gji and we will require that it is positive and thus in particular non-degenerate.
We also assume that the space described by the coordinates xi has no boundary,3 so we do not need
to provide any (spatial) boundary conditions. Of course, with respect to time we have the initial
condition ρ(t0, x) = ρ0(x). In the following we will often not explicitly write the arguments t and
x of the coefficients G, B and C. The Fokker-Planck equation (1.4) with the differential operator
written in the form (1.5) is also referred to as the backward Kolmogorov equation.
To construct the solution of (1.4) for an arbitray initial distribution ρ(t0, x) = ρ0(x) it is most
convenient to find the corresponding “Fokker-Planck kernel” or generalized heat kernel K(t, x; t0, y)
satisfying
∂
∂t
K(t, x; t0, y) = DxK(t, x; t0, y) , K(t, x; t0, y) ∼ e−V (t0,y) δ(d)(x− y) , as t→ t0 , (1.6)
1 In particular, a time-dependence of the diffusion constant of the form D(t) = α tα−1D˜ can be trivially removed
by a change of variables τ = tα, which then implies that the mean distance |~x − ~y| grows as √τ = tα/2, a result
referred to as anomalous diffusion.
2Of course, D is not to be confused with the diffusion constant.
3 The fact of having no boundary has to be appreciated in the geometry determined by Gij , as explained below,
and not simply in terms of the coordinates.
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where V (t, x) is some a priori arbitrary function so that
dµx(t) = e
V (t,x)ddx (1.7)
defines an “appropriate” measure on our space, at time t. Obviously then, the solution of (1.4) is
ρ(t, x) =
∫
dµy(t0)K(t, x; t0, y) ρ0(y) =
∫
ddy eV (t0,y) K(t, x; t0, y) ρ0(y) . (1.8)
Note, that one uses the integration measure at time t0. Let us insist that this provides the solution
to the Fokker-Planck equation (1.4) with (arbitrary) initial condition ρ(t0, x) = ρ0(x) for any choice
of the real function V . We will see below that the most convenient choice will be in terms of the
determinant of the diffusion matrix Gij at the initial time t0:
e−2V (t,x) ≡ e−2V (x) = detGij(t0, x) , (1.9)
so that V is time independent.4
In the literature one often finds the alternative form of the Fokker-Planck equation for ρ or K
with the second-order differential operator Dx written as
∂
∂t
K = DxK , DxK = ∂i∂j
(
GijK
)
+ ∂i
(
B˜iK
)
+ C˜K . (1.10)
This form is also called the forward Kolmogorov equation and it is equivalent to (1.4) or (1.6) with
the coefficients simply related by Bi = B˜i + 2∂jG
ij and C = C˜+∂iB˜
i +∂i∂jG
ij. However, the most
useful rewriting of the differential operator Dx is to decompose it as5
Dx = D(1)x +D(2)x , D(1)x = e−V ∂i(eVGij∂j) + C , D(2)x = Ai∂i , (1.11)
with
Ai =
(
Bi − ∂G
ij
∂xj
−Gij ∂V
∂xj
)
. (1.12)
Clearly, D(1)x is a self-adjoint differential operator with respect to the measure dµ = eV ddx. We see
that Dx can only be self-adjoint if Ai = 0 so that D(2)x vanishes, i.e. if Bi is chosen appropriately.6
For self-adjoint Dx quite powerful tools are available to study and constuct solutions of (1.4).
In particular, for time-independent Gij, V and C, if λn and ϕn(x) are the eigenvalues and real,
4It might seem even more natural to choose the time dependent e−2V (t,x) = detGij(t, x). While this would be
just as good a choice and leads to the same set of equations (2.15) and (2.16), their final rewriting as (2.20) and
(2.21) would be more complicated.
5 The ∂i in D(1)x obviously is meant to act on everything to its right, including the function on which D(1)x is
applied.
6 To appreciate the physical meaning of this condition, note that for Gij = Dδij (with constant D) this simply
means that the drift force Bi derives from a potential ∼ V .
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orthonormalized eigenfunctions of the self-adjoint Dx, then the kernel K is the usual heat kernel,
given by (see e.g. [6])
K(t, x; t0, y) =
∑
n
e−(t−t0)λnϕn(x)ϕn(y) , for time-independent, self-adjoint Dx , (1.13)
which, of course, is time translation invariant. Note that for general time-dependent coefficients
G, A and C, the kernel K obviously is not time-translation invariant, i.e. K(t, x; t0, y) depends on
t and t0 separately, and not just on the difference t− t0.
Much of the literature is concerned with the large-time asymptotics of the solutions of the
Fokker-Planck equation and the question of whether and how a given initial solution ρ(t0) tends
to an equilibrium solution ρ∞ as t → ∞, see e.g. [7]. This question is equivalent to establishing
the large-time asymptotics of the kernel K. Clearly, for self-adjoint Dx with time-independent
coefficients, the large-time asymptotics is controlled by the smallest non-vanishing eigenvalue of
Dx. But many interesting questions are less concerned with what happens at infinite time but, on
the contrary, with the evolution on relatively small time scales. For this, one wants to know the
small-time asymptotic expansion of the kernel K.
For the special case Ai = C = 0 and the choice (1.9) for V , the differential operator Dx = D(1)x
is just the scalar Laplace operator on a Riemannian manifold with inverse metric tensor being Gij.
If moreover Gij is time independent, the corresponding heat kernel K has a well-known asymptotic
expansion for small time intervals t− t0, given in terms of geometric expressions (geodesic distance,
curvature tensors, etc), see e.g [8, 9]. This small-time expansion is based on a very physical intuition:
for short time intervals, the “particle” or the configuration described by the point x cannot diffuse
far from its original point y. Thus only the small-scale structure of the manifold on which the
diffusion takes place can be important. But at small scales any Riemannian manifold looks almost
like flat space. Thus the heat kernel can be constructed as a “perturbation” of the flat-space heat
kernel which is the well-known7
Kflat(t, x; t0, y) =
1
(4pi(t− t0))d/2 exp
(
− (x− y)
2
4(t− t0)
)
, (1.14)
where (x− y)2 = Gij(x− y)i(x− y)j is the squared flat-space distance between x and y.
Our goal here is to similarly construct the asymptotic small-time expansion of the solution of
(1.6) with general space and time dependent Dx as given by (1.5), (1.10) or (1.11). Even though
this Dx is not self-adjoint and less a Laplace operator on a Riemannian manifold, an underlying
7 Following the mathematical literature, we consider times and distances as dimensionless quantities. Otherwise
one would need to include a diffusion coefficient D with units m
2
s by replacing t→ Dt, cf (1.3). Also, the form (1.14)
implies that the coordinates are scaled such that for x close to y we have Gij ' δij .
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geometric picture will nevertheless be helpful as a guide for our construction. The reason is that the
dominant short-time behaviour is governed by the two-derivative term ∼ Gij∂i∂j, while the other
terms only are sub-dominant. Moreover, for the dominant short-time behaviour we may replace
Gij(t, x) by
Gij(t0, x) ≡ gij(x) , (1.15)
which we can interpret as a standard inverse metric tensor on a Riemannian manifold. (As usual,
we denote the metric tensor by gij and its inverse by g
ij, so that gikg
kj = δji .) Thus we expect that
one can obtain an asymptotic expansion of K as
K(t, x; t0, y) = K0(t, x; t0, y)F (t, x; t0, y) , F (t, x; t0, y) =
∑
r≥0
(t− t0)rFr(t0, x, y) , (1.16)
with F0(t0, y, y) = 1 and
K0(t, x; t0, y) =
1
(4pi(t− t0))d/2 exp
(
− `
2(x, y)
4(t− t0)
)
, (1.17)
where `(x, y) is the geodesic distance8 between x and y, i.e. the length of the shortest path between
x and y as measured with the metric gij (which equals (G
−1)ij at t = t0). For the convenience
of those readers who are not familiar with Riemannian differential geometry, we recall some basic
notions9 in appendix A.
In the following, to simplify our notations, we will assume that the origin of time is chosen such
that
t0 = 0 , (1.18)
so that t− t0 → t and we suppress writing the dependence on the initial time t0, i.e.
K(t, x; t0, y)→ K(t, x, y) , Fr(t0, x, y)→ Fr(x, y) , for t0 = 0. (1.19)
Note that our ansatz (1.16) and (1.17) implies that the leading short-time behaviour of K is
given by K0. Since `
2(x, y) = gij(y)(x − y)i(x − y)j + O((x − y)3), one sees that K0 vanishes
exponentially unless x − y is at most of order √t. Thus, the small t expansion also is a small
(x − y) expansion. This implies that to leading order in t, we can simply replace `2(x, y) by
gij(y)(x−y)i(x−y)j = (G−1)ij(0, y)(x−y)i(x−y)j and to this leading orderK(t, x, y) ' K0(t, x, y) '
1
(4pit)d/2
exp
(
− (G−1)ij(0,y)(x−y)i(x−y)j
4t
)
' Kflat(t, x, y), which is a well-known result, see e.g. in [1].
In this paper, in sect. 2, we will establish an infinite hierarchy of differential equations for
the small-time coefficients Fr (sect 2.2) that, in principle, can be solved straighforwardly as an
8 We write `2(x, y) instead of [`(x, y)]2.
9A pedestrian introduction to some of the geometric quantities involved and how they transform can also be found
in chapter 4 of ref. [1].
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expansion in (x − y) ' √t to any desired order (sect 2.3). While the leading order (sect 2.1) is
given by K0, in sect 2.3.1 we will provide the explicit general form of the next-to-leading order
corrections ∼ t ∼ (x − y)2. This means, at this order, we will determine F0(x, y) in an expansion
around y up to and including terms of order (x − y)2 ' `2(x, y) and give F1(y, y). In sect 2.3.2
we also work out the next-to-next-to-leading order corrections ∼ t2 ∼ t(x− y)2 ∼ (x− y)4 for the
somewhat simpler case of vanishing drift force, and using normal coordinates, determining F0(x, y)
to order (x − y)4 ' `4(x, y), F1(x, y) to order (x − y)2 ' `2(x, y) and F2(y, y). Then, in sect. 3
we work out a few examples. Some of them are trivial in the sense that they can be solved exatly
by some “trick”. This provides a rather non-trivial check of our general results. We also provide a
generic example to show how our formula works in general. As already mentioned, appendix A.1
gives some pragmatic introduction to the notions of Riemannian geometry we use, appendix A.2
provides some details on Riemannian normal coordinates, while in appendix A.3 we work out a few
formulae related to the geodesic length needed in the main text.
1.3 Some clarifying comments
The reader only interested in our results may safely skip this sub-section.
At this point one might wonder whether it is not much easier to just iteratively solve the Fokker-
Planck equation (1.4) for ρ(t, x). Indeed, one might just Taylor expand ρ(t, x) in t around t0 = 0
and use repeatedly (1.4) to obtain the higher derivatives, e.g. ∂
2
∂t2
ρ = ∂Dx
∂t
ρ + D2xρ, etc. This is
equivalent to expressing the solution as the Dyson series using the time-ordering10 T :
ρ(t, x) = T
[∑
n≥0
1
n!
(∫ t
0
dt′Dx(t′)
)n]
ρ0(x) . (1.20)
Ultimately, if we are only interested in the solution ρ for one given initial condition ρ0, this is
equivalent11 to to our construction of the kernel K(t, x, y) and evaluating
∫
K(t, x, y)ρ0(y)dµy.
However, if we want to obtain the kernel K itself, the corresponding Dyson series would read
K(t, x, y) = T
[∑
n≥0
1
n!
(∫ t
0
dt′Dx(t′)
)n](
e−V (0,y)δ(d)(x− y)) , (1.21)
10 The time-ordering T [Dx(t1) . . .Dx(tn)] is defined to yield the product of the differential operators Dx(ti) ordered
with the operators having the larger time arguments to the left of those with the smaller arguments.
11 To see how the two very different looking approaches are related, consider just the simplest case with
Dx = δij∂i∂j = ∆ the flat-space Laplace operator. Then K is just the flat-space Kflat of (1.14) and to evalu-
ate
∫
ddyK(t, x, y)ρ0(y) =
∫
ddy 1
(4pit)d/2
e−(x−y)
2/(4t)ρ0(y) with a smooth ρ0(y) one Taylor expands the latter around
x and performs the Gaussian integrations. This gives ρ0(x) + t∆ρ0(x) +
t2
2 (∆)
2ρ0(x) + . . .. On the other hand, with
the present time-independent Dx, the time-ordering in (1.20) is irrelevant and it simply reads ρ(x) = et∆ρ0(x) which,
upon expading in t, gives the same result.
6
giving K as a sum of highly singular distributions. Formally, we could regard this as the Taylor
expansion in t of K(t, x, y) around the singular value t = 0 with the higher coefficients more and
more singular. These remarks should make clear why we did not persue this avenue but rather
construct K(t, x, y) as a perturbation around the well-defined (for t 6= 0) K0(t, x, y).
We end this introduction with some remarks on the geometric picture. First, let us explain why
it is very natural that the diffusion matrix Gij or Gij(t0, x) = g
ij(x) plays the role of a an inverse
metric. To make the argument simple, assume that Bi = C = 0 and that gij(x) = γi(x)δ
ij is
diagonal so that
∂
∂t
ρ =
(∑
i
γi(x)
∂2
∂(xi)2
)
ρ . (1.22)
Then, for a “particle” initially at x, diffusion in the i-direction proceeds with an effective diffusion
constant γi(x) and, hence, in a given (infinitesimal) time interval δt, the particle will diffuse by a
coordinate-distance δxi ∼√δt γi(x) in the i-direction. Similarly, if the diffusion takes place in the
j-direction, during the time interval δt it will diffuse by a coordinate-distance δxj ∼√δt γj(x). The
reason for these different behaviours can be reinterpreted by saying that the particle always diffuses
by the same “true” distance δd ∼ √δt in any direction and that the true distance in the i-direction
at x is δx
i√
γi(x)
and, similarly, the true distance in the j-direction is δx
j√
γj(x)
. Thus the true distance
squared (δd)2 between any two nearby points with coordinates xk and xk + δxk is (δd)2 =
∑
k
(δxk)2
γk(x)
.
Given our assumption about the diagonal form of gij(x), its inverse gij(x) =
1
γi(x)
δij is also diagonal
and we can write for the true distance squared
(δd)2 =
∑
i,j
gij(x)δx
iδxj . (1.23)
But this precisely is the definition12 of a metric tensor gij: it tells us what is the true distance-
squared between the point with coordinates xi and the infinitesimally close point with coordinates
xi + dxi.
In many applications, this geometric point of view will be useful, if not necessary. The co-
ordinates xi are certain parameters on which the distribution ρ depends and one might want to
reformulate the problem in terms of new parameters x
′i that are defined as appropriate functions
of the old ones: x
′i = f i(xj). This is a general coordinate transformation and it is then necessary
to know how the coefficients of the differential operator Dx in (1.4) and (1.11) transform. We al-
ready mentioned that gij is an inverse metric and Gij indeed transforms as a tensor, while (with
12 Again, if we use dimensionless times and distances, the γi are dimensionless, and so is the metric tensor. If,
however, we measure times in seconds and distances in meters, then the γi have units m
2/s. Thus the metric gij has
units s/m2. This could be avoided by factoring explicitly some overall (inverse) diffusion constant D−1.
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e−2V = detij Gij), the Ai transform as a vector:13
G
′kl(t, x′) = Gij(t, x)
∂x
′k
∂xii
∂x
′l
∂xj
, A
′k(t, x′) = Ai(t, x)
∂x
′k
∂xi
. (1.24)
We have already argued why the diffusion matrix Gij(t, x) at fixed t should be interpreted as
an inverse metric on a space with coordinates xi, turning the diffusion problem on flat Rd into
a geometric problem on an a priori curved Riemannian manifold. This latter could even have a
non-trivial topology, as can be seen on the following simple example where the diffusion actually
takes place on the sphere. Suppose we have just 2 coordinates x1 and x2 in the plane R2, and the
diffusion matrix is time-independent and equals Gij(x) = gij(x) = [1 + (x1)2 + (x2)2]2 δij. Then
gij =
1
[1+(x1)2+(x2)2]2
δij and the infinitesimal distance ds between two points of coordinates xi and
coordinates xi + dxi is given by ds2 = gijdx
idxj = (dx
1)2+(dx2)2
[1+(x1)2+(x2)2]2
. If instead of x1 and x2 we use
polar coordinates r and φ on the plane we get ds2 = dr
2+r2dφ2
(1+r2)2
. It is easy to show that this exactly
corresponds to the standard two-dimensional sphere described by the stereographic projection14
on the plane, with r = 0 corresponding to the south pole and r → ∞ to the north pole. It is
the singularity of the metric at r → ∞ (gij vanishes and gij diverges) which makes it possible to
describe the compact sphere by the non-compact plane. Physically, this singularity corresponds to
a diverging diffusion matrix.
Finally, let us come back to our assumption that the space has no boundary. This has to
be appreciated in the geometry as determined by the metric gij. In the previous example, the
“boundary at r = ∞” just corresponds to an ordianry point on the sphere. As another example,
consider g11 = 1, g22 = (x
1)2, g12 = g21 = 0 with 0 ≤ x1 and 0 ≤ x2 < 2pi and periodic identification
of x2 with x2 + 2pi. Then x1 = r and x2 = φ are just standard polar coordinates on the plane and
there is no boundary contrary to what the condition x1 = r ≥ 0 might have suggested.
13 Note that it is Ai that transforms as a vector and not Bi. This remains equally valid with our time-independent
choice e−2V (t,x) = detij Gij(t0, x).
14 The stereographic projection is obtained by “posing” the south-pole of the two-sphere on the origin of the plane
and imagine a straight line through the north pole and any given point P of the sphere. The coordinates of the point
where this line intersects the plane are the stereographic coordinates of the point P . This works for all P except the
northpole which is projected “to infinity”.
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2 The asymptotic expansion
We will now construct the asymptotic small-time expansion of the Fokker-Planck kernel K(t, x, y) ≡
K(t, x; 0, y) corresponding to the general equation (1.6) with Dx given by (1.5) (or (1.10) or (1.11))
and an appropriately chosen V given below. Recall that Gij(t, x) is the inverse matrix of G
ij(t, x)
and gij(x) = Gij(t0, x) ≡ Gij(0, x). Moreover, `(x, y) denotes the geodesic distance between x and
y as measured with the metric gij.
2.1 The leading short-time behaviour
To begin with, we will justify that (1.16) and (1.17) provide the correct form of the asymptotic
expansion we are looking for. In particular, we must show that K0 provides the correct leading
small-t solution to (1.6). Clearly, the leading term generated by taking ∂
∂t
is
∂
∂t
K(t, x, y) = K0(t, x, y)F0(x, y)
[`2(x, y)
4t2
+O(1
t
)]
, (2.1)
while the leading term generated by taking Dx is
DxK(t, x, y) = K0(t, x, y)F0(x, y)
[
Gij(t, x)
∂i`
2(x, y)
4t
∂j`
2(x, y)
4t
+O(1
t
)]
, (2.2)
Now, the geodesic length satisfies
gij(x)∂i`
2(x, y)∂j`
2(x, y) = 4`2(x, y) , (2.3)
where, as always, ∂i =
∂
∂xi
. The simplest way to prove this relation is to note that it is coordinate-
independent and thus it is enough to prove it in any convenient coordinate system. A particularly
convenient choice are Riemann normal coordinates centered in y. The normal coordianates x˜i then
are defined by the geodesics through the point y, see App. A.1. It follows that `2(x˜, y˜) =
∑
i x˜
ix˜i and
g˜ij = δij + O((x˜k)2). All the O((x˜k)2)-terms have antisymmetry properties such that they vanish
when multiplied with x˜i or x˜j and summed over i or j so that
∑
j g˜
ijx˜j = x˜i. The relation (2.3)
then trivially follows in these coordinates and thus is always true. Finally, Gij(t, x) = gij(x) +O(t)
and, using (2.3), eq. (2.2) becomes
DxK(t, x, y) = K0(t, x, y)F0(x, y)
[`2(x, y)
4t2
+O(1
t
)]
, (2.4)
thus matching the leading term in (2.1).
In the limit t → 0, the kernel K(t, x, y) should become a d-dimensional Dirac distribution
δ(d)(x− y) times some function e−V (x), cf (1.6), which allows us to identify the appropriate measure
9
for integrating in (1.8) as dµ = eV (x) ddx. The basic formula we use is e
−z2/√
pi
∼ δ(z) as  → 0, and
its d-dimensional generalization
e−Mijz
izj/
(pi)d/2
∼ 1√
detM
d∏
i=1
δ(zi) ≡ 1√
detM
δ(d)(z) , as → 0 , (2.5)
Now, as t → 0, the exponential in K0 will be arbitrarily small unless x → y. In this limit,
`2(x, y) ∼ gij(y)(x−y)i(x−y)j and, using the previous formula, as well as F0(y, y) = 1, immediately
shows that
K(t, x, y) ∼ K0(t, x, y) ∼ 1√
g(y)
δ(d)(x− y) , as t→ 0 , (2.6)
where we have used the standard notation that g denotes the determinant of the metric:
g = det gij . (2.7)
Thus we identify
eV (0,x) =
√
g(x) , (2.8)
consistent with (1.9). It is satisfying to find that at the initial time the integration measure dµx(t) =
eV (t,x)ddx, as defined in (1.7), turns out to be the standard volume element on the Riemannian
manifold with metric gij:
dµx(0) =
√
g(x) ddx . (2.9)
Let us insist that ρ(t, x) as given by (1.8) satisfies the Fokker-Planck equation ∂ρ
∂t
= Dxρ with
initial condition ρ(t, x) = ρ0(x) for any choice of G
ij, Bi and C, and any real function V and thus
the choice (2.8) does not restrict the generality of this solution in any way.
2.2 The equations of the small-t expansion
We now insert the ansatz (1.16) and (1.17) (with t0 = 0) into the Fokker-Planck equation (1.6) for
the kernel K. This results in the following differential equation for F (t, x, y):
∂
∂t
F =
(Gij∂i`2∂j`2 − 4`2
16t2
− G
ij∂i∂j`
2 +Bi∂i`
2 − 2d
4t
)
F − G
ij∂i`
2
2t
∂jF +DxF . (2.10)
Of course, this looks much more complicated than the initial Fokker-Planck equation for K, but
contrary to K, the function F is required to be regular as t → 0. If we want to rewrite this in a
way which is manifestly invariant under transformations of the cordinates xi we must express Bi in
terms of Ai, cf eq. (1.11), since the Ai, not the Bi, transform in a well-defined way. The difference
of the two terms should turn Gij∂i∂j`
2 into Gij∇i∂j`2 where ∇i is the covariant derivative for the
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metric G. For the time being, we keep the somewhat simpler looking equation (2.10), but we will
come back to this point below. We expand the coefficients appearing in Dx as
Gij(t, x) = gij(x) +
∑
r≥1
trgij(r)(x) ≡ gij(x) + tĜij(t, x) ,
Bi(t, x) = bi(x) +
∑
r≥1
trbi(r)(x) ≡ bi(x) + tB̂i(t, x) ,
C(t, x) = c(x) +
∑
r≥1
trc(r)(x) ≡ c(x) + tĈij(t, x) , (2.11)
and also
Ai(t, x) = ai(x) +
∑
r≥1
trai(r)(x) . (2.12)
Note that, if we had not set t0 = 0, this would be an expansion in powers of t−t0 and the coefficients
gij(r)(x), b
i
(r)(x), c(r)(x) and a
i
(r)(x) of course would also depend on the initial time t0. Note also that
we do not require the gij(r) for r ≥ 1 to be non-degenerate or non-negative. Inserting the expansions
(2.11) into (2.10) and, using again (2.3), we see once more that the leading 1
t2
-term cancels:
Gij∂i`
2∂j`
2 − 4`2
16t2
=
gij∂i`
2∂j`
2 − 4`2
16t2
+
Ĝij∂i`
2∂j`
2
16t
= 0 +
Ĝij∂i`
2∂j`
2
16t
. (2.13)
Thus (2.10) can be rewritten as
∂
∂t
F =
( 1
4
Ĝij∂i`
2∂j`
2 −Gij∂i∂j`2 + 2d−Bi∂i`2
4t
)
F − G
ij∂i`
2
2t
∂jF +DxF . (2.14)
Equating the coefficients of the powers of t results in a system of differential equations for the Fr.
The terms ∼ 1
t
result in an equation for F0 only:
2gij∂i`
2 ∂jF0 =
(1
4
gij(1)∂i`
2∂j`
2 − gij∂i∂j`2 + 2d− bi∂i`2
)
F0 , (2.15)
while the terms ∼ tn, n ≥ 0 in (2.14) provide equations for Fn+1 with inhomogeneous terms
involving the Fr with 0 ≤ r ≤ n:(
4n+ 4− 1
4
gij(1)∂i`
2∂j`
2 + gij∂i∂j`
2 − 2d+ bi∂i`2 + 2gij∂i`2 ∂j
)
Fn+1
=
n∑
r=0
(1
4
gij(r+2)∂i`
2∂j`
2 − gij(r+1)∂i∂j`2 − bi(r+1)∂i`2 − 2gij(r+1)∂i`2∂j
+4
(
gij(r)∂i∂j + b
i
(r)∂i + c(r)
))
Fn−r , n ≥ 0 . (2.16)
In particular, for n = 0, this is a differential equation for F1 with the inhomogeneous term on the
right-hand side involving only F0. Recall that the normalisation is fixed by the “initial condition”
F0(y, y) = 1.
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Let us now replace the bi(r) by the a
i
(r). Expanding (1.12) in powers of t and using the fact that
V = log
√
g (not log
√
G !) is time-independent, yields the relations
bi(r) = a
i
(r) +
1√
g
∂j
(
gij(r)
√
g
)
, (2.17)
which for r = 0 can also be written in terms of the Christoffel symbol as
bi = ai − gklΓikl . (2.18)
Introducing
∆ =
1√
g
∂i(
√
ggij∂j) = g
ij∂i∂j − gijΓkij∂k , ∆(r) =
1√
g
∂i(
√
ggij(r)∂j) , (2.19)
where ∆ is just the scalar Laplacian on the manifold with metric gij and the ∆(r) are some other
second-order scalar differential operators,15 we can then rewrite (2.15) and (2.16) as
2gij∂i`
2 ∂jF0 =
(1
4
gij(1)∂i`
2∂j`
2 − (∆`2) + 2d− ai∂i`2
)
F0 , (2.20)
with F0(y, y) = 1, and, for n ≥ 0(
4n+ 4− 1
4
gij(1)∂i`
2∂j`
2 + (∆`2)− 2d+ ai∂i`2 + 2gij∂i`2 ∂j
)
Fn+1
=
n∑
r=0
(1
4
gij(r+2)∂i`
2∂j`
2 − (∆(r+1)`2)− ai(r+1)∂i`2 − 2gij(r+1)∂i`2∂j + 4
(
∆(r) + a
i
(r)∂i + c(r)
))
Fn−r .
(2.21)
It is maybe useful to recall that the Fr ≡ Fr(x, y) ≡ Fr(t0, x, y) depend on the initial time t0 since
all quantities appearing in these equations are determined through the gij(x), ai(x), c(x), as well
as the gij(r)(x), a
i
(r)(x), c(r)(x) which in turn are determined by the expansions of G
ij(t, x), Ai(t, x),
C(t, x) in powers of t−t0 around the initial time t0. Obviously, the equations for the Fr are valid for
arbitrary t0, not just t0 = 0. Obviously also, the Laplace operators ∆, ∆(r) and partial derivatives ∂i
all act on x, not y. Note that the equations (2.20) and (2.21) are written in a way that is manifestly
generally covariant, i.e. invariant under arbitrary changes of the coordinates xi → x′i = f i(xj). In
particular, one can take advantage of this invariance to try and solve these equations in whatever
coordinates make our task easiest.
15 For any scalar function f we have ∆rf = ∂i(g
ij
(r)∂jf) +
∂i
√
g√
g g
ij
(r)∂jf = ∂l(g
lj
(r)∂jf) + Γ
l
lig
ij
(r)∂jf = ∇l(glj(r)∂jf)
which manifestly is a scalar quantity.
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2.3 Solving the equations
To solve the previous system of equations one has two options: either one goes to normal coordinates
ξi in which ∂i`
2 = 2ξi is particularly simple, but one has to transform all the gij(r) and a
i
(r) into the
corresponding expressions in these normal coordinates, using the relations analogous to (1.24) with
∂x
′i
∂xk
= ∂ξ
i
∂xk
, or one keeps the original coordinates and uses the expressions for ∂i`
2 in these coordinates
as given in the appendix A.2. Let us first keep the original coordinates xi.
The geodesic distance `2(x, y) between the points x and y can be given as an expansion in
i = xi − yi. One has
`2(x, y) = gij(y)
ij +O(3) , i = xi − yi . (2.22)
It trivially follow that
∂i`
2(x, y) ≡ ∂`
2(x, y)
∂xi
= 2 gik(y)
k + O(2) . (2.23)
In the appendix A.2 we have given these expansions up to and including terms of order 4 for `2(x, y)
and of order 3 for its derivative.
Now, K0(t, x, y) vanishes exponentially unless `
2(x, y) is not much larger than a few times t,
i.e. we may consider that `2(x, y) is of order t and thus  = x − y is of order √t. Thus, the
small t expansion is at the same time a small  = x − y expansion. If we only are interested in
the leading small-t behaviour of K(t, x, y), and only keep F0 in F , then, consistenly, we must also
drop all terms in F0(x, y) that are of order 1 or higher in . This means we should also replace
F0(x, y)→ F0(y, y) = 1. Of course, this is consistent with (2.15) since gij∂i∂j`2 = 2d+O() and to
lowest order (2.15) just states 4i∂iF0 = 0, i.e. F0 is constant. Thus
K(t, x, y) = K0(t, x, y)
[
1 +O(t)] , (2.24)
as expected, of course.
2.3.1 The next-to-leading order corrections ∼ t ∼ (x− y)2
We will now work out the first correction, i.e. the O(t)-terms. As just discussed, this will involve
the term tF1(y, y) as well as the development of F0(x, y) up to order ()
2 = (x − y)2. As already
said, we will do this directly using the original coordinates xi and the forms of gij, a
i, gij(1), etc, as
they appear in the Fokker-Planck equation.
We begin by determining F0(x, y) to this order. We let
F0(x, y) = 1 + fi(y)
i + fij(y)
ij +O(3) . (2.25)
Let us discuss the various terms in (2.20). As shown in appendix A.2, ∆`2 − 2d is of order 2, as
is obviously the term gij(1)∂i`
2∂j`
2. It is only the term involving the drift vector ai that gives a first
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order term in . Developping this term to order 2, using also (A.22) gives
ai(x)∂i`
2(x, y) = 2gija
ij +
(
2gil∂ka
i +
3
2
∂(kgil)a
i
)
kl +O(3) , (2.26)
where all quantities on the right-hand side are evaluated at y. From (A.30) we know that
−∆x`2(x, y) + 2d = 2
3
Rklkl +O(3) , (2.27)
where Rkl is the Ricci curvature tensor of the metric gij. Alltogether, the order 2 terms on the
right-hand side of (2.20) multiplying F0 are γij
ij with
γij = gik g
kl
(1) glj +
2
3
Rij − 2gl(i∂j)al − 3
2
∂(kgij)a
k (2.28)
Finally, we need the term appearing on the left-hand side of (2.20). From (A.26) we see that
gij(x)
∂`2(x, y)
∂xj
= 2i − Γiklkl +O(3) . (2.29)
Inserting all these expansions into (2.20) we get
4fi
i + 8fij
ij − 2Γkijfkij +O(3) = −2aii − 2aifjij + γijij +O(3) , (2.30)
where we set, as usual, ai = gika
k. Identifying the various orders in  yields
fi = −1
2
gija
j ≡ −ai
2
, (2.31)
and then
fij =
1
8
(
γij + aiaj − Γmijam
)
=
1
12
Rij + 1
8
gik g
kl
(1) glj −
1
8
(∂iaj + ∂jai) +
1
8
aiaj . (2.32)
Thus, we arrive at
F0(x, y) = 1− 1
2
ai
i +
(1
8
aiaj +
1
12
Rij + 1
8
gik g
kl
(1) glj −
1
8
(∂iaj + ∂jai)
)
ij +O(3) , i = xi− yi ,
(2.33)
with all terms on the right-hand-side evaluated at y. (Also, all quantities in this expression only
involve the initial metric and drift coefficients, as well as their time derivatives at the initial time
t0). Of course, the terms involving only the ai without derivatives combine into e
−aii/2 as they
should.16
16 The careful reader might worry that this expression for F0 does not seem to be a scalar since (∂iaj + ∂jai)
does not involve the covariant derivatives of the vector ai but only ordinary derivatives. However, 
i being a
coordinate difference is not a vector either. Using (A.17) we may express i in terms of ηi which is a true vector:
i = ηi − 12Γijkηjηk + O(3). Thus − 12aii = − 12aiηi + 14alΓlijηiηj + O(η3), providing just the term needed to turn
− 18 (∂iaj + ∂jai)ij into − 18 (∇iaj +∇jai)ηiηj , up to terms of order η3.
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Next, we insert this result into the equation for F1. As explained above, t is of the same order
as 2 and since F1 is multiplied by t, we will only determine F1 to order 0 in , i.e. we only need
F1(y, y). To this order, (2.21) for n = 0 becomes:
F1 =
[
− 1
4
(∆(1)`
2) +
(
∆ + ai∂i + c
)]
F0 +O() . (2.34)
Now, using eq. (A.23) we have ∆(1)`
2 = gij(1)∂i∂j`
2 +O() = 2gij(1)gij +O(). Recalling also the form
(2.19) of ∆, we find from (2.33) that(
∆ + ai∂i + c
)
F0 = 2g
ijfij + (a
i − grsΓirs)fi + c+O()
=
1
6
R+ 1
4
gij(1)gij −
1
2
∇iai − 1
4
aia
i + c+O() . (2.35)
Inserting these results into (2.34) we finally get
F1 ≡ F1(y, y) = 1
6
R− 1
2
∇iai − 1
4
aia
i + c− 1
4
gij(1)gij +O() . (2.36)
Of course, for ai = c = gij(1) = 0, equations (2.33) and (2.36) reduce to the well-known results for
the heat kernel of the scalar Laplace operator on a manifold with metric gij.
To summarize, up to and including terms of order t ∼ `2(x, y) = gijij + O(3), the Fokker-
Planck kernel K(t, x, y) is given, by
K(t, x, y) = K0(t, x, y)
(
F0(x, y) + tF1(y, y) + . . .
)
=
1
(4pit)d/2
exp
(
− `
2(x, y)
4t
)(
F0(x, y) + tF1(y, y) + . . .
)
, (2.37)
with F0(x, y) and F1(y, y) given by (2.33) and (2.36), and `
2(x, y) by eq. (A.21), namely
`2(x, y) = gij
ij +
1
2
∂kgij
kij +
(1
6
∂i∂jglk − 1
12
gnmΓ
n
ijΓ
m
kl
)
ijkl + . . . , (2.38)
The only place where the time-dependence of the diffusion matrix Gij shows up at this order is
through the terms gikg
kl
(1)glj in F0 and g
ij
(1)gij in F1. Any time dependence of the drift coefficients
Bi only enter the equations at the next order. With quite some patience, these higher orders can
be worked out along the same lines, as we partly show in the next sub-section.
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2.3.2 The next-to-next-to-leading order corrections ∼ t2 ∼ t(x− y)2 ∼ (x− y)4
At the next order, we should keep the terms ∼ (x− y)4 ∼ 4 in F0(x, y), the terms ∼ (x− y)2 ∼ 2
in tF1(x, y), while we only need t
2F2(y, y). Compared to the previous computation, the number of
terms present is considerably larger, so we will only present our results for the special cases
ai = c = 0 . (2.39)
The time dependence then only shows up through the tensors gij(1) and g
ij
(2). The higher g
ij
(r), r ≥ 3
will not enter the formula to this order. As before, we may lower the indices using the metric gij :
g i(r)j = g
il
(r) glj , g
(r)
ij = gik g
kl
(r) glj . (2.40)
Moreover, to simplify things further, we will use (Riemann) normal coordinates called ξi, cen-
tered around the point corresponding to y (i.e. y corresponds to ξ = 0). Some properties of these
normal coordinates are recalled in the appendix A.2. Of course, the normal coordinates are defined
with respect to the metric gij. In general, the initial coordinates of the Fokker-Planck equation
will not be normal coordinates and the metric gij, as well as the tensors g
ij
(1) and g
ij
(2) will not be
given directly in this normal coordinate system. However, it is often not too difficult to realise
the transformation and obtain these quantities in the normal coordinate system. For the rest of
this sub-section, gij, g
ij
(1) and g
ij
(2) denote the components of these tensors in the normal coordinate
system.
The important relations satisfied by the normal coordinates ξi are (cf Appendix A.2)
`2(x, y) ≡ `2(ξ, 0) =
∑
k
ξkξk , gij(ξ) = δij − 1
3
Rikjl(0)ξ
kξl +O(ξ3) ,
gij(ξ)ξ
j = gij(ξ)ξj = δijξ
j ≡ ξi ⇒ gij(ξ) ∂j`2 = 2ξi . (2.41)
We will need the expression of ∆`2, which is worked out in the appendix A.3 to second order in
x− y for arbitrary coordinates, and can be found in [9] to fourth order in ξ for normal coordinates:
−∆`2 + 2d = 2
3
Rkl(0)ξkξl + 1
2
Rkl;m(0)ξkξlξm + Eklmn(0)ξkξlξmξn +O(ξ5) , (2.42)
where Rkl;m = ∇mRkl indicates a covariant derivative of the Ricci tensor, and
Eklmn =
1
5
Rkl;mn + 2
45
RrklsR
s
mnr , (2.43)
where Rkl;mn ≡ ∇n∇mRkl indicates a second covariant derivative of the Ricci tensor.
We note that gij(1)∂i`
2∂j`
2 = g
(1)
mn gmi∂i`
2gnj∂j`
2 = 4g
(1)
mn ξmξn, so that the equation (2.20) for F0
reads
4ξj ∂jF0 =
(
g
(1)
kl (ξ) ξ
kξl − (∆`2) + 2d
)
F0 , (2.44)
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Using (2.42), and expanding g
(1)
ij (ξ) in a series around ξ = 0, this becomes
4ξj ∂jF0 =
[(
g
(1)
kl +
2
3
Rkl
)
ξkξl+
(
∂mg
(1)
kl +
1
2
Rkl;m
)
ξkξlξm+
(1
2
∂m∂ng
(1)
kl +Eklmn
)
ξkξlξmξn+ . . .
]
F0 ,
(2.45)
where now all quantities g
(1)
kl , Rkl;m, etc in the round brackets on the r.h.s. are to be taken at ξ = 0.
Note that the Γkij vanish at ξ = 0, so that first derivatives can be replaced by the corresponding
covariant derivatives : ∂mg
(1)
kl = g
(1)
kl;m. The rewriting of ∂m∂ng
(1)
kl in terms of covariant derivatives
generates terms involving non-vanishing ∂Γ which can be expressed in terms of the curvature tensor.
Here, however, these terms involve Rimnkg
(1)
il ξ
kξlξmξm which vanishes by the antisymmetry of the
curvature tensor. Thus, (2.45) can be rewritten as
4ξj ∂jF0 =
[(
g
(1)
kl +
2
3
Rkl
)
ξkξl +
(
g
(1)
kl;m +
1
2
Rkl;m
)
ξkξlξm +
(1
2
g
(1)
kl;nm + Eklmn
)
ξkξlξmξn + . . .
]
F0 ,
(2.46)
This equation is immediately solved as
F0(ξ) = exp
[
1
8
(
g
(1)
kl +
2
3
Rkl
)
ξkξl +
1
12
(
g
(1)
kl;m +
1
2
Rkl;m
)
ξkξlξm
+
1
16
(1
2
g
(1)
kl;nm + Eklmn
)
ξkξlξmξn + . . .
]
= 1 +
(1
8
g
(1)
kl +
1
12
Rkl
)
ξkξl +
( 1
12
g
(1)
kl;m +
1
24
Rkl;m
)
ξkξlξm
+
( 1
32
g
(1)
kl;nm +
1
128
g
(1)
kl g
(1)
mn +
1
96
g
(1)
kl Rmn +
1
16
Eklmn +
1
288
RklRmn
)
ξkξlξmξn + . . .
≡ 1 + 1
2
φklξ
kξl +
1
3
φklmξ
kξlξm +
1
4
φklmnξ
kξlξmξm + . . . , (2.47)
where the φ are completely symmetrised coefficients defined by this equation.
Next, eq (2.21) for n = 0 reads(
4ξj ∂j + ∆`
2 − 2d+ 4− g(1)kl ξkξl
)
F1 =
(
g
(2)
kl ξ
kξl −∆(1)`2 − 4ξkg(1)kl glj ∂j + 4∆
)
F0 (2.48)
A priori, the g
(1)
kl and g
(2)
kl are to be taken at ξ, but since we only want F1 to order ξ
2 (and ∂jF0 is
of order ξ), we may well replace these g
(1)
kl and g
(2)
kl in this equation by their values at ξ = 0. Of
course, this does not apply to the gij(1) hidden in ∆(1). We have
∆(1)`
2 =
1√
g
∂i
(
gij(1)
√
g ∂j`
2
)
=
1√
g
∂i
(
g i(1)k
√
g gkj∂j`
2
)
=
2√
g
∂i
(
g i(1)k
√
g ξk
)
. (2.49)
Now, using the expression of grs given in (2.41) we have ∂i log
√
g = 1
2
grs∂igrs = −13Rilξl +O(ξ2).
It remains to expand g i(1)i(ξ) to second order in ξ and ∂ig
i
(1)k(ξ) to first order in ξ, and use the
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relations (A.15), to get
∆(1)`
2 = 2g i(1)i + 2
(
∂kg
i
(1)i + ∂ig
i
(1)k
)
ξk +
(
∂k∂lg
i
(1)i + 2∂i∂lg
i
(1)k −
2
3
g i(1)kRil
)
ξkξl + . . .
= 2g i(1)i + 2
(
g i(1)i;k + g
i
(1)k;i
)
ξk +
(
g i(1)i;lk + 2g
i
(1)k;il −
2
3
gij(1)Riljk
)
ξkξl + . . . , (2.50)
where, again, all quantities on the r.h.s are to be taken at ξ = 0. Using again (2.42) up to order ξ2
and ∂ig
ij(ξ) = −1
3
Rilξl +O(ξ2) we have
∆F0 = g
ij(ξ)∂i∂jF0 +
(
∂ig
ij(ξ) + ∂i log
√
g(ξ)
)
∂jF0
=
(
gij +
1
3
Ri jk lξ
kξl + . . .
)
∂i∂jF0 +
(− 2
3
Rjkξk + . . .)∂jF0
= gij
(
φij + 2φijmξ
m + 3φijmnξ
mξn
)
+
1
3
Ri jk l φijξ
kξl − 2
3
Rjkξk φjlξl + . . . , (2.51)
where, again, all quantities with no ξ-dependence indicated are to be taken at ξ = 0. It remains to
insert this relation, as well as (2.50) and (2.47) into the differential equation (2.48). Although a bit
lengthy, it is then completely straightforward to solve for F1 in an expansion
F1(ξ) = ϕ+ ϕkξ
k +
1
2
ϕklξ
kξl + . . . (2.52)
The result is17
F1(ξ) =
1
6
R− 1
4
gi(1)i +
( 1
12
R;k − 1
6
gi(1)i;k −
1
12
gi(1)k;i
)
ξk
+
(
1
2
ϕ
(0)
kl −
1
24
gij(1)Rikjl +
1
48
gi(1)kRil +
1
48
gi(1)lRik +
1
48
g
(1)
kl R−
1
48
gi(1)iRkl
+
1
48
gijg
(1)
kl;ij −
1
16
gi(1)i;kl −
1
24
gi(1)k;li −
1
24
gi(1)l;ki −
1
32
gi(1)ig
(1)
kl −
1
16
gi(1)kg
(1)
il +
1
12
g
(2)
kl
)
ξkξl
+ . . . . (2.53)
where 1
2
ϕ
(0)
kl ξ
kξl are the ξ2-terms already present for g(1) = g(2) = 0 :
1
2
ϕ
(0)
kl =
1
90
gijRr(ij|mR
m
|kl)r +
1
54
RijRikjl + 1
20
gijR(ij;kl) + 1
72
RRkl − 1
36
RikRi l . (2.54)
Of course, they coincide with those given e.g. in [9].
Finally, we work out F2 which we only need for ξ = 0. Thus, dropping all terms involving at
least one ξ, eq (2.21) for n = 1 reads
8F2 =
(
4∆−∆(1)`2
)
F1 +
(
4∆(1) −∆(2)`2
)
F0 . (2.55)
17 To write the result in this form one has to use 2R jk ;j = R;k which follows from the Bianchi identity for the
curvature tensor.
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Recall from (2.50) that ∆(1)`
2 = 2g i(1)i+O(ξ), and in exactly the same way also ∆(2)`2 = 2g i(2)i+O(ξ).
Next, on easily sees that ∆F1 = g
ij∂i∂jF1 + O(ξ) = gijϕij + O(ξ) ≡ ϕi i + O(ξ). Similarly,
∆(1)F0 = g
ij
(1)∂i∂jF0 +O(ξ) = gij(1)φij +O(ξ), so that
F2(0) =
1
2
ϕi i −
1
4
gi(1)i ϕ+
1
2
gij(1)φij −
1
4
gi(2)i . (2.56)
Inserting the expressions for ϕ, ϕi i and φij read from (2.53) and (2.47), we find
F2(0) =
1
2
ϕ
(0)i
i −
1
24
gi(1)iR+
1
12
gij(1)Rij +
1
32
gi(1)ig
j
(1)j +
1
16
gij(1)g
(1)
ij −
1
6
gi(2)i −
1
24
gijgk(1)k;ij −
1
12
gij(1);ij ,
(2.57)
where 1
2
ϕ
(0)i
i can be read from (2.54).
3 Examples
To illustrate the formulae of the previous section, we will present some trivial and some less trivial
examples. The trivial examples can be solved by some “reparametrisation-trick” and provide a
non-trivial consistency check of our above results.
3.1 Constant coefficients
Suppose that the coefficents Gij, Bi and C depend neither on x nor on t, i.e.
Gij = gij , Bi = bi = ai , C = c , ∂kg
ij = ∂ka
i = ∂kc = 0 . (3.1)
Since the metric is constant the geodesics are just affine functions of the coordinates and the geodesic
length is `2(x, y) = gij(x
i−yi)(xj−yj). Of course, the curvature vanishes. By performing the change
of variables18
t′ = t , x
′i = xi + ait ⇒ ∂
∂t
=
∂
∂t′
+ ai∂′i , ∂i = ∂
′
i . (3.2)
the Fokker-Planck equation for K becomes
∂
∂t′
K =
(
gij∂′i∂
′
j + c
)
K , (3.3)
without a drift term. Its solution is
K(t, x, y) =
1
(4pit′)d/2
exp
(
−gij(x
′i − yi)(x′j − yj)
4t′
+ c t′
)
=
1
(4pit)d/2
exp
(
−gij(x
i − yi + ait)(xj − yj + ajt)
4t
+ c t
)
(3.4)
18 This is not a coordinate transformation in the sense discussed before since it mixes the coordinates xi and the
time t.
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Expanding this in powers of t to next-to-leading order, we get
K(t, x, y) =
1
(4pit)d/2
exp
(
−gij(x
i − yi)(xj − yj)
4t
)
exp
(
−1
2
ai(x− y)i
)[
1 + t
(
c− 1
4
aia
i
)
+O(t2)
]
,
(3.5)
perfectly consistent with the previously results (2.33) for F0 and (2.36) for F1.
3.2 A trivial time-dependence providing a non-trivial check
Suppose the coefficients Gij, Ai and C depend on time only through a common factor which we
write as f˙(t) = ∂f
∂t
(t). (As already mentioned in the introduction, the examples discussed in [5] fall
in this class.) Without loss of generality, we assume f(0) = 0 and f˙(0) = 1, and obviously also
f˙(t) 6= 0 ∀ t. Thus
Gij(t, x) = f˙(t)gij(x) , Ai(t, x) = f˙(t)ai(x) , C(t, x) = f˙(t)c(x) . (3.6)
Then changing the time variable from t to
t′ = f(t) ⇒ ∂
∂t
= f˙(t)
∂
∂t′
(3.7)
the Fokker-Planck equation for K(t, x, y) reads19
∂
∂t′
K =
[
1√
g
∂i(
√
ggij(x)∂j) + a
i(x)∂i + c(x)
]
K (3.8)
This is a standard Fokker-Planck equation in time t′ with time-independent coefficients. Thus if
K˜(t′, x, y) is a solution of (3.8) then K(t, x, y) = K˜(t′, x, y) will solve our Fokker-Planck equation
with the time-dependent coefficients. Obviously, the small t′ expansion of (3.8) is given by the
standard expansion [8, 9], as also given in the previous section but without the terms involving
gij(r), a
i
(r), c(r) for r ≥ 1. We will now show how the change of time variable generates the extra
terms we have determined in the previous section, thus providing a highly non-trivial consistency
check. At the next-to-leading order, the time-dependence of the coefficients only will show up
through gij(1), while the a
i
(1) and c(1) would only show up at the next-to-next-to-leading order where
we had set them to zero to simplify our formulae.
Thus, to check our previous results we now concentrate on the case A = C = 0. Using normal
19 Note that by (1.9), for all t we have e−2V (t,x) = detGij(0, x) = det(f˙(0)gij(x)) = det gij(x) so that eV =
√
g.
20
coordinates we have
K(t, x, y) ≡ K˜(t′, x, y)
=
1
(4pit′)d/2
exp
(
−`
2(ξ, 0)
4t′
){[
1 +
1
12
Rklξkξl + 1
24
Rkl;mξkξlξm
+
( 1
16
Eklmn +
1
288
RklRmn
)
ξkξlξmξn
]
+t′
[1
6
R+ 1
12
R;kξk + 1
2
ϕ
(0)
kl ξ
kξl
]
+ (t′)2ϕ(0)kk + . . .
}
.
(3.9)
Our assumptions about the function f(t) imply that
t′ = f(t) = t+
f¨(0)
2
t2 +
...
f (0)
6
t3 +O(t4) ≡ t+ α
2
t2 +
β
3
t3 +O(t4) , (3.10)
so that f˙(t) = 1 + αt+ βt2 +O(t3) and
gij(1)(x) = α g
ij(x) , gij(2)(x) = β g
ij(x) . (3.11)
In particular, (recall that d = gii is the dimension of space)
gi(1)i = dα , g
i
(2)i = dβ , g
ij
(1)g
(1)
ij = dα
2 . (3.12)
If we now insert (3.10) into (3.9), expand for small t and use (3.11) we should recover our expansion
from the previous section.
To see this, first note that
1
(4pit′)d/2
=
1
(4pit)d/2
[
1− d
4
αt+
d2
32
α2t2 +
d
16
α2t2 − d
6
βt2 +O(t3)
]
=
1
(4pit)d/2
[
1− t
4
gi(1)i + t
2
( 1
32
gi(1)ig
j
(1)j +
1
16
gij(1)g
(1)
ij −
1
6
gi(2)i
)
+O(t3)
]
. (3.13)
Next, recall that we must consider `2(ξ, 0) = gklξ
kξl as being of order t, so that
exp
(
− `
2
4t′
)
= exp
(
−`
2
4t
)[
1 +
α
8
`2 +
β
12
`2t− α
2
16
`2t+
α2
128
(`2)2 + . . .
]
= exp
(
−`
2
4t
)[
1 +
1
8
g
(1)
kl ξ
kξl +
1
128
g
(1)
kl g
(1)
mnξ
kξlξmξn + t
( 1
12
g
(2)
kl −
1
16
g
(1)
kj g
(1)j
l
)
ξkξl + . . .
]
(3.14)
Inserting (3.13) and (3.14) into (3.9), and writing t′ = t+ α
2
t2 + . . ., we see that the time-dependence
of the coefficients in the Fokker-Planck equation generates additional contributions to F0, F1 and
21
F2. To the order we work, we find
F0 = 1 +
(1
8
g
(1)
kl +
1
12
Rkl
)
ξkξl +
1
24
Rkl;mξkξlξm
+
( 1
128
g
(1)
kl g
(1)
mn +
1
96
g
(1)
kl Rmn +
1
16
Eklmn +
1
288
RklRmn
)
ξkξlξmξn + . . . ,
F1 =
1
6
R− 1
4
gi(1)i +
1
12
R;kξk
+
(
1
2
ϕ
(0)
kl −
1
48
gi(1)iRkl +
1
48
g
(1)
kl R−
1
32
gi(1)ig
(1)
kl −
1
16
gi(1)kg
(1)
il +
1
12
g
(2)
kl
)
ξkξl + . . . ,
F2 =
1
2
ϕ
(0)i
i −
1
24
gi(1)iR+
1
12
gij(1)Rij +
1
32
gi(1)ig
j
(1)j +
1
16
gij(1)g
(1)
ij −
1
6
gi(2)i + . . . . (3.15)
Note that at present, all terms involving covariant derivatives of g
(1)
ij vanish since g
(1)
ij;k = αgij;k = 0
(for all ξ). Furthermore, gij(1)Rkilj = αRkl = gi(1)kRij. Thus we see that the F0, F1 and F2 as given
in (3.15) exactly correspond to the general F0, F1 and F2 worked out above in (2.47), (2.53) and
(2.57). The study of this trivial example has provided a non-trivial check of our general results!
3.3 A non-trivial example
In this subsection we present an example that is neither trivial, nor particularly simple. The goal
is to illustrate on this example that it is completely straightforward to explicitly work out all
expressions appearing in our expansion (2.37) of the Fokker-Planck kernel.
Consider a distribution ρ(t, u, v) depending on 2 coordinates x1 ≡ u and x2 ≡ v, with Fokker-
Planck equation
∂
∂t
ρ =
(
1 +
γ t
1 + t2
u2v2
1 + u2v2
)
∂2u ρ+
(
1 +
u2
1 + u2
)
∂2v ρ−
u
1 + u2
∂u ρ . (3.16)
From this we read g11 = 1, g22 = 1+2u
2
1+u2
, g12 = g21 = 0, b1 = − u
1+u2
, b2 = 0, c = 0, as well as
g11(1) = γ
u2v2
1+u2v2
, g22(1) = g
12
(1) = g
21
(1) = 0. The metric gij then is
g11 = 1 , g22 =
1 + u2
1 + 2u2
, g12 = g21 = 0 . (3.17)
Note that for u → ∞, g22 → 12 and the metric becomes flat. It is straightforward to compute the
Christoffel symbols and curvature tensor. To save some writing, it is convenient to introduce the
notation U1 = 1 + u
2 and U2 = 1 + 2u
2. Then
Γ122 =
u
U22
, Γ212 = Γ
2
21 = −
u
U1U2
, Γ112 = Γ
1
21 = Γ
1
11 = Γ
2
11 = Γ
2
22 = 0 . (3.18)
22
(Although the Γ vanish at u = 0, the present coordinates are not normal coordinates around the
line u = 0. This will be clear from the expressioon of the geodesic distance `2 given below.) Due to
the antisymmetry properties of the curvature tensor, in 2 dimensions there is only one independent
component which we may take to be R1212. Then
R1212 =
1− 4u2 − 6u4
U1U32
, Rij = 1− 4u
2 − 6u4
U21U
2
2
gij . (3.19)
The geodesic length between a point with coordinates (u, v) and another point with coordinates
(u′, v′) ≡ (u + ∆u, v + ∆v) can then be obtained from (A.21) to the order we consider (we write
∆u2 and ∆v2 instead of (∆u)2 and (∆v)2):
`2
(
(u′, v′), (u, v)
)
= ∆u2+
U1
U2
∆v2− u
U22
∆u∆v2− 1− 6u
2
3U32
∆u2∆v2− u
2
12U42
∆v4− u
2
12U1U32
∆u2∆v2+. . .
(3.20)
Next (cf (2.18)),
a1 = b1+g22Γ122 = −
2u3
U1U2
, a2 = 0 , ∇iai = ∂1a1 = −6u
2 − 6u4 + 4u6
U21U
2
2
, g1kg
kl
(1)gl1 = γ
u2v2
1 + u2v2
.
(3.21)
Upon inserting these results into eqs (2.33) and (2.36) we get
F0
(
(u′, v′), (u, v)
)
= 1+
u3
U1U2
∆u+
(1 + 14u2 + 12u4 − 6u6
12U21U
2
2
+
γ
8
u2v2
1 + u2v2
)
∆u2 +
1− 4u2 − 6u4
12U1U32
∆v2 ,
(3.22)
and
F1
(
(u′, v′), (u, v)
)
=
1 + 5u2 + 3u4 − 9u6
3U21U
2
2
− γ
4
u2v2
1 + u2v2
. (3.23)
4 Conclusions
In this note, we have addressed the problem of solving the d-dimensional Fokker-Planck equation for
completely arbitrary space and time dependent diffusion matrix and drift terms, for any initial con-
dition, as an asymptotic expansion in the time interval t− t0. As customary, we have reformulated
this problem as finding the corresponding Fokker-Planck kernel K(t, x; t0, y) that corresponds to
the solution for a Dirac delta-type initial distribution. We have taken advantage of the geometrical
picture which interprets the diffusion matrix as the inverse metric on a d-dimensional Riemannian
manifold. For time-independent diffusion matrix, the kernel K then is simply related to the heat
kernel of the Laplace operator on this Riemannian manifold. This heat kernel has a well-known
small-time asymptotic expansion with coefficients involving various expressions built form the Rie-
mann curvature tensor. This expansion can be straightforwardly obtained as a perturbation series
around the flat-space heat kernel. We have adapted this perturbative procedure to take into account
23
that, at present, this Riemannian geometry depends itself on time and thus the time derivatives
generate various extra terms.
We have provided the infinite set of recursive differential relations that determine the coefficient
functions in this asymptotic expansion, and explicitly worked out, to full generality, the leading
term and first corrections to order t − t0. For the somewhat simpler case of vanishing drift force,
we have also obtained the next-to-next-to-leading order corrections of order (t− t0)2, which contain
many new terms as compared to the time-independent diffusion. We have also worked out a few
examples. Some of them are trivial in the sense that the time-dependence of the diffusion matrix and
drift coefficients can be undone by some appropriate reparametrisation. Nevertheless, these trivial
examples provide a non-trivial consistency check of our general formulae. We also worked out a non-
trivial example, mainly to illustrate that our recursive solution is well-defined and straightforward to
implement. Finally, the appendix contains a pedestrian introduction to some notions of Riemannian
geometry, as well as a couple of formulae about Riemann normal coordinates and the geodesic length,
used in the main text.
A Appendix
A.1 Some elements of Riemannian geometry
This appendix aims at providing the reader not familiar with Riemannian geometry with a few
basic formula. It is meant to be pragmatic, rather than general or precise.
A d-dimensional manifoldM is a space on which one can define coordinates xi(r), i = 1, . . . d on
open sets Ur ∈ M (i.e. a continuous bijection between Ur and an open set in Rd), such that the
union of these Ur covers the whole manifoldM and such that on the (non-empty) overlaps Ur ∩Us
there is an invertible map between the xi(r) and the x
j
(s). In particular, one can also introduce
two sets of coordinates within the same (fixed) open set and one then often writes simply xi and
x
′i. A trivial example is the space R3 with one open set being all of R3 with the z-axis removed.
Then two different coordinate systems are provided by Cartesian coordinates x, y, z and spherical
coordinates r, θ, ϕ. (One must exclude the z-axis where ϕ is ill-defined.) A less trivial example is
the two-dimensional sphere S2 where one can use the spherical coordinates θ, ϕ everywhere except
at the north and south-pole. To cover the full sphere one then needs to introduce other “spherical”
coordinates, say θ′, ϕ′ defined with respect to a different “north” and “south” pole.
On a Riemannian manifold there is the notion of infinitesimal length ds defined as
ds2 = gij(x)dx
idxj , (A.1)
where the repeated indices are summed from 1 to d. The coefficients gij(x) form the metric tensor
24
at the point x. Note that gij obviously is a non-negative, symmetric tensor. For example, on
the sphere S2 of radius r0 one has ds
2 = r20 dθ
2 + r20 sin
2 θ dϕ2, so that with x1 = θ and x2 = ϕ
the non-vanishing components of the metric tensor are g11 = r
2
0 and g22 = r
2
0 sin
2 θ. The inverse
metric tensor is simply denoted with upper indices gij and satisfies gikg
kj = δji . It is also symmetric
and non-negative. In Riemannian geometry the metric tensor is the basic object that determines
the geometric properties of the manifold. It allows us to compute the curvature properties of the
manifold in every point (encoded in the curvature tensor Rijkl), define the parallel transport of
vectors along any path and determine the geodesics, i.e. the paths of shortest length between two
points. The components of the metric tensor depend on the coordinates used. Indeed, it is clear
from (A.1) that if one uses another set of coordinates x
′k, the infinitesimal distance will read
ds2 = gij(x)
∂xi
∂x′k
∂xj
∂x′l
dx
′kdx
′l ≡ g′kl(x′)dx
′kdx
′l ⇒ g′kl(x′) = gij(x)
∂xi
∂x′k
∂xj
∂x′l
, (A.2)
and similarly for the inverse metric
g
′kl(x′) = gij(x)
∂x
′k
∂xi
∂x
′l
∂xj
. (A.3)
Actually, any tensor T
j1...jq
i1...ip
with p lower and q upper indices transforms analogously with the
required number of factors of ∂x
i
∂x
′k and of
∂x
′l
∂xj
. A scalar has no indices and takes the same value in
any coordinate system: S ′(x′) = S(x). The infinitesimal length ds is an example of a scalar.
It is easy to see that the partial derivatives ∂i of a scalar transform as a tensor with one lower
index (i.e. a vector), but that the partial derivatives of a tensor do not transform as a tensor since
second derivatives ∂
2x
′k
∂xi∂xj
are generated. These unwanted terms can be cancelled by defining a
covariant derivative that in addition to ∂i also involves the so-called Christoffel symbols Γ
j
im which
transform under coordinate changes in exactly the right way as to cancel the unwanted terms. They
are given in terms of the first derivatives of the metric as
Γikl =
1
2
gij
(
∂kgjl + ∂lgkj − ∂jgkl
)
, Γikl = Γ
i
lk . (A.4)
The covariant derivative of a vector then is
∇ivj = ∂ivj + Γjikvk , ∇ivj = ∂ivj − Γlijvl , (A.5)
while that of a tensor involves as many Γ’s as there are indices. It follows from (A.4) that ∇igjk =
0 = ∇igjk : the metric is covariantly constant.
The Riemann curvature tensor Rijkl, the Ricci curvatur tensor Rjl and scalar curvatur R can
be computed from these Christoffel symbols as
Rijkl = ∂kΓ
i
lj − ∂lΓikj + ΓikmΓmlj − ΓilmΓmkj , Rjl = Rijil , R = gjlRjl . (A.6)
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Rijkl = gimR
m
jkl has various symmetry and antisymmetry properties under exchange of its indices :
Rijkl = Rklij = −Rjikl = −Rijlk , Rijkl +Riljk +Riklj = 0 . (A.7)
In 2 dimensions it only has one independent component which can by expressed in terms of R.
But in 3 and higher dimensions there are more than one independent curvature components that
characterise the curvature of a manifold at any given point. Note that these definitions of curvature
are “intrinsic” to the manifold and are not related to the way this manifold is possibly embedded
into any higher-dimensional space. For example, a 2-dimensional torus has vanishing (intrinsic)
curvature, contrary to our intuition from viewing it as embedded in R3.
The Christoffel symbols also serve to write the differential equation obeyed by a path zi(λ),
parametrized by some λ ∈ [0, `], that is a geodesic, i.e. such that the distance ∫ `
0
ds between its two
end-points is minimal:
z¨i + Γikl(z)z˙
kz˙l = 0 , (A.8)
were z˙i ≡ z˙i(λ) = dzi(λ)
dλ
. Of course, through a given point x there are infinitely many geodesics. On
the 2-dimensional sphere e.g. the geodesics at the north pole are all grand circles that go from the
north pole to the south pole and back to the north pole. The geodesic length `(x, y) is the length of
the geodesic that goes through x and y. Generically there is only one such geodesic from x to y, but
in special cases it may happen that there are several of equal length. Of course, if x and y = x+dx are
infinitesimally close, the geodesic is just the straight line dxi and `2(x, x+dx) = ds2 = gij(x)dx
idxj.
A.2 Riemann normal coordinates
One may use the geodesics through a given point y to define new coordinates, called Riemann normal
coordinates. If one takes d geodesics zi(k)(λ), k = 1, . . . d, through y with linearly independent
tangent vectors z˙i(k)(0) at y and defines the new coordinates ξ
k as increasing along this kth geodesic
and being equal to its length as measured from y then, obviously, in these new coordinates the
geodesics are simply affine functions, i.e. ξ¨k = 0. Thus, in these coordinates the Γimn vanish in y (as
do all symmetrized derivatives ∂(j1 . . . ∂jkΓ
i
mn)). This implies that the first derivatives of the metric
at y vanish in these coordinates, while the second derivatives can be directly expressed in terms of
the curvature tensor.20 Upon choosing the tangent vectors z˙i(k)(0) appropriately, the metric close to
y then has the following form (see e.g. the appendix of [9])
gij(ξ) = δij − 1
3
Rikjlξ
kξl − 1
6
Rikjl;mξ
kξlξm +
[ 2
45
RikrlR
r
mjn−
1
20
Rikjl;mn
]
ξkξlξmξn +O(ξ5) , (A.9)
20 In general relativity these are called locally inertial coordinates and correspond locally to the coordinate system
of a freely falling observer.
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where (. . .);m denotes a covariant derivative, and all curvature tensors are to be evaluated at ξ = 0
(i.e. at y). The inverse metric is easily seen to be
gij(ξ) = δij +
1
3
Rikjlξ
kξl+
1
6
Rikjl;mξ
kξlξm+
[ 1
15
RikrlR
r
mjn+
1
20
Rikjl;mn
]
ξkξlξmξn+O(ξ5) . (A.10)
Note that in these coordinate one has
gijξ
j = ξi , gijξj = ξi , (A.11)
since all other terms involve symmetric products of the coordinates ξ contracted with antisymmetric
curvature tensors. From the definition of these coordinates it follow that the geodesic length between
the point y which is ξ = 0 and the point x corresponding to ξ is
`2(0, ξ) =
∑
i
ξiξi . (A.12)
In particular,
∂
∂ξi
`2(0, ξ) = 2ξi ⇒ gij(ξ)∂`
2(0, ξ)
∂ξi
∂`2(0, ξ)
∂ξj
= 4`2(0, ξ) . (A.13)
Some further useful relations valid at the origin of the normal coordinates, i.e. at ξ = 0 are the
following :
at ξ = 0 : Γikl = 0 , ∂kΓ
i
lj + ∂lΓ
i
kj + ∂jΓ
i
kl = 0 ⇒ ∂kΓijl =
1
3
(Rijkl +R
i
lkj) . (A.14)
Denoting covariant derivatives of any tensor as ∇kTij ≡ Tij;k and ∇k∇lTij ≡ Tij;kl (with the indices
in this order) etc, one has ∂kTij = Tij;k (at ξ = 0), as well as
at ξ = 0 : gkl∂k∂lTij = g
klTij;lk − 1
3
RmiTmj −
1
3
RmjTim ,
∂k∂lT
i
i = T
i
i;lk ,
∂k∂iT
i
j = T
i
j;ik +
1
3
RikTij −
1
3
(Rrskj +Rsjrk)T
rs
= T ij;ki −
2
3
RikTij +
1
3
(Rsjrk +Rskrj)T
rs . (A.15)
A.3 Some formulae for the geodesic length and its derivatives
The geodesic from y to x is obtained by solving the geodesic equation (A.8) and adjusting the
initial condition z˙i(0) such that zi(s) = xi for s = `(x, y). Expanding zi(s) in a Taylor series in s,
zi(s) = yi + sz˙i(0) + s
2
2
z¨i(0) + s
3
6
...
z i(0) + . . . and using the geodesic equation and its derivatives to
express z¨i(0) and all higher derivatives through products of z˙k(0) one gets
zi(s) = yi + sz˙i(0)− s
2
2
Γijkz˙
j(0)z˙k(0)− s
3
6
(
∂lΓ
i
jk − 2ΓimkΓmjl
)
z˙l(0)z˙j(0)z˙k(0) + . . . . (A.16)
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Here all Γijk and ∂Γ
i
jk are taken at s = 0, i.e. at y. If we let η
i(s) = sz˙i(s) and s = `(x, y) this can
be rewritten as
i ≡ xi − yi = ηi − 1
2
Γijkη
jηk − 1
6
(
∂lΓ
i
jk − 2ΓimkΓmjl
)
ηlηjηk + . . . . (A.17)
As it stands, this relation is for one fixed pair (x, y). But one can repeat this, keeping y fixed and
varying x, so that this provides new coordinates ηi around the point y, obtained by inverting the
previous formula :
ηi = i +
1
2
Γijk
jk +
1
6
(
∂lΓ
i
jk + Γ
i
mkΓ
m
jl
)
ljk + . . . . (A.18)
The construction of these coordinates ηi ressembles the one of the normal coordinates outlined
above. Indeed, the ηi are the normal coordinates around y provided gij(0) = δij. To see this, note
that it follows from our construction of the geodesics zi(s) that gij(y)z˙
i(0)z˙j(0) = ds
2
ds2
= 1, which
implies
gij(y)η
iηj = `2(x, y) . (A.19)
The “true” normal coordinates ξ around y can then be obtained by “diagonalising” the fixed positive
symmetric matrix gij(y) as
gij(y) =
∑
k
O ki O
k
j , ξ
k = ηiO ki . (A.20)
However, in the remainder of this appendix, we continue to work directly with the ηi.
Inserting (A.18) into (A.19) yields a formula for the geodesic distance between x and y written
as an expansion in the coordinate difference i = xi − yi :
`2(x, y) = gij
ij +
1
2
∂kgij
kij +
(1
6
∂i∂jglk − 1
12
gnmΓ
n
ijΓ
m
kl
)
ijkl + . . . , (A.21)
where, again, all metrics, Christoffel symbols and their derivatives are evaluated at y. It follows
that
∂`2(x, y)
∂xi
= 2gij
j +
3
2
∂(kgij)
jk +
(2
3
∂(i∂jglk) − 1
3
gnmΓ
n
(ijΓ
m
kl)
)
jkl + . . . , (A.22)
(where a(i1...in) denotes symmetrization in the indices, e.g. a(ij) =
1
2
(aij + aji)), and
∂2`2(x, y)
∂xi∂xj
= 2gij + 3∂(kgij)
k +
(
2∂(i∂jglk) − gnmΓn(ijΓmkl)
)
kl . (A.23)
Using also the expansion of the metric gij(x) and the inverse metric g
ij(x) around y
gij(x) = gij + ∂pgij
p +
1
2
∂p∂qgij
pq + . . . (A.24)
gij(x) = gij − gil∂pglkgkjp − 1
2
gil∂p∂qglkg
kjpq + gil∂pglmg
mk∂qgkng
njpq + . . . (A.25)
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one gets
gij(x)
∂`2(x, y)
∂xj
= 2i − Γiklkl −
2
3
∂kΓ
i
pq
kpq +
1
3
ΓiklΓ
l
pq
kpq + . . . , (A.26)
and, multiplying with ∂`
2
∂xi
from (A.22), one can check, up to and including terms of order 4 in ,
that one indeed has
gij(x)
∂`2(x, y)
∂xi
∂`2(x, y)
∂xj
= 4`2(x, y) , (A.27)
in agreement with (A.13). Finally, we find
gij(x)
∂2`2(x, y)
∂xi∂xj
= 2d+ 2grsΓmrsgmk
k +
1
3
gij(∂i∂jglk − 2∂k∂lgij + 4∂i∂kgjl)kl
−gijgmnΓn(ijΓmkl)kl + 2∂lgrsgkjΓjrskl + . . . , (A.28)
and
grs(x)Γjrs(x)∂j`
2(x, y) = 2grsΓmrsgmk
k + gij(2∂i∂kgjl − ∂k∂lgij)kl
−gijgmnΓnijΓmklkl + 2∂lgrsgkjΓjrskl + . . . . (A.29)
(Recall that all quantities on the right-hand side are evaluated at y.) Combining the last two
equations and rearranging a bit we get
∆x`
2(x, y) = gij(x)∂i∂j`
2(x, y)− grs(x)Γjrs(x)∂j`2(x, y)
= 2d− 2
3
gij
[1
2
(
∂i∂lgjk + ∂j∂kgil − ∂i∂jgkl − ∂k∂lgij
)
+ gnmΓ
n
ilΓ
m
jk − gnmΓnijΓmkl
]
kl + . . .
= 2d− 2
3
Rklkl + . . . . (A.30)
It is not a surprise that the final result can be simply expressed in terms of the Ricci curvature
tensor. Indeed, ∆`2 is a scalar quantity and can be computed in any coordinate system. The
expression in normal coordinates ξ around y can be found e.g. in [9], up to and including terms
of order 4 in ξ, and can be entirely expressed in terms of the curvature tensor and its covariant
derivatives. Up to order 2 in  it coincides with the 2d− 2
3
Rklkl found in (A.30).
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