We adopt a procedure of operational-umbral type to solve the (1 + 1)-dimensional fractional Fokker-Planck equation in which time fractional derivative of order α (0 < α < 1) is in the Riemann-Liouville sense. The technique we propose merges well documented operational methods to solve ordinary FP equation and a redefinition of the time by means of an umbral operator. We show that the proposed method allows significant progress including the handling of operator ordering. 
Introduction
The fractional Fokker-Planck (fFP) equation is widely used in physics to describe the continuous time random walk connected with the anomalous diffusion [29, 30, 33, 38, 46, 48] . It has the form
The most common approach of solving the fFP equation is presented in, e.g. [26, 34] . It bases on using the Laplace and Fourier transforms [47] which they applied into Eq. (1.1) to give
2)
The Laplace-Fourier transforms is denoted by the superscript (LF ) whereas the Fourier transform by the superscript (F ). In this paper we assume that the Fourier transform of initial condition f (x) exists. According to the standard procedure F α (x, t) can be obtained by inverting the Laplace and Fourier transforms in Eq. (1.2). Indeed, using [34, Eq. (1.80)] we can write the solution of fFP equation as
In Eq. (1.3) the Mittag-Leffler (ML) function E α (σ) is assumed for 0 < α < 1 and σ ∈ R. The ML function can be defined by the contour integral where the contour is chosen in such a way which allows us to omit its singularities [17, 26, 34] . These singularities can generate many problems in numerical calculation of E α (σ); some of them are solved in [15] . Note that due to the evolution operator method, which is employed to solve for instance the time dependent Schrödinger equation, Eq. (1.3) can also be interpreted as the action of evolution operator U α (t) = E α (t α L FP ) onto f (x). In this paper we express F α (x, t) in terms of the solution F 1 (x, t) of standard (ordinary) Fokker-Planck equation, namely Eq. (1.1) for α = 1. It is obtained by employing the so-called shift (umbra) representation of ML function. The umbral approach is frequently applied in the characterization of special functions and polynomials [9, 16, 42] especially in the combinatorial description of the latter one [16, 44, 49] . Usually, in many cases the use of umbral operational technique notably simplifies the calculations like, e.g., integrations and summations [2, 14, 42] . For that reasons we believe that it will happen in the case of this paper and it will help in derivation of the exact and explicit of F α (x, t) and their n-th moments.
The paper is organized as follows. The three representation of ML function, namely its series, integral and shift (umbra) representations, are described in Section 2. There is also shown the justification of using the shift (umbra) version of ML function. Section 3 contains the considerations about the convolution properties of the ML function and, at the same, the convolution property of the evolution operator. Employing the umbral representation of F α (x, t) we will present the solution of fFP equation as the solution of standard (ordinary) FP equation with changed time, see Section 4. In Section 5 we will apply the shift (umbral) form of F α (x, t) to derive the nth moments for various examples of the FP operator. The paper is concluded by Section 6 and Appendix A.
The ML function
We begin with the ML functions whose series expansion reads [15, 17, 26, 34] 
The function (2.1) for α = 1 gives exp(z), whereas for α = 1/2 it is e z 2 [erf(z) + 1], where the error function is traditionally denoted as erf(z). For a real argument and 0 < α < 1 the ML function can be also expressed as
where 
To get (2.4) from [35, Eqs. (3) and (4) 
The rest examples are listed in [35] . The one-sided Lévy stable distribution satisfies some unusual properties like, e.g., essential singularities at u = 0, 'heavy-long' tail asymptotic behaviour for u → ∞, and the self-similar properties Φ α (x, y) = y −1/α Φ α (x/y 1/α ). The 'heavy-long' tail of Φ α (u) ensures that the Stieltjes moments . As the fiducial function γ(ρ) we take M α (σ) for which c n ρ M α (−αρ) at ρ = 0 is equal to M α (−αn). Inserting this observation into Eq. (2.6) the ML function can be presented as
Justification of the umbral representation of ML function:
Let us now check if Eq. (2.7) reconstructs the Laplace transform of ML function. To realize this purpose we insert Eq. (2.7) for α = l/k, l < k, into the Laplace transform of ML function: 
. 
The proof that Eq. (2.7) fulfils Eq. (2.10) can also be obtained by employing [39, Eq. (2.3.1.1)] and series representation of the generalized hypergeometric function. Because this way needs tedious calculations it is omitted in the paper.
Shift (umbral) representation of n α (x, y):
We start by taking Eq. (2.3) in which the Lévy stable distribution is written in the series form [37, Eq. (4)]. Then, we apply r! = 2 r Γ( 
Introducing the shift (umbral) operator c ρ defined below Eq. (2.6) we can rewrite Eq. (2.11) as
where
Remark that the essential singularity of Lévy stable distribution implies the existence of essential singularity of n 1/2 (ξ, x 2α c ρ ) at ξ = 0. That gives that the series representation of Eq. (2.13) depends on the couture. The correct way of dealing with the choice of the contour can be obtained by taking Eq. (2.3) where the one-sided Lévy distribution is presented in [37] .
Convolution property of the ML function
The fact that the product of two ML functions can be written as another ML function appears only for α = 1. For the rest values of α this relation is violate. For α = 1 the convolution property of two ML functions has the form [9, 11] 
which can be proved by using the series representation of the ML function. The auxiliary functions g α (n; x, y) are given by
Observe that Eq. (3.3) for α = 1 is the binomial such that Eq. (3.2) reduces to the binomial identity and, finally, we get that the sum in Eq. (3.1) is the ML function. From another side the integral representation of ML function (2.2) leads to
Comparing now the same terms for fixed λ in Eq. (3.1) and Eq. (3.4), where we employ the series representation of exp(λu) and change the order of integration and summation, g α (n; x, y) reads as
The auxiliary function g α (n; x, y) can be also derived from the shift (umbral) representation of the ML function given by Eq. (2.7). According to it, the multiplication of two ML functions can be straightforwardly writ-
Expressing the exponential function in this formula as the series and comparing the obtained results with Eq. (3.1) we get
Note that in [9] , g n;α (x, y) is named (x ⊕ α y) n and its substitution into Eq.
Example. We calculateñ 1/2 (u; x, y) and g 1/2 (n; x, y) by using Eqs. (3.5) and (3.6), respectively. Inserting Eq. (2.
(3.8)
The functionsñ α (u; x, y) and g α (n; x, y) for α = 1/2 such that 0 < α < 1 can be derived when we insert Eq. (2.12) into Eqs. (3.5) and (3.6) and use Eqs. (3.7) and (3.8).
The solution of fFP equation
As is shown in [21] 
We remind that the initial condition f (x) is a Fourier transformable function. 
. Due to Eq. (4.4) x n α can be obtained from the nth moments of F 1 (x, t) denoted by x n (τ ) 1 where τ is changed into t α c ρ :
Examples
In this section we will study few examples of x n (t) α which correspond to F α (x, t) calculated for various operator L FP .
(1) We start with the heat (diffusion) equation for which the n-th moment of F 1 (x, τ ) is equal to
The second equality in Eq. 
, n = 0, 1, 2, . . .. Note that the polynomials H n (X, Y ) can also be derived by calculating exp(Y ∂ 2 X )X n . From Eq. (4.5) we have 
We emphasis that x 2 (τ ) 1 ∼ τ characterizes the diffusion process and random walk. Moreover, from Eq. (5.2) we get x 2 (t) α ∼ t α which it corresponds to the so-called anomalous (sub-and super-) diffusion and continuous random walk or Lévy flights. The sub-diffusion is for 0 < α < 1 and the super-diffusion for α > 1. For α = 1 we have the normal diffusion.
(2) In the next example we take
where q(x) and v(x) are arbitrary real functions. Due to Eq. (4.4) F (2) α (x, t) is obtained from F (2) 1 (x, τ ) which it is equal to F
( 5.3) The prove of second equality in Eq. (5.3) under assumptions
is presented in [3, 12] . The list of several applications of Eqs. (5.3) and (5.4) for some choices of q(x) and v(x) are given in [3] . Here, we have just quoted one example which will be extensively used in this section. 
1 (x, τ ) = f (x e τ ) and x n (τ )
The nth moment of F 1 (x, τ ) is calculated by using x = e −τ ξ in the definition of x n (τ ) (2) 1 . Now, employing Eqs. (4.5) and (2.7) we get x n (t)
(3) The third example is for the operator
which it is used in storage ring physics to model the effect of diffusion and damping of the electron beam [5] . The fFP equation with L
FP is studied in [21] , where x 2 (t) (2) α is derived by employing the integral representation of ML function. To find the solution of standard (ordinary) FP equation with L we have
where H n (X, Y ) is the heat polynomials. Then, due to Eq. (4.5) the change τ into t α c ρ in Eq. (5.8) leads to
where σ n is given after Eq. (5.5). In Eq. (5.9) we employed the sum representation of heat polynomials H n (X, Y ) and the binomial identity. Note that Eq. (5.9) for n = 2 reconstructs the second moment presented in [21] , i.e. x 2 (t) 
The knowledge of F
1 (x, τ ) enable one to calculate x n (τ )
1 which after changing τ onto t α c ρ , where c ρ acts on M α (−αρ), gives x n (t) (4) α . To get the explicit form of F (4) 1 (x, τ ) we employ its definition, the integral representation of Gaussian [39, Eq. (2.3.15.11)], and the example (2). That allows one to obtain
The proof of Eq. (5.10) is described in Appendix A. After applying Eqs. (5.5) and (2.7) the moments x n (τ )
α reads:
(5) In the last example considered here we will solve the fFP equation with the FP operator 11) which is intensively used in quantum mechanics, i.e. multiplying it by minus we obtain the Hamiltonian of the harmonic oscillator in which mass, frequency, and are equal to one. Moreover, for complex x the operator (5.11) correspondences to the SU (1, 1) group [1, 7] 
α (x, t) we should know F
1 (x, τ ). F
1 (x, τ ) can be calculated by applying the disentanglement formula for squeezed operator, see for instance [1, Eq. (5.6) for ξ = −τ ], Eqs. (4.2) and (5.5). That leads to
where T = tanh(τ ). The knowledge of F
1 (x, τ ) enables us to derive x n (τ ) (5) 1 for its definition which after employing [39, Eq. (2.3.15.9) ] and the definition of heat polynomials H n (X, Y ) gets the form
Because the tangent hyperbolic function can be approximate by its argument and cosine hyperbolic function by one we can estimate T and 1 − T 2 as τ and one, respectively. Thus, F is proportional to
The use of Eq. (4.5) and the definition of heat polynomials H n (X, Y ) given below Eq. (5.1) enable us to present x n (t) α as
Here, we take
which it gives the definition of three parameters ML functions [24, 31, 4] .
Conclusion
In this paper we consider the formal solution of (1+1)-dimensional fFP equation with the Riemann-Liouville time t (t ≥ 0) derivative of order α (0 < α < 1) and the FP operator which depends only on position x (x ∈ R) and its derivative. The standard approach of solving such type of equations bases on applying the integral transform, usually the Laplace and/or Fourier transforms. The use of these techniques allows one to express the solution of fFP equation, F α (x, t), as the Fourier transform of the ML function multiplied by the initial condition f (x) = F α (x, 0), see Eq. (1.3). To calculate this Fourier transform we write the ML function in three forms, namely the series, the integral and the shift (umbral) forms. Because the series representation of the ML function can lead to the divergent solution [21] , we apply its shift (umbral) representation which it gives the results equivalent to the results obtained by employing the integral representation of the ML function. That enable us to present F α (x, t) as the solution of the standard (ordinary) Fokker-Planck equation F 1 (x, τ ) where the time τ is changed onto t α c ρ with c ρ being the shift (umbral) operator acting on the fiducial states. In consequence, we can expect that some properties of F 1 (x, τ ) will be visible in the behaviour of F α (x, t). One of such properties is conservation of the norm if the FP operator contains the diffusion term, see examples (1), (3)- (5) . Moreover, the umbral (operational) methods allows one to significantly simplify calculations, especially the second moments of F α (x, t) which they are appropriate for the anomalous diffusion in the considered cases.
In the physical and mathematical literature, it can also be found another way of solving Eq. (1.1) . If the FP operator is proportional to the first derivative over x taken with minus sign we have
Its solution is given via the one-sided Lévy stable distribution and the boundary condition in which we take λ = τ and κ = x d dx . According to the operational method Eq. (7.1) with such chosen λ and κ reads as, [10, 13] ,
The use of example (2) enable us to obtain Eq. (7.2) as the left hand site of Eq. (5.10) times e τ .
Observe that the solution (7.2) satisfies the partial differential equation in the form ∂ ∂τ
