Abstract-Bandwidth-sharing networks as considered by Massoulié & Roberts provide a natural modeling framework for describing the dynamic flow-level interaction among elastic data transfers. Although valuable stability results have been obtained, crucial performance metrics such as flow-level delays and throughputs in these models have remained intractable in all but a few special cases. In particular, it is not well understood to what extent flow-level delays and throughputs achieved by standard bandwidth-sharing mechanisms such as¨-fair strategies leave potential room for improvement. In order to gain a better understanding of the latter issue, we set out to determine the scheduling policies that minimize the mean delay in some simple linear bandwidth-sharing networks. We compare the performance of the optimal policy with that of various¨-fair strategies so as to assess the efficacy of the latter and gauge the potential room for improvement. The results indicate that the optimal policy achieves only modest improvements, even when the value of¨is simply fixed, provided it is not too small.
I. INTRODUCTION
Over the past several years, the processor-sharing discipline has emerged as a useful paradigm for evaluating the flowlevel performance of elastic data transfers competing for bandwidth on a single bottle-neck link. Bandwidth-sharing networks as considered by Massoulié & Roberts [7] provide a natural extension for modeling the dynamic interaction among competing elastic flows that traverse several links along their source-destination paths. Bonald & Massoulié [1] showed that a wide class of © -fair bandwidth-sharing policies as introduced by Mo & Walrand [8] achieve stability in such networks under the simple (and necessary) condition that no individual link is overloaded, see also [11] for instance. While stability is arguably the most fundamental performance criterion, flowlevel delays and throughputs are obviously crucial metrics too. Although useful approximations, bounds [2] and heavy-traffic limits [6] have been obtained, the latter performance metrics have largely remained intractable in all but a few special cases. In particular, it is not well understood to what extent the flowlevel delays and throughputs achieved by common bandwidthsharing mechanisms leave potential room for improvement.
The scope for improving flow-level delays and throughputs has been the focus of intense efforts in a somewhat distinct strand of research on size-based scheduling strategies. Several studies have demonstrated that the Shortest Remaining Processing Time first (SRPT) discipline can achieve significant performance improvements for heavy-tailed service requirements compared to First-Come First-Served or Processor Sharing. The SRPT discipline has therefore been adopted as an effective mechanism for improving the performance of web servers [3] , [5] . A critical issue associated with size-based scheduling in general and SRPT in particular, is that it relies on (partial) knowledge of (remaining) service requirements. While such information is usually available in web servers, it is impractical to obtain in Internet routers. An alternative strategy which has hence been advocated for scheduling data flows is the Least Attained Service first (LAS) discipline also known as Foreground-Background Processor Sharing.
Nearly all studies on the performance gains from size-based scheduling strategies such as SRPT and LAS have considered single-server settings. Single-server systems provide reasonable models for web servers, but they do not accurately capture scenarios where users require service from several resources simultaneously. Such concurrent resource possession arises in the above-mentioned bandwidth-sharing networks, where data flows traverse several links between their source-destination pairs and consume bandwidth on each of them for the duration of the transfer. (Even though individual packets travel across the network on a hop-by-hop basis, on a somewhat longer time scale a data flow claims roughly equal bandwidth on each of the links along its path since the amount of buffering at intermediate nodes is typically quite limited.)
While single-server systems provide tractable results and useful insights, they do not exhibit the potential non-workconserving behavior that may occur in scenarios with concurrent resource possession. There are various indications that priority mechanisms in such scenarios may cause starvation effects with possibly severe consequences. For example, Yang & de Veciana [14] , [15] demonstrated that SRPT scheduling in network scenarios may yield considerable performance improvements in terms of mean delays and throughputs, but also observed that flows on long routes with large sizes may sustain a marked performance degradation. Recently, it was shown that size-based scheduling strategies such as SRPT and LAS may in fact unnecessarily fail to achieve stability in network settings, even at arbitrarily low loads [13] .
In conclusion, the results for size-based scheduling in single-server models do not provide a good indication for the scope for improvement over common bandwidth-sharing mechanisms in network scenarios. In order to gain better insight into the latter issue, we will set out to determine scheduling policies that minimize the mean delay in bandwidthsharing networks with a linear topology. While admittedly simple, linear networks provide a useful model for flows that traverse several links and experience bandwidth contention from independent cross-traffic. Armed with the knowledge of the optimal policy, we then compare its performance with various (which is a modeling abstraction of TCP). The remainder of the paper is organized as follows. In Section II we provide a detailed model description and discuss some preliminaries. In Section III we derive some samplepath comparisons for the workload processes under various scheduling policies. We use these sample-path inequalities in Section IV to show that in certain cases with exponential service requirements relatively simple priority-type policies minimize the mean number of users in the system. In Section V we examine cases where the optimal policy does not have a simple priority-type structure, and use dynamic programming techniques to prove that in these cases the optimal policy is characterized by a switching curve. Section VI presents the numerical experiments that we conducted. We summarize our results in Section VII.
II. MODEL DESCRIPTION AND PRELIMINARY RESULTS
We consider a linear network with nodes. For convenience, we assume each of the nodes to have a unit service rate. In order to present the results in the simplest possible setting, we focus on a traffic scenario with classes, where class ! requires service at node
-fair policies we seek policies that in some appropriate sense minimize the total number of active users in the above-described system. We only allow (possibly preemptive) policies that have no knowledge available of the remaining service requirements and denote this class of policies by a . The following policies will play a central role.
gives preemptive priority to class 0 whenever it is non-empty and, otherwise, serves any other class with at least one user.
simultaneously serves all classes
whenever at least one user of each class is present. Otherwise class 0 is served. When class 0 is empty, any other class with at least one user present is served. For both these policies the system is stable under the standard conditions, since policies so that there is no closed-form expression available for the mean workloads. For , determining these is equivalent to solving a boundary-value problem [4] : the service rate allocated to any class ! depends on the workloads of all other classes.
III. WORKLOAD
In this section we allow for general service requirement distributions and compare (sample-path wise) the workloads of the various classes under different policies.
Let
be a policy that is work-conserving in node , i.e., the capacity of node is fully used whenever that node is non-empty. Obviously, such a policy minimizes the total workload in node at all times. More specifically, if
for some arbitrary policy , in the same sample space. Let
We show by contradiction that cannot be finite. Let us suppose can not do better than that). Note that 
IV. SMALL CLASS-0 USERS
In the remainder of the paper we focus on exponentially distributed service requirements and write minimize the mean number of users in the above-mentioned cases. Because of Little's law, such a policy automatically minimizes the mean overall sojourn time as well. We briefly comment on the stochastic optimality in Section IV-B.
To put our results in context, we recall that the _ -rule is known to stochastically minimize the number of users [9] in a single-server system. The rationale behind this rule is that it maximizes the output rate at all times. In the network we discuss, this can only be accomplished for certain parameter values. Besides trying to maximize the total output rate of the system, we must take into account that when serving class for all , then giving priority to classes , myopically maximizes the total output rate of the system but such a discipline unnecessarily causes instability [13] 
. In general, there can be a trade-off between maximizing the output rate and using the full capacity in each node whenever that node is non-empty. It is precisely in those cases where these two objectives are compatible, that we can identify the policies that minimize the total number of users.
A. Minimizing the mean number of users
The next lemma, together with the results for the workload obtained in Section III, can be used to prove that, in certain cases, policy have no knowledge of the remaining service requirements, the workload, 
and the lemma is proved after taking expectations.
This lemma paves the way for the following two propositions, which state that, in certain cases, 
B. Stochastic optimality
It is worth noting that despite the stochastic inequality (4) the above arguments can not be strengthened to prove that stochastically minimizes the total number of users.
V. LARGE CLASS-0 USERS
Again assuming exponential service requirements, we now explore the uncovered case when there exists an , such that
. Since a stochastically optimal policy may in general not exist, we focus instead on the average-optimal policy, i.e., the policy that minimizes Intuitively it is clear that when there are users of both classes 1 and 2 present, serving them will be optimal. When there are only users of classes 0 and 1 present and
, serving class 0 seems appropriate, since it is work-conserving in both nodes and it maximizes the total output rate. However, when
, there is no obvious rule which class to serve. The next proposition states that in such situations, there exists a switching curve that determines which class is optimal to serve, i.e. there exists a function . If both classes 1 and 2 are non-empty, then the expected average-optimal stationary policy serves these simultaneously. While class 2 is empty, the optimal policy is characterized by a switching curve (class 1 is only served if there are sufficient class-1 users). If, in addition,
, then class 0 is served while class 1 is empty.
In the remainder of this section we outline the proof of this proposition. We denote by , and the numbers of class-0, class-1 and class-2 users, respectively. It will be convenient to focus on the uniformized Markov chain. That is, transition epochs (possibly 'dummy' transitions that do not alter the system state) are generated by a Poisson process of uniform rate
. We assume È without loss of generality. Using DP, we minimize the mean number of users for the embedded uniformized process, which is equivalent to minimizing that of the original process. The direct costs that are incurred each time state We now proceed to numerically investigate whether the latter finding holds in greater generality. The optimal policy is computed by DP after truncating the state space. In cases where the optimal policy is known explicitly, we verified that the results from DP are accurate. We examined a wide range of scenarios in terms of the values of the parameters π * opt α fair dp α =2 α =1 Fig. 1 . Total mean number of users in case A. The above-mentioned results concern rate allocation across flow classes (corresponding to flows sharing a common route), and do not account for scheduling within classes. As mentioned in the introduction, it was shown in [13] that standard size-based scheduling strategies such as SRPT and LAS applied across all flows can cause instability effects. However, size-based scheduling within flow classes may still produce substantial performance benefits, provided the rate allocation across flow classes is carefully arbitrated to avoid the above instability phenomena. Exactly how to combine size-based scheduling within classes with a stable rate arbitration across classes, and what the potential gains might be, is non-trivial and remains as a challenging topic for further research. 
