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Abstract
A negative answer to the question “Is every matrix similar to a Toeplitz matrix?” raised by
D.S. Mackey, N. Mackey and S. Petrovic [Linear Algebra Appl. 297 (1999) 87] is given. The
tool of investigation is a result concerning the structure of the intersection of kernel and range
of a Toeplitz matrix, which is of independent interest. © 2001 Published by Elsevier Science
Inc.
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1. Introduction
It is an elementary and well-known fact that the inverse eigenvalue problem is
always solvable in the class of Toeplitz matrices. That means for a given system
of n complex number λk , there is always a Toeplitz matrix T = [ai−j ]ni,j=1 such
that the λk are the eigenvalues of T, counting multiplicities. Indeed, if F denotes the
matrix of the discrete Fourier transform and D the diagonal matrix of the λk , then
T = F−1DF is such a matrix which is not only Toeplitz but even a circulant.
A much harder problem is the inverse eigenvalue problem for real symmetric
Toeplitz matrices. This problem was posed by Delsarte and Genin in [1] and solved
there for n  4. A final affirmative answer to the solvability question was given much
later by Landau in [5].
In this stream of development Mackey et al. posed in [6] the inverse Jordan struc-
ture problem for Toeplitz matrices: Which Jordan canonical forms can be realized by
some Toeplitz matrix? Or in other words: Is every matrix similar to a Toeplitz matrix?
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This was also the title of a talk delivered by Mackey at the 8th ILAS Conference in
Barcelona, July 1999.
Clearly, each diagonalizable matrix is similar to a Toeplitz matrix. In the paper [6]
it is shown that every nonderogatory matrix is similar to a Toeplitz matrix. Moreover,
it is shown that the Toeplitz matrix can be chosen in this case as upper Hessenberg
with ones below the main diagonal and that with this restriction the choice is unique.
The authors of [6] also discuss the problem what happens if the assumption of
nonderogatoracy is dropped. Checking all possible cases by sometimes lengthy, albe-
it calculations they show that the inverse Jordan structure problem is always solvable
for n  4. It is remarkable that for n = 4 there are situations when only complex
solutions exist, despite the data being real. The authors write: “In what might seem
to be a replay of the history of the inverse eigenvalue problem we resolve the question
when n  4”.
In the present paper we show that the situation for the inverse Jordan structure
problem for general Toeplitz matrices is different to that for the inverse eigenvalue
problem for real symmetric Toeplitz matrices. That means matrices that are not sim-
ilar to a Toeplitz matrix do exist. The simplest examples are the 5× 5 and 6× 6
matrices

0 0
1 0
0 0
1 0
c

 ,


0 0 0
1 0 0
0 1 0
0 0
1 0
0


,
where c /= 0. The second of these matrices is nilpotent. Let us note that in [6] it was
already mentioned (without proof) that all nilpotent matrices of order 5 are similar to
a Toeplitz matrix, so that no simpler examples can be expected. We show that, more
generally, for any odd integer n  5 there is an n× n matrix which is not similar to
a Toeplitz matrix. We conjecture that also for even integers n  6 there exist such
matrices and we will give some arguments for it. However, we could prove it only
for n  10.
In order to explain the theory behind these examples we discuss the problem
under investigation in more detail. Let λ0 be an eigenvalue of the n× n matrix A.
We introduce the integers
dk(A, λ0) = dim ker(A− λ0In)k+1 − dim ker(A− λ0In)k,
k = 0, 1, . . . Then d0(A, λ0) is the geometric multiplicity of λ0 and dk(A, λ0) is the
number of Jordan blocks corresponding to λ0 with a size greater than k.
If the eigenvalues λk and the numbers d0(A, λk) are prescribed, then we have the
common inverse eigenvalue problem. As mentioned above, this problem has always
a solution in the class of Toeplitz matrices. In the general inverse Jordan structure
problem complex numbers λk and integers dkj (j = 0, . . . , qk) are given, and we
are looking for a matrix A with eigenvalues λk and dj (A, λk) = dkj . In the class of
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general n× n matrices this problem has a solution if ∑k∑qkj=0 dkj  n. In the class
of Toeplitz matrices this problem turned out to be very complex, and it seems to be
very hard to decide whether for a given data set this problem has a solution.
In this paper we consider the problem only for a single eigenvalue λ0. Since the
identity matrix is Toeplitz, we may assume, without loss of generality, that λ0 = 0.
We write dk(A) instead of dk(A, 0).
Definition. The (q + 2)-tuple (n, d0, . . . , dq)with d0  · · ·  dq  0 and∑qj=0 dj
 n will be called Toeplitz admissible if there is an n× n Toeplitz matrix with
dk(T ) = dk for k = 0, . . . , q .
Clearly, each pair (n, d0), n  d0, is Toeplitz admissible, since there are n× n
Toeplitz matrices of any rank less than or equal to n. Since nonderogatory matrices
are similar to Toeplitz, each tuple of the form(
n, 1, . . . , 1︸ ︷︷ ︸
q
)
with q  n is Toeplitz admissible. More generally,(
n, l, . . . , l︸ ︷︷ ︸
q
)
is Toeplitz admissible for ql  n. In fact, let Sn denote the n× n matrix of the
forward shift in Cn,
Sn =


0 . . . 0
1
.
.
.
...
0 1 0

 .
Then dk(Sln) = l for kl  n. There a few more tuples that are obviously Toeplitz
admissible, but in general not much is known about the Toeplitz admissible tuples.
The main result of this paper states that some triples (n, d0, d1) and some quadru-
ples (n, d0, d1, d2), for example (6, 3, 2) and (5, 2, 2, 0), are not Toeplitz admissible.
Of course, our paper is only a small step toward the solution of the inverse Jordan
structure problem for Toeplitz matrices, even for only one eigenvalue.
Our approach is based on the fact that
d1(A) = dim (kerA ∩ rangeA).
For this reason we study the structure of the intersection of the kernel and the range
of a Toeplitz matrix. We show that this intersection has the same structure as the
kernel of a square Toeplitz matrix. This result seems to be of independent interest.
The kernel of a square Toeplitz matrix is spanned by a so-called shift chain, which
is a sequence of vectors consisting of one vector, called the kernel generating vector,
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and its forward shifts. This result can be found, for example, in [2,4]. For the con-
venience of the reader we provide an elementary proof. Note that, differently to the
kernel of a Toeplitz matrix, not every vector can be the generating vector of a shift
chain spanning the intersection of the kernel and the range of a Toeplitz matrix. This
leads to some restrictions from which the counterexamples emerge.
In order to generalize our approach to more general inverse Jordan structure prob-
lems we would need to know more about the structure of the kernel of powers of
Toeplitz matrices. But it turned out that this structure is more complicated.
2. Structure of kerT ∩ rangeT
Throughout the paper, if u = (uk)mk=0 ∈ Cm+1 is a vector, then u(λ) will denote
the polynomial u(λ) =∑mk=0 ukλk .
For u = (uk)mk=0 ∈ Cm+1, we denote by Md(u) the (m+ d)× d matrix
Md(u) =


u0 0
... u0
um
...
.
.
.
um u0
.
.
.
...
0 um


.
Md(u) is the matrix of the multiplication operator x(λ)→ u(λ)x(λ), where x(λ) is
a polynomial of degree d − 1, with respect to the power basis {λj }. Furthermore, we
denote by û the reverse of u, i.e., û = (um−k)mk=0.
The following theorem is the starting point of our investigations. It was stated and
proved, as far as we know, for the first time in [2] in a different formulation. Then it
was generalized to rectangular Toeplitz matrices in [4] and to block Toeplitz matrices
in [3]. For the convenience of the reader we provide a sketch of the proof.
Theorem 2.1. Let T = [ai−j ]ni,j=1 be an n× n singular Toeplitz matrix and d =
dim kerT . Then there exists a vector u = (uk)mk=0, m = n− d, such that the columns
of Md(u) form a basis of the kernel of T, and the columns of Md(̂u) form a basis of
the kernel of the transpose of T. The vector u is unique up to constant nonzero factor.
Vice versa, for a given nonzero vector u ∈ Cm+1 and any n > m there is an n× n
Toeplitz matrix T such that the columns of Md(u), d = n−m, form a basis of kerT .
Proof. For T = 0 the theorem is trivial. Assume now that T /= 0. Besides the ma-
trix T we consider the (2n− k)× k Toeplitz matrices Tk = [ai−j ]2n−k; ki=1; j=1 for k =
1, . . . , 2n− 1. Note that Tk−1 is obtained from Tk by deleting the last column and
adding another row at the top in such a way that the Toeplitz structure is preserved.
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Our basic observation is that the vector u belongs to the kernel of Tk if and only if
the vectors [uT 0]T and [0 uT]T belong to the kernel of Tk+1.
Let m denote the largest integer k for which the kernel of Tk is trivial and let
Tm+1u = 0, u /= 0. Since the kernel of T1 is trivial, m is well defined. Using the
observation just mentioned we conclude that the columns of Mn−m(u) belong to the
kernel of T.
Let J denote the matrix of the n× n counteridentity,
J =

0 1...
1 0



n.
Then T T = JT J . From this relation we conclude that the columns of Mn−m(̂u)
belong to the kernel of the transpose of T. Furthermore, we conclude that the columns
of M2(n−m)(̂u) belong to the kernel of T Tm . Since the kernel of Tm is trivial we have
dim kerT Tm = 2(n−m). For this reason and since the columns of M2n−m(̂u) are
linearly independent, they span kerT Tm . Consequently, the columns ofMn−m(̂u) span
the kernel of the transpose of T and the columns of Mn−m(u) span the kernel of T,
which proves the first part of the theorem.
From the proof we see that the dimension of the kernel of Tm+1 equals 1. This
implies the uniqueness of u, up to a constant factor.
We sketch the proof of the last part of the theorem, for the sake of simplicity,
under the assumptions that um /= 0 and u(λ) has only simple roots λi (i = 1, . . . ,m).
The proof for the general case uses the same arguments, but it requires much more
notation. For t ∈ C, let (t) denote the vector (t) = (tk−1)2n−1k=1 .
Observe that Tm+1u = 0 is equivalent to M2n−m−1(u)Ta = 0, where T =
[ai−j ]ni,j=1, a = (ai)n−1i=1−n. The solution subspace of the second system is spanned
by the vectors (λi) with i = 1, . . . ,m. Take now a =∑mi=1 ci(λi) with ci /= 0.
Then, for the corresponding Toeplitz matrix T, T x = 0 is equivalent to x(λi) = 0
for i = 1, . . . ,m. Hence x(λ) must be a multiple of u(λ). In particular, T has rank
m. We conclude that T is, as desired, a Toeplitz matrix with kernel generating vector
u and nullity d = n−m. 
The vector u will be called a kernel generating vector for T.
For u = (uk)mk=0 and d = n−m, we consider, besides the matrix Md(u), the
d × d matrix
Rd(u) = Md(̂u)TMd(u).
The following is checked by direct verification.
Proposition 2.1. For any u ∈ Cm+1, the matrix Rd(u) is a Toeplitz matrix, R =
[ti−j ]di,j=1, where the entries tj are given by
524 G. Heinig / Linear Algebra and its Applications 332–334 (2001) 519–531
λ−mu(λ)2 =
m∑
j=−m
tj λ
j .
or equivalently by
tj =
m−j∑
k=0
uj+kum−k, t−j =
m−j∑
k=0
ukum−j−k
for j = 0, . . . ,m and the remaining tj equal to zero.
Our basic result is the following consequence of Theorem 2.1.
Theorem 2.2. Let T be a singular n× n Toeplitz matrix and u ∈ Cm+1 a kernel
generating vector for T, d = n−m = dim kerT . Then
d1(T ) = dim (ker T ∩ rangeT ) = dim kerRd(u). (2.1)
Moreover, if Rd(u) is singular, d1 = dim kerRd(u), and v is a kernel generating
vector for the Toeplitz matrix Rd(u), then the columns of the matrix Md1(w), where
w(λ) = u(λ)v(λ), form a basis of the subspace kerT ∩ range T .
Proof. According to Theorem 2.1, the kernel of T is equal to the range of Md(u). A
vector Md(u)ξ ∈ kerT belongs to the range of T if and only if zTMd(u)ξ = 0 for all
z ∈ kerT T. Since the columns of Md(̂u) form a basis of kerT T, this is equivalent to
Md(̂u)
TMd(u)ξ = Rd(u)ξ = 0. In this way we have a one-to-one correspondence
ξ → Md(u)ξ between kerRd(u) and kerT ∩ rangeT . This leads to equality (2.1).
The second part of the theorem follows now from the facts that the kernel of Rd(u)
is equal to the range of Md1(v) and Md1(w) = Md(u)Md1(v). 
Theorem 2.2 leads us to the following.
Corollary 2.1. The triple (n, d, d1) is Toeplitz admissible if and only if there exists
a nonzero vector u ∈ Cn−d+1 such that d1 = dim kerRd(u).
3. Matrices of odd order
Let M(n, d0, d1) denote the class of n× n Toeplitz matrices T with d0(T ) = d0
and d1(T ) = d1. ThenM(n, d0, d1) is nonempty if and only if (n, d0, d1) is Toeplitz
admissible.
Theorem 3.1. For m  2, any matrix from M(2m+ 1,m,m) is similar to
Am = S2 ⊕ · · · ⊕ S2︸ ︷︷ ︸
m−1
⊕S3
if c /= 0.
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Corollary 3.1. For m  2, there is no Toeplitz matrix that is similar to
Bm = S2 ⊕ · · · ⊕ S2︸ ︷︷ ︸
m
⊕c
if c /= 0, i.e., (2m+ 1,m,m, 0) is not Toeplitz admissible.
Proof of Theorem 3.1. Assume that T ∈M(2m+ 1,m,m) and u is a kernel gener-
ating vector for T. According to Theorem 2.2, we haveRm(u) = 0. This is equivalent
to the following system of nonlinear equations:
t1−m = 2u0u2 + u21 = 0
t2−m = 2u0u3 + 2u1u2 = 0
t3−m = 2u0u4 + 2u1u3 + u22 = 0
...
...
t0 = 2u0um+1 + 2u1um + · · · = 0
...
...
tm−2 = 2um−2um+1 + 2um−1um = 0
tm−1 = 2um−1um+1 + u2m = 0.
(3.1)
If u0 /= 0, then we may assume that u0 = 1. We show that then u1 = 0. Assume
that u1 /= 0. Then we define xk = uk/uk1 (k = 2, . . . ,m) and obtain from (3.1) the
recursion
xj = −12
j−1∑
k=1
xkxj−k.
It can easily be checked by induction that the numbers xj are real where xj > 0 if j
is odd and xj < 0 if j is even. Hence we have 2xm−1xm+1 + x2m > 0, which means
that the last equation of (3.1) has no solution.
Thus u1 = 0. This leads to uj = 0 for all j = 2, . . . ,m+ 1. That means T is
upper triangular and the first m columns of T are zero. Such a matrix is nilpotent and
similar to An. In particular, it is not similar to Bn.
If u0 = 0, then we obtain uj = 0 for j = 1, . . . ,m and um+1 /= 0. In this case
T is lower triangular and the m last columns of T are zero. Such a matrix is again
nilpotent and similar to An. 
Note that Bm is similar to a Toeplitz matrix if c = 0. That means (2m+ 1,m+
1,m, 0) is Toeplitz admissible. In fact, Sm+12m+1 is such a Toeplitz matrix. Remember
that also (2m+ 1,m,m, 1) is Toeplitz admissible and is realized by Sm2m.
Let us mention one more example. If T denotes the Toeplitz matrix T = Sm+12m+1 +
e1e
T
2m+1 and n  3,1 then d0(T ) = m, d1(T ) = m− 1, d2(T ) = d3(T ) = 1. Hence
T is similar to S4 ⊕ S2 ⊕ · · · ⊕ S2︸ ︷︷ ︸
m−2
⊕ 0 and (2m+ 1,m, 1) is Toeplitz admissible.
1 ek denotes the kth vector of the standard basis in Cn.
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The following problem remains unsolved: Is any triple (2m+ 1, d0, d1)with d0 +
d1  2m+ 1 Toeplitz admissible?
4. Matrices of order 4
In the case of matrices of even order it is more difficult to construct matrices that
are not similar to Toeplitz. We start with the case n = 4 and prove a result which was
proved in a different way in [6].
Theorem 4.1. The class M(4, 2, 1) does not contain real matrices, i.e., there is no
real 4× 4 Toeplitz matrix that is similar to S2 ⊕ 0⊕ c (c /= 0) or to S3 ⊕ 0.
Proof. Suppose that T ∈M(4, 2, 1) and u is a kernel generating vector for T. Then
the 2× 2 matrix R2(u) is singular. Hence
detR2(u) = (2u0u2 + u21)2 − 4u0u21u2 = 4u20u22 + u41.
Assuming that u is real we conclude from detR2(u) = 0 that u(λ) = u0( /= 0) or
u(λ) = u2λ2( /= 0). This implies that T is triangular and has the form
T =


0
0 0
a 0 0
∗ a 0 0

 or T =


0 0 a ∗
0 0 a
0 0
0


with a /= 0, in view of d0(T ) = 2. Matrices of this form are similar to S2 ⊕ S2 and
not to S2 ⊕ 0⊕ c or to S3 ⊕ 0. The contradiction proves the theorem. 
Let us point out that there exist complex Toeplitz matrices that are similar to
S2 ⊕ 0⊕ c and to S3 ⊕ 0. Examples for both types are presented in [6]. The proof
of Theorem 4.1 and converse part of Theorem 2.1 allow us to describe all these Toep-
litz matrices as follows. Let u = (uj )2j=0 /= 0 be a vector such that 4u20u22 + u41 = 0
and u1 /= 0. If now a = (aj )3j=−3 /= 0 belongs to the kernel of M5(u)T and T =
[ai−j ]4i,j=1 is not of rank 1, then T ∈M(4, 2, 1).
5. Matrices of order 6
In this section we find a triple (n, d0, d1) for which the class M(n, d0, d1) is
empty. We also find a nilpotent matrix that is not similar to a Toeplitz matrix.
Theorem 5.1. The class M(6, 3, 2) is empty, i.e., there is no 6× 6 Toeplitz matrix
that is similar to
S3 ⊕ S2 ⊕ 0 or S2 ⊕ S2 ⊕ 0⊕ c,
where c /= 0.
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Proof. Suppose that T ∈M(6, 3, 2). Then the rank of the matrix R3(u)
= [tj−k]2j,k=0 equals 1 and the entries are given by
t−2 = 2u0u1,
t−1 = 2u0u2 + u21,
t0 = 2u0u3 + 2u1u2, (5.1)
t1 = 2u1u3 + u22,
t2 = 2u2u3.
Hence all 2× 2 minors of R3(u) are equal to zero.
We consider first the case t0 /= 0. Since u is defined only up to nonzero constant
factor, and so is R3(u), hence we may assume that t0 = 2. Together with t20 = t2t−2
we obtain the system
u0u1u2u3 = 1, u0u3 + u1u2 = 1.
In particular, we conclude that all uk are nonzero. We set u0u3 = γ . Then
u1u2 = γ−1 and γ + γ−1 = 1. That means γ is a third root of −1. Hence γ =
(1/2)(1±√−3) and
u0 = γ /u3, u1 = 1/γ u2. (5.2)
The relations t21 = t0t2 and t2−1 = t0t−2 lead to
4u0u2u23 = 4u21u23 + u42 and 4u20u1u3 = 4u20u22 + u41. (5.3)
Substituting (5.2) we obtain
4γ 3u32u3 = 4u23 + γ 2u62 and 4γ 3u32u3 = 4γ 4u62 + γ−2u23.
From this we conclude that u3 = ±γ 2u32. Inserting this into the first relation of (5.3)
we obtain±4γ 3 = ∓4 = 4γ 2 + 1, which is false. The contradiction shows that there
is no u with the desired property.
It remains to consider the case t0 = 0. In this case we have only two situations
in which rank R3(u) = 1, namely t2 /= 0 and tk = 0 for the other k, and t−2 /= 0 and
tk = 0 for the other k. It is easily checked that in these two situations system (5.1)
has no solution. In this way we showed that in all situations we have rank R3(u) /= 1,
i.e., d1 /= 2, which proves the theorem. 
6. Matrices of even order n  8
The case n = 6 leads to the conjecture that the class M(2m,m,m− 1) is empty
for all m  3. We believe that this is true, but we cannot prove it in general. We
reduce the problem to the fulfilment of a condition concerning a class of polynomials
that can be checked for special cases.
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These polynomials pn(t) are defined recursively by
p1(t) = 1, p2(t) = t, pj (t) = −12
j−1∑
k=1
pk(t)pj−k(t).
The generating function p(z, t) =∑∞j=1 pj (t)zj is given by
p(z, t) = (1+ 2z+ z2(1+ 2t))1/2 − 1
from which the following explicit expression for the pj (t) follows:
pj (t) = −12
∑
0kj/2
2j−k
(
1/2
j − k
)(
k
j − k
)(
t + 1
2
)k
.
Our subsequent considerations rely on the following.
Condition (S). For m  4, the system of m− 2 equations
pm+2(t) = pm+3(t) = · · · = p2m−1(t) = 0 (6.1)
has only the trivial solution t = 0.
This is at least true for m = 4 and m = 5. We conjecture that it is valid for all
m, since it seems that even two consecutive polynomials in the sequence {pk(t)} are
coprime.
The main result of this section is the following.
Theorem 6.1. Assume that m  4 is such that condition (S) is fulfilled. Then the
classM(2m,m,m− 1) is empty. That means there is no Toeplitz matrix that is sim-
ilar to
S2 ⊕ · · · ⊕ S2︸ ︷︷ ︸
m−1
⊕ 0⊕ c or S3 ⊕ S2 ⊕ · · · ⊕ S2︸ ︷︷ ︸
m−2
⊕ 0
if c /= 0.
The proof is based on a description of the class M(2m,m− 1,m− 1).
Lemma 6.1. Assume that m is such that condition (S) is fulfilled. Let T ∈
M(2m,m− 1,m− 1) and let u = (uj )m+1j=0 be a kernel generating vector for T.
Then uk = 0 either for k = 2, . . . ,m+ 1 or k = 0, . . . ,m− 1.
Proof. We have Rm−1(u) = 0. The latter can be written as a system of 2m− 3
nonlinear equations
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t2−m = 2(u0u3 + u1u2) = 0
...
...
t0 = 2(u0um+1 + u1um + · · ·) = 0
...
...
tm−2 = 2(um−2um+1 + um−1um+1) = 0.
(6.2)
We consider different cases. If u0 = u1 = 0, then we obtain u2 = · · · = um−1 = 0,
which is our assertion. If u0 = 0 and u1 /= 0, then u2 = · · · = um+1 = 0.
Consider now the case u0 /= 0. Then we may assume that u0 = 1 and the first
m− 1 equations of (6.2) can be written as recursion
uj = −12
j−1∑
k=1
ukuj−k (j = 3, . . . ,m+ 1). (6.3)
If we define um+2, . . . , u2m−1 according to this recursion, then the last m− 2 equa-
tions of (6.2) can be written in the form
um+2 = · · · = u2m−1 = 0. (6.4)
If u1 = 0, then we obtain that uj = 0 for all odd j and uj = αjuj/22 for all even
j, where (−1)jαj > 0. Hence (6.4) is only true if u2 = 0, which implies u3 = · · · =
um+1 = 0.
In case that u1 /= 0 we set xk = uk/uk1 and x2 = t . Then (6.3) goes over into
xj = −12
j−1∑
k=1
xkxj−k, x1 = 1, x2 = t
and (6.4) goes over into the system of algebraic equations (6.1) which we assumed
to possess only the trivial solution t = 0. That means u2 = 0 which implies u3 =
· · · − um+1 = 0. This proves the lemma. 
Proof of Theorem 6.1. Suppose that T ∈M(2m,m,m− 1) and u = (uj )mj=0 is a
kernel generating vector for T. Then the Toeplitz matrix Rm(u) has rank 1. Accord-
ing to Theorem 2.1, Rm(u) has a kernel generating polynomial of degree 1, i.e., of
the form v(λ) = v0 + v1λ. Hence Rm(u)Mm−1(v) is the m× (m− 1) zero matrix
which implies Mm−1(̂v)TRm(u)Mm−1(v) = 0. Since Mm(u)Mm−1(v) = Mm−1(w)
with w(λ) = u(λ)v(λ) we concludeRm−1(w) = 0. This leads to the system of equa-
tions (6.2) with u being replaced by w. According to Lemma 6.1, the components of
the solutions vanish except for the first two or the last two ones. Let us assume that
we have the first case. The second case is analogous. In this case w(λ) has degree
1. Therefore, since v(λ) has degree 1, u(λ) must be a constant. But in this case T is
similar to
S2 ⊕ · · · ⊕ S2︸ ︷︷ ︸
m
.
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That means it belongs to M(2m,m,m) and not to M(2m,m,m− 1). 
From the proof of Theorem 6.1 we can conclude the following fact.
Corollary 6.1. If (n, d0, d1) is Toeplitz admissible, then also (n, d1, d1) is Toeplitz
admissible.
In fact, let T ∈M(n, d0, d1), u be a kernel generating vector for T, v be a kernel
generating vector for Rd0(u), and w(λ) = u(λ)v(λ). Then
Rd1(w) = Md0(v)TRd0(u)Md0(v) = 0.
Hence any n× n Toeplitz matrix with nullity d1 and kernel generating vector w
belongs to M(n, d1, d1).
One might ask whether (2m,m− 1,m− 1) is admissible, i.e., whether
M(2m,m− 1,m− 1) is nonempty. It is. The simplest example is the Toeplitz ma-
trix Sm−12m which is similar to
S3 ⊕ S3 ⊕ S2 ⊕ · · · ⊕ S2︸ ︷︷ ︸
m−3
.
Furthermore, the matrix Sm2m + e1eT2m belongs to this class. It is similar to
S4 ⊕ S2 ⊕ · · · ⊕ S2︸ ︷︷ ︸
m−2
.
That means all 2m× 2m nilpotent matrices A with d0(A) = d1(A) = m− 1 are sim-
ilar to a Toeplitz matrix.
Let us mention some more examples. We consider 2m× 2m Toeplitz matrices
of the form T = aSm2m + b T, where  = [1 . . . 1]T and a, b ∈ C. Then d0(T ) =
m− 1, and u = em+1 − em+2 is a kernel generating vector for T. Hence we have
Rm−1(u) = 0, which means that T belongs to M(2m,m− 1,m− 1).
An elementary computation shows that α is a nonzero eigenvalue of T if and only
if
α2 − 2bmα − abm = 0.
If we choose, for given c1, c2 with c1 + c2 /= 0 and c1c2 /= 0,
b = (c1 + c2)/2m, a = −c1c2/bm,
then the corresponding Toeplitz matrix T has eigenvalues c1 and c2. From this we
conclude that T is similar to the matrix
C = S2 ⊕ · · · ⊕ S2︸ ︷︷ ︸
m−1
⊕c1 ⊕ c2. (6.5)
It remains to consider the case c1 + c2 = 0. For this case we introduce the Toep-
litz matrix T = aSm2m + e2meT1 + be1eT2m with ab /= 0. This matrix also belongs to
M(2m,m− 1,m− 1). The nonzero eigenvalues of this matrix are equal to ±√bc.
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That means, for given c1, c2 with c1 + c2 = 0 we have to choose b and c such that
bc = c21 in order to have a matrix that is similar to (6.5).
Note that the two families of Toeplitz matrices, which we have just introduced, do
not provide a matrix that is similar to (6.5) in the case c1 = c2, since for the matrices
in these families the geometric multiplicity of a nonzero eigenvalue is always equal
to 1. That means that it is unclear whether the inverse Jordan structure problem has
always a Toeplitz solution even in the narrow class of 2m× 2m matrices A with
d0(A) = d1(A) = m− 1.
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