Universal Dissipationless Dynamics in Gaussian Continuous-variable Open
  Systems by Zhu, Han-Jie et al.
ar
X
iv
:1
80
3.
05
57
4v
4 
 [q
ua
nt-
ph
]  
8 S
ep
 20
18
Universal Dissipationless Dynamics in Gaussian Continuous-variable Open Systems
Han-Jie Zhu1, Guo-Feng Zhang1,∗ Lin Zhuang2, and Wu-Ming Liu3
1School of Physics and Nuclear Energy Engineering, Beihang University, Beijing, China
2State Key Laboratory of Optoelectronic Materials and Technologies,
School of Physics, Sun Yat-Sen University, Guangzhou, China and
3Beijing National Laboratory for Condensed Matter Physics,
Institute of Physics, Chinese Academy of Sciences, Beijing, China
We investigate the universal dissipationless dynamics of Gaussian continuous-variable systems in
the presence of a band-gapped bosonic environment. Our results show that environmental band gaps
can induce localized modes, which give rise to the dissipationless dynamics where the system behaves
as free oscillators instead of experiencing a full decay in the long time limit. We present a com-
plete characterization of localized modes, and show the existence of the critical system-environment
coupling. Beyond the critical values, localized modes can be produced and the system dynamics
become dissipationless. This novel dynamics can be utilized to overcome the environmental noises
and protect the quantum resources in the continuous-variable quantum information.
The dissipation and decoherence processes induced by
surroundings are the central topic of study in the theory
of open quantum systems. These unavoidable processes
almost always lead to the irreversible loss of quantum co-
herence and quantum correlations which are the crucial
resources for quantum technologies [1–6]. Yet, quantum
resources may be protected by utilizing quantum states
that are less sensitive to environmental perturbations.
This constitutes the basic idea of passive protection of
quantum resources, which has been an important subject
and had many applications in quantum information [7].
A prominent example is that of the decoherence-free sub-
spaces, where the state evolution inside these subspaces
is completely unitary [8–13]. Another novel example is
the bound state where the discrete eigenstate is formed
inside the environmental band gap. Such state is sta-
ble under environmental noise, and gives rise to dissipa-
tionless dynamics when the non-Markovian effect is fully
taken into account. For finite dimensional systems such
as spin systems, this phenomenon can occur for systems
embedded in photonic band-gap materials, and is known
as atom-photon bound states [14–26]. This feature can
lead to many practical phenomena such as decoherence
suppression [27], quantum entanglement and correlation
preservation [28–33], quantum speedup [34], and metrol-
ogy precision enhancement [35].
Despite significant progress on the subject, the anal-
ysis has almost exclusively been focused on few-body
systems. The analogous behavior for many-body quan-
tum systems is of general interest and highly desirable,
since ultimately many schemes in practice require such
system. However, it is still a challenging and almost
unexplored topic to understand such behavior in many-
body systems. For another category of quantum systems,
i.e., continuous-variable (CV) systems, another question
arises: can bound states still be formed in the band-
gapped environment and if so, do these bound states lead
to dissipationless dynamics? These questions are es-
pecially interesting for Gaussian systems, which
constitute a large class of CV systems, and play
a central role as well as serve as primary tools
in CV quantum information. It would be novel
and of practical relevance if bound states can be
formed in Gaussian systems, which allows us to
protect quantum resources in many CV proto-
cols. Despite some previous papers have addressed
related simplified problems [36–42], the models discussed
in these articles are small systems, and can be regarded
as finite dimensional systems since oscillators behave as
few-level atoms in their invariant subspaces. Thus these
models may not provide correct bound-state properties
in Gaussian systems, even for the single oscillator case.
Therefore, it is essential to establish a bound-state theory
for general Gaussian systems.
In this Letter, we explore the Gaussian dissipation-
less dynamics in general CV systems with band-gapped
bosonic environments and show that, different from finite
dimensional systems, bound states in CV systems are
characterized by localized modes with frequencies em-
bedded in environmental spectral gaps. We obtain ex-
istence conditions of localized modes by analyzing non-
Markovian dynamics, and our results confirm that these
modes will give rise to dissipationless dynamics where the
system behaves as free oscillators in the long time limit.
As an important case, we analyze localized-mode proper-
ties in the weak system-environment coupling limit which
can be satisfied by most experimental settings. We fur-
ther illustrate our results in an experimentally achievable
system.
We consider the system consists of N interacting os-
cillators bilinearly coupled to a general bosonic envi-
ronment, as shown in Fig. 1(a). The total Hamiltonian
can be written as Hˆ = HˆS + HˆE + Hˆint, where HˆS =
P TP /2+XTV X/2 is the system Hamiltonian which
describes N oscillators. The N × N matrix V defines
the interaction between these oscillators, while column
vectors X =(xˆ1, xˆ2, . . . , xˆN )
T and P =(pˆ1, pˆ2, . . . , pˆN )
T
store coordinates and momenta of oscillators. The en-
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FIG. 1. (a) Illustration of the general Gaussian network
of open oscillators. Here N interacting oscillators (blue
spheres) are bilinearly coupled with bosonic reservoirs, while
each reservoir consists of different noninteracting bosonic
modes (red spheres). (b) Band-gapped structure of the en-
vironment spectrum. (c) Localized modes status. The kth
localized mode presents above the critical coupling line (blue
solid line). Meanwhile, the system becomes dynamical unsta-
ble in the regime which fails to meet the stability condition
(above the red dashed line).
vironment contains M bosonic reservoirs and is de-
scribed by the Hamiltonian HˆE =
∑
α Hˆ
(α) with Hˆ(α)=∑
k(pˆ
(α)2
k + ω
2
k qˆ
(α)2
k )/2. The interaction Hamiltonian is
Hˆint =
∑
αik C
(α)
ik xˆiqˆ
(α)
k =X
T ∑
αC
(α)Q(α) where each
oscillator can simultaneously interact with many reser-
voirs, and C
(α)
ik is the coupling between the ith oscillator
and mode k in the reservoir α. This interaction is rel-
evant in many realistic scenarios where the oscillator is
principally coupled to one reservoir and weakly to others.
We emphasize that this model describes a general linear
network of open oscillators, and can appear in various
physical systems [40, 43–47] as well as model most Gaus-
sian protocols in the CV quantum information [48, 49].
The state of N oscillators can be completely de-
scribed by the characteristic function defined as χ(k, t) =
Tr
[
ρ(t)Dˆ(k)
]
. Here Dˆ(k) = exp
[
i(XTkx − P
Tkp)
]
is
the Weyl operator and k = (kx,kp) is a 2N -component
vector in the phase space [48–50]. In this work we fo-
cus on Gaussian dynamics and assume the initial state
of the total system to be factorized while each reservoir
H(α) has a thermal initial state with temperature T (α).
Then the state evolution can be obtained by using the
path-integral method to the Feynman-Vernon influence
functional [51], and satisfies that [52]
χ(k, t)=χ(Φ(t)k, 0) exp
[
−
1
2
kTΣ(t)k + iΠT (t)k
]
, (1)
where the transition matrix Φ(t) and thermal covariance
matrix Σ(t) are 2N × 2N matrices, and Π(t) is a 2N
vector. These coefficients are determined by the Green
function matrix G(t) of the system, which satisfies
G¨(t) + V G(t)− 2(η ∗G)(t) = 0 (2)
with initial condition G(0)=0 and G˙(0) = I, where the
symbol ∗ denotes the time convolution, i.e., (A ∗B)(t) =∫ t
0 dτA(t − τ)B(τ). Here η(t) =
∫
dωI(ω) sinωt is
the dissipation kernel depended on the environmental
spectral density I(ω), where I(ω) =
∑
α I
(α)(ω) and
I(α)(ω) =
∑
kC
(α)T
k C
(α)
k δ(ω − ωk)/(2mkωk). In this
model, coefficients in Eq. (1) are given by Π(t) = 0,
Φ(t)=
(
G˙(t) G(t)
G¨(t) G˙(t)
)
and Σ(t)=
(
σ(0,0)(t) σ(0,1)(t)
σ(1,0)(t) σ(1,1)(t)
)
,
where matrices σ(n,m) are determined by σ(n,m)(t) =∫ t
0 dt1
∫ t
0 dt2G
(n)(t1)ν(t1 − t2)G
(m)(t2) and the noise
kernel ν(t)=
∑
α
∫
dωI(α)(ω) coth(ω/2kBTα) cos(ωt) [52].
Existence conditions of localized modes.—We search for
conditions that maintain the Green function G(t) since
dissipationless dynamics will appear if the Green func-
tion G(t) shows a non-vanishing behavior, otherwise the
system would experience a full decay as seen from Eq.
(1). Without loss of generality, we assume the coupling
strength can be written as C
(α)
ik = gC
′(α)
ik where g is the
global coupling strength and C
′(α)
ik describes the local
microscopic details. Meanwhile, we consider the envi-
ronmental spectrum that contains a gap between 0 and
ωc, i.e., the spectral density I(ω) = 0 when ω is inside
the gap (Fig. 1(b)). Such a band-gapped spectrum can be
achieved by utilizing the environment engineering, e.g.,
photonic crystals [53–56]. Results of other spectrums can
also be obtained with small modifications to our theory.
The matrixG(t) can be solved using the Laplace trans-
form, and we find G˜(s) = [s2I + V − 2η˜(s)]−1, where
the notation f˜ is used to denote the Laplace trans-
formation of function f . We introduce the eigen-
value function λk(s, g)(k = 1, 2, . . . , N), which denotes
the kth eigenvalue of G˜
−1
(s, g) = s2I + V − 2g2η˜′(s).
Here η˜(s) = g2η˜′(s). The order of eigenvalues can be
defined by using the eigendecomposition G˜
−1
(s, g) =
U(s, g)Λ(s, g)U+(s, g), where we fix the order of eigen-
values for specific s0, g0 and requiring that both Λ(s, g)
and U(s, g) are continuous for s and g. This creates
correspondences of eigenvalues between different s and
g. Under this definition, the function λk(iy, g) is mono-
tonic decreasing for both y ∈ (0, ωc) and g while λk(x, g)
is monotonic increasing for x ≥ 0 [57]. We note that
3the condition λk(0, g) > 0 should be satisfied by physical
systems which can be properly described by the model
in Fig. 1(a). If λk(0, g) < 0 for specific k, a real sin-
gular point will present and give rise to the divergent
behavior in G(t). Physically, as we will show later,
a mode with imaginary frequency appears when
λk(0, g) < 0. Thus the total Hamiltonian has no
ground state and the system will tend to a state
with infinite negative energy. In this case the model
is dynamical unstable and should be corrected to avoid
this unphysical feature by including terms previously ne-
glected, e.g., the nonlinear term. Outside this unstable
region, if we have λk(iωc, g) < 0, there must be one root
ωsk such that λk(iωsk, g) = 0. This root is related to an
imaginary singular point of G˜(s), which produces a non-
decay oscillation in G(t) with frequency ωsk, and thus
associates with dissipationless dynamics.
In fact, each imaginary singular point corresponds
to a localized mode with frequency inside the spec-
tral gap. This can be confirmed by diagonalizing the
Hamiltonian into a set of normal modes, where these
modes are combinations of oscillator modes and bath
modes, and their position operators have the form
X ′ = u(0)X +
∑
α u
(α)Q(α). The lth column u
(0)
l
of the matrix u(0) is determined by the secular equa-
tion (V −
∑
αC
(α)TV
(α)−1
l C
(α))u
(0)T
l = ω
2
l u
(0)T
l , where
(V
(α)
l )jk = (ω
2
l − ω
2
k)δjk and ωl is the lth normal
mode frequency [57]. This equation is equivalent to
G˜
−1
(iωl)u
(0)T
l = 0, thus the singular point iωsk creates a
localized mode with frequency ωsk. This result is quite
different from the bound-state behavior in finite
dimensional systems, where only bound states in
low-excitation subspaces can be calculated and
dissipationless dynamics are only understood in
the zero-temperature case. For Gaussian sys-
tems, bound states in the whole Hilbert space can
be completely determined and they formed local-
ized modes which behave as free oscillators. Dur-
ing the dissipation process, a significant amount
of photons remain in localized modes while oth-
ers dissipate into the environment, thus give dis-
sipationless dynamics regardless of the reservoir
temperature.
Based on above discussions, we can now formulate ex-
istence conditions of localized modes. Firstly, if all reser-
voirs are neglected, the system behaves as N independent
effective oscillators with effective frequencies ω0k(k =
1, . . . , N) given by square roots of eigenvalues of the cou-
pling matrix V . If the frequency ω0k is inside the gap
(0, ωc), then the eigenvalue function λk(iy, g) will possess
a zero in (0, ωc) since λk(iω0k, g) < λk(iω0k, 0) = 0, thus
the kth localized mode appears for arbitrary coupling g.
Secondly, if the frequency ω0k is outside the gap (0, ωc),
there always exists a non-zero critical coupling gck which
satisfies λk(iωc, gck) = 0. The corresponding localized
mode presents when the coupling strength g exceeds the
critical value gck (Fig. 1(c)).
Localized modes and dissipationless behavior.—We
next focus on the system dynamics. When the system-
reservoir coupling is below the smallest critical coupling,
no localized mode can present and the system experi-
ences a complete decay. In this case the matrix G˜(s) has
no poles and we have
G(t)=I(t)=−
i
pi
∫ ∞
ωc
dy sin yt
(
M (y)−M+(y)
)
, (3)
whereM (y) is a N×N matrix. Here we assume that the
spectral density behaves as I(ω) ∼ (ω − ωc)
α, ω → ωc,
then the transient function I(t) vanishes as O(t−1−α)
[58]. Consequently, the transition matrix becomes zero
and the thermal covariance matrix evolves to an asymp-
totic values determined by reservoirs. The initial dis-
tribution finally disappears and the system reaches the
thermal equilibrium with the environment.
Localized modes appear when the coupling strength is
above the corresponding critical coupling. By including
poles of G˜(s), we obtain G(t) as
G(t) = Ω(t)+I(t), Ω(t) =
∑
k
Ωk
γk
ωsk
sinωskt. (4)
Here Ω(t) is the undamped oscillating term associated
with localized modes, where Ωk is the N × N rank 1
projection matrix and the coefficient γk is the residue
characterizes the amplitude of the kth localized mode.
The coefficient γk is non-zero if and only if the coupling
g is above the critical coupling gck. Over long times, the
transient function I(t) vanishes and only the undamped
oscillation Ω(t) remains. Thus, the system dynamics in
the long time limit can be described as
Φ(t) ∼
∑
k
γk
ωsk
(
ωsk cosωskt sinωskt
−ω2sk sinωskt ωsk cosωskt
)
⊗Ωk,
Σ(t) ∼ Σ0 +
∑
j,k
Σj,k(t) +
∑
j 6=k
Σj,−k(t). (5)
where Σj,±k(t) = Σ
(0)
j,±k exp [i(ωsj ± ωsk)t]+H.c. and Σ0
andΣ
(0)
j,±k are time independent coefficients. Exact forms
of coefficientsM (y), Ωk, γk, Σ0, and Σ
(0)
j,±k are given in
the Supplemental Material [57].
Above results show that localize modes give rise to
dissipationless dynamics. Each presented localized mode
contributes a periodic rotation in the phase space which
is similar to the free evolution of the Wigner function.
Moreover, the thermal covariance matrix Σ(t) no longer
reaches an asymptotic value but oscillates with vari-
ous frequencies due to the interference between localized
modes. This implies that the system is far from the equi-
librium even in the long time limit.
4The weak-coupling limit.—For the weak coupling case,
where the oscillator-reservoir coupling is weak compare
to the effective frequency, such that g ≪ ω0k, the reser-
voir contribution −2η˜(s) in the G−1(s) can be viewed
as a small term so that the perturbation method can
be applied. The coupling matrix V can be diagonal-
ized as V d = PV P
+, where P is a unitary matrix
and (V d)jk = ω
2
0kδjk. Then we have G˜
−1
d (iy, g) =
−y2I + V d − 2g
2η˜′d(iy), where G˜
−1
d = PG˜
−1
P+ and
η˜′d = P η˜
′−1P+. In the non-degenerate case, such that
g ≪ |ωsj − ωsk| for j 6= k, we can obtain first or-
der corrections of eigenvalue functions as λk(iy, g) =
−y2 + ω20k − 2g
2η˜′dkk(iy). This allows us to obtain lo-
calized mode frequencies and critical couplings as
ω2sk = ω
2
0k − g
2η˜′dkk(iω0k) +O(g
4) (ω0k < ωc),
g2ck =
ω20k − ω
2
c
2η˜′dkk(iωc)
θ(ω0k − ωc) +O((ω
2
0k − ω
2
c )
2). (6)
A clear physical picture can be drawn from this: (i) the
localized mode frequency ωsk is the effective frequency
ω0k plus a negative shift of order O(g), and (ii) the crit-
ical coupling increases as ω0k − ωc when ω0k is above
and near the band edge. Moreover, we can find that
γk = 1+O(g
2) and U(iωsk) = I+O(g
2) when ω0k < ωc.
Thus the decay process is prohibited and the system is
completely isolated from the environment in the weak
coupling limit if all effective frequencies are inside the
gap. This is in contrast to the usual situations where
Markovian dynamics become dominating and the sys-
tem experiences the exponential decay.
Cavities in waveguides.—To illustrate our results, we
now present an example of a system with band-gapped
environment. Such a system can be experimentally re-
alized in an array of coupled cavities, which synthe-
sized in optical waveguides [59–68]. Here, each cav-
ity HSn = ω0a
+
n an is linearly coupled to a waveg-
uide HEn =
∑
k ωkb
+
nkbnk, which consists of an array
of linear defects. For simplicity, we assume that both
cavities and waveguides are identical. The interaction
Hamiltonian is HIn =
∑
k gk(a
+
n + an)(b
+
nk + bnk), with
ωk = ω1 − 2κ coskx0 and gk = κ0 sin kx0, where ω1 is
the frequency of linear defects, x0 and κ are the spa-
tial separation and the hopping rate between adjacent
defects respectively [39, 69]. The coefficient κ0 describes
the coupling strength between the cavity and its adjacent
defect. In the tight-binding approximation, we also con-
sider the interaction αω0(a
+
n +an)(a
+
n±1+an±1) between
adjacent cavities HSn and HS(n±1), and the interaction
β
∑
k gk(a
+
n+an)(b
+
(n±1)kb(n±1)k) between the cavityHSn
and its adjacent waveguides HE(n±1), where α and β are
the relative coupling strength. One can notice that the
spectrum of waveguides shows upper and lower frequency
limits, and there are two continuous gaps outside the en-
ergy band. Each gap can produce a group of localized
modes, and their existence is determined by matrices
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FIG. 2. (a) Localized modes status of cavities in optical
waveguides. Each critical coupling line is labelled with the
corresponding mode frequency ωsk±, the sign ± indicates that
the localized mode is inside the band gap (ω1 + 2κ,∞) or
(0, ω1 − 2κ). Localized modes can exist in the region above
their corresponding critical coupling lines. (b) Time evolu-
tion of the expectation 〈xˆ1〉. (c) Time evolution of the ele-
ment σ
(0,0)
11 of the thermal covariance matrix. In panels (b)
and (c), blue solid lines (green dash lines) correspond to the
circumstance where localized modes present (absent), with
κ0 = 0.05 and ω0 = 0.5 (ω0 = 1). The first cavity is initially
in the coherent state |α〉, α = 1, while others are in vacuum
states. All reservoirs have vacuum initial states. In all panels
the system consists of four cavities, while other parameters
chosen are ω1 = 1, κ0 = 0.05, κ = 0.2, α = 0.2 and β = 0.2.
G˜
−1
(i(ω1 + 2κ)) and G˜
−1
(i(ω1 − 2κ)) respectively. In
Fig. 2(a), we show the localized mode status which agrees
with our previous discussions clearly. An unstable region
exists in the upper left portion and its extent is decided
by G˜
−1
(0). Below this unstable region, the kth localized
mode always exists if the effective frequency ω0k is inside
the environment band gap (0, ω0− 2κ) or (ω0+2κ,+∞).
Moreover, there exists a critical coupling line for each
localized mode, which appears above this line.
The system dynamics is shown in Figs. 2(b) and 2(c).
Clearly, when localized modes present, the system expe-
riences a partial decay and becomes dissipationless after
a long time. In Fig. 2(b), the time evolution of 〈xˆ1〉 can
be described as the superposition of different periodic os-
cillations. This indicates that in the long time limit, the
system behaves as the combination of several periodic ro-
tations in the phase space, and each rotation corresponds
to a localized mode. Besides, Fig. 2(c) shows that the sys-
5tem fails to reach the equilibrium with the environment,
instead there exists periodic energy flows between them.
Experimentally, localized modes can be produced by
slightly detuning the cavity frequency ω0 from the defect
frequency ω1 by changing the geometrical parameters of
cavities. Since the waveguide has a very narrow band, a
small detuning is enough to insure the cavity frequency
inside the band gap. For example, in the coupled-cavity
system in photonic crystal slabs, the typical frequency
of defects and hopping rate are ω1 = 0.305× 2pic/d and
κ = 1.5 × 10−3 × 2pic/d, where d is the lattice period
[70]. In order to probe the dynamics, we can directly
measure photon currents flowing over waveguides. These
photon currents describe the tunneling of photons be-
tween cavities and waveguides, and will oscillate persis-
tently if localized modes present, otherwise they will dis-
appear rapidly since the system will reach equilibrium
with the environment in very short time. Therefore, dis-
sipationless dynamics can be confirm by the observation
of non-vanishing oscillating photon currents.
Conclusion.—In summary, we have presented a general
theory of the dissipationless dynamics for open Gaussian
systems, and shown that dissipationless dynamics is a
universal feature for Gaussian systems with band-gapped
environments. This novel dynamics arises from localized
modes, which are formed as long as effective frequencies
of oscillators are inside the environmental spectrum gap
or the system-environment coupling exceeds the critical
values. Such a feature allows us to suppress environ-
mental noises by modifying the environment in order to
induce localized modes. Our theory can be applied to
most Gaussian CV protocols, and sheds light on the way
to protect quantum resources in the CV quantum infor-
mation. It also provides a clue to understand the non-
Markovianity in more general many-body open quantum
systems.
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