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Abstract
We work towards classifying the feasible parameter sets of irrational Q-polynomial
association schemes with three classes. We aim to provide a synopsis of the subject as
well as provide examples, theorems and conjectures to understand these combinatorial
objects.
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1 Context
How is linear algebra related to graph theory? This question inspired us to explore the realm
of algebraic graph theory. As we can expect, graphs can sometimes be very complicated so
it can be useful to encode the information contained in a graph into matrix form. Once we
input the description of the graph into matrix form, we can then apply all the tools of linear
algebra.
Given a graph G with n vertices v1, ..., vn, we define the adjacency matrix of G as the
n× n matrix A where
Aij =
{
1 if vi is adjacent to vj,
0 otherwise.
For an undirected graph, the adjacency matrix is always symmetric, that is Aij = Aji,
since vi is adjacent to vj if and only if vj is adjacent to vi. It is natural to interpret
the eigenvalues and eigenvectors of the adjacency matrices to gather information about
G. Consider the icosahedron as our first example, depicted in Figure 1. Here we present an
adjacency matrix of this graph:
A =

0 0 1 0 1 0 1 0 0 1 0 1
0 0 0 1 0 1 0 1 1 0 1 0
1 0 0 0 1 0 1 0 1 0 1 0
0 1 0 0 0 1 0 1 0 1 0 1
1 0 1 0 0 0 0 1 0 1 1 0
0 1 0 1 0 0 1 0 1 0 0 1
1 0 1 0 0 1 0 0 1 0 0 1
0 1 0 1 1 0 0 0 0 1 1 0
0 1 1 0 0 1 1 0 0 0 1 0
1 0 0 1 1 0 0 1 0 0 0 1
0 1 1 0 1 0 0 1 1 0 0 0
1 0 0 1 0 1 1 0 0 1 0 0

.
In our research, the icosahedron is perhaps the simplest nontrivial example of a much
bigger class of objects that have beautiful symmetries and combinatorial properties called
association schemes.
After encoding the graph as a matrix, we can apply the tools from linear algebra. We
consider the eigenvalues of A and present them in the following table:
θ 5
√
5 −√5 −1
mult(θ) 1 3 3 5
Observe that the icosahedron has irrational eigenvalues,
√
5 and −√5. For any simple
graph, the adjacency matrix A is an integer matrix so its characteristic polynomial has integer
coefficients; and thus the minimal polynomial also has integer coefficients. Therefore, if the
4
Figure 1: The graph of the icosahedron.
Figure 2: The graph of the icosahedron with the eigenvalues where W =
√
5 and λ =
√
5.
5
graph spectrum contains an irrational eigenvalue then it must contain all conjugates of that
eigenvalue with the same multiplicity.
We will give a brief explanation of what eigenvalues mean in a graph by using the icosa-
hedron as an example. Consider the definition of eigenvalues of a matrix: Au = λu for some
vector u. For its ith row, let ui be the i
th component of u. Also for two vertices, vi and vj,
we write vi ∼ vj if vi is adjacent to vj. Then we have,∑
vj∼vi
uj = λui
We will derive a non-trivial eigenvector for λ =
√
5 for the icosahedron as shown in Figure
2. We interpret the components of the eigenvector as vertex-weights. We can pick any
vertex and find that the weight of the vertex times its eigenvalue equals the summation of
eigenvector entries over all adjacent vertices. From Figure 2, we can see that
[5,
√
5,
√
5,
√
5,
√
5,
√
5,−
√
5,−
√
5,−
√
5,−
√
5,−
√
5,−5]T
is an eigenvector of the adjacency matrix of the icosahedron corresponding to λ =
√
5.
The adjacency matrix of the icosahedron only records the information of vertices who
are distance 1 related. Can we encode the information about the vertices that are distance
2 or 3 from each other? This idea corresponds to the notion of an association scheme [2].
Here we want to introduce the basis relations of an association scheme which, in the
case of the icosahedron, are naturally defined by distance. For our research, R1 is only one
relation which captures all pairs of vertices that are distance 1 from each other, in a collection
of relations naturally defined on its vertex set. A pair of vertices is in the relation R0, R2
or R3 if they are distance 0, 2 or 3 from each other, respectively. We consider R0,R1, R2
and R3 and their corresponding adjacency matrices A0=I, A1=A, A2, and A3. Two vertices
are in R2 if they are at distance 2 in the icosahedron, depicted in Figure 3. We form R3 in
a similar manner which when represented as a graph, just 6 copies of K2. Since there are
3 non-identity relations, R1, R2, and R3, the icosahedron is said to be a 3-class association
scheme. In our project we consider 3-class schemes in which A1 has irrational eigenvalues.
The icosahedron has the intriguing property that the adjacency matrices of A0, A1,
A2, and A3, are each expressible as a polynomial in A1 hence they can be diagonalized
simultaneously. Let V0, V1, V2, and V3 denote the eigenspaces for θ = 5,
√
5,−√5,−1,
respectively. From here, form the matrices U0, U1, U2, and U3 where the columns of Ui form
an orthonormal basis for Vi, for 0 ≤ i ≤ 3. Amazingly, the columns of the four Ui correspond
to a basis to each of the four eigenvalues of A2! Furthermore, the set of vectors from the
columns of U0 and U3 form a basis for the eigenspace induced by the eigenvalue λ = 1 of A3,
while those of U1 and U2 do the same for λ = −1.
We now observe an intriguing connection between graph theory and geometry. Consider
U1 and plot the rows as points in 3-dimensional euclidean space. Taking the convex hull of
these 12 points, we obtain the classical drawing of the icosahedron. That is, we started with
the icosahedron as a combinatorial object and gathered information that led to a precise
geometric drawing of the icosahedron! It is quite amazing that we could study a polyhedron
6
Figure 3: Graph of the distance 2 relation of the icosahedron
via its association scheme and rebuild the polyhedron from the information we collected from
the association scheme.
Now, if we take the orthonormal basis for the eigenspaces and consider Ej = UjU
>
j , we
obtain four 12×12 matrices. It is known that {Ej}3j=0 form a second vector space basis for the
algebra spanned by the {Ai}3i=0. We are interested in Q-polynomial schemes. A association
scheme is Q-polynomial if there exists an ordering of the eigenspaces and polynomials vj
such that deg(vj) ≤ j and vj(E1) = Ej where multiplication is entrywise.
It has been conjectured that for d large enough, every association scheme without any
disconnected relations is Q-polynomial if and only if R1 is a distance-regular graph for
some ordering of the relations. This is still an open problem, and its proof would have
implications that would reach to group theory, coding theory, and statistics. In this paper,
we work towards classifying all association schemes having d = 3 that are Q-polynomial
with irrational eigenvalues. Such a classification may lend insight into the aforementioned
conjecture for irrational schemes.
2 Math Background
Here, we aim to formally introduce the notion of an association scheme, which is fundamental
to our project.
Definition 2.1. A symmetric d-class association scheme is a pair (X, {Ri}di=0), X finite,
satisfying the following:
(i) R0 = {(x, x) | x ∈ X}
7
(ii) X ×X = R0 ∪R1 ∪R2 ∪ . . . ∪Rd and Ri ∩Rj = ∅, when i 6= j
(iii) (x, y) ∈ Ri if and only if (y, x) ∈ Ri, 0 ≤ i ≤ d
(iv) There exist pkij ∈ Z+ ∪ {0}, such that for all x, y ∈ X with (x, y) ∈ Rk,
pkij = |{z ∈ X : (x, z) ∈ Ri, (z, y) ∈ Rj}|.
Let |X| = v and let ki denote the valency of (X,Ri). Thus v =
d∑
i=0
ki since the relations
(X,Ri) partition X ×X.
The relations (X,Ri) of a symmetric association scheme can be expressed by their adja-
cency matrices defined by:
[Ai]jk =
{
1 if vj is i-related to vk,
0 otherwise.
The following are known results for these matrices, where J is the all ones matrix [8, pg 44]:
(i)
d∑
i=0
Ai = J ,
(ii) A0 = I,
(iii) Ai = A
>
i , and
(iv) AiAj =
d∑
i=0
pkijAk.
As a result of these properties, {A0, A1, A2, . . . , Ad} generate a (d+ 1)-dimensional com-
mutative algebra of symmetric matrices, called the Bose-Mesner algebra [17]. Since the Ai’s
commute, they can be simultaneously diagonalized [8]. That is, there exists an orthogonal
decomposition Rn = V0 ⊥ V1 ⊥ · · · ⊥ Vd such that Vj is an eigenspace for each of the Ai.
Let Uj be a matrix whose columns form a basis for Vj, that is col(Uj) = Vj. That is for
all 0 ≤ i, j ≤ d, there exists some eigenvalue λij such that AiUj = λijUj for some λij, an
eigenvalue of Ai [2].
Clearly, the matrices Ai contain the same information as the relations Ri, therefore we
sometimes write (X, {Ai}di=0 in place of (X, {Ri}di=0)
At this point, it is instructive to introduce another example. We will consider the associ-
ation scheme induced by the points and blocks of the Fano plane. The Fano plane, depicted
in Figure 4, is a geometry in which every point is incident to 3 lines and every line is incident
to 3 points. Furthermore, any two points are joined by a unique line and any two lines meet
in a unique point. The point-line incidence graph of the Fano plane is called the Heawood
8
Figure 4: The Fano plane, Desarguesian projective plane PG(2,2).
graph and is depicted in Figure 5. Relations 2 and 3 are depicted in Figure 6 and Figure 7,
respectively.
In our example of the Heawood graph, we present the Ai and the Ui. A0 is the 14 × 14
identity matrix, which we omit. We have:
A1 =

0 1 0 0 0 0 0 0 0 1 0 0 0 1
1 0 1 0 0 0 1 0 0 0 0 0 0 0
0 1 0 1 0 0 0 0 0 0 0 1 0 0
0 0 1 0 1 0 0 0 1 0 0 0 0 0
0 0 0 1 0 1 0 0 0 0 0 0 0 1
0 0 0 0 1 0 1 0 0 0 1 0 0 0
0 1 0 0 0 1 0 1 0 0 0 0 0 0
0 0 0 0 0 0 1 0 1 0 0 0 1 0
0 0 0 1 0 0 0 1 0 1 0 0 0 0
1 0 0 0 0 0 0 0 1 0 1 0 0 0
0 0 0 0 0 1 0 0 0 1 0 1 0 0
0 0 1 0 0 0 0 0 0 0 1 0 1 0
0 0 0 0 0 0 0 1 0 0 0 1 0 1
1 0 0 0 1 0 0 0 0 0 0 0 1 0

,
9
Figure 5: The Heawood graph.
.
Figure 6: Relation 2 of the Heawood graph, 2K7.
.
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Figure 7: Relation 3 of the Heawood graph.
A2 =

0 0 1 0 1 0 1 0 1 0 1 0 1 0
0 0 0 1 0 1 0 1 0 1 0 1 0 1
1 0 0 0 1 0 1 0 1 0 1 0 1 0
0 1 0 0 0 1 0 1 0 1 0 1 0 1
1 0 1 0 0 0 1 0 1 0 1 0 1 0
0 1 0 1 0 0 0 1 0 1 0 1 0 1
1 0 1 0 1 0 0 0 1 0 1 0 1 0
0 1 0 1 0 1 0 0 0 1 0 1 0 1
1 0 1 0 1 0 1 0 0 0 1 0 1 0
0 1 0 1 0 1 0 1 0 0 0 1 0 1
1 0 1 0 1 0 1 0 1 0 0 0 1 0
0 1 0 1 0 1 0 1 0 1 0 0 0 1
1 0 1 0 1 0 1 0 1 0 1 0 0 0
0 1 0 1 0 1 0 1 0 1 0 1 0 0

,
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A3 =

0 0 0 1 0 1 0 1 0 0 0 1 0 0
0 0 0 0 1 0 0 0 1 0 1 0 1 0
0 0 0 0 0 1 0 1 0 1 0 0 0 1
1 0 0 0 0 0 1 0 0 0 1 0 1 0
0 1 0 0 0 0 0 1 0 1 0 1 0 0
1 0 1 0 0 0 0 0 1 0 0 0 1 0
0 0 0 1 0 0 0 0 0 1 0 1 0 1
1 0 1 0 1 0 0 0 0 0 1 0 0 0
0 1 0 0 0 1 0 0 0 0 0 1 0 1
0 0 1 0 1 0 1 0 0 0 0 0 1 0
0 1 0 1 0 0 0 1 0 0 0 0 0 1
1 0 0 0 1 0 1 0 1 0 0 0 0 0
0 1 0 1 0 1 0 0 0 1 0 0 0 0
0 0 1 0 0 0 1 0 1 0 1 0 0 0

.
Bases for the four maximal common eigenspaces are given by:
U0 =

1
1
1
1
1
1
1
1
1
1
1
1
1
1

,
U1 =

0 0 0 −1 √2 −1
−1 0 0 −√2 1 −√2
0 −1 √2 −1 0 0
1 −√2 1 0 −1 √2
√
2 −1 0 1 −√2 1
0 0 −1 √2 −1 0
−√2 1 −√2 0 0 −1
−1 √2 −1 0 0 0
0 0 0 0 0 1
0 0 0 0 1 0
0 0 0 1 0 0
0 0 1 0 0 0
0 1 0 0 0 0
1 0 0 0 0 0

,
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U2 =

0 0 0 −1 −√2 −1
−1 0 0 √2 1 √2
0 −1 −√2 −1 0 0
1
√
2 1 0 −1 −√2
−√2 −1 0 1 √2 1
0 0 −1 −√2 −1 0
√
2 1
√
2 0 0 −1
−1 −√2 −1 0 0 0
0 0 0 0 0 1
0 0 0 0 1 0
0 0 0 1 0 0
0 0 1 0 0 0
0 1 0 0 0 0
1 0 0 0 0 0

,
U3 =

−1
1
−1
1
−1
1
−1
1
−1
1
−1
1
−1
1

.
We denote mj = dim(Vj) = dim(col(Uj)). Now (X,Ri) has valency ki, so each row of Ai
has exactly ki entries of 1. Thus the all ones vector is an eigenvector for all Ai corresponding
to the eigenvalue ki. We know that one of the eigenspaces has dimension 1, since J is in
the algebra of the {Ai}di=0 and J has v as an eigenvalue of the all ones eigenvector with
multiplicity 1. We follow the convention that m0 = 1 and U0 is always a matrix with one
column, a multiple of the all ones vector. Now after we make each Uj into an orthonormal
basis for its respective eigenspace, we can consider Ej = UjU
>
j for j = 0, 1, ..., d. The {Ej}dj=0
form a vector space basis for the same Bose-Mesner algebra that the Ai’s do! Furthermore,
the Ej are orthogonal projectors onto the eigenspaces Vj!
Here are the Ei from the Heawood graph, where δ = 2
√
2:
E0 =
1
14
J,
13
14E1 =

6 δ −1 −3δ
4
−1 −3δ
4
−1 −3δ
4
−1 δ −1 −3δ
4
−1 δ
δ 6 δ −1 −3δ
4
−1 δ −1 −3δ
4
−1 −3δ
4
−1 −3δ
4
−1
−1 δ 6 δ −1 −3δ
4
−1 −3δ
4
−1 −3δ
4
−1 δ −1 −3δ
4
−3δ
4
−1 δ 6 δ −1 −3δ
4
−1 δ −1 −3δ
4
−1 −3δ
4
−1
−1 −3δ
4
−1 δ 6 δ −1 −3δ
4
−1 −3δ
4
−1 −3δ
4
−1 δ
−3δ
4
−1 −3δ
4
−1 δ 6 δ −1 −3δ
4
−1 δ −1 −3δ
4
−1
−1 δ −1 −3δ
4
−1 δ 6 δ −1 −3δ
4
−1 −3δ
4
−1 −3δ
4
−3δ
4
−1 −3δ
4
−1 −3δ
4
−1 δ 6 δ −1 −3δ
4
−1 δ −1
−1 −3δ
4
−1 δ −1 −3δ
4
−1 δ 6 δ −1 −3δ
4
−1 −3δ
4
δ −1 −3δ
4
−1 −3δ
4
−1 −3δ
4
−1 δ 6 δ −1 −3δ
4
−1
−1 −3δ
4
−1 −3δ
4
−1 δ −1 −3δ
4
−1 δ 6 δ −1 −3δ
4
−3δ
4
−1 δ −1 −3δ
4
−1 −3δ
4
−1 −3δ
4
−1 δ 6 δ −1
−1 −3δ
4
−1 −3δ
4
−1 −3δ
4
−1 δ −1 −3δ
4
−1 δ 6 δ
δ −1 −3δ
4
−1 δ −1 −3δ
4
−1 −3δ
4
−1 −3δ
4
−1 δ 6

,
14E2 =

6 −δ −1 3δ
4
−1 3δ
4
−1 3δ
4
−1 −δ −1 3δ
4
−1 −δ
−δ 6 −δ −1 3δ
4
−1 −δ −1 3δ
4
−1 3δ
4
−1 3δ
4
−1
−1 −δ 6 −δ −1 3δ
4
−1 3δ
4
−1 3δ
4
−1 −δ −1 3δ
4
3δ
4
−1 −δ 6 −δ −1 3δ
4
−1 −δ −1 3δ
4
−1 3δ
4
−1
−1 3δ
4
−1 −δ 6 −δ −1 3δ
4
−1 3δ
4
−1 3δ
4
−1 −δ
3δ
4
−1 3δ
4
−1 −δ 6 −δ −1 3δ
4
−1 −δ −1 3δ
4
−1
−1 −δ −1 3δ
4
−1 −δ 6 −δ −1 3δ
4
−1 3δ
4
−1 3δ
4
3δ
4
−1 3δ
4
−1 3δ
4
−1 −δ 6 −δ −1 3δ
4
−1 −δ −1
−1 3δ
4
−1 −δ −1 3δ
4
−1 −δ 6 −δ −1 3δ
4
−1 3δ
4
−δ −1 3δ
4
−1 3δ
4
−1 3δ
4
−1 −δ 6 −δ −1 3δ
4
−1
−1 3δ
4
−1 3δ
4
−1 −δ −1 3δ
4
−1 −δ 6 −δ −1 3δ
4
3δ
4
−1 −δ −1 3δ
4
−1 3δ
4
−1 3δ
4
−1 −δ 6 −δ −1
−1 3δ
4
−1 3δ
4
−1 3δ
4
−1 −δ −1 3δ
4
−1 −δ 6 −δ
−δ −1 3δ
4
−1 −δ −1 3δ
4
−1 3δ
4
−1 3δ
4
−1 −δ 6

,
14E3 =

1 −1 1 −1 1 −1 1 −1 1 −1 1 −1 1 −1
−1 1 −1 1 −1 1 −1 1 −1 1 −1 1 −1 1
1 −1 1 −1 1 −1 1 −1 1 −1 1 −1 1 −1
−1 1 −1 1 −1 1 −1 1 −1 1 −1 1 −1 1
1 −1 1 −1 1 −1 1 −1 1 −1 1 −1 1 −1
−1 1 −1 1 −1 1 −1 1 −1 1 −1 1 −1 1
1 −1 1 −1 1 −1 1 −1 1 −1 1 −1 1 −1
−1 1 −1 1 −1 1 −1 1 −1 1 −1 1 −1 1
1 −1 1 −1 1 −1 1 −1 1 −1 1 −1 1 −1
−1 1 −1 1 −1 1 −1 1 −1 1 −1 1 −1 1
1 −1 1 −1 1 −1 1 −1 1 −1 1 −1 1 −1
−1 1 −1 1 −1 1 −1 1 −1 1 −1 1 −1 1
1 −1 1 −1 1 −1 1 −1 1 −1 1 −1 1 −1
−1 1 −1 1 −1 1 −1 1 −1 1 −1 1 −1 1

.
14
Here are some properties of the Ej [8, pg 45]:
(i) mj = rank(Ej),
(ii)
d∑
i=0
Ej = I,
(iii) E0 =
1
n
J , and
(iv) EiEj = δijEi.
Furthermore, we introduce the change-of-basis matrices P and Q defined by the following:
Aj =
d∑
i=0
PijEi (2.1)
and
Ej =
1
n
d∑
i=0
QijAi. (2.2)
Now, it turns out that Pij is the eigenvalue of Aj for the eigenspace Vi, since AjEi = PijEi.
Now, since the Ai have integer entries, their minimal polynomials have integer coefficients
with leading coefficient 1. Thus the entries of Pij ∈ B where B is the set of algebraic integers
[27, pg 14].
From, 2.1 and 2.2 we can derive the orthogonality relations of P and Q, that is PQ = nI
and ∆kQ = P
>∆m 1 where ∆m and ∆k are diagonal matrices with [∆m]ii = mi and [∆k]ii =
ki.
The following are the P andQ eigenmatrices for the Heawood graph. These are called,
respectively, the first and second eigenmatrix of the association scheme. They are:
P =

1 3 6 4
1
√
2 −1 −√2
1 −√2 −1 √2
1 −3 6 −4
 , Q =

1 6 6 1
1 2
√
2 −2√2 −1
1 −1 −1 1
1 −3
2
√
2 3
2
√
2 −1
 .
1For any two matrices, M and N , of the same dimensions, trace(MN>) = SUM(M · N)where SUM(·) is
the sum of all entries in a matrix. Now observe AiE
>
j = AiEj = PjiEj While Ai ◦ Ej = 1nQijAi.
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2.1 The Krein Parameters
The pkij values, or intersection numbers, that come from the adjacency matrices are non-
negative integers that contain combinatorial information. We define similar parameters, qkij,
or dual intersection numbers, for the primitive idempotents, and investigate what information
they can provide. The dual intersection numbers are not always integers or even rational,
but they are always nonnegative and they contain information about the association scheme.
The Bose-Mesner algebra is closed under entrywise multiplication, since the Ai form a
vector space basis and Ai ◦ Aj = δijAi. Thus the entrywise product of two idempotents
must be expressible as a linear combination of idempotents. In this way, we define the Krein
parameters to be
Ei ◦ Ej = 1
n
d∑
i=0
qkijEk.
So,
qkij
n
is an eigenvalue of Ei ◦ Ej.
Theorem 2.2. [8, pg 49] The Krein parameters satisfy the following properties:
(i) qk0j = δjk
(ii) q0ij = δijmj
(iii) qkij = q
k
ji
(iv) qkijmk = q
j
ikmj
(v) QijQik =
∑
l
qljkQil
We arrange the qkij values in d + 1 matrices L
∗
0, L
∗
1, ..., L
∗
d defined by [L
∗
i ]kj = q
k
ij, which
we will call the dual intersection matrices.
For the Heawood graph, we have the following dual intersection matrices: L∗0 = I4,
L∗1 =

0 6 0 0
1 10+
√
2
4
10−√2
4
0
0 10−
√
2
4
10+
√
2
4
1
0 0 6 0
 , L∗2 =

0 0 6 0
1 10−
√
2
4
10+
√
2
4
1
1 10+
√
2
4
10−√2
4
0
0 6 0 0
 , L∗3 =

0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0
 .
Also, the following are the dual intersection matrices for the icosahedron:
L∗1 =

0 3 0 0
1 0 2 0
0 6
5
0 9
5
0 0 3 0
 , L∗2 =

0 0 5 0
0 2 0 3
1 0 4 0
0 3 0 2
 , L∗3 =

0 0 0 3
0 0 3 0
0 9
5
0 6
5
1 0 2 0
 .
The following theorem demonstrates the important property that the Krein parameters
are nonnegative; these are called the Krein conditions.
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Theorem 2.3. [8]: For any association scheme with second eigenmatrix Q,
vmkq
k
ij =
d∑
l=0
klQliQljQlk ≥ 0
It is common to study special types of association schemes. Two important classes
are P-polynomial and Q-polynomial association schemes. Here is the definition of metric
association scheme, which we will see later is equivalent to P-polynomial:
An association scheme is metric provided for some ordering of its relations, the following
holds:
pkij 6= 0 implies |i− j| ≤ k ≤ i+ j and for all i, j such that i+ j ≤ d, pi+jij 6= 0 .
It is not hard to see that a scheme is metric with respect to some fixed ordering of its
relations precisely when (X,R1) is a distance-regular graph. In this case, Ri is exactly the
distance i relation of this graph.
The following was proven by Delsarte.
Theorem 2.4. [8] Let (X, {Ri}di=0) be an association scheme with some ordering of its d+ 1
relations. The following are equivalent:
(i) (X, {Ri}di=0) is metric;
(ii) pi+11i 6= 0, pk1i = 0 when k > i+ 1 (i = 0, ...d− 1);
(iii) there are polynomials pi of degree i such that Ai = pi(A1);
(iv) (X, {Ri}di=0) is P-polynomial i.e. there exist z0, ..., zd ∈ R and polynomials pi of degree
i such that Pji = pi(zj) for all 0 ≤ i, j ≤ d.
It is interesting to note that the previous theorem allows us to view the P-polynomial
property in terms of distance-regular graphs. Partly because of this connection, much is
known about P-polynomial schemes. On the other hand, there is no similar combinatorial or
geometric interpretation of the cometric property; much less is known about these objects.
An association scheme is cometric provided the following holds for some ordering of its
primitive idempotents:
qkij 6= 0 implies |i− j| ≤ k ≤ i+ j and for all i, j such that i+ j ≤ d, qi+jij 6= 0 .
The following, also due to Delsarte, essentially gives four equivalent definitions of Q-
polynomial association schemes.
Theorem 2.5. [8] The following are equivalent, where (X, {Ri}di=0) is an association scheme
with some ordering of its d+ 1 primitive idempotents:
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(i) (X, {Ri}di=0) is cometric;
(ii) qi+11i 6= 0, qk1i = 0 when k > i+ 1 (i = 0, ...d− 1);
(iii) there are polynomials qi of degree i such that Ei = qi(E1), where the polynomial in
this case is applied entrywise;
(iv) (X, {Ri}di=0) is Q-polynomial i.e. there exist z0, ..., zd ∈ R and polynomials qi of degree
i such that Qji = qi(zj) for all 0 ≤ i, j ≤ d.
Remark 2.6. For the rest of this section, when Ej is an idempotent and f(t) is a polynomial,
the expression f(Ej) shall be interpreted as entrywise application of the polynomial.
Recall that [L∗i ]kj = q
k
ij. From (ii) we see that in a Q-polynomial association scheme,
L∗1 is a tridiagonal matrix with nonzero entries directly above and below the diagonal. We
denote the diagonal entries of L∗1 by a
∗
i = q
i
1i, the entries just above the diagonal are denoted
b∗i = q
i
1,i+1 and those just below the diagonal are denoted c
∗
i = q
i
1,i−1.
We remind the reader that, just as with the L∗i , the the rows and the columns of the
matrix Q are indexed from 0 up to d. From the previous theorem we know that, when the
scheme is Q-polynomial, there exist polynomials qi of degree i that map column 1 of Q,
entrywise, to column i of Q. In the Heawood graph example, these polynomials are:
q0(t) = 1, q1(t) = t, q2(t) =
t2−( 52+ 14
√
2)t−6
5
2
− 1
4
√
2
=
t2−a∗1t−m
c∗2
, and
q3(t) =
1
6
t3 − (5 + 1
2
√
2
)
t2 +
((
5
2
+ 1
4
√
2
)2 − 6) t+ 15 + 3
2
√
2
5
2
− 1
4
√
2
− 1
6
(
5
2
− 1
4
√
2
)
t
=
t3 − (a∗1 + a∗2)t2 + a∗1a∗2 −m)t+ a∗2m
c∗3c
∗
2
− b
∗
1
c∗3
t .
The d+ 1 polynomials qj(t) are found in general by the following recursive formula:
q0(t) = 1, q1(t) = t, and qj+1(t) =
1
c∗j+1
[(t− a∗j)qj(t)− b∗j−1qj−1(t)] .
2.2 The Galois Automorphism
We will now consider the splitting field of a symmetric association scheme. The splitting
field K of a commutative association scheme, introduced by Munemasa [32], is defined to be
the extension of the rationals by the adjunction of all the entries of the P matrix (or the Q
matrix since ∆kQ = P
>∆m). Let L be the field obtained by adjoining all Krein parameters
to the field of rational numbers. From Theorem 2.3, L is a subfield of K. Munemasa proved
the following.
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Theorem 2.7. [32] Let K be the splitting field of a symmetric association scheme. If L is
any subfield of K containing all the Krein parameters, then Gal(K/L) is contained in the
center of Gal(K/Q).
Recall that a number field is a subfield of C. Observe that both the splitting field L and
the field K, which we shall call the Krein field, are both number fields.
Definition 2.8. A cyclotomic field is a number field obtained by adjoining a complex prim-
itive root of unity to Q.
Corollary 2.9. If the Krein parameters are all rational, then the splitting field K is con-
tained in a cyclotomic number field.
Another tool that will be of use to us is Galois theory [25, Chap. 32] which establishes
a correspondence between subfields of K and subgroups of a group called the Galois group.
Consider the Galois group, Gal(L/Q) of the field extension K/L; this is the group of au-
tomorphisms of K which fix every rational number. Note that Gal(L/K) is a subgroup of
Gal(L/Q).
Let σ ∈ Gal(L/Q) and M ∈ span({Ai}di=0) the algebra generated by the adjacency
matrices. Define σ¯(M) = Mσ to be matrix obtained by applying σ to each entry of M .
Theorem 2.10. [32] Let (X, {Ai}di=0) be an association scheme with splitting field L and
Krein field K. Let σ ∈ Gal(L/Q). Then σ¯(M) is an algebra automorphism if and only if σ
fixes each element of K.
From Suzuki [33], we have the following results, very important to our research:
Theorem 2.11. [33] Let (X, {Ri}di=0) with k∗1 > 2 be a Q-polynomial association scheme
with respect to the ordering E0, E1, ..., Ed of the primitive idempotents.
(1) Suppose the association scheme is Q-polynomial with respect to another ordering.
Then the new ordering is one of the following:
(I) E0, E2, E4, E6, . . . , E5, E3, E1,
(II) E0, Ed, E1, Ed−1, E2, Ed−2, E3, Ed−3, . . .,
(III) E0, Ed, E2, Ed−2, E4, Ed−4, . . . , Ed−5, E5, Ed−3, E3, Ed−1, E1,
(IV) E0, Ed−1, E2, Ed−3, E4, Ed−5, . . . , E5, Ed−4, E3, Ed−2, E1, Ed, or
(V) d = 5 and E0, E5, E3, E2, E4, E1.
(2) Let qhi,j be the Krein parameters with respect to the original ordering. Suppose d ≥ 3.
Then :
(I) holds if and only if q11,1 = . . . = q
d−1
1,d−1 = 0 6= qd1,d.
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(II) holds if and only if qd1,d 6= 0 = qd2,d = . . . = qdd,d.
(III) holds if and only if one of the following holds:
(i) d = 3, and q31,3 = 0 6= q32,3.
(ii) d = 4, q41,4 = q
4
3,4 = 0, and q
4
2,4 6= 0 6= q42,3, or
(iii) d ≥ 5, qd2,d 6= 0 = qd1,d = qd3,d = . . . = qdd,d. Moreover if d = 2e− 1, then qji,j 6= 0 implies
j = e and if d = 2e, then qji,j 6= 0 if and only if j = e or j = e+ 1.
(IV) holds if and only if one of the following holds:
(i) d = 3, q21,2 6= 0 = q23,2, or
(ii) d ≥ 4, qd−12,d = . . . = qd−1d,d = 0. Moreover, if d = 2e,then qji,j 6= 0 implies j = e and if
d = 2e+ 1, then qj1,j 6= 0 if and only if j = e or j = e+ 1.
(V) holds if and only if q51,5 = q
5
2,5 = q
5
4,5 = q
5
5,5 = 0 6= q53,5 and q53,4 = 0.
(3) The association scheme has at most two Q-polynomial structures.
Note that any Galois automorphism of any Q-polynomial association scheme has group
size at most two immediately follows from the fact that the scheme has at most two Q-
polynomial structures.
2.3 The Eigenvalues of Strongly Regular Graphs
In Section 2.1, we introduced distance-regular graphs. Here we consider only distance-regular
graphs of diameter two and derive their eigenvalues. These graphs are called strongly regular
graphs. A graph Γ with vertex set X and adjacency relation R is strongly regular with
parameters v, k, a, and c if:
• Γ has v vertices;
• Γ is regular with valency k;
• any two adjacent vertices have exactly a common neighbors;
• any two distinct non-adjacent vertices have exactly c common neighbors.
In this case, we say Γ has parameters (v,k,a,c). In fact, strongly regular graphs are exactly
distance-regular graphs with diameter two.
Here are some of the small strongly regular graphs and their parameters:
• five cycle (5,2,0,1)
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Figure 8: Petersen graph.
• graph for GF (9) (9,4,1,2)
• Petersen graph (Figure 8) (10,3,0,1)
• Shrikhande graph (Figure 9) (16,6,2,2)
• Cartesian product K4 ×K4 (16,6,2,2)
• complete bipartite graph Km,m (2m,m,0,m) (m ≥ 2)
If A is the adjacency matrix of Γ, the above defining conditions are equivalent to the two
matrix equations
AJ = kJ, (2.3)
A2 = kI + aA+ c(J − I − A). (2.4)
Here, we derive the eigenvalues for strongly regular graphs from the above equations
From (2.3) we have,
(A− kI)J = 0
and from (2.4) we also have,
A2 + (c− a)A+ (c− k)I = cJ.
Then multiplying both sides on the left by A− kI, we obtain
(A− kI)(A2 + (c− a)A+ (c− k)I) = c(A− kI)J = 0.
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Figure 9: Shrikande graph.
This gives us the minimal polynomial for Γ: mA(t) = (t− kI)(t2 + (c− a)t+ (c− k)I). Thus
the valency k is an eigenvalue of Γ. If θ and τ denote the other two eigenvalues for Γ, we
find
θ, τ =
a− c±√(a− c)2 + 4(k − c)
2
.
It is straightforward to use the above matrix equations to show that if A is the adjacency
matrix of a strongly regular graph, then I, A, J − I − A are the adjacency matrices of a
two-class association scheme on vertex set X. Conversely, any association scheme with two
classes arises from a strongly regular graph, typically in two ways. Suppose we have a
two-class association scheme with minimal idempotents E0, E1 and E2. Then
A0 = E0 + E1 + E2 and A1 = kE0 + θE1 + τE2.
These equations determine two columns of the eigenmatrix P. Since A2 = J − I −A1, we
also have A2 = (v − 1− k)E0 − (θ + 1)E1 − (τ + 1)E2. Therefore
P =
 1 k v − 1− k1 θ −θ − 1
1 τ −τ − 1

from which we compute that
Q =
1
θ − τ
 θ − τ k + (v − 1)τ k + (v − 1)θθ − τ v − k + τ k − v − θ
θ − τ τ − k k − θ
 .
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Now we observe that a strongly regular graph always generates a Q-polynomial associ-
ation scheme. Since, d = 2 we only have to prove that there exists a quadratic polynomial
that maps the second column of Q to the third column. If the entries of the second column
are distinct, we observe that there must exist a parabola that goes through all three points.
Since the eigenvalues are distinct for all connected strongly regular graphs, every primitive
2-class scheme is Q-polynomial.
2.4 The Bannai-Ito Conjectures
We just saw that strongly regular graphs provide association schemes that are both P-
polynomial and Q-polynomial. We say that the association scheme has (P and Q)-polynomial
structure. However, many association schemes are known that have only a P-polynomial
structure, and likewise for Q-polynomial structures.
In 1984, Bannai and Ito conjectured the following [2, p312]:
(1) If d is sufficiently large, a primitive association scheme is P-polynomial if and only if
it is Q-polynomial.
(2) If an association scheme (X, {Ri}di=0) has a (P and Q)-polynomial structure with suf-
ficiently large diameter, then (X, {Ri}di=0) is known or, in some sense, can be attained
from a known example.
(3) For fixed valency k > 2, there are finitely many distance-regular graphs of valency k.
It is this last conjecture that is widely referred to as the Bannai-Ito Conjecture. We will
discuss these three conjectures in turn.
The first conjecture is the most relevant to our investigation. We know of no Q-polynomial
scheme with more than 5 classes which is primitive and yet not P-polynomial. In view of
the following theorem, it seems as though a association scheme having the P-polynomial and
Q-polynomial property with sufficiently large class number will have rational eigenvalues.
Theorem 2.12. [2, Theorem III.7.11] All (P and Q)-polynomial association schemes of
diameter d ≥ 34 are rational.
We learned from Tatsuro Ito [pers. comm.] that this theorem has been improved to
d ≥ 6 by Garth Dickie in his PhD thesis. If the conjecture is true, then there should be
no primitive Q-polynomial irrational schemes with d ≥ 6. This motivates us to study the
irrational schemes with d ≤ 5 and find the structures of the examples that arise.
Significant progress toward the second conjecture appears in the celebrated theorem of
Leonard [8, Sec. 8.1] and this conjecture is the focus “Terwilliger Program.” We do not
discuss this further in our report.
Now, let us discuss the third conjecture. Let’s first give the definition for distance-
transitive graphs.
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Definition 2.13. A distance-transitive graph is a connected graph Γ such that for every
four (not necessarily distinct) vertices x, y, u, v in V (Γ) with d(x, y) = d(u, v), there exists
an automorphism τ of Γ such that τ(x) = u and τ(y) = v both hold.
It is straight-forward to see that distance-transitive graphs are distance-regular graphs.
Cameron, Praeger, Saxl and Seitz [11] proved that there are only finitely many finite distance-
transitive graphs of fixed valency greater than two. The first class of distance-regular graphs
for which the Bannai-Ito conjecture was shown is the class of regular generalized n-gons.
Feit and Higman [19] showed that a regular generalized n-gon has either valency 2 or n
∈ {3, 4, 6, 8, 12}. In addition, Damerell [16], and Bannai and Ito [3] have independently
shown that there are only finitely many Moore graphs with valency at least three. Bannai
and Ito [4–7] showed that their conjecture holds for valencies k = 3, 4, as well as for the
special class of bipartite distance-regular graphs. Koolen and Moulton [23] also showed
that the conjecture holds for distance-regular graphs of fixed valency k = 5, 6 or 7 and for
triangle-free distance-regular graphs of fixed valency k = 8, 9 or 10 [24]. After 25 years of
progress, a complete proof was given by Bang, Dubickas, Koolen, and Moulton [1].
In addition to the Bannai-Ito Conjecture, we also have a dual conjecture that for any
fixed m1 > 2, there are only finitely many cometric association schemes (X, {Ri}di=0) with the
property that the first idempotent in a Q-polynomial ordering has rank m1. This conjecture
was proved by Martin and Williford in 2007.A key step in the proof is to control the irrational
eigenvalues of the scheme. The following is their main theorem.
Theorem 2.14. [28] Let m ≥ 2 and n ≥ 1. Then there are, up to isomorphism, only finitely
many symmetric association schemes(X, {Ri}di=0) with the following properties
(i) for some 1 ≤ j ≤ d, Q0j = m > Qij for all i = 1, ..., d, and
(ii) each eigenvalue Pji of each adjacency matrix Ai has minimal polynomial (over the
rationals) of degree at most n.
Even though the proof is finished, cometric association schemes have not been widely
studied. We know only a few examples of Q-polynomial association schemes that are not
P-polynomial.
3 Examples
We present the known examples of Q-polynomial association schemes with irrational eigen-
values in the following table. The column on the left is the number d of classes of the
association scheme while the row on the top gives the multiplicity of the first eigenvalue,
denoted m1.
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Examples of schemes with irrational eigenvalues
d m1 = 2 m1 > 2
2 5-gon conference graphs
3 7-gon Taylor graphs and symmetric designs
4 8-gon and 9-gon Hadamard graphs
5 10 and 11-gon infinite family of open parameter sets
> 6 polygons no known examples
At the end of this report, we delve much deeper into the d = 3 case, but in this section, we
will discuss polygons, conference graphs, symmetric designs, Taylor graphs, and Hadamard
graphs.
We say that an association scheme (X, {Ri}di=0) is imprimitive if some graph of the
scheme (X,Ri) (i 6= 0) is disconnected. All of the examples in the above table, except for
the conference graphs and the polygons of prime order, are imprimitive. In fact, the polygons
of prime order (with m1 = 2) and the conference graphs (with d = 2) give us two infinite
families of primitive irrational Q-polynomial schemes. We conjecture that any irrational
Q-polynomial association scheme with d,m1 > 2 is imprimitive.
We now discuss two particular kinds of imprimitive association schemes. They are called
and Q-bipartite. Let (X, {Ri}di=0) be a Q-polynomial association scheme, with the natural
ordering of its eigenspaces and second eigenmatrix Q. Since Q is invertible and each column
of Q is a polynomial the first column of Q, we have that the entries of the first column of
Q are distinct. Order the relations so that Q01 > Q11 > · · · > Qd1. We say (X, {Ri}di=0) is
if Ri is disconnected for all even i and Q-bipartite if Rd = wK2 for some w ∈ Z+ where K2
denotes the complete graph on two vertices. As we will explain shortly, symmetric designs
give us a infinite family of Q-antipodal schemes and Taylor graphs give us an infinite family
of Q-bipartite schemes.
Recall the diagonal entries of L∗1 are denoted by a
∗
i = q
i
1i, the entries just above the
diagonal by b∗i = q
i
1,i+1 and those just below the diagonal by c
∗
i = q
i
1,i−1.
Theorem 3.1. ([33],[15],[36]) Let (X, {Ri}di=0) be an imprimitive Q-polynomial association
scheme with respect to the ordering E0, E1, ..., Ed of its primitive idempotents. If m1 > 2,
then at least one of the following holds:
(i) (X, {Ri}di=0) is Q-bipartite: i.e., a∗i = 0 for all i = 0, 1, . . . , d.
(ii) (X, {Ri}di=0) is Q-antipodal: i.e., b∗i = c∗d−i for all i = 0, 1, ..., d except possibly for
i = bd
2
c.
In the following sections, we consider each family of examples appearing in the table
above. In each case, we describe how Theorem 3.1 applies to these examples.
3.1 The Polygons
The polygons induce association schemes which frequently have irrational eigenvalues. Let
Cn be the cycle of length n. The i
th relation of the association scheme induced by the
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polygon of order n is the ith distance relation of Cn. For n = 3, 4, 6 the polygons have
rational eigenvalues, but in all other cases some irrational eigenvalues arise. On the other
hand, a polygon of length n will induce a primitive association scheme if and only if n is
prime. In this subsection, let us take on the task of calculating all of the eigenvalues of the
polygons.
We can think of Cn, with adjacency matrix A, as the union of two directed cycles, one
oriented clockwise and one oriented counterclockwise, Ccw and Cccw respectively
2. Let Acw
be the adjacency matrix for Ccw and let Accw be the adjacency matrix for Cccw. Note that
A = Acw + Accw. Also note that Acw and Accw have the same eigenspaces since they are
adjacency matrices of isomorphic directed graphs. It is easy to see that the characteristic
equation for Acw is t
n = 1 (likewise for Accw). Let λ be a primitive n
th root of unity in C, so
that λi satisfies the characteristic equation for 0 ≤ i ≤ n− 1. Notice that Accw = An−1cw and
so it is easy to check that every eigenvector of Acw is also an eigenvector of A; indeed for an
eigenvector x ∈ Rn of Acw, Ax = (Acw + Accw)x = (Acw + An−1cw )x = (λi + λn−i)x for some
i = 0, 1, . . . , n− 1. Thus x is an eigenvector for A with eigenvalue λi + λn−i!
So all of the eigenvalues of A1, including multiplicities, are λ
i+λn−i for i = 0, 1, ..., n−1.
For example, the 6-cycle has eigenvalues 2, 1,−1,−2,−1, 1. Following Theorem 2.4(iv) and
dual to the recurrence relation at the end of Section 2.1, we have the polynomials: p0(t) =
1, p1(t) = t, and pj+1(t) =
1
cj+1
[(t − aj)pj(t) − bj−1pj−1(t)] giving Ai = pi(A1). For the
polygon, this simplifies to pj+1(t) = tpj(t) − pj−1(t) for j = 2, 3, 4, ..., d − 1 since for these
values of j, aj = 0, bj = 1 = cj. We can use this recurrence to calculate the eigenvalues
for any Ai, since we know that the polygons are distance-regular graphs. In particular, if
A1 has rational eigenvalues, so do A2, . . . , Ad. We are therefore content to consider only the
spectrum of A1.
Let us begin with the example of the 12-cycle, C12. Choosing λ = e
√−1pi/6 we have
eigenvalues
i 0 1 2 3 4 5 6
λi + λ12−i 2
√
3 1 0 -1 -
√
3 -2
and we have
L1 =

0 2 0 0 0 0 0
1 0 1 0 0 0 0
0 1 0 1 0 0 0
0 0 1 0 1 0 0
0 0 0 1 0 1 0
0 0 0 0 1 0 1
0 0 0 0 0 2 0

,
2In the association scheme of Cn, the relation Ri is the adjacency relation of a copy of Cna where a =
gcd(n, i). This is easily seen by choosing Zn as vertex set for Cn.
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P =

1 2 2 2 2 2 1
1
√
3 1 0 −1 −√3 −1
1 1 −1 −2 −1 1 1
1 0 −2 0 2 0 −1
1 −1 −1 2 −1 −1 1
1 −√3 1 0 −1 √3 −1
1 −2 2 −2 2 −2 1

.
Here we present the the minimal polynomials of the first few polygons Cn, 4 ≤ n ≤ 30,
where φn(t) denotes the minimal polynomial of Cn.
order(n) minimal polynomial φn(t)
4 t (t− 2) (t+ 2)
5 (t− 2) (t2 + t− 1)
6 (t− 1) (t− 2) (t+ 2) (t+ 1)
7 (t− 2) (t3 + t2 − 2 t− 1)
8 φ4(t) (t
2 − 2)
9 (t− 2) (t+ 1) (t3 − 3 t+ 1)
10 φ5(t) (t+ 2) (t
2 − t− 1)
11 (t− 2) (t5 + t4 − 4 t3 − 3 t2 + 3 t+ 1)
12 φ6(t)t (−3 + t2)
13 (t− 2) (t6 + t5 − 5 t4 − 4 t3 + 6 t2 + 3 t− 1)
14 φ7(t) (t+ 2) (t
3 − t2 − 2 t+ 1)
15 φ5(t) (t+ 1) (t
4 − t3 − 4 t2 + 4 t+ 1)
16 φ8(t) (t
4 − 4 t2 + 2)
17 (t− 2) (t8 + t7 − 7 t6 − 6 t5 + 15 t4 + 10 t3 − 10 t2 − 4 t+ 1)
18 φ9(t) (t− 1) (t+ 2) (t3 − 3 t− 1)
19 (t− 2) (t9 + t8 − 8 t7 − 7 t6 + 21 t5 + 15 t4 − 20 t3 − 10 t2 + 5 t+ 1)
20 φt(t)t (t
4 − 5 t2 + 5)
21 φ7(t) (t+ 1) (t
6 − t5 − 6 t4 + 6 t3 + 8 t2 − 8 t+ 1)
22 φ11(t) (t+ 2) (t
5 − t4 − 4 t3 + 3 t2 + 3 t− 1)
23 (t−2)(t11+t10−10 t9−9 t8+36 t7+28 t6−56 t5−35 t4+35 t3+15 t2−6 t−1)
24 φ12(t) (t
2 − 2) (t4 − 4 t2 + 1)
25 φ5(t) (t
10 − 10 t8 + 35 t6 + t5 − 50 t4 − 5 t3 + 25 t2 + 5 t− 1)
26 φ13(t) (t+ 2) (t
6 − t5 − 5 t4 + 4 t3 + 6 t2 − 3 t− 1)
27 φ9(t) (t
9 − 9 t7 + 27 t5 − 30 t3 + 9 t+ 1)
28 φ14(t)t (t
6 − 7 t4 + 14 t2 − 7)
29 (t− 2) (t14 + t13 − 13 t12 − 12 0 t6 + 126t11+, ...,+t2 + 7 t− 1)
30 φ15(t) (t− 1) (t+ 2) (t2 − t− 1) (t4 + t3 − 4 t2 − 4 t+ 1)
Notice, since the valency of each polygon is 2, we have that t − 2 is a factor in every
minimal polynomial. Also, a polygon is bipartite if and only if it has even order. So −2 is
an eigenvalue of a polygon when it has even order. That is, t + 2 is a factor if and only if
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the polygons has even order. The characteristic polynomial of the polygon can be obtained
by squaring every irreducible factor of the minimal polynomial, except the terms (t± 2).
As observed in the table, if n|m, then the minimal polynomial of Cn divides the minimal
polynomial of Cm. Also, if n is prime, then the minimal polynomial of Cn has an irreducible
factor of degree n−1
2
. More generally, for any Cn the sum of the degrees of the irreducible
polynomials is dn+1
2
e.
3.2 The Conference Graphs
A conference graph is a strongly regular graph with parameters v, k = (v−1)
2
, a = (v−5)
4
, and
c = (v−1)
4
. It is known in this case that v must be congruent to 1 (mod 4) and a sum of
two squares. Conference graphs are known to exist for all small values of v satisfying these
restrictions: v = 5, 9, 13, 17, 25, 29, 37, 41. And as we will discuss later in this section, there
is a Paley graph of order v for every prime power, v, congruent to 1 (mod 4); these are all
conference graphs. However, for many values of v the existence of a conference graphs is
unknown.
Recall that in Section 2.3, we found the eigenvalues of strongly regular graphs. All
conference graphs are strongly regular graphs, so we can easily find the eigenvalues for the
conference graphs. The eigenvalues are k with multiplicity 1 and
r, s =
−1±√v
2
,
each with multiplicity (v − 1)/2.
It is worth noting that the eigenvalues of a conference graph need not be integers and
are in fact irrational whenever v is not a perfect square.
Haemers [21], for example, gives the intersection matrices of the association schemes
induced by conference graphs, as well as the first and second eigenmatrix. Recall that
[Li]kj = p
k
ij.
L0 = I3
L1 =
 0 (v−1)2 01 (v−5)4 (v−1)4
0 (v−1)
4
(v−1)
4

L2 =
 0 0 (v−1)20 (v−1)4 (v−1)4
1 (v−1)
4
(v−5)
4

P =
 1 (v−1)2 (v−1)21 r −r − 1
1 s −s− 1

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Q =
 1 f g1 2fr
v−1
2gs
v−1
1 −f(r+1)
v−k−1 − g(s+1)v−k−1

The Paley graphs are an infinite family of conference graphs. Let q be a prime power. Let
Γ be a graph with q vertices and label the vertices each with a distinct element of the finite
field of order q. Join two vertices if the difference of their labels is a square in GF(q). We
say that Γ is a Paley graph of order q, which we will denote Paley(q). Paley(q) is undirected
when q ≡ 1 (mod 4), and in this case is a conference graph, i.e. it is strongly regular with
parameters (q, q−1
2
, q−5
4
, q−1
4
).
Here, we construct Paley(9). We will first build the multiplication table of GF(q). Since
q = 9, we may take GF(9) = {0, 1, 2, α, α + 1, α + 2, 2α, 2α + 1, 2α + 2} with α2 = 2).
The multiplication table of the finite field of order nine.
* 0 1 2 α α+1 α+2 2α 2α +1 2α+2
0 0 0 0 0 0 0 0 0 0
1 0 1 2 α α+1 α+2 2α 2α +1 2α+2
2 0 2 1 2α 2α+2 2α+1 α α+2 α + 1
α 0 α 2α 2 α+2 2α+2 1 α +1 2α+1
α+1 0 α+1 2α+2 α+2 2α 1 2α+1 2 α
α+2 0 α+2 2α+1 2α+2 1 α α+1 2α 2
2α 0 2α α 1 2α+1 α+1 2 2α +2 α+2
2α+1 0 2α+1 α+2 α+1 2 2α 2α+2 α 1
2α+2 0 2α+2 α+1 2α+1 α 2 α+2 1 2α
Notice that the diagonal of this table gives us the quadratic residues: {1, 2, α, 2α}. Thus
we can construct the Paley(9) with the rule that we join two vertices when the difference
between their labels belongs to this set (Figure 10).
Figure 10: Paley(9) [9].
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Just to illustrate what happens when q 6≡ 1 (mod 4), we consider Paley(7). The multi-
plication table of GF(7) is
* 0 1 2 3 4 5 6
0 0 0 0 0 0 0 0
1 0 1 2 3 4 5 6
2 0 2 4 6 1 3 5
3 0 3 6 2 5 1 4
4 0 4 1 5 2 6 3
5 0 5 3 1 6 4 2
6 0 6 5 4 3 2 1
Again we extract the quadratic residues from the diagonal: {1, 2, 4}. Thus we can con-
struct the directed Paley graph for GF(7). We will use this example to illustrate that Paley
graphs of order q ≡ 3 (mod 4) are directed. Notice, in GF(7), 5 − 3 = 2 ∈ {1, 2, 4} while
3 − 5 = 5 /∈ {1, 2, 4}. Thus there will be a directed edge from vertex 3 to vertex 5. This
construction produces an infinite family of doubly-regular tournaments, which are beyond
the scope of our paper.
The conference graphs include an infinite family of primitive Q-polynomial irrational
association schemes with d = 2. We now move on to d > 2 and m1 > 2 and study more
combinatorial objects that induce irrational Q-polynomial schemes.
3.3 Symmetric Designs and Linked Systems
In this section we will discuss an infinite family of association schemes that arise from
(v, k, λ) symmetric designs. Symmetric designs give rise to the only known examples of 3-
class Q-polynomial irrational association schemes that satisfy the conditions of the first case
in Chapter 4 .
Definition 3.2. Given a set of points, P , and a set of blocks, B, the ordered pair (P ,B) is
a (v, k, λ) symmetric design if the following hold:
(i) B is a subset of the power set of P
(ii) |P| = |B| = v
(iii) For all b ∈ B, |b| = k
(iv) For all p ∈ P , |{b ∈ B : p ∈ b}| = k.
(v) For all distinct p, q ∈ P |{b ∈ B : p, q ∈ b}| = λ
(vi) For all distinct b, c ∈ B |{p ∈ P : p ∈ b, p ∈ c}| = λ
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For each (v, k, λ) symmetric design, there are v points and v blocks, every point is con-
tained in k blocks, every block contains k points, every two distinct points are contained in
λ common blocks and every two distinct blocks contain λ common points. For instance, the
Fano plane, discussed earlier, is a (7, 3, 1) symmetric design. Every line of the Fano plane
corresponds to a block of the symmetric design; that is, there are 7 points and 7 lines, every
point lies in 3 lines, every line contains 3 points, and every two distinct points lie in exactly
1 common line while every two distinct lines contain exactly 1 common point.
Here we demonstrate how to construct an association scheme given a (v, k, λ) symmetric
design. Recall that a symmetric design is an ordered pair of sets, (P ,B), satisfying the
axioms of Definition 3.2; where P and B are disjoint. Let X = P ∪ B. Define the following
relations on X ×X:
(i) R0 = {(x, x) : x ∈ X}
(ii) R1 = {(x, y) ∈ P × B : x ∈ y} ∪ {(y, x) ∈ B × P : x ∈ y}
(iii) R2 = {(x, y) ∈ P × P : x 6= y} ∪ {(x, y) ∈ B × B : x 6= y}
(iv) R3 = {(x, y) ∈ P × B : x /∈ y} ∪ {(y, x) ∈ B × P : x /∈ y}.
Using the definition of a symmetric design one can verify the parameters in the matrices
below to show that (X, {Ri}di=0) is indeed a 3-class association scheme. We can see that this
association scheme is imprimitive since the relation R2 is disconnected. For a given (v, k, λ)
symmetric design, we called the graph IG(v, k, λ) generated by R1 defined above by simply
treating both points and blocks to be vertices and connect two vertices if they are in relation
R1. Note that this graph is not necessary well-defined. It refers to the incidence graph of a
specific design with these parameters. But in most cases when we use it in this paper, any
such symmetric design will do.
Here we provide the intersection matrices, dual intersection matrices, and eigenmatrices
for the association scheme, as defined above, arising from a given (v, k, λ) symmetric design:
L0 = I4,
L1 =

0 k 0 0
1 0 k − 1 0
0 λ 0 k − λ
0 0 k 0
 , L2 =

0 0 v − 1 0
0 k − 1 0 v − k
1 0 v − 2 0
0 k 0 v − k − 1
 ,
L3 =

0 0 0 v − k
0 0 v − k 0
0 k − λ 0 v − 2k + λ
1 0 v − k − 1 0
 ,
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P =

1 k v − 1 v − k
1
√
k − λ −1 −√k − λ
1 −√k − λ −1 √k − λ
1 −k v − 1 −(v − k)
 ,
Q =

1 v − 1 v − 1 1
1 k√
k−λ − k√k−λ −1
1 −1 −1 1
1 − k−v√
k−λ
k−v√
k−λ −1
 ,
L∗0 = I4,
L1
∗ =

0 v − 1 0 0
1 b¯∗1 b
∗
1 0
0 b∗1 b¯
∗
1 1
0 0 v − 1 0
 , L2∗ =

0 0 v − 1 0
0 b∗1 b¯
∗
1 1
1 b¯∗1 b
∗
1 0
0 v − 1 0 0
 , L3∗ =

0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0
 .
Note that b∗1 =
v−2
2
+ −k
2+(v−1)(k−λ)
2k
√
k−λ and b¯
∗
1 = v − 2− b∗1.
In this paper, we are only interested in the symmetric designs when they give rise to
association schemes with irrational eigenvalues. From the P matrix, we see that the associ-
ation scheme of a symmetric design has irrational eigenvalues if and only if k − λ is not a
perfect square.
Next, we will begin discussing the properties of symmetric designs. Finding sufficient
conditions for the existence of a (v, k, λ) symmetric design is still an unsolved problem,
although there are some partial results, as we will see later when we discuss projective
planes. In the following section, we state and prove some necessary conditions. Let (v, k, λ)
be a symmetric design.
Theorem 3.3. k(k − 1) = λ(v − 1)
(Pf) Let p ∈ P . Our goal is to double count the cardinality of A = {(q, c) ∈ P × B : q 6=
p and ∃ c ∈ B such that q, p ∈ c}. First, there are k blocks in B that contain p. Each one
of these blocks contain k − 1 points that are not p, so |A| = k(k − 1). On the other hand,
there are v−1 points in P different from p. Now for each point q ∈ P satisfying q 6= p, there
are exactly λ blocks that contain both p and q. Thus |A| = λ(v − 1). We have shown that
k(k − 1) = λ(v − 1).
Theorem 3.4. (Bruck-Ryser-Chowla [30], [35])
(i) If v is even, then k − λ is a square.
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(ii) If v is odd, then the Diophantine equation z2 = (k−λ)x2 +(−1) v−12 λy2 has a nontrivial
solution.
The previous theorem is of particular interest to us because it tells us that no irrational
association schemes arise from a symmetric design where v is even.
Now we will discuss a particular class of symmetric designs, called projective planes.
Definition 3.5. A (v, k, λ) symmetric design (P ,B) is a projective plane if λ = 1.
In every projective plane, we see that any two distinct points are contained in a unique
common block and any two distinct blocks contain a unique common point. Let n = k − 1
be the order of a projective plane. From Theorem 3.3 we see that v = n2 +n+ 1. Therefore,
a projective plane is a (n2 +n+1, n+1, 1) symmetric design. For every prime power n, there
exists a projective plane of order n. So sufficient conditions are known for the existence of a
projective plane of order n, but necessary conditions are not. A long-standing conjecture in
finite geometry is that a projective plane of order n exists if and only if n is a prime power.
One example of a projective plane is depicted in Figure 11. It is also interesting to note that
it has been conjectured that, for each λ ≥ 2, there are only finitely many (v, k, λ) symmetric
designs.
Figure 11: The projective plane of order 2
Consider the set GF(3)×GF(3). For each slope s ∈ {0, 1,−1,∞}, we define an equiva-
lence relation ∼s on GF(3)×GF(3). For the slope ∞, we say (x, y) ∼∞ (u, v) if u− x = 0.
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Given a slope, s 6=∞ we say (x, y) ∼s (u, v) if (v−y)(u−x) = s. Now, we label 13 points in Figure
11 by the elements of GF(3)×GF(3) and ∞s where s ∈ {0, 1,−1,∞}. We form a blue line
to connect all points in a maximal subset of GF(3) × GF(3) satisfying every two points in
this subset are in an equivalence relation of slope 1. We use red, green and black lines in a
same manner respect to the equivalence relations of slope 0,−1,∞. For each slope, we have
three lines in the respect color in Figure 11. Then we connected point ∞1,∞0,∞−1,∞∞
with all blue, red, green and black lines respectively. Also, the four points labeled ∞s form
a line, which is represented by the brown line in Figure 11.
Each (v, k, λ) symmetric design satisfies the following inequality, where n = k − λ:
4n− 1 ≤ v ≤ n2 + n+ 1.
Any (v, k, λ) symmetric design such that v = n2 + n + 1 corresponds to a finite projective
plane of order n, that is, a (n2 + n + 1, n + 1, 1) symmetric design. On the other hand any
(v, k, λ) symmetric design such that v = 4n− 1 corresponds to a Hadamard Design of order
n, that is, a (4n− 1, 2n− 1, n− 1); We will discuss these in the next section.
We refer to the “Handbook of Combinatorial Designs” [14] in our discussion of the known
symmetric designs. In this paper, we only consider the symmetric designs that induce irra-
tional association schemes. There are 21 known infinite families and 15 special constructions
and we know which families and constructions contain at least one symmetric design that
gives rise to an association scheme with irrational eigenvalues [14, pg 116-118]. The ones
that do are Families 1, 2, 3, 4, 5, 8, 10, 11 and 20, as listed in pages 116 and 117 in [14],
and the (79,13,2), (71,15,3), (41,16,6), (49,16,5) and (71,21,6) symmetric designs, as listed
on page 118 [14].
Here we focus our discussion on difference sets in order to construct some of the families
of symmetric designs on pages 116 and 117 in [14]. We start with Family 2 [14, pg 116].
Definition 3.6. Let G = {0, 1, .., v− 1} be an abelian group of order v with identity 0 ∈ G.
Let D = {d1, d2, ..., dk} be a k-element subset of G. D is called a (v, k, λ)-difference set if for
every g ∈ G such that g 6= 0 there are exactly λ pairs (di, dj) ∈ D×D such that g = di− dj.
In particular, we are interested when G = Zv. To illustrate the previous definition, write
Z7 = {0, 1, 2, 3, 4, 5, 6} and let D = {1, 2, 4}.
− 1 2 4
1 0 6 4
2 1 0 5
4 3 2 0
The 0 element of Z7 appears k = 3 times and each nonzero element of Z7 appears exactly
λ = 1 times. Therefore D is a (7, 3, 1)-difference set of Z7.
It is known that when v is a prime, the set of quadratic residues, Q, is a difference set of
size v−1
2
for the ring Zv as a group under addition. It is also known that after constructing
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this difference set, if we let P = Zv and B = {g+Q : g ∈ Zv}, then (P ,B) forms a symmetric
design, particularly one of the form in Family 2 [14, pg 116].
Let us take v = 23. Then P = Z23, Q = {1, 4, 9, 16, 2, 13, 3, 18, 12, 8, 6} and B =
{g+Q : g ∈ Z23}. We find that (P ,B) is a (23, 11, 5) symmetric design. Note that there are
constructions from Family 2 that do not follow this method, namely when v is not a prime.
When v is a prime power we can build a symmetric design in a similar manner, but we are
required to work in GF(v) rather than Zv.
In Family 3, designs are of the form (v, k, λ) where v = 4t2+1, k = t2 and λ = 3t
2+1
4
where
t is an odd integer such that 4t2 + 1 is prime. These designs are constructed in a similar
manner to Family 2, but instead we look at biquadratic residues, that is we let P = Zv,
Q = {x4 : x ∈ Zv} and B = {g + Q : g ∈ Zv}. For example, the (37, 9, 2) symmetric
design is in Family 3. In this example, P = Z37, Q = {1, 16, 7, 34, 33, 26, 12, 10, 9} and
B = {g +Q : g ∈ Z37}. Then (P ,B) is a (37,9,2) symmetric design.
Family 4b is similar to the construction above, but with octic residues, that is Q = {x8 :
x ∈ Zv}. Also, Family 5 is another construction from difference sets, but there are only two
known examples.
We end this section with a discussion of systems of linked symmetric designs. As with
the symmetric designs, these systems give rise to association schemes, but our goal is to
prove that these association schemes have rational eigenvalues.
Definition 3.7. A collection of sets ∆ = {Ω1, ...,Ωf}, (f ≥ 3) together with a collection
of symmetric incidence relations on Ωi × Ωj, for all i 6= j, is a system of linked symmetric
designs provided that
(i) Each pair {Ωi,Ωj} with its incidence relation is a symmetric design with parameters
(v, k, λ)
(ii) Given any 3 sets Ωi,Ωj,Ωk, the number of elements α ∈ Ωi that are incident with both
β ∈ Ωj and γ ∈ Ωk only depends on whether or not β and γ are incident.
Now notice that an incidence structure on a collection of sets, ∆, is a system of linked
symmetric designs only if every Ωi,Ωj,Ωk ∈ ∆ is a system of linked symmetric designs. Thus
once we prove that the association scheme is rational for f = 3, we can easily extend the
result to all f ≥ 3 with the use of induction.
Before we begin the proof for f = 3, it is useful to introduce some notation. For any
symmetric design (P ,B), define a matrix A where the rows are indexed by the points and
the columns are indexed by blocks and for any pi ∈ P and bj ∈ B, 1 ≤ i, j ≤ v,
Aij =
{
1 if pi ∈ bj,
0 otherwise.
Notice that AJ = A>J = kJ since every point lies in k blocks and every block contains k
points. Also, AA> = A>A = (k−λ)I+λJ follows from the fact that any two distinct points
are contained in λ common blocks and any two distinct blocks contain λ common points.
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Theorem 3.8. [12] Suppose that a system of linked symmetric designs with f = 3 and each
design has parameters (v, k, λ). Then there exists an integer u such that k − λ = u2.
(Pf) Let {Ω1,Ω2,Ω3} be any system of linked symmetric designs and let B23, B31, B12
be the incidence matrices for (Ω2,Ω3), (Ω3,Ω1), (Ω1,Ω2), respectively. Notice that while
B23, B31, B12 are incidence matrices for a (v, k, λ) symmetric design it does not follow that
Bij = Bi′j′ for i 6= i′ or j 6= j′.
Since we have a linked system of designs, we can define the integers x1 and u1 such that
the number of elements in Ω1 with β ∈ Ω2 and γ ∈ Ω3 is x1 or x1 − u1 when β and γ are
incident or not, respectively. Define x2, u2, x3, u3 in a similar manner.
Consider B13B12. Now this matrix has rows indexed by Ω3 and columns indexed by Ω2.
Also, [B13B12]ij only depends on whether or not the i
th element of Ω2 is incident to the j
th
element of Ω3. This is represented by the following equation:
B13B12 = x1J − u1B>23.
Now left multiply both sides by B>13 to obtain:
B>13B13B12 = x1B
>
13J − u1B>13B>23
which simplifies to
((k − λ)I + λJ)B12 = x1kJ − u1(B23B13)>
so that
(k − λ)B12 + λkJ = x1kJ − u1(x3J − u3B>12)>
to finally obtain
(k − λ)B12 + λkJ = (x1k − u1x3)J + u1u3B12.
Now, B12 and J are linearly independent, since B12 has zero entries where J has nonzero
entries. Thus we must have that the coefficients in front of B12 are equal, that is k−λ = u1u3.
Now by using the same argument and permuting the indices of the incidence matrices, we
can obtain k − λ = u1u3 = u1u2 = u2u3, that is u1 = u2 = u3. Therefore k − λ = u21, where
u1 is an integer.
The following is the Q eigenmatrix for a system of linked symmetric designs:
Q =

1 v − 1 (f − 1)(v − 1) f − 1
1 k√
k−λ − k√k−λ −1
1 −1 −(f − 1) f − 1
1 − k−v√
k−λ
k−v√
k−λ −1
 [31].
Since k−λ is a square, the entries of the Q matrix are rational; and therefore, the association
scheme that arises from a linked system of symmetric designs with f ≥ 3 is rational.
3.4 The Q-Bipartite Case
In this section, we will discuss the Taylor and Hadamard graphs, which give rise to infinite
families of 3-class and 4-class Q-polynomial association schemes, respectively.
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3.4.1 Taylor Graphs
The Taylor graphs give rise to the only known examples of 3-class Q-polynomial irrational
association schemes that satisfy the conditions of the second case in Chapter 4. Before
discussing the Taylor graphs, we first introduce the intersection array of a distance-regular
graph. Let G be a connected, undirected graph with vertex set V (G). For any two vertices
x, y ∈ V (G), let d(x, y) denote the distance between x and y. We say G is a distance-regular
graph if for i = 0, ..., d there exists bi, ci ∈ N0 such that for any two vertices x, y ∈ V (G) at
distance i = d(x, y), there are exactly ci vertices z such that d(y, z) = 1 and d(x, z) = i− 1,
while there are bi vertices w such that d(y, w) = 1 and d(x,w) = i+ 1. The sequence
(b0, b1, ..., bd−1; c1, ..., cd)
is called the intersection array of G.
We can see that the 4-cycle is a distance-regular graph. The distance between any two
vertices is 0, 1, or 2. For the sake of example, we choose any two vertices x and y such that
d(x, y) = 1. There is exactly c1 = 1 vertex, z, such that d(y, z) = 1 and d(x, z) = 0, while
there is b1 = 1 vertex, w, such that d(y, w) = 1 and d(x,w) = 2. In a similar manner, we can
apply the same argument for i = 0 and i = 2 to find that the intersection array of the 4-cycle
is (2, 1; 1, 2). Note that bd and c0 are always zero and are omitted from the intersection array.
We will use the Petersen graph to illustrate how to obtain the intersection array from a
graph which is known to be distance-regular. For the Petersen graph, d = 2, so we should
expect that the intersection array for the Petersen graph is of the form (b0, b1; c1, c2). To
calculate b1, let x, y be two vertices of the Petersen graph such that d(x, y) = 1 and we find
that there are 2 vertices w such that d(y, w) = 1 and d(x,w) = 2. Thus b1 = 2 and in a
similar manner, we can find that the intersection array of Petersen graph is (3, 2; 1, 1).
A Taylor graph is a distance-regular with intersection array (k, µ, 1; 1, µ, k). Some Taylor
graphs are depicted in Figure 12.
Here our goal is to construct Taylor graphs from regular two-graphs, so first we define
regular two-graphs. A two-graph is a pair (Ω,∆) consisting of a finite vertex set Ω and a set
∆ of unordered triples of vertices from Ω such that each set of four vertices in Ω contains
an even number of triples in ∆. A subset X of Ω is called coherent if all triples contained
in X belong to ∆. A two-graph is said to be regular if every 2-subset of Ω is contained in a
constant number λ of coherent triples.
Taylor graphs are in a bijection with regular two-graphs [22]. Let (Ω,∆) be a regular
two-graph such that |Ω| = n and |∆| = a, and choose a vertex ∞ ∈ Ω. Let G be a graph
where the vertices of G, V (G), are labeled by the elements x+ and x−, for all x ∈ Ω (including
∞). For all x ∈ Ω\{∞}, the vertex labeled x+ (respectively x−) is adjacent to the vertex
labeled∞+ (respectively∞−). Now, let x, y ∈ Ω different from∞±. If {∞, x, y} is coherent
in (Ω,∆), then we join the vertices labeled x+ to y− and x+ to y− in G. If {∞, x, y} is
not coherent in (Ω,∆), then we join the vertices labeled x+ to y+ and x− to y− in G. This
construction gives rise to a Taylor graph with parameters k = n − 1 and µ = n − 2 − a. It
is a useful exercise to check that we can obtain a regular two-graph from a Taylor graph by
reversing the method above.
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Figure 12: Some Taylor graphs [35].
To illustrate, we will construct the Hamming scheme H(3, 2), the 3-cube, which is a
Taylor graph. We first construct the regular-two graph (Ω,∆) by Letting Ω = {1, 2, 3, 4}
and ∆ = {{123}, {124}, {134}, {234}}. Then We construct the Taylor graph Γ from the
regular two-graph (Ω,∆) following the construction in the previous paragraph. Let 1 ∈ Ω be
the vertex ∞. All 2-sets not containing ∞± are coherent and Figure 13 depicts the Taylor
graph corresponding to this construction.
Figure 13: H(3,2): A Taylor graph arising from a regular two-graph.
We introduce some terminology before we present a theorem about regular two-graphs.
Let Γ be a graph with vertex set V (Γ), and let x ∈ V (Γ). The neighborhood of x, denoted
N(x), is the induced subgraph of Γ where V (N(x)) = {y ∈ V (Γ) : (x, y) is an edge in Γ}.
The switching graph Sw(Γ) of Γ is the graph with vertex set V (Γ)×{0, 1}, in which (v, i) is
adjacent to (w, i) if and only if v and w are connected in Γ and (v, i) is adjacent to (w, 1− i)
if and only if v and w are disconnected in Γ. We say a regular two-graph is trivial if this
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regular two-graph is a switching graph of the complete graph or the empty graph.
Theorem 3.9. [38, Theorem 11.6.1] Let Γ be a nontrivial two-graph on n+1 vertices. Then
the following are equivalent:
(i) Γ is a regular two-graph
(ii) For all x ∈ V (Γ), N(x) is a regular graph
(iii) For all x ∈ V (Γ), N(x) is a (n, k, a, c) strongly regular graph with k = 2c
(iv) There exists x ∈ V (Γ) such that N(x) is a (n, k, a, c) strongly regular graph with k = 2c
Recall that a conference graph is a (v, (v−1)
2
, (v−5)
4
, (v−1)
4
) strongly regular graph. Note
that k = 2c. It is known that every conference graph yields a regular two-graph, while it is
clear from the above theorem that every regular two-graph yields a conference graph [38, p
258].
It is also possible to construct regular two-graphs in terms of equiangular lines intersecting
at the origin. Suppose that we have n equiangular lines in Rd, at angle θ. If n = d−cos
2(θ)
1−dcos2(θ) ,
then these lines give rise to a regular two-graph [38]. It is interesting to note that the regular
two-graph associated with a Paley graph with valency k corresponds to the regular two-graph
constructed from 4k+ 2 equiangular lines in R2k+1. More information about the equiangular
lines can be found in Chapter 11 of [38].
Here we present the intersection matrices, dual intersection matrices, and eigenmatrices
of the association scheme arising from a Taylor graph with intersection array (k, µ, 1; , 1, µ, k).
L0 = I4,
L1 =

0 k 0 0
1 k − µ− 1 µ 0
0 µ k − µ− 1 1
0 0 k 0
 ,
L2 =

0 0 k 0
1 µ k − µ− 1 1
0 k − µ− 1 µ 0
0 k 0 0
 ,
L3 =

0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0
 .
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P =

1 k k 1
1 θ1 −θ1 −1
1 −1 −1 1
1 θ3 −θ3 −1
 ,
Q =

1 m k k + 1−m
1 k+1√
∆
−1 −k+1√
∆
1 −k+1√
∆
−1 k+1√
∆
1 −m k m− 1− k
 .
L∗0 = I4,
L∗1 =

0 m 0 0
1 0 m− 1 0
0 m(m−1)
k
0 m
2
k
0 0 m 0
 , L∗2 =

0 0 k 0
0 m− 1 k − 2m+ 1 m
1 0 k − 1 0
0 m k − 2m+ 1 m− 1
 ,
L∗3 =

0 0 0 m
0 0 m 0
0 k
m2
0 m(m−1)
k
1 0 m− 1 0
 .
In the above matrices,
∆ = (k − 2µ− 1)2 + 4k,
θ1 =
k − 2µ− 1 +√∆
2
,
θ3 =
k − 2µ− 1−√∆
2
and
m =
−θ3(k + 1)√
∆
.
From L∗1, we see that an association scheme arising from a Taylor graph is Q-bipartite,
and from Q we see that the scheme contains irrational eigenvalues if and only if ∆ is not a
perfect square. In the following section we study Hadamard graphs, which give rise to an
infinite family of 4-class Q-bipartite association schemes with irrational eigenvalues.
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3.4.2 Hadamard Graphs
A Hadamard graph is a distance-regular graph with intersection array
(2µ, 2µ− 1, µ, 1; 1, µ, 2µ− 1, 2µ).
In order to construct Hadamard graphs, we first introduce Hadamard matrices. An n × n
matrix H is a Hadamard matrix of order n if Hij = ±1 and the rows of H are pairwise
orthogonal. Now, define a set of 4n symbols A = {r+i , r−i , c+i , c−i : i = 1, . . . , n}, where ri
corresponds to the ith row and ci corresponds the i
th column. Let G be a graph and label
the vertex set, V (G), by the elements of A. If hij = 1 then include edges labeled (r
±
i , c
±
j ).
If hij = −1 then join the vertices in this manner: (r±i , c∓j ). This construction gives rise to
a Hadamard graph and conversely, every Hadamard graph arises in this way [8, Theorem
1.8.1].
We will construct the Hadamard graph of order 8 from the 2× 2 Hadamard matrix. Let
H =
[
1 −1
1 1
]
.
It is easy to check that H is a Hadamard matrix. Now we will construct the Hadamard
graph, Γ. Let V (Γ) be labeled by the set {r+1 , r−1 , r+2 , r−2 , c+1 , c−1 , c+2 , c−2 }. We join two vertices
as stated above. For example, since H11 = 1 we join the vertices labeled r
−
1 and c
−
1 as well as
r+1 and c
+
1 but not r
+
1 and c
−
1 or r
−
1 and c
+
1 . After applying this construction for 1 ≤ i, j ≤ 2
we find that the Hadamard graph of order 8 is the 8-cycle.
It is known that a (4n + 3, 2n + 1, n) symmetric design is equivalent to a Hadamard
matrix of order 4n + 4. Also, The Menon design is a (4t2, 2t2 − t, t2 − t) symmetric design
where n = t2. A Menon design exists if and only if there exists a regular Hadamard matrix
of order 4t2 [14]. A Hadamard matrix of order 4t2 exists whenever:
(i) there is a Hadamard matrix of order 2t,
(ii) 2t− 1 and 2t+ 1 are both prime powers,
(iii) t is an odd integer, or
(iv) there exists a Hadamard difference set or order t2 [14, pg 116].
It has been conjectured that a Menon design exists for all t ∈ Z+.
It is known that Hadamard graph of order n exists for each value of n = 4, 8, 12, . . . , 664
and it is conjectured that a Hadamard graph exists for all n divisible by 4. The Hadamard
graphs induce the only known example of irrational Q-polynomial association schemes with
d = 4.
To end this section, we note that any 4-class Q-polynomial association scheme that is
Q-bipartite and Q-antipodal with w ≥ 3 fibres is rational. LeCompte, Martin and Owens
[26] derived that the second eigenmatrix of such a scheme is of the form:
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Q =

1 d w(d− 1) d(w − 1) w − 1
1
√
d 0 −√d −1
1 0 −w 0 w − 1
1 −√d 0 √d −1
1 −d w(d− 1) −d w − 1
 .
Boykin, Sitharam, Tarifi and Wocjan [10] proved that in this case the equation H1H2 =√
dH3 must be satisfied where H1, H2, and H3 are Hadamard matrices. But all the entries
of H1, H2, and H3 are integers which indicates that d must be a square. Thus all the entries
in Q are rational so that the association scheme is rational.
4 Our Results
Let (X, {Ri}di=0) be a d-class Q-polynomial association scheme with at least one irrational
eigenvalue and m1 > 2. The splitting field of (X, {Ri}di=0) is defined to be F = Q(P11, P11, . . . ,
Pdd), the smallest subfield of R containing all entries of the first eigenmatrix P . Recall, the
Krein field of (X, {Ri}di=0) is the smallest subfield of R containing all of the Krein parameters
qkij of the scheme. Since q
k
ij =
mimj
v
d∑
i=0
1
k2l
PliPljPlk, this is a subfield of F [2, Theorem II.3.6].
As F/Q is a Galois extension, there are exactly [F : Q] field automorphisms of F. Each
such automorphism φ fixes each adjacency matrix Ai, since each Ai has rational entries,
and permutes the set of minimal idempotents {E0, . . . , Ed}. If φ is applied entrywise, then
(Ej)
φ = Ej′ for some j
′ ∈ {0, . . . , d}. It is not hard to see that if E0, E1, . . . , Ed is one Q-
polynomial ordering, then E0, E1′ , . . . , Ed′ is another Q-polynomial ordering. Using a result
of Suzuki [34] which establishes that an association scheme, other than one arising from a
polygon, can have at most two Q-polynomial orderings, Cerzo and Suzuki [15] show that
[F : Q] ≤ 2. Since we only consider schemes with irrational eigenvalues in this paper, we
assume [F : Q] = 2.
For the rest of this paper, let d = 3. From Theorem 2.11 and from applying the Galois
automorphism, we know that if E0, E1, E2, E3 is a Q-polynomial ordering, then there must
be another and this second ordering will either be
(i) E0, E2, E1, E3 or
(ii) E0, E3, E2, E1.
These two possibilities are explored separately in the following subsections.
4.1 The First Case
We will first consider case (i).
As outlined above, we know there exists a non-trivial automorphism φ : F → F and, in
case (i), we have (E1)
φ = E2. To simplify notation, let us denote φ(a) by a¯ for a ∈ F with
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the understanding that a¯ = a if and only if a is rational. Then we may write E¯1 = E2.
Writing n = |X| and
nE1 = mI + σ1A1 + σ2A2 + σ3A3,
we have
Q =

1 m m m3
1 σ1 σ¯1 Q13
1 σ2 σ¯2 Q23
1 σ3 σ¯3 Q33

where Qi3 = −1− σi − σ¯i for 1 ≤ i ≤ 3. Observe that Qi3 ∈ Q since σi + σ¯i = σ¯i + σi. Also,
we have the dual intersection matrices Li
∗ = [qkij]k,j as follows:
L1
∗ =

0 m 0 0
1 a∗1 b
∗
1 0
0 b∗1 a
∗
2 b
∗
2
0 0 c∗3 a
∗
3
 , L2∗ =

0 0 m 0
0 b∗1 a
∗
2 b
∗
2
1 a∗2 q
2
22 q
2
23
0 c∗3 q
3
22 q
3
23
 , L3∗ =

0 0 0 m3
0 0 q132 q
1
33
0 q231 q
2
32 q
2
33
1 q331 q
3
32 q
3
33
 .
Now,
E1 ◦ E3 = 1
n
(b∗2E2 + a
∗
3E3)
and
E2 ◦ E3 = 1
n
(b∗2E1 + q
2
23E2 + a
∗
3E3).
Applying φ to both sides of the first equation, we see q223 = 0, b
∗
2 = b¯
∗
2, and a
∗
3 = a¯
∗
3.
Since this is an irrational scheme, without loss of generality, let σ1 /∈ Q; we will show
b∗2 = −Q13. Now
Q11Q13 = b
∗
2σ¯1 + a
∗
3Q13 (4.1)
and
Q12Q13 = b
∗
2σ1 + a
∗
3Q13.
Thus Q11Q13 − Q12Q13 = b∗2(σ¯1 − σ1) which implies Q13(σ1 − σ¯1) = b∗2(σ¯1 − σ1). Therefore,
Q13 = −b∗2, which is nonzero.
From (4.1) we know σ1Q13 = −Q13σ¯1 +a∗3Q13 which implies a∗3 = σ1 + σ¯1 and b∗2 = a∗3 +1.
It follows that c∗3, q
3
33 ∈ Q.
Now, we aim to show that exactly one σi ∈ Q where i ∈ {1, 2, 3}. We use the standard
orthogonality relation and write ki = p
0
ii, for 1 ≤ i ≤ 3, to obtain
P =

1 k1 k2 k3
1 k1σ1
m
k2σ2
m
k3σ3
m
1 k1σ¯1
m
k2σ¯2
m
k3σ¯3
m
1 k1Q13
m3
k2Q23
m3
k3Q33
m3
 .
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Since the entries of row 1 of P sum to zero, we know that at least two of the σi values are
irrational.
Assume, by way of contradiction, that σi /∈ Q for 1 ≤ i ≤ 3. We may write F = Q[
√
D]
where D is some positive squarefree integer. Let σi = α + βi
√
D where α =
a∗3
2
and βi ∈ Q.
Then
Q =

1 m m m3
1 α + β1
√
D α− β1
√
D −b∗2
1 α + β2
√
D α− β2
√
D −b∗2
1 α + β3
√
D α− β3
√
D −b∗2

which is row equivalent to
Q =

1 m m m3
1 α + β1
√
D α− β1
√
D −b∗2
0 (β1 − β2)
√
D −(β1 − β2)
√
D 0
0 0 0 0

which implies rank(Q) < 4, a contradiction. So exactly one σi value is rational as desired.
Without loss of generality, we will assume σ1, σ2 /∈ Q and σ3 ∈ Q.
Now we will find conditions on a∗3.
Q213 = m3 +
m3
m
a∗3σ1 +
m3
m
a∗3σ¯1 + (m3 − 2a∗3 − 1)(−1− a∗3)
Simplifying, we obtain:
a∗3(a
∗
3
m3
m
−m3 + a∗3 + 1) = 0.
Therefore,
a∗3 = 0 or a
∗
3 =
m(m3 − 1)
m3 +m
.
Now we will prove that σ3 = −1. We have
Q31Q33 = b
∗
2σ3 + a
∗
3(−1− 2σ3).
Simplifying this we obtain
σ3 =
a∗3 − 2±
√
a∗3
2 − 4a∗3 + 4 + 8a∗3
4
.
So
σ3 =
a∗3
2
or σ3 = −1.
Also Q31
2 = m + a∗1σ3 + b
∗
1σ3, which implies σ3
2 = m + (a∗1 + b
∗
1)σ3. Since 1 + a
∗
1 + b
∗
1 = m
we obtain:
σ3 = m or σ3 = −1.
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We will show σ3 = −1 by contradiction. Assume σ3 6= −1; then σ3 = m = a
∗
3
2
. Also
a∗3 = 0 or a
∗
3 =
m(m3−1)
m3+m
. If a∗3 = 0, we find m = 0 which is a contradiction. If a
∗
3 =
m(m3−1)
m+m3
we obtain 2m+m3 = −1 which is also impossible. Therefore we have σ3 = −1.
Now,
E2 ◦ E2 = 1
n
(mE0 + a
∗
2E1 + q
2
22E2)
and
E1 ◦ E1 = 1
n
(mE0 + a
∗
1E1 + b
∗
1E2).
Thus a∗1 = q¯
2
22 and b
∗
1 = a¯
∗
2. Lastly, since q
k
ij = q
j
ik we find that a
∗
3 = q
3
31 = q
3
32.
At this point, we may express the parameters as follows:
L1
∗ =

0 m 0 0
1 a∗1 b
∗
1 0
0 b∗1 b¯
∗
1 b
∗
2
0 0 c∗3 a
∗
3
L2∗ =

0 0 m 0
0 b∗1 b¯
∗
1 b
∗
2
1 b¯∗1 a¯
∗
1 0
0 c∗3 0 a
∗
3
L3∗ =

0 0 0 m3
0 0 b∗2 q
1
33
0 b∗2 0 q
1
33
1 a∗3 a
∗
3 q
3
33

Q =

1 m m m3
1 σ σ¯ −b∗2
1 σ2 σ¯2 −b∗2
1 −1 −1 1
P =

1 k1 k2 k3
1 k1σ1
m
k2σ2
m
−k3
m
1 k1σ¯1
m
k2σ¯2
m
−k3
m
1 −k1b∗2
m3
−k2b∗2
m3
k3
m3

Theorem: For any 3-class Q-polynomial association scheme with irrational eigenvalues, the
following are equivalent
(i) a∗3 = 0
(ii) m3 = 1
(iii) a∗1 = b
∗
1.
(Pf) First, a∗3 = 0 is equivalent to m3 = 1 follows from a
∗
3 = 0 or a
∗
3 =
(m3−1)m
m3+m
.
We obtain, (a∗1 − b∗1) + (a∗1 − b∗1) = 2a∗3 from the irrational part of the equation
σ1
2 = m+ a∗1σ1 + b
∗
1σ¯1
Thus a∗3 = 0 if and only if a
∗
1 = b¯
∗
1
Conjecture: a∗3 = 0
Note that the above conjecture states that any irrational 3-class Q-polynomial associa-
tion scheme with second ordering E0, E2, E1, E3 arises from a symmetric design. There is
evidence to suggest that this conjecture is true. There are no counterexamples for any asso-
ciation schemes with less than 1024 vertices [8, pg 425-432]. Also, note that this conjecture
45
would imply that an association scheme arising from case (i) is P-polynomial, since each sym-
metric design gives rise to a P-polynomial scheme. We saw earlier that each linked system
of symmetric designs gives rise to a rational association scheme but is not necessarily P-
polynomial. Once we relax the condition that the association scheme must be irrational, we
find examples of Q-polynomial schemes that are not P-polynomial. We could conjecture that
when we restrict ourselves to irrational schemes, then the only examples that arise are also
P-polynomial. Our previous conjecture supports this idea for irrational 3-class Q-polynomial
association schemes with second ordering E0, E2, E1, E3.
Example: IG(7, 3, 1) has parameters
P =

1 3 4 6
1
√
2 −√2 −1
1 −√2 √2 −1
1 −3 −4 6
 Q =

1 6 6 1
1 2
√
2 −2√2 −1
1 −3
2
√
2 3
2
√
2 −1
1 −1 −1 1

L∗1 =

0 6 0 0
1 5
2
+
√
2
4
5
2
−
√
2
4
0
0 5
2
−
√
2
4
5
2
+
√
2
4
1
0 0 6 0
L∗2 =

0 0 6 0
0 5
2
−
√
2
4
5
2
+
√
2
4
1
1 5
2
+
√
2
4
5
2
−
√
2
4
0
0 6 0 0
L∗3 =

0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0
 .
4.2 The Second Case
We will now consider case (ii). As in case (i), we know there exists a non-trivial automorphism
φ : F→ F which in this case is defined by (E1)φ = E3
In this case we start with the second eigenmatrix,
Q =

1 m m2 m
1 σ Q12 σ¯
1 σ2 Q22 σ¯2
1 σ3 Q32 σ¯3

and utilizing qkijmk = q
j
ikmj, we obtain the dual intersection matrices, L
∗
i , as follows:
L∗1 =

0 m 0 0
1 a∗1 b
∗
1 0
0 c∗2 a
∗
2 b
∗
2
0 0 c∗3 a
∗
3
L∗2 =

0 0 m2 0
0 b∗1 q
1
22 c
∗
3
1 a∗2 q
2
22 q
2
23
0 c∗3 q
3
22 q
3
23
L∗3 =

0 0 0 m
0 0 c∗3 q
1
33
0 q231 q
2
32 q
2
33
1 q331 q
3
32 q
3
33

We have that
nE1 ◦ E2 = b∗1E1 + a∗2E2 + c∗3E3
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and
nE3 ◦ E2 = q132E1 + q232E2 + q332E3.
Applying φ to both sides of the second equation, we obtain
nE1 ◦ E2 = q132E3 + q232E2 + q332E1.
Therefore b∗1 = q
3
32, a
∗
2 = q
2
32, and c
∗
3 = c
∗
3. Thus c
∗
3, a
∗
3, b
∗
2 ∈ Q.
Without loss of generality, assume σ /∈ Q. Now, consider
σσ¯ = b∗2Q12 + a
∗
3σ¯.
From here we obtain, σa∗3 ∈ Q so that a∗3 = 0 and c∗3 = m.
Also, we have that
nE1 ◦ E1 = mE0 + a∗1E1 + c∗2E2
and
nE3 ◦ E3 = mE0 + q133E1 + q233E2 + q333E3.
Applying φ in a similar manner as before, we obtain q133 = 0, c
∗
2 = q
2
33, and a
∗
1 = q
3
33.
Also, we can see that q122 = q
3
22 and q
2
22 = m2 − a∗2 − a∗2 − 1 ∈ Q.
Thus we obtain the dual intersection matrices are the following:
L∗1 =

0 m 0 0
1 a∗1 b
∗
1 0
0 c∗2 a
∗
2
m2
m2
0 0 m 0
 , L∗2 =

0 0 m2 0
0 b∗1 q
1
22 m
1 a∗2 q
2
22 a
∗
2
0 m q122 b
∗
1
 , L∗3 =

0 0 0 m
0 0 m 0
0 b∗2 a
∗
2 c
∗
2
1 0 b∗1 a
∗
1
 .
Example: The icosahedron has the following parameters:
P =

1 5 5 1
1
√
5 −√5 −1
1 −1 −1 1
1 −√5 √5 −1
 , Q =

1 3 5 3
1 3
5
√
5 −1 −3
5
√
5
1 −3
5
√
5 −1 3
5
√
5
1 −3 5 −3
 ,
L∗1 =

0 3 0 0
1 0 2 0
0 6
5
0 9
5
0 0 3 0
 , L∗2 =

0 0 5 0
0 2 0 3
1 0 4 0
0 3 0 2
 , L∗3 =

0 0 0 3
0 0 3 0
0 9
5
0 6
5
1 0 2 0
 .
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