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Recent years of research have shown that the complex temporal structure of ongoing
oscillations is scale-free and characterized by long-range temporal correlations. Detrended
fluctuation analysis (DFA) has proven particularly useful, revealing that genetic variation,
normal development, or disease can lead to differences in the scale-free amplitude modu-
lation of oscillations. Furthermore, amplitude dynamics is remarkably independent of the
time-averaged oscillation power, indicating that the DFA provides unique insights into the
functional organization of neuronal systems. To facilitate understanding and encourage
wider use of scaling analysis of neuronal oscillations, we provide a pedagogical explana-
tion of the DFA algorithm and its underlying theory. Practical advice on applying DFA to
oscillations is supported by MATLAB scripts from the Neurophysiological Biomarker Tool-
box (NBT) and links to the NBT tutorial website http://www.nbtwiki.net/. Finally, we provide
a brief overview of insights derived from the application of DFA to ongoing oscillations in
health and disease, and discuss the putative relevance of criticality for understanding the
mechanism underlying scale-free modulation of oscillations.
Keywords: long-range temporal correlations, criticality, ongoing oscillations, detrended fluctuation analysis,
scale-free dynamics
INTRODUCTION
When investigating nature we often discard the observed vari-
ation and describe its properties in terms of an average, such
as the mean or median (Gilden, 2001). For some objects or
processes, however, the average value is a poor description, because
they do not have a typical or “characteristic” scale. Such systems
are broadly referred to as “scale-free” (Bassingthwaighte et al.,
1994). There is growing evidence that physiological processes can
exhibit fluctuations without characteristic scales and that this
scale-free dynamics is important for their function (Bassingth-
waighte et al., 1994; Bak, 1996; Goldberger et al., 2002; Stam,
2005; Ghosh et al., 2008; He et al., 2010; West, 2010). Detrended
fluctuation analysis (DFA; Peng et al., 1994), a method for ana-
lyzing scaling behavior in time series, has played a critical role
in this success. We believe, however, that DFA could prove valu-
able to a wider community of neuroscientists than its current
users. Thus, the aim of this paper is to promote and facilitate
investigations of the scale-free amplitude modulation of ongoing
neuronal oscillations with the use of DFA (Linkenkaer-Hansen
et al., 2001).
Our paper is structured as follows. First, we provide a beginner’s
introduction to the Section “Fundamental Concepts Required to
Understand DFA.” This is followed by the presentation of “The
DFA”and the special requirements regarding“DFA applied to neu-
ronal oscillations.” With the theory covered, the reader is referred
to MATLAB code and tutorials in the Section“Try it Yourself Using
the Neurophysiological Biomarker Toolbox (NBT).” Finally, we
illustrate the value of DFA in “Insights from the application of
DFA to neuronal oscillations.”
FUNDAMENTAL CONCEPTS REQUIRED TO UNDERSTAND DFA
To understand how the DFA algorithm quantifies some of the
properties of scale-free fluctuations, we introduce the concepts of
self-affinity and stationarity and show how they apply to scale-free
signals.
SELF-AFFINITY
Self-affinity is a property of fractal time series (Mandelbrot, 1967;
Turcotte, 1997). It is a special case of self-similarity, according to
which a small part of a fractal structure is similar to the whole
structure. When this small part is an exact replica of the whole
then the fractal is exact, which is the case for purely mathematical
and geometrical fractals (e.g., the van Koch curve and the Mandel-
brot tree; Peitgen et al., 1992). When the self-similarity is expressed
in terms of statistical properties (e.g., the mean and standard devi-
ation for a portion of a fractal are scaled versions of the mean and
standard deviation of the whole) then the fractal is a statistical
fractal. Whilst the self-similarity property is isotropic and applies
along all the dimensions of a fractal object, self-affinity describes
anisotropic scaling where statistical properties of the fractal scale
differently along different dimensions. In the case of a time series,
the time dimension is rescaled.
Nature hosts some intriguing examples of self-similar struc-
tures, such as the Roman cauliflower (Romanesco broccoli), in
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FIGURE 1 |The Roman cauliflower is a striking example of
self-similarity in nature. (A) The cauliflower is composed of flowers that
are similar to the entire cauliflower. These smaller flowers, in turn, are
composed of flowers that are similar to the smaller flowers. The
self-similarity is apparent on at least four levels of magnification, thereby
illustrating the scale-free property that is a consequence of self-similarity
(bottom left ). A hypothetical distribution of the likelihood of flowers on a
cauliflower having a certain size. This property is captured by the power-law
function. The mean or median of a power-law, however, provide a poor
representation of the scale-free distribution (and in a mathematical sense is
not defined) (bottom right ). The power-law function makes a straight line in
double-logarithmic coordinates. The slope of this line is the exponent of the
power-law, which captures an important property of scale-free systems,
namely the relationship between the size of objects or fluctuations on
different scales. (B) As the size of apples shows smaller variation they are
well described by taking an average value such as the mean or median.
(bottom left ) Hypothetical distribution showing the likelihood of apples
having a certain size. Both the mean and median are good statistics to
convey the size of the apples. (bottom right ) Plotting the normal distribution
on double-logarithmic coordinates has little effect on the appearance of the
distribution, which still shows a characteristic scale. (C) Time-signals can
also be viewed as self-affine as they can be transformed into a set of
sine-waves of different frequencies. In a 1/f signal the lower frequency
objects have larger amplitude than the higher frequency objects which we
can compare with there being fewer large cauliflowers than there are small
cauliflowers. (D) A white-noise signal is also self-affine, but now the lower
frequency objects have the same amplitude as the higher frequency objects
meaning that only the high-frequency fluctuations are visible in the signal.
which almost exact copies of the entire flower may be recog-
nized on multiple smaller scales (Figure 1A). Physiological time
series may exhibit statistical self-affine properties (Eke et al., 2000,
2002). Self-affine processes and self-similar structures have in
common that the statistical distribution of the measured quan-
tity follows a power-law function, which is the only mathematical
function without a characteristic scale. Self-affine and self-similar
phenomena are therefore called “scale-free.”
Considering again the example of the Romanesco broccoli, we
can say that it is a “scale-free” structure, because there is no typical
size of flower on the cauliflower, with the frequency of a certain size
of flower being inversely proportional to its size. A scale-free time
series will in a similar fashion be composed of sine-waves with
amplitudes inversely proportional to their frequency (Figure 1C),
seen as a straight line when the power spectrum is plotted on
double-logarithmic axis. This is in contrast to the wide variety of
objects that have a typical scale, e.g., the size of the apples on a
tree. None of them will be very small or very large; rather, they
will form a Gaussian distribution centered on some characteristic
size, which is well represented by the mean of the distribution.
Qualitatively, the characteristic scale is present at the expense of
rich variability. Similarly, a time series in which all frequencies are
represented with the same amplitude will lack the rich variability
of the scale-free time series and is referred to as “white-noise”
(Figure 1D). Whereas phenomena with characteristic scales are
well defined by their mean and standard deviation (Figures 1B,D),
scale-free phenomena are better described by the exponent of a
power-law function, because it captures the relationship between
objects or fluctuations on different scales (Figures 1A,C).
Let us now introduce the mathematical definitions:
A non-stationary stochastic process is said to be self-affine in
a statistical sense, if a rescaled version of a small part of its time
series has the same statistical distribution as the larger part. For
practical purposes, it is sufficient to assess the standard deviation.
Thus, the process, Y, is self-affine if for all windows of length t :
Y (Lt ) ≡ LH Y (t ) (1)
where:
• “Y (Lt )” and “Y (t )” are values of a process at time windows of
length Lt and t, respectively.
• “L”: window length factor
• “H ”: Hurst parameter, dimensionless estimator of self-affinity
• “≡”: the standard deviation on both sides of the equation are
identical (Beran, 1994).
To illustrate the implications of this definition for the property
of a self-affine process, we consider a self-affinity parameter of
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0.75 and derive the standard deviation for two and three times the
length of the time-scale. To double the time-scale, we set L= 2;
Y (2t ) ≡ 20.75Y (t )
Y (2t ) ≡ 1.68Y (t )
Therefore, the standard deviation of a signal twice the length
of y(t ) is 1.68 times larger than that of the original signal y(t ).
Tripling the window size with L= 3 gives;
Y (3t ) ≡ 30.75Y (t )
Y (3t ) ≡ 2.28Y (t )
The standard deviation increases by a factor of 2.28. In other
words, with a self-affinity parameter H = 0.75, the standard devi-
ation grows with increasing window size according to the power-
law, LH. This mathematical formulation shows another property
of self-affine processes which is scale-invariance: the scaling of
the standard deviation is not dependent on the absolute scale.
A signal exhibiting the described behavior is also said to exhibit
“scale-free” fluctuations with a “power-law scaling exponent” H.
H is the Hurst-coefficient (Mandelbrot and Wallis, 1969) and
ranges between 0 and 1. H approaching 1 describes a signal of
smooth appearance, typically meaning that high values are fol-
lowed by high values (i.e., there are dependencies over time),
while H close to 0 is a signal with rough, “hairy” appearance,
which typically means faster switching between high and low
values.
The estimation of the scaling exponent is particularly inter-
esting for neuronal oscillation dynamics, because it can reveal
the presence of long-range temporal correlations (LRTC) in neu-
ronal network oscillations (Linkenkaer-Hansen et al., 2001). In the
following sections we will show you how.
STATIONARY AND NON-STATIONARY PROCESSES
Definition: a process X(t ) is stationary if the distribution of X(t ) is
independent of t, the joint distribution of X(t 1+ τ) and X(t 2+ τ)
is independent of τ and similarly – for all k – for the joint
distributions of X(t 1+ τ) . . . X(tk+ τ) (Mandelbrot, 1982).
When performing scale-free analysis of a time series, it is essen-
tial to have a model of whether the underlying process is stationary.
This is because many of the methods used on a time series to esti-
mate H make assumptions about whether the process is stationary
or not. For example, self-affinity as described above only applies
to non-stationary processes, because by definition the variance of
a stationary process does not alter with the amount of time looked
at (Beran, 1994).
Scale-free processes which are stationary are usually modeled
as fractional Gaussian noise (fGn), and non-stationary processes
are modeled as fractional Brownian motion (fBm). Nevertheless,
there is a strong relationship between these two types of processes
in that, by definition, the increments of a fBm process are mod-
eled as a fGn process with the same Hurst parameter, for more
details on these models (see Mandelbrot, 1982; Eke et al., 2000).
This relationship allows us to apply the definition of self-affinity
given above to a stationary fGn process, by first converting it into
its non-stationary fBm equivalent as follows. Given the time series
y(t ), we define the signal profile as the cumulative sum of the
signal:
x (t ) =
t∑
k=1
y (k)− 〈y〉 (2)
where (y) is the mean of the time series. The subtraction of the
mean eliminates the global trend of the signal. The advantage of
applying scaling analysis to the signal profile instead of the signal,
is that it makes no a priori assumptions about the stationarity of
the signal. When computing the scaling of the signal profile, the
resulting scaling exponent,α, is an estimation of H. If α is between
0 and 1, then x was produced by a stationary process which can be
modeled as a fGn process with H = α. If α is between 1 and 2 then
x was produced by a non-stationary process, and H = α− 1 (Eke
et al., 2000).
SCALING OF AN UNCORRELATED STATIONARY PROCESS
We now show that the scaling of a so-called random walk
process can be used to infer whether a time series is uncorre-
lated. A random walk is a non-stationary probabilistic process
derived from the cumulative sum of independent random vari-
ables, where each variable has equal probability to take a value
of 1 or −1. Imagine a walker that at each time step can
either take one step left (−1) or right (+1) with equal prob-
abilities (Figure 2A). The sequence of the steps representing
independent random variables forms a stationary time series
as it can only take two values which do not depend on time
(Figures 2B,D). If we calculate the standard deviation of this
time series for differently sized time windows we will not see a
scaling effect as there will always on average be an equal num-
ber of 1’s and −1’s. As the probability of taking either action
does not depend on any previous actions, the process is said to
be “memory-less.”
Now, if we compute the cumulative sum of this time series,
using Eq. 2 for obtaining the random walk, we can calculate the
distance that the walker deviates from the zero line where it started
(following a given number of steps; Figures 2A,C,E). This dis-
tance changes with the number of steps that the walker has taken.
Therefore, it is possible to calculate how the standard deviation of
distance from the origin (referred to as random walk fluctuations)
changes depending on the number of steps that the walker has
taken.
We can calculate this by working out the relationship between
the displacement, x, at time t and time t + 1. If at time t the walker
is at position xt then at time t + 1 the walker will be at position
xt− 1 or xt+ 1 with equal likelihood. Therefore, we can calculate
the mean square displacement at time t + 1:
〈
x2t+1
〉 = 〈(xt + 1)2 + (xt − 1)2〉
2
=
〈
x2t + 2xt + 1+ x2t − 2xt + 1
〉
2〈
x2t+1
〉 = 2 〈x2t 〉+ 2
2
= 〈x2t 〉+ 1
(3)
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FIGURE 2 |The “random walk”: the signal profile of a stationary time
series may reveal self-affinity. (A) At each time step a walker moves
randomly to the left (−1) or right (+1) with equal probability. At any time
step the probability of being at a certain displacement from the origin
depends on the number of different paths that could take the walker there.
(B) The walker’s steps form a time series that is stationary as its value does
not depend on time. (C) The signal profile can take arbitrarily large values as
the time increases. (D) Looking at the walker time series on a longer
time-scale the standard deviation does not change as the signal cannot take
larger values. (E) The cumulative sum, or random walk process, on a longer
time-scale shows larger variance than on the shorter time-scale (C)
therefore the walker may exhibit self-affinity or scale-free behavior.
Let us define the starting position to be 0, i.e., the mean square
displacement at time 0 is:
〈x20 〉 = 0
Now, we can calculate the mean square displacement after an
arbitrary number of steps by applying Eq. 3 iteratively:
〈x21 〉 = 〈x20 〉 + 1 = 0+ 1 = 1
〈x22 〉 = 〈x21 〉 + 1 = 1+ 1 = 2
〈x23 〉 = 〈x22 〉 + 1 = 2+ 1 = 3
. . .(
x2L
) = L
Thus, the mean square displacement after a walk of length L
steps, or equivalently, the root-mean-square displacement after L
steps is the square root of L:
(〈
x2L
〉)0.5 = L0.5 (4)
For a zero mean signal, x, the root-mean-square displacement
is the standard deviation. Thus, the cumulative sum of a randomly
fluctuating zero mean signal will have the standard deviation grow-
ing with window length, L, according to a power-law with the
exponent of 0.5. Now, recall from Eq. 1 that if the standard devi-
ation of a signal scales by a factor LH according to the length
of the signal, L, then the process exhibits self-affinity with Hurst
exponent H. Thus, we have derived that a stationary randomly
fluctuating process has a signal profile, which is self-affine with a
scaling exponent α= 0.5.
SCALING OF CORRELATED AND ANTI-CORRELATED SIGNALS
What happens to the self-affinity of a process when we add mem-
ory in the sense that the probability of an action depends on the
previous actions that the walker has made? Different classes of
processes with memory exist. Let us focus on those with positive
correlations and those with anti-correlations. Anti-correlations
can be seen as a stabilizing mechanism: any action the walker
makes means that when taking future actions the walker will be
more likely to take the opposite action (Figure 3A). This leads
to smaller fluctuations on longer time-scales than seen by chance
(Figure 3B). Positive correlations have the opposite effect: any
action the walker takes makes it more likely to take that action
in the future (Figure 3A). This leads to large fluctuations in the
integrated signal (Figure 3B). We define a fluctuation function as
the standard deviation of the signal profile:
f (L) = (〈x2L 〉)0.5 = Lα (5)
We note from Eq. (4) that this function grows as a power-law
with self-affinity parameter α= 0.5 for a stationary random signal.
Using Eq. (5) – and as shown in Figure 3C – it follows that if the
fluctuations scale according to time with:
• 0< α< 0.5 then the process has a memory, and it exhibits
anti-correlations. (can be modeled by a fGn with H = α)
• 0.5< α< 1 then the process has a memory, and it exhibits
positive correlations. (can be modeled by a fGn with H = α)
• α= 0.5 then the process is indistinguishable from a random
process with no memory. (can be modeled by a fGn with H = α)
• 1< α< 2 then the process is non-stationary. (can be modeled
as a fBm with H = α− 1).
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FIGURE 3 | Processes with a memory produce qualitatively, and
quantitatively, different fluctuations compared to a random walk
process. (A) Correlations occur when the “walker’s” decision to follow a
certain direction is influenced by its past actions. (Left) Path of an
anti-correlated walker shown over time. At each time step the walker makes a
decision based on a weighted choice between left and right. The weighted
choice can be seen by the sum of the areas of the arrows pointing left and
right. Each action the walker takes continues to influence future actions, with
the walker being more likely to take the opposite action. This is illustrated as a
gradual accumulation of arrows that refer to past actions, but also decrease in
size over time, because the bias contributions of those actions decay over
time. The green arrows show how the first action the walker takes (going
Right) persists over time, with the influence getting smaller as time goes on
seen by the green arrow size decreasing. (Center) Path of a random walker
shown over time. The random walker is not influenced by previous actions
and so always has equal probability of going left or right. (Right) Path of a
correlated walker shown over time. Here each action the walker takes
influences future actions by making the walker more likely to take that action.
The green arrows show that by taking the action of going right at time 0, the
walker is more likely to go right in future time steps with the influence getting
smaller as time goes on. (B) Cumulative signal for a positively correlated
process (red, circle) shows larger fluctuations over time than a random walker
(blue, triangle). An anti-correlated signal (green, square) shows smaller
fluctuations over time. (C) By looking at the average fluctuations for these
different processes at different time-scales, we can quantify this difference. A
random walker shows a scaling exponent of 0.5, with the positively correlated
process having a larger exponent, and the anti-correlated process having a
smaller exponent.
For short-range correlations the scaling exponent will deviate
from 0.5 only for short window sizes, because the standard devi-
ation of the integrated signal in long windows will be dominated
by fluctuations that have no dependence on each other. Thus, it is
important to report the range where the scaling is observed. We
return to the practical issues of identifying the scaling range in
the section on “Insights from the application of DFA to neuronal
oscillations.”
EFFECTS OF TRENDS ON SCALING
We have seen that calculating the fluctuation of signal profiles
in windows of different sizes can be used to quantify the scale-
free nature of time series. However calculating the fluctuations at
a certain time-scale is strongly influenced by whether the signal
has a steady trend on longer time-scales. This trend is unlikely to
be part of a process on the time-scale of that window and may
be removed by subtracting the linear trend in the window, and
then calculating the standard deviation. This way we know that
processes on scales larger than the given window size will only
marginally influence the fluctuation function, Eq. (5).
To illustrate this, consider a white-noise signal with and without
a slow trend (Figure 4A). The standard deviation of the integrated
signal with a trend necessarily will be larger for any window size
and, importantly, also grow faster with increasing window sizes
compared to the signal without a trend (Figure 4B). Detrend-
ing the signal profile, however, efficiently reveals the true scaling
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FIGURE 4 |Trends on longer time-scales can introduce false
correlations into the signal. (A) For a signal with a trend, the standard
deviation will be larger (σ=0.41) than the same signal with no trend
(σ=0.29). (B) Average fluctuations for a window size shown for a
white-noise signal (blue crosses) and the same signal with a trend added
(red crosses) show different scaling. By removing the linear trend of the
integrated signal from each window before calculating the standard
deviation (circles), we recover the scaling seen without the long-time-scale
trend. (C) Importantly, detrending self-similar signals with trends (red
crosses) also recovers the scaling of the original signal (blue circles). (D)
Self-similar signal (α=0.75) with trend (red ) and without trend (blue) used
in (C).
of the signal with a superimposed trend both for uncorrelated
(Figure 4B) and correlated (Figures 4C,D) signals. This is the
basis for the robust performance of the DFA algorithm which we
describe in the next section.
THE DETRENDED FLUCTUATION ANALYSIS
Detrended fluctuation analysis, was introduced by Peng et al.
(1994) to quantify LRTC with less strict assumptions about the
stationarity of the signal than the auto-correlation function.
This was supported with a set of online tutorials and datasets1
to allow researchers to investigate the method on real-life data
(Goldberger et al., 2000). Since then, the algorithm has found
widespread application as indicated by more than 1800 cita-
tions to (Peng et al., 1994; Google Scholar, September 2012),
and it is one of the most commonly used methods to quan-
tify the scale-free nature of physiological time series and their
alteration in disease (Peng et al., 1995; Castiglioni et al., 2010;
Frey et al., 2011). The DFA is based on the rationale described
in the sections presented so far, and can be summarized as
follows:
1. Compute the cumulative sum of the time series (Figure 5A) to
create the signal profile (Figure 5B).
2. Define a set of window sizes, T, which are equally spaced on
a logarithmic scale between the lower bound of four samples
(Peng et al., 1994) and the length of the signal.
a. For each window length t∈T
a.i. Split the signal profile into a set (W) of separate time
series of length t, which have 50% overlap.
a.ii. For each window w ∈W
a.ii.1. Remove the linear trend (using a least-squares fit) from
the time series to create wdetrend (Figure 5C)
a.ii.2. Calculate the standard deviation of the detrended signal,
σ(wdetrend)
a.iii. Compute fluctuation function as the mean standard
deviation of all identically sized windows:
< F (t ) >= mean (σ (W))
3. Plot the fluctuation function for all window sizes, T, on
logarithmic axes (Figure 5D).
4. The DFA exponent, α, is the slope of the trend line in the range
of time-scales of interest and can be estimated using linear
regression (Figure 5D).
Here, we have chosen logarithmically spaced window sizes,
because it gives equal weight to all time-scales when we fit a line in
log-log coordinates using linear regression. The lower end of the
fitting range is at least four samples, because linear detrending will
perform poorly with less points (Peng et al., 1994). For the high
end of the fitting range, DFA estimates for window sizes >10%
of the signal length are more noisy due to a low number of win-
dows available for averaging (i.e., less than 10 windows). Finally,
the 50% overlap between windows is commonly used to increase
the number of windows, which can provide a more accurate esti-
mate of the fluctuation function especially for the long-time-scale
windows.
The DFA exponent is interpreted as an estimation of the Hurst
parameter, as explained with the random walker example, i.e., the
1http://www.physionet.org
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FIGURE 5 | Step-wise explanation of Detrended Fluctuation Analysis.
(A) Original time series. Taken from a 1/f signal sampled at 5 Hz with a
duration of 100 s. (B) Cumulative sum of original signal shows large
fluctuations away from the mean. (C) For each window size looked at,
remove the linear trend from the signal, and then calculate the fluctuation.
Two example window sizes shown with signal shown as solid line, and
detrended signal shown as dotted line. (D) Plot the mean fluctuation per
window size against window size on logarithmic axes. The DFA exponent is
the slope of the best-fit line (α= 1).
time series is uncorrelated if α= 0.5. If 0.5< α< 1 then there are
positive correlations present in the time series as you are getting
larger fluctuations on longer time-scales than expected by chance.
If α< 0.5 then the time series is anti-correlated, which means that
fluctuations are smaller in larger time windows than expected by
chance.
Since DFA was first introduced several papers have tested the
performance of DFA in relation to trends (Hu et al., 2001), non-
stationarities (Chen et al., 2002), pre-processing such as artifact
rejection (Chen et al., 2002), and coarse-graining (Xu et al., 2011).
Other trend-removal techniques have been proposed, such as
higher-order polynomial (Kantelhardt et al., 2001) or adaptive
detrending (Riley et al., 2012); however, these have not yet been
tested in the DFA analysis of neuronal oscillations.
DFA APPLIED TO NEURONAL OSCILLATIONS
Synchronized activity between groups of neurons occurs in a
range of frequencies spanning at least four orders of magnitude
from 0.01 to 100 Hz (Buzsáki, 2006). The power spectral density
plotted on double-logarithmic axes roughly follows a power-law
distribution, but there are also several “peaks” seen along it, corre-
sponding to the classical frequency bands (e.g., theta, alpha, beta,
etc.; Figure 6B). In this section, we describe how to apply DFA
to the amplitude modulation in these frequency bands, and show
how they have been utilized in quantifying healthy and patholog-
ical conditions. We cannot apply DFA directly to the band-pass
filtered signal, because it will appear as a strongly anti-correlated
signal because of the peaks and troughs averaging out when com-
puting the cumulative sum. Instead, we focus on the amplitude
envelope of oscillations.
Our method consists of four steps:
1. Pre-processing of signals.
2. Create band-pass filter for the frequency band of interest.
3. Extract the amplitude envelope and perform DFA.
4. Determine the temporal integration effect of the filter to choose
the window sizes for calculating the DFA exponent.
PRE-PROCESSING OF SIGNALS
Sharp transient artifacts are common in EEG signals. These large
jumps in the EEG signal on multiple channels are, e.g., caused by
electrode movement. Leaving these in the signal is likely to affect
the DFA estimates, whereas removing them has little effect on
the estimated exponent (Chen et al., 2002). Other artifacts from,
e.g., eye movement, respiration heartbeat, sweat are also likely to
disturb the estimate, thus they should be removed.
Another factor that can influence the DFA estimate is the signal-
to-noise ratio of the signal. The lower this ratio, the more biased
the estimated scaling is toward an uncorrelated signal. Simulations
indicated that a SNR>2 is sufficient to accurately determine LRTC
(Linkenkaer-Hansen et al., 2007).
FILTER DESIGN
To filter the EEG/MEG data (Figure 6A) we use a band-pass finite-
impulse-response filter (FIR). This is used instead of an infinite
impulse response filter (IIR) to avoid introducing long-range cor-
relations in the signal before calculating the fluctuation function.
The filter order for the FIR filter is recommended to be set to two
cycles of the lowest frequency in order to accurately detect the
oscillations while also limiting the temporal integration caused by
the filter. In (Figure 6B) we can see a clear peak in the alpha band
frequency range (8–13 Hz) and therefore we would band-pass fil-
ter in this frequency range with a filter order set to two cycles
of 8 Hz.
EXTRACT THE AMPLITUDE ENVELOPE AND PERFORM DFA
When applying DFA to neuronal oscillations, we are interested in
how the amplitude of an oscillation changes over time. To calcu-
late this we extract the amplitude envelope from the filtered signal
by taking the absolute value of the Hilbert transform (Figure 6C;
Nikulin and Brismar, 2005). The Hilbert transform is easily acces-
sible in most programming languages (e.g., scipy.signal.Hilbert in
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the Hilbert transform. (D) DFA applied to the amplitude envelope of
white-noise signal filtered using the same filter as in (C). At time windows
<2 s, filter-induced correlations are visible through a bend away from the
0.5 slope. (E) DFA applied to the amplitude envelope of the alpha band
filtered EEG signal shows long-range temporal correlations between 2 and
90 s with exponent α=0.71.
Python (Scipy), Hilbert in Matlab). Wavelet transforms, however,
have also been used to extract the amplitude envelope (Linkenkaer-
Hansen et al., 2001). Once you have the amplitude envelope you
can perform DFA on it. However, to decide which window sizes to
calculate the exponent from, you first need to follow step 4.
DETERMINING THE TEMPORAL INTEGRATION EFFECT OF THE FILTER
Filtering introduces correlation in the signal between the neigh-
boring samples (e.g., due to the convolution in case of FIR filter-
ing). Thus, including very small window sizes in the fitting range
of the fluctuation function will lead to an overestimation of tem-
poral correlations (Figure 6D). The effect of a specific filter on
the DFA may be estimated using white-noise signals (where a DFA
exponent of 0.5 is expected; Nikulin and Brismar, 2004):
a) Create 1000 white-noise signals each one corresponding to
∼1000 s.
b) Filter each signal using the filter designed in step 2.
c) Extract the amplitude envelopes of the filtered noise signals
(step 3).
d) Perform DFA on each signal, and average all fluctuation
functions.
e) Estimate the lowest fitting time window where the fluctuation
function starts to curve away from an exponent of 0.5.
Now that you have the window sizes that have only negligi-
ble filter effect, you are finally able to calculate the DFA exponent
(Figure 6E).
TRY IT YOURSELF USING THE NEUROPHYSIOLOGICAL
BIOMARKER TOOLBOX
The NBT was created to facilitate integration of multiple biomark-
ers and to support large-scale biomarker research in the Matlab
environment. DFA has been implemented as part of the NBT. You
can download NBT from http://www.nbtwiki.net, where you can
also find further tutorials on using this toolbox. NBT can import
various data formats (e.g., raw, .dat, .mat, .txt) into the NBT for-
mat. The NBT format is defined by three main .mat files: the first
contains the signal stored in a matrix, the second contains infor-
mation about the signal, the third contains the biomarker objects
and it is automatically created when you compute a biomarker.
The three files are named according to the NBT convention:
• projectID.subjectID.date.condition.mat for the signal
• projectID.subjectID.date.condition_info.mat for the signal infor-
mation
• projectID.subjectID.date.condition_analysis.mat for the bio-
markers.
After you have imported your data into NBT format a variety
of actions can be performed on the data, from viewing and pre-
processing data to biomarker computation, statistical analysis, and
visualization. In the following, we show how a single biomarker,
the DFA exponent, can be calculated using the MATLAB command
line or a script.
You can also find this tutorial (with more details) online: http://
www.nbtwiki.net/doku.php?id=tutorial:detrended_fluctuation_
analysis_dfa
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REMOVING ARTIFACTS
Before performing any analysis you need to load the signal
(already converted into NBT format) into the workspace. Type
the following line in the command window to load the signal:
[Signal,SignalInfo,path]=nbt_load_file;
Signal and SignalInfo are the main variables on which NBT works,
containing the signal and signal information respectively. Most of
the NBT functions have these two variables as input and produce
an updated version of them after specific internal processing.
Now you can proceed with artifacts removal. NBT provides
several functions to help in this (e.g., an interface for visual inspec-
tion of bad channels and noisy epochs, Independent Component
Analysis functions for removing periodic artifacts, and differ-
ent semi-automatic algorithms for facilitating the data cleaning
process), but we will not go into details here. However, we would
like to emphasize that large-amplitude transient artifacts will influ-
ence the temporal structure of the signal and, therefore, it is better
to remove them prior to DFA computation (Chen et al., 2002).
FILTER THE SIGNAL AND EXTRACT THE AMPLITUDE ENVELOPE
First, we use the function nbt_GetAmplitudeEnvelope to filter the
signal using a FIR filter and get the amplitude envelope using the
Hilbert transform, [AmplitudeEnvelope, AmplitudeEnvelopeInfo]=
nbt_GetAmplitudeEnvelope(Signal, SignalInfo, hp, lp, filter_order).
Let us assume that we want to find the DFA in the alpha frequency
band (8–13 Hz):
[AmplitudeEnvelope,AmplitudeEnvelopeInfo]
=nbt_GetAmplitudeEnvelope
(Signal, SignalInfo, 8, 13, 2/8);
Note the last parameter 2/8. This is the filter order (in seconds),
which we set such that at least two 8 Hz oscillations cycles are
covered by the filter window.
PERFORM DFA
The DFA exponents can be then computed using the function
nbt_doDFA defined as follow: [DFAobject,DFA_exp]=nbt_doDFA
(Signal, SignalInfo, FitInterval, CalcInterval, DFA_Overlap,DFA_
Plot, ChannelToPlot, res_logbin).
The parameters, FitInterval and Calcinterval, determine the
time windows in seconds over which we fit and calculate respec-
tively. The DFA_overlap tells how much overlap we want between
our windows (in this case 50%, see below). The plotting parame-
ters DFA_plot assumes value 1 if you want to visualize the result,
otherwise 0; in ChannelToPlot you can specify for which channel
you want to plot the fluctuation function. The last parameter is
the resolution of the logarithmic binning, which by default is 10
per decade.
Now find the DFA exponents and visualize the fluctuation
function by typing:
[DFAobject,DFA_exp]=nbt_doDFA
(AmplitudeEnvelope,AmplitudeEnvelopeInfo,
[2 25], [0.8 30], 0.5, 1, 1, []);
This instruction will calculate the fluctuation function with
50% overlapping windows from 0.8 to 30 s, and find the DFA
exponent by fitting in the interval from 2 to 25 s. The DFA expo-
nent will be stored in DFA_exp and DFA_object is a structure that
stores information such as the fluctuation for each time window
and the parameters used to calculate the DFA.
INSIGHTS FROM THE APPLICATION OF DFA TO NEURONAL
OSCILLATIONS
The discovery of LRTC in the amplitude envelope of ongo-
ing oscillations, was based on 10 subjects recorded with EEG
and MEG for 20 min during eyes-closed and eyes-open rest
(Linkenkaer-Hansen et al., 2001). In both conditions, ampli-
tude envelopes of alpha and beta oscillations exhibited power-
law scaling behavior on time-scales of 5–300 s with DFA expo-
nents significantly higher than for band-pass filtered white-noise
(Figure 7A). These results were further validated by showing
1/f power spectra and a power-law decay in the auto-correlation
function.
The robustness of LRTC in ongoing oscillations has been con-
firmed in several follow-up studies, albeit often based on shorter
experiments and scaling analysis in the range of about 1–25 s
(Linkenkaer-Hansen et al., 2007; Monto et al., 2007; Berthouze
et al., 2010; Smit et al., 2011; Figure 7B). The power-law scal-
ing behavior in the theta band is reported less often (Smit et al.,
2011), and to our knowledge LRTC in the delta band have only
been investigated in subdural EEG (Monto et al., 2007). LRTC
have also not been reported often in the gamma band due to the
low SNR obtained from EEG/MEG recordings in this band. Inva-
sive recordings in non-human primates, however, have reported
1/f spectra for the amplitude modulation in both low and high
gamma bands (Leopold et al., 2003). Recordings from the subthal-
amic nucleus in Parkinson patients even show prominent LRTC in
the very high-frequency gamma range (>200 Hz), especially when
treated with the dopamine-precursor drug Levodopa (Hohlefeld
et al., 2012).
To gain validity for LRTC it has been shown that LRTC have
a link to the underlying genetics of the subject. This link was
provided in (Linkenkaer-Hansen et al., 2007) where the scaling
of eyes-closed rest EEG from monozygotic and dizygotic twin
subjects (n= 368) showed that ∼60% of the variance of DFA
exponents in the alpha- and beta-frequency bands is attributable
to genetic factors (Figure 7C). This was an important result as it
clearly showed that the non-random patterns of fluctuations in
the ongoing oscillations are governed by low-level biological fac-
tors as opposed to uncontrolled experimental variables during the
recording sessions. The finding also provides an explanation of
the significant test-retest reliability of DFA exponents (Figure 7D;
Nikulin and Brismar, 2004).
Several studies have reported that DFA exponents of neu-
ronal oscillations are independent of oscillation power for a given
frequency band, both when the oscillations are recorded with sub-
dural EEG (Monto et al.,2007) and scalp EEG (Linkenkaer-Hansen
et al., 2007; Smit et al., 2011; Figure 7E). These results together
indicate that the DFA can be used as a robust measure of oscillatory
dynamics, which captures different features of brain activity than
those seen in classical analysis such as power in a frequency band.
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FIGURE 7 | Results of applying DFA to neuronal oscillations. (A) Robust
long-range temporal correlations are observed in the amplitude envelope of
human EEG alpha oscillations using the DFA. Circles, eyes-closed rest
condition; Dots, surrogate data (Figure modified from Linkenkaer-Hansen
et al., 2001). (B) Differences in the scale-free modulation of the amplitude
envelope of neuronal oscillations are prominent among individuals and can be
quantified using DFA. Here shown for three filtered EEG signals (6–13 Hz)
with weak (top), medium (middle), and strong (bottom) LRTC (from channel
O2). The gray lines represent the amplitude envelope (low-pass filtered, 1 Hz).
DFA fluctuation functions are shown to the right, with signal (circles), and
white-noise (crosses). The DFA exponent is the slope of the fluctuation
function. (Figure modified from Smit et al., 2011). (C) Individual differences in
long-range temporal correlations in alpha oscillations are to a large extent
accounted for by genetic variation, as seen by the difference in correlations of
DFA exponents between monozygotic and dizygotic twins (Figure modified
from Linkenkaer-Hansen et al., 2007). (D) DFA has high test-retest reliability.
DFA exponents from the amplitude modulation of alpha oscillations, two
sessions with an interval of 6–28 days, symbols indicates different subjects
(Figure modified from Nikulin and Brismar, 2004). (E) The DFA exponent is
independent of oscillation power. Data were recorded using EEG on 368
subjects during a 3 min eyes-closed rest session (Figure modified from
Linkenkaer-Hansen et al., 2007).
DFA AS A BIOMARKER OF NEUROPHYSIOLOGICAL DISORDER
We have so far discussed the results of applying DFA to healthy
subjects; however, some of the most exciting results have come
from pre-clinical studies, which indicate possible functional roles
for LRTC. For example, a breakdown of LRTC in the amplitude
fluctuations of resting-state theta oscillations detected in the left
sensorimotor region was reported for patients with major depres-
sive disorder (Linkenkaer-Hansen et al., 2005). Interestingly, the
severity of depression, as measured by the Hamilton depression
rating scale, inversely correlated with the DFA exponent of the
patients (Figure 8A). Reduction in the LRTC of oscillations has
also been reported in the alpha band in the parietal region in
patients with Alzheimer’s disease (Montez et al., 2009; Figure 8B).
Furthermore, reduction in the alpha and beta bands in the centro-
parietal and fronto-central areas has also been reported for patients
with schizophrenia (Nikulin et al., 2012).
Interestingly, it seems as though it is not only a loss of LRTC
that correlates with disorders, but also elevated levels of LRTC. A
study (Monto et al., 2007) looked at different scales of neuronal
activity by using subdural EEG to record the areas surrounding an
epileptic focus in five patients during ongoing seizure-free activ-
ity. They discovered that the LRTC are abnormally strong near the
seizure onset zone (Figure 8C). Further, it was shown that admin-
istration of the benzodiazepine lorazepam to the patients, leads to
decreased DFA exponents in the epileptic focus, suggesting that
the pharmacological normalization of seizure activity brings with
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FIGURE 8 | DFA is a promising biomarker for pre-clinical studies. (A) DFA
exponents of theta oscillations in left sensorimotor region correlate with the
severity of depression based on the Hamilton score. Data recorded from 12
depressed patients with MEG, during an eyes-closed rest session of 16 min.
(Figure modified from Linkenkaer-Hansen et al., 2005). (B) DFA of alpha
oscillations shows a significant decrease in the parietal area in patients with
Alzheimer’s disease than in controls. MEG was recorded during 4 min of
eyes-closed rest and the DFA exponent estimated in the time range of 1–25 s.
(Right ) Individual-subject DFA exponents averaged across significant channels
are shown for the patients diagnosed with early stage Alzheimer’s disease
(n=19) and the age-matched control subjects (n= 16; Figure modified from
Montez et al., 2009). (C) Difference in the DFA exponent of high frequencies
(beta band) and low frequencies (alpha band) indicates the location of the
epileptic focus (white box ). Data recorded from an epileptic subject using
subdural EEG during seizure-free activity (modified from Monto et al., 2007 by
permission of Oxford University Press).
it also a normalization of LRTC. Interestingly, however, DFA expo-
nents were observed to increase in the seizure-free surrounding
areas, which may correspond to the increase in LRTC observed
in vitro after application of Zolpidem, which is also a GABAergic
modulator (Poil et al., 2011).
Overall these studies seem to indicate that there is an optimal
level of temporal structure of oscillations and any deviation from
this can result in a significant loss of function (Poil et al., 2012).
Importantly, whereas early studies have estimated the DFA expo-
nent from the scaling of the fluctuation function across almost
two orders of magnitude in time (Linkenkaer-Hansen et al., 2001,
2004; Parish et al., 2004; Monto et al., 2007), most reports have
used one decade of fitting range and found the DFA a very useful
biomarker to study neuronal dynamics in health and disease.
OUTLOOK
In the last 10 years there has been rapid progress in the field
of LRTC analysis of neuronal signals (Linkenkaer-Hansen et al.,
2001; Parish et al., 2004; Stead et al., 2005; Monto et al., 2007).
However, there are still many fundamental issues that need to be
addressed, thus presenting many exciting opportunities for apply-
ing LRTC methodology to studies of normal and pathologic brain
functioning.
It has for a long time been recognized that the brain functions
at different time-scales, ranging from a few tens of milliseconds
required for the perception of stimuli, to tens of seconds spent
on different cognitive operations (Axmacher et al., 2006; Buzsáki,
2006; Cassenaer and Laurent, 2007; Lisman, 2010). Yet, rarely were
neuronal dynamics studied with approaches incorporating differ-
ent time-scales in order to better understand integrative brain
mechanisms. In this sense LRTC represent a unique approach
describing in a succinct way how neuronal activity unfolds in time
taking into account different time-scales. Given that neuronal sig-
nals are often non-stationary, DFA has been proven to be a reliable
method for capturing LRTC. The DFA method can be successfully
applied to both resting-state and task-dependent recordings. It can
also be used for quantifying brain activity during different tasks,
such as mental counting, visual and motor imagery, or even dur-
ing presentation of different stimuli. Here the neuronal reactivity
caused by the stimuli is usually transient in the order of hundreds
of milliseconds and as such can easily be ruled out as the source for
modulation of neuronal dynamics on the scale of tens of seconds
(Linkenkaer-Hansen et al., 2004), the latter rather being related to
the attentional or vigilance states. Recently DFA has been adapted
to allow detection of time-varying scaling exponents (Berthouze
and Farmer, 2012), which could prove useful in data where brain-
state changes could be expected to produce different scaling, e.g.,
at the onset of sleep (Kim et al., 2009) or in acute response to drugs
(Monto et al., 2007; Hohlefeld et al., 2012).
In (Monto et al., 2008) it was shown that there are infraslow
oscillations with a frequency of 0.01–0.1 Hz that predict human
behavioral performance and were correlated with the amplitude
of the classical frequency bands (alpha, beta, gamma, etc.). How-
ever, it is yet to be determined whether the amplitude modulation
of the classical frequency band oscillations are the cause of infra-
slow oscillations, which is theoretically plausible, because these
oscillations often have non-zero mean (Nikulin et al., 2007). Alter-
natively, a mechanism that is not directly related to the neuronal
oscillations could produce excitability changes in the cortex, which
would be reflected in infraslow oscillations and modulate the
amplitude of all the other oscillations.
One of the main explanations for the presence of LRTC in
neuronal oscillations has been the hypothesis of a brain being
in a critical-state (Bak, 1996; Linkenkaer-Hansen et al., 2001;
Kello et al., 2010). Criticality in neuronal networks has been
related to optimal information processing using computational
models (Kinouchi and Copelli, 2006). At the level of neuronal
populations, criticality is reflected in scale-free distributions of
local field potential propagations, so-called neuronal avalanches,
and these have been observed both in vitro (Beggs and Plenz,
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2003) and in vivo (Petermann et al., 2009). Importantly, it was
recently shown in computational models of neuronal oscillations
that LRTC emerges only when networks produce critical neuronal
avalanches and this occurs when excitatory and inhibitory con-
nectivities are balanced (Poil et al., 2012). Thus, it is likely that
LRTC reflect critical-state dynamics of neuronal networks, but
more work is needed to explain how variation in DFA exponents
in different frequency bands and anatomical regions relate to
neuronal avalanches, criticality, and computation.
ACKNOWLEDGMENTS
This work was supported by Netherlands Organization for Sci-
entific Research (NWO) Physical Sciences Grant 612.001.123 to
Klaus Linkenkaer-Hansen, a talent grant to Klaus Linkenkaer-
Hansen (CvB, VU University Amsterdam), a Young Talent grant to
Richard Hardstone from Neuroscience Campus Amsterdam, and
a Top Talent grant to Simon-Shlomo Poil (NWO). Rick Jansen was
supported by a grant from the“Integrative Analysis and Modeling”
program of the Neuroscience Campus Amsterdam.
REFERENCES
Axmacher, N., Mormann, F., Fernández,
G., Elger, C. E., and Fell, J. (2006).
Memory formation by neuronal syn-
chronization. Brain Res. Rev. 52,
170–182.
Bak, P. (1996). How Nature Works: The
Science of Self-Organized Criticality.
Berlin: Springer.
Bassingthwaighte, J. B., Liebovitch, L. S.,
and West, B. J. (1994). Fractal Phys-
iology. New York: Oxford University
Press.
Beggs, J. M., and Plenz, D. (2003). Neu-
ronal avalanches in neocortical cir-
cuits. J. Neurosci. 23, 11167–11177.
Beran, J. (1994). Statistics for Long-
Memory Processes. New York: Chap-
man & Hall/CRC.
Berthouze, L., and Farmer, S. F. (2012).
Adaptive time-varying detrended
fluctuation analysis. J. Neurosci.
Methods 209, 178–188.
Berthouze, L., James, L. M., and Farmer,
S. F. (2010). Human EEG shows
long-range temporal correlations
of oscillation amplitude in Theta,
Alpha and Beta bands across a wide
age range. Clin. Neurophysiol. 121,
1187–1197.
Buzsáki,G. (2006). Rhythms of the Brain.
Oxford: Oxford University Press.
Cassenaer, S., and Laurent, G. (2007).
Hebbian STDP in mushroom bod-
ies facilitates the synchronous flow
of olfactory information in locusts.
Nature 448, 709–713.
Castiglioni, P., Parati, G., Di Rienzo,
M., Carabalona, R., Cividjan, A., and
Quintin, L. (2010). Scale exponents
of blood pressure and heart rate dur-
ing autonomic blockade as assessed
by detrended fluctuation analysis. J.
Physiol. (Lond.) 589, 355–369.
Chen, Z., Ivanov, P. C., Hu, K., and
Stanley, H. (2002). Effect of nonsta-
tionarities on detrended fluctuation
analysis. Phys. Rev. E Stat. Nonlin.
Soft Matter Phys. 65, 041107.
Eke, A., Hermán, P., Bassingthwaighte,
J., Raymond, G., Percival, D., Can-
non, M., et al. (2000). Physiologi-
cal time series: distinguishing fractal
noises from motions. Pflugers Arch.
439, 403.
Eke, A., Herman, P., Kocsis, L., and
Kozak, L. (2002). Fractal character-
ization of complexity in temporal
physiological signals. Physiol. Meas.
23, R1.
Frey, U., Maksym, G., and Suki, B.
(2011). Temporal complexity in clin-
ical manifestations of lung disease. J.
Appl. Physiol. 110, 1723.
Ghosh, A., Rho, Y., McIntosh, A., Köt-
ter, R., and Jirsa, V. (2008). Noise
during rest enables the exploration
of the brain’s dynamic repertoire.
PLoS Comput. Biol. 4, e1000196.
doi:10.1371/journal.pcbi.1000196
Gilden, D. L. (2001). Cognitive emis-
sions of 1/f noise. Psychol. Rev. 108,
33–56.
Goldberger, A. L., Amaral, L. A. N.,
Glass, L., Hausdorff, J. M., Ivanov, P.
Ch., Mark, R. G., et al. (2000). Phys-
ioBank, PhysioToolkit, and Phys-
ioNet: components of a new research
resource for complex physiologic
signals. Circulation 101, E215–E220.
Goldberger, A. L., Amaral, L. A. N.,
Hausdorff, J. M., Ivanov, P. C.,
Peng, C. K., and Stanley, H. E.
(2002). Fractal dynamics in physi-
ology: alterations with disease and
aging. Proc. Natl. Acad. Sci. U S A.
99, 1.
He, B. J., Zempel, J. M., Snyder, A. Z.,
and Raichle, M. E. (2010). The tem-
poral structures and functional sig-
nificance of scale-free brain activity.
Neuron 66, 353–369.
Hohlefeld, F. U., Huebl, J., Huchzer-
meyer, C., Schneider, G. H., Schö-
necker, T., Kühn, A. A., et al. (2012).
Long-range temporal correlations in
the subthalamic nucleus of patients
with Parkinson’s disease. Eur. J. Neu-
rosci.
Hu, K., Ivanov, P. C., Chen, Z., Carpena,
P., and Stanley, H. E. (2001). Effect
of trends on detrended fluctuation
analysis. Phys. Rev. E Stat. Nonlin.
Soft Matter Phys. 64, 011114.
Kantelhardt, J. W., Koscielny-Bunde, E.,
Rego, H. H. A., Havlin, S., and
Bunde, A. (2001). Detecting long-
range correlations with detrended
fluctuation analysis. Physica A 295,
441–454.
Kello, C. T., Brown, G. D. A.,
Ferrer-I-Cancho, R., Holden, J. G.,
Linkenkaer-Hansen, K., Rhodes, T.,
et al. (2010). Scaling laws in cognitive
sciences. Trends Cogn. Sci. (Regul.
Ed.) 14, 223–232.
Kim, J. W., Shin, H. B., and Robinson,
P. A. (2009). Quantitative study of
the sleep onset period via detrended
fluctuation analysis: normal vs. nar-
coleptic subjects. Clin. Neurophysiol.
120, 1245–1251.
Kinouchi, O., and Copelli, M. (2006).
Optimal dynamical range of
excitable networks at criticality. Nat.
Phys. 2, 348–351.
Leopold, D. A., Murayama,Y., and Logo-
thetis, N. K. (2003). Very slow activ-
ity fluctuations in monkey visual
cortex: implications for functional
brain imaging. Cereb. Cortex 13,
422.
Linkenkaer-Hansen, K., Monto, S., Ryt-
sälä, H., Suominen, K., Isometsä,
E., and Kähkönen, S. (2005).
Breakdown of long-range tempo-
ral correlations in theta oscil-
lations in patients with major
depressive disorder. J. Neurosci. 25,
10131–10137.
Linkenkaer-Hansen, K., Nikouline,V. V.,
Palva, J. M., and Ilmoniemi, R. J.
(2001). Long-Range temporal cor-
relations and scaling behavior in
human brain oscillations. J. Neu-
rosci. 21, 1370–1377.
Linkenkaer-Hansen, K., Nikulin, V.
V., Palva, J. M., Kaila, K., and
Ilmoniemi, R. J. (2004). Stimulus-
induced change in long-range
temporal correlations and scal-
ing behaviour of sensorimotor
oscillations. Eur. J. Neurosci. 19,
203–218.
Linkenkaer-Hansen, K., Smit, D. J. A.,
Barkil, A., Van Beijsterveldt, T. E. M.,
Brussaard, A. B., Boomsma, D. I., et
al. (2007). Genetic contributions to
long-range temporal correlations in
ongoing oscillations. J. Neurosci. 27,
13882–13889.
Lisman, J. (2010). Working mem-
ory: the importance of theta and
gamma oscillations. Curr. Biol. 20,
R490–R492.
Mandelbrot, B. (1967). How long is
the coast of Britain? Statistical self-
similarity and fractional dimension.
Science 156, 636.
Mandelbrot, B. B. (1982). The Frac-
tal Geometry of Nature. New York:
Times Books.
Mandelbrot, B. B., and Wallis, J. R.
(1969). Some long-run properties of
geophysical records. Water Resour.
Res. 5, 321–340.
Montez, T., Poil, S. S., Jones, B. F., Man-
shanden, I., Verbunt, J., Van Dijk,
B. W., et al. (2009). Altered tempo-
ral correlations in parietal alpha and
prefrontal theta oscillations in early-
stage Alzheimer disease. Proc. Natl.
Acad. Sci. U.S.A. 106, 1614.
Monto, S., Palva, S., Voipio, J., and Palva,
J. M. (2008). Very slow EEG fluctua-
tions predict the dynamics of stimu-
lus detection and oscillation ampli-
tudes in humans. J. Neurosci. 28,
8268–8272.
Monto, S., Vanhatalo, S., Holmes,
M. D., and Palva, J. M. (2007).
Epileptogenic neocortical networks
are revealed by abnormal temporal
dynamics in seizure-free subdural
EEG. Cereb. Cortex 17, 1386.
Nikulin, V. V., and Brismar, T. (2004).
Long-range temporal correlations in
alpha and beta oscillations: effect
of arousal level and test-retest
reliability. Clin. Neurophysiol. 115,
1896–1908.
Nikulin, V. V., and Brismar, T. (2005).
Long-range temporal correlations
in electroencephalographic oscilla-
tions: relation to topography, fre-
quency band, age and gender. Neu-
roscience 130, 549–558.
Nikulin, V. V., Jönsson, E. G., and Bris-
mar, T. (2012). Attenuation of long
range temporal correlations in the
amplitude dynamics of alpha and
beta neuronal oscillations in patients
with schizophrenia. Neuroimage 61,
162–169.
Nikulin, V. V., Linkenkaer-Hansen, K.,
Nolte, G., Lemm, S., Müller, K.
R., Ilmoniemi, R. J., et al. (2007).
A novel mechanism for evoked
responses in the human brain. Eur.
J. Neurosci. 25, 3146–3154.
Frontiers in Physiology | Fractal Physiology November 2012 | Volume 3 | Article 450 | 12
Hardstone et al. Detrended fluctuation analysis of oscillations
Parish, L., Worrell, G., Cranstoun, S.,
Stead, S., Pennell, P., and Litt, B.
(2004). Long-range temporal cor-
relations in epileptogenic and non-
epileptogenic human hippocampus.
Neuroscience 125, 1069–1076.
Peitgen, H. O., Jurgens, H., and Saupe,
D. (1992). Chaos and Fractals: New
Frontiers of Science. New York:
Springer.
Peng, C., Havlin, S., Stanley, H., and
Goldberger, A. (1995). Quantifi-
cation of scaling exponents and
crossover phenomena in nonsta-
tionary heartbeat time series. Chaos
5, 82–87.
Peng, C. K., Buldyrev, S. V., Havlin,
S., Simons, M., Stanley, H. E., and
Goldberger, A. L. (1994). Mosaic
organization of DNA nucleotides.
Phys. Rev. E Stat. Phys. Plasmas
Fluids Relat. Interdiscip. Topics 49,
1685.
Petermann, T., Thiagarajan, T. C.,
Lebedev, M. A., Nicolelis, M. A.
L., Chialvo, D. R., and Plenz,
D. (2009). Spontaneous cortical
activity in awake monkeys com-
posed of neuronal avalanches.
Proc. Natl. Acad. Sci. U.S.A. 106,
15921–15926.
Poil, S.-S., Hardstone, R., Mans-
velder, H. D., and Linkenkaer-
Hansen, K. (2012). Critical-state
dynamics of avalanches and oscil-
lations jointly emerge from bal-
anced excitation/inhibition in neu-
ronal networks. J. Neurosci. 32,
9817–9823.
Poil, S. S., Jansen, R., Van Aerde, K.,
Timmerman, J., Brussaard, A. B.,
Mansvelder, H. D., et al. (2011).
Fast network oscillations in vitro
exhibit a slow decay of temporal
auto-correlations. Eur. J. Neurosci.
34, 394–403.
Riley, M., Bonnette, S., Kuznetsov, N.,
Wallot, S., and Gao, J. (2012). A tuto-
rial introduction to adaptive frac-
tal analysis. Front. Physiol. 3:371.
doi:10.3389/fphys.2012.00371
Smit, D. J. A., De Geus, E. J. C.,
Van De Nieuwenhuijzen, M. E.,
Van Beijsterveldt, C. E. M., Van
Baal, G. C. M., Mansvelder, H.
D., et al. (2011). Scale-free mod-
ulation of resting-state neuronal
oscillations reflects prolonged brain
maturation in humans. J. Neurosci.
31, 13128–13136.
Stam, C. (2005). Nonlinear dynamical
analysis of EEG and MEG: review of
an emerging field. Clin. Neurophys-
iol. 116, 2266–2301.
Stead, M., Worrell, G., and Litt, B.
(2005). Frequency and dependence
of long range temporal correlations
in human hippocampal energy fluc-
tuations. Complexity 10, 35–44.
Turcotte, D. L. (1997). Fractals and
Chaos in Geology and Geophysics.
Cambridge: Cambridge University
Press.
West, B. J. (2010). Frontiers: fractal
physiology and the fractional cal-
culus: a perspective. Front. Physiol.
1:12. doi:10.3389/fphys.2010.00012
Xu, Y., Ma, Q. D. Y., Schmitt, D. T.,
Bernaola-Galván, P., and Ivanov, P.
C. (2011). Effects of coarse-graining
on the scaling behavior of long-
range correlated and anti-correlated
signals. Physica A 390, 4057–4072.
Conflict of Interest Statement: The
authors declare that the research was
conducted in the absence of any com-
mercial or financial relationships that
could be construed as a potential con-
flict of interest.
Received: 30 January 2012; accepted: 10
November 2012; published online: 30
November 2012.
Citation: Hardstone R, Poil S-S, Schi-
avone G, Jansen R, Nikulin VV, Mans-
velder HD and Linkenkaer-Hansen K
(2012) Detrended fluctuation analy-
sis: a scale-free view on neuronal
oscillations. Front. Physio. 3:450. doi:
10.3389/fphys.2012.00450
This article was submitted to Frontiers in
Fractal Physiology, a specialty of Frontiers
in Physiology.
Copyright © 2012 Hardstone, Poil, Schi-
avone, Jansen, Nikulin, Mansvelder and
Linkenkaer-Hansen. This is an open-
access article distributed under the terms
of the Creative Commons Attribution
License, which permits use, distribution
and reproduction in other forums, pro-
vided the original authors and source
are credited and subject to any copy-
right notices concerning any third-party
graphics etc.
www.frontiersin.org November 2012 | Volume 3 | Article 450 | 13
