Abstract. We introduce the Landau-Ginzburg/conformal field theory correspondence, a result from the physics literature of the late 80s and early 90s. It predicts in particular some relation between categories of matrix factorizations and categories of representations of vertex operator algebras. Unfortunately, to date we lack a precise mathematical statement for it. Here we review some recent examples of this correspondence, some standing conjectures and future directions of research.
A prediction from physics
Initially a model to describe superconductivity, Landau-Ginzburg models were promoted in the late 80s to (2, 2)-supersymmetric quantum field theories completely characterized by a polynomial W called potential [39] . These models gained importance in string theory and algebraic geometry as they are a family of quantum field theories which are related under homological mirror symmetry [12, 40] .
Conformal field theories are a different kind of quantum field theories which display conformal symmetry. There has been a substantial effort during the last decades to study this symmetry -rare in nature -and the mathematical structures which encode them. As is well known, this pushed forward our knowledge on (infinite dimensional) Lie algebras and inspired the definition of vertex operator algebras [4] and also modular tensor categories.
Despite seeming two very different topics, Landau-Ginzburg models and conformal field theories are intimately related. The Landau-Ginzburg/conformal field theory (LG/CFT) correspondence is a result from theoretical physics dating from the late 80s and early 90s backed by a generous amount of physics literature. It states that the infrared fixed point of a Landau-Ginzburg model with potential W is a two dimensional rational CFT of central charge c W . This implies a direct relation between defects of Landau-Ginzburg models (mathematically described by matrix factorizations) and defects of two dimensional rational conformal field theories (mathematically described by representations of vertex operator algebras). Hence, this correspondence translates to equivalences of categories of matrix factorizations and categories of representations of vertex operator algebras. For suitable subcategories, these equivalences hold not only as C-linear categories but even as tensor categories. This is definitely a surprising mathematical result as it connects very different areas of mathematics, completely inspired by physics.
There is abundant physical evidence for these equivalences in several models in conformal field theory [3, 19-21, 23, 26, 28, 29, 39, 40] , like e.g. the N = 2 minimal model or the N = 2 Kazama-Suzuki model. At the mathematical level, we have a promising amount of examples available [5, 7, 10] , with a number of ongoing projects (like e.g. [24, 33, 38] ) providing more in the near future, but we still lack a precise mathematical conjecture for this correspondence.
This rises many interesting questions concerning the relation between matrix factorizations and representations of vertex operator algebras: what kind of categorical properties they can share and under which conditions, which unknown properties can be described on one side suggested by the other, etc. Any advances in this field of research will unveal unknown connections between these two mathematical entities, which otherwise would have taken much longer to discover.
In this review we assume familiarity with vertex operator algebras and their representations, and thus we would like to first focus on matrix factorizations. In the following we give a brief introduction to them.
Matrix factorizations in a nutshell
Matrix factorizations are a versatile tool within Mathematics. First described by Eisenbud in 1980 in the context of Cohen-Macaulay modules [11] , besides to representations of vertex operator algebras they also have been shown to be related to coherent sheaves [30, 31] , path integrals and quivers [22] , etc.
Let be a field, S := [x 0 , . . . , x n ] a polynomial ring and consider W ∈ S.
Definition 2.1. We call W a potential if it satisfies:
An alternative yet equivalent condition is to request that W has an isolated singularity at the origin.
M where:
• M is a finite-rank, free, Z 2 -graded left S-module, and
We will display the Z 2 -grading explicitly as
Remark 2.5. Instead of left modules over S, we can also consider bimodules over two polynomial rings S 1 and S 2 with two potentials W 1 ∈ S 1 , W 2 ∈ S 2 . In this case,
• the base module is an S 1 -S 2 -bimodule instead of a S-module 1 , and 1 Here, a S 1 -S 2 -bimodule is called free if it is free as a S 1 ⊗ S 2 -module.
• the twisted differential is S 1 -S 2 -bilinear, and it squares to
Example 2.6. Let us take
where J ⊂ {0, . . . , d − 1} and η is a primitive d-th root of unity is a matrix factorization of x d − y d which we will denote as P J . We call them permutation-type matrix factorizations. In the particular case where J = {m, . . . , m + l}, denote them as P m : l .
It is possible to describe a tensor product of matrix factorizations via this bimodule structure [41] .
M⊗N is a matrix factorization of W 1 − W 3 where:
Remark 2.7. Notice here that d M ⊗ id N and id M ⊗ d N are tensor products of graded morphisms. When composing such morphisms, the Koszul sign convention needs to be followed [27] .
We distinguish the following categories of matrix factorizations:
• MF (W ): -Objects are matrix factorizations of the potential W , and -Given two objects M, d M , N, d N , morphisms of matrix factorizatons consists of all S-linear maps f : M → N . This category is clearly differential Z 2 -graded. For a morphism of matrix factorizations f : M → N , the differential is given by:
where |f | is the degree of the morphism f .
• HMF (W ):
-Objects are the same as MF (W ), and -Morphisms are zero-th degree morphisms of MF (W ) which lie in the kernel of the differential δ mod the image under the differential δ of the morphisms of degree one. In other words, HMF is the zero homotopy category of MF [17] . Then, for the case of matrix factorizations whose base module is a module over S 1 = S 2 = S,
Remark 2.9.
• For more general instances we refer to [6, 8, 9] .
• Notice that categories of matrix factorizations are not in general modular, yet some subcategories (like e.g. some we will consider in the next Section) display interesting structure like semi-simplicity or closedness under tensor product.
Examples
Here we describe in a bit of detail some available examples of the LG/CFT correspondence.
[5]
: on the N = 2 minimal models. Consider the following two subcategories.
(1) For the conformal field theory side, denote as ν the N = 2 superconformal vertex operator algebra with central charge c
. Consider the category of representations of the even part ν 0 , that we will denote as Rep (ν 0 ). Notice here the following result:
Theorem 3.1 ( [14] ). Consider the Deligne tensor product of categories:
where Rep su (2) d−2 is the category of integrable highest weight representations of the affine su (2) at level d − 2, Rep ( u (1) 2d ) is the category of representations for the vertex operator algebra for u (1), and the notation means opposite braiding and ribbon twist in this ribbon category. We label simple objects by [l, m, s], where l ∈ {0, . . . , d − 2}, m ∈ Z 2d , s ∈ Z 4 . Then Rep (ν 0 ) can be realized as the subcategory with simples satisfying that l + m + s is even The main result of [5] included a fusion rule, which on the matrix factorizations side looks as follows:
Yet a full proof of tensor equivalence between the categories involved in Theorem 3.2 was missing. We made the following improvement: Remark 3.4. For d even, this theorem is also expected to hold [36] . The fusion rule (2) holds for any d.
[7]
: on the N = 2 minimal models, III. In [7] we prove equivalences involving on the Landau-Ginzburg side categories of matrix factorizations of potentials describing simple singularities, and on the conformal field theory side categories of modules over algebras representing full conformal field theories in the N = 2 minimal models.
(1) For the conformal field theory side, denote again as ν the N = 2 superconformal vertex operator algebra with central charge c = 3 1 − 2 d , d ∈ Z 2 , and consider the modular tensor category Rep (ν). It was proven in [13, 15] that the full CFTs that can be constructed from a rational vertex operator algebra ν are parametrized by Morita classes of separable symmetric Frobenius algebras in Rep (ν). For the case of the N = 2 superconformal vertex operator algebra, we know from [16, 18] that actually the algebras relevant for LG/CFT are non-trivial only in the su (2) factor of the Deligne tensor product category C (d). These algebras were identified and classified by Ostrik [32] , and are the objects that in the notation of [10] look like:
(2) For the Landau-Ginzburg side, we have the following result.
Theorem 3.5 ( [7] ). Consider the set of potentials describing simple singularities. These fall into an ADE classification and are as follows:
Then,
HMF (W E7 ) ≃ mod P {0} ⊕ P {−4,−3,...,4} ⊕ P {−8,−7,...,8}
HMF (W E8 ) ≃ mod P {0} ⊕ P {−5,−4,...,5} ⊕ P {−9,−8,...,9} ⊕ P {−14,−13,...,14}
where the categories on the right side are categories of modules over the specified algebras.
Remark 3.6.
-These equivalences are straightforward corollaries of proving an equivalence relation between potentials called orbifold equivalence. This equivalence is defined in the context of the bicategory of Landau-Ginzburg models, and for further details we refer to the original sources [6, 8] .
-By construction, the algebras are separable symmetric Frobenius algebra objects in the category HMF (x a − y a ) (where a = 2d, 12, 18, 30 respectively).
-Notice here that the first equivalence was already partly proven at [8] .
Combining both sides, we get: Corollary 3.7. Using the assignment (1), the equivalences (4) read:
Further examples.
There are several works in progress regarding more instances of LG/CFT correspondence: [33] : we attack the problem of extending the main theorem of [10] to the subcategory C R (d), using spectral flow. [36] : in [34] equivalences involving HMF (W ) with W describing exceptional unimodal singularities related by the so-called Arnold strange duality were proven, and similarly in [35] for different potentials describing the same exceptional unimodal singularities. The interpretation of the CFT counterparts on each of these equivalences is not yet clear, and here we aim to provide it. [24] : the examples of equivalences described in [7] or conjectured in [34, 35] are computationally challenging. Our target is to give a systematic computational approach to the search of these examples.
And last but not least, let us remark that this is not the last word on the LG/CFT: [25] : it is a well-known fact that characters of representations of vertex operator algebras are modular forms of different kind. We aim to provide and describe, in the context of [10] , the analogous concept for matrix factorizations. [37] : all these works are mostly focused on the N = 2 minimal models. There is physical evidence about similar results in N = 2 Kazama-Suzuki models [1, 2] , which should provide insights of the dependence of LG/CFT on the model we are considering. [38] : the aim of this project is to provide a functorial description of LG/CFT between suitable sub(bi)categories. This would be the summit of all of the previous projects.
