A lane level vehicle positioning system is designed based on integrated multisensor fusion which can be provided by a smart phone. Traditional vehicle positioning is always based on a low-precision global position system (GPS) which has gross error. This paper makes full use of a smart phone, using its sensors such as camera, low-precision GPS and accelerometer, to provide lane level positioning for a car when the lane line can be detected. GPS-based lateral deviation is calculated, with the help of the prior knowledge of roads. Then, multiple lanes are detected using visual approach and vision-based lateral deviation is calculated based on the results of lane detection. Both lateral deviations are fused using a Kalman filter, with the help of accelerometer, to estimate the current location. Experimental results using real vehicle experiments indicate the effectiveness of our system. Comparison between our system and high-precision RTK-DGPS is also given in the experimental results.
INTRODUCTION
Vehicle positioning is becoming a critical component in intelligent transportation system (ITS) [1] where a number of parameters related to the vehicle's state such as position, velocity and orientation are required by applications such as vehicle navigation, safety system and traffic management. With the increasing number of vehicles all over the world, vehicle positioning and navigation have become a hot topic in the area of sensor research. Low-precision GPS is commonly used for vehicle positioning and navigation. However, one cannot obtain the precise location of the vehicle using a low-precision GPS only. Meanwhile, high-precision GPS is not suitable for large scale applications due to its high price. Thus, several low cost sensors are used in vehicle positioning system to localize the vehicle with high precision by a fusion manner.
Lots of works have been done by former researchers in vehicle positioning. The design of a GPS receiver architected for integration into System-On-Chip is described by Rabaeijs [2] . To improve the performance of low-precision GPS, multi-sensor fusion approaches are studied recently. Various sensor fusion approaches between GPS and INS have been explored in the literature [3] , which look at both tightly coupled and loosely coupled GPS-aided INS systems for vehicle positioning applications. A fusion strategy for reliable vehicle positioning utilizing RFID and invehicle sensors is proposed by Song [4] to improve the RFID-based positioning algorithms which have disadvantages such as low accuracy, low output frequency and the lack of speed or attitude information. With the rapid development of visual processing, GPS combined with vision has been demonstrated. A tightly coupled positioning method using information from a differential pseudo range GPS (DGPS) receiver and known image features of traffic lights from a forward-looking camera is used to aid the work of vehicle positioning [5] . A method for correction of vehicle positioning error is proposed by using 3D-map-GNSS and vision-based road marking detection [6] . It argues that the road markings on the road surface provide significant visual information for driving, which can also be used for localization. Lane departure warning (LDW) system, which is utilized to alert a driver of an unintended lane departure, is discussed in [7] . Both GPS information and visual cues are employed to localize the vehicle on a particular lane.
Fusion of multi-sensor can localize a vehicle with higher precision than using the low-precision GPS only, thus safety is guaranteed. However, extra sensors bring new problems in both fee and installation. In this paper, we find a perfect replacer---your smart phone, to localize your vehicle when you drive on the highway where more lanes exist than other general roads. Nowadays, sensors such as low-precision GPS, camera and accelerometer are always integrated in the smart phone. Meanwhile, visual processing and data fusion can be implemented in the smart phone due to its strong processing power and large memory space. Thus, we design a lane level vehicle positioning system based on a smart phone when the lane line can be detected.
FRAMEWORK OF THE PROPOSED SYSTEM
This paper proposes an approach to fuse several low-cost sensors integrated in a smart phone to provide lane level positioning for a car when lane line can be detected. The only equipment in our system is a smart phone which should be installed in the middle of a car, as shown in Fig. 1 .
The overall framework of the system is illustrated in Fig. 2 . Three low-cost sensors (monocular camera, low-precision GPS, accelerometer) of the smart phone are used for vehicle positioning (lane-level) on the highway. Gyro is not used in this system because not all smart phones are equipped with it. With the help of prior knowledge of the road and MAP, vision-based lateral deviation and GPS-based lateral deviation can be calculated. Both deviations are fused using a Kalman filter to estimate the vehicle location (within a particular lane) on the highway. 
VISION-BASED LATERAL DEVIATION
Multiple lane detection. Lane detection has been studied for many years due to the development of Lane Departure Warning (LDW) system. However, multiple lanes should be detected in our system to locate the vehicle within a particular lane. A statistical voting approach is proposed by Gupta [8] , however, the computational complexity of the algorithm restricts its implementation in embedded device. An easy but robust approach, named patch-based Hough detection with lane verification, is proposed to detect multiple lanes.
The proposed approach to detect multiple lanes is based on current lane detection system which is successfully realized in our former works [9] . A brief process of lane detection (current lane only) is illustrated in Fig. 3 . A pre-defined line is used to split the image into sky and road regions. Canny is used to extract edge information of the road region. A lane ROI is set according to the prior knowledge and lane lines are detected using the Hough transform. The result of lane detection is filtered using several hypotheses such as slope and distance. We segment the road region into local patches according to the result of current lane detection to improve the performance of lane detection using the Hough transform. As shown in Fig. 4 , two red lines represent the initially detected lane and four blue lines segment the rest part of the road region into four patches. Each patch is obtained using a sector with a constant angle θ ROI which is defined as
where θ is the intersection angle of two initially detected lane lines and L n is the known lane number. This segmentation approach accommodates the lane feature better than other segmentation approaches such as rectangle-based segmentation. Generally speaking, the lane is vaguer in the lane far away. Thus, criteria for line detection using the Hough transform can be appropriate weakened in the patch far away. Similar lines in adjacent patches should be merged because they may from the same lane line which is segmented by different patches.
When a lane line is detected, verification is needed to eliminate the false line. Prior knowledge and visual cues of the roads are used for verification. For visual cues, in consideration of the actual condition of highway and computational complexity, we sample gray information from several small regions along the middle line between the previous detected lane line and the current detected line. We segment the middle line into six equal parts and extract information from the former four parts (regions close to the vehicle). We judge the lane line information based on these four regions, to exclude random disturbance which may exist on the road. The sampling areas become small gradually due to perspective principle. As shown in Fig. 5 , the benchmark regions used as reference information are represented using blue rectangles while the current detected regions are represented using green ones.
The specific criteria for lane line verification are listed as follows. 1) Lane line slope: The slopes of the current detected lane lines are always smaller than the slopes of those previous detected ones.
2) Lane width: The lane width should be within a certain range. The width of far lane is smaller than neighboring lane due to perspective principle.
3) Vanishing Point: The first detected lane lines meet at a point we call the vanishing point. All lane lines should nearly intersect the vanishing point. 4) Visual cues: Compare the sum of absolute difference (SAD) information in benchmark regions and detected regions in pairs. If more than two pairs are proved to be matched, the detected line may be a true one. Before SAD calculation, both regions should be scaled into the same size of m*n. The SAD is defined as 1 1 
where P B (i,j) represents the pixel in benchmark region and P D (i,j) represents that in detected region. If S SAD is below a given threshold, the pair is considered as matched.
Vision-based lateral deviation. The system detects current lane and then determines the relative position of the vehicle with respect to the lane border, based on the mapping relation between real world and the image. We discard yaw-angle because not all smart phones are equipped with a gyro. The error is permissible because our aim is lane-level positioning, but not lane departure warning which requires more precise lateral deviation. Camera should be calibrated initially when it is installed in the car. We use the approach proposed by Li [10] for calculation of lateral deviation relative to the current lanes. This deviation is shown in Fig. 6 .
A vehicle can be located within a particular lane when all lanes on the road are detected. With the priori information about lane width, the vision-based lateral deviation can be defined as
where L w is lane width and n is the current lane number (relative to the left edge of the road). L d is the vision-based lateral deviation relative to the current lane (relative to the left lane line).
MULTI-SENSOR FUSION USING KALMAN FILTER
GPS-based lateral deviation. The low-precision GPS integrated in the smart phone and a corresponding map used as prior information are used to calculate the GPSbased lateral deviation. The GPS position is projected onto the map as shown in Fig. 7 . The distance between the GPS position (vehicle's centerline) and the mapped lane marker is defined as the GPS-based lateral deviation. However, gross error exists in the GPS-based lateral deviation due to lowprecision of the GPS. A multi-sensor fusion method that incorporates visual information, accelerometer and GPS signals using the Kalman filter is then used to improve the positioning accuracy of the GPS.
Multi-sensor fusion using a Kalman filter. A Kalman filter with four-state model is used to estimate the bias measurement of the GPS due to its real-time performance. The states of interest are the lateral velocity, the lateral offset and the sensor biases. 
where a y is the lateral acceleration and b a , c a , w a represent a bias, a constant offset and a Gaussian random walk, respectively. Thus, the dynamics of the proposed system can be defined as 
The measurement vector is defined as z=[z v z g ], which represent vision-based lateral deviation and GPS-based lateral deviation, respectively. 
The true location of the vehicle is defined as z g -b g , where b g can be estimated via the Kalman filter.
EXPERIMENTAL ANALYSIS
The multiple lane detection algorithm proposed in this paper is examined with the highway videos which are captured before. Three or four lanes exist in the video and our algorithm can recognize the lane lines in a high precision with satisfied real-time performance. The results of lane detection on a smart phone are shown in Fig. 8 . As shown in Fig. 8 , lanes in the former four scenes are all correctly detected. Wrong lines are considered as lane lines in Fig. 8 (e) due to the traffic signs on the middle of the road. A lane is lost in Fig. 8 (f) due to the heavy occlusion caused by the vehicle.
Comparisons between GPS-based lateral deviation and vision-based lateral deviation are shown in Fig. 9 . Fig. 9(a) shows that when both GPS and vision sensor are working properly, the difference of the two lateral deviations basically changes in a small range as shown in Fig. 9(b) . Fig. 9(c) shows that when vision sensor fails, the difference of the two lateral deviations may change drastically as shown in Fig. 9(d) .
The instantaneity, accuracy and reliability of the designed system are verified with real vehicle experiments. The positioning information obtained from high-precision RTK-DGPS, which is installed in the experimental car as shown in Fig. 10 , is used as the true value. The absolute difference between RTK-DGPS values and locations obtained using our system is illustrated in Fig. 11 . As shown in Fig. 11 , the positioning accuracy of the low-precision GPS is improved greatly (the error is around 0.5m -1m, compared with 10m using low-precision GPS only) with the help of visual information. 
SUMMARY
This paper presents a new method for accurate vehicle positioning based on multisensor fusion. By now, our method can only be used when the lane line can be detected. It may fail for the conditions such as heavy traffic and gloomy environment.
Several integrated low-cost sensors, such as camera, low-precision GPS and accelerometer, are used for information acquisition. Multiple lanes are detected and vision-based lateral deviation is calculated with the help of the prior knowledge of the road. The vision-based lateral deviation and GPS-based lateral deviation are then fused using a Kalman filter to estimate the vehicle positioning. Experimental results indicate that our system can locate a vehicle within a particular lane, even when the vision-based method fails for a short time.
