Using the language of vertex operator algebras (VOAs) and vector-valued modular forms we study the modular group representations and spaces of 1-point functions associated to intertwining operators for Virasoro minimal model VOAs. We examine all representations of dimension less than four associated to irreducible modules for minimal models, and determine when the kernel of these representations is a congruence or noncongruence subgroup of the modular group. Arithmetic criteria are given on the indexing of the irreducible modules for minimal models that imply the associated modular group representation has a noncongruence kernel, independent of the dimension of the representation. The algebraic structure of the spaces of 1-point functions for intertwining operators is also studied, via a comparison with the associated spaces of holomorphic vector-valued modular forms.
Introduction
The motivation behind this paper lies in a desire by the authors to better understand modularity in the setting of intertwining operators for rational vertex operator algebras (VOAs). As we elaborate on momentarily, we seek to understand both the arithmetic of the Fourier coefficients of 1-point functions arising in this setting, as well as the algebraic structure of the graded spaces of vector-valued modular forms into which these 1-point functions organize themselves. The first author learned from Masahiko Miyamoto that one-dimensional examples of vector-valued 1-point functions had already been produced by him [18] for certain Virasoro minimal models. Seeking to build on these examples, a subsequent examination of the literature revealed that nearly nothing had been published regarding modular group representations arising from intertwining operators for rational VOAs, not to mention the arithmetic and algebraic considerations of the spaces of vector-valued modular forms arising in this setting (a notable exception is the work of Etinghof and Kirillov [7, 10] ).
Given this state of affairs, the authors decided it would be useful to initiate a general study of modularity for intertwining operators associated to rational VOAs. We quickly realized, however, that it was both natural and practical to focus our attention on the Virasoro minimal models, as this provides a somewhat elementary setting in which to work as well as serving as a direct generalization of the examples found in [18] . As we demonstrate below, for the questions we are interested in we are able to find more or less complete answers when studying modular group representations of dimension less than four arising from intertwining operators for Virasoro modules. These investigations form the heart of the paper.
On the arithmetic side, the second author has been interested for some time in noncongruence modular forms, and was made aware (via conversations with Terry Gannon) that intertwining operators may be viewed as machines for producing copious examples of noncongruence vector-valued modular forms. ( We recall here that a vector-valued modular form is called noncongruence if there is no positive integer N such that the kernel of the representation according to which the vector transforms contains the principal congruence subgroup
of level N.) In contrast to vertex operators for rational VOAs, where it has long been expected (see [4] and references therein for results and a review of relevant literature) that kernels of associated modular group representations must be congruence, it is believed in the more general setting of intertwining operators that these representations are generically noncongruence. There is ample evidence that the presence (or lack) of a congruence subgroup in the kernel of such a representation has a profound impact on the arithmetic of the Fourier coefficients of the 1-point functions associated to the representation. Indeed, a longstanding conjecture originating in an article [2] of Atkin and Swinnerton-Dyer (and subsequently extended to the setting of vector-valued modular forms by Geoffrey Mason [15] ) predicts that only congruence modular forms may have Fourier coefficients contained in the ring of integers of a number field. In particular, if a given vector-valued modular form arising in the setting of intertwining operators for a rational VOA were to have a combinatorial interpretationby which we mean that its Fourier coefficients are rational integers (perhaps even natural numbers) that count some data associated with the VOA or its irreducible modules -then according to the above-mentioned Bounded Denominator Conjecture the associated modular group representation is congruence (i.e., has a congruence subgroup as kernel). Thus the above conjecture motivates an identification of the congruence representations arising from intertwining operators in rational VOA theory. In Section 3 below we investigate the nature of the modular group representations arising from intertwining operators for Virasoro minimal models, both in the low-dimension setting and in arbitrary dimension. In particular, in Theorems 3.11, 3.12, and 3.13 below we give a complete classification of such representations when the dimension is one, two, or three respectively. Already one sees in this setting that all three possibilities occur, i.e., the kernel of the representation could be a congruence subgroup, a finite index noncongruence subgroup, or an infinite index subgroup (thus noncongruence). We also prove some arithmetic results that apply in arbitrary dimension. By utilizing work of Nobs and Wolfart [16, 17] concerning representations of SL 2 (Z/NZ) we are able to give sufficiency conditions -independent of the dimension of the representation -that imply it has a noncongruence kernel. Explicitly, we study V (p, q) when p and q are prime powers and show in Theorem 3.17 below that for such a minimal model most irreducible V (p, q)-modules yield a noncongruence representation of the modular group. A particularly clean result follows from the proof of Theorem 3.17, which we state here to give a flavor of what is found in Section 3. As discussed there, we employ the standard Kac indexing for the irreducible V (p, q)-modules, writing them as L m,n for pairs (m, n) of odd integers in the ranges 1 ≤ m ≤ p − 1, 1 ≤ n ≤ q − 1.
Then the modular group representation ρ m,n arising from the action of L m,n is noncongruence.
We note that this result utilizes our conventions (3.4) below regarding the parity of p, m, and n. We also point out that when (m, n) = (1, 1) then L 1,1 = V (p, q) is the vacuum module so that ρ m,n = ρ 1,1 is known to be congruence [4, 20] , and similarly when (m, n) = (p−2, q−2) it follows that ρ p−2,q−2 is a two-dimensional congruence representation covered by case (i) of Theorem 3.12 below.
Beyond the above arithmetic considerations, we are also interested in the algebraic structure of spaces of 1-point functions associated to intertwining operators. As we discuss in Section 3 below, work of Miyamoto [18] (also Huang [9] for the n-point case, and Yamauchi [24] for the orbifold case) implies that for a rational VOA V and an irreducible V -module U the 1-point functions arising from the intertwining operators associated to U may be organized into a graded space V(ρ) of weakly holomorphic vector-valued modular forms, where ρ denotes the modular group representation carrying the action of the intertwining operators for U. It follows from Lemma 2.1 below that V(ρ) contains a substantial portion of the related space H(ρ) of holomorphic vector-valued modular forms for ρ, and we are interested in knowing when, in fact, these two spaces coincide. This generalizes a question asked by Dong and Mason in [5] , where it was determined which modular forms for the full modular group are realized as 1-point functions for the Moonshine module. Again we are able to give a complete answer to this question in the low-dimension setting of Virasoro minimal models, and in Theorems 3.11, 3.12, and 3.13 below we give bounds on the ratio q p that imply equality between the spaces V(ρ) and H(ρ) when dim ρ < 4 (it also follows that when these bounds are exceeded there will be proper containment V(ρ) ⊂ H(ρ)).
The authors would like to thank Terry Gannon (who first made us aware of the existence of noncongruence representations in VOA theory) and Masahiko Miyamoto (whose work we use in a crucial manner here) for many fruitful conversations.
Preliminaries
Let V be a simple rational VOA with central charge c ∈ Q. Then V has finitely many inequivalent irreducible modules [3] , which we denote here as 
When a homogeneous element u is contained in W i α , we say u is of weight α. If the precise weight is unknown with respect to the L(0)-grading, we say u is of weight wt u. Zhu showed in [25] There is a fusion product defined for these modules in the associated modular tensor category, where for each i and j we have
The fusion coefficient N k i,j is the dimension of the C-vector space I k i,j of intertwining operators of type
In particular, in the case A V -module W is called C 2 -cofinite if the subspace
has finite codimension in W . Miyamoto [18] (and also Yamauchi [24] ) utilized a concept of C [2, 0] -cofinite for modules. However, [1, Proposition 5.2] gives that every irreducible module of a C 2 -cofinite VOA is itself C 2 -cofinite. Along with the fact that C 2 -cofinite implies C [2, 0] cofinite, we only need to be concerned that V is C 2 -cofinite to apply the results of [18, 24] . We therefore assume this for the remainder of the article. Fix a V -module U and let S = S i denote the subset of {1, 2, . . . , d} consisting of all j such that N j i,j > 0. For each j ∈ S, fix a basis {Y
and extend this definition linearly in u. Given the V -module U as above, we denote by C 1 (U) the space of 1-point functions for W i . More precisely,
By results of Miyamoto [18] (and also Huang [9] and Yamauchi [24] ), each function (2.3) is holomorphic in H and the space C u 1 (U) for homogeneous u ∈ W i with respect to L[0] can be described as a weakly holomorphic vector-valued modular form of weight wt [u] for the full modular group Γ := SL 2 (Z).
Unlike in the setting of vertex operators, where wt [u] is integral, if U = V then generically wt [u] ∈ Q \ Z. Consequently, one must choose a multiplier system in order to obtain a representation of Γ. (A detailed discussion of real weight modular forms is found in [19, Chapter 3] , and an extensive discussion of vector-valued modular forms for arbitrary real weight (along with additional references) is found in the second author's doctoral dissertation [12] .) For each weight, there are 12 possible choices of multiplier system which differ only by a character (i.e., one-dimensional representation) of Γ. Since each such character has a congruence kernel (of level dividing 12), this choice of character has no effect on the results obtained in this article. Thus, for the sake of definiteness, we fix once and for all the following convention: for each k ∈ R we fix υ = υ k to be the unique multiplier system in weight k such that
where for r ∈ R we set e (r) = e 2πir . Thus υ is the multiplier system according to which η 2k transforms as a modular form of weight k, where
denotes Dedekind's eta-function (here τ is a variable in the complex upper half-plane H and
of the modular group, we then say that a holomorphic function
is a weakly holomorphic vector-valued modular form of weight k for ρ if F is meromorphic at the cusps of Γ and satisfies the functional equation
We return to the context of the current article. Choosing a basis
for the space C u 1 (U) associated to an element u ∈ U [wt [u] ] , one obtains a matrix representation
according to which
transforms as a weakly holomorphic vector-valued modular form of weight wt [u] . Note that the dimension s of (2.10) is bounded by the sum of the relevant fusion coefficients, i.e., the inequality
holds. Equality in (2.12) occurs only if all the 1-point functions are linearly independent. In general, depending on the VOA, modules, and elements involved, linear dependence among 1-point functions can occur, thus complicating the computation of s. Let M := j≥0 M 2k denote the graded ring of holomorphic modular forms for Γ. Thus M = C[G 4 , G 6 ] where for even k ≥ 2 we denote 1 by G k the Eisenstein series in weight k
(here B k denotes the kth Bernoulli number). With this notation, the modular derivative in weight k ∈ R is written
For each k ∈ R, ∂ k is covariant with respect to the slash action of Γ, i.e., for any meromorphic f : H → C and any γ ∈ Γ we have 13) and in particular if f is modular of weight k then ∂ k f is modular of weight k + 2. Similarly, letting ∂ k act componentwise it follows that if F is a vector-valued modular form of weight k for a representation ρ then ∂ k F is of weight k + 2 for the same representation ρ. This prompts one to define the ring of modular differential operators
where addition is performed as if R were the polynomial ring M[∂], and multiplication in R is defined via the "Leibniz rule" ∂ · φ = φ∂ + ∂ k φ for any φ ∈ M k . In the next section, we will be concerned with the cyclic module RF of 1-point functions, with F as in (2.11) (cf. Theorem 3.8 below). Returning to our discussion regarding the space of 1-point functions for a V -module U, recall that a primary vector u ∈ U satisfies L(n)u = 0 for n ≥ 1. Then the proof of Proposition 2(b) in [5] implies the following result.
Minimal models and vector-valued modular forms
In this section we initiate a detailed study of the modular group representations and spaces of 1-point functions arising from intertwining operators related to Virasoro minimal models.
We are interested both in the nature of the representations arising in this setting and also in the structure of the space of 1-point functions associated to such a representation. We first review relevant definitions and results, and then commence with an analysis of the representations of dimension less than four arising from intertwining operators for irreducible modules of Virasoro minimal models. We conclude by proving some results that hold in arbitrary dimension.
The Virasoro minimal models are a family {V (p, q)} of rational VOAs, indexed by pairs (p, q) of relatively prime integers p, q ≥ 2. The VOA V (p, q) is uniquely determined by its central charge
We employ the standard Kac indexing for the irreducible V (p, q)-modules, which is given by pairs of integers (m, n) appearing in what is termed (we use [22, Theorem 4 .2] as a reference) an admissible triple
The rules for admissible triples are as follows:
are enforced. Since p and q are relatively prime and (3.1) is symmetric with respect to p and q, we may (and shall) assume that p ≥ 3 is odd. With this assumption and the above rules, one may index the irreducible modules of V (p, q) by the integer pairs
This yields
In particular, setting m = n = 1 yields the vacuum module L 1,1 = V (p, q) with conformal weight h 1,1 = 0. Since the irreducible V (p, q)-modules are uniquely determined by their conformal weight and evidently h m,n = h p−m,q−n for any m, n, we have L m,n = L p−m,q−n . We make crucial use of this fact in what follows.
(m,n),(m j ,n j ) denote the space of intertwining operators of type Lm k ,n k Lm,n Lm j ,n j , and let
(m,n),(m j ,n j ) be the corresponding fusion rule. Then [22, Theorem 4.3 
is an admissible triple, and in this case
By rule (A4) above, we require in the above cases that either m + 2m j or m + p be odd, and since we are assuming that p is odd this implies that m is odd in the former case but even in the latter. Thus we may (and shall) adopt the further convention that when the action of the V (p, q)-module L m,n is considered, the integer m will be taken to be odd. Note that since L m,n = L p−m,q−n and p − m is even if and only if m is odd, there is no loss of information in making this assumption. As a consequence of this convention regarding m, we need only consider admissible triples of the form {(m, n), (m j , n j ), (m j , n j )}, and (again employing (A4) above) this makes it clear that n must be odd as well. To summarize this discussion:
We henceforth adopt the convention that p, m, n are odd integers.
(3.4)
For an element u ∈ L m,n and intertwining operator Y ∈ I (m j ,n j ) (m,n),(m j ,n j ) , we express the functions (2.3) as
with h m j ,n j and c as in (3.3) and (3.1), respectively. As a special case of [18, Theorems 4.14 and 5.1] (see also [9] , [24, Theorem 5.1]), we obtain the following result.
Theorem 3.1. Let u be a highest weight vector in L m,n , and let
be the set of all mutually inequivalent admissible triples associated to (m, n).
is invariant under the action (2.8) of the modular group Γ.
We next determine the dimension (over the complex numbers) of this invariant space of 1-point functions. We note for use below the following result, which follows directly from the definition of admissible triple and the fact that the irreducible V (p, q)-modules are uniquely determined by their conformal weight.
Additionally, we will need the following result. Lemma 3.3. Suppose {(m, n), (m j , n j ), (m j , n j )} is an admissible triple and u is a highest weight vector of L m,n . Then the leading coefficient of the expansion (3.5) for S j (u, τ ) is nonzero.
Proof. Set U = L m,n and W = L m j ,n j and denote their L(0) [8] ). Here A(U) is the A(V )-bimodule, where A(V ) is the Zhu algebra of V = V (p, q) (see [11] for a precise definition and more details about A(V ), A(U), and the map π). By our assumption, N 
Note that wt x = h U + ℓ 2 + · · · + ℓ t and ℓ 2 + · · · + ℓ t < k, so that by our induction hypothesis o(x)b = 0. The associator formula gives
This completes the proof of the lemma. 
is the associated set of inequivalent admissible triples. Then the 1-point functions
Proof. By Lemma 3.2 it suffices to show that the leading coefficient in the q-expansions of any S j (u, τ ) is nonzero, and this fact is provided by Lemma 3.3.
This corollary implies that the dimension of the space (3.7) is equal to the integer s in Theorem 3.1, and we now give a formula for this integer.
Lemma 3.6. Given m and n, the set of integer pairs (m j , n j ) satisfying
gives a complete set of admissible triples of the form {(m, n), (m j , n j ), (m j , n j )}.
Proof. Conditions (A2) and (A3) above show that the inequalities
hold, and p, m, n are odd by convention (3.4). This implies the inequalities
The final modification follows from observing that , one way to ensure that we only count once a given L m j ,n j acted on by L m,n is to change the lower bound on m j to p+1 2 and let n j vary as indicated above. This completes the proof.
Again keeping in mind our conventions (3.4), we now obtain the desired dimension formula.
Corollary 3.7. Given an irreducible V (p, q)-module L m,n and a highest weight vector u ∈ L m,n , the dimension of the associated space (3.7) of 1-point functions is
Proof. From (3.8) we see that the number of possible m j is
and the number of possible n j is
Since the m j and n j are completely independent, we multiply these numbers together to obtain all possible pairs (m j , n j ) appearing in admissible triples of the form given in Lemma 3.6. Since each corresponding fusion coefficient N (m j ,n j ) (m,n) (m j ,n j ) is 1, by Lemma 3.3 there is a unique nonzero 1-point function S j (u, τ ) associated to each pair (m j , n j ). These form a linearly independent set by Corollary 3.5, so the dimension of (3.7) is equal to the number of such pairs.
Since each irreducible V (p, q)-module L m,n is generated by the Virasoro modes acting on its highest weight vector u, we obtain the following important result.
Theorem 3.8. Let u be a highest weight vector of L m,n . Then the space of 1-point functions .7) and R denotes the ring (2.14) of modular differential operators.
Proof. Set W = L m,n and let the notation be as in Corollary 3.5. Consider a function f (τ ) ∈ C 1 (W ). Then f (τ ) is a linear combination of functions of the form S j (v j , τ ) for v j ∈ W and 1 ≤ j ≤ s. Meanwhile, each v j can be written as a linear combination of homogeneous elements w r with respect to the L[0]-grading, say w r ∈ W [dr] where d r ∈ N. Therefore it suffices to show S j (w r , τ ) ∈ RC u 1 (W ). Since w r ∈ W [dr] , there exists some ℓ r ∈ N and n t = 1, 2 for 1
Moreover, following the proof of Proposition 2(b) in [5] we find the same m r ∈ N, φ t ∈ M for 0 ≤ t ≤ m r , and equality in (3.9) hold for every 1 ≤ j ≤ s. Therefore, S j (w r , τ ) =
, and we conclude f (τ ) ∈ RC u 1 (W ). This result has the following practical consequence. Given an irreducible V (p, q)-module L m,n with highest weight vector u, together with the set (3.6) of inequivalent admissible triples, Theorem 3.1 tells us there is a matrix representation ρ m,n : Γ → GL s (C) (3.10) such that
is a weakly holomorphic vector-valued modular form of weight wt [u] for ρ m,n . Here (and in what follows) we set λ j := h m j ,n j − c 24 (3.12) and recall that c and h m j ,n j are given by (3.1) and (3.3), respectively, s = dim ρ m,n = (p−m)(q−n) 2
by Corollary 3.7, and our choice of multiplier system (2.6) (in weight k = wt [u] ) is in effect. Evidently we have ρ m,n (T ) = diag {e (r 1 ) , . . . , e (r s )} (3.13)
. Letting the ring (2.14) of modular differential operators act componentwise on F , Theorem 3.8 and the covariance (2.13) of the modular derivative imply that the space C 1 (L m,n ) is organized into a Z-graded space
of weakly holomorphic vector-valued modular forms for ρ m,n , such that for any f ∈ C 1 (L m,n ) there is a vector G ∈ V(ρ m,n ) whose components contain f in their span. In the subsections below, we compare V(ρ m,n ) to the space of holomorphic vector-valued modular forms for ρ m,n . In order to facilitate this we utilize results [12, 14] of Mason and the second author, thus we review said results before proceeding to the proofs. Suppose that L m,n is an irreducible V (p, q)-module such that the associated representation (3.10) is irreducible of dimension s ≤ 3, with ρ m,n (T ) diagonal as in (3.13). Let u be a highest weight vector for L m,n , set k = wt [u] , and let υ be the multiplier system (2.6). For 1 ≤ j ≤ s let α j denote the unique real number such that 0 ≤ α j < 1 and
Then the space of holomorphic vector-valued modular forms for ρ m,n and υ has a 2Z-grading
where
gives the minimal weight of any nonzero holomorphic vector-valued modular form for ρ m,n and υ. Furthermore, there is a vector
such that H k 0 (ρ m,n ) = CF 0 and H(ρ m,n ) = RF 0 is the cyclic R-module generated by F 0 , where R denotes the ring (2.14) of modular differential operators. Theorem 3.8 shows that V(ρ m,n ), the associated space (3.14) of vector-valued 1-point functions for L m,n is also a cyclic R-module, and from this it follows that V(ρ m,n ) contains H(ρ m,n ) if and only if the minimal weight vector F 0 for H(ρ m,n ) is contained in V(ρ m,n ). A special case of this occurs when F 0 is a scalar multiple of the generator (3.11) for V(ρ m,n ), so that V(ρ m,n ) and H(ρ m,n ) coincide. In order for this to occur, it is necessary and sufficient that the α j in (3.18) are equal to the leading exponents of (3.11) and that the weight k 0 in (3.17) is equal to k = wt [u] . In any event, if all the exponents of (3.11) are nonnegative then (3.11) is holomorphic and V(ρ m,n ) is contained in H(ρ m,n ), and this containment is proper if and only if at least one of these exponents is greater than or equal to one.
We note here, for use in what follows, that the leading exponents of (3.11) are given by
Proposition 3.9. Suppose that s = dim ρ m,n is equal to 1 or a prime number. Then one of the following holds: 1. m = p − 2, n = q − s, and 20) whereas the exponents of (3.13) are given by
2. m = p − 2s, n = q − 1, and
whereas the exponents of (3.13) are given by
These cases coincide exactly when s = 1. In each case, the formula h m,n = 12
obtains.
Proof. From Corollary 3.7 we have two cases (which coincide for s = 1), namely
= s, q − n = 1. Considering the former case first, we have m = p − 2, n = q − s. From Lemma 3.6 we obtain m j = p+1 2 and n j = n+2j−1 2 for 1 ≤ j ≤ s. Substituting this into (3.19) gives (3.20) . In this case we have 25) and setting r j = λ j − hm,n 12 yields (3.21). We next compute the right side of (3.24) and obtain
(2 + 3s − 6j) + 3sq
2 + 2s(s + 1)(2s + 1) 3 + 2pq(s(2 + 3s) − 3s(s + 1)) + 3sq
Comparing this with (3.25) shows that (3.24) holds.
In the second case, we have m = p − 2s, n = q − 1, so from (3.8) we have
for 1 ≤ j ≤ s. Using this in (3.19) now yields (3.22) . In this setting we have
whereas the right side of (3.24) yields in this case
Comparing this to (3.26) shows that (3.24) holds in this case as well.
To summarize, it is now apparent from (3.17) and (3.24) , together with the discussion preceding Proposition 3.9, that the following result holds. as in Proposition 3.9, and suppose that ρ m,n in (3.10) is irreducible of dimension less than four. Then the space V(ρ m,n ) of vector-valued 1-point functions is equal to the space H(ρ m,n ) of holomorphic vector-valued modular forms if and only if 0 ≤ λ j < 1 for 1 ≤ j ≤ s. If λ j ≥ 0 for each j and λ j ≥ 1 for at least one j then V(ρ m,n ) is properly contained in H(ρ m,n ).
We are now properly situated to analyze the low-dimension setting of modular group representations and spaces of 1-point functions arising from Virasoro minimal model intertwining operators, and proceed on a dimension-by-dimension basis as follows.
Dimension one
If the dimension of ρ m,n is one, then the two cases of Proposition 3.9 coincide and we have the VOA V = V (p, q) with p ≥ 3 odd and q ≥ 2 even. From Corollary 3.7 one sees that the relevant V -module in this setting is L m,n = L p−2,q−1 , and both (3.21) and (3.23) imply that ρ(T ) = 1. Thus ρ is the trivial one-dimensional representation of Γ (regardless of p and q) and the associated space V(ρ p−2,q−1 ) of 1-point functions consists of weakly holomorphic modular forms for Γ. The generator (3.11) for V(ρ p−2,q−1 ) has leading exponent
and we note that 0 ≤ λ 1 < 1 if and only if
By Corollary 3.10, we obtain the following result. . Since the determinant of any representation of Γ defines an element of Hom(Γ, C × ), it follows a representation ρ of Γ is irreducible if no subproduct of the eigenvalues of ρ(T ) is a twelfth root of unity. We will make use of this fact in the following subsections.
Dimension two
Suppose now that L m,n is an irreducible V = V (p, q)-module such that (3.10) is twodimensional. In the first case of Proposition 3.9 (and keeping in mind our conventions (3.4)) we find that p ≥ 3 and q ≥ 3 are both odd, and the V -module L p−2,q−2 yields a two-dimensional representation ρ = ρ p−2,q−2 of Γ such that the exponents of (3.13) are
Since neither eigenvalue of (3.13) is a twelfth root of unity, we see that in all cases ρ p−2,q−2 is the same irreducible representation, regardless of p and q, and is in fact [15, Table 3] congruence. The leading exponents of (3.11) are given by
and one may check that 0 ≤ λ 1 , λ 2 < 1 if and only if
In the second case of Proposition 3.9, we have p ≥ 5 odd and q ≥ 2 even, and the Vmodule L p−4,q−1 yields a two-dimensional representation ρ = ρ p−4,q−1 of Γ whose exponents in (3.13) are
It is evident that for all p and q under consideration ρ is irreducible of level 12p, since once again neither eigenvalue of (3.13) is a twelfth root of unity. From this observation and [15] , it follows that for all p > 5 ρ is infinite image (thus noncongruence), whereas for p = 5 we obtain (by varying q) four of the level 60 congruence representations tabulated in [15] . The leading exponents of (2.11) in this case are
and from this it follows that 0 ≤ λ 1 , λ 2 < if and only if
We summarize the above findings in the following theorem.
Theorem 3.12. Suppose that L m,n is an irreducible V (p, q)-module such that the associated representation ρ m,n of Γ is two-dimensional. Then ρ m,n is irreducible and (keeping in mind the conventions (3.4)) one of the following two cases obtains: (i) p, q ≥ 5 are odd and (m, n) = (p − 2, q − 2).
(ii) p ≥ 5 is odd, q ≥ 2 is even, and (m, n) = (p − 4, q − 1). In case (i) ρ m,n is the same congruence representation regardless of p and q, with ρ m,n (T ) = diag e 5 24 , e − 1 24 , and the space V(ρ m,n ) of vector-valued 1-point functions associated to L m,n is equal to the space H(ρ m,n ) of holomorphic vector-valued modular forms for ρ m,n exactly when q p satisfies (3.28). In case (ii) ρ m,n is congruence if and only if p = 5, and V(ρ m,n ) = H(ρ m,n ) exactly when q p satisfies (3.29).
Dimension three
Suppose V = V (p, q) with p ≥ 3 odd and q ≥ 4 even. Then the first case of Proposition 3.9 holds and the action of the V -module L p−2,q−3 yields a three-dimensional representation ρ = ρ p−2,q−3 of the modular group. From (3.21) we obtain
In all that follows below, we assume that L m,n is an irreducible module for a minimal model V (p, q), and ρ = ρ m,n is the representation (3.10) with level N given by (3.33). We denote by (m j , n j ), 1 ≤ j ≤ s = dim ρ m,n the integer pairs appearing in (3.32). Thus if r divides the numerator of r 2 then r divides 12(2m 1 + 1). Since r > 3 this would imply that r divides 2m 1 + 1 = p + 2. But this would imply that r divides 2, an impossibility. Thus in this case we also have that r divides N, and ν r (N) = ν r (p).
Similarly, we have the following result.
Lemma 3.16. Suppose r > 3 is a prime dividing q with n ≤ q − 3. Then ν r (N) = ν r (q).
Proof. Since q − n ≥ 3, n 1 := n+1 2
, n 2 := n 1 + 1, and n 3 := n 1 + 2 each satisfy (3.8). If r does not divide 12n Since r > 3, this shows that r must divide 2n 1 + 1 = n + 2 if r divides the numerator of r 2 . If this does not hold, then again we have ν r (N) = ν r (q), so assume that r divides n + 2 also. Then a similar argument as above shows that r divides the numerator of r 3 if and only if r divides 2n 2 + 1 = n + 4, but this would imply that r divides (n + 4) − (n + 2) = 2, an impossibility since r > 3. This concludes the proof.
These lemmas allow one to deduce in certain cases that ρ m,n is noncongruence, as we now demonstrate. We make no attempt at completeness here, and choose instead to pick off easily obtained consequences of what was just proven. In particular, the primes 2 and 3 (as always in the theory of modular forms) present special difficulties and for this reason have been avoided. More generally, when the level N is a composite number with a large number of primes occurring to high powers it becomes much more tedious to state and prove results analogous to what appears below. For this reason, we restrict ourselves to minimal models V (p, q) where p and q are prime powers. In what follows, we use the ceiling function notation ⌈x⌉, which denotes the smallest integer n such that n ≥ x. and one of α < m, β < n hold.
Proof. From (3.31) it follows that the level N of ρ m,n is a divisor of 48pq, and the current assumptions allow us to conclude from Lemmas 3.15 and 3.16 that both p and q divide N. Both p and q are odd in this setting, and since m and n are odd by convention (3.4), one sees from (3.31) that the numerator of each r j is divisible by 2 but not by 4. Thus 8 divides N as well. One now checks that Theorem 3.14 with p = r a , q = s b and α, β defined as above yields dim ρ m,n ≥ 2 · p − α 2 · q − β 2 = (p − α)(q − β) 2 if ρ m,n is congruence. Since we assume that at least one of m > α, n > β is true, by Corollary 3.7 we have that ρ m,n is noncongruence.
There are two more cases to consider. (i) p ≥ 3 is odd, m = p − 2, and n, b, s, q satisfy the hypotheses of Theorem 3.17 with n > β.
(ii) q ≥ 3 is odd, n = q − 2, and m, a, r, p satisfy the hypotheses of Theorem 3.17 with m > α. Then ρ m,n is noncongruence. Proof. Assume case (i) holds. Since m = p − 2, we have from Corollary 3.7 that dim ρ m,n = (p − m)(q − n) 2 = q − n.
Because m is odd, the proof of Theorem 3.17 shows that 8q divides the level of ρ m,n . Theorem 3.14 now implies that if ρ m,n is congruence then dim ρ m,n ≥ 2 · (q − β) 2 = q − β.
Since we are assuming that n > β, it must be that ρ m,n is noncongruence. The proof of case (ii) follows similarly.
The proof of Corollary 1.1 may now be given. In the notation of Theorem 3.17, we have in this setting that α = β = 1, and the theorem along with Corollary 3.18 covers all the claimed cases.
