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Abstract
The generalized polynomial chaos method is applied to the Buckley-Leverett
equation. We consider a spatially homogeneous domain modeled as a ran-
dom field. The problem is projected onto stochastic basis functions which
yields an extended system of partial differential equations. Analysis and nu-
merical methods leading to reduced computational cost are presented for the
extended system of equations.
The accurate representation of the evolution of a discontinuous stochas-
tic solution over time requires a large number of stochastic basis functions.
Adaptivity of the stochastic basis to reduce computational cost is challenging
in the stochastic Galerkin setting since the change of basis affects the system
matrix itself. To achieve adaptivity without adding overhead by rewriting
the entire system of equations for every grid cell, we devise a basis reduction
method that distinguishes between locally significant and insignificant modes
without changing the actual system matrices.
Results are presented for problems in one and two spatial dimensions, with
varying number of stochastic dimensions. We show how to obtain stochastic
velocity fields from realistic permeability fields and demonstrate the perfor-
mance of the stochastic Galerkin method with local basis reduction. The
system of conservation laws is discretized with a finite volume method and
we demonstrate numerical convergence to the reference solution obtained
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through Monte Carlo sampling.
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1. Introduction
Reliable numerical predictions of reservoir performance depend on the
availability and quality of data describing the heterogeneous reservoir prop-
erties, e.g., permeability and porosity. Data are in general limited in quality
and quantity, resulting in significant uncertainty in petrophysical reservoir
properties. Furthermore, the computational complexity of a realistic reser-
voir model imposes limits on the resolution of the numerical model, resulting
in unresolved subscale phenomena and subsequent uncertainty in effective
parameter properties. Uncertainty due to lack of data and complex physical
correlation on multiple scales can often be be described within a stochas-
tic framework to estimate risk or establish confidence in predictions used to
make decisions in reservoir management. Propagation of input uncertainty
through nonlinear models calls for accurate and robust methods to satis-
factorily quantify the effects on quantities of interest. Forward uncertainty
quantification aims at providing methods to accurately represent and prop-
agate input uncertainty to the flow-performance predictions in a systematic
way.
In the stochastic hydrology community, statistical moment equation meth-
ods have been popular in order to quantify uncertainty in aquifers with an-
alytical, or semi-analytical, methods [1, 2]. The variables and material pa-
rameters are decomposed into mean and fluctuation, or as an infinite series,
and partial differential equations are derived for the moments of contami-
nant concentrations or hydraulic head, for example. Examples of moment
equation methods include [3, 4] where integro-differential formulations for the
moments of the flux function based on measurements were derived and solved
using a finite element method. The perturbation approach in combination
with Karhunen-Loe`ve (KL) decomposition based on the covariance kernel of
the conductivity was investigated in [5]. The closure approximation of the
partial differential equations derived in these methods may be inaccurate [6],
and the resulting expressions are limited to small perturbations, i.e., small
variance of input parameters [7].
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Stochastic analysis of nonlinear two-phase transport - the so-called Buckley-
Leverett problem - based on moment equations in one and two spatial di-
mensions was presented in [8] and [9]. A cumulative density function (CDF)
method for the Buckley-Leverett equations with random total volumetric flux
was introduced in [10]. They derived a partial differential equation (PDE)
for a Heaviside function involving the time dependent stochastic solution,
and the associated CDF was obtained by integration with respect to the
probability measure of the saturation.
The generalized polynomial chaos (gPC) framework introduced in the
seminal work in [11] and extended in [12] allows for representing uncertainty
in PDE solutions as functions of uncertainty in the input parameters. Un-
like the small perturbation assumption frequently made in subsurface flow
[1], the gPC framework imposes no formal constraint on the variance of the
solution. The possible limitations in the framework lie instead in the fact
that small-scale variations may require large numbers of Karhunen-Loe`ve
terms and lead to prohibitive computational cost. Provided that the veloc-
ity field can be accurately represented with a moderately small number of
Karhunen-Loe`ve expansion terms, the KL-gPC framework should prove to be
superior to perturbation based methods. Flow and transport in porous me-
dia have been treated within a polynomial chaos framework previously, but
most efforts and reported success have been achieved for the flow problem,
e.g., data-driven polynomial chaos for flow in CO2 storage [13] and infiltra-
tion problems in hydrology [14]. The log transformed hydraulic conductivity
field was represented by a KL expansion and the hydraulic head obtained
through resepectively Monte Carlo sampling, probabilistic collocation and
the stochastic Galerkin methods in [15]. A similar stochastic flow model was
used in [16], followed by model reduction of the flow field for efficient Monte
Carlo simulation of the transport problem.
In this work, we extend the generalized polynomial chaos and stochastic
Galerkin framework for the Buckley-Leverett equations and present analy-
sis for stochastic fractional flow. The Buckley-Leverett solution is discon-
tinuous, both in the physical and stochastic spaces. Therefore, we use a
localized multiwavelet basis [17] to represent uncertainty instead of the clas-
sical orthogonal polynomials. A multi-element partitioning of the stochastic
space [18] in combination with local wavelet bases on each stochastic ele-
ment was applied to the Buckley-Leverett problem in [19]. The stochastic
multi-elements are mutually independent which allows parallell computation
of the element-wise solutions, subsequently assembled to the global solution
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through a fast post-processing step. The stochastic multi-element method is
computationally efficient and well suited to be combined with the methods
presented in this paper. However, this will not be pursued here since the fo-
cus is somewhat different. Depending on implementation, we have observed
lack of convergence to the true solution and further analysis of the problem
is therefore necessary. Numerical properties related to convergence were in-
vestigated in a single-dimensional setting in [20]. In this paper, the focus is
on the properties of the stochastic Galerkin system, the representation and
resolution of stochastic variables representing the uncertainty, and increasing
the computational efficiency through stochastic basis reduction.
The Buckley-Leverett problem is described by a nonlinear hyperbolic
PDE, and a stochastic formulation based on generalized polynomial chaos
is expected to require a large number of stochastic basis functions for accu-
rate representation. Nevertheless, we believe that it is an attractive alterna-
tive to existing methods for solving hyperbolic stochastic PDEs, especially
when the wave nature of the problem is exploited to obtain local basis re-
duction. Sampling based generalized polynomial chaos methods, such as
stochastic collocation [21] suffer from the curse of dimensionality, and they
become infeasible for large problems due to the prohibitive computational
cost. With the continuous growth of computer power, stochastic Galerkin
methods including the efficient adaptive and parallelized hybrid stochastic
Galerkin solver in [22], have been gaining popularity as a powerful alterna-
tive to sampling based methods.
1.1. Contributions of this Work
In this paper, we provide analysis of the full stochastic Galerkin system
with pre-computed integrals involving stochastic basis functions and prove
that the proposed formulation is hyperbolic. The full stochastic Galerkin
projection results in an extended system of equations, but the benefit is that
there is no need for repeated expensive numerical quadrature during the flux
evaluations. This is quite different from the approach taken in previous work,
e.g. [23, 22], and therefore their hyperbolicity analysis cannot be extended
to this case.
We outline a methodology to obtain saturation statistics from covariance
functions of input parameters using the Karhunen-Loe`ve expansion and the
gPC framework with multiwavelets. Stochastic velocity fields are obtained
for a line-injection problem based on covariance functions for the velocity
components derived in [24]. Karhunen-Loe`ve expansions are also employed
4
to represent a stochastic permeability field that is subsequently used as input
to a numerical pressure solver for a quarter five-spot problem. The velocity
field is obtained via Darcy’s law, and represented as a gPC expansion used
to compute the solution to the Buckley-Leverett problem.
We introduce a new locally reduced-order stochastic Galerkin method
to alleviate the computational cost of high-order gPC representations of the
uncertainties. The local reduction of the order of multiwavelet expansion does
not adversely affect the accuracy of the solution, but reduces the numerical
cost by neglecting multiwavelet modes that are locally insignificant. The
performance of the method is demonstrated for one- and two-dimensional
(in physical space) problems, and for both single and multiple stochastic
dimensions. Depending on the problem setup, the speedup observed is up
to more than an order of magnitude compared to the standard stochastic
Galerkin implementation without local basis reduction or other means of
adaptivity.
1.2. Deterministic Formulation of the Buckley-Leverett Equation
Let S denote the water saturation in a subsurface porous medium, mod-
eled by the Buckley-Leverett equation
φ(x, y)
∂S
∂t
+∇ · (qf(S)) = 0, x, y ∈ D, t ≥ 0, (1)
defined on a spatial domain D, with the scalar flux function f and porosity
φ. The total flux q = (q(x), q(y)) is given by Darcy’s law:
q = −λT (S)∇p,
where p is pressure and λT is the total mobility, defined as
λT = k
(
krw
µw
+
krn
µn
)
.
Here, k denotes absolute permeability, krα (α = w, n) is the relative per-
meability of the wetting (w) and non-wetting (n) phases, respectively, and
µα (α = w, n) denotes the phase viscosity. We invoke the incompressibility
condition
∇ · q = 0. (2)
To provide an input flux q to (1), we solve (2) with a measured, or estimated,
total mobility (conductivity) field as input. In the multiphase case, the total
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mobility takes the role of hydraulic conductivity. Due to limited site-specific
measurements, stochastic models for the input are commonly assumed. The
permeability field is typically unknown due to the infeasibility of including an
exact geologic description. This results in uncertainty in the total mobility.
We rewrite (1) in the form
φ(x, y)
∂S
∂t
+ q(x)
∂f(S)
∂x
+ q(y)
∂f(S)
∂y
= 0, x, y ∈ D, t ≥ 0. (3)
With the relative-permeability functions krw = S
2 and krn = (1 − S)2, the
fractional flow flux function f is given by
f(S) =
krw
µw
krw
µw
+ krn
µn
=
S2
S2 + a(1− S)2 , (4)
where a = µw/µn. For analysis of hyperbolicity of the stochastic formulation,
we will find it useful to express the Buckley-Leverett equation (3) in quasi-
linear form,
φ(x, y)
∂S
∂t
+ q(x)f
′(S)
∂S
∂x
+ q(y)f
′(S)
∂S
∂y
= 0, (5)
where
f ′(S) =
2aS(1− S)
(S2 + a(1− S)2)2 .
2. Representation of Uncertainty
When the covariance function of a random field is known, it is opti-
mally represented in a spectral expansion by the Karhunen-Loe`ve expansion
[25, 26]. The covariance function is often quite difficult to obtain, even for
static input parameters (e.g., permeability), and we are interested in quan-
tifying the uncertainty in output parameters that result from a nonlinear
dynamic process (multiphase transport). For output quantities of interest,
the covariance function is in general not known at all, but we can combine the
Karhunen-Loe`ve framework with multiwavelet expansions to represent input
random fields, e.g., permeabilities. The multiwavelet representation is then
employed in order to propagate the uncertainty to the outputs of interest.
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2.1. Karhunen-Loe`ve Expansion
Consider a vector valued random field g(x, y) in two spatial dimensions
with known matrix-valued covariance function Cg(x,x
′) where x = (x, y).
In the numerical experiments, g will either be equal to the velocity field
u = q/φ, or the total mobility determined by the log-permeability field
log(k) which may be represented as a Gaussian random field [27]. A re-
alistic covariance model for the velocity field must in general be based on
numerical simulation of the pressure distributions. Following [28], the field g
with expectation g can be approximated by the truncated Karhunen-Loe`ve
expansion
g(x, y, ξ) = g(x, y) +
d∑
k=1
√
λkg
KL
k (x, y)ξk, (6)
where ξ = (ξ1, ..., ξd) is a random vector where the entries are uncorrelated
random variables with probability measure P . The generalized eigenpairs
(λk, g
KL
k ) can be determined from the solution of the generalized eigenvalue
problem ∫
D
Cg(x,x
′)gKLk (x
′)dx′ = λkgKLk (x), k ∈ N+. (7)
The accuracy of the truncated KL expansion is determined by the order of
expansion d and the decay of the eigenvalues {λk}. The Karhunen-Loe`ve
expansion is bi-orthogonal, i.e.〈
gKLj (x), g
KL
k (x)
〉
D
≡
∫
D
(
gKLj (x)
)T
gKLk (x)dx = δjk, (8)
〈ξjξk〉Ω ≡
∫
Ω
ξjξkdP = δjk. (9)
The probability distribution of the random variable ξk is defined by
ξk =
1√
λk
〈g − g, gKLk 〉D , k ∈ N+. (10)
In order to exploit the richness of the stochastic representation by accurately
estimating ξk, excessive sampling of (10) would be required. In the following
however, we will assume that we have sufficient information and choose some
probability law for {ξk}. A common assumption on the probability law of
{ξk} is Gaussian distribution. In this case the fact that the random variables
are uncorrelated also implies that they are independent. Note that in general,
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the entries of the vector g are not independent. This will be the case for the
random velocity field in [24] used in Section 5.2.
It is common in subsurface flow to assume the exponential covariance
function, attractive for its analytical expressions for eigenvector-eigenvalue
pairs. For the log-permeability field Y = log(k) on a domain of size Lx×Ly,
we assume the separable exponential covariance function
CY (x,x
′) = σ2Y exp
(
−|x− x
′|
lx
− |y − y
′|
ly
)
,
with correlation lengths lx, ly, variance σ
2
Y and x = (x, y). For this covariance
function, the eigenvalues λk and eigenfunctions g
KL
k in (6) are the ordered
products of the one-dimensional eigenpairs, given by respectively
λk =
4lxlyσ
2
Y
(1 + (ωkxlx)
2)
(
1 + (ωky ly)
2
) ,
and
gKLk (x) =
(lxωkx cos(ωkxx) + sin(ωkxx))
(
lyωky cos(ωkyy) + sin(ωkyy)
)√(
(l2xω
2
kx
+ 1)Lx/2 + lx
) (
(l2yω
2
ky
+ 1)Ly/2 + ly
) ,
where ωkα are the ordered (ωkα < ωkα+1) positive solutions of
(l2αω
2 − 1) sin(ωLα) = 2lαω cos(ωLα), α = x, y.
2.2. Generalized Polynomial Chaos Formulation
Let ξ = (ξ1, . . . , ξd)
T be a vector of random variables parameterizing the
uncertainties of the input fields defined on a space (Ω,F ,P), where Ω is the
set of events, F is the σ-algebra and P is the probability measure. We will
assume that the entries of ξ are independent and identically distributed. In
this work, ξ is identical to the random vector of the KL expansion introduced
in Section 2.1. The inner product of two functionals v(ξ), w(ξ) ∈ L2(Ω,P)
is defined by
〈v(ξ), w(ξ)〉 =
∫
Ω
v(ξ)w(ξ)dP(ξ).
The inner product induces a norm denoted ‖.‖L2(Ω,P).
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For l = 1, . . . , d, let {ψk(ξl)}∞k=0 be a univariate basis of e.g., polynomials
that are orthonormal w.r.t. the measure of ξl, i.e.
〈ψi(ξl), ψj(ξl)〉 = δij, for all l = 1, . . . , d.
We obtain a multi-variate basis {ψk} by the tensor product
ψk(ξ) =
d∏
l=1
ψkl(ξl)
with the multi-index k ∈ Nd0 := {(k1, · · · , kd) : kl ∈ N ∪ {0}}. For practical
calculations, the multi-index k must be truncated in order to generate a finite
cardinality basis. We use a total order p basis defined by the index set
Λp,d =
{
k ∈ Nd0 : ‖k‖1 ≤ p
}
. (11)
The total number of basis functions is then
P =
(p+ d)!
p!d!
.
To facilitate notation, we re-index the stochastic basis functions starting from
1. Any f ∈ L2(Ω,P) can be represented by the generalized polynomial chaos
expansion
f =
∑
k∈Nd0
fkψk(ξ) ≈
∑
k∈Λp,d
fkψk(ξ) =
P∑
k=1
fkψk(ξ), (12)
where the coefficients fk are defined by the projections
fk = 〈f, ψk(ξ)〉 , k ∈ Nd. (13)
Then, in single-index notation∥∥∥∥∥f −
P∑
k=1
fkψk(ξ)
∥∥∥∥∥
L2(Ω,P)
→ 0 as P →∞.
Approximation of the integrals to evaluate the gPC coefficients (13) in
general involves quadrature in multiple dimensions. Tensorization of uni-
variate quadrature rules, e.g. Gauss quadrature, quickly become infeasible
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as the number of stochastic dimensions grows. Sparse quadrature rules offer
a computationally attractive alternative. Smolyak’s rule based on a subset
of weights and points from a range of tensorized quadrature rules [29] is an
important example. Instead of computing the stochastic integrals in every
temporal and spatial grid point, we derive an extended system based on
stochastic projection. Thus, all stochastic integrals are precomputed, and
we are left with solving an extended initial-boundary-value problem.
Some input and output quantities of interest (porosity, saturation) are
restricted to intervals that represent physically meaningful solutions. To
ensure that stochastic variation does not lead to unbounded quantities, we
use stochastic basis functions with bounded support to represent uncertainty.
2.3. Multiwavelet Representation of Stochastic Functions
Wavelet bases obtained from multi-resolution analysis for representation
of stochastic functions were introduced in [17]. Wavelets are localized basis
functions organized in a hierarchy of different resolution levels. Each succes-
sive resolution level represents finer features of the solution. The wavelets
have non-overlapping support within each resolution level, and in this sense
they are localized. Still, the basis is global due to the overlapping support
of wavelets belonging to different resolution levels. The localization of the
basis alleviates the Gibbs phenomenon in the proximity of discontinuities in
the stochastic dimension.
We start by briefly describing the multiwavelet basis in a single dimen-
sion. A more detailed account can be found in [17]. Let VNp be the space of
polynomials of degree at most Np defined on the interval [−1, 1]. The con-
struction of multiwavelets aims at finding a basis of piecewise polynomials
for the orthogonal complement of VNp in the space VNp+1 of polynomials of
degree at most Np + 1. Merging the bases of VNp and that of the orthogonal
complement of VNp in VNp+1, we obtain a piecewise polynomial basis for
VNp+1. Continuing the process of finding orthogonal complements in spaces
of increasing degree of piecewise polynomials, leads to a basis for L2([−1, 1]).
We first introduce a smooth polynomial basis on [−1, 1]. Let {Lei(ξ)}∞i=0
be the set of Legendre polynomials that are defined on [−1, 1] and orthogonal
with respect to the uniform measure. The set {Lei(ξ)}Npi=0 is an orthonormal
basis for VNp .
Following the algorithm in [30], we next introduce a set of mother wavelets{
ψWi (ξ)
}Np
i=0
defined on the domain ξ ∈ [−1, 1]. By construction, the members
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of the set {ψWi (ξ)}Npi=0 are orthogonal to all polynomials of order at most
Np, hence the wavelets are orthogonal to the set {Lei(ξ)}Npi=0 of Legendre
polynomials. Based on translations and dilations of the mother wavelets, we
get the wavelet family
ψWi,j,k(ξ) = 2
j/2ψWi (2
jξ − k), i = 0, ..., Np, j = 0, 1, ..., k = 0, ..., 2j−1.
We can now define the multiwavelet basis {ψm}∞m=0 as follows. Let ψm(ξ)
for m = 0, ..., Np be the set of Legendre polynomials up to order Np, and
concatenate the indices i, j, k into m = (Np + 1)(2
j + k − 1) + i so that
ψm(ξ) ≡ ψWi,j,k(ξ) for m > Np. With the multiwavelet basis {ψm(ξ)}∞m=0 we
can represent any random variable u(x, t, ξ) with finite variance as
u(x, t, ξ) =
∞∑
m=0
um(x, t)ψm(ξ),
which is in the form (12) with the global polynomials replaced by piecewise
polynomials. In the computations, we truncate the wavelet series both in
terms of the piecewise polynomial order Np and the resolution level Nr. We
retain P = (Np + 1)2
Nr terms of the multiwavelet expansion. In multiple
dimensions, we use a total order basis within each resolution level, i.e. a
total of P = (p+ d)!2Nr/(p!d!) basis functions.
The truncated wavelet basis is characterized by the piecewise polynomial
order Np and the number of resolution levels Nr. As special cases of the
wavelet basis, we obtain the Legendre polynomial basis for Nr = 0 (i = j =
0), and the Haar wavelet basis of piecewise constant functions for Np = 0.
Since the Legendre polynomials are a subset of the multiwavelets, we will
henceforth use the term multiwavelets (MW) to denote all the sets of basis
functions in this paper.
3. Stochastic Galerkin Formulation
Inserting the MW expansions of S and u = q/φ into (3) and truncating
to a finite order P , we arrive at
P∑
j=1
∂Sj(x, t)
∂t
ψj(ξ) +
(
P∑
i=1
uiψi(ξ)
)
· ∇f
(
P∑
j=1
Sj(x, t)ψj(ξ)
)
= 0 (14)
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Multiplying (14) by ψk(ξ), rearranging and integrating w.r.t. the measure P
and using the orthogonality of the stochastic basis, we get
∂Sk(x, t)
∂t
+
〈(
P∑
i=1
uiψi
)
· ∇f
(
P∑
j=1
Sjψj
)
ψk
〉
= 0, for k = 1, . . . , P,
(15)
where 〈.〉 denotes the expectation operator w.r.t. ξ. For completeness of the
presentation and for comparison with the analysis later in this paper, we next
reproduce the analysis of hyperbolicity for the Buckley-Leverett problem that
was previously presented for related but different problems in [23, 22].
Proposition 1. The stochastic Galerkin formulation (15) of any order P ∈
N+0 is hyperbolic.
Proof. The semi-linear form of (15) in matrix form can be written
∂SP
∂t
+ Jx(S
P )
∂SP
∂x
+ Jy(S
P )
∂SP
∂y
= 0,
where SP = (S1, . . . , SP )
T , and the Jacobian matrices are
[Jx(S
P )]kj =
〈(
P∑
i=1
v
(x)
i ψi
)
f ′
(
P∑
j′=1
Sj′ψj′
)
ψjψk
〉
, (16)
[Jy(S
P )]kj =
〈(
P∑
i=1
v
(y)
i ψi
)
f ′
(
P∑
j′=1
Sj′ψj′
)
ψjψk
〉
. (17)
It follows from (16) and (17) that Jx and Jy are both symmetric. Thus, for
any real constants c1, c2, the matrix c1Jx + c2Jy is also symmetric and has
an eigenvector decomposition with real eigenvalues. It follows that (15) is
hyperbolic for any P ∈ N+0 .
3.1. Pseudo-spectral Flux Approximation
A numerical method for the stochastic Galerkin Buckley-Leverett problem
requires the approximation of stochastic integrals over nonlinear functions
of SP (i.e., the matrices Jx(S
P ) and Jy(S
P ) defined in (16) and (17)) at
each spatial point and at each time step. Likewise, in order to evaluate the
stochastic Galerkin flux function numerically, we also need to compute
fPk = 〈f(S)ψk〉 , (18)
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where
f(S) ≈
(∑P
i=1 Siψi
)(∑P
k=1 Skψk
)
(∑P
l=1 Slψl
)(∑P
m=1 Smψm
)
+ a
(
1−∑Pl=1 Slψl)(1−∑Pm=1 Smψm) .
In the remainder of this Section, we will only treat the x-dimension in the
analysis, since the results for the y-dimension are analogous. Repeated calcu-
lations of (18) are costly due to the stochastic integrals over rational expres-
sions of the basis functions. Even though direct evaluation of these integrals
through, say, a low-order quadrature rule may indeed be feasible to perform
online, we would ideally like to avoid online numerical quadrature for the
stochastic Galerkin system. To alleviate the computational cost, we intro-
duce an approximation based on repeated application of the pseudo-spectral
approximation [31]. The idea behind the pseudo-spectral approximation is
to replace complex and costly stochastic integrals with a series of less com-
plex and less costly stochastic integrals that can be pre-computed and used
throughout the simulation. It will be practical to express algebraic operations
on MW representations of stochastic variables as sequences of matrix-vector
multiplications. For any functions a(ξ), b(ξ) of order P of MW approxima-
tions in vector form, aP , bP ∈ RP , we define the matrices A(.) and B(., .),
[A(aP )]jk ≡
P∑
i=1
〈ψiψjψk〉 ai, j, k = 1, . . . , P. (19)
[B(aP , bP )]jk ≡
P∑
h=1
P∑
i=1
〈ψhψiψjψk〉ahbi, j, k = 1, . . . , P. (20)
for inner triple and inner quadruple products of basis functions, respectively.
For the computation of the MW coefficients of the product p(ξ) of two
stochastic functions a(ξ) and b(ξ), we have
pk =
P∑
i=1
P∑
j=1
〈ψiψjψk〉aibj,
or, in matrix-vector notation,
pP = A(aP )bP .
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To compute the MW coefficients of the stochastic product of three functions,
d(ξ) = a(ξ)b(ξ)c(ξ),
we get, by projection onto the first P basis functions,
dk =
P∑
h=1
P∑
i=1
P∑
j=1
〈ψhψiψjψk〉ahbicj, k = 1, ..., P.
Equivalently, this product can be written in matrix-vector notation, where
the vector of MW coefficients dP = (d1, . . . , dP )
T are given by,
dP = B(aP , bP )cP .
Using the matrix notation introduced above, the stochastic Galerkin flux
function for the Buckley-Leverett problem is defined by the vector of MW
coefficients fP that satisfies the linear system[
B(SP ,SP ) + aB(e1 − SP , e1 − SP )
]
fP = B(SP ,SP )uP . (21)
Note that the proof of hyperbolicity of Proposition 1 does not hold for the
stochastic Galerkin flux (21) based on evaluation of precomputed stochastic
inner products. Next, we will present proof of hyperbolicity applicable to
this problem flux formulation.
Proposition 2. Let B(SP ,SP ) + aB(e1 −SP , e1 −SP ) be positive definite
and let P be any order of MW approximation. Then the stochastic Galerkin
formulation with the flux (21) is hyperbolic.
Proof. By the chain rule, for k = 1, . . . , P ,
∂fP
∂Sk
= −2 [B(SP ,SP ) + aB(e1 − SP , e1 − SP )]−1
× [B(SP , ek)− aB(e1 − SP , ek)] [B(SP ,SP ) + aB(e1 − SP , e1 − SP )]−1
×B(SP ,SP )uP+2 [B(SP ,SP ) + aB(e1 − SP , e1 − SP )]−1B(SP ,uP )ek.
(22)
Let wP =
[
B(SP ,SP ) + aB(e1 − SP , e1 − SP )
]−1
B(SP ,SP ). Then
∂fP
∂SP
= 2
[
B(SP ,SP ) + aB(e1 − SP , e1 − SP )
]−1
× [B(a(e1 − SP )− SP ,wP ) +B(SP ,uP )] . (23)
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Thus, the flux Jacobian ∂fP/∂SP is a product of two symmetric matrices,
M1 = 2
[
B(SP ,SP ) + aB(e1 − SP , e1 − SP )
]−1
,
M2 =
[
B(a(e1 − SP )− SP ,wP ) +B(SP ,uP )
]
.
By assumption, M1 is positive definite (since its inverse is positive definite),
and there exists an invertible and symmetric square root matrix, denoted
G1/2, that satisfies G1/2G1/2 = M1. Now, ∂f
P/∂SP = G1/2G1/2M2 is
similar to the symmetric matrix G−1/2G1/2G1/2M2G1/2 = G1/2M2G1/2.
Since ∂fP/∂SP is similar to a diagonalizable matrix with real eigenvalues,
∂fP/∂SP is also diagonalizable with real eigenvalues, hence the flux formu-
lation (21) is hyperbolic.
The evaluation of the matrix B through fourth-order tensors is relatively
costly, especially in a setting where the number of stochastic dimensions is
large. Alternatively, one may instead compute products of three functions
by successively computing the MW coefficients of products of two stochastic
functions, i.e. introducing the approximation
B(aP , bP )cP ≈ A(pP )cP where pP = A(aP )bP .
The successive application of the matrix A(.) instead of B(., .) is computa-
tionally efficient but introduces a stochastic aliasing error.
As an alternative to (21), we may compute the vector of flux MW coeffi-
cients fP by solving the linear system[
A(SP )SP + aA(e1 − SP )(e1 − SP )
]
fP = A(SP )SP (24)
The approximation (24) is based on successive application of pairwise pseudo-
spectral products in order to avoid computation of stochastic inner products
of higher order. The flux function (24) is a suitable approximation if the
error is negligible in comparison with (18).
4. Numerical Methods
4.1. Reduced-order Stochastic Galerkin Method
Due to discontinuities and other sharp features, an accurate representa-
tion of a hyperbolic PDE solution in general requires high-order MW expan-
sion. For solutions of ODEs, at a given time certain parts of the stochastic
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domain more significantly affects the solution than other regions of the do-
main. A temporally evolving adaptive stochastic basis might be an efficient
alternative for these problems [17]. For a fixed point in physical space, we
can expect similar behavior of a hyperbolic PDE solution: certain regions of
stochastic space need a finer basis for accurate representation than others.
However, for a different spatial location, a different region of stochastic space
will significantly impact the solution features. We can localize the stochastic
basis in space and time, but we must maintain coupling since the solution
at any spatial point will be affected by any given MW mode at some point
in time. This makes adaptive methods for MW solutions of PDEs difficult.
In particular, for stochastic Galerkin methods it is non-trivial to adaptively
modify the stochastic basis by modifying the large system matrices involved.
As an example, if one wants to compute the flux between two spatially adja-
cent grid points that are represented by different basis functions, one needs
to complement both bases with the missing functions from the adjacent grid
points to be able to propagate the flux. After that, one needs to perform ba-
sis reduction to maintain adaptivity of the bases, otherwise nothing is gained
in computational cost by localizing the basis functions.
To avoid the cumbersome procedure described above, we devise an adap-
tive stochastic Galerkin method in the following way. The set of all admissible
stochastic basis functions is determined and the inner products correspond-
ing to the matrices A and B in (19) and (20) are computed and stored. For
any given point (xj, tn) in space and time, the computed solution vector S
P
may have negligible entries that can be ignored in the flux evaluation. More
generally, assuming that we want to perform a pseudospectral multiplication
involving three MW vectors aP , bP , and cP , we first determine their local
representations by only retaining the MW coefficients that are significant,
i.e., greater in absolute value than some prescribed small threshold value .
We identify the index set Ja = {j : |aj| > } and set Pa = |Ja|. Similarly,
reduced basis index sets for all MW expansions involved are identified at a
cost that is linear in the order of MW expansion. The vectors aP , bP , and cP
are thus replaced by aPa , bPb , and cPc where Pa, Pb, Pc ≤ P . At a reduced
cost, we may now approximate the matrices A and B,
[A(aP )]jk ≈ [A˜(aPa)]jk ≡
∑
i∈Ja
〈ψiψjψk〉 ai, j, k = 1, . . . , P,
[B(aP , bP )]jk ≈ [B˜(aPa , bPb)]jk ≡
∑
h∈Ja,i∈Jb
〈ψhψiψjψk〉 ahbi, j, k = 1, . . . , P.
16
The matrices A˜(aPa) and B˜(aPa) are of the same size P × P as A(aP )
and B(aP , bP ), but they are formed using fewer floating-points operations.
These matrices are used to compute stochastic products via the matrix-vector
products
A(aP )bP ≈ A˜(aPa)bP , (25)
B(aP , bP )cP ≈ B˜(aPa , bPb)cP . (26)
Further cost reduction in the evaluations of (25)-(26) is possible by using the
sparsity in bP in (25) and the sparsity in cP in (26). In (25), non-zero columns
of A˜(aPa) that are multiplied with almost-zero entries of bP have negligible
contribution to the matrix-vector product and can be omitted without loss
of accuracy. Similarly, column vectors of B˜(aPa , bPb) that are multiplied by
almost-zero entries of cP in (26) can also be omitted. This is achieved by
introducing reduced-size matrices
A˜(aPa)bP ≈ Aˆ(aPa , Pb)bPb , (27)
B˜(aPa , bPb)cP ≈ Bˆ(aPa , bPb , Pc)cPc , (28)
where Aˆ(aPa , Pb) ∈ RP×Pb and Bˆ(aPa , bPb , Pc) ∈ RP×Pc . The construction
of the reduced-cost matrix-vector products is systematic and efficient since
it only involves a direct (linear) search of the vectors aP , bP , and cP to find
the index sets Ja, Jb, and Jc. There is no need to search the matrices for
negligible elements. It is possible to improve on the cost of searching the
vectors for significant MW entries by exploiting the hierarchical structures
of wavelets. If the search is performed from coarse levels to fine levels of
stochastic partitioning and a wavelet is found to have insignificant impact,
then one may terminate the procedure since the descendants of that wavelet
will also be negligible. This strategy is of particular interest in stochastic
representations with a large number of wavelet levels but will not be further
considered in this work.
Note that due to the space-time localization of hyperbolic problems (trav-
eling waves), by setting a very small threshold  the approximation is es-
sentially exact, but we nevertheless obtain a substantial cost reduction by
avoiding costly operations that have almost zero contribution. This strat-
egy is pursued in the numerical experiments and no reduction in accuracy is
observed - only in computational time - by using the locally reduced-order
basis.
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4.2. Discretization of the Stochastic Galerkin System
The reduced-order stochastic Galerkin method can be implemented with
any numerical method that can capture the highly discontinuous solution of
the extended nonlinear system of hyperbolic PDEs. We use a Riemann solver
with the HLL (after Harten, Lax and van Leer) flux introduced in [32] and
further developed by [33]. The HLL solver relies on estimates of the fastest
velocities, σL and σR, i.e. the estimated minimum and maximum eigenvalues
of the Jacobian JP = ∂fP/∂SP of the flux. Kurganov et al. presented a
class of central-upwind schemes where their second-order accurate polyno-
mial reconstruction is very similar to the HLL flux [34]. The numerical flux
function we use can thus also be labeled a central-upwind flux.
At the interface between the cells j and j + 1 in a single dimension, the
vector valued HLL flux is defined by
Fj+ 1
2
=

fP
(
SL
j+ 1
2
)
if σL ≥ 0
σRf
P
(
SL
j+12
)
−σLfP
(
SR
j+12
)
+σLσR
(
SR
j+12
−SL
j+12
)
σR−σL if σL < 0 < σR
fP
(
SR
j+ 1
2
)
if SR ≤ 0
,
(29)
where SL
j+ 1
2
and SR
j+ 1
2
denote flux-limited left and right states, respectively.
In the numerical experiments, we use the the minmod limiter since more
diffusive flux limiters might lead to failure in resolving composite waves for
non-convex flux functions [35]. In general, obtaining accurate eigenvalue
estimates may be computationally costly. Note that in the deterministic
case, we expect f ′(S) ≥ 0, and the scheme becomes an upwind scheme, since
this implies σL ≥ 0. However, this is not necessarily the case in the stochastic
Galerkin setting.
The generalization to two dimensions coincides with the dimension-by-
dimension application of the one-dimensional flux function. It should be
noted, however, that the derivation of the scheme is genuinely multi-dimensional.
It has been proven to satisfy a discrete maximum principle subject to a time-
step restriction in two dimensions together with the minmod flux limiter [34].
This is an important property due to the fact that in many cases dimension-
by-dimension treatment of the flux limiters lead to spurious oscillations of
the solution [36] and we do indeed encounter them when the discrete max-
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imum principle in [34] is not fulfilled. The time-step restriction due to the
discrete maximum principle is more strict than the CFL (Courant-Friedrichs-
Lewy) condition that is necessary but not sufficient to ensure stability for the
Runge-Kutta method used for the time integration.
5. Numerical Results
5.1. Single Spatial Dimension and Stochastic Velocity
To study numerical convergence, we first present an example in one spatial
dimension and a single stochastic variable. Let the velocity u be spatially
constant (consistent with the incompressibility assumption) and uniformly
distributed, u ∈ U [umin, umax], umin = 0.8, umax = 1.2, and consider a Rie-
mann problem with S = 1 for x ≤ 0, S = 0 for x > 0. Since u is random,
S is also random. However, the randomness in u does not affect the value
S∗ of the water saturation at the shock. Therefore, the shock location of the
stochastic problem can be found by analysis of the characteristics,
xshock = x0 + u(ξ)f
′(S∗)t,
where x0 = 0 is the initial location of the discontinuity. Since the velocity
u is restricted to a finite interval, we expect shocks of the realizations of
the solution to be confined to the interval [uminf
′(S∗)t, umaxf ′(S∗)t]. The
stochastic Galerkin approximation of the original stochastic problem should
reflect this fact. Figure 1 depicts the mean value for different orders of piece-
wise constant wavelets, P = 4 (left), P = 8 (middle) and P = 16 (right).
The multiple discontinuities are located within the interval [0.022, 0.033] cor-
responding to the spread of the shocks of the original problem, as seen in
Figure 2.
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(c) P = 16
Figure 1: Mean value of S at t = 0.025, 300 spatial points, a = 2. The black curve is the
reference Monte Carlo solution.
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for different orders of MW expansion (P ).
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Figure 2: Mean value and standard deviation of S at t = 0.025, 300 spatial points, a = 2.
Piecewise linear wavelets. Also shown is the reference Monte Carlo solution (black).
The numerical convergence in comparison to a Monte Carlo reference
solution of the single-dimensional case was investigated for various values of
the viscosity ratio in [20]. It was found that multiwavelets with relatively low-
order piecewise polynomial were appropriate to represent the solution. The
piecewise linear and quadratic wavelets employed in the numerical results
below do not exhibit the oscillations around discontinuities observed when
using higher order polynomial representation. Such oscillations are important
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to avoid since they may lead to unphysical solution values (e.g. negative
saturation) and breakdown of the numerical method.
The MW approximation deteriorates over time due to the growth of the
higher order MW coefficients which makes the stochastic truncation error
more severe with time [37]. An interesting phenomenon related to this fact
has been noted in the numerical results. If the stochastic truncation error
grows sufficiently large, the lower-order MW coefficients grow in unexpected
ways. This is shown in Figure 3 (a) where a P = 6 (Np = 2, Nr = 1) order
wavelet basis has been used. The HLL solver yields a mean solution that is
not monotone and therefore evidently a poor approximation. For comparison,
the solution using the more diffusive Lax-Friedrichs flux with minmod flux
limiters yields a monotone solution and might appear as a better choice in this
case. However, this flux function can never capture the true solution unless
the mesh is excessively fine. In contrast, if the order of wavelet refinement is
increased as in Figure 3 (b) where a P = 24 (Np = 2, Nr = 3) order basis is
used, the HLL solver performs well and captures the statistics of the solution.
In addition, with a MW basis with sufficient piecewise polynomial order, the
discontinuities seen in Figure 2 are no longer visible in Figure 3 (b). We will
therefore use the HLL solver in the rest of the manuscript and make sure
that the stochastic basis employed is rich enough not to result in unphysical
solutions similar to those shown in Figure 3 (a).
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(b) Np = 3.
Figure 3: The mean and standard deviation (std) of the sauration at time 0.05 for different
stochastic bases and for the HLL and Lax-Friedrichs (LF) flux, respectively.
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The system size grows linearly in the MW expansion order P and for prac-
tical applications it is essential to alleviate the computational cost. Figure 4
depicts the simulation times as a function of the order of MW expansion.
Piecewise linear and piecewise quadratic wavelets are used as basis functions
and we compare the solution of the full system with the adaptive reduced-
order model described in Section 4.1. For large P , the gain in computational
cost is more than an order of magnitude.
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(a) Np = 2.
10 20 30 40 50
103
104
105
P 
Simulation time (s) 
 
 
Np=3, Std
Np=3, Red
(b) Np = 3.
Figure 4: Simulation times for the standard full-order (Std) and the reduced-order (Red)
stochastic Galerkin formulations as a function of the total order of MW representation.
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Figure 5: Schematic representation of the setup of the two dimensional test problems.
The uniform mean flow domain has horizontal no-flow boundaries and vertical Dirichlet
boundaries (left). The quarter five-spot problem has no-flow boundaries on all four sides,
but a source (of water) at (0, 0) and a sink at (1, 1).
5.2. Two Spatial Dimensions: Line injection
Consider uniform-in-the-mean flow aligned with the x-direction and in-
jection along the line (x, y) = (0, y), 0.25 ≤ y ≤ 0.75. The setup is depicted
in Figure 5 (left). For the velocity field, we use the 2D velocity covariance
functions derived in [24] from a log-normal conductivity field. They are sta-
tistically homogeneous, i.e. C(x,x′) = C˜(r1, r2) with r1 = x′−x, r2 = y′−y.
For reference, the covariance matrix entries are plotted in Figure 6. The
color scales of the entries are different for visibility. The covariance function
for the velocity is based on a first order perturbation approximation and was
found to be valid for log-transmissivity variances σ2Y ≤ 1. Note that this puts
a restriction on the validity of the input statistics for this test case, but the
stochastic transport solver iteself is not subject to this variance restriction.
We believe that the velocity model is sufficiently accurate to demonstrate
the representation properties of the KL-MW framework. Thus, for evalua-
tion of the method, we assume that the covariance model represents the true
velocity statistics. The velocity field in [24] is multi-variate Gaussian but
we assume that it has a symmetric truncated multi-Gaussian distribution,
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i.e. the shape of the probability density function is essentially Gaussian but
bounded to an interval that covers 99.7% of the total probability.
(a) Cux,ux . (b) Cuy,uy . (c) Cux,uy .
Figure 6: Covariance matrix entries for the velocity field.
The solution of the generalized eigenvalue problem (7) is in general com-
putationally expensive and calls for sophisticated methods [38]. However, for
this case of stationary covariance, we found that it was sufficient (in terms
of speed and accuracy) to discretize (7) with Simpson’s rule, despite the lack
of smoothness at r = 0.
Consistently with Rubin, we assume no-flow conditions on the horizontal
boundaries (x, 0) and (x, 1) and constant pressure gradient on the boundaries
(0, y) and (1, y). For the transport problem, we impose deterministic injec-
tion S = 1 at x = 0 along the line y ∈ (0.25, 0.75). This condition is enforced
weakly through a penalty term which is dependent on the stochastic horizon-
tal velocity ux. It is worthwhile to note that the treatment of this boundary
condition is essential since the stochastic fluctuation of the transverse velocity
uy would otherwise impact S at x = 0 over time. The stochastic fluctuation
in uy leads to transport in the y-direction at the injection boundary.
24
(a) t = 0.5, multiwavelets. (b) t = 0.5, Monte Carlo.
(c) t = 1, multiwavelets. (d) t = 1, Monte Carlo.
Figure 7: Line injection. Mean value of the saturation, t = 0.25, 0.5.
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(a) t = 0.25, multiwavelets. (b) t = 0.25, Monte Carlo.
(c) t = 0.5, multiwavelets. (d) t = 0.5, Monte Carlo.
Figure 8: Line injection. Standard deviation of the saturation, t = 0.25, 0.5.
Numerical results are shown in Figure 7 for the mean value and in Figure 8
for the standard deviation of the saturation. The velocity field is obtained
from a permeability field of 4 random dimensions. A total-order basis of up to
second-order Legendre polynomials was used for the multiwavelet saturation.
The multiwavelet solution is compared to a Monte Carlo solution based on
1000 samples. This is a relatively small number, but adding more samples
had a negligible effect on the Monte Carlo solution of this problem. The
Monte Carlo samples are generated with a deterministic finite volume solver
with the flux (29). We use the minmod flux limiter which leads to the correct
Kruzhkov entropy solution as observed in [35].
The uncertainties in both velocity components lead to uncertainty in the
location of the saturation front. To resolve the variance in the y-direction,
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a relatively fine mesh was required compared to the x-direction (my = 80,
and mx = 40 grid cells, respectively). The MW solution requires finer res-
olution than any Monte Carlo sample solution due to small-scale variability
in the higher order MW coefficients. The relative similarities of the Monte
Carlo and MW solutions in Figures 7 and 8 indicate that the spatial mesh is
sufficiently fine and that the retained order of MW is sufficient.
5.3. Two Spatial Dimensions: Quarter Five-spot Problem
We next consider a random velocity field where the mean field is defined
by the quarter five-spot problem, i.e. streamlines originating from the lower
left corner (0, 0) and ending at the upper right corner (1, 1) of the domain.
No-flow is imposed over the domain boundaries. The setup is shown in
Figure 5 (right). To obtain statistics for the saturation of the quarter five-
spot problem, the multiwavelet representation of the total seepage velocity
is determined in a preprocessing step. We represent the permeability field
using the truncated KL expansion (6) based on the assumption of a lognormal
random field and an exponential covariance function. For all spatial grid cells,
the permeability field is evaluated at stochastic quadrature points and used as
input to an algebraic multi-grid pressure solver [39]. Assuming unit porosity,
the MW coefficients of the total velocity or flux field are then approximated
by numerical quadrature,
(q(x))k(x) =
∫
q(x) (x, ξ)ψk(ξ)dP(ξ) ≈
Nq∑
j=1
q(x)
(
x, ξ(j)
)
ψk(ξ
(j))wj,
where {ξ(j)}Nqj=1 and {wj}Nqj=1 is the set of quadrature points and weights
of a Nq-point quadrature rule. Note that the weights are accounting for
the probability density function of the parameterization vector ξ. We use
the tensorized Gauss-Legendre quadrature rule in the Parameterized Matrix
Package1.
Numerical results for the statistics of the saturation are shown in Figures 9
and 10, for t = 0.5, t = 1, and t = 2, respectively. The spatial mesh
consists of 50 by 50 spatial cells and an order P = 15 MW expansion is
used for the saturation (total-order basis in two stochastic dimensions and
up to fourth order polynomial reconstruction). The uncertain velocity field
1 Copyright 2009-2010, Paul G. Constantine and David F. Gleich.
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results in uncertain location of the front which is where the variance attains
its maximum. An effect of the uncertainty in the saturation front is that
the mean solution appears more smeared than any single realization of the
saturation field. The slight smearing observed in the numerical results is thus
a stochastic effect rather than a feature of the numerical method. The MW
solution captures the mean and standard deviation. The difference from
the reference Monte Carlo solution is most clearly visible in the standard
deviation for large times. The numerical error is attributed to the truncation
error of the MW expansion. In order to decrease the error, the order of MW
expansion should be increased together with spatial mesh refinement since
high-order MW modes vary on a shorter scale than low-order MW modes.
28
(a) t = 0.5, multiwavelets. (b) t = 0.5, Monte Carlo.
(c) t = 1, multiwavelets. (d) t = 1, Monte Carlo.
(e) t = 2, multiwavelets. (f) t = 2, Monte Carlo.
Figure 9: Quarter-five-spot problem. Mean value of the saturation, t = 0.5, 1, 2.
29
(a) t = 0.5, multiwavelets. (b) t = 0.5, Monte Carlo.
(c) t = 1, multiwavelets. (d) t = 1, Monte Carlo.
(e) t = 2, multiwavelets. (f) t = 2, Monte Carlo.
Figure 10: Quarter-five-spot problem. Standard deviation of the saturation, t = 0.5, 1, 2.
The locally reduced-order method is compared in terms of computational
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time to the standard stochastic Galerkin formulation by varying the order P
of MW expansion. The input velocity is obtained from a spatially varying
permeability field with lognormal distribution and a KL expansion with 4
stochastic dimensions. The field is represented by multiwavelets that are not
the optimal representation of this input uncertainty. An optimal represen-
tation (in the sense of minimum number of nonzero MW coefficients), i.e.,
basis functions tailored for this velocity field, would admit a more sparse
representation and thus allow greater speedup of the locally reduced-order
method. As can be inferred from the results displayed in Figure 11, there is
still a factor 6 speedup for large P .
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Figure 11: Simulation times for the standard full-order (Std) and the reduced-order (Red)
stochastic Galerkin formulations as a function of the order of MW expansion.
6. Conclusions
We have shown that the fully intrusive stochastic Galerkin formulation of
the Buckley-Leverett equation is hyperbolic independently of the order of the
MW expansion. The approximate problem thus retains important qualita-
tive features of the original stochastic formulation, e.g. wave propagation of
the initial saturation and the emergence of a discontinuous solution in finite
time. This analysis motivated the choice of a shock-capturing finite volume
solver with a local reduction of the order of MW expansion for computa-
tional efficiency. For the orders of MW investigated, the numerical solution
converges to the reference solution generated by Monte Carlo sampling.
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The numerical solver performs well for the stochastic Galerkin formula-
tion of the Buckley-Leverett problem with the pseudo-spectral flux approx-
imation and multiwavelet representation of the uncertainty. For sufficient
spatial resolution, the numerical solutions display multiple discontinuities
depending on the order P of stochastic truncation. In large-scale problems
with multiple sources of uncertainty, discontinuities may not be visible due
to lack of resolution and smoothing effects from stochastic averaging. Never-
theless, only a robust numerical scheme with shock-capturing properties can
produce a solution that converges with mesh refinement.
Two spatially two-dimensional problems have been investigated: a line-
injection problem and a quarter five-spot problem. For the line injection
problem, we have shown how to incorporate analytically derived correlation
functions in the MW framework. For the quarter five-spot problem, the
MW representation of the input velocity field was obtained from a lognormal
permeability field with an algebraic multigrid solver. The multiple discon-
tinuities are not resolved due to the high order of MW in either problem,
but the resolution is still sufficient for good agreement with the Monte Carlo
reference solutions.
We have demonstrated substantial speedup for a locally reduced-order
basis stochastic Galerkin method, as compared to the standard implemen-
tation of the stochastic Galerkin method with global basis functions. The
rationale for the method presented here is that solutions of hyperbolic sys-
tems consist of waves and thus are localized in space and time. At a given
point in space and time, only a subset of all waves contribute significantly to
the solution. The method presented is adaptive in the sense that it identifies
locally significant waves and use only them in the numerical flux computa-
tions. An attractive feature of the method is that no apriori information
about the solution is assumed. All stochastic modes are updated and this
ensures that temporarily insignificant modes are accounted for as soon as
they grow above a given threshold. The method is expected to be efficient
also for other problems described by wave propagation, e.g., computational
fluid dynamics. This will be investigated in more detail elsewhere.
Future work also includes evaluation of the presented local basis reduction
method on stochastic permeability fields conditioned on measurements. The
adaptivity in the complexity of the stochastic representation should have a
significant impact on the total computational cost since the optimal stochas-
tic representation is expected to be highly localized in a spatially heteroge-
neous field.
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