A transferable force field for the PbSe-CdSe solid system using the partially charged rigid ion model has been successfully developed and was used to study the cation exchange in PbSe-CdSe heteronanocrystals [A. O. Yalcin et al., "Atomic resolution monitoring of cation exchange in CdSe-PbSe heteronanocrystals during epitaxial solid-solid-vapor growth," Nano Lett. 14, 3661-3667 (2014)]. In this work, we extend this force field by including another two important binary semiconductors, PbS and CdS, and provide detailed information on the validation of this force field. The parameterization combines Bader charge analysis, empirical fitting, and ab initio energy surface fitting. When compared with experimental data and density functional theory calculations, it is shown that a wide range of physical properties of bulk PbS, PbSe, CdS, CdSe, and their mixed phases can be accurately reproduced using this force field. The choice of functional forms and parameterization strategy is demonstrated to be rational and effective. This transferable force field can be used in various studies on II-VI and IV-VI semiconductor materials consisting of CdS, CdSe, PbS, and PbSe. Here, we demonstrate the applicability of the force field model by molecular dynamics simulations whereby transformations are initiated by cation exchange. C 2014 AIP Publishing LLC. [http://dx
I. INTRODUCTION
Transition metal monochalcogenides with the formula ME (M is a transition metal, E = S, Se, or Te) are key materials in the development of nanoscience and nanotechnology. [1] [2] [3] [4] Within this class of materials, cadmium chalcogenides (CdE) and lead chalcogenides (PbE) are abundantly used because of their intriguing physical properties. CdE are wide-bandgap II-VI semiconductors with four-fold coordinated wurtzite (WZ) or zinc blende (ZB) crystalline structures. 5 CdE nanostructures show quantum confinement so that the effective band gap depends on the crystalline size. 6 PbE belong to IV-VI semiconductors forming a six-fold rocksalt (RS) crystalline structure, 7 which are important thermoelectric materials with a low thermal conductivity and high thermoelectric figures of merit. 8, 9 CdE and PbE nanocrystals (NCs) can be synthesized in diverse morphologies, e.g., spheres, cubes, rods, tetrahedrons, truncated octahedron, and hexagonal disks.
1,10-15 These NCs can also be used as seeds in the seed growth (SG) process to obtain heteronanocrystals (HNCs) such as core-shell and core-multishell structures, tetrapods and octapods, and nanodumbbells. [16] [17] [18] [19] Recently, oriented attachment (OA) 20 and ion exchange (IE) 21, 22 have been shown to be very powerful tools in the synthesis and design of nanostructures. In OA, NCs are used as building blocks and are assembled in different a) Electronic mail: t.j.h.vlugt@tudelft.nl patterns depending on the preferred attachments of particular facets. 20, 23 In the IE process, either the cations or anions in a nanostructure are partially or completely replaced by a substitutional ion from a solution or vapor. 21, 22 OA and IE can be independently used [24] [25] [26] [27] [28] [29] [30] [31] or combined 32 to synthesize nanostructures such as nanowires, nanorod couples, dimers, thin films, and 2-D superlattices. They are promising techniques in the design and application of nanomaterials and nanodevices.
To theoretically study bulk crystalline materials, first principles density functional theory (DFT) calculations using three-dimensional periodic boundary conditions provide reliable and accurate results within affordable computational requirements. 30, [33] [34] [35] [36] [37] [38] However, to simulate NCs containing more than a few thousands of atoms, DFT calculations are no longer possible because of the huge computational demands. Instead, classical molecular simulations techniques such as molecular dynamics (MD) or Monte Carlo (MC) using classical force fields are more commonly used to deal with large systems. 30, [39] [40] [41] Deriving accurate force fields using appropriate functional forms is an essential prerequisite for performing reliable and accurate classical MD and MC simulations.
There is limited number of force field models developed for cadmium chalcogenides. Wright and Gale 42 proposed a transferable shell model (SM) for both ZnS and CdS. The SM has a long history of success in modeling ionic materials. 43 In such a model, an ion is presented by a massive and positively charged core and a massless and negatively charged shell, and a "spring" is used to connect the core and shell, thus the SM is able to describe ionic polarizability. The SM developed by Wright and Gale 42 is able to accurately reproduce several physical properties for ZnS but has a poor performance for CdS. Moreover, there are three limitations in this SM: (1) most transition metal chalcogenides are partially ionic and partially covalent, 44 but full integer charges, ±2 e were still used in this model. The use of integer charges in force fields of ionic solid materials helps their transferability and enables modelling of the energy and local structure of defects in the materials. [45] [46] [47] [48] However, there is also evidence that force fields developed for ionic solids using partial charges 33, 39, 49 have superior performance to those using integer charges 42, 50, 51 for reproducing physical properties such as lattice parameters, elastic constants, and phase stabilities; (2) Three-body and four-body interatomic interaction potentials were used in this SM to stabilize the tetrahedrally coordinated structure of CdS and ZnS. Three-body interatomic interaction potentials are often used to describe the directional feature of the covalent bonds. However the presently used functional forms of these angle dependent potentials 42, 52 are often pointed to the materials' stable phases with a particular bond angle (e.g., 104.7
• for tetrahedral coordination structures), thus the stabilities for other structures with different bond angles (e.g., 90
• and 180
• for octahedral coordination structures) are significantly underestimated. (3) One third of the total atoms are extra "shell" atoms which decreases the computational efficiency. Other interaction models which do not include charges and attempt to incorporate Coulomb interactions into effective two-body or many-body interactions. Two examples thereof are a transferable Stillinger-Weber (SW) potential developed for the Zn-Cd-Hg-S-Se-Te system 52 and a analytical bond order potential (ABOP) for Cd-Zn-Te systems. 53 These potentials cover several elements and can accurately reproduce the lattice parameters, elastic properties, and cohesive energies for II-VI binary compounds in the four-fold WZ or ZB structures. However, both the SW potential 52 and the ABOP 53 models failed to accurately reproduce the relative stabilities between the six-fold RS phase and the four-fold WZ and ZB phases. Therefore, the description of the pressure-induced ZB-to-RS or WZ-to-RS phase transitions in II-VI binary compounds using these potential models could be questionable. A simple but effective partially charged rigid ion model (PCRIM) 54 was first used to develop a pair potential for CdSe by Rabani, 55 and the model was extended to CdS and ZnS by Grünwald et al. 39 In this model, effective charges of ±1.18 e were set for cations and anions, and Lennard-Jones (LJ) potentials were used to describe the short-range interactions (this model will be referred as the LJ model below). 39, 55 Unlike the SM, SW potentials, and the ABOP model mentioned above 42, 52, 53 which are only valid to describe the four-fold WZ and ZB phases, this LJ model captured the energy features for three phases, WZ, ZB, and RS. 39, 55 Therefore, it has been frequently used in simulation studies of phase transitions. 40, [56] [57] [58] One minor flaw in this LJ model is that the parameterization was overconstrained: both the cation-cation and anion-anion shortrange interatomic interactions were included and the remaining parameters in the cross terms (cation-anion, S-Se, and Zn-Cd short-range interatomic interactions) were obtained by the Lorentz-Berthelot mixing rules. Using too many constrains in the fitting procedures decreases the degrees of the freedom, thus may lead to less accurate results. For example, the calculated bulk moduli of CdS and CdSe by this LJ model were smaller than the experimental data, and physical properties of ZnSe cannot be accurately described by this LJ model. 39 There are even fewer force fields published for lead chalcogenides. Schapotschnikow et al. 59 derived a pair potential model for PbSe within the same LJ model approach and used it in the atomistic simulations of the morphological transformations and fusion of PbSe NCs. In this LJ model for PbSe, the effective charges for Pb and Se ions are ±1.29 e, and the parameters that describe the Se-Se short-range interactions in PbSe are very different from that in the LJ model for CdSe. 55 Therefore, to describe the PbSe-CdSe ternary system, this PbSe LJ model 59 cannot be easily combined with the CdSe LJ model. 55 The PCRIM has also been applied to develop force fields for PbTe. 34, 60 To our best knowledge, no force field has yet been published for PbS.
When deriving force fields for ionic solid materials, it is important to note the following: (1) for half-ionic-halfcovalent materials, the use of partial (effective) charges has a considerable advantage over using full integer charges. 33 (2) Although three-body and many-body interactions may exist in the systems, including them in a force field model should be applied with caution. In many cases, force fields consisting of only pair potentials can already describe a wide range of polymorphs for materials with considerably good accuracy, 33, 39, 55, 59 but those including many-body potentials can often be applied to fewer phases. 34 ,42,52 (3) Force fields developed by following a conventional fitting procedure whereby the training sets merely include available experimental data cannot satisfy the increasing needs of high accuracy and wide utilizable range. 61 (Training sets are the sets of data used to fit the potential to, in contrast to the validation sets that are not included in the fit, and which serve to test the performance of the force field.) DFT and ab-initio-MD data are commonly included in the training sets to develop "nearly prefect" force fields to describe not only crystal structures, elastic, and vibration properties but also properties of high-pressure, metastable, liquid, and gas phases, and of different surfaces and interfaces. 33, 34, 47, 53, 59 On the other hand, a classical force field can never be prefect and one should be aware of the limitations of a force field.
Very recently, we have developed a transferable PCRIM for the PbSe-CdSe ternary system and used it in a MD study of cation exchange in PbSe-CdSe HNCs. 30 In this model, the values of the effective charges were determined by a Bader analysis. 62 The short-range interatomic interaction potentials were parameterized to reproduce the lattice parameters, elastic properties, and relative stability for CdSe and PbSe polymorphs. In particular, we included the relative stabilities of stable WZ and ZB, high-pressure RS and CsCl, and metastable honeycomb (HC) phases from DFT calculations in the training set to ensure an accurate description of the possible structural transitions. 30 In this work, we extend the transferable force field to cover the CdS-CdSe-PbS-PbSe systems, four binary compounds, and their mixed phases. DFT calculations for the four II-VI and IV-VI binary compounds and a board range of validation tests for the force field are also provided in detail.
The paper is structured as follows. In Sec. II, we introduce the methods used in the DFT calculations, fitting procedures, and MD simulations. Different crystal structures of CdX (X = S or Se) and PbX crystals are also introduced in this section. In Sec. III, the lattice parameters, elastic properties, relative stability, transition pressures, and phonon dispersion relations of MX bulk materials are calculated by this force field and are compared to the values calculated by other force fields, the DFT calculations, and the experimental data. In Sec. IV, we use the transferable force field to calculate several physical properties of four ternary mixed phases. Different behavior is found between the MS x Se 1−x and Cd x Pb 1−x X systems while changing the fraction x. In Sec. V, to test the suitability of this force field for simulating the behaviors of nanostructures, we calculate the surface energy of several different non-polar surfaces of WZ-CdX and RS-PbX and compare them with DFT calculations. In Sec. VI, we summarize the results.
II. METHODS

A. Density functional theory calculations
First principles DFT calculations were employed to calculate the crystal structures and relative stabilities of CdS, CdSe, PbS, and PbSe polymorphs and their mixed phases, as well as the surface energies for several different non-polar surfaces in WZ-CdX and RS-PbX. For each material, calculations were performed for five polymorphs: WZ, RS, ZB, HC, and CsCl (Figures 1(a)-1(e) ). By a full structural optimization, WZPbX will automatically transfer into a five-fold HC structure, which indicates that the WZ phase is unstable for PbS and PbSe. A Bader charge analysis 62 was carried out to determine the effective charges on the atoms for each polymorph. For the details of these DFT calculations, we refer to our previous works. 30, 33 The results of the Bader charges of the cations are listed in Table I . Differences between the Bader charges of different materials and different structures are small. These similar Bader charges enable us to develop a transferable force field with a uniform absolute value of effective charge for all four materials. The effective charges were fixed at ±0.8 e for all cations and anions as in our previous work. 30 To provide DFT data of the mixed phases for the fitting procedure, four quasi-mixed phases (QMPs) were constructed by replacing half of the total anions in a unit cell (S and Se) with the other type (Se or S). Thus the formulas of these QMPs are Cd 2 SSe and Pb 2 SSe. Due to the relatively small unit cell used, rather than being randomly distributed, the two different anions are arranged in alternate layers in the QMPs when 3-D periodic boundary conditions applied. We labeled these QMPs as WZ', RS', ZB', and HC' to correlate them with their original crystal structures and also to mark the reduced symmetry of these QMPs with a prime symbol. Schematic representations of these QMPs are shown in Figures 1(f)-1(i) together with their space groups. Note that because of the reduced symmetry in these QMPs, the internal coordinations in these QMPs may differ from those in their correlated crystal structures, and for ZB' and RS', lattice parameter a is not necessarily equal to c. Full structural optimization were carried out for WZ'-, ZB'-, and RS'-Cd 2 SSe and HC'-, ZB'-, and RS'-Pb 2 SSe. The basic set-up of DFT calculations for each QMP is the same as that for its correlated crystal structure.
B. Fitting methodology
The functional format of the interaction potentials for CdS and PbS were kept the same as those for CdSe and PbSe. 30 It only contains Coulomb interactions and short-range two-body interactions
The first term describes the long-range Coulomb interactions. The second and the third terms are the Buckingham potential that describes the repulsive and dipole-dipole interactions. A, ρ, and C 6 are parameters to be obtained by fitting. The shortrange cation-cation interactions (the Buckingham potential) are ignored. Both a conventional and relaxed fitting procedure 61 were used to obtain the parameters. Empirical fitting based on experimental data and relaxed ab-initio energy surface fitting 30, 33 based on DFT data were combined to obtain all parameters. All 18 parameters in the Buckingham potentials were relaxed simultaneously and obtained by fitting to the experimental data, including the lattice parameters and elastic constants of RS-PbX, WZ-, and ZB-CdX measured at room temperature, as well as the DFT data, including the lattice parameters and relative stabilities of RS-, ZB-, CsCl-, and HC-PbX and WZ-, ZB-, RS-, and HC-CdX. For DFT-GGA calculations are generally known to systemically show larger lattice parameters in comparison to experimental data. The lattice parameters obtained by our DFT-GGA calculations were normalized by rescaling their volumes. 30, 33 All calculations in the fitting procedures were carried out by GULP. 63 A cut-off radius of 12 Å was set for the short-range Buckingham potentials. The Ewald summation method 64, 65 was used to calculate the electrostatic interactions. Further details about the fitting procedures can be found elsewhere. 30 To complete the parameter set, the parameters of the shortrange S-Se Buckingham potential are also required. These parameters were obtained by fitting the DFT data of the lattice TABLE II. The complete set of parameters of the transferable force field for CdS, CdSe, PbS, PbSe, and their mixed phases (see Eq. (1)). Parameters A, ρ, and C are in eV, Å, and eV·Å 6 , respectively. The short-range interactions between cations are ignored. The effective ion charges q are ±0.8 e.
Interaction
A ρ C parameters, internal coordinations, and relative stabilities of the QMPs (WZ'-, ZB'-, and RS'-Cd 2 SSe; and RS'-, ZB'-, and HC'-Pb 2 SSe). The lattice parameters of the QMPs from the DFT-GGA calculations were also rescaled 30, 33 for fitting. During fitting, all previously determined parameters remained unchanged, only the three parameters A, ρ, and C 6 in the S-Se Buckingham potential were relaxed. The complete parameter set of the transferable force field for CdS-CdSe-PbS-PbSe system is listed in Table II .
C. Molecular dynamics simulations
MD simulations were used to compute several properties of the CdX and PbX and their mixed phase at finite temperatures. For bulk materials, periodic matrices containing about 4000 atoms were constructed for WZ-and ZB-CdX and RSPbX based on the experimental lattice parameters. In the MD simulations, the equations of motion were integrated using the velocity Verlet algorithm with a time step of 1 fs. At T = 300 K and p = 0 GPa, each MD simulation of 0.5 ns was performed in the isobaric-isothermal (N pT) ensemble. The first 0.1 ns was used for equilibration whereby the velocities were rescaled to the target temperature. This MD time is long enough to equilibrate the systems. The temperature and the pressure were controlled by a standard Nosé-Hoover thermostat and barostat. 66 
III. PHYSICAL PROPERTIES OF CdS, CdSe, PbS, AND PbSe BINARY COMPOUNDS
We first test our transferable force field by reproducing the geometrical structures and elastic properties of CdX and PbX. For the lattice parameters, we considered five structures (WZ, ZB, RS, HC, and CsCl) for CdX and four structures (RS, ZB, HC, and CsCl) for PbX. For the elastic constants and bulk moduli, we only considered the most stable phases for CdX (WZ and ZB) and PbX (RS). Reliable experimental data are only partially available for the lattice parameters, elastic constants, and bulk moduli of these binary compounds in their stable and high-pressure phases. Lattice parameters for the other phases can only be compared with DFT calculations. In addition, MD simulations were performed for the stable phases for each material to obtain the lattice parameters at finite temperature (300 K). The results are listed in Tables III and IV for lattice parameters and elastic properties, respectively, together with available experimental data, DFT calculations, and the results calculated using the LJ models. 39, 55, 59 It should be clarified that most of these physical properties were used in the fitting procedure as training sets, therefore our potential set was expected to accurately reproduce these properties. As is shown in Tables III and IV, this new force field is able to accurately reproduce all properties concerned for all four binary compounds. Compared to other models, 39, 55, 59 our force field model shows equivalent or higher accuracy when reproducing lattice parameters and elastic properties. Note that we repeated the calculations using the previous LJ models for CdS, 39 CdSe, 55 and PbSe. 59 The results were slightly different from the original values reported. 39, 55, 59 The cohesive energy, defined as the energy required for separating a solid or liquid into isolated free atoms, is often used to describe the energy features of condensed materials and to compare the energies of a material between different phases. Cohesive energies of solids can be either measured by experiments or calculated by DFT. The cohesive energies of WZ-CdX and RS-PbX calculated by DFT-GGA are listed in no available experimental data for comparison. These DFTcalculated cohesive energy values were not included in the training set for fitting, because the PCRIM was chosen to describe the interatomic interactions whereby the ions remain charged while being pulled apart from each other. 33 Therefore, force field models with fixed charges are only applicable to calculating lattice energies (the energy required for separating a solid into a gas of its ions). The lattice energies calculated with the present force field are −6.320, −6.027, −6.034, and −6.079 eV/f.u for WZ-CdS, WZ-CdSe, RS-PbS, and RS-PbSe, respectively. For a more detail discussion on the difference between the lattice energy and the cohesive energy, the reader is referred to Refs. 33 and 45.
Compared to reproducing the absolute energies (cohesive energy or lattice energy), accurately reproducing the relative stability (energies) of different phases of a material is more important for a force field to accurately simulate solid-solid phase transitions. 33 The relative stability of polymorphs was included in the training set, thus assuring accuracy in describing the related solid-solid phase transitions. 33 The calculated relative stabilities are also listed in Table V, in comparison with the data calculated with the LJ models 39, 55, 59 and by DFT-GGA. According to our DFT-GGA results, CdS and CdSe have very similar relations of the phase stabilities. The order of their polymorphic stabilities is E WZ ∼ E ZB < E HC < E RS < E CsCl .
Here, E can either be the opposite number of cohesive energy or the total energy. Note that our DFT-GGA calculations predicted a higher stability of the HC phase than the RS phase for CdSe at zero temperature and zero pressure conditions, in contrast to previous DFT calculations whereby the local density approximation (LDA) was used. 35 In general, both of our new transferable PCRIM and the previous LJ model 39, 55 can correctly reproduce the order of the stabilities for CdX. We first discuss the relative stabilities of the WZ, HC, and RS phases, which are involved in the extensively studied pressure-induced WZ-to-RS phase transition. These results are in good agreement with the recently reported experimental measurements of the transition pressures for CdS (3.0 ∼ 4.3 GPa) 67 and CdSe (3.0 ∼ 4.8 GPa). 68 The LJ model 39, 55 for CdS and CdSe shows smaller values of ∆E RS−WZ and ∆E HC−WZ compared to our force field model and DFT-GGA calculations, thus yielding slightly lower transition pressures. 39 Both the present model and the LJ model 39, 55 show similar ratios of ∆E HC−WZ /∆E RS−WZ ∼ 0.5 which is smaller than the DFT results of ∼0.7. This deviation may contribute to a slightly biased preference of the HC phase as an intermediate phase in the route of the WZ-to-RS phase transition when applying these models. 56, 57, 74 To the best of our knowledge, the classical force field model presented in this work provides the most accurate description of the pressure-induced WZ-to-RS phase transition for CdS and CdSe.
Another issue is the relative stability of the WZ and ZB structures in CdX. In II-VI group semiconductors, some materials form the WZ structure in nature (e.g., ZnO, CdS, and CdSe) and some form the ZB structure (e.g., CdTe, ZnS, ZnSe, and ZnTe). The relative stability of WZ and ZB is similar (energy difference less than a few meV/atom), especially for CdS and CdSe which have almost the same stability or energy of the WZ and ZB polymorphs at zero temperature zero pressure conditions based on DFT calculations. Calculated using a force field for tetrahedrally coordinated materials that only contain Coulomb interactions and two-body potentials, the WZ phase is always more stable than the ZB phase. 33, 39, 47, 55, 75 This is naturally true for ZnO, 33, 47 but not for other II-VI semiconductors. To correct this issue, three-body and even four-body interactions were proposed to be added in force field models for CdS and ZnS. 42, 76 This restricts the utilizable range of the force field to only the four-fold WZ or ZB structures. The functions used for the three-body interactions resulted into a unique preferred bond angle of 109.5
• , which led to an artificially low stability of other non-tetrahedrally coordinated phases (e.g., the six-fold RS phase). The same problem also exists in the SW potential, 52 which yields exactly equal stability for WZ and ZB but significantly underestimated the relative stability of the high-pressure RS phase (∆E SW−CdS RS−WZ = 1576 meV/f.u. and ∆E SW−CdSe RS−WZ = 1168 meV/f.u.). Calculated using our new force field model, the relative stabilities of ZB with respect to WZ are 15 and 13 meV/f.u. for CdS and CdSe, respectively, while those calculated by the LJ model 39, 55 are 30 and 27 meV/f.u. for CdS and CdSe, respectively. Both numbers are higher than that computed from DFT (∆E CdS ZB−WZ = 2 meV/f.u. and ∆E CdSe ZB−WZ = −2 meV/f.u.). This deviation in our force field or the LJ model 39, 55 can be neglected since the energy differences are less than the thermal energy, k B T.
The pressure-induced RS-to-CsCl phase transitions in PbX is more complicated: several intermediate states may coexist and the mechanism is still under debate. 69, 77, 78 For PbX, we mainly focus on the phase stability of RS, CsCl, ZB, and HC which are the stable phase, the high-pressure phase, and two metastable phases at negative pressure, respectively. The relative energy of the CsCl, ZB, and HC phases with respect to the stable RS phase for PbX calculated by DFT is in range of 0.3 ∼ 0.5 eV/f.u.. Both our new potential set for PbX and the LJ model for PbSe is able to reproduce the stability of the polymorphs with reasonably good agreement with the DFT results. The calculated RS-to-CsCl transition pressures for PbS and PbSe (Figure 2 ) are 14.5 and 15.6 GPa, respectively, which are in line with experimental measurements of 21.5 and 16 GPa for PbS and PbSe, respectively. 69 We further test our transferable force field by reproducing the phonon dispersion relations of WZ-, ZB-CdX, and RSPbX. These vibration properties were not used in the fitting procedures. Figures 3(a)-3(d) show the calculated phonon dispersion relations for WZ-CdS, WZ-CdSe, ZB-CdS, and ZB-CdSe, respectively. The paths in reciprocal space were chose as Γ → A for the WZ phase and Γ → L for the ZB phase. For WZ-CdX, the calculated phonon dispersion curves are in excellent agreement with the inelastic neutron scattering data 79, 83 and DFT computations. 79, 80 For ZB-CdX, there are no experimental data available for comparison. Only DFTcalculated phonon dispersion relations 81 and a few frequencies at the high symmetrical points estimated from the WZCdX measurements 5 can be used for comparison. In general, the phonon dispersion relations calculated for ZB-CdX using this force field are in agreement with the DFT calculations. Figures 3(e) and 3(f) show the calculated phonon dispersion curves in the direction of Γ → L for RS-PbS and RS-PbSe, respectively. Unlike the CdX, the calculated phonon curves for PbX deviate from the experimental data 84 and DFT calculations, 82 especially for the optical modes. Accurately reproducing the phonon dispersions for lead chalcogenides is extremely difficult for the existing classical force fields. For example, the phonon dispersions of RS-PbSe are also calculated by the LJ model for PbSe 59 (red dotted lines in Figure 3(f) ). Neither the present force field nor the LJ model 59 is able to accurately reproduce the optical branch of phonons in PbSe. The same issue is also present for the force fields developed of PbTe. 34, 60 In the fitting procedures, we also attempted to include the frequencies of the optical modes at the Γ point to the training set within this pair potential model to improve the description of the phonon relations. No significantly improved result was found. We suspect that only using two-body interactions is insufficient to accurately describe the vibrations of the atoms in lead chalcogenides.
IV. PHYSICAL PROPERTIES OF MIXED PHASES
So far, we have demonstrated that the new transferable force field is able to accurately reproduce several physical properties of CdS, CdSe, PbS, and PbSe binary compounds.
We expect that this transferable force field will also describe well mixed phases of these four binary compounds. We emphasize that three assumptions were made for the transferability in this model: (1) the same absolute value of the effective charge was used for all ions; (2) short-range interatomic interactions between cations were ignored; (3) the same parameters of short-range interatomic interactions between anions were used for different materials. The parameters for the cross term (short-range S-Se interaction) were obtained by fitting to DFTcalculated lattice parameters and stabilities of different QMPs. If these assumptions are reasonable, we should be able to use this force field to compute some basic physical properties of the mixed phases that are in agreement with the experimental and DFT data. 39 the Lorentz-Berthelot mixing rules were used to obtain the parameters for all cross terms. Since the DFT data were used in the training set to obtain the parameters of the cross terms, our force field is able to more accurately reproduce the DFT results in comparison to the LJ model. 39 In the general case, the cations or anions in mixed phases are more randomly distributed than in the QMPs in our DFT calculations. The chalcogenides with the same cation have the same crystal structure and similar lattice parameters. Therefore, their mixed phase forms continuous solid solution within a wide temperature range. 85, 86 MD simulations were used to reproduce the lattice parameters of WZ-CdS 1−x Se x and RSPbS 1−x Se x with different values of x from 0 to1. In the MD simulations, the WZ-CdS and RS-PbS matrixes were used as the initial configurations, and in each MD simulation 1/16 of the total number of S were randomly selected and replaced with Se. Thus the rate at which the ions were exchanged was approximately 30 anions per 500 ps. As expected, WZCdS 1−x Se x and RS-PbS 1−x Se x mixed phases formed solid solutions within the range of x from 0 to 1. (local) structural distortion was found in the simulations. Figure 4 shows the relative lattice parameters of WZ-CdS 1−x Se x and RS-PbS 1−x Se x as function of x, which are in good agreement with experimental results. 85, 86 In contradiction to the chalcogenides with the same cations, those with the same anions but different cations have different crystal structures. A six-fold ↔ four-fold phase transition should be observed in WZ-Pb x Cd 1−x X (x: 0 → 1) and RS-Pb x Cd 1−x X (x: 1 → 0) with increased/decreased fraction of Pb. This two-way phase transitions are difficult to be directly observed in bulk materials but have been observed in heteronanostructures that were initiated by cation exchange. 30, 32 For this type of mixed phases, no additional parameter is needed for the force field. The transferability of the force field for describing the interatomic interactions between Cd and Pb is based on the assumption that the interatomic interactions between cations are only Coulomb interactions. We first compare the zero-temperature results by lattice statics simulations to available DFT data. 30 In the lattice statics simulations, 3×3×2 (72 atoms) and 2 × 2 × 2 (64 atoms) superlattices were constructed for WZ-CdSe and RS-PbSe as initial configurations, respectively. For each simulation, 4 randomly selected cations (either Cd in WZ-CdSe or Pb in RS-PbSe) were replaced by the other type of cations and a full geometrical relaxation was preformed for the superlattice. A simulation continued until all cations in a superlattice were replaced by the other type. Therefore, the lattice energies of the WZ-or RS-Pb x Cd 1−x Se mixed phases with different fractions of x can be obtained. At zero temperature and zero pressure conditions, the Gibbs Free energy equals the lattice energy, G = E. Therefore, the relative energy difference for a particular fraction of Pb can be calculated as Figure 5 . The values calculated by the force field are in reasonable agreement with the available DFT data. 30 Both calculations predict an automatic WZ-to-HC structural transition in WZ-Pb x Cd 1−x Se with increasing fraction of Pb. This structural transition only took place when x → 1 according to DFT calculations, but is found to be a gradual transition in the range of x = 0.6 ∼ 1 using the force field. The calculated relative energy differences at 0 K are all positive indicating a complete phase separation of PbSe and CdSe.
To reproduce the concentration-induced six-fold ↔ fourfold phase transition in the Pb x Cd 1−x X mixed phases, four independent MD simulations were carried out: WZ-Pb x Cd 1−x X with x = 0 → 1 and RS-Pb x Cd 1−x X with x = 1 → 0. The method mentioned earlier in the text was used to replace cations. The rate at which the ions were exchanged was also kept at ∼30 cations per 500 ps. This exchange rate is larger than in experiments 30 (typically a few minutes for a complete cation exchange of a 20 nm-sized NC), but it is slow enough to observe phase transitions in the MD simulations. Apparently, using this artificial cation exchange, the MD simulations by no means are able to reveal the mechanisms of the real cation exchange phenomenon. We here only show the occurrences, possible routes, and mechanisms of these phase transitions initiated by cation exchange. We used a relatively high temperature (T = 500 K) for these MD simulations. The DFT computations of the relative stability of the ternary systems at zero temperature and a rough estimation considering the configurational entropy indicated that at relatively low temperatures (T ≤ 300 K), a mixed phase is thermodynamically not favored over phase separation. A relatively high temperature is required to enable the Pb x Cd 1−x X ternary systems to form mixed phases. A high temperature also provides the activation energy to cross energy barriers and therefore the phase transitions can be easily detected within a relatively short MD simulation time. Figure 6 shows typical snapshots of the four MD simulations at the transition concentrations. A WZ-to-RS phase transition ( Figure 6(a) ) was found as expected in the WZ-Pb x Cd 1−x S system at x = 1/2, but, unexpectedly, the WZ-Pb x Cd 1−x Se was trapped in a metastable HC phase ( Figure 6 (b) from x = 3/8 ∼ 1). We feel that a higher temperature or a longer simulation time may enable the Pb x Cd 1−x Se (x ≥ 0.5) mixed phase to leap from the metastable HC phase to the stable RS phase, since such transformation involves activated nucleation events. 57 Surprisingly, the MD simulations starting from RS-Pb x Cd 1−x S and RS-Pb x Cd 1−x Se (x: 1 → 0) also yielded different results. The RS-Pb x Cd 1−x Se mixed phase transform to the WZ structure at x = 3/4 ( Figure 6(c) ), while the RS-Pb x Cd 1−x S mixed phase transform to the ZB structures from x=1/2 (Figure 6(d) ). However, both results are acceptable since the WZ and ZB phases for CdX have very similar stabilities and the transition routes are expected to be highly sensitive to the temperature, the initial configuration, nucleation energies, energy barriers to transform from one phase to another, the rate at which the cations are exchanged, etc. Very recently, it was reported that both the RS-to-ZB and partially RS-to-WZ transitions are found by a cation exchange (Pb → Cd) process in RS-PbSe 2D-superlattices.
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V. SURFACE ENERGY CALCULATIONS
Using this force field, the surface energies of several different non-polar surfaces of WZ-CdX and RS-PbX were calculated and were compared with the results calculated by the LJ models 39, 55, 59 and by DFT. For the WZ-CdX, the {1010} and {1120} surfaces were considered while for RSPbX, the {100} and {110} surfaces were considered. These non-polar surfaces are the most important surfaces for WZCdX and RS-PbX having the lowest surface energies. Polar surfaces as WZ-±{0001} and RS-±{111} are also important, but the stabilizing mechanisms are complicated and can differ between different materials or between different terminated atoms (i.e., cation-terminated, anion-terminated, or reconstructed polar surfaces).
33,38,87-89 Surface energies of those polar surfaces calculated by DFT and by classical force fields are normally of the same order of magnitude. 33, 40 However, DFT and classical force fields in general use very different schemes to calculate polar surfaces, 33 thus the comparison between them is difficult and less meaningful. Therefore, we omit the calculations and discussions of the polar surfaces. For the details about the DFT and classical computations of surface energy, we refer to our previous work. 33 Table VII shows the calculated surface energies by the present PCRIM, the LJ models, 39, 55, 59 and DFT for CdX and PbX, respectively. We expect that the materials with the same cations have similar surface properties, since they have the same structures and the very similar physical properties. However, the DFT results for CdSe reported by Manna et al. 88 and Csik et al. 90 are very different from those for CdS reported by Barnard et al. 87 The former are almost two times larger than the latter. The authors from the last paper suggested that the difference may be due to the different schemes used in the DFT calculations and/or the different materials studied. We performed the DFT-GGA calculations for both CdS and CdSe. It turns out that our results for CdS are similar to those reported in Ref. 87 and the values for CdSe are slightly smaller than those for CdS. In our DFT calculations, we used the same basic settings with considerably high accuracy for all materials, which indicates that the surface properties for CdS and CdSe are indeed similar and these significant differences from former DFT calculations are likely due to the different computational methods used. Similarity is also found between the surfaces of PbS 89 and PbSe. 38 The surface energies for CdX and PbX calculated by our force field are in reasonable agreement with our DFT calculations. The calculated surface energies of the {001} facet of PbX (∼0.29 J/m 2 ) are slightly higher than the DFT results (∼0.18 J/m 2 ). For WZ-CdX, the two most stable surfaces, {1010} and {1120}, have very similar surface energies, which dominate the morphologies of the WZ-CdX nanostructures (e.g., WZ-CdX NCs normally form spheres and rods). For RS-PbX, the {100} facet has the lowest surface energy, thus PbX NCs easily form cubes or truncated cubes.
VI. CONCLUSIONS
We have significantly extended our previously published transferable force field for the CdSe-PbSe systems 30 to the CdS-CdSe-PbS-PbSe systems. This partially charged rigid ion model contains only two-body interatomic interactions and 22 parameters. This new force field has simple functional forms but equivalent or better descriptions of several physical properties of CdX and PbX in comparison to other models. The physical properties of CdX and PbX including the crystalline structures, elastic constants, bulk moduli, relative stability, transition pressures, phonon dispersion relations, and the surface energy can be described by this force field with considerably high accuracy. This force field is also able to describe the MS x Se 1−x and Cd x Pb 1−x X ternary systems. The former forms continuous solid solutions while concentration-induced fourfold (WZ or ZB) ↔ six-fold (RS) transitions were found in the latter by changing the fraction of the cations. We also summarize the shortcomings for this force field: (1) according to our DFT-GGA calculations, the stability of the HC phase is slightly overestimated and that of the ZB phase is slightly underestimated for CdX. (2) Due to the simplification of this PCRIM, several physical properties cannot be accurately reproduced for CdX and/or PbX, including the cohesive energies and melting points for CdX and PbX, and the phonons in RS-PbX. The melting points of WZ-CdS, WZ-CdSe, RS-PbS, and RS-PbSe assessed by direct heating MD simulations 33 are 1137, 1088, 1665, and 1608 K, respectively. The experimentally measured melting points 5, 7 are 1748, 1512, 1383, and 1353 K for WZCdS, WZ-CdSe, RS-PbS, and RS-PbSe, respectively. Note that the force field was not tuned to reproduce experimental melting points. (3) The calculated surface energies of the {100} facet of PbX are slightly higher than the DFT results. The charge transfer on the polar surfaces of the CdX and PbX cannot be described by the rigid ion model.
A classical force field can never perfectly describe the quantum world. However, using suitable functional forms with careful parameterization, a derived classical force field with simple functional forms can capture many essential physical and chemical properties of materials and is useful in the atomistic simulations for large systems (e.g., nanostructures). Many unsolved problems or burgeoning research in material science such as solid-solid phase transitions, the seeded growth mechanism, oriented attachment, and cation exchange of NCs are expected to be studied in depth at atomic level with the aid of classical molecular simulations, which are of interest for the further development of functional chalcogenide nanostructures. 
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