Abstract: Licas (lightweight internet-based communication for autonomic services) is a distributed framework for building service-based systems. The framework provides a p2p server and more intelligent processing of information through its AI algorithms. Distributed com munication includes XML-RPC, REST, HTTP and Web Services. It has matured a lot over the last few years to provide a robust platform for building different types of system, where Microservices, SOA or IoT would be possible. The system is also mobile-compatible with Android. This paper focuses in particular on the autonomic setup and how it might be used. A novel linking mechanism has been described previously [5] that can be used to dynamically link sources and this can also be included as part of the autonomic framework.
DCS
24 January 2017 2 Autonomic monitoring of services in a network could be a valuable asset in today's internet environment, where the interactions can be more open and complex, leading to potentially more serious types of fault that do not immediately declare themselves to the administrator.
This paper describes the current set of autonomic components and how they might be used.
There are different types of functionality. Firstly, there is the MAPE (monitor-analyse-planexecute) control loop that autonomic managers use. This is typically configured by a policy script. Secondly, there is an autonomic engine that can dynamically execute a process script, to invoke methods on services and evaluate the results. This script is based on a subset of BPEL (BPEL4WS [17] ) with a few new types, specifically to add variable instances to the script.
Note that you can use most of licas without worrying about its autonomic features, as the core package is only a framework without specific implementations. You can simply write services in Java code and run them, making use of the distributed framework. Including autonomous behaviours then requires additional programming. The advantage of licas is the fact that if you wish to write autonomic/autonomous services, then the control loops are already in place, making it easier to add the implementation-specific code. Most other systems do not offer this sort of framework and so you can create an autonomous system with a minimal amount of effort.
The rest of the paper is organised as follows: section 2 gives a review of the licas system's architecture. Section 3 describes some related work in the area of autonomous distributed systems. Section 4 describes the autonomic and agent-based features, while section 5 describes the Autonomic Manager in more detail and the related BPEL-style script execution process. Section 6 gives an update on the query testing and section 7 uses the same linking mechanism for fault monitoring. Section 8 gives some conclusions to the work.
Licas System Architecture Review
The licas framework provides all of the base components, including the communication mechanisms, security, metadata, structure and even some intelligent processing. As it is a framework, it can be used for many different types of scenario. While it has not been tested DCS 24 January 2017 3 in commercial situations, it would definitely be useful for quick prototyping, as a lot of functionality is already provided. The system is built from a number of software modules. It originated as a J2ME project but is now Java 6 and Android-compatible. As such, the logger and the XML parser are very lightweight and would still be J2ME-compatible. Vectors and Hashtables are the normal list structures, although the parsers will also parse the other more modern types of list. XML-RPC is the default communication mechanism inside of licas itself and between licas servers, but REST, HTTP and SOAP are also provided for. Figure 1 is a schematic of the software modules. It is available for download from Sourceforge [10] , although only the indicated modules are open source. The All-in-One GUI is available for download from the main Distributed Computing Systems site [11] . It includes some services and is free for personal use, but may not be used as part of a commercial project. It also includes some forms for scientific processing and testing. The Web Services SOAP parsing has been removed from the main core package, as it is not Android-compatible. It is used by the services however and so they, along with and GUI, would be Java 8-compatible instead. The rest of the stack, including the problem solver is mobile friendly however. With regard to the service classes, their functionality and how they fit together with the Autonomic Manager, Figure 2 is a diagram that was used earlier to describe the different components. Figure 2 . Schematic of the licas service architecture.
As described in [4] , a set of derived service classes are shown in the central orange-red squares, with the licas Service at the bottom. The base class is a 'Service' class. There is default metadata relating to the service and also a Contract Manager, to store and reason over proposed contracts for the service work. Nested or utility services can be added to any other service, but should in theory be utility, rather than fully independent services themselves. For autonomic components, the derived 'Auto' class is required. You can then extend either of the base classes with a new service implementation. In the figure, the red oval is a service that extends Auto and executes a behaviour. As default, the system adds an Autonomic Manager to every base Auto service. The Autonomic Manager includes slots for the 4 modules -Monitor, Analyze, Plan and Execute, but they are left empty. It is up to a programmer to add actual implementations that can be configured through a script. There is also a Message Interface (MI). On executing a behaviour in the service, the Auto class will automatically send the result to the Autonomic Manager, using the message interface. If autonomic modules DCS 24 January 2017 5 have been implemented, they can then process the input. If there is a fault, both the service itself and the base server can be informed.
Related Work
The new buzzword for Service-Oriented Architecture (SOA) [13] [14] is Microservices [3] . It is slightly different in that the services themselves can be decomposed and dynamically or even remotely constructed, with the idea of saving time and resources through modularisation of the problem. Licas has used the SOA terminology, but through the use of scripts and AI, Microservice constructions are probably possible. It is interesting that [14] discusses adding states to web services so that non-trivial interactions can take place. The Internet of Things (IoT) [7] [16] is also relevant and Software Defined Networks (SDN) [12] maybe less so. The
Internet of Things is maybe a cross between the current interest in hardware (robotics) and the idea of an autonomic software system for security reasons. The cited paper actually mentions autonomic components and autonomous behaviours.
As far as autonomic computing, or autonomous systems are concerned, it seems like the autonomous cars have the most interest. This is still a closed problem, even if it is a very complicated one. The other area of interest would be the robotics that have also made great advances recently. It is not as easy to find information on autonomic software systems, especially service-based ones. The original idea of the autonomic system however was to monitor, configure and heal software systems that are too large to manage manually, and so it is simply the complexity of these types of system that makes them unsuitable at the moment. A lot of the intelligence that would be added is implementation-dependent and so it is not easy to transfer that a different type of system, or even a different type of scenario.
There is also a lot of confusion about what an autonomous system is or what it should do, where the paper [1] tries to correct some of those 'myths'. They argue that it should not necessarily be a good thing, is probably not completely independent anyway and should be used more flexibly than the current strict definitions suggest. The human-machine interaction is also a very strong consideration, including how it might change work practices. Apart from that, the original autonomic architecture [9] does not appear to have changed very much and DCS 24 January 2017 6 the distinction between an autonomous system (independent) and an autonomic one (nervous system) still needs to be made. Other papers on autonomic computing include [8] [15] .
Autonomic and Agent-Based Features
The system follows quite closely the original architecture, of a Managed Element monitored by an Autonomic Manager [9] , with input from sensors resulting in actions from effectors.
The original Monitor-Analyze-Plan-Execute (MAPE) loop is also implemented, or at least, the framework is in place, with a specific implementation required. The service classes have also been enhanced with autonomous features, such as a very basic communication protocol and a behaviour loop that can send information to the autonomic manager and accept results from it. There is also a BPEL-style execution script that can be used to dynamically program the service. In fact, the default clustering algorithms are run off an execution script and not direct Java code. Executing a behaviour in a service can be carried out either as part of a loop or as single events. The control loop requires slightly more functionality and so the two methods have been split up into a Behaviour class for single invocations and a derived Auto class for a loop behaviour, as described next.
Agent-Based Features, including Behaviours
The framework allows services to be built on a base Service object. This provides communication, security, metadata and linking. Extending this is a Behaviour service that allows behaviours to be externally called or invoked. It is not particularly autonomous but includes new functionality to evaluate data and store service states. Extending this then is the Auto service that includes the autonomous functionality, including an internal control loop and an Autonomic Manager wrapper. Any service that is loaded is wrapped by a service wrapper for protection. An Auto-derived service is instead wrapped with an empty Autonomic Manager. Any message that the service is sent through the Auto-related methods is actually queued and stored in the Autonomic Manager and then released when the control loop asks for the next message. DCS 24 January 2017 7 The idea behind an Auto class is that it can execute its own behaviour, periodically inside of a loop, to allow it to perform more independent activities. As with an agent-based philosophy, it does not need to wait to be invoked before deciding to perform some sort of action, although, a passive or reactive policy can still be used. The action would typically produce some sort of result and this is passed through the Autonomic Manager. If code is added there, then the AM can check that it is safe, for example. While that is the theory, in practice, an Autonomic Manager is mostly implementation-dependent and so only the framework is available with the core package. Although, it does now try to collect some basic server-related statistical information. The manager can also read a configurable policy script, for example, to give some evaluation rules.
Agent-Like Communications
Also in keeping with agent-like systems, the Auto class can store conversations, relating to communication threads with other services. A communication thread can be tagged with a communication ID, so that it can be retrieved and replied to when the same ID is encountered again. The communications however do not follow the strict protocols of agent-based systems and so formal conversations will be more difficult to manage. But a conversation now needs to be tagged with an ID, it can set different states, and future replies should also be recognised before they are accepted. They are also added to the AM queue and then retrieved in order upon request. 
Autonomic Manager
Autonomic computing [9] is an Artificial Intelligence discipline that derived from agent-based systems, whose ultimate aim is to create 'self-managing computer systems' to overcome their rapidly growing complexity and to enable their further growth. With autonomic computing, the system tries to realise the 'self' components, to allow it to manage itself. These can be described as follows 1 :
 Self-configuration -As systems become larger and more complex, configuring them will become a major challenge. It will be time-consuming and error prone. Self-configuring components will adapt and configure to their environment using policies provided by an IT Professional.
 Self-optimising -The components in the system must be able to tune themselves to the users' needs. This could include reallocating resources to improve overall utilisation or adapting to changing workloads. Self-optimisation will help to maintain a standard of service to the user.
 Self-healing -Self-healing components can detect system malfunctions and initiate policybased corrective action without disrupting the running environment. This aspect might include a supervision system that can detect or predict when the system starts producing irregular output and take corrective measures.
 Self-protection -Self-protecting components will detect attacks on the system and take corrective measures. Hostile behaviour could include unauthorised access, virus infection or denial-of-service attacks. Security and privacy policies can be enforced, or components switched off with tasks reallocated, to ensure the system stays secure.
As well as this you could add 'self-aware' [6] [15] , where the system would be aware of itself and its state. In the context of the licas system, an Autonomic Manager is added to any Autoderived service and links up with it through a message queue. If the control loops are used, then messages are placed on the queue as they are received and then returned in order, upon request. The messages can also be monitored for faults, including any replies generated by 1 Taken from [6] . DCS 24 January 2017 9 the service. As well as this, the AM can collect some very basic statistics, similar to what a central server would store, but collected locally at each service. As the framework is very flexible however, all of this can be extended to include more functionality.
BPEL-Style Script and Execution process
Another aspect of autonomic systems is to be able to change the behaviour dynamically. This is typically done using scripts that are executed on a script engine. An administrator might receive feedback about the system state and want to make changes to correct some error .
Policy scripts that are understood by the system can then be sent by the administrator to correct the error. This can be done in real time without having to shut the whole system down and a behaviour change could in effect, change the actual coding of the service. To do this, an autonomic engine that can dynamically execute a script has been written. The script is based on a subset of BPEL [2] [17] with a few new types, specifically to add variable or Java object instances. For example, the execution engine can replace tagged variable slots with actual object instances, dynamically during the execution process or realise complex Java objects through parsing. The clustering algorithms that are part of the problem-solving package actually use a script to run. The coding is therefore a bit different, where it runs a loop that reads script elements and executes them, terminating when a certain condition is met. It also needs to map its own variable set to script names that is passed as a list and replaces slots in the script. Note that you can use most of licas without worrying about its autonomic features.
You can simply write services in Java code and run them, making use of the distributed framework. The advantage of licas is the fact that if you wish to write autonomic/autonomous services, then the control loops are already in place, making it easier to add the implementation-specific code. Most other systems do not offer this sort of framework and so you can create an autonomous system with a minimal amount of effort.
Query Process and Dynamic Linking
A dynamic linking mechanism has been described in a number of the earlier papers [4] [6] . In short, it provides a descriptive path to a reference at the end of the path. A weight to the reference is updated to reflect the reliability of the link. If the weight threshold passes a DCS 24 January 2017 10 particular value, the reference is considered as reliable and can be returned upon request.
The linking structure provides additional capabilities such as for managing the number of links or memory size and in fact has 3 levels in the structure separated by two thresholds. So the strength of a link can be slightly more graded and monitoring only can be done, for example, in the middle level. Figure 3 shows the type of tree structure that is produced. Each reference can be added to a linking mechanism that stores its related weight values. The linking mechanism is added to the end of each path, or concept leaf node. The earlier papers published results on testing the dynamic linking as part of a query process.
Some of these tests included the linking mechanism, both globally on the server and locally in each service, as a local view. The local view dramatically reduces the search space and is included with the test result described next. After several updates to the system, some new tests were run to check for consistency. One graph is presented in Figure 4 , that shows the same test configuration run over the different versions of the code. The random query generator and the way that the query is evaluated have both been updated, but fortunately, the results have remained consistent. The search reduction has reduced, but the QoS reduction has equally improved. There were no significant improvements in the performance from some tweaking of other features, either. Sets of tests using a 90:10 skewing were 
Server Error Reporting
The linking mechanism has been shown to be effective for query processes. Because it includes a metadata path of relatively simplistic single concepts, it can be used for other purposes as well. This might include some type of fault or security monitoring. Descriptive metadata can be included to define each fault type. The metadata for defining each fault type can be pre-defined, or a more arbitrary NLP description can be parsed and reasoned over.
The tree structure of the concepts then leads to a standard view that can be analysed and searched over. The weight reinforcement might also be helpful when reasoning is used, because it can give a graded reply instead of a boolean true-false type of result. The autonomous fault checking can actually monitor or watch a resource or link before deciding 2 See the earlier papers [4] [6] for full details about the test process. Qos Reduction Overall to % Answered to take action. A single error may simply be that, but a consistent one can then be judged to be malicious in some way. Therefore, the linking mechanism has been added as a fault tree that the server's Autonomic Manager can use. The path description can store a path of concepts relating to the error, where a fault object can store both a description and a service/client URI at the end. Some configuration of the weights and thresholds can determine how much reinforcement is required. This has been added recently and so future research will determine how effective it is likely to be.
Conclusions
This paper provides a summary of the autonomic features of the licas framework. The system is now quite mature and would provide a robust platform for quick prototyping of intelligent and distributed service-based systems, maybe even commercial applications. The built-in autonomic component is essential for security reasons and also probably for long-lived processes with states (agent-based computing). With the autonomic monitoring, it should be possible to test various AI methods as part of future open systems, such as the Microservices or IoT, which need to be able to configure and monitor themselves independently of a human supervisor; but also to adapt or change dynamically, without shutting the whole network down. The framework is also mobile-compatible.
