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Abstract
Exact solutions of the Dirac general relativistic equation that describe
the dynamics of a massive, electrically charged particle with half-integer
spin in the curved spacetime geometry of an electrically charged, rotating
Kerr-Newman-(anti) de Sitter black hole are investigated. We first, de-
rive the Dirac equation in the Kerr-Newman-de Sitter (KNdS) black hole
background using a generalised Kinnersley null tetrad in the Newman-
Penrose formalism. Subsequently in this frame and in the KNdS black
hole spacetime, we prove the separation of the Dirac equation into ordi-
nary differential equations for the radial and angular parts. Under specific
transformations of the independent and dependent variables we prove that
the transformed radial equation for a massive charged spin 1
2
fermion in
the background KNdS black hole constitutes a highly non-trivial gener-
alisation of Heun’s equation since it possess five regular finite singular
points. Using a Regge-Wheeler-like independent variable we transform
the radial equation in the KNdS background into a Schro¨dinger like dif-
ferential equation and investigate its asymptotic behaviour near the event
and cosmological horizons. For the case of a massive fermion in the back-
ground of a Kerr-Newman (KN) black hole we first prove that the radial
and angular equations that result from the separation of Dirac’s equation
reduce to the generalised Heun differential equation (GHE). The local so-
lutions of such GHE are derived and can be described by holomorphic
functions whose power series coefficients are determined by a four-term
recurrence relation. In addition using asymptotic analysis we derive the
solutions for the massive fermion far away from the KN black hole and the
solutions near the event horizon . The determination of the separation
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constant as an eigenvalue problem in the KN background is investigated.
Using the aforementioned four-term recursion formula we prove that in
the non-extreme KN geometry there are no bound states with ω2 < µ2,
where ω and µ are the energy and mass of the fermion respectively.
1 Introduction
The problem of massive perturbations in the strong gravity background of a
black hole is fascinating and fundamentally significant problem, as has been
demonstrated recently for the case of scalar perturbations [1],[2],[3] which has
acquired extra impetus after the discovery of gravitational waves in Nature
[4],[5].
In particular in [1] the Klein-Gordon-Fock equation for a massive charged
particle in the background of the Kerr-Newman-(anti) de Sitter black hole was
separated. The resulting radial and angular equations, for particular values
of the inverse Compton wavelength in terms of the cosmological constant Λ,
were reduced to a Heun form. Then both Heun equations were solved in terms
of an infinite series of hypergeometric functions using the idea of augmented
convergence . In this setup, the solution converges inside the ellipse with foci
at two of the finite regular singularities and passing through the third finite
regular singular point with the possible exception of the line connecting the two
foci. This method of constructing a Heun function 1 offers a perspective on the
notorious connection problem that we will discuss in more detail in this paper. In
particular, the solution obtained for the massive radial Heun equation in KNdS
spacetime converges in the ellipse with foci at the event and Cauchy horizons of
the black hole (BH)[1]. We remind the reader that Heun’s differential equation
(HE) belongs to the class of Fuchsian differential equations (FDE), since it is the
most general linear differential equation with four regular singular points [6],[7].
In [1] the concept of false singularity was discussed, which reduces the solution
to hypergeometric functions for certain values of the physical parameters in the
equation. The general case, however, is that the solution of the KGF equation
with the method of separation of variables, for a rotating charged cosmological
black hole, results in FDE for the radial and angular parts which for most of
the parameter space contain more than three finite singularities and thereby
generalise the Heun differential equations. In the absence of the cosmological
constant the solutions obtained were given in terms of confluent Heun functions
[1].
It is of importance to extend our knowledge of the issue of massive pertur-
bations in black hole curved backgrounds and go beyond the scalar degrees of
freedom by examining massive particle perturbations with non-zero spin in the
strong gravity space-time of a black hole.
More specifically it is the purpose of this paper to investigate the general
relativistic Dirac equation, in particular its separation and its analytic solutions,
in the important Kerr-Newman-(anti) de Sitter and Kerr-Newman black hole
1The idea of augmented convergence was first introduced in [38]-[41].
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backgrounds. These spacetime backgrounds constitute the most general exact
solutions of the theory of general relativity that describe rotating, massive and
electrically charged black holes.
The geometrisation of the dynamics of relativistic spin- 12 fermions
2 using the
concept of parallel displacement in general relativity was initiated in the work of
[10]. It acquired a new boost after the fundamental discovery of Chandrasekhar
that the massive Dirac equation can be separated in Kerr geometry into time
and azimuthal angle modes and rewritten in terms of radial wave equations
and coupled angular ordinary differential equations [16]3 . In this framework,
the Newman-Penrose formalism was indeed proved to be a fundamental tool
for the study of spin fields in curved space-time [18],[19]. The massive Dirac
equation in the Kerr-Newman (KN) background was separated by D.Page [20]
using the Kinnersley tetrad [21], while the separated radial part of the massive
Dirac equation in the KN and Reisser-Nordstro¨m metrics using a Carter tetrad
was studied in [22]. Further investigations include the separation of the Dirac
equation in the Kerr-de Sitter space-time [23] as well as the study of gravitational
perturbations in the KN metric [24]. The massive Dirac equation has been
investigated in the Hamiltonian formulation in various axisymmetric geometries
in [25]-[29]. Despite all these efforts though, as we mentioned earlier, little is
known about the theory of explicit exact solutions of the separated ODEs for
the massive fermion in such black hole backgrounds.
Remarkably enough as we shall see in the present paper, the separation of the
massive Dirac equation in the Kerr-Newman-(anti) de Sitter and Kerr-Newman
black hole backgrounds results in radial and angular differential equations which
also generalise the HE. In particular we first prove that the transformed radial
equation for a massive charged spin 12 fermion in the background KNdS black
hole possess five regular finite singular points and it thus constitute a highly
non-trivial generalisation of Heun’s equation. In the KN black hole background
both radial and angular equations lead to the mathematical structure of the
generalised Heun equation (GHE) in which the singularity at infinity constitutes
an irregular singular point. The GHE was introduced and discussed for the first
time in the mathematical literature in [31]. The theory of the solutions of the
GHE is of even richer mathematical structure and it is of paramount importance
for solving the radial and angular equations for a massive fermion in the curved
KN black hole background.
In this respect we note that in the theory of complex differential equations a
study of the global behaviour of solutions is one of the most interesting and diffi-
cult problems. Specifically, such a global problem for linear ordinary differential
equations (ODEs) consists in finding explicit connection relations between the
local solutions at two different (regular or singular) points z0 and z1 [35]. This
is referred to as a two point connection problem. Interestingly enough, such two
point connection problems i) for local solutions at two regular singularities ii)
between a regular singularity and an irregular singularity have been investigated
2Dirac had presented a special relativistic generalisation of the Schro¨dinger equation in [9].
3See [17] for a nice recent account.
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for the important case of the GHE differential equation in the works [31],[36].
This is of physical interest as we shall see: for example for the GHE radial ODE
that results from separation of the massive Dirac equation in the Kerr-Newman
background a two point connection problem between the local solution around
the regular singularity at the event horizon and the solution in the vicinity of
the irregular singularity at ∞ can be set up and solved.
The material of this paper is organised as follows. In section 2 using a gener-
alised Kinnersley null tetrad in the Newman-Penrose formalism in the KN(a)dS
spacetime we calculate the corresponding Ricci-rotation coeffients (18) and the
Dirac equations (23), (24). Subsequently, using the separation ansatz (31), we
prove the separability of the Dirac equation in the KNdS spacetime and the
corresponding radial and angular ODEs (32)-(35). In §3 we prove by apply-
ing appropriate transformations of the dependent and independent variables
that the separated massive radial equation for the spin half charged fermion
in KNdS spacetime is a highly non-trivial generalisation of the Heun equation
since it possess five regular finite singularities-see equation (62). Furthermore
in 3.1 we derive the asymptotic forms of the radial equation in the KNdS black
hole background. Using a Regge-Wheeler-like coordinate, eqns. (65),(68) we
first transform the massive radial equation in the presence of the cosmological
constant into eqn.(66). We then derive the asymptotics of (66) near the event
horizon and near the cosmological horizon, equations (69) and (70) respectively.
In section 4 we derive in the zero cosmological constant limit the separated ra-
dial and angular ODEs. In sections 4.2 and 4.3 we transform both radial and
angular ODEs into the generalised Heun form, eqns.(104),(105) and (116) re-
spectively. In section 5 we discuss the analytic local solutions of the GHE. As is
shown there, the coefficients in the series expansion around the simple singular-
ities obey a four-term recursion relation. From the various local solutions one
can derive various important identities. In section 6 making use of the fact that
the radial GHE in KN spacetime has an irregular singularity at∞ we derive the
asymptotic solutions near infinity i.e. far away from the black hole. In section
6.1 following the work in [31] we investigate the global solution associated with
the connection problem between the regular singularity at 1 and the irregular
one at∞ for the GHE which after appropriate transformations of the dependent
and the independent variables transforms to a connection relation in which the
connection coefficients can be computed. Such connection coefficients involve
besides the index parameters and the parameter α of the GHE the expansion
coefficients in the transformed local solution. Again these coefficients are proved
to obey a four-term recursion relation. This is of importance for constructing a
global solution relating the event horizon with ∞ in the case of the KN black
hole. In section 7 we derive the near horizon limit solution for the KN black
hole using the local solution around the regular singularity associated with the
event horizon. The theme of §9 is the determination of the separation constant
λ in KN-spacetime that also appears nontrivially in the radial equation (116).
Following the approach in [26] we write the angular equation as an eigenvalue
matrix equation. Using functional analysis techniques and linear operator per-
turbation theory [42] we prove that the λ-eigenvalues depend holomorphically
4
on the two physical parameters ν, ξ defined in §9 and their partial derivatives
with respect to them are bounded by trigonometric functions and therefore by 1
(see eqn.(181))4. The eigenvalues obey a particular partial differential equation
(207). In §9.1 we prove using Charpit’s method that this differential equation
reduces to the third Painleve´ transcendent PIII, a nonlinear ordinary differen-
tial equation-see Eqn.(218)5. In §9.2 we derive special closed form solutions for
the PIII the angular eigenvalues obey, for particular values of the parameters
in terms of Bessel functions. In these special cases, the eigenvalues of the an-
gular KN differential equation are expressible in closed analytic form in terms
of Bessel functions. In §9.3 we investigate a novel approach in which we derive
the asymptotic solutions of Painleve´ PIII in terms of Jacobian elliptic functions.
Therefore, the third Painleve´ transcendent is asymptotically related to the Ja-
cobian elliptic function. This is analogous to the scattering theory of ordinary
quantum mechanics in which the Bessel functions have an asymptotic expan-
sion in terms of trigonometric functions. The angular eigenvalues themselves 6
in this asymptotic elliptic limit of the transcendent PIII are expressed in terms
of a reduced form of the Jacobian elliptic functions sn, dn, and cn. In §10.1 we
prove that no fermionic bound states with ω2 < µ2, where ω is the energy of
the fermion and µ its mass, exist in the nonextreme Kerr-Newman geometry.
We achieve that by using the fundamental four-term recursion relation the co-
efficients in the power series expansion of a closed form analytic solution of the
radial GHE in the KN geometry satisfy.
In Appendix A we discuss the connection problem for the regular singulari-
ties of the GHE. In Appendix B we explore the representation of the Painleve´
PIII nonlinear ordinary differential equation (ODE) as the compatibility con-
dition for a Lax pair of first order linear systems as was introduced in the
works [53] and [54] 7. This isomonodromic deformation method in the theory
of Painleve´ appears suitable for both integrating the Painleve´ transcendents as
well as for studying their asymptotic behaviour.
Taking into account the contribution from the cosmological constant Λ, the
generalisation of the Kerr-Newman solution is described by the Kerr-Newman
de Sitter (KNdS) metric element which in Boyer-Lindquist (BL) coordinates is
4An essential ingredient in obtaining these estimates is the computation of the operator
norm of a matrix.
5The mathematical importance of the six Painleve´ transcendents stems from the fact that
they belong to the class of ordinary differential equations of the form d
2y
dx2
= F
(
dy
dx
, y, x
)
where F is a rational function of dy/dx and y, and an analytic function of x, which have the
property that their solutions are free from movable critical points [32],[33].
6An additional physical significance of the knowledge of the angular eigenvalues for a
rotating charged black hole is that they can be used in the calculations of emission from such
curved backgrounds. An analysis for the emission rates from the Reissner-Nordstro¨m black
hole can be found in [34].
7In this approach, the nonlinear Painleve´ PIII equation is written as an integrability condi-
tion of a linear system. This framework stems from the discovery of Lax of a general principle
for associating nonlinear equations with linear operators so that the eigenvalues of the linear
operator are integrals of the nonlinear equations [55].
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given by [11],[12],[14],[13] (in units where G = 1 and c = 1):
ds2 =
∆KNr
Ξ2ρ2
(dt− a sin2 θdφ)2 − ρ
2
∆KNr
dr2 − ρ
2
∆θ
dθ2
− ∆θ sin
2 θ
Ξ2ρ2
(adt− (r2 + a2)dφ)2 (1)
∆θ := 1 +
a2Λ
3
cos2 θ, Ξ := 1 +
a2Λ
3
, (2)
∆KNr :=
(
1− Λ
3
r2
)(
r2 + a2
)− 2Mr + e2, (3)
ρ2 = r2 + a2 cos2 θ, (4)
where a,M, e, denote the Kerr parameter, mass and electric charge of the black
hole, respectively. The KN(a)dS metric is the most general exact stationary
black hole solution of the Einstein-Maxwell system of differential equations.
This is accompanied by a non-zero electromagnetic field F = dA, where the
vector potential is [15],[14]:
A = − er
Ξ(r2 + a2 cos2 θ)
(dt− a sin2 θdφ). (5)
2 Null tetrad and the Dirac equation in Kerr-
Newman-de Sitter black hole spacetime
The Kerr-Newman-de Sitter geometry (as was the case with the Kerr and Kerr-
Newman geometries) can be described in terms of a local Newman-Penrose null
tetrad frame that is adapted to the principal null geodesics, i.e. the tetrad
coincides with the two principal null directions of the Weyl tensor Cµνρε. In
this generalised Kinnersley frame, the null tetrad is constructed directly from
the tangent vectors of the principal null geodesics:
t˙ :=
dt
dλ
=
Ξ2(r2 + a2)
∆KNr
E, r˙ = ±ΞE, θ˙ = 0, φ˙ = aΞ
2
∆KNr
E, (6)
where the dot denotes differentiation with respect to the affine parameter λ and
E denotes a constant.
Thus the generalised Kinnersley null tetrad in the Kerr-Newman-de Sitter
spacetime is given by
lµ =
[
(r2 + a2)Ξ
∆KNr
, 1, 0,
aΞ
∆KNr
]
, nµ =
[
Ξ(r2 + a2)
2ρ2
,−∆
KN
r
2ρ2
, 0,
aΞ
2ρ2
]
mµ =
1
(r + ia cos θ)
√
2∆θ
[
iaΞ sin θ, 0,∆θ,
iΞ
sin θ
]
mµ =
−1
(r − ia cos θ)√2∆θ
[
iaΞ sin θ, 0,−∆θ, iΞ
sin θ
]
(7)
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2.0.1 Calculation of the Ricci-rotation coefficients in the Kerr-Newman-
de Sitter spacetime
Using the generalised Kinnersley tetrad we derived in section 2, we computed
the Ricci-rotation coefficients via the formula for the λ-symbols given by Chan-
drasekhar [16]:
λ(a)(b)(c) = e(b)i,j [e
i
(a)e
j
(c) − e j(a)e i(c)]. (8)
This formula has the advantage that one has to calculate ordinary derivatives of
the dual co-tetrad. Computation of the dual co-tetrad in the Kerr-Newman-de
Sitter spacetime yields:
l =
1
Ξ
dt− ρ
2
∆KNr
dr − a sin
2 θ
Ξ
dφ
n =
∆KNr
2ρ2Ξ
dt+
1
2
dr − a sin
2 θ∆KNr
2ρ2Ξ
dφ,
m =
∆θa sin θi
Ξ
√
2∆θ(r + ia cos θ)
dt− ρ
2
(r + ia cos θ)
√
2∆θ
dθ − ∆θi sin θ(r
2 + a2)
Ξ(r + ia cos θ)
√
2∆θ
dφ,
m =
−ia sin θ∆θ
Ξ(r − ia cos θ)√2∆θ
dt− ρ
2
(r − ia cos θ)√2∆θ
dθ +
i∆θ sin θ(r
2 + a2)
Ξ(r − ia cos θ)√2∆θ
dφ.
The non-vanishing λ-symbols are computed to be:
λ213 = −
√
2∆θ
a2 sin θ cos θ
ρ2ρ
, λ324 = − ia cos θ∆
KN
r
ρ4
, (9)
λ243 =
−∆KNr
2ρ2ρ
, λ234 = − ∆
KN
r
2ρ2(r − ia cos θ) , (10)
λ134 =
1
r − ia cos θ =
1
ρ∗
, λ314 =
−2ia cosθ
ρ2
, (11)
λ122 = −1
2
d∆KNr
dr
1
ρ2
+ r
∆KNr
ρ4
, λ132 =
√
2∆θira sin θ
ρρ2
, (12)
λ334 =
1
sin θ
√
2ρ
d(
√
∆θ sin θ)
dθ
+
i
√
∆θa sin θ√
2ρ2
, λ241 =
ira
√
2∆θ sin θ
ρ2ρ∗
, (13)
λ412 =
√
2∆θa
2 sin θ cos θ
ρ2(r − ia cos θ) , λ443 =
d
dθ
(
√
∆θ sin θ)
1√
2ρ∗ sin θ
− ia sin θ
√
∆θ√
2ρ∗2
,
(14)
where ρ = r + ia cos θ, ρ2 = ρ ρ∗. The Ricci rotation coefficients γ(a)(b)(c) are
expressed through the λ-coefficients as follows:
γ(a)(b)(c) =
1
2
[λ(a)(b)(c) + λ(c)(a)(b) − λ(b)(c)(a)] (15)
Thus a calculation through the λ-symbols yields the following non-vanishing
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Ricci coefficients for the Kerr-Newman-de Sitter spacetime:
π = γ241 =
1
2
ia sin θ
√
2∆θ
(ρ∗)2
, β =
1
2
(γ213 + γ343) =
1
2 sin θ
√
2ρ
d
dθ
(
√
∆θ sin θ)
(16)
γ =
1
2
(γ212 + γ342) =
1
4ρ2
d∆KNr
dr
− 1
2ρ2ρ∗
∆KNr , ̺ = γ314 = −
1
ρ∗
, (17)
µ = γ243 = −∆
KN
r
2ρ2ρ∗
, τ = γ312 =
−i√2∆θa sin θ
2ρ2
, α :=
1
2
(γ214 + γ344) = π − β∗.
(18)
we obtain the following 2-spinor form of the Dirac equation
(∇AB˙ + iqAAB˙)PA + iµ∗QB˙ = 0, (19)
(∇AB˙ − iqAAB˙)QA + iµ∗P B˙ = 0, (20)
where ∇AB˙ = σµAB˙∇µ, q is the charge or the coupling constant of the massive
Dirac particle to the vector field and µ∗ is the particle mass. Thus equivalently
the 2-spinor form of general relativistic Dirac’s equation is the following:
σµ
AB˙
PA;µ + iµ∗Q
C˙
εC˙B˙ = 0, (21)
σµ
AB˙
QA;µ + iµ∗P
C˙
εC˙B˙ = 0. (22)
The components for B˙ = 0, 1 of eqn.(19) lead to the following general relativistic
Dirac equations in the Newman-Penrose formalism for the Kerr-Newman de
Sitter black hole spacetime:
(D′ − γ + µ+ iqnµAµ)P (1) + (δ − τ + β + iqmµAµ)P (0) = −iµ∗Q(0˙), (23)
(−D + ̺− ε− iqlµAµ)P (0) + (−δ′ + α− π − iqmµAµ)P (1) = −iµ∗Q(1˙) (24)
where assuming that the azimuthal and time-dependence of the fields will be of
the form ei(mφ−ωt) we calculate the directional derivatives to be
D = lµ∂µ =
∂
∂r
+
iΞ
∆KNr
K ≡ D0, (25)
D′ ≡ ∆ = nµ∂µ = −∆
KN
r
2ρ2
(
∂
∂r
− iΞK
∆KNr
)
≡ −∆
KN
r
2ρ2
D†0 (26)
δ = mµ∂µ =
√
∆θ√
2ρ
[
∂
∂θ
+
ΞH
∆θ
]
≡
√
∆θ√
2ρ
L0, (27)
δ′ ≡ δ∗ = mµ∂µ =
√
∆θ√
2ρ∗
[
∂
∂θ
− ΞH
∆θ
]
≡
√
∆θ√
2ρ∗
L†0, (28)
where
K := ma− ω(r2 + a2), H := ωa sin θ − m
sin θ
(29)
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2.1 Separation of the Dirac equation in the Kerr-Newman-
de Sitter spacetime
Applying the separation ansatz:
Q
(0˙)
= −e
−iωteimφS(+)(θ)R(−)(r)√
2(r + ia cos θ)
, Q
(1˙)
=
e−iωteimφS(−)(θ)R(+)(r)√
∆KNr
(30)
P (0) =
e−iωteimφS(−)(θ)R(−)(r)√
2(r − ia cos θ) , P
(1) =
e−iωteimφS(+)(θ)R(+)(r)√
∆KNr
. (31)
we obtain the following ordinary differential equations for the radial and angular
polar parts:
√
∆KNr
{
dR(−)(r)
dr
+
[
Ξi(ma− ω(r2 + a2))
∆KNr
]
R(−)(r) − iqerR
(−)(r)
∆KNr
}
= (λ+ iµr)R(+)(r),
(32)√
∆KNr
dR(+)(r)
dr
− iΞ(ma− ω(r
2 + a2))R(+)(r)√
∆KNr
+
ieqrR(+)(r)√
∆KNr
= (λ− iµr)R(−)(r),
(33)
∆θ√
∆θ
dS(+)(θ)
dθ
+
Ξ√
∆θ
[
−ωa sin θ + m
sin θ
]
S(+)(θ) +
1
2 sin θ
d
dθ
(
√
∆θ sin θ)S
(+)(θ)
= (−λ+ µa cos θ)S(−)(θ), (34)
∆θ√
∆θ
dS(−)(θ)
dθ
+
(
ωa sin θ − m
sin θ
) Ξ√
∆θ
S(−)(θ) +
1
2 sin θ
d
d sin θ
(
√
∆θ sin θ)S
(−)(θ)
= (λ + µa cos θ)S(+)(θ), (35)
where λ is a separation constant and µ∗ = µ/
√
2. The angular equations can
be combined into the compact form:
√
∆θL†1/2
√
∆θL1/2S(−)(θ)+
∆θµa sin θ
λ+ µa cos θ
L1/2S(−)(θ) = (µ2a2 cos2 θ+λ2)S(−)(θ).
(36)
The operators L†1/2,L1/2 are defined as follows:
L†1/2 =
d
dθ
− ΞH
∆θ
+
1
2 sin θ
1√
∆θ
d
dθ
(
√
∆θ sin θ), (37)
L1/2 =
d
dθ
+
ΞH
∆θ
+
1
2 sin θ
1√
∆θ
d
dθ
(
√
∆θ sin θ). (38)
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Equivalently (36) can be written explicitly as follows:
∆θ√
∆θ
[µaωa sin2 θΞ/
√
∆θS
(−)(θ)− µam Ξ√
∆θ
S(−)(θ)]
λ+ µa cos θ
+
∆θ√
∆θ
µa
2
d
dθ (
√
∆θ sin θ)S
(−)
λ+ µa cos θ
+
µa sin θ∆θ
λ+ µa cos θ
dS(−)(θ)
dθ
+
∆θ√
∆θ
{√
∆θ
d2S(−)(θ)
dθ2
+
d
dθ
√
∆θ
dS(−)(θ)
dθ
+
(
ωa cos θ +
m cos θ
sin2 θ
)
Ξ√
∆θ
S(−)(θ)
+ Ξ
(
ωa sin θ − m
sin θ
)
∆
−3/2
θ
a2Λ
3
cos θ sin θS(−)(θ)
+
1
2 sin θ
d
dθ
(
√
∆θ sin θ)
dS(−)(θ)
dθ
+
1
2 sin θ
d2
dθ2
(
√
∆θ sin θ)S
(−)(θ)
− 1
2
cos θ
sin2 θ
d
dθ
(
√
∆θ sin θ)S
(−)(θ)
}
+
Ξ√
∆θ
[
−ωa sin θ + m
sin θ
] [
ωa sin θ − m
sin θ
] Ξ√
∆θ
S(−)(θ)
+
1
2 sin θ
d
dθ
(
√
∆θ sin θ)
∆θ√
∆θ
dS(−)(θ)
dθ
+
[
1
2 sin θ
d
dθ
(
√
∆θ sin θ)
]2
S(−)(θ)
= (−λ2 + µ2a2 cos2 θ)S(−)(θ). (39)
Taking the Λ = 0 limit of (39) yields the differential equation:
[
µa2ω sin2 θS(−)(θ)− µamS(−)(θ)
λ+ µa cos θ
]
+
µa
2 cos θS
(−)(θ)
λ+ µa cos θ
+
µa sin θ
λ+ µa cos θ
dS(−)(θ)
dθ{
d2S(−)(θ)
dθ2
+
(
ωa cos θ +
m cos θ
sin2 θ
)
S(−)(θ)
+
cos θ
2 sin θ
dS(−)(θ)
dθ
− 1
2
S(−)(θ)
− 1
2
cos2 θ
sin2 θ
S(−)(θ)
}
+
[
−ωa sin θ + m
sin θ
] [
ωa sin θ − m
sin θ
]
S(−)(θ)
+
cos θ
2 sin θ
dS(−)(θ)
dθ
+
[
1
2 sin θ
d
dθ
sin θ
]2
S(−)(θ)
= (−λ2 + µ2a2 cos2 θ)S(−)(θ), (40)
which agrees with the results in [20].
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3 Transforming the radial equation in the KNdS
spacetime into a generalisation of Heun’s equa-
tion
Combining the radial equations (32)-(33) we obtain:[
∆KNr
d2
dr2
+
(
1
2
d∆KNr
dr
− iµ ∆
KN
r
λ+ iµr
)
d
dr
+
(
K2 +
iK
2
d∆KNr
dr
)
1
∆KNr
− µK
λ+ iµr
− 2iωrΞ− ieq − µ2r2 − λ2
]
R(−)(r) = 0, (41)
where K(r) := Ξ[(r2 + a2)ω −ma] + eqr ≡ K(r) + eqr. Applying to (41) the
independent variable transformation:
r = r1 + z(r2 − r1), (42)
so that the quartic polynomial that determines the horizons of the Kerr-Newman-
de Sitter black hole factorises as follows 8:
∆KNr = −
Λ
3
(r2 − r1)4z(z − 1)(z − z3)(z − z4), (43)
with the notation:
r1 ≡ r+, r2 ≡ r−, r3 ≡ r+Λ , r4 ≡ r−Λ , r5 ≡ iλ/µ, (44)
z3 ≡ r3 − r+
r− − r+ , z4 ≡
r4 − r+
r− − r+ , z5 ≡
r5 − r+
r− − r+ , (45)
yields the equation:
d2R−(z)
dz2
+
[
1
2
(
1
z
+
1
z − 1 +
1
z − z3 +
1
z − z4
)
− 1
z − z5
]
dR−(z)
dz
+
[
Q1
z2
+
Q2
(z − 1)2 +
Q3
(z − z3)2 +
Q4
(z − z4)2 +
L1
z
+
L2
z − 1 +
L3
z − z3 +
L4
z − z4 +
L5
z − z5
]
R−(z)
= 0, (46)
8The quantity ∆KNr in terms of the radii of the event and Cauchy horizons r+, r− and
the cosmological horizon r+
Λ
for positive cosmological constant is written as: ∆KNr = −
Λ
3
(r−
r+)(r − r−)(r − r
+
Λ
)(r − r−
Λ
).
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with
Q1 =
32K2(r+)
Λ2(r− − r+)6z23z24
+
3i
2Λ
(K(r+) + eqr+)
(r− − r+)(r3 − r+)(r4 − r+)
=
32(K(r+) + eqr+)2
Λ2(r− − r+)6z23z24
+
3i
2Λ
(K(r+) + eqr+)
(r− − r+)(r3 − r+)(r4 − r+) , (47)
Q2 =
32K2(r−)
Λ2(r− − r+)6(z3 − 1)2(z4 − 1)2 +
(−3i
2Λ
) K(r−) + eqr−
(r− − r+)(r3 − r−)(r4 − r−)
=
32(K(r−) + eqr−)2
Λ2(r− − r+)6(z3 − 1)2(z4 − 1)2 +
(−3i
2Λ
) K(r−) + eqr−
(r− − r+)(r3 − r−)(r4 − r−) ,
(48)
Q3 =
9{K(r+)− ωΞ(r23 − r2+)}2 + 18eqr3K(r3) + 9e2q2r23
Λ2(r− − r+)6z23(z3 − 1)2(z3 − z4)2
+
(−3i
2Λ
) K(r3) + eqr3
(r3 − r+)(r3 − r−)(r3 − r4) ,
(49)
Q4 =
9{K(r+)− ωΞ(r24 − r2+)}2 + 18eqr4K(r4) + 9e2q2r24
Λ2(r− − r+)6z24(z4 − 1)2(z3 − z4)2
+
(
3i
2Λ
) K(r4) + eqr4
(r4 − r+)(r4 − r−)(r3 − r4) ,
(50)
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and
L1 =
(
3i
2Λ
)(
2Ξωr+ + eq
(r4 − r+)(r3 − r+)
)
+
(
− 3λ
2
Λ(r4 − r+)(r3 − r+)
)
− 3i
Λ
K(r+) + eqr+
(r4 − r+)(r3 − r+)(r5 − r+) +
( −3µ2r2+
Λ(r4 − r+)(r3 − r+)
)
+
( −3ieq
Λ(r4 − r+)(r3 − r+)
)
+
( −6iΞωr+
Λ(r4 − r+)(r3 − r+)
)
+
{
18(z3 + z4)[K(r+) + eqr+]2 + 36Ξωr−r+z3z4K(r+) + 18Ξ2ω2z3z4(a4 − r4+)
+ 18Ξ2z3z4(a
2m2 − 2amωa2) + 18Ξeqz3z4(r+ + r−)[ωa2 − am]
− 18Ξeqωr−r+(r2+ − 3r+)z3z4 + 18e2q2r−r+z3z4
}
1
Λ2(r− − r+)6z33z34
+
(−3i
2Λ
) K(r+) + eqr+
(r3 − r+)2(r4 − r+) +
(−3i
2Λ
) K(r+) + eqr+
(r4 − r+)2(r3 − r+)
+
3i
2Λ
(r− − r+)
(r3 − r+)2(r4 − r+)2
{
(K(r−) + eqr−)z3z4 − Ξωz3z4(r− − r+)2 + [K(r+) + eqr+](z3 + z4)
}
+
(−3i
2Λ
) K(r+) + eqr+
(r− − r+)(r3 − r+)(r4 − r+) , (51)
L2 =
(−3i
2Λ
)(
2Ξωr− + eq
(r3 − r−)(r4 − r−)
)
+
3λ2
Λ(r3 − r−)(r4 − r−)
+
3i
Λ
K(r−) + eqr−
(r3 − r−)(r4 − r−)(r5 − r−) +
3µ2r2−
Λ(r3 − r−)(r4 − r−)
+
3ieq
Λ(r3 − r−)(r4 − r−) +
6iΞωr−
Λ(r3 − r−)(r4 − r−)
+
1
Λ2(r3 − r−)3(r4 − r−)3
[
(36K(r−r+) + 18eq(r− + r+))(K(r−) + eqr−)(z3 + z4 − 1)
− 18(K(r−) + eqr−)2 + z3z4(K(r−) + eqr−)(−36Ξr−r+ω − 18eqr+)
+ 18Ξωr2−z3z4(eqr− + Ξωr
2
−)− 18Ξa2ωz3z4(Ξωa2 + eqr− − 2amΞ)
+ 18Ξamz3z4(eqr− − Ξam)
]
+
(
3i
2Λ
(r− − r+)
(r3 − r−)2(r4 − r−)2
){
z3z4(K(r+) + eqr+)− Ξωz3z4(r− − r+)2 + 3(K(r−) + eqr−)−
2K(r−r+)(z3 + z4) + 2Ξωr−(r+ − r−)− eq(r+ + r−)(z3 + z4) + eq(r+ − r−)
}
−
(
3i
2Λ
) K(r−) + eqr−
(r− − r+)(r3 − r−)(r4 − r−) +
(
3i
2Λ
) K(r−) + eqr−
(r3 − r−)2(r4 − r−)
+
(
3i
2Λ
) K(r−) + eqr−
(r4 − r−)2(r3 − r−) , (52)
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L3 =
1
Λ2(r− − r+)6z33(z3 − 1)3(z3 − z4)3
[
−72Ξ(r− − r+)2z43ω[K(r+) + eqr+]
− 4 36Ξωz43(r− − r+)2[ωΞr2+ + eqr+]− 18Ξeqωz43(r− − r+)2(r+ − r−)
− 36Ξ2ω2z43r+(r− − r+)2(r+ − r−) + 108Ξωz23r+(r− − r+)[K(r+) + eqr+]
− 108eqr+z23 [K(r+) + eqr+]− 54eqz23(r+ − r−)K(r+)− 54z23K2(r+) + 54e2q2r−r+z23
− 180z33Ξωr+(r− − r+){K(r+) + eqr+}+ 36z33Ξω(r− − r+)2{K(r+) + eqr+}
+ 72Ξωz33(r− − r+)2[eqr+ + ωΞr2+] + 90eqz33(r+ − r−)[K(r+) + eqr+]
+ 18e2q2z33(r− − r+)2 − 36z43e2q2(r− − r+)2
+ 36Ξωz33z4(r− − r+)2[K(r+) + eqr+] + 36Ξ2ω2z33z4(r− − r+)2r+(r+ + r−)
+ 18e2q2z33z4(r− − r+)2 + 18Ξeqω(r− − r+)2[r− + 3r+]z33z4
− 18Ξ2ω2z63(r− − r+)4 − 108Ξ2ω2z53r+(r− − r+)3 − 54Ξeqωz53(r− − r+)3
+ 18Ξeqωz43z4(r− − r+)3 + 18Ξ2ω2z43z4(r− − r+)3(r− + r+)
+ 108Ξωz23z4r+(r− − r+)[K(r+) + eqr+] + 54eqz23z4(r− − r+)[K(r+) + eqr+]
+ 36z3z4[K(r+) + eqr+]2 − 18eqz3z4(r− − r+)[K(r+) + eqr+]
− 36Ξωr+z3z4(r− − r+)[K(r+) + eqr+]
]
(−3i
2Λ
)(
2Ξωr3 + eq
(r3 − r−)(r3 − r4)(r3 − r+)
)
(r− − r+)(−3i
Λ
)[
Ξω(r3 − r+)(r3 + r+) + eqr3 +K(r+)
(r3 − r+)(r3 − r−)(r3 − r4)(r3 − r5)
]
(r− − r+)
+
3λ2(r− − r+)
Λ(r3 − r+)(r3 − r−)(r3 − r4) +
3µ2
Λ
(r− − r+)r23
(r3 − r+)(r3 − r−)(r3 − r4)
+
6iωΞr3(r− − r+)
Λ(r3 − r+)(r3 − r−)(r3 − r4) +
3ieq(r− − r+)
(r3 − r−)(r3 − r+)(r3 − r4)Λ(−3i
2Λ
)
(r− − r+)[K(r3) + eqr3]
(r3 − r+)(r3 − r4)2(r3 − r−) +
(−3i
2Λ
)
(r− − r+)[K(r3) + eqr3]
(r3 − r+)(r3 − r−)2(r3 − r4)
+
(−3i
2Λ
)
(r− − r+)[K(r3) + eqr3]
(r3 − r+)2(r3 − r−)(r3 − r4)
+
(
3i
2Λ
)
(r− − r+)3
(r3 − r+)2(r3 − r−)2(r3 − r4)2
{
Ξωz43(r− − r+)2 + 4Ξωr+z33(r− − r+)
+ 2eqz33(r− − r+) + 3z23(K(r+) + eqr+)− 2Ξωr+z23(r− − r+)− eq(r− − r+)z23
− 2z3z4(K(r+) + eqr+)− Ξωz23z4(r− − r+)(r− + r+)− eqz23z4(r− − r+)
− 2z3(K(r+) + eqr+) + z4(K(r+) + eqr+)
}
, (53)
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L4 =
1
Λ2(r− − r+)6z34(z4 − 1)3(z3 − z4)3
[
72Ξ(r− − r+)2z44ω[K(r+) + eqr+]
+ 36Ξ2ω2z44(r− − r+)2r+(r+ − r−) + 18Ξωeqz44(r− − r+)2(r+ − r−)
+ 4 36Ξωz44(r− − r+)2[Ξωr2+ + eqr+] + 36e2q2z44(r− − r+)2
+ 108Ξωr+(r+ − r−)z24 [K(r+) + eqr+] + 108eqr+z24 [K(r+) + eqr+]
+ 54eqz24(r+ − r−)K(r+)− 54e2q2r−r+z24 + 54z24K2(r+)
+ 180z34Ξωr+(r− − r+)[K(r+) + eqr+]− 36z34Ξω(r− − r+)2[K(r+) + eqr+]
− 72Ξωz34(r− − r+)2[eqr+ + ωΞr2+] + 90eqz34(r− − r+)[K(r+) + eqr+]
− 18e2q2z34(r− − r+)2
+ 18Ξ2ω2z64(r− − r+)4 + 108Ξ2ω2z54r+(r− − r+)3 + 54Ξeqωz54(r− − r+)3
− 18Ξωz44z3(r− − r+)3[eq + ωΞ(r+ + r−)]
− 36Ξωz3z34(r− − r+)2[K(r+) + eqr+]− 36Ξ2ω2z3z34(r− − r+)2(r+ + r−)r+
− 18Ξeqωz3z34(r− − r+)2(r− + 3r+)− 18e2q2z3z34(r− − r+)2
+ 18eqz3z4(r− − r+)[K(r+) + eqr+] + 36Ξωr+z3z4(r− − r+)[K(r+) + eqr+]
+ 36z3z4[K(r+) + eqr+]2
− 108Ξωr+(r− − r+)z3z24 [K(r+) + eqr+]− 54eqz24z3(r− − r+)[K(r+) + eqr+]
]
− 3µ
2r24(r− − r+)
Λ(r4 − r+)(r4 − r−)(r3 − r4) −
3λ2(r− − r+)
Λ(r4 − r+)(r4 − r−)(r3 − r4)
− 3ieq(r− − r+)
Λ(r3 − r4)(r4 − r−)(r4 − r+) −
6iωΞr4(r− − r+)
Λ(r4 − r+)(r4 − r−)(r3 − r4)
+
3i
Λ
r− − r+
(r4 − r+)(r4 − r−)(r3 − r4)(r4 − r5) [Ξω(r4 − r+)(r4 + r+) +K(r+) + eqr4]
+
(
3i
2Λ
)(
2Ξωr4 + eq
(r4 − r−)(r3 − r4)(r4 − r+)
)
(r− − r+)
+
(−3i
2Λ
)
(r− − r+)[K(r4) + eqr4]
(r4 − r+)(r3 − r4)2(r4 − r−) +
(
3i
2Λ
)
(r− − r+)[K(r4) + eqr4]
(r4 − r+)2(r4 − r−)(r3 − r4)(
3i
2Λ
)
(r− − r+)[K(r4) + eqr4]
(r4 − r+)(r4 − r−)2(r3 − r4)
+
(−3i
2Λ
)
(r− − r+)3
(r4 − r+)2(r4 − r−)2(r3 − r4)2
{
−Ξωz44(r− − r+)2 − 4Ξωr+z34(r− − r+)
− 2eqz34(r− − r+)− 3z24(K(r+) + eqr+) + 2Ξωr+z24(r− − r+) + eqz24(r− − r+)
+ Ξωz3z
2
4(r− − r+)(r− + r+) + eqz3z24(r− − r+) + 2z3z4(K(r+) + eqr+)
− z3(K(r+) + eqr+) + 2z4(K(r+) + eqr+)
}
, (54)
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L5 = −3i
Λ
r− − r+
(r5 − r+)(r5 − r−)(r3 − r5)(r4 − r5) [Ξω(r5 − r+)(r5 + r+) +K(r+) + eqr5].
(55)
In eqn.(46), we use the notation R−(z) ≡ R(−)(r1 + z(r2 − r1)).
Let us calculate the exponents of the five singular points in (46). For the
singularity at z = 0 the indicial equation becomes
F (s) = s(s− 1) + 1
2
s+Q1 = s
2 − 1
2
s+Q1, (56)
with roots
sz=01,2 =
1
2 ±
√
(− 12 )2 − 4Q1
2
=: µ1. (57)
Likewise the exponents at the singular points z = 1, z = z3, z = z4 read as
follows:
sz=11,2 =
1
2 ±
√
(− 12 )2 − 4Q2
2
=: µ2, (58)
sz=z31,2 =
1
2 ±
√
(− 12 )2 − 4Q3
2
=: µ3, (59)
sz=z41,2 =
1
2 ±
√
(− 12 )2 − 4Q4
2
=: µ4. (60)
On the other hand the exponents at the fifth singular point z = z5 are computed
to be {0, 2}, i.e. they are both integers. Now by applying the F− homotopic
transformation of the dependent variable:
R−(z) = zµ1(z − 1)µ2(z − z3)µ3(z − z4)µ4R−(z), (61)
equation (46) transforms into:{
d2
dz2
+
(
1 + 4µ1
2z
+
1 + 4µ2
2(z − 1) +
1 + 4µ3
2(z − z3) +
1 + 4µ4
2(z − z4) −
1
z − z5
)
d
dz
+
L′1
z
+
L′2
z − 1 +
L′3
z − z3 +
L′4
z − z4 +
L′5
z − z5
}
R−(z) = 0, (62)
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where
L′1 = L1 +
[−4µ1µ2 − µ2 − µ1
2
]
+
[−4µ1µ3 − µ3 − µ1
2z3
]
+
[−4µ1µ4 − µ4 − µ1
2z4
]
+
µ1
z5
,
L′2 = L2 +
[
4µ1µ2 + µ1 + µ2
2
+
4µ2µ3 + µ2 + µ3
2(1− z3) +
4µ2µ4 + µ2 + µ4
2(1− z4) +
µ2
z5 − 1
]
,
L′3 = L3 +
4µ1µ3 + µ3 + µ1
2z3
+
4µ2µ3 + µ3 + µ2
2(z3 − 1) +
−4µ3µ4 − µ4 − µ3
2(z4 − z3) +
µ3
z5 − z3 ,
L′4 = L4 +
4µ2µ4 + µ2 + µ4
2(z4 − 1) +
4µ3µ4 + µ3 + µ4
2(z4 − z3) +
4µ1µ4 + µ4 + µ1
2z4
− µ4
z4 − z5 ,
L′5 = L5 −
µ1
z5
− µ2
z5 − 1 −
µ3
z5 − z3 −
µ4
z5 − z4 . (63)
We observe that Eqn.(62) possess five regular finite singularities and therefore
constitutes a highly non-trivial generalisation of the Heun differential equation-
the latter has three finite regular singular points.
As we shall see in section 4 for zero cosmological constant the corresponding
radial equation-see eqn.(116)-also leads to a generalisation of Heun’s equation,
in particular it has the specific mathematical structure of a GHE, however with
fewer finite singularities than eqn (62).
3.1 Asymptotic forms of the radial equation in KNdS space-
time
The investigation of the asymptotic forms of the radial equation (41) can be
facilitated if (41) is transformed by writing
R(−) = (∆KNr )
1/4(r2 + a2)−1/2(λ+ iµr)1/2RΛ, (64)
and using the Regge-Wheeler-like (or ”tortoise”) coordinate
dr∗ =
r2 + a2
∆KNr
dr. (65)
The radial equation becomes then
d2RΛ
dr∗2
+
{(
K2 + iK2
d∆KNr
dr +∆
KN
r
[
−µK
λ+iµr − 2iωrΞ− ieq − µ2r2 − λ2
])
(r2 + a2)2
− G2Λ −
d
dr∗
GΛ + 1
4
iµ∆KNr
(λ+ iµr)(r2 + a2)2
[
d∆KNr
dr
− 3iµ∆
KN
r
λ+ iµr
]}
RΛ = 0,
(66)
where we define:
GΛ := −1
4
d∆KNr /dr
r2 + a2
+
r∆KNr
(r2 + a2)2
. (67)
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Integrating Eqn.(65) we obtain the r∗(r) relation:
r∗ =
∫
r2 + a2
∆KNr
dr =
3(a2 + r2+)
(rΛ− − r+)(r+ − rΛ+)(r+ − r−)Λ
log |r − r+|
+
3(a2 + r2−)
(rΛ− − r)(r− − rΛ+)(r− − r+)Λ
log |r − r−|+
3(a2 + r2Λ+)
(rΛ− − rΛ+)(rΛ+ − r−)(rΛ+ − r+)Λ
log |r − rΛ+ |
+
(−3(a2 + rΛ−)2)
(rΛ− − rΛ+)(rΛ− − r−)(rΛ− − r+)Λ
log |r − rΛ− |+ C. (68)
3.1.1 The near event horizon limit r → r+
In the near event horizon limit r → r+ (r∗ → −∞), equation (66) takes the
form:
d2RΛ
dr∗2
+
(
(Ξω − Ξmω+ + eqr+
r2+ + a
2
) +
i
4
1
r2+ + a
2
d∆KNr
dr
∣∣∣
r=r+
)2
RΛ ∼ 0, (69)
where we define ω+ :=
a
r2++a
2 .
3.1.2 The near cosmological horizon limit r → r+Λ
In the near cosmological horizon limit r → r+Λ (r∗ → ∞) equation (66) takes
the form:
d2RΛ
dr∗2
+
(
(Ξω − ΞmωΛ+ +
eqrΛ+
r2Λ+ + a
2
) +
i
4
1
r2Λ+ + a
2
d∆KNr
dr
∣∣∣
r=rΛ+
)2
RΛ ∼ 0,
(70)
where we define ωΛ+ =
a
r2
Λ+
+a2
.
4 The general relativistic Dirac equation in the
Kerr-Newman spacetime
In the case of the Kerr-Newman spacetime (KN) the Kinnersley null tetrad is
a special case of (7) for Λ = 0 and takes the form:
lµ =
(
r2 + a2
∆KN
, 1, 0,
a
∆KN
)
, nµ =
(
r2 + a2
2ρ2
,−∆
KN
2ρ2
, 0,
a
2ρ2
)
,
mµ =
1√
2(r + ia cos θ)
(
ia sin θ, 0, 1,
i
sin θ
)
.
The quantity ∆KN is given by (3) by setting Λ = 0, i.e. ∆KN := r2 + a2 +
e2 − 2Mr. In the KN spacetime the non-vanishing λ-symbols are computed by
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setting Λ = 0 in the expressions (14), a procedure that yields:
λ213 = −
√
2
a2 sin θ cos θ
ρ2ρ
, λ324 = − ia cos θ∆
KN
ρ4
, (71)
λ243 =
−∆KN
2ρ2ρ
, λ234 = − ∆
KN
2ρ2(r − ia cos θ) , (72)
λ134 =
1
r − ia cos θ =
1
ρ∗
, λ314 =
−2ia cosθ
ρ2
, (73)
λ122 = −1
2
d∆KN
dr
1
ρ2
+ r
∆KN
ρ4
, λ132 =
√
2ira sin θ
ρρ2
, (74)
λ334 =
1
sin θ
√
2ρ
d(sin θ)
dθ
+
ia sin θ√
2ρ2
=
r cos θ + ia√
2ρ2 sin θ
, λ241 =
ira
√
2 sin θ
ρ2ρ∗
, (75)
λ412 =
√
2a2 sin θ cos θ
ρ2(r − ia cos θ) , λ443 =
d
dθ
(sin θ)
1√
2ρ∗ sin θ
− ia sin θ√
2ρ∗2
, (76)
while the Dirac equations in the curved background of the KN black hole space-
time have the same general form as in the more general KNdS case:
(D′ − γ + µ+ iqnµAµ)P (1) + (δ − τ + β + iqmµAµ)P (0) = −iµ∗Q(0˙), (77)
(−D + ̺− ε− iqlµAµ)P (0) + (−δ′ + α− π − iqmµAµ)P (1) = −iµ∗Q(1˙) (78)
however with different Ricci coefficients and differential operators for the direc-
tional derivatives calculated from those of the KNdS case by setting Λ = 0. In
equations (77),(78):
D = ∇00˙ = oAoA˙∇AA˙ = lµ∂µ (79)
δ = ∇01˙ = oAιA˙∇AA˙ = mµ∂µ (80)
δ′ ≡ δ = ∇10˙ = ιAoA˙∇AA˙ = mµ∂µ (81)
D′ = ∇11˙ = ιAιA˙∇AA˙ = nµ∂µ (82)
where oA, ιA are basis spinors with oAι
A = 1. The quantities ̺, ε, etc are the
spin coefficients (16)-(18), after setting Λ = 0. Also ABB˙ = σ
µ
BB˙
Aµ and
σµ
00˙
= ι1ι1˙lµ − o1˙ι1mµ − o1ι1˙mµ + o1o1˙nµ, (83)
σµ
10˙
= −ι0ι1˙lµ + ι0o1˙mµ + o0ι1˙mµ − o0o1˙nµ, (84)
σµ
01˙
= −ι1ι0˙lµ + o0˙ι1mµ + o1ι0˙mµ − o1o0˙nµ, (85)
σµ
11˙
= ι0˙ι0lµ − ι0o0˙mµ − o0ι0˙mµ + o0o0˙nµ. (86)
We have also made use of the tetrad formalism to define associated local spinor
components
y(k) = ζ
(k)
A y
A, y(k) = ζ
A
(k)yA, k ∈ {0, 1}, (87)
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for the original 2-spinor components yA, yA ∈ C2 through the spinor dyad a la
Penrose
ζA(k) = (o
A, ιA). (88)
The spin coefficients are defined generically as
Γ
(b)
AA˙(c)
:= ζ
(b)
A ∇AA˙ζA(c). (89)
4.1 Separation of the general relativistic Dirac equation
in the Kerr-Newman space-time
Applying the separation ansatz:
P (0) =
e−iωteimφS(−)(θ)R(−)(r)√
2(r − ia cos θ) , P
(1) = e−iωteimφ
S(+)(θ)R(+)(r)√
∆KN
, (90)
Q
(0˙)
=
−e−iωteimφS(+)(θ)R(−)(r)√
2(r + ia cos θ)
, Q
(1˙)
=
e−iωteimφ√
∆KN
S(−)(θ)R(+)(r). (91)
we obtain the following ordinary radial and angular differential equations
√
∆KN
[
dR(−)(r)
dr
+
{
ima− iω(r2 + a2)
∆KN
}
R(−)(r) − iqerR
(−)(r)
∆KN
]
= (λ+ iµr)R(+)(r),
(92)
√
∆KN
dR(+)(r)
dr
− i(ma− ω(r
2 + a2))√
∆KN
R(+)(r) +
ieqr√
∆KN
R(+)(r) = (λ− iµr)R(−)(r),
(93)
dS(+)(θ)
dθ
+
[
m
sin θ
− ωa sin θ + cot θ
2
]
S(+)(θ) = (−λ+ µa cos θ)S(−)(θ), (94)
dS(−)(θ)
dθ
+
[
ωa sin θ − m
sin θ
+
cot θ
2
]
S(−)(θ) = (λ+ µa cos θ)S(+)(θ), (95)
where µ∗ = µ/
√
2.
The radial equation for the R(−) mode can be written as follows [20]:[
∆KN
d2
dr2
+
(
r −M − iµ∆
KN
λ+ iµr
)
d
dr
+
K2 + i(r −M)K
∆KN
− 2iωr − ieq − µK
λ+ iµr
− µ2r2 − λ2
]
R− 12 (r) = 0, (96)
where K ≡ (r2 + a2)ω −ma+ eqr and R− 12 (r) ≡ R(−)(r).
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4.2 Transforming the angular KN equation into a gener-
alised Heun form
Using the variable x := cos θ the previous angular differential equation (40) is
written: {
(1 − x2) d
2
dx2
− 2x d
dx
− aµ(1− x
2)
λ+ aµx
d
dx
+
aµ(x2 + aω(1− x2)−m)
λ+ aµx
+ a2(ω2 − µ2)x2 + aωx− 1
4
+ λ2 + 2amω − a2ω2 + −m
2 +mx− 14
1− x2
}
S−(x) = 0, (97)
where S−(x) ≡ S(−)(arccosx). Equation (97) possess three finite singularities
at the points x = ±1, x = −λ/aµ which we denote using the triple:(a1, a2, a3) =
(−1,+1,−λ/aµ). Applying the transformation of the independent variable:
z =
x− a1
a2 − a1 =
x+ 1
2
, (98)
maps (a1, a2) to (0, 1) while the remaining singularity a3 is mapped to z = z3:
z3 =
a3 − a1
a2 − a1 =
−λ/aµ+ 1
2
. (99)
In terms of the new variable z the differential equation (97) becomes:{
d2
dz2
+
[
1
z
+
1
z − 1 −
1
z − z3
]
d
dz
+ 4a2(µ2 − ω2) + a
2(µ2 − ω2)
z − 1 −
a2(µ2 − ω2)
z
+
1
16
−4m2 − 4m− 1
z2
+
1
8
4m2 + 1
z − 1 +
1
16
−4m2 + 4m− 1
(z − 1)2 +
1
8
−4m2 − 1
z
+
1
4
8aωz23 − 8aωz3 + 2m− 2z3 + 1
z3(z3 − 1)(z − z3) +
−2m+ 1
(z − 1)(−4 + 4z3) +
1
4
2m+ 1
z3z
+
1
4
4a2ω2 − 8amω − 4aω − 4λ2 + 1
z − 1 +
1
4
−4a2ω2 + 8amω − 4aω + 4λ2 − 1
z
}
S(z) = 0,
(100)
where S(z) ≡ S−(2z − 1). Equation (100) is a particular case of the following
generic form:
S′′(z) +
(
2∑
i=1
Ai
z − zi +
−1
z − z3 + E0
)
S′(z)
+
(
3∑
i=1
Ci
z − zi +
2∑
i=1
Bi
(z − zi)2 +D0
)
S(z) = 0. (101)
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with z1 = 0 and z2 = 1. Let us calculate the exponents of the singularities. The
indicial equation for the z = 0 singularity is:
F (s) = s(s− 1) + s− 1
4
(
m+
1
2
)2
= 0, (102)
with roots: sz=01,2 = ± 12 |m+1/2|. Likewise the exponents at the singularities z =
1, z = z3 are computed to be: { |m−
1
2 |
2 ,−
|m− 12 |
2 }, {0, 2} respectively. Applying
the index transformation for the dependent variable S:
S(z) = eνzzα1(z − 1)α2(z − z3)α3 S¯(z), (103)
where ν = ±i2a
√
µ2 − ω2, α1 = 12 |m+ 1/2|, α2 = 12 |m− 1/2| and α3 = 0 yields
9 a generalised Heun equation (GHE)10:{
d2
dz2
+
[
2α1 + 1
z
+
2α2 + 1
z − 1 +
−1
z − z3 ± 4a
√
ω2 − µ2
]
d
dz
+
3∑
i=1
C′i
z − zi
}
S¯(z) = 0⇔,
(104){
d2
dz2
+
[
2α1 + 1
z
+
2α2 + 1
z − 1 +
−1
z − z3 ± 4a
√
ω2 − µ2
]
d
dz
+
β0 + β1z + β2z
2
z(z − 1)(z − z3)
}
S¯(z) = 0, (105)
where
β2 = C
′
1 +C
′
2 +C
′
3 = 2ν(α1 + α2) + ν(A1 +A2 − 1) = 2ν(α1 + α2) + ν. (106)
4.3 Transforming the radial KN equation into a gener-
alised Heun form
We will apply the following transformation of variables to the radial equation
(96)
z =
r − r−
r+ − r− , (107)
which transforms the radii of the event and Cauchy horizons to the points z = 1
and z = 0 respectively and the singularity r3 =
iλ
µ to the point z3 =
r3−r−
r+−r− .
9This calculation of ours rectifies our previous erroneous result of subsection 5.2.2 in [1]
that the angular equation for a massive spin-half particle in the KN background reduces to
Heun’s form.
10See section 5 for the mathematical background on the generalised Heun differential equa-
tion (GHE) and in particular eqn. (120) for its generic mathematical representation.
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The radial equation (96) then takes the form:{
d2
dz2
+
[(
r+ −M
r+ − r−
)
1
z − 1 −
(
r− −M
r+ − r−
)
1
z
− 1
z − z3
]
d
dz
+ (ω2 − µ2)(r+ − r−)2 −
µ2r2+
z − 1 +
µ2r2−
z
+
1
z
(ieq + 2iωr− + λ2) +
1
z − 1(−2iωr+ − ieq − λ
2)
− 1
z
iH−
(r− − r+)z3 +
1
z − 1
iH+
(r− − r+)(z3 − 1)
− 1
z − z3
1
(r− − r+)z3(z3 − 1)
(
i(ω(r− − r+)2z23 + eq(r+ − r−)z3 − 2ωr−z3(r− − r+) +H−)
)
+
1
z
1
(r− − r+)2
[
i
(
a2ω(r+ + r−)− 2Mω(a2 + r+r−) + ωr2−(3r+ − r−)
+M(2am− eq(r+ + r−))− am(r+ + r−) + 2eqr+r−
)
+ 2eqa(r+ + r−)(aω −m) + 2eqωr2−(3r+ − r−) + 2e2q2r+r−
+ 4ω2r+r−(r2− + a
2)− 4amω(a2 + r+r−) + 2ω2(a4 − r4−) + 2a2m2
]
+
1
z − 1
1
(r− − r+)2
[
i
(
−a2ω(r+ + r−) + 2Mω(a2 + r+r−) + ωr2+(r+ − 3r−)
+ am(r+ + r− − 2M) + eqM(r+ + r−)− 2eqr−r+
)
+ 2eqa(r+ + r−)(m− aω) + 2eqωr2+(r+ − 3r−)− 2e2q2r+r−
− 4ω2r−r+(a2 + r2+) + 4amω(a2 + r−r+) + 2ω2(r4+ − a4)− 2m2a2
]
+
1
(z − 1)2
1
(r− − r+)2
[
iω(a2 + r2+)(r+ −M) + i(am− eqr+)(M − r+)
+ eqr+(2a(aω −m) + 2ωr2+) + e2q2r2+
+ 2aωr2+(aω −m) + a2m2 + ω2(r4+ + a4)− 2a3mω
]
+
1
z2
1
(r− − r+)2
[
iω(a2 + r2−)(r− −M) + i(M − r−)(am− eqr−)
+ eqr−(2a(aω −m) + 2ωr2−) + e2q2r2−
+ 2aωr2−(aω −m) + a2m2 + ω2(r4− + a4)− 2a3mω
]}
R(z) = 0, (108)
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where R(z) ≡ R− 12 (r(z)) and
H± := a2ω + eqr± + ωr2± − am. (109)
The indicial equation for the singularity at z = 0 takes the form:
F (s) = s(s− 1)−
(
r− −M
r+ − r−
)
s+ B0, (110)
where B0 is the coefficient of the term 1z2 . The roots of equation (110) are:
sz=01,2 =
−
[
M−r+
r+−r−
]
±√∆0
2
=: µ1, (111)
where ∆0 =
(
M−r+
r+−r−
)2
− 4B0. Likewise, the indicial equation for the singularity
at z = 1 reads:
F (s) = s(s− 1) +
(
r+ −M
r+ − r−
)
s+ B1, (112)
where B1 is the coefficient of the term 1(z−1)2 in (108). The roots of (112) are:
sz=11,2 =
M−r−
r+−r− ±
√
∆1
2
=: µ2, (113)
with the discriminant ∆1 =
(
M−r−
r+−r−
)2
− 4B1. Equation (108) is of the following
generic form:
R′′(z) +
(
2∑
i=1
Ai
z − zi +
−1
z − z3 + E0
)
R′(z)
+
(
3∑
i=1
Ci
z − zi +
2∑
i=1
Bi
(z − zi)2 +D0
)
R(z) = 0. (114)
Applying now the F− homotopic transformation of the dependent variable R
R(z) = eνzzµ1(z − 1)µ2R¯(z) (115)
where ν = ±i
√
ω2 − µ2(r+−r−) transforms the radial part of the Dirac equation
in the curved spacetime of the KN black hole into a generalised Heun differential
equation:{
d2
dz2
+
[
2µ1 +
M−r−
r+−r−
z
+
2µ2 +
r+−M
r+−r−
z − 1 −
1
z − z3 ± 2i
√
ω2 − µ2(r+ − r−)
]
d
dz
+
3∑
i=1
C′i
z − zi
}
R¯(z) = 0, (116)
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where
C′1 = C1 + 2i
√
ω2 − µ2(r+ − r−)µ1 +A1i
√
ω2 − µ2(r+ − r−) + A1µ2
z1 − z2 +
A2µ1
z1 − z2
+
2µ1µ2
z1 − z2 −
µ1
z1 − z3 , (117)
C′2 = C2 + 2i
√
ω2 − µ2(r+ − r−)µ2 +A2i
√
ω2 − µ2(r+ − r−) + A1µ2
z2 − z1 +
A2µ1
z2 − z1
+
2µ1µ2
z2 − z1 −
µ2
z2 − z3 , (118)
C′3 = C3 +
µ1
z1 − z3 +
µ2
z2 − z3 − i
√
ω2 − µ2(r+ − r−). (119)
The fact that the radial equation in the KN spacetime has the mathematical
structure of a GHE was also noted in [22], on the basis of a computation using
a Carter tetrad.
5 Analytic solutions of the generalised Heun equa-
tion
In the previous section we managed to reduce the radial and angular parts of
the massive Dirac equation in the background of the Kerr-Newman black hole
to the generalised Heun differential equation. In this section we will investi-
gate its solutions. The general form of the generalised Heun equation in the
mathematical literature has the form [31]:
y′′(z) +
(
1− µ0
z
+
1− µ1
z − 1 +
1− µ2
z − a + α
)
y′(z)
+
β0 + β1z + β2z
2
z(z − 1)(z − a) y(z) = 0. (120)
where a ∈ C\{0, 1} and α 6= 0 and µj , βj are complex parameters. This equation
with three regular singular points and one irregular singular point at 0, 1, a and
∞ has been discussed in [31]. In this form the exponents at the singularities
z = 0, 1, a are respectively {0, µ0}, {0, µ1}, {0, µ2}. Because of the symmetry of
(120) in the parameters µ := (µ0, µ1, µ2) under certain index or F− homotopic
transformations, one allows the coefficient of the y(z) in (120) to have the form
11:
β0 + β1z + β2z
2
z(z − 1)(z − a) =
2∑
σ,ρ=0
σ 6=ρ
1
2
(
1− µσ
z − zσ
)(
1− µρ
z − zρ
)
+
2∑
k=0
(α/2)(1− µk) + λk
z − zk
(121)
11We note that when α = 0 and β2(= λ0 + λ1 + λ2) = 0, ∞ is also a regular singularity
and (120) reduces to Heun’s equation.
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with z0 = 0, z1 = 1, z2 = a ∈ C \ {0, 1}, and arbitrary parameters λ :=
(λ0, λ1, λ2) ∈ C3. The following was proven in [31]:
Theorem 1 Let a ∈ C \ {0, 1} be fixed. Then there exists a unique function
η = η(·; a) holomorphic with respect to (z, µ, α, λ) ∈ {z ∈ C : |z| < min(1, |a|)}×
C7, such that, for each (µ, α, λ), η(·, µ, α, λ; a) is a solution of (120) satisfying
η(0, µ, α, λ; a) = 1Γ(1−µ0) . The function η can be expanded in a power series
η(z, µ, α, λ; a) =
∞∑
k=0
Tk(µ, α, λ; a)
Γ(k + 1− µ0)Γ(k + 1)z
k, (122)
where the (unique) coefficients Tk are holomorphic in (µ, α, λ). In particular
T0(µ, α, λ; a) = 1.
Substituting (122) into (120) we obtain recursion relations for the coefficients
Tk:
β0T0
Γ(1 − µ0)Γ(1) +
T1(1 − µ0)a
Γ(2− µ0)Γ(2) = 0,⇔ T1 = −
β0
a
T0, (123)
T2 =
[
2− µ0 − µ2
a
+ (2− µ0 − µ1)− α− β0
a
]
T1 − β1(1 − µ0)
a
T0, (124)
T3 =
[
2(3− µ0 − µ1) + 2
a
(3− µ0 − µ2)− 2α− β0
a
]
T2
+
[
−2
a
(2− µ0)(3− µ0 − µ1 − µ2) + 2(2− µ0)
a
α(a+ 1)− 2(2− µ0)β1
a
]
T1
− β22(2− µ0)(1 − µ0)T0
a
(125)
T4 =
[
3(4− µ0 − µ1) + 3
a
(4− µ0 − µ2)− 3α− β0
a
]
T3
+ 3(3− µ0)
[
2
a
(−4 + µ0 + µ1 + µ2) + 2αa+ 1
a
− β1
a
]
T2
+ 2 3(2− µ0)(3− µ0)
(
−1
a
)
[α+ β2]T1, (126)
· · ·
which are summarised in the four-term recurrence relation for the Tk
Tk = ϕ1(k − 1)Tk−1 − ϕ2(k − 2)Tk−2 + ϕ3(k − 3)Tk−3, (k ∈ N), (127)
where T−1 = T−2 = 0 and
ϕ1(ξ) = ξ(ξ + 1− µ0 − µ1) + 1
a
ξ(ξ + 1− µ0 − µ2)− αξ − 1
a
β0, (128)
ϕ2(ξ) = (ξ + 1)(ξ + 1− µ0)
(
1
a
ξ(ξ + 2− µ0 − µ1 − µ2)−
(
1 +
1
a
)
αξ +
1
a
β1
)
,
(129)
ϕ3(ξ) = (ξ + 1)(ξ + 2)(ξ + 1− µ0)(ξ + 2− µ0)
(
−1
a
)
(αξ + β2). (130)
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The automorphism group of the generalised Heun equation has been inves-
tigated in [31] by studying the index transformations:
y(z) = zσ0(z − 1)σ1(z − a)σa y˜(z), (131)
with σj ∈ {0, µj}, j = (0, 1, 2) and linear transformations of the independent
variable
z˜ = εz + δ, (ε, δ ∈ C, ε 6= 0) (132)
which map the simple singularities (0, 1, a) into the simple singularities (0, 1, a˜)
and keep the irregular singularity ∞ fixed. For a summary of the results see
Table 1, appendix A. Using these results for the automorphism group one can
define for each j = 0, 1, 2 a set of two Floquet solutions yj1, yj2 at zj in terms
of the η function of theorem 1 by
y01(z, µ, α, λ) := η(z, µ0, µ1, µ2, α, λ; a), (133)
y02(z, µ, α, λ) := z
µ0η(z,−µ0, µ1, µ2, α, λ; a), (134)
for |z| < min(1, |a|),
y11(z, µ, α, λ) := η(1− z, µ1, µ0, µ2,−α,−λ; 1− a), (135)
y12(z, µ, α, λ) := (1− z)µ1η(1 − z,−µ1, µ0, µ2,−α,−λ; 1− a), (136)
for |z − 1| < min(1, |a− 1|),
y21(z, µ, α, λ) := η
(
1− z
a
, µ1, µ2, µ0,−aα,−aλ; 1− 1
a
)
, (137)
y22(z, µ, α, λ) :=
(
1− z
a
)µ2
η
(
1− z
a
, µ1,−µ2, µ0,−aα,−aλ; 1− 1
a
)
, (138)
for |z − a| < min(|a|, |1 − a|). The local solution in the vicinity of 1 has the
expansion:
y11(z, µ, α, λ) := η(1− z, µ1, µ0, µ2,−α,−λ; 1− a),
=
∞∑
k=0
Tk(µ1, µ0, µ2,−α,−λ; 1− a)
k!Γ(1− µ1 + k) (1− z)
k,
=
1
Γ(1 − µ1) +
−β˜0/a˜
Γ(2− µ1)T0(1− z)
+
{[
2− µ1 − µ0 + 2− µ1 − µ2
a˜
+ α− β˜0
a˜
]
T1
− β˜1(1 − µ1)
a˜
T0
}
(1− z)2
2!Γ(3− µ1) + · · · , (139)
with T0(µ1, µ0, µ2,−α,−λ; 1− a) = 1.
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6 Asymptotic solutions at infinity r →∞
We can also obtain the far horizon limit of our closed form analytic radial
solutions as follows. The radial GHE (116) is a differential equation with an
irregular singularity at infinity. Following the discovery of Thome´ that such
a differential equation can be satisfied in the neighbourhood of an irregular
singularity by a series of the form [35]
Y = eλζζµ
∞∑
s=0
as
ζs
(140)
we are able to determine the exponential parameters λ, µ. Let us start by first
inserting the formal solution at infinity eqn(140), into the generic form of the
GHE (120). We obtain:
λ∞1 = 0, µ
∞
1 = −
β2
α
, (141)
λ∞2 = −α, µ∞2 = µ0 + µ1 + µ2 − 3 +
β2
α
. (142)
Applying this method of asymptotic analysis to the radial GHE equation (116)
yields the results:
GH∞ ≡ η∞(z, µ, α, λ; a) ∼

 z
−β2
α = z−(µ1+µ2)z−(
C1+C2+C3
α )
e−αzz−(µ1+µ2)z(
C1+C2+C3
α )
and in terms of the original variables:
R(r) ∼


e±i
√
ω2−µ2(r+−r−)z
(
r−r−
r+−r−
)− C1+C2+C3
±2i
√
ω2−µ2(r+−r−)
e−(±i
√
ω2−µ2(r+−r−)z)
(
r−r−
r+−r−
) C1+C2+C3
±2i
√
ω2−µ2(r+−r−)
6.1 The connection problem for a regular and the irregu-
lar singular point at∞ for the radial generalised Heun
equation
We start this section by writing the formal solutions at ∞ eqns (140),(142), of
the GHE , in the form
y˜1(z) = z
µ∞1
(
1 +
∞∑
s=1
a1(s)z
−s
)
, (143)
y˜2(z) = e
−αzzµ
∞
2
(
1 +
∞∑
s=1
a2(s)z
−s
)
. (144)
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More exactly then in general we know for second order equations such as
(120) that there exist uniquely determined solutions y1(z) and y2(z) defined in
[35] (§7.2)
S1 =
{
z
∣∣∣∣∣|z| > max(1, |a|), arg(−α)− 32π < arg z < arg(−α) + 32π
}
, (145)
S2 =
{
z
∣∣∣∣∣|z| > max(1, |a|), argα− 32π < arg z < argα+ 32π
}
, (146)
where arg(±α) are chosen in [−π, π[, such that
yj(z) ∼ y˜j(z) (Sj ∋ z →∞, j = 1, 2). (147)
From [31] we know that (120) and (108) have one solution y(z) that is holo-
morphic near 1 with y(z) = 1 if µ1 6∈ N (in the form (120)), which can be
analytically continued to a neighbourhood in [1,∞[. The corresponding connec-
tion problem [36] is to decompose the solution y(z) in the form:
y(z) = γ1y1(z) + γ2y2(z), (z ∈]1,∞[, z sufficiently large). (148)
Following [36] we shall transform the connection problem between 1 and ∞
by defining z = 1/(1− t). Indeed, we shall apply the combined transformation
z−µ
∞
1 y(z) = v(t), z =
1
1− t . (149)
Starting from (120), one proves that the new dependent variable v(t) satisfies
the differential equation:
v′′(t) +
[
α
(t− 1)2 +
µ∞2 − µ∞1 + 2
t− 1 +
1− µ1
t
+
1− µ2
t− a˜
]
v′(t)
+
β˜0 + β˜1t+ β˜2t
2
at(t− a˜)(t− 1)2 v(t) = 0, (150)
with
β˜0 = (1 − a)(1− µ1)µ∞1 + β0 + β1 + β2, (151)
β˜1 = −β0 + β2a+ µ∞1 [a(1 − µ1) + (1− µ2) + (1− a)(µ∞1 − µ0)], (152)
β˜2 = aµ
∞
1 (µ
∞
1 − µ0), (153)
and a˜ = 1 − 1/a. The singular points z = 0, 1, a,∞ are mapped to t =
∞, 0, 1− 1/a, 1 respectively. y(z) is transformed into the solution v0(t) of (150)
holomorphic near 1 with v0(1) = 1, which is written as
v0(t) =
∞∑
s=0
dst
s, d0 = 1. (154)
29
Inserting (154) into (150) and equating parts with equal powers of t we obtain
recursion relations for the coefficients dk:
aa˜(1− µ1)d1 = β˜0d0, (155)
2a˜ad2(2 − µ1) = a
[
−α
(
1− 1
a
)
+
(
1− 1
a
)
[µ∞2 − µ∞1 + 2] +
(
3− 2
a
)
(1− µ1)
+ (1− µ2)
]
d1 + β˜0d1 + β˜1d0, (156)
3
(
1− 1
a
)
(3− µ1) ad3 = 2a
(
3− 2
a
)
(2− µ1) d2
+ 2d2a
{(
1− 1
a
)
[µ∞2 − µ∞1 + 2− α] + 1− µ2
}
+ β˜0d2
+ d1a
{
−
(
2− 1
a
)
(µ∞2 − µ∞1 + 2) + α−
(
3− 1
a
)
(1− µ1)− 2(1− µ2)
}
+ β˜1d1
+ β˜2d0 (157)
4
(
1− 1
a
)
(4− µ1) d4 = 3
[(
3− 2
a
)
(3− µ1) +
(
1− 1
a
)
[µ∞2 − µ∞1 + 2− α] + (1− µ2)
]
d3
+
β˜0
a
d3
+ 2d2
[(
−3 + 1
a
)
(2 − µ1) +
(
1
a
− 2
)
(µ∞2 − µ∞1 + 2) + α− 2(1− µ2)
]
+
β˜1
a
d2
+ (1− µ∞1 )(µ0 − µ∞1 + 1)d1, (158)
· · ·
which can be summarised in the four-term recursion relation for the coefficients
ds: (
1− 1
a
)
(s+ 1)(s+ 1− µ1)ds+1
= ϕ0(s)ds + ϕ1(s− 1)ds−1 + ϕ2(s− 2)ds−2, (s ∈ N), (159)
d0 = 1, d−1 = d−2 = 0, (160)
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where
ϕ0(s) =
[(
3− 2
a
)
(s− µ1) +
(
1− 1
a
)
(µ∞2 − µ∞1 + 2− α) + 1− µ2
]
s+ β˜0/a,
(161)
ϕ1(s) =
[(
1
a
− 3
)
(s− µ1) + α+
(
1
a
− 2
)
(µ∞2 − µ∞1 + 2)− 2(1− µ2)
]
s+ β˜1/a,
(162)
ϕ2(s) = (s+ µ0 − µ∞1 )(s− µ∞1 ). (163)
Then y1(z) and y2(z) pass into local solutions v
+
1 (t) and v
+
2 (t) of (150) at the
irregular singular point 1:
v+1 (t) ∼ 1 +
∞∑
ν=1
a1(ν)(1 − t)ν , |arg(1− t) + arg(−α)| < 3
2
π, (164)
v+2 (t) ∼ e−
α
1−t (1− t)µ∞1−µ∞2
(
1 +
∞∑
ν=1
a2(ν)(1 − t)ν
)
|arg(1− t) + argα| < 3
2
π, t→ 1 (165)
Thus, the connection relation (148) corresponds to:
v0(t) = γ1v
+
1 (z) + γ2v
+
2 (z) (z ∈]0, 1[). (166)
The following theorem, which was proven in [36], supplies a limit formula for
the connection coefficient γ2:
Theorem 2 Let γ2 be the connection coefficient for the connection problem
(144)-(148) . Assume the coefficient µ1 in (120) is not a positive integer e.g.
that µ1 6∈ {1, 2, 3, · · · }, α 6∈ [0,∞[ and ℜa < 12 . Let the sequence dk be deter-
mined by the four-term recursion formula (160). Then
γ2 = 2
√
πeα/2(−α)(µ∞2−µ∞1−1)/2 lim
k→∞
exp(−2√−α
√
k)k3/4+(µ∞2−µ∞1)/2dk.
(167)
Moreover the above sequence with limit γ2 has an asymptotic expansion, involv-
ing powers of 1/
√
k.
As it is explained in [36] all connection coefficients between 1 and ∞ can be
computed once a formula for γ2 is known. The necessity of the conditions on
the GHE parameters in the above theorem is also discussed in [36].
7 The near event horizon limit r → r+.
From theorem 1 and using ζ = r−r+r−−r+ as the independent variable we know the
expansion of the local solution near the event horizon limit where r → r+ ⇔
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ζ → 0:
η(ζ, µ, α, λ; a) =
∞∑
k=0
Tk(µ, α, λ; a)
Γ(k + 1− µ0)k!ζ
k
=
1
Γ(1− µ0) +
−β0/a
Γ(2− µ0)T0ζ
+
{[
2− µ0 − µ2
a
+ (2− µ0 − µ1)− α− β0
a
]
T1
− β1(1− µ0)
a
T0
}
ζ2
Γ(3− µ0)2! + · · · (168)
From the index transformation:
R(ζ) = e
ν
(
r−r+
r−−r+
)
ζµ1
′
(ζ − 1)µ2′η(µ′, α, λ′; ζ), (169)
where ν = ±i
√
ω2 − µ2(r+ − r−), α = 2ν, we conclude that in the near event
horizon limit in terms of the original variables:
R(r) ∼
(
r − r+
r− − r+
)µ1′ 1
Γ(1 − µ0) . (170)
8 Asymptotic behaviour using the Regge-Wheeler
coordinate
The asymptotic forms of the radial equation (96) may also be seen if equation
(96) is transformed by writing
R = (∆KN )1/4(r2 + a2)−1/2(λ + iµr)1/2R, (171)
and if one uses a Regge-Wheeler-like radial variable r∗ [37], defined by
dr∗
dr
=
(r2 + a2)
∆KN
. (172)
The radial equation is then:
d2R
dr∗2
+
[
(K2 + iK(r −M) + ∆KN (+ −µKλ+iµr − 2iωr − ieq − µ2r2 − λ2))
(r2 + a2)2
− G2 − dG
dr∗
+
iµ∆KN
2(λ+ iµr)(r2 + a2)2
[r −M − 3
2
iµ∆KN
λ+ iµr
]
]
R = 0, (173)
with
G := −1
2
(r −M)
r2 + a2
+
r∆KN
(r2 + a2)2
. (174)
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8.0.1 The near event horizon limit r → r+
Asymptotically, in the near horizon limit r → r+ (r∗ → −∞) equation (173),
takes the form
d2R
dr∗2
+
[(
ω −mω+ + eqr+
r2+ + a
2
)
+
i
2
r+ −M
r2+ + a
2
]2
R ∼ 0, (175)
where ω+ :=
a
r2++a
2 and r+ is the event horizon of the KN black hole r+ =
M+
√
M2 − a2 − e2. The solution for a purely ingoing wave at the event horizon
of the KN black hole is
R ∼ e−ir
∗
(
ω−mω++ eqr+
r2
+
+a2
)
(176)
8.1 Asymptotic solutions at spatial infinity r →∞
At spatial infinity r→∞ (r∗ →∞) the asymptotic form of (173) is:
d2R
dr∗2
+
(
ω2 − µ2 + 2eqω + 2µ
2M
r
)
R ∼ 0 (177)
9 Determining the separation constant λ of the
massive Dirac equation in the Kerr-Newman
spacetime
In §4.2 we computed the exact eigenfunctions of the angular components of
the Dirac equation in the KN curved background in terms of the generalised
Heun functions. We now discuss how the separation constant λ (i.e the angu-
lar eigenvalues)12 can be determined. For this purpose we will make original
use of functional analysis techniques, of properties of special functions, integra-
tion of partial differential equations, novel asymptotic analysis and integration
of the non-linear Painleve´ transcendents involved in this fascinating problem.
Equations (94)-(95) in matrix form read as follows:
 ddθ + msin θ − ωa sin θ + cot θ2 λ− µa cos θ
λ+ aµ cos θ − ddθ − cot θ2 − ωa sin θ + msin θ



 S(+)(θ)
S(−)(θ)

 = 0.
(178)
12Some notable works on the determination of the angular eigenvalues are: [26],[30],[45],[46].
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Using the matrix V =

 0 1
−1 0

 we can write eqns (94)-(95) as an eigenvalue
equation
1
2 sin θ
{
2

 0 sin θ
− sin θ 0



 dS(+)/dθ
dS(−)/dθ

+

 0 cos θ
− cos θ 0



 S(+)(θ)
S(−)(θ)



 −2ν cos θ sin θ −2m+ 2ξ sin2 θ
−2m+ 2ξ sin2 θ 2ν cos θ sin θ



 S(+)(θ)
S(−)(θ)


}
= λ

 S(+)(θ)
S(−)(θ)

 ,
(179)
where we define ξ := aω, ν := aµ.
For fixed values of ξ and ν, the differential operator A generated by the left
hand side of (179) is a self-adjoint operator acting on the Hilbert L2((0, π), 2 sin θ)2
of square integrable vector functions with respect to the weight function 2 sin θ.
The operator A = A(ξ, ν) as well as its eigenvalues λj = λj(m, ξ, ν) depend
holomorphically on ξ, ν. The partial derivatives of the differential operator A
are given by:
∂A
∂ν
=

 − cos θ 0
0 cos θ

 , ∂A
∂ξ
=

 0 sin θ
sin θ 0

 . (180)
Using analytic perturbation theory, in particular Theorem 3.6, VII, §3 in [42],
we obtain for the eigensystem (179) the following estimates:
∣∣∣∂λj
∂ν
∣∣∣ ≤
∥∥∥∥∂A∂ν
∥∥∥∥ = | cos θ| ≤ 1 and
∣∣∣∂λj
∂ξ
∣∣∣ ≤
∥∥∥∥∂A∂ξ
∥∥∥∥ = sin θ ≤ 1 (181)
In (181) the function ‖·‖ denotes the operator or (spectral) norm of a matrix:
Definition 3 Let B(X,Y ) denote the space of continuous linear operators X →
Y , where X and Y are normed spaces. Then B(X,Y ) is a vector space with a
norm defined by [44]: 13
‖A‖ := sup
x 6=0
‖Ax‖Y
‖x‖X
. (182)
It can be shown that B(X,Y ) is complete when Y is complete. For a matrix A
the operator norm is related to the spectral radius:
Theorem 4
‖A‖ = ρ
√
(A∗A) (183)
Thus for a real 2× 2 matrix A we compute:
13The norm is well defined in the sense that if T is an operator, then ‖T x‖ / ‖x‖ ≤ b for all
non-zero x ∈ X, and the supremum ‖T ‖ of such upper bounds b exists. In fact, a linear map
belongs to B(X, Y ) if, and only if, ‖T ‖ <∞, in which case ‖T x‖ ≤ ‖T ‖ ‖x‖.
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Corollary 5∥∥∥∥∥∥

 a b
c d


∥∥∥∥∥∥ =
√
a2 + b2 + c2 + d2 +
√
((a− d)2 + (b+ c)2)((a+ d)2 + (b − c)2)
2
.
(184)
Alternatively we can express the angular equations in the following manner:
 dS(+)(θ)/dθ
−dS(−)(θ)/dθ

+

 −ν cos θ − msin θ + ξ sin θ
− msin θ + ξ sin θ ν cos θ



 S(+)(θ)
S(−)(θ)

 = λ

 S(+)(θ)
S(−)(θ)


(185)
where S(θ) := √sin θ

 S(+)(θ)
S(−)(θ)

. We will first determine the eigenvalues of
(185) for a = 0 (non-rotating black hole). For this we will need the following
lemmas concerning Jacobi polynomials.
Lemma 6
1 + x
2
P
(α+1,β+1)
ν−1 (x) =
ν
2ν + 1 + α+ β
P (α+1,β)ν (x)+
β + ν
2ν + 1 + α+ β
P
(α+1,β)
ν−1 (x)
(186)
Proof. We will prove it using the relation of Jacobi polynomials to hypergeo-
metric functions. Indeed we have:
P (α,β)ν (cos θ) =
(α+ 1)ν
ν!
F (α+ β + 1 + ν,−ν, α+ 1, sin2 θ
2
) (187)
Now the Gauß hypergeometric function F (a, b, c, x) obeys the recurrence relation:
(b− a)(1 − x)F = (c− a)F (a−)− (c− b)F (b−), (188)
where we use the notation F ≡ F (a, b, c, x), F (a±) = F (a ± 1, b, c, x) and
likewise for F (b±), F (c±). Using (187),(188), the lemma is proved.
Lemma 7
ν(α+ β + 1 + ν)
2ν + 1 + α+ β
P (α+1,β)ν (x) = −
ν(α + ν + 1)
2ν + 1 + α+ β
P
(α+1,β)
ν−1 (x) + νP
(α+1,β−1)
ν (x)
(189)
Proof. Using the recurrence relation for the Gauß hypergeometric function:
(a− b)F = aF (a+)− bF (b+), (190)
the lemma is proved.
Lemma 8
− P (α+1,β)ν−1 (x)− P (α,β)ν (x) = −P (α+1,β−1)ν (x) (191)
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Proof. Using (187) and the following recurrence relation for the Gauß hyper-
geometric function:
b[F (b+)− F ] = (c− 1)[F (c−)− F ] (192)
the lemma is proved.
The result follows directly from Lemmas 7 and 8:
Proposition 9
ν + α+ β + 1
2ν + 1 + α+ β
[νP (α+1,β)ν (x)+(β+ν)P
(α+1,β)
ν−1 (x)] = (ν+β)P
(α+1,β−1)
ν (x)−βP (α,β)ν (x).
(193)
Proposition 10 For a = 0 the eigenvalues of the separation constant λ in
Eq.(179) are given by the formula:
λν = ±[ν + 1
2
+m] (194)
Applying the transformation:
S(θ) = sinm+1/2 θ


√
tan θ2u(cos θ)√
cot θ2v(cos θ)

 , (195)
yields the equations:
(1 − x)du(x)
dx
= (m+
1
2
)u(x) + λv(x), (196)
(1 + x)
dv(x)
dx
= −(m+ 1
2
)v(x) − λu(x) (197)
It can be shown that λ = 0 is not an eigenvalue because it does not satisfy the
normalization conditions:∫ 1
−1
(1−x)m+1/2(1+x)m−1/2u2(x)dx <∞,
∫ +1
−1
(1+x)m+1/2(1−x)m−1/2v2(x)dx <∞.
(198)
Thus, we can write (197) as follows:
u(x) =
−(m+ 1/2)v(x)− (1 + x)v′(x)
λ
, (199)
and substituting for u(x) in (196) yields
(1− x2)v′′(x) + v(x)
[
λ2 − (m+ 1
2
)2
]
+ v′(x)[1 − 2(m+ 1)x] = 0. (200)
If we compare the last equation with the equation for the Jacobi polynomials:
(1− x2)y′′(x) + [β − α− (α+ β + 2)x]y′(x) + ν(ν + α+ β + 1)y(x) = 0, (201)
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we are lead to the identification: β = m + 12 , α = m − 12 and the order of the
Jacobi polynomial is determined by the equation:
ν2 + ν(2m+ 1) = λ2 −
(
m+
1
2
)2
, (202)
which yields:
ν = λ− (m+ 1/2), (203)
or equivalently λν = ±
[
ν + 12 +m
]
. Defining v(x) = −P (m− 12 ,m+ 12 )(λ−m−1/2) (x) and
using the derivative of the Jacobi polynomial:
(P (α,β)ν (x))
′ =
1
2
(ν + α+ β + 1)P
(α+1,β+1)
ν−1 (x), (204)
in equation (199) we obtain:
λνu(x) = βP
(α,β)
ν (x) +
1 + x
2
(ν + α+ β + 1)P
(α+1,β+1)
ν−1 (x). (205)
Then using Lemmas 6-8 and Proposition 9 we obtain the result:
Proposition 11
λνu(x) = (ν + β)P
(α+1,β−1)
ν (x) = |λν |P (α+1,β−1)ν (x)
⇔ u(x) = ±P (α+1,β−1)ν (x), x ∈ (−1, 1). (206)
As we shall see in §9.1 the eigenvalues of the angular equation in KN space-
time for different generic values of the parameters ν, ξ obey a partial differential
equation whose solution using the method of Charpit is reduced to the solution
of the nonlinear ODE of Painleve´ PIII. The theory of solutions of the Painleve´
PIII constitutes a very active field of research in mathematical analysis [47]-[48].
In §9.2 we obtain new exact solutions of the angular Painleve´ PIII in terms of
Bessels functions.
In §9.3 we present a new asymptotic analysis for the Painleve´ PIII which
describes the leading order behaviour of eigenvalues of the angular equation
in KN spacetime for generic values of the physical parameters ν and ξ. In
particular we shall derive in the large limit of the independent variable a closed
form solution for the eigenvalues of the angular equation in terms of Jacobian
elliptic functions 14.
A very important property of non-linear differential equations such as PIII
is that they can be considered in the framework of the inverse problem and
14In [49], §7.5, the authors discuss the asymptotics of solutions for the first two Painleve´
transcendents PI,PII. As is mentioned there, Boutroux initiated such a research pro-
gramme by studying the asymptotics of solutions of the first Painleve´ differential equation
PI :
d2y
dx2
= 6y2 + x, in two memoirs and he obtained for the first Painleve´ transcendent
y(x) ∼ x1/2℘
(
4
5
x5/4;−2, g3
)
, as|x| → ∞ where ℘(x; g2, g3) denotes the Weierstraß elliptic
function [51].
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can be represented as compatibility conditions for a system of auxiliary linear
problems. A particular linear representation of the nonlinear ODE PIII by a Lax
pair was provided in [54] and is discussed in Appendix B (see eqns.(279)-(280)).
In the same appendix we briefly discuss how this coupled linear system can be
solved by the Inverse Monodromy Tranform and obtain rational solutions for
the Painleve´ PIII.
9.1 Reducing the partial differential equation satisfied by
the eigenvalues to PIII
In appendix B.2, it is proved that the equation the eigenvalues obey for different
parameters ν, ξ is:
(ν + 2λξ)
∂λ
∂ν
+ (ξ + 2λν)
∂λ
∂ξ
+ 2mν − 2ξν = 0 (207)
Introducing as in [30] new coordinates:
ν(t, v) =
t
2
(
v +
ǫ
v
)
, ξ(t, v) =
t
2
(
v − ǫ
v
)
, ǫ ∈ {−1,+1} , (208)
and also w(t, v) = λ(ν, ξ) we compute:
∂w
∂t
=
∂ν
∂t
∂λ
∂ν
+
∂ξ
∂t
∂λ
∂ξ
=
1
2
(
v +
ǫ
v
) ∂λ
∂ν
+
1
2
(
v − ǫ
v
) ∂λ
∂ξ
=
1
t
(
ν
∂λ
∂ν
+ ξ
∂λ
∂ξ
)
(209)
and
∂w
∂v
=
∂ν
∂v
∂λ
∂ν
+
∂ξ
∂v
∂λ
∂ξ
=
t
2
(
1− ǫ
v2
) ∂λ
∂ν
+
t
2
(
1 +
ǫ
v2
) ∂λ
∂ξ
=
1
v
(
ξ
∂λ
∂ν
+ ν
∂λ
∂ξ
)
(210)
In the new coordinates equation (207) becomes:
∂w
∂t
+
2vw
t
∂w
∂v
+m
(
v +
ǫ
v
)
− t
2
(
v2 − ǫ
2
v2
)
= 0. (211)
In order to solve equation (211) we will use the method of Charpit 15. For a
pde in the form:
F (x, y, u, p, q) = 0, p =
∂u
∂x
, q =
∂u
∂y
, (212)
15Paul Charpit read his paper: Me´moir sur l’inte´grattion des e´quations aux diffe´rences
partielles to the Acade´mie des Sciences on Wednesday, June 30,1784. However, it appears the
paper was never printed [52].
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where u(x, y) is a general solution of (212), we have the following system of
differentials:
dx
Fp
=
dy
Fq
=
du
pFp + qFq
=
dp
−Fx − pFu =
dq
−fy − qFu (213)
Applying this method to (211) we obtain:
t˙ =
∂F
∂(∂w/∂t)
= 1, (214)
v˙ =
∂F
∂(∂w∂v )
=
2vw
t
(215)
w˙ =
∂w
∂t
1 +
2vw
t
∂w
∂v
= −m
(
v +
ǫ
v
)
+
t
2
(
v2 − 1
v2
)
. (216)
The procedure yields:
v¨t
2v
− v˙
2t
2v2
+
v˙
2v
= −m
(
v +
ǫ
v
)
+
t
2
(
v2 − 1
v2
)
(217)
Equivalently:
v¨ − v˙
2
v
+
v˙
t
+
2m
t
(v2 + ǫ)−
(
v3 − 1
v
)
= 0. (218)
This is Painleve´’s third equation, PIII (see eqn.(273) in Appendix B) with pa-
rameters α = −2m,β = −2mǫ, γ = 1, δ = −1.
9.2 Rational solutions of the Painleve´ PIII and one param-
eter solutions in terms of Bessels functions
It is known from the work of Lukashevich [50] that the Painleve´ PIII can be
reduced to the Ricatti equation:
dw
dz
= P2(z)w
2 + P1(z)w + P0(z), (219)
by imposing certain conditions on its parameters. Indeed, differentiation of
(219) yields:
d2w
dz2
= 2P 22w
3 + (P ′2 + 3P1P2)w
2 + w(2P2P0 + P
′
1 + P
2
1 ) + P1P0 + P
′
0 (220)
Substituting (219) and (220) into the Painleve´ PIII (273) and comparing coeffi-
cients of equal powers of w we obtain the following restrictions on the parameters
of PIII:
P 22 = γ, P1(z) =
α− P2
P2
1
z
, (221)
β =
P0
P2
(−α+ 2P2), δ + P 20 = 0, (222)
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so that it reduces to a Ricatti equation. Now using the transformationw = − u′P2u
we obtain:
uzz − P1uz + P0P2u = 0⇔ uzz +
(
1 +
α√
γ
)
uz
z
+
√
γ
√
−δu = 0. (223)
Applying the transformations:
x = γ1/4(−δ)1/4z, u = z−̺u1(x), ̺ = α/(2γ1/2), (224)
yields the Bessel equation:
u′′1 +
1
x
u′1 +
(
1− ̺
2
x2
)
u1 = 0. (225)
Thus the general solution of (223) is written as follows:
u = Az−̺J̺(x) +Bz−̺Y̺(x), (226)
where J̺(x) and Y̺(x) are Bessel functions. Thus PIII possesses solutions that
are expressed in terms of Bessel functions. As is pointed out in [48] the free-
dom in the choice of sign of the square roots of γ and −δ means that the
one-parameter family condition may be regarded as four individual conditions.
Indeed, the one-parameter family condition for
√
γ =
√−δ = 1, taking into
account the third constraint in (222) yields β + α + 2 = 0. This solution is
referred to as y
[1]
0 (x;α0, β0, 1,−1) in [48]. For the choice γ1/2 = (−δ)1/2 = −1,
i.e. 2 − α − β = 0, the associated solution is referred as y[4]0 (x;α0, β0, 1,−1) in
[48].
These cases are directly applicable to the PIII equation (218) in a KN
background spacetime. If we choose the values m = 12 , ǫ = +1 which give:
α = β = −1 we get the first solution while if we choose m = − 12 , ǫ = +1 i.e.
α = β = 1 we get the fourth. Explicitly, in this case the solution of (218) is
expressed in terms of Bessel functions:
v =
uz√
γu
, (227)
where u(z) satisfies (226). In computing (227) it is convenient to use the recur-
sive relations for the derivatives of Bessel functions:
zJ ′n = nJn(z)− zJn+1(z). (228)
9.3 Asymptotic behaviour of the Painleve´ PIII in terms of
Jacobi’s elliptic function sn(x)
In the limit |t| → ∞ eqn.(218) becomes:
vtt =
v2t
v
− 1
v
+ v3. (229)
We now prove the following proposition:
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Proposition 12 A first integral of the differential equation vtt =
v2t
v +
δ
v + γv
3
is:
v2t = γv
4 − δ + 2EIIIv2, (230)
where EIII is a constant of integration.
Proof. We have that:
v2
d
dt
(vt
v
)
= δ + γv4 ⇔
v−3v2
d
dt
(vt
v
)
= γv +
δ
v3
⇔
v−1
d
dt
(vt
v
)
=
d
dv
[
γ
v2
2
− 1
2
δ
v2
]
⇔
vt
v
d
(vt
v
)
= d[γ
v2
2
− δ
2v2
]⇔∫
vt
v
d
(vt
v
)
=
∫
d
[
γ
v2
2
− δ
2v2
]
⇔
(
vt
v
)2
2
=
γv2
2
− δ
2v2
+ EIII ⇔
v2t = γv
4 − δ + 2EIIIv2. (231)
Equation (231) can be integrated as follows:
dv√
γv4 + 2EIIIv2 − δ
= dt⇒
∫
dv√
γv4 + 2EIIIv2 − δ
=
∫
dt (232)
This is an elliptic integral equation and its inversion will involve an elliptic
function for discrete roots of the quartic equation: γv4 + 2EIIIv2 − δ = 0. If all
the roots of the quartic are real and distinct and arranged in an ascending order
of magnitude v1 > v2 > v3 > v4 then we prove the following result:
Proposition 13 Equation (232) can be solved in terms of the Jacobi sinus
amplitudinus function sn(x, k)
v =
v1 − v2 v4−v1v4−v2 sn2
(
γ
√
(v3−v1)(v4−v2)
2 t
)
1− v4−v1v4−v2 sn2
(
γ
√
(v3−v1)(v4−v2)
2 t
) (233)
Proof. For EIII < 0 and γ = −δ = 1 the roots of the quartic equation are real
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and they are given by the following expressions:
v1 = +
√
−EIII +
√
E2III + γδ
γ
, (234)
v2 = +
√
−EIII −
√
E2III + γδ
γ
, (235)
v3 = −
√
−EIII −
√
E2III + γδ
γ
, (236)
v4 = −
√
−EIII +
√
E2III + γδ
γ
. (237)
Applying the transformation:
z =
(
v4 − v2
v4 − v1
)(
v − v1
v − v2
)
≡ 1
ω′
(
v − v1
v − v2
)
(238)
yields ∫ v
v1
dv′√
(v′ − v1)(v′ − v2)(v′ − v3)(v′ − v1)
=
√
ω′√
(v3 − v1)(v4 − v1)
∫ z
0
dz√
z(1− z)(1− k2z , (239)
where the modulus k2 is given by:
k2 =
v4 − v1
v4 − v2
v2 − v3
v1 − v3 (240)
Finally, using the transformation z = x2 yields
∫
dx√
(1− x2)(1− k2x2) =
√
(v4 − v2)(v3 − v1)t
2
, (241)
and inverting
x = sn
(√
(v3 − v1)(v4 − v2)
2
t, k2
)
. (242)
The Jacobian functions are elliptic functions with two periods 4mK, 4niK ′,m, n ∈
Z:
sn(u + 4mK + 4niK ′) = snu, (243)
cn(u + 4mK + 4niK ′) = cnu, (244)
dn(u + 4mK + 4niK ′) = dnu, (245)
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where
K =
∫ 1
0
dt√
(1− t2)(1 − k2t2) ,K
′ =
∫ 1/k
1
dx√
(x2 − 1)(1− k2x2) =
∫ cos−1 k
0
dθ√
cos2 θ − k2
(246)
Following [56] and the results in Proposition 12, we can define an energy-like
quantity for the generic PIII:
EIII :=
1
2v2
(v2t − γv4 + δ). (247)
Then applying the transformation v = α U(βt) =: α U(η) to the previous
equation yields:
v2t = α
2β2U2η = 2α2EIIIU2 + α4γU4 − δ. (248)
If we compare the differential equation (248) that the new dependent variable
U obeys with the equation for the derivatives of the Jacobian elliptic functions:
d
du
sn2(u, k) = 2sn(u, k)
dsnu
du
= 2sn(u, k)cn(u, k)dn(u, k)⇔(
dsn
du
)2
= (1− sn2u)(1− k2sn2u). (249)
we conclude that:
v ∼ αU(η) = α sn(βt), as |t| → ∞, (250)
where 2EIIIβ2 = −(k2 + 1), α
2γ
β2 = k
2, −δα2β2 = 1 and the Jacobi modulus satisfies
the equation:
2EIIIk ±
√
−γδ(k2 + 1) = 0. (251)
For the specific angular PIII differential equation (218) α
2 = β2 = 4m2 and the
Jacobi modulus is k2 = 1. In this case sn(βt, 1) = tanh(βt) and the leading
doubly periodic behaviour becomes singly periodic. Also in this degenerate case
we have that: v ∼ (−2m)tanh(−2mǫt) as |t| → ∞ and E2III = 1.
Solving equation (215) for w results in the following equation that relates
the eigenvalues of the KN angular equation to the large-t limit of the Painleve´
PIII in terms of Jacobian elliptic functions (in the degenerate limit in terms of
hyperbolic functions) 16:
λ(ν, ξ) =
v˙t
2v
. (252)
16A full analysis of all the regions in the complex plane in which the elliptic asymptotic
limit of the generic Painleve´ PIII is valid in the spirit of Boutroux [51], for all possible values
of the parameter EIII is beyond the scope of the current publication and will be investigated
elsewhere. Some properties of the elliptic integrals involved as functions of EIII are discussed
in Appendix B.1.1.
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9.3.1 Exact solutions for aω = ±aµ
In the special case aω = ±aµ we find that the angular GHE (105) reduces to{
d2
dz2
+
[
2α1 + 1
z
+
2α2 + 1
z − 1 +
−1
z − z3
]
d
dz
+
β0 + β1z
z(z − 1)(z − z3)
}
S¯(z) = 0. (253)
Thus the exact angular eigenfunctions for this particular case are solutions of
a Heun equation. Moreover, the problem simplifies even further if the singular
point z3 is a false singular point. In this case, as has been shown in [1], the
exact solution of Heun’s differential equation with a false singular point is given
in terms of Gauß hypergeometric function-see eqn (255), page 39 in [1]. The
concept of false singularity is described in detail in [1]. This theory directly
applies to (253). We have therefore obtained a novel result in a top-down
approach.
Now with regard to the angular eigenvalues for the special case aω = ±aµ,
the function w(ν) := λ(ν,−ψν) for some fixed ψ ∈ {−1,+1} satisfies eqn. (207).
Substituting in (207) dividing by −ψν and integrating the resulting equation
we obtain:
w(ν)2 − w(ν)
ψ
= ν2 + 2m
ν
ψ
+ C
⇔
(
w(ν) − ψ
2
)2
= ν2 + 2mνψ +
(
w(0) − ψ
2
)2
⇔ w(ν) ≡ λj(m; ν,−ψν) = ψ
2
+ sgn(j)
√
(λj(m, 0, 0)− ψ
2
)2 + 2mνψ + ν2, j ∈ Z \ {0},
(254)
where λj(m, 0, 0) are the eigenvalues for the Reissner-Nordstro¨m black hole.
Equation (254) is in agreement with the corresponding results in [46],[30].
10 Remarks on the existence of bound states in
the KN spacetime
An interesting issue is the problem of whether or not bound states exist for the
Dirac equation in the presence of a rotating charged black hole. There is a grow-
ing literature in the subject [25]-[29] with various results. Finster et al obtained
a non-existence theorem regarding normalisable time-periodic solutions for the
Dirac equation in the nonextreme Kerr-Newman geometry [25]. In their work
the authors introduced certain matching conditions for the spinor field across
the Cauchy and event horizons, which in turn, enabled them to obtain a weak
solution of the Dirac equation valid across the horizons. Specifically, by writing
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the time periodic wavefunction as a discrete Fourier series, they exploited the
conservation of the Dirac current (flux) to show that, because of the matching
conditions, the only way to obtain a normalisable bound state of the Dirac equa-
tion is that each term in the Fourier series expansion is identically zero. Also
the authors in [28] computed the essential spectrum of the radial operator in the
KN black hole and concluded that it covers the real axis. The same approach
was followed in [29] with the inclusion of the cosmological term. On the other
hand Schmidt investigated the Dirac equation in the extreme Kerr-Newman ge-
ometry and derived a set of necessary and sufficient conditions for the existence
of bound states in such a background [26] 17. However, even in this case due to
the complex way the radial and angular eigenvalues are intertwined no concrete
examples of bound states that satisfy these conditions have been found.
Finster et al [25] interpreted their results as an indication that, in contrast
to the classical situation of massive particle orbits, a quantum mechanical Dirac
particle must either disappear into the black hole or escape to infinity. Due to
the physical significance of these results it is imperative to investigate the prob-
lem further via a different method. The work in [25],[28], lacked the knowledge
of the exact analytic solutions for both the radial and angular components of
the Dirac equation in the Kerr-Newman background that we gained and de-
veloped in this work. Thus it is interesting to apply our fundamental exact
mathematical approach in order to explore this important issue further.
10.1 Investigation of the existence of bound states with
ω ∈ R, ω < µ, using the four-term recurrence relation
for the power-series coefficients of the solution of the
radial GHE in the KN spacetime
After separation of the variables in the Dirac equation in KN spacetime, ω ∈ R
will be an energy eigenvalue of the Dirac equation, if there exists λ ∈ R and
non-trivial solutions:
R(r) =

 R(+)
R(−)

 , S(θ) =

 S(+)
S(−)

 , r > r+, θ ∈ (0, π), (255)
satisfying the normalisation conditions:∫ ∞
r+
|R(r)|2 r
2 + a2
∆KN
dr <∞,
∫ π
0
|S(θ)|2 sin θ dθ <∞. (256)
From the local solution near the event horizon (169) and demanding that the
radial spinor wavefunctions decay exponentially asympotically away from the
KN black hole, we observe that the problem of existence of fermionic bound
states reduces to the question of whether or not the radial GHE (116) admits
17The set of complicated inequalities and equalities that represent these conditions are
presented in appendix B.2.1
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polynomial solutions for |ω| < µ, since then the local solution near the event
horizon would satisfy the radial normalisation condition. In order to determine
if there exist polynomial solutions we will make use of the four-term recursion
relation that the coefficients in the power series expansion of the local solution
near the event horizon satisfy:
Tk = ϕ(k− 1)Tk−1−ϕ2(k− 2)Tk−2+ϕ3(k− 3)Tk−3, T−1 = T−2 = 0, (k ∈ N),
(257)
where
ϕ1(ξ) = ξ(ξ + 1− µ1 − µ0) + ξ
a˜
(ξ + 1− µ1 − µ2) + αξ − β˜0
a˜
, (258)
ϕ2(ξ) = (ξ + 1)(ξ + 1− µ1)( ξ
a˜
(ξ + 2− µ1 − µ0 − µ2) + 2α (a˜+ 1)
a˜
+
β˜1
a˜
),
(259)
ϕ3(ξ) = (ξ + 1)(ξ + 2)(ξ + 1− µ1)(ξ + 2− µ1)(αξ
a˜
− β˜2
a˜
). (260)
We will have a polynomial solution if the local solution near r+ for the radial
GHE in KN spacetime terminates at some positive integer N :
R¯ =
N∑
ν=0
Tνζ
ν
ν!Γ(1− µ1 + ν) (261)
We will have a polynomial solution if:
Tk−1 = Tk−2 = 0, ϕ3(k − 3) = 0. (262)
Indeed setting k − 3 = N in the recursive formula (260) the conditions for a
polynomial solution become:
TN+2 = TN+1 = 0, ϕ3(N) = 0 (263)
Bound states will occur for those real values of ω such that |ω| < µ and ω satisfies
simultaneously the above conditions. The condition ϕ3(N) = 0 is satisfied if:
N + 1− µ1 = 0, or N + 2− µ1 − 0, or αN − β˜2 = 0. (264)
Interestingly enough, the condition ϕ3(N) = 0 cannot be satisfied. For instance,
αN − β˜2 = 0⇔
− 2
√
µ2 − ω2(r+ − r−)N = C1 + C2 + C3 − 2
√
µ2 − ω2(µ1 + µ2)(r+ − r−)
(265)
where:
µ1 =
−
(
M−r−
r−−r+
)
±
√(
M−r−
r−−r+
)2
− 4[K(r+)2 + i(r+ −M)K(r+)]
2
, (266)
µ2 =
(
M−r+
r−−r+
)
±
√(
M−r+
r−−r+
)2
− 4[K(r−)2 + i(r− −M)K(r−)]
2
, (267)
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and18:
K(r±) = ω(a2 + r2±)− am+ eqr±. (268)
Thus the condition ϕ3(N) = 0 demands the equality of a real number with a
complex number which is absurd 19. Likewise, we have checked that none of
the conditions in (264) can be satisfied if one of the two factors K(r+),K(r−)
is vanishing. Suppose that K(r+) = 0 or equivalently ω =
am−eqr+
a2+r2+
. Then
1− µ1 = 2µ1 + M−r+r−−r+ = 1±
∣∣∣M−r−r−−r+
∣∣∣. Then N + 1 − µ1 = 0⇔ N + 1± 12 = 0
which is also absurd.
Thus by employing the power series representations of the local exact GHE
solutions for the radial components of the Dirac equation in the KN background
whose coefficients satisfy a four-term recurrence relation, we have proved the
theorem:
Theorem 14 In the non-extreme Kerr-Newman geometry there are no fermionic
bound states with ω2 < µ2, where ω and µ are the energy and mass of the fermion
respectively.
Our exact mathematical method that was culminated in the theorem 14, cor-
roborates in the most emphatic way the results in [25],[28],obtained by different
means, for the absence of physical fermionic bound states in the non-extreme
KN geometry .
11 Conclusions
In this work we have investigated the massive Dirac equation in the KNdS
and the KN black hole backgrounds. First we derived and separated the Dirac
equation in the Kerr-Newman-de Sitter (KNdS) black hole background using a
generalised Kinnersley null tetrad in the Newman-Penrose formalism. By using
appropriate transformations for the independent variable and appropriate index
transformations for the dependent variable we proved the novel result that the
resulting second order differential radial equation for a spin 12 massive charged
fermion in KNdS background generalises in a highly non-trivial way the ordinary
Heun equation. With the aid of a Regge-Wheeler-like coordinate and a suitable
change of dependent variable we transformed the massive radial equation for the
KNdS black hole into a Schro¨dinger-like differential equation. Subsequently we
investigated the asymptotics of this novel equation and derived its near-event
and near-cosmological horizon limits.
Taking the zero cosmological constant limit we investigated the massive
Dirac equation in the Kerr-Newman spacetime. In the Kinnersley tetrad, by
suitable transformations of the independent and dependent variables we trans-
formed the separated angular and radial parts in the KN spacetime into gener-
alised Heun equations (GHEs). Such GHEs are characterised by the fact that
18Also C1 + C2 + C3 ∈ R.
19For the KN black hole with r+ 6= r− no real value of ω exists that simultaneously leads
to the vanishing of both K(r+) and K(r−).
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they possess three regular singularities and an irregular singularity at∞. Heun’s
differential equation is a special case of such a GHE. We then derived local an-
alytic solutions of these GHEs in which the series coefficients obey a four-term
recursion relation. Moreover we investigated the radial solutions near the event
horizon and far away from the black hole. The global behaviour of the solutions,
along the lines of [36], was also studied with emphasis on the connection prob-
lem for a regular and an irregular singular point and the computation of the
corresponding connection coefficients. We also performed a detailed analysis for
the determination of the separation constant λ that appears in both radial and
angular equations in the Kerr-Newman background. The procedure involves an
eigenvalue matrix problem for the KN angular equations. The angular eigen-
values obey a pde which when integrated with Charpit’s method leads to the
Painleve´ PIII ordinary nonlinear differential equation. There is a vast interest
in the solutions of the PIII transcendent. For particular values of the param-
eters we derived closed form solutions for this angular PIII nonlinear ODE in
terms of Bessel functions. We then performed a novel asymptotic analysis of
the specific angular PIII transcendent in terms of Jacobian elliptic functions.
This is analogous to the scattering theory of ordinary quantum mechanics in
which the Bessel functions that solve the radial equation have as an asymptotic
limit trigonometric functions. Our closed form solutions of both the radial and
angular components of the Dirac equation in the KN curved background are of
physical importance for the theory of general relativistic quantum scattering by
rotating charged black holes as well as for the computation of emission rates
from the KN black hole. It would also be very interesting to obtain further
closed form solutions of the angular Painleve´ PIII transcendent, by working in
the framework of the linearisation of PIII by the Lax pair [54]. A background
for the procedure is outlined in appendix B. Such an analysis will be a task for
the future. Using the four-term recurrence relation the coefficients in the power
series representation of the holomorphic local solutions of the radial GHE in the
KN spacetime obey, we proved that bound fermionic states do not exist with
ω2 < µ2.
Future research will also be conducted to obtain analytic solutions of the sep-
arated radial and angular ODEs (32)-(35) in the KNdS black hole background.
The construction of solutions of eqn.(62) is a demanding problem and would
lead to new functions beyond the solutions of the GHE in the Kerr-Newman
case and the Heun functions. It would also be very interesting to solve the
angular eigenvalue problem in the Kerr-Newman-de Sitter background. Such
solutions would open the way to computing among other things the effect of
the cosmological constant on the quasi-normal modes (QNMs) 20as well as the
analytic computation of emission rates from a KNdS black hole. They would
also shed light on the issue of bound states. We hope to engage in such exciting
research endeavours and report progress in a future publication.
20See [57] for some recent work on quasinormal modes of massive fermions in Kerr spacetime.
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A The connection problem and the Floquet so-
lutions at the simple singularities 0, 1, a = z3
By applying the transformation of the dependent variable
ζ = 1− z (269)
the differential equation (120) transforms into:
y′′(ζ) +
(
1− µ1
ζ
+
1− µ0
ζ − 1 +
1− µ2
ζ − (1− a) − α
)
y′(ζ)
+
β0 + β1(1− ζ) + β2(1− ζ)2
(1 − ζ)(−ζ)(1 − ζ − a) y(ζ) = 0, (270)
thus we have
(µ0, µ1, µ2)→ (µ1, µ0, µ2)
a˜ = 1− a
α˜ = −α
λ˜ = −λ.
In [31] using the Wronskian determinant for two Floquet solutions and meth-
ods of complex analysis such as Watson’s lemma for loop integrals and the ratio
of two Gamma functions [35], the following connection formula relating y01 to
y11 and y12 was proven:
Proposition 15 Let |a| > 1. Then there exists a unique function q = q(·; a)
holomorphic in (µ, α, λ) ∈ C7, such that the connection formula:
sin(πµ1)
π
η(z, µ, α, λ; a) = q(µ0,−µ1, µ2, α, λ; a)η(1 − z, µ1, µ0, µ2,−α,−λ; 1− a)
− q(µ0, µ1, µ2, α, λ; a)(1 − z)µ1
· η(1− z,−µ1, µ0, µ2,−α,−λ; 1− a) (271)
is valid for |z| < 1, |z − 1| < min(1, |a− 1|), arg(1− z) ∈ ]−π, π[ and (µ, α, λ) ∈
C7.
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ζ µ˜ a˜ α˜ λ˜
1) z (µ0, µ1, µ2) a α λ
2) 1− z (µ1, µ0, µ2) 1− a −α −λ
3) za (µ0, µ2, µ1)
1
a aα aλ
4) 1−z1−a (µ2, µ0, µ1)
1
1−a α(a− 1) λ(a− 1)
5) 1− za (µ1, µ2, µ0) 1− 1a −aα −aλ
6) a−za−1 (µ2, µ1, µ0)
a
a−1 (1− a)α (1 − a)λ
Table 1: The six possible substitutions resulting from the linear transforma-
tion (132), which map the simple singularities (0, 1, a) to (0, 1, a˜) and keep the
irregular singularity ∞ fixed [31].
Thus the connection problem between the sets of the Floquet solutions will
actually be solved if the function q can be evaluated. Indeed, the following
theorem was proved in [31]
Theorem 16 Let |a| > 1. Then for (µ, α, λ) ∈ C7,
q(µ, α, λ; a) = lim
k→∞
τk(µ, α, λ; a)
Γ(k + 1− µ0)Γ(k − µ1)(
1 +
m∑
l=1
τl(−µ1, µ0, µ2,−α,−λ; 1− a)
l!
l∏
σ=1
(σ + µ1 − k)−1
)−1
,
the convergence being O(k−m−1) as k →∞, wherem is an arbitrary nonnegative
integer.
Thus for instance, we obtain the following connection formula:
sin(πµ0)
π
ξ0η(1− z, µ1, µ0, µ2,−α,−λ; 1− a)
= −q(−µ0, µ1, µ2, α, λ; a)η(z, µ0, µ1, µ2, α, λ; a)
+ q(µ0, µ1, µ2, α, λ; a)z
µ0η(z,−µ0, µ1, µ2, α, λ; a), (272)
relating y11 to y01 and y02.
B The Painleve´ PIII differential equation and its
Lax pair isomonodromy representation
The canonical form of the Painleve´ third differential equation is given by:
d2u
dx2
=
1
u
(
du
dx
)2
− 1
x
du
dx
+
αu2 + β
x
+ γu3 +
δ
u
, (273)
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with α, β, γ and δ constants. An important property of PIII is that it has a
number of simple scaling transformations which are denoted by by Ck1 , C
n
2 and
C3. They imply that if u(x;α, β, γ, δ) is a solution of PIII with parameters α, β, γ
and δ then the following are also solutions with the parameter values stated:
Ck1 : u˜(x; α˜, β˜, γ˜, δ˜) = ku(x;α, β, γ, δ), (274)
where α˜ = α/k, β˜ = kβ, γ˜ = γk−2 and δ˜ = δk2;
Cn2 : u(ζ; α˜, β˜, γ˜, δ˜), (275)
where ζ = x/n, α˜ = nα, β˜ = nβ γ˜ = γn2 and δ˜ = δn2.
A consequence of the scaling transformations Ck1 and C
n
2 is that any version
of PIII with γδ 6= 0 is equivalent within a scaling to:
uxx =
(ux)
2
u
− ux
x
+
αsu
2 + βs
x
+ u3 − 1
u
, (276)
an equation that can be regarded as a canonical form of PIII for γδ 6= 0.
A very important property of non-linear differential equations such as PIII
is that they can be considered in the framework of the inverse problem and
can be represented as compatibility conditions for a system of auxiliary linear
problems. Indeed Jimbo et al considered the coupled system consisting of the
Lax pair [54]:
∂Y (x; t)
∂x
= A(x; t)Y (x; t), (277)
∂Y (x; t)
∂t
= B(x; t)Y (x; t), (278)
where
Yx(x; t) =
{
1
2

 t 0
0 −t

+1
x

 −θ∞/2 u
v θ∞/2

+ 1
x2

 z − t/2 −wz
z−t
w −z + t2

}Y (x; t),
(279)
Yt(x; t) =
{
1
2

 1 0
0 −1

x+ 1
t

 0 u
v 0

− 1
t

 z − t/2 −wz
z−t
w −z + t2

 1
x
}
Y (x; t)
(280)
Here x and t are taken to be independent complex variables; u, v, w, z are func-
tions of t alone and θ∞ is a constant. The compatibility condition Yxt(x; t) =
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Ytx(x; t) is satisfied if and only if:
dz
dt
= −2abv − 2yz
2
t
+
2ytz
t
+
z
t
= 2wzv +
2u
w
(z − t) + z, (281)
du
dt
=
θ∞
t
u+ 2tab =
θ∞
t
u− 2wz (282)
t
d logw
dt
= θ∞ − (θ0 + θ∞)t
z
− 2yt
= −θ∞ − 2wv + 2u
w
, (283)
dv
dt
= −θ∞
t
v − 2
w
(z − t). (284)
If y = − uzw it then follows that:
dy
dt
=
4y2z
t
− 2y
2t
t
+
(2θ∞ − 1)y
t
+ 2 (285)
and as a result of the compatibility conditions we conclude that y(t) satisfies
the non-linear Painleve´ PIII differential equation:
d2y
dt2
=
1
y
(
dy
dt
)2
− 1
t
dy
dt
+
1
t
(αy2 + β) + γy3 +
δ
y
, (286)
with the parameters α = 4θ0, β = 4(1 − θ∞), γ = 4, δ = −4. From the
equality:
− 2abv = 2wz
t
v = θ0 + θ∞ − 2yz
2
t
+
2tyz
t
− 2θ∞z
t
, (287)
the constant θ0 is determined as follows:
θ0 =
2wzv
t
+ θ∞
(
2z
t
− 1
)
+
2uz
zwt
(t− z). (288)
B.1 The Lax pair for θ0 = θ∞ − 1 and y(t) = 1
In the special case that θ0 = θ∞ − 1, the Painleve´ PIII differential equation
that arises as a compatibility condition for the Lax pair (279)-(280) admits the
rational (constant) solution y(t) = 1. If we set y(t) = 1 in y = − uzw , eqn.(282)
becomes:
du
dt
=
θ∞
t
u+ 2u, (289)
which has the solution:
u(t) = −K
4
tθ∞e2t, (290)
and as a result:
wz =
K
4
tθ∞e2t. (291)
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Equation (285) yields:
z =
1− 2θ∞
4
, (292)
and as a result:
w =
Ktθ∞e2t
1− 2θ∞ (293)
If θ0 = θ∞ − 1, then solving (288) for v yields:
v =
1
4
K−1t−θ∞e−2t{(2θ∞ − 1)(4t+ 2θ∞ + 1)}. (294)
There are various methods to calculate the necessary monodromy data so that
the solution y(x) = 1 is obtained through the linearisation (279)-(280). One of
them is via the construction of an appropriate Riemann-Hilbert problem [49].
One can proceed by solving the isomonodromic deformation (280) first and then
building an additional dependence on x via integration constants to satisfy (279)
as well. Applying to (280) the transformation:
Y = etσ3tθ∞σ3/2t−1/2W, (295)
where σ3 denotes the third Pauli matrix, we find:
1√
t
∂W1
∂t
+
W1√
t
+
(θ∞ − 1)
2t3/2
W1
=
[
x
2
− 1
tx
(1− 2θ∞)
4
+
1
2x
]
W1√
t
− K
4t3/2
(
1− 1
x
)
W2, (296)
and
1√
t
∂W2
∂t
− W2√
t
− (θ∞ + 1)
2t3/2
W2
=
K−1
4t
(1− 2θ∞)
[
−1− 1
x
− (4t+ 2θ∞)
(
1− 1
x
)]
W1√
t
+
(
−x
2
+
1
tx
(1− 2θ∞)
4
− 1
2x
)
W2√
t
. (297)
Solving (296) for W2 and substituting into (297) we conclude that the first-row
matrix elements W1j of W satisfy a Whittaker differential equation:
d2W1
dζ2
+
[
−1
4
+
κ
ζ
+
1− 4m2
4ζ2
]
W1 = 0, (298)
where the parameters of the Whittaker equation are:κ := 12 (θ∞−1), m = 14 and
the independent variable is defined by ζ := −t(2 − x − x−1). The components
W2j are expressed in terms of the matrix elements W1j as follows:
W2j =
−4ζ
[
∂W1j
∂ζ − 12W1j
]
− 4κW1j − x−1(1 − 2θ∞)W1j
K (1− 1x) . (299)
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The Whittaker functions which fall off exponentially as ζ →∞ have the form:
Wκ,m(ζ) = e
−ζ/2ζm+
1
2U(m− κ+ 1
2
, 1 + 2m, ζ)
=
Γ(−2m)
Γ(−m− κ+ 12 )
e−ζ/2ζm+
1
2M(m− κ+ 1
2
, 1 + 2m, ζ)
+
Γ(2m)
Γ(m− κ+ 12 )
ζ−2me−ζ/2ζm+
1
2M(−m− κ+ 1
2
, 1− 2m, ζ)
=
Γ(−2m)
Γ(−m− κ+ 12 )
Mκ,m(ζ) +
Γ(2m)
Γ(m− κ+ 12 )
Mκ,−m(ζ), (300)
where U(a, c, ξ) is the Kummer hypergeometric function of the second kind with
asymptotic behaviour:
U(a, c, ξ) ∼ ξ−a
[
1− ab
ξ
+
a(a+ 1)b(b+ 1)
2!ξ2
− · · ·
]
=
1
ξa
∞∑
ν=0
(a)ν(b)ν
(1)ν
(−1
ξ
)ν
ξ →∞, (301)
b := 1 + a− c.
If we fix a fundamental pair of solutions of (298) that depend on x through
the variable ζ as the first row of the matrix W (W11 := W−κ,m(−ζ),W12 :=
Wκ,m(ζ)), then the general solution of the isomonodromic deformation of (280)
can be written in the form:
Y = etσ3tθ∞σ3/2t−1/2WC(x), (302)
where C(x) cannot depend on t but might depend on x. Substituting (302) into
(279) yields:
C(x) = (x− 1)−1/2C, (303)
where C is a matrix independent of both t and x. Thus (302) with C determined
as in (303) constitutes a simultaneous solution of both equations (279),(280) in
the Lax pair.
B.1.1 The Picard-Fuchs differential equation that the elliptic inte-
grals satisfy in the asymptotic limit of the generic PIII with
respect to EIII
In order to study the dependence of the Abelian elliptic integrals on the energy-
like quantity EIII, to prove boundedness properties of EIII and to determine
further regions in the complex plane in which the elliptic asymptotic limit of
PIII is valid it is convenient to make the change of variables v = e
u[56]. Then
PIII is transformed into the differential equation:
utt = e
2u − e−2u − ut
t
+
αeu + β e−u
t
(304)
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Taking the limit |t| → ∞, gives :
utt ∼ e2u − e−2u.
Furthermore one can apply the results in [56] (Lemma 2.2), in which the solution
of a general PIII in the transformed variable was shown to have the asymptotic
expansion u = V + uˆ, where uˆ ≪ V as |t| → ∞. The full analysis will be
performed in a separate publication [43]. However, we will calculate in this
appendix the EIII− dependence of the Abelian elliptic integrals defined in the
elliptic limit of the Painleve´ PIII.
The elliptic functional ω˜ :=
∮
e−V
√
e4V + 2EIIIe2V + 1 dV satisfies the dif-
ferential equation:
ω˜′′ = − ω˜
4(E2III − 1)
, (305)
where ′ := ddEIII [56]. Indeed after integration by parts:
ω˜ =
∮
e−V
√
e4V + 2EIIIe2V + 1 dV
= −
∮
d(e−V )
√
e4V + 2EIIIe2V + 1
= −e−V
√
e4V + 2EIIIe2V + 1|γ +
∮
e−V
4e4V + 4EIIIe2V
2
√
e4V + 2EIIIe2V + 1
dV
=
∮
e−V
2e4V + 2EIIIe2V√
e4V + 2EIIIe2V + 1
dV
=
∮
e−V
2e4V + 4EIIIe2V − 2EIIIe2V + 2− 2√
e4V + 2EIIIe2V + 1
dV
= 2
∮
e−V
√
e4V + 2EIIIe2V + 1 dV − 2EIII
∮
eV√
e4V + 2EIIIe2V + 1
dV
− 2
∮
e−V√
e4V + 2EIIIe2V + 1
dV ⇒
− ω˜ = −2EIIIω − 2Ψ, (306)
where Ψ :=
∮
e−V 1√
e4V +2EIIIe2V +1
dV , ωi =
∮
1√
e2V +2EIII+e−2V
dV . Likewise
performing integration by parts on the integral that defines Ψ yields:∮
e−V√
e4V + 2EIIIe2V + 1
dV = −
∮
de−V√
e4V + 2EIIIe2V + 1
= −
∮
e−V
2e4V + 2EIIIe2V
(e4V + 2EIIIe2V + 1)3/2 dV
= −2EIII
∮
eV
(e4V + 2EIIIe2V + 1)3/2
dV − 2
∮
e3V
(e4V + 2EIIIe2V + 1)3/2
dV
⇔ Ψ = 2EIIIΨ′ + 2ω˜′′ = 2EIIIΨ′ + 2ω′. (307)
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Taking EIII− derivatives of (306) yields:
Ψ′ =
2ω˜′ + 2EIIIω˜′′ − ω˜′
−2 . (308)
Using (306),(307),(308), we prove eqn.(305).
B.2 The differential equation for the eigenvalues λ in KN
spacetime
Following the analysis in [42] (Theorem 3.6, VII, §3),[26],[30] the partial deriva-
tives of the angular eigenvalues are determined as follows:
∂λ
∂ν
=
〈
∂A
∂ν
S,S
〉
=
∫ π
0
S∗(θ)

 − cos θ 0
0 cos θ



 S+(θ)
S−(θ)

dθ
=
∫ π
0
(− cos θS+2(θ) + cos θS−2(θ))dθ =:
∫ π
0
cos θV (θ)dθ, (309)
∂λ
∂ξ
=
〈
∂A
∂ξ
S,S
〉
=
∫ π
0
S∗(θ)

 0 sin θ
sin θ 0



 S+(θ)
S−(θ)

dθ
=
∫ π
0
(sin θS+(θ)S−(θ) + sin θS−(θ)S+(θ))dθ =:
∫ π
0
sin θW (θ)dθ, (310)
where the function 〈·, ·〉 denotes the inner product in Hilbert space and we
require that:
〈S,S〉 =
∫ π
0
(S+2(θ) + S−2(θ))dθ =:
∫ π
0
U(θ)dθ = 1. (311)
Integrating by parts:
∂λ
∂ν
=
∫ π
0
V (θ)d sin θ = −
∫ π
0
sin θV ′(θ)dθ
= −
∫ π
0
sin θ
[
2m
sin θ
U(θ)− 2ξ sin θU(θ) + 2λW (θ)
]
dθ
= −
[
2m+ 2λ
∂λ
∂ξ
− 2ξ +
∫ π
0
2ξ cos2 θU(θ)dθ
]
. (312)
On the other hand from the angular KN equations, W ′(θ) = 2ν cos θU(θ) −
2λV (θ) and integrating by parts:∫ π
0
2ν cos2 θU(θ)dθ =
∫ π
0
cos θW ′(θ)dθ +
∫ π
0
2λ cos θV (θ)dθ
= cos θW (θ)
∣∣∣π
0
−
∫ π
0
W (θ)(− sin θ)dθ + 2λ∂λ
∂ν
= +
∂λ
∂ξ
+ 2λ
∂λ
∂ν
. (313)
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Thus eqn.(207) is proved.
B.2.1 Necessary and sufficient conditions for bound states in the
extreme Kerr-Newman spacetime
The following theorem was proven in [26]:
Theorem 17 A point ω ∈ R is an energy eigenvalue of the Dirac equation
in extreme Kerr-Newman geometry (i.e. when ∆KN has a double root and
M =
√
a2 + e2) if and only if there exists an eigenvalue λ of the angular KN
equation such that:
ω = −−ma+ eqM
a2 +M2
, µ2 − ω2 > 0, λ2 +M2µ2 − (2Mω + eq)2 > 1
4
, (314)
(r+ = r− = M =
√
a2 + e2)
and either β1 − σλ = 0, α1 + κ = 0 or 1 +N + α1 + κ = 0, (315)
where
β1 :=
µ(M |ω| − σ(2Mω + eq))√
µ2 − ω2
, σ := signω (316)
α1 :=
µ2M − ω(2Mω + eq)√
µ2 − ω2 , κ :=
√
λ2 +M2µ2 − (2Mω + eq)2, N ∈ Z≥0.
(317)
Now the condition α1 + κ = 0 can be written as follows:
α1 +κ = 0⇔M
√
µ2 − ω2− ω(eq +Mω)√
µ2 − ω2
+
√
λ2 +M2µ2 − (2Mω + eq)2 = 0.
(318)
Thus we conclude that the following inequality holds:
ω(eq +Mω) > 0. (319)
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