This paper uses appropriately modified information criteria to select models from the GARCH family, which are subsequently used for predicting US dollar exchange rate return volatility. The out of sample forecast accuracy of models chosen in this manner compares favourably on mean absolute error grounds, although less favourably on mean squared error grounds, with those generated by the commonly used GARCH (1,1) model. An examination of the orders of models selected by the criteria reveals that (1,1) models are typically selected less than 20% of the time.
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Introduction
The use of GARCH models (a class first proposed by Bollerslev, 1986 , and first applied to exchange rates by Hsieh, 1988) , for modelling and predicting volatility is now very common in finance (see, for example, Akgiray, 1989, or Day and Lewis, 1992) . A typical finding is that these models provide superior forecasts of volatility than those which simply use historical means of squared returns assuming homosceasticity. However, the vast majority of extant studies, restrict the conditionally heteroscedastic model to be GARCH(1,1) (see Bollerslev et al., 1992 , for a comprehensive survey of such papers). This approach seems arbitrary, and is certainly not grounded in financial or economic theory. Until recently, the only method of determining the appropriate orders for GARCH(r,m) models was by starting with a "large" model and testing down using a series of likelihood ratio-type restrictions (this procedure is used, for example, by Akgiray, 1989 and Cao and Tsay, 1992) .
However, Brooks and Burke (1997) have recently proposed a set of information criteria which allow the researcher to select an "optimal" in-sample model from the AR(p)-GARCH(r,m) class, where the maximum permitted orders of p, r, and m are specified in advance. The criteria are based upon estimation of the Kullback-Leibler discrepancy (see Sin and White, 1996) . Models from this family can be expressed as
The purpose of this paper is to determine whether the new information criteria lead to the selection of models which give improved out of sample forecasting performance compared with GARCH(1,1) models. To this end, we use exactly the same data as West and Cho (1995) , henceforth WC, who found that GARCH models gave slightly more accurate forecasts than homoscedastic, IGARCH, autoregressive volatility, or nonparametric models.
Data and Methodology
The data are a set of weekly continuously compounded percentage exchange rate returns on the Canadian dollar, German mark, and Japanese yen, all against the US dollar (5,5)) for the sample, and then forecasts are generated using these chosen models. The criteria thus have a total of 186 models from which to choose. Moreover, the criteria are jointly selecting the conditional mean and variance model orders, whereas WC do not allow for any structure beyond a constant in the mean. The criteria thus have a total of 186 models from which to choose. A fixed window of length 432 is then rolled through the data one point at a time, optimal model orders are determined and conditional forecasts generated again, and so on 3 . All models are estimated using quasi-maximum likelihood. In common with WC and Many other studies in this area, the ex post realised volatility measure that the models are trying to forecast is the square of the daily log-returns. The results from computing 1, 12, and 24 step ahead forecasts generated in this manner are compared, on mean squared error (MSE) and mean absolute error (MAE) grounds, to those generated using a GARCH(1,1) model -WC's best model overall. A total of 431 1-step ahead, 420 2-step ahead, and 408 24-step ahead forecasts are constructed. Although it seems sensible to evaluate conditional mean 2 WC also consider the Italian lira / dollar exchange rate, but subsequently drop it as a consequence of the estimated GARCH models exhibiting non-stationarity in the conditional variance (i.e. the sum of the  i and  k coefficients in equation (1) being greater than 1). We also encounter explosive model parameters for some of the models for the French franc and British pound, which leads to the multi-step ahead forecasts blowing up as the forecast horizon is extended. Hence for the same reason, the results for these exchange rates which were in WCs original data set, are not displayed here. 3 So 186 different orders of AR-GARCH model are being estimated and then forecasts constructed for 431 different samples of length 432 observations. This forecasting exercise therefore represents an extremely computer-intensive procedure which took over a week to estimate on a Silicon Graphics Onyx 2 supercomputer.
forecasts using a mean squared error-type measure, since this is the loss function that has been employed in-sample to determine the model parameters, the same is not necessarily true for the evaluation of conditional variance forecasts. Since the ex post measure of volatility which the models attempt to forecast is the square of the return, MSE in a sense represents the square of a square, so it is no longer clear that MAE is any less appropriate for forecast evaluation. Indeed, Makridakis and Hibon (1995) recommend MAPE as an evaluation measure over fourteen others for comparing the results from different forecasting models.
The criteria use given by equations (2) 
where  t 2 are the estimated conditional variances using the specified GARCH model, T is the sample size, and g=p+r+m+2 is the total number of estimated parameters. The criteria are modifications of the traditional criteria (Schwarz, 1978; Hannan and Quinn, 1979) used to select appropriate dimensions for linear models allowing for the increased number of parameters estimated (the penalty term), and the heteroscedastic nature of the data (denoted by an H in front of the acronym for the information criteria) -see Brooks and Burke (1997) for more details. Table 1 shows the MSE for the 1, 12, and 24 step forecasting horizons for models selected using both of the modified information criteria 4 , together with the MSE for forecasts generated always using a GARCH(1,1) model. It is clear on MSE grounds that the GARCH(1,1) model always outperforms those selected by the information criteria, irrespective of the forecast horizon. Typically, the MSE of the models selected using information criteria are 20-30% higher than the GARCH(1,1). There is very little to choose between the criteria.
Results
The mean absolute prediction errors shown in table 2, on the other hand, favour the new criteria. For one and twelve step ahead forecast horizons, the fixed (1,1) order model gives the poorest overall performance, although again there is very little evidence that either of the criteria should be preferred to the other. The criteria are not good at selecting models which can provide good long term (6 months ahead) forecasts, which is hardly surprising since the criteria optimise in-sample model selection, and as one forecasts further into the future, using in-sample information so heavily in determining model orders is likely to lead to performance degradation. The use of information criteria does, however, lead to an improvement of around 5% in the MAE for the one week ahead forecasts.
The first two rows of (4) model is chosen -often 40% of the time out of a total of 31 models (again ignoring conditional mean model orders) that the criteria could have chosen.
Conclusions
A set of modified information criteria have been used to select appropriate model orders for forecasting the conditional variance of weekly exchange rate returns. The criteria lead to models which generally provide more accurate forecasts on mean absolute error grounds at short forecasting horizons than a fixed GARCH(1,1) model, although the GARCH(1,1) model is still preferable if the forecasts are evaluated using mean squared error. We consider that the results presented here suggest that more research into attempting to optimally select GARCH model orders rather than limiting the set of models for consideration to the (1,1) case, which is the current standard practice, could be a fruitful avenue for further research.
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