Introduction
Similarity measure and distance measure are used in many applications.
It is often important to define a proper similarity or distance measure.
How do we define a good similarity measure or distance measure?
• What are the essential requirements for similarity or distance measure?
• What is the relationship between similarity measure and distance measure?
• How do we modify an existing similarity or distance measure for our application?
Similarity Measure and Distance Measure
What is a similarity measure and why do we need it?
• A large distance score means that the two objects being measured are different
• A large similarity score means that the two objects being measured are similar.
So they are opposite and is this the only difference?
An example of similarity metric used in Bioinformatics.
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Motivation When defining a similarity or distance measure, we ask:
• Is this measure what we really want? Have we considered all aspects? If not, then -What is missing?
-How should we modify it? 5 To conveniently answer these questions:
• establish a set of general guidelines (minimum requirements)
• use these guidelines to ensure that we are on the right track -Meeting all these guidelines is not mandatory.
-However, if a guideline is not met, there should be a good reason.
Definition: Distance Metric (well known)
A distance metric on a set X is a nonnegative function d(x, y) on the Cartesian product X × X satisfying the following properties. For all x, y, z ∈ X: Under a distance metric, when do we know that two elements, x and y, are the same?
Under a similarity metric, when do we know that two elements, x and y, are the same? An example where the similarity between two persons is measured by the number of common friends they have.
Two alignments: which one is better/correct?
This is an example using Blosum70. 
Why condition 4?
Consider the similarity between two objects as their common properties, then it can be represented as set intersection.
Since |X ∩Y ∩Z| ≤ |X ∩Z| and |X ∩Y ∩Z|+|X ∩Y ∩Z|+|X ∩Y ∩Z| ≤ |Y ∩Y |,
• Some examples satisfying our general definition of similarity metric: • Let s 1 (x, y), s 2 (x, y) be nonnegative similarity metrics, then
is a similarity metric.
Normalized Similarity/Distance Metric
• In many applications, one needs to convert a distance/similarity metric to a normalized one.
• Examples:
Similarity metric: s(a, a) = 1 and s(g, t) = −1
Distance metric: d(g, t) = 1
• What is the definition of normalized similarity or distance metric?
• Given a similarity/distance metric, how do we derive a normalized metric?
There are research work on normalizing the edit distance between sequences.
• We show general solutions.
Definition: Normalized Similarity and Distance Metric 
Property
• Let d 1 (x, y), d 2 (x, y), · · · d n (x, y) be normalized distance metrics, then the following is a normalized distance metric.
Normalized Similarity Metric
Suppose s(x, y) is a similarity metric: Similarity metric is more general?
• Normalized similarity metric formulae are more intuitive is a normalized distance metric.
Set similarity and distance metric
• |A ∩ B| is a similarity metric.
• |A ∪ B| − |A ∩ B| is a distance metric.
• |A∩B| max{|A|,|B|} is a normalized similarity metric.
• max{|A−B|,|B−A|} max{|A|,|B|} is a normalized distance metric.
• |A∩B| |A∪B| is a normalized similarity metric.
• |A−B|+|B−A| |A∪B| is a normalized distance metric.
Information similarity and distance metric
• I(X, Y ) is a similarity metric.
• H(X|Y ) + H(Y |X) is a distance metric.
is a normalized distance metric.
Sequence edit distance and similarity
• If the costs of insertion, deletion, and substitution is a distance metric, then the sequence edit distance d(s, t), between two sequences s and t, is also a distance metric.
• Several normalized edit distances have been proposed and studied. 
Suppose s(x, y) is a nonnegative similarity metric: "Normalized" information similarity and distance metric Similarity metric Distance metric
An Application: Local Similarity Search for Bio-Sequences
Smith-Waterman algorithm:
• similarity is defined in terms of the additive score of an alignment
• does not reveal the consistency of score distribution within the alignment 
