Abstract-
I. INTRODUCTION
Despite its apparent simplicity, the Particle Swarm Optimiser (PSO) presents formidable challenges to those interested in understanding swarm intelligence. More and more sophisticated analysis tools have become available in the last few years to study and understand the classical PSO (e.g., [7] , [11] , [10] , [1] , [4] , [2] , [5] , [9] ). However, to date neither a fully comprehensive mathematical model nor a universally accepted qualitative explanation of the PSO are available. In this context then one may wonder whether progress can also be made by simplifying the PSO itself to its bare bones, as was done for example in [6] . The challenge then becomes finding simpler forms of PSO which still retain the key properties of the original model.
In this paper we derive a new such PSO (Section II). We do so by progressively altering the original model via mathematical transformations which have clear and understandable probabilistic effects. Then, in Section III, we study this new PSO mathematically and compare it to the original PSO during stagnation (i.e., while particles are looking for an improved personal or neighbourhood best). In particular we analyse the stability of the new PSO. This allows us to determine good parameter settings for it. In Section IV we study the sampling distribution for the new PSO. We then test it on 14 standard benchmark problems and with two different communication topologies (Section V), with very encouraging results. We draw some conclusions in Section VI.
II. DERIVATION OF THE NEW PSO
Let us consider the 1-D case of the standard update of a traditional PSO with constriction [3] : where u 1 and u 2 are two random variables uniformly distributed in the interval [0, 1], i.e., u 1 , u 2 ∼ U (0, 1), p is the particle's best position and g is the neighbourhood best. With a little algebra we can rewrite this equation as
Note thatx is a random variable representing a random point along the line connecting p and g. Note, however, that this variable is not uniformly distributed along the segment.
Instead it has a "tent" like profile with a peak at (p + g)/2, as shown in Figure 1 where we report the density function ofx for the case p = 0 and g = 1 estimated by sampling it 1,000,000 times and computing histograms. How important is the precise shape of this distribution? A simple way to answer this is to explore what happens if we replace such a distribution with a different one. Given its simplicity, a rectangular distribution U (p, g) is particularly appealing in this sense. This distribution presents the same mean as the original, but it has an increased variance. For example, the variance of the distribution shown in Figure 1 is 0.056997, while the variance of the corresponding uniform distribution, U (0, 1), is 1 12 ≈ 0.083333. So, by pickingx ∼ U (p, g) we are effectively adding more noise to the particle's movement, so we should expect to find that the search is more explorative than with the original model. Also, note that whilex is a function of u 1 and u 2 in the original formulation, in the new formulation,x ∼ U (p, g), we have thatx, u 1 and u 2 are uncorrelated. Finally, note that we can express
Could we simplify things even further? An idea would be to replace the factor (u 1 +u 2 ) in Equation (2) with something else. Note that (u 1 + u 2 ) has a triangular distribution (the convolution of two identical uniform distributions) with mean E[u 1 + u 2 ] = 1. A radical way to replace (u 1 + u 2 ) would then be to use its mean instead.
These modifications lead to the following new PSO:
where u ∼ U (0, 1). In the following we will refer to this as SPSO, which stands for "Simpler PSO". The main benefit of SPSO is that it is simpler to understand and analyse. Because this PSO was derived by mean preserving transformations of the original, one might expect that Clerc and Kennedy's formula for choosing χ and φ, namely χ = 2
(see [3] ), might work just fine for SPSO. We study Equation (4) and verify this conjecture in the next section.
III. STABILITY ANALYSIS
To analyse our new PSO we will use a recently developed technique which allows one to determine the moments of the sampling distribution of a PSO and its stability [8] .
Let us start by rewriting Equation (4) making use of the fact that x t+1 = x t + v t+1 and that v t = x t − x t−1
Collecting terms we obtain:
where
. If we now take the expected value of both sides of Equation (7) we obtain
If, instead, we first multiply both sides of Equation (7) by x t and then take expectations we obtain:
where we used the fact
because of the statistical independence of u and x t . Finally, if we first square both sides of Equation (7) and apply expectations we obtain
where δ = θ 2 3 + θτ + τ 2 . Given some appropriate initial conditions Equations (8), (9) and (10) allow one to compute the first and second order moments of the sampling distribution produced by SPSO during stagnation for any t.
Here, we are interested, however, in studying their asymptotic behaviour and stability. It is easy to see that Equation (8) has fixed point
With this in hand, we can then compute fixed points of Equations (9) and (10 * , in Equation (12) (see Figure 2) .
Inspection of these equations reveals that there are two situations where the fixed points might not exist. One is when 1 − ω 2 − χ 2 = 0, being this expression at the denominator. Solving this equation for φ leads to the following relation
As we will see below, this situation actually does not lead to instability. The other situation is when
Equality is obtained when ω = 1+χ. But ω = 1+χ− χφ 2 by definition. So, this implies φ = 0. It is also obtained when
This is the real stability boundary as we will show below. It is then easy to see that the recommended (χ, φ) pairs for the standard PSO, obtained by using Equation (5), are always within the stability region for SPSO, and, so, can freely be used in SPSO.
Equations (8), (9) and (10) form a linear system of secondorder difference equations. A more precise stability analysis can be performed by turning this into the following system of first order equations
where within the unit circle, i.e. Λ m = max i |λ i | < 1. When this happens we will say that SPSO is order-2 stable. Naturally, when Λ m < 1, in principle we could symbolically derive the fixed-point for the system, which we will denote as z * . This would be simply given by
It is then trivial to verify under what conditions
When the system is order-2 stable, by the simple change of variablesz(t) = z(t)−z * we can then represent the dynamics of the system via following linear homogeneous equatioñ
which can trivially be integrated to obtain the explicit solutionz
Naturally, all these operations can be performed numerically once χ and φ are fixed. An empirical analysis of eigenvalues reveals that the region of order-2 stability (i.e, where Λ m < 1) for SPSO is actually limited by Equation (13). This region is shown in Figure 3 . Interestingly, this region coincides with the region of order-1 stability, that is with the region where Equation (8) is stable, while in the canonical PSO these two regions overlap but are not identical [8] . Note that the region of stability is much bigger than the region of stability for the canonical PSO, where rarely can one use values of φ bigger than 4. For SPSO, on the contrary all values of φ < 8 produce PSOs, irrespective of the value of χ. Following the same approach (as we did in [8] for the canonical PSO), we can study also higher order moments of the sampling distribution of SPSO and determine whether these converge to a stable fixed point or not. The analysis of higher order moments still leads to linear systems, and so standard eigenvalue analysis can be used to determine their stability.
We computed the M matrix for order-3 and order-4 moments of SPSO. Surprisingly, the regions of stability of skewness and kurtosis also coincide with the region depicted in Figure 3 . That is, for SPSO either the mean, variance, skewness and kurtosis converge to stable fixed points, or none does. This is not the case for the canonical PSO, where the regions of convergence for skewness and kurtosis are smaller than the order-2 and -1 stable regions. For example, the canonical PSO with φ = 4.1 and χ = 0.7298 has stable mean, variance and skewness, but an unstable kurtosis that grows indefinitely with t [8] .
IV. SAMPLING DISTRIBUTION
The sampling distribution for SPSO empirically estimated in 100,000 runs is shown in Figure 4 generations, after which it stabilises. The variations of the moments of the distribution for this and other parameter settings are exactly predicted by the models described in the previous section. This is illustrated, for example, in Figure 5 where we report the mean, variance, skewness and excess kurtosis predicted by the model and compare them to the corresponding quantities estimated in 1,000,000 (one million) independent runs. As one can see the agreement between runs and theory is striking, confirming the exactness of our models. 1 Interestingly, while the oscillations of the mean continue for 20 or so generations, the variance and excess kurtosis effectively reach their stable states within around 10 generations. Also, the distribution remains symmetric (skewness ≈ 0) throughout the runs. Furthermore, the stable states for skewness and kurtosis suggest that the distribution is almost Gaussian. 2 One may wonder what relevance the oscillations of the mean may have on the behaviour and performance of a PSO. These oscillations are present also in the canonical PSO [8] . So, despite it being simpler, SPSO preserves this feature. We believe this is very important, for the following reasons.
At the first oscillation, the PSO effectively overshoots 1 The apparent disagreement between predicted and actual skewness is only an artifact of the scale used and of finite sample effects. 2 A Gaussian distribution has zero excess kurtosis, so it has slightly fatter tails than our. its target, the middle point between g and p. This can be seen as an attempt to perform an extrapolation (similar to that performed in certain forms of crossover in real-valued genetic algorithms) as to what might be a good region to sample, based on direction of movement and two "good" points the PSO knows already, g and p. If an improved point is found (which happens with relatively high probability if the fitness function is somehow smooth) then the strategy pays off. However, the overshot is temporary. So, if an improvement is not found, the distribution will then swing back and effectively the PSO will attempt to extrapolate in the opposite direction. This swinging process continues for some time, but eventually a stable PSO settles onto a sample distribution that favours the region between g and p. This strategy seems very reasonable. The PSO will give a few "shots" to the extrapolation strategy, and turn to a more reliable, but perhaps slower strategy if the first fails.
Clearly, the duration of the oscillatory phase as well as the characteristics of the sampling distribution, particularly its variance, will influence performance. Whether it is better to try to extrapolate for a long time before giving up or vice versa depends on the fitness function. Likewise, whether it is better to have a wide or a narrow sampling distribution depends on the fitness function.
A nice property of SPSO is a direct correlation between the desired degrees of extrapolation and exploration and the parameters χ and φ. As shown in Figure 5 and Figures 6-13, the larger φ the bigger the variance of the sampling distribution, while the bigger χ the longer the duration of the transitory oscillations. So, it is easy for a designer to shape the dynamics and fixed-points of the search distribution of SPSO to better suit the problem at hand.
V. EXPERIMENTAL RESULTS
In the previous sections we have seen that SPSO is simpler to define, understand and control than the canonical PSO. However, this PSO would be of little interest if it could not perform well in practical experimentation.
To evaluate the performance of SPSO, we compared it with the standard constricted PSO (Equation (1)) on 14 standard benchmark problems and with two different communication topologies, lbest and gbest.
Each algorithm was run on the common benchmarks shown in Table I . Functions f 1 − f 3 are simple unimodal problems, f 4 − f 9 are highly complex multimodal problems with many local minima, and f 10 − f 14 are multimodal problems with few local minima. This assortment of test functions should be diverse enough to give an indication of the general performance of the algorithms. In each run we performed 300,000 fitness evaluations. Both PSOs used standard values φ = 4.1 and χ = 0.7298 defined in [3] .
The performance values given in Table II represent the mean error |f (x) − f (x )| found over 30 runs for a problem, where f (x ) is the optimum fitness for the problem. Values < 10 −8 were rounded to 0.0 to allow for reproduction using programming languages that may not include floating point precision at smaller values.
In these comparisons we used the standard strategy of not evaluating particles when they leave the search space. That is, particles were allowed to cross the boundary of the feasible search space unaltered, but in these circumstances the process of fitness evaluation was skipped. This avoids the situation of having an infeasible position being set as a personal and/or global best. This method of "letting the 
Equation
Name
Sphere/Parabola 30 (−100, 100) 
Six-hump Camel-back 2 (−5, 5) particles fly" allows infeasible particles to be drawn back into feasible space by the influence of their personal and neighborhood bests without the need for artificial means.
Swarm initialization took place in an area of the search space known to not contain the optimum. See Table III for details. If the optimum was at the origin it was independently randomly shifted in each dimension, for each separate run.
From these results it is apparent that SPSO is competitive 
VI. CONCLUSIONS
In this paper we derived a simpler form of particle swarm optimiser, SPSO, which still retain the key properties of the original model. We did so by progressively altering the original model via mathematical transformations which have clear and understandable probabilistic effects. We studied the stability and sampling distribution during stagnation of SPSO mathematically and compared them to those of the original PSO. This showed that SPSO is more stable than the original and clarified effect of the parameters on the search strategy of SPSO. We tested SPSO on 14 standard benchmark problems and with two different communication topologies, comparing it to the canonical PSO, with very encouraging results.
We obtained SPSO via transformations that preserved key features (e.g., the mean) of the original PSO's components. However, we should note that these choices are not unique, and other transformations may make sense. So, following our approach other simplified forms of PSO could be derived. In future research we will study benefits and drawbacks of other such forms.
Finally, we should emphasise that characterisations of the search biases of an optimiser, such as our analysis of the dynamics of the sampling distribution of SPSO, are prerequisites for being able to match algorithms to problems and go beyond NFL [12] . In the future, we will attempt to use this knowledge to establish on which classes of functions the search behaviour of SPSO is expected to be beneficial. 
