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Dana H. Ballard, An Introduction to Natural Computation, The MIT Press,
Cambridge, MA, 1999. ISBN 0-262-52258-6, 336 pages
Precis (based on jacket copy)
It is now clear that the brain is unlikely to be understood without recourse to
computational theories. The theme of An Introduction to Natural Computation is that
ideas from diverse areas such as neuroscience, information theory, and optimization
theory have recently been extended in ways that make them useful for describing the
brain’s programs. This book provides a comprehensive introduction to the computational
material that forms the underpinnings of the currently evolving set of brain models. It
stresses the broad spectrum of learning models—ranging from neural network learning
through reinforcement learning to genetic learning—and situates the various models in
their appropriate neural context.
To write about models of the brain before the brain is fully understood is a delicate
matter. Very detailed models of the neural circuitry risk losing track of the task the brain
is trying to solve. At the other extreme, models that represent cognitive constructs can
be so abstract that they lose all relationship to neurobiology. An Introduction to Natural
Computation takes the middle ground and stresses the computational task while staying
near the neurobiology.
Claudio Bettini, Sushil Jajodia, X. Sean Wang, Time Granularities in Databases, Data
Mining, and Temporal Reasoning, Springer-Verlag, Berlin, July 2000. ISBN 3-540-
66997-3, 226 pages
Precis (contributed by the authors)
This book presents the results of an extensive research on the concept of time granularity
and on its applications to relevant problems in Databases and Artificial Intelligence.
The book is divided into four parts, the first of which presents a general framework for a
formal characterization of time granularities including the standard ones like days, weeks,
months and years, as well as non-standard ones like business days or academic year. It
investigates their relationships, and proposes a symbolic representation.
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The second part validates the framework by investigating the extension of temporal data-
bases to store and retrieve data in terms of multiple granularities. In particular, the book
presents an extension to the theory of relational database design, and it provides a general
formalism for the internal representation of the knowledge about how to perform granular-
ity conversions depending on the semantics of data, and a method to automatically use this
knowledge to answer user queries involving data not explicitly stored in the database.
The third part of the book considers the problem of reasoning with temporal distance
constraints in terms of multiple granularities. A chapter is dedicated to the application of
this formalism and to experimental evaluation of the algorithms in a data mining problem.
The fourth part concludes the book with a discussion of future research directions and
other application areas.
Eric Bonabeau, Marco Dorigo and Guy Theraulaz, Swarm Intelligence—From
Natural to Artificial Systems, 1999, Oxford University Press, New York, 1999
Precis (contributed by the authors)
Social insects—ants, bees, termites, and wasps—can be viewed as powerful problem-
solving systems with sophisticated collective intelligence. Composed of simple interacting
agents, this intelligence lies in the networks of interactions among individuals and between
individuals and the environment. A fascinating subject, social insects are also a powerful
metaphor for artificial intelligence, and the problems they solve—finding food, dividing
labor among nestmates, building nests, responding to external challenges—have important
counterparts in engineering and computer science.
The book provides a detailed look at models of social insect behavior and how to
apply these models in the design of complex systems. In the book it is shown how
these models replace an emphasis on control, preprogramming, and centralization with
designs featuring autonomy, emergence, and distributed functioning. These designs are
proving flexible and robust, able to adapt quickly to changing environments and to continue
functioning even when individual elements fail. In particular, these designs are a novel
approach to the tremendous growth of complexity in software and information. The book
draws on up-to-date research from biology, neuroscience, artificial intelligence, robotics,
operations research, and computer graphics, and each chapter is organized around a
particular biological example, which is then used to develop an algorithm, a multiagent
systems, or a group of robots.
William H. Calvin and Derek Bickerton, Lingua ex Machina—Reconciling Darwin
and Chomsky with the Human Brain, The MIT Press, Cambridge, MA, 2000. ISBN
0-262-03273-2, 304 pages
Precis (based on jacket copy)
Chomsky’s Universal Grammar suggests a large step up to human-level language abil-
ities and one without the useful-in-themselves intermediate steps usually associated with
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Darwinian gradualism. William Calvin and Derek Bickerton offer three ways for getting
from ape behaviors to syntax. They focus on the transition from simple word association
in short sentences (proto-language) to longer recursively structured sentences (requiring
syntax). “We hope to see the brain finally getting its act together because of one important
improvement that, together with what’s already in place, confers an emergent property,
syntax. The committee can finally do some thing that all the separate parts couldn’t. It
might be like adding a capstone to an arch, which permits the other stones to support them-
selves without scaffolding and as a committee, they can defy gravity. Our task as scientists
is, in part, to imagine the scaffolding that could have initially put such a stable structure in
place.”
Two of their pre-syntax candidates, carried over from reciprocal altruism’s cognitive
categories and ballistic movements planning circuits, are compatible with slow language
improvement over a few million years. Their third, corticocortical coherence, should
have a threshold. Once crossed, structured thought and talk would have become far
more fluent and thus a capstone candidate for what triggered the flowering of art
and technology seen late in hominid evolution, after brain size itself had stopped
growing.
Justine Cassell, Joseph Sullivan and Scott Prevost and Elizabeth Churchill, Embodied
Conversational Agents, The MIT Press, Cambridge, MA, 2000. ISBN 0-262-03278-3,
438 pages
Precis (based on jacket copy)
Embodied conversational agents are computer generated cartoonlike characters that
demonstrate many of the same properties as humans in face-to-face conversation, including
the ability to produce and respond to verbal and nonverbal communication. They constitute
a type of (a) multimodal interface where the modalities are those natural to human
conversation: speech, facial displays, hand gestures, and body stance; (b) software agent,
insofar as they represent the computer in an interaction with a human or represent
their human users in a computational environment (as avatars, for example); and (c)
dialogue system where both verbal and nonverbal devices advance and regulate the
dialogue between the user and the computer. With an embodied conversational agent,
the visual dimension of interacting with an animated character on a screen plays an
intrinsic role. Not just pretty pictures, the graphics display visual features of conversation
in the same way that the face and hands do in face-to-face conversation among
humans.
This book describes research in all aspects of the design, implementation, and evaluation
of embodied conversational agents as well as details of specific working systems. Many of
the chapters are written by multidisciplinary teams of psychologists, linguists, computer
scientists, artists, and researchers in interface design.
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Gennaro Chierchia and Sally McConnell-Ginet, Meaning and Grammar—An Intro-
duction to Semantics (2nd edition), The MIT Press, Cambridge, MA, 2000. ISBN
0-262-53164-X, 591 pages
Precis (based on jacket copy)
This self-contained introduction to natural-language semantics addresses the major
theoretical questions in the field. The authors introduce the study of linguistic meaning
through a sequence of formal tools and their linguistic applications. Starting with
propositional connectives and truth conditions, the book moves to quantification and
binding, intensionality and tense, and so on. To set their approach in a broader
perspective, the authors also explore the interaction of meaning with context and use (the
semantics-pragmatics interface) and address foundational questions concerning cognition
in general. They also introduce a few of the most accessible and interesting ideas from
recent research to give the reader a flavor of current work in semantics. The book
presupposes no background in formal logic (an appendix introduces the basic notions
of set theory) and only a minimal acquaintance with linguistics. This new edition
includes a substantial amount of completely new material and has been not only updated
but redesigned throughout to make it user-friendly. For instance, the organization is
modular; after the introductory chapters, the remaining material can be covered in flexible
order.
Ian Cloete and Jacek M. Zurada (Eds.), Knowledge-Based Neurocomputing, The
MIT Press, Cambridge, MA, 2000. ISBN 0-262-03274-0, 500 pages
Precis (based on jacket copy)
Neurocomputing methods are loosely based on a model of the brain as a network
of simple interconnected processing elements corresponding to neurons. These methods
derive their power from the collective processing of artificial neurons, the chief advantage
being that such systems can learn and adapt to a changing environment. In knowledge-
based neurocomputing, the emphasis is on the use and representation of knowledge about
an application. Explicit modeling of the knowledge represented by such a system remains
a major research topic. The reason is that humans find it difficult to interpret the numeric
representation of a neural network.
The key assumption of knowledge-based neurocomputing is that knowledge is obtain-
able from, or can be represented by, a neurocomputing system in a form that humans can
understand—that is, the knowledge embedded in the neurocomputing system can also be
represented in a symbolic or well-structured form, such as Boolean functions, automata,
rules, or other familiar ways. The focus of knowledge-based computing is on methods to
encode prior knowledge and to extract, refine, and revise knowledge within a neurocom-
puting system.
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Bénédicte de Boysson-Bardies, How Language Comes to Children—From Birth to
Two Years (translated by M.B. DeBevoise), The MIT Press, Cambridge, MA, 1999.
ISBN 0-262-02453-5, 320 pages
Precis (based on jacket copy)
That children learn to speak so skillfully at a young age has long fascinated adults. Most
children virtually master their native tongue even before learning to tie their shoelaces.
The ability to acquire language has historically been regarded as a “gift”—a view given
scientific foundation only in the present century by Noam Chomsky’s theory of “universal
grammar”, which posits an innate knowledge of the principles that structure all languages.
In this book, psycholinguist Bénédicte de Boysson-Bardies presents a broad picture of
language development, from fetal development to the toddler years, and examines a wide
range of puzzling questions: How do newborns recognize elements of speech? How do
they distinguish them from nonspeech sounds? How do they organize and analyze them?
How do they ultimately come to understand and reproduce these sounds? Finally, how does
the ability to communicate through language emerge in children? De Boysson-Bardies also
addresses questions of particular interest to parents, such as whether one should speak to
children in a special way to facilitate language learning and whether there is cause to worry
when a twenty-month-old child does not yet speak. Although the author provides a clear
summary of the current state of language acquisition theory, the special appeal of the book
lies in her research and “dialogue” with her many young subjects.
Gary William Flake, The Computational Beauty of Nature, The MIT Press, Cam-
bridge, MA, 2000. ISBN 0-262-56127-1, 524 pages
Precis (based on jacket copy)
“Simulation”, writes Gary Flake in his preface, “becomes a form of experimentation in
a universe of theories. The primary purpose of this book is to celebrate this fact.”
In this book, Gary William Flake develops in depth the simple idea that recurrent rules
can produce rich and complicated behaviors. Distinguishing “agents” (e.g., molecules,
cells, animals, and species) from their interactions (e.g., chemical reactions, immune
system responses, sexual reproduction, and evolution), Flake argues that it is the
computational properties of interactions that account for much of what we think of as
“beautiful” and “interesting”. From this basic thesis, Flake explores what he considers to
be today’s four most interesting computational topics: fractals, chaos, complex systems,
and adaptation.
Each of the book’s parts can be read independently, enabling even the casual reader
to understand and work with the basic equations and programs. Yet the parts are bound
together by the theme of the computer as a laboratory and a metaphor for understanding
the universe. The inspired reader will experiment further with the ideas presented to create
fractal landscapes, chaotic systems, artificial life forms, genetic algorithms, and artificial
neural networks.
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Peter Gärdenfors, Conceptual Spaces—The Geometry of Thought, The MIT Press,
Cambridge, MA, 2000. ISBN 0-262-071199-1, 317 pages
Precis (from jacket copy)
Within cognitive science, two approaches currently dominate the problem of modeling
representations. The symbolic approach views cognition as computation involving sym-
bolic manipulation. Connectionism, a special case of associationism, models associations
using artificial neuron networks. Peter Gardenfors offers his theory of conceptual repre-
sentations as a bridge between the symbolic and connectionist approaches.
Symbolic representation is particularly weak at modeling concept learning, which is
paramount for understanding many cognitive phenomena. Concept learning is closely
tied to the notion of similarity, which is also poorly served by the symbolic approach.
Gardenfors’ theory of conceptual spaces presents a framework for representing information
on the conceptual level. A conceptual space is built up from geometrical structures based
on a number of quality dimensions. The main applications of the theory are on the
constructive side of cognitive science: as a constructive model the theory can be applied
to the development of artificial systems capable of solving cognitive tasks. Gardenfors
also shows how conceptual spaces can serve as an explanatory framework for a number
of empirical theories, in particular those concerning concept formation, induction, and
semantics. His aim is to present a coherent research program that can be used as a basis for
more detailed investigations.
Clark Glymour and Gregory F. Cooper (Eds.), Computation, Causation, and
Discovery, The MIT Press, Cambridge, MA, 1999. ISBN 0-262-57124-2, 570 pages
Precis (based on jacket copy)
In science, business, and policymaking—anywhere data are used in prediction—two
sorts of problems requiring very different methods of analysis often arise. The first,
problems of recognition and classification, concerns learning how to use some features
of a system to accurately predict other features of that system. The second, problems of
causal discovery, concerns learning how to predict those changes to some features of a
system that will result if an intervention changes other features. This book is about the
second—much more difficult—type of problem.
Typical problems of causal discovery are: How will a change in commission rates affect
the total sales of a company? How will a reduction in cigarette smoking among older
smokers affect their life expectancy? How will a change in the formula a college uses
to award scholarships affect its dropout rate? These sorts of changes are interventions that
directly alter some features of the system and perhaps—and this is the question—indirectly
alter others.
The contributors discuss recent research and applications using Bayes nets or directed
graphic representations, including representations of feedback or recursive systems.
The book contains a thorough discussion of foundational issues, algorithms, proof
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techniques, and applications to economics, physics, biology, educational research, and
other areas.
Ernst A. Heinz, Scalable Search in Computer Chess—Algorithmic Enhancements
and Experiments at High Search Depths, Vieweg Verlag, Braunsweig, 2000. ISBN
3-528-05732-7, 268 pages
Precis (edited from author’s precis)
The book presents the results of the author’s research aimed at increasing the scalability
and performance of game-tree search in computer chess. It elaborates on works in the
areas of (I) selective forward pruning, (II) the efficient application of game-theoretical
knowledge, and (III) the behaviour of the search at increasing depths.
The range of topics covered by the three distinct parts of the book seek to provide
material for everybody interested in the field of “Computational Intelligence”, regardless
of their individual focus. The text does not require readers to know about chess and
computer game-playing beforehand. The initial chapter introduces all the necessary basics
and fundamentals thereof.
The remaining chapters, however, go beyond those topics. They discuss how to make
sophisticated game-tree searchers still more scalable at ever higher depths. Throughout the
whole book, the chess program “DarkThought” serves as a test vehicle to conduct various
experiments and these experimental evaluations are offered as empirical evidence for the
practical usefulness of the techniques presented.
Sanjay Jain, Daniel Osherson, James S. Royer and Arun Sharma, Systems That
Learn—An Introduction to Learning Theory (2nd edition), The MIT Press, Cam-
bridge, MA, 1999. ISBN 0-262-10077-0, 317 pages
Precis (based on jacket copy)
Formal learning theory is one of several mathematical approaches to the study of
intelligent adaptation to the environment. The analysis developed in this book is based on
a number theoretical approach to learning and uses the tools of recursive-function theory
to understand how learners come to an accurate view of reality. This revised and expanded
edition of a textbook provides a comprehensive, self-contained introduction to the concepts
and techniques of the theory. Exercises throughout the text provide experience in the use
of computational arguments to prove facts about learning.
Rosanna Keefe and Peter Smith (Eds.), Vagueness—A Reader, The MIT Press,
Cambridge, MA, 1999. ISBN 0-262-61145-7, 368 pages
Precis (based on jacket copy)
Vagueness is currently the subject of vigorous debate in the philosophy of logic and
language. Vague terms—such as “tall”, “bald”, and “tadpole”—have borderline cases
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(arguably, someone may be neither tall nor not tall); and they lack well-defined ex-
tensions (there is no sharp boundary between tall people and the rest). The phenom-
enon of vagueness poses a fundamental challenge to classical logic and semantics,
which assume that propositions are either true or false and that extensions are determi-
nate.
This anthology collects major papers in the field. After a substantial introduction
that surveys the field, the essays form four groups, starting with some historical pieces.
The 1970s saw an explosion of interest in vagueness, and the second group of essays
reprints classic papers from this period. The following group of papers represent the best
recent work on the logic and semantics of vagueness. The essays in the final group are
contributions to the continuing debate about vague objects and vague identity.
Stephen C. Levinson, Presumptive Meanings—The Theory of Generalized Conversa-
tional Implicature, The MIT Press, Cambridge, MA, 2000. ISBN 0-262-62130-4, 450
pages
Precis (based on jacket copy)
When we speak, we mean more than we say. In this book Stephen C. Levinson explains
some general processes that underlie presumptions in communication. This is the first
extended discussion of preferred interpretation in language understanding, integrating
much of the best research in linguistic pragmatics from the last two decades. Levinson
outlines a theory of presumptive meanings, or preferred interpretations, governing the use
of language, building on the idea of implicature developed by the philosopher H.P. Grice.
Some of the indirect information carried by speech is presumed by default because it is
carried by general principles, rather than inferred from specific assumptions about intention
and context. Levinson examines this class of general pragmatic inferences in detail, arguing
that they apply to a wide range of linguistic constructions. This approach has consequences
for how we think about language and communication.
Wolfgang Maass and Christopher M. Bishop (Eds.), Pulsed Neural Networks, The
MIT Press, Cambridge, MA, 1999. ISBN 0-262-13350-4, 377 pages
Precis (based on jacket copy)
Most practical applications of artificial neural networks are based on a computational
model involving the propagation of continuous variables from one processing unit
to the next. In recent years, data from neurobiological experiments have made it
increasingly clear that biological neural networks, which communicate through pulses,
use the timing of the pulses to transmit information and perform computation. This
realization has stimulated significant research on pulsed neural networks, including
theoretical analyses and model development, neurobiological modeling, and hardware
implementation.
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This book presents a spectrum of current research in pulsed neural networks and includes
work from many of the key scientists in the field. Terrence J. Sejnowski’s foreword,
“Neural Pulse Coding”, presents an overview of the topic. The first half of the book consists
of longer tutorial articles spanning neurobiology, theory, algorithms, and hardware. The
second half contains a larger number of shorter research chapters that present more
advanced concepts. The contributors use consistent notation and terminology throughout
the book.
John Macnamara, Through the Rearview Mirror—Historical Reflections on Psychol-
ogy, The MIT Press, Cambridge, MA, 1999. ISBN 0-262-13352-0, 301 pages
Precis (based on jacket copy)
In this book, John Macnamara examines how thinkers through the ages have approached
problems of mental representation and the acquisition of knowledge. He relates each of
these approaches to modern cognitive psychology, focusing on what he sees as the central
themes in modern psychology. This is not a neutral historical survey but a vehicle for
Macnamara’s compelling and provocative arguments on the relevance and worth of various
aspects of psychological and philosophical thought.
The historical figures discussed include Plato, Augustine, Thomas Aquinas, Thomas
Jefferson and Sigmund Freud, among others. The book assumes no previous background
in the subject matter.
Inderjeet Mani and Mark T. Maybury (Eds.), Advances in Automatic Text Summa-
rization, The MIT Press, Cambridge, MA, 1999. ISBN 0-262-13359-8, 442 pages
Precis (based on jacket copy)
With the rapid growth of the World Wide Web and electronic information ser-
vices, information is becoming available on-line at an incredible rate. One result is
the oft-decried information overload. No one has time to read everything, yet we of-
ten have to make critical decisions based on what we are able to assimilate. The tech-
nology of automatic text summarization is becoming indispensable for dealing with
this problem. Text summarization is the process of distilling the most important in-
formation from a source to produce an abridged version for a particular user or
task.
This book presents recent developments in the field in an integrated framework
and suggests future research areas. The book is organized into six section: Classical
Approaches, Corpus-Based Approaches, Exploiting Discourse Structure, Knowledge-Rich
Approaches, Evaluation Methods, and New Summarization Problem Areas.
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Rolf Pfeifer and Christian Scheier, Understanding Intelligence, 1999, The MIT Press,
Cambridge, MA, 1999. ISBN 0-262-16181-8, 700 pages
Precis (based on jacket copy)
A new field has grown around the study of behavior-based intelligence, also known
as embodied cognitive science, “new AI”, and “behavior-based AI”. Rolf Pfeifer and
Christian Scheier provide a introduction to this new way of thinking about intelligence and
computers. After discussing concepts and approaches such as subsumption architecture,
Braitenberg vehicles, evolutionary robotics, artificial life, self-organization, and learning,
the authors derive a set of principles and a framework for the study of naturally and
artificially intelligent systems, or autonomous agents. This framework is based on a
synthetic methodology whose goal is understanding by designing and building.
The book includes all the background material required to understand the principles
underlying intelligence, as well as enough detailed information on intelligent robotics and
simulated agents to enable readers to begin experiments and projects on their own. The
reader is guided through a series of case studies that illustrate the design principles of
embodied cognitive science.
Ashwin Ram and Kenneth Moorman (Eds.), Understanding Language Understand-
ing—Computational Models of Reading, The MIT Press, Cambridge, MA, 1999.
ISBN 0-262-18192-4, 524 pages
Precis (based on jacket copy)
This book highlights research relevant to the building of a computational model of
reading comprehension, as in the processing and understanding of a natural language
text or story. A distinguishing feature of the book is its emphasis on “real” understanding
of “real” narrative texts rather than on syntactic parsing of single sentences taken out of
context or on limited understanding of small, research-constructed stories.
The book takes an interdisciplinary approach to the study of reading, with contributions
from computer science, psychology, and philosophy. Contributors cover the theoretical and
psychological foundations of the research in discussions of what it means to understand a
text, how one builds a computational model, and related issues in knowledge representation
and reasoning. The book also addresses some of the broader issues that a natural language
system must deal with, such as reading in context, linguistic novelty, and information
extraction.
A. David Redish, Beyond the Cognitive Map—From Place Cells to Episodic Memory,
The MIT Press, Cambridge, MA, 1999. ISBN 0-262-18194-0, 440 pages
Precis (based on jacket copy)
There are currently two major theories about the role of the hippocampus, a distinctive
structure in the back of the temporal lobe. One says that it stores a cognitive map, the other
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that it is a key locus for the temporary storage of episodic memories. David Redish takes the
approach that understanding the role of the hippocampus in space will make it possible to
address its role in less easily quantifiable areas such as memory. Basing his investigation on
the study of rodent navigation—one of the primary domains for understanding information
processing in the brain—he places the hippocampus in its anatomical context as part of a
greater functional system.
Redish draws on the experimental and theoretical work of the last 100 years to paint
a coherent picture of rodent navigation. His presentation encompasses multiple levels of
analysis, from single-unit recording results to behavioral tasks to computational modeling.
From this foundation, he proposes an understanding of the role of the hippocampus in
rodents that can shed light on the role of the hippocampus in primates, explaining data
from primate studies and human neurology. The book will be of interest not only to
neuroscientists and psychologists, but also to researchers in computer science, robotics,
artificial intelligence, and artificial life.
Bernhard Schölkopf, Christopher J.C. Burges and Alexander J. Smola, Advances in
Kernel Methods—Support Vector Learning, The MIT Press, Cambridge, MA, 1998.
ISBN 0-262-19416-3, 392 pages
Precis (based on jacket copy)
The Support Vector Machine is a new learning algorithm for solving a variety of learning
and function estimation problems, such as pattern recognition, regression estimation, and
operator inversion. The impetus for this collection was a workshop on Support Vector
Machines held at the 1997 NIPS conference. The contributors include both university
researchers and engineers developing applications for the corporate world.
Guus Schreiber, Hans Akkermans, Anjo Anjewierden, Robert de Hoog, Nigel
Shadbolt, Walter Van de Velde and Bob Wielinga, Knowledge Engineering and
Management—The CommonKADS Methodology, The MIT Press, Cambridge, MA,
1999. ISBN 0-262-19300-0, 471 pages
Precis (based on jacket copy)
The disciplines of knowledge engineering and knowledge management are closely
tied. Knowledge engineering deals with the development of information systems in
which knowledge and reasoning play pivotal roles. Knowledge management, a newly
developed field at the intersection of computer science and management, deals with
knowledge as a key resource in modern organizations. Managing knowledge within an
organization is inconceivable without the use of advanced information systems; the design
and implementation of such systems pose organizational as well as technical challenges.
The book covers the complete route from corporate knowledge management, through
knowledge analysis and engineering; to the design and implementation of knowledge-
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intensive information systems. The CommonKADS methodology, developed over the
last decade by an industry-university consortium led by the authors, is used throughout
the book. CommonKADS makes much use of the new UML notation standard. Beyond
information systems applications, all software engineering and computer systems projects
in which knowledge plays an important role may stand to benefit from the CommonKADS
methodology.
Manfred Spitzer, The Mind within the Net—Models of Learning, Thinking, and
Acting, The MIT Press, Cambridge, MA, 2000. ISBN 0-262-69236-8, 376 pages
Precis (based on jacket copy)
How does the brain work? How do billions of neurons bring about ideas, sensations,
emotions, and actions? Why do children learn faster than elderly people? What can go
wrong in perception, thinking, learning, and acting? Scientists now use computer models
to help us understand the most private and human experiences. In The Mind within the
Net, Manfred Spitzer argues that these models can change how we think about learning,
creativity, thinking, and acting, as well as about such matters as schools, retirement homes,
politics, and mental disorders.
Neurophysiology has told us a lot about how neurons work; neural network theory is
about how neurons work “together” to process information. In this book, Spitzer provides
a basic, nonmathematical introduction to neural networks and their clinical applications.
Part I explains the fundamental theory of neural networks and how neural network models
work. Part II covers the principles of network functioning and how computer simulations
of neural networks have profound consequences for our understanding of how the brain
works. Part III covers applications of network models (e.g., to knowledge representation,
language, and mental disorders such as schizophrenia and Alzheimer’s disease) that shed
new light on normal and abnormal states of mind. Finally, Spitzer concludes with his
thoughts on the ramifications of neural networks for the understanding of neuropsychology
and human nature.
Peter Stone, Layered Learning in Multiagent Systems—A Winning Approach to
Robotic Soccer, The MIT Press, Cambridge, MA, 2000. ISBN 0-262-19438-4, 284
pages
Precis (based on jacket copy)
This book looks at multiagent systems that consist of teams of autonomous agents acting
in real-time, noisy, collaborative, and adversarial environments. The book attempts to make
four contributions to the fields of machine learning and multiagent systems.
First, it describes an architecture within which a flexible team structure allows member
agents to decompose a task into flexible roles and to switch roles while acting. Second,
it presents layered learning, a general-purpose machine-learning method for complex do-
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mains in which learning a mapping directly from agents’ sensors to their actuators is in-
tractable with existing machine-learning methods. Third, the book introduces a new multi-
agent reinforcement learning algorithm: Team-partitioned opaque-transition reinforcement
learning (TPOT-RL), designed for domains in which agents cannot necessarily observe the
state-changes caused by other agents’ actions. The final contribution is a fully functioning
multiagent system that incorporates learning in a real-time, noisy domain with teammates
and adversaries—a computer-simulated robotic soccer team.
Gerhard Weiss (Ed.), Multiagent Systems—A Modern Approach to Distributed
Artificial Intelligence, The MIT Press, Cambridge, MA, 2000. ISBN 0-262-73131-2,
648 pages
Precis (based on jacket copy)
This book is an introduction to multiagent systems and contemporary distributed
artificial intelligence, providing detailed coverage of basic topics as well as several closely
related ones. It emphasizes aspects of both theory and application and provides illustrations
and examples. Also included are exercises of varying degrees of difficulty and a twenty-
page glossary of terms found in the study of agents, multiagent systems, and distributed
artificial intelligence. The book can be used for teaching as well as self-study, and it is
designed to meet the needs of both researchers and practitioners.
