Abstract. For a discrete group G, we represent the Bredon cohomology with local coefficients as the homotopy classes of maps in the category of equivariant crossed complexes. Subsequently, we construct a naive parametrized G-spectrum, such that the cohomology theory defined by it reduces to the Bredon cohomology with local coefficients when restricted to suspension spectra.
Introduction
Let G be a discrete group. In [23, 24] the authors introduced the notion of Bredon cohomology with local coefficients and constructed a representing G-space. In this paper we continue the study of this representability result.
In [14] , Gitler proved that the cohomology groups of a space with local coefficients are representable in the homotopy category. The classifying space for the n-th cohomology group H n (X; A) of X with local coefficients A is the generalized EilenbergMac Lane complex L π (A, n), where A is given by an action of π = π 1 (X) on A (see [14] ). The space L π (A, q) appears as the total space of a fibration L π (A, q) → K(π, 1). The fibration may be interpreted as an object of the slice category Top/K(π, 1), where Top denote the category of topological spaces and continuous maps. There is a canonical map X → K(π, 1), inducing identity on fundamental group, so that X can be viewed as in Top/K(π, 1). The classification theorem states that H n (X; A) is isomorphic to the homotopy classes of maps [X, L π (A, n)] Top/K(π,1) in the slice category Top/K(π, 1). This result was extended to Bredon cohomology with local coefficients in [22, 24] . In this case, the representing space can be written using the construction of Elmendorf (see [13] ) which establishes an equivalence between the homotopy category of Gspaces and contravariant functors from the orbit category O G to spaces. The main idea there was to use Gitler's result to construct the fixed points for each subgroup H of G and then use Elmendorf's construction to form the representing G-space.
In this paper we write down this representability result in two ways, using crossed complexes and parametrized spectra respectively. Crossed complexes encode the algebraic properties of the sequence {π n (X n , X n−1 , v) v∈X 0 } n≥1 associated to a skeletal filtration X 0 ⊂ X 1 ⊂ · · · of a CW complex X. The idea of reduced crossed complex, i.e. when X 0 = * , have been studied by Blakers [1] , J.H.C. Whitehead [27] and Huebschmann [17, 18] under the names 'group systems, 'homotopy systems and 'crossed resolutions, respectively. It was defined in full generality by Brown and Higgins in [8, 9] and studied further in [6, 7, 10, 11] . It is has been shown in [10, Proposition 4.9] that cohomology with local coefficients can be represented as homotopy classes of maps in crossed complexes. We extend this representability result for Bredon cohomology with local coefficients (cf. [22, 24] ) using equivariant crossed complexes. In this regard, we construct a series of equivariant crossed complexes χ G (M, n) → χ G (π, 1) arising from a π-module M = (M, φ). Here π is an O G -group (cf. Definition 3.2). Combining [22, Theorem 3.3] and [11, Theorem 4 .1], we deduce the following.
Theorem A. Given a π-module M = (M, φ) and G-CW complex X together with a map θ : X → K G (π, 1), the n-th Bredon cohomology with local coefficients H n G (X; θ * M) is isomorphic to π 0 Coh Crs(Π G (X), χ G (M, n)) χ G (π,1) .
Here Coh Crs(Π G (X), χ G (M, n)) χ G (π,1) is the simplicial set of homotopy coherent transformations in O G -Crs/χ G (π, 1) (cf. §3.21) and K(π, 1) is equivariant EilenbergMac Lane space. See Theorem 3.25 below. The idea of representing cohomology theories is best achieved by spectra in stable homotopy theory: the various topological spaces representing the different cohomology groups fit together to form a spectrum, and the cohomology theory is represented by an object in the stable homotopy category : the homotopy category of spectra. In [21] , May and Sigurdsson have defined parametrized spectra over a space B and showed that these represent cohomology theories in the category Top/B. Fix a group π. In the case of cohomology with local coefficients, the domain category consists of CW complexes X over K(π, 1). We show that cohomology with local coefficients can be represented by a parametrized spectrum, constructed using classifying spaces of the representing crossed complexes (see [10] ).
Lastly, for a discrete group G, we combine the results of the non equivariant case using Elmendorf's construction. We construct an equivariant parametrized spectrum J G M associated to an equivariant local coefficient system M, again by using the geometric realization of the nerve of the equivariant crossed complexes χ G (M, n). J G M is a naive G-spectrum (indexed over a trivial G-universe). This is expected for arbitrary coefficients systems, since one lacks the required transfer maps to index the spectrum over a complete G-universe.
Theorem B. For X and M as in Theorem A, the n-th Bredon cohomology with local coefficients H n G (X; θ * M) is isomorphic to the set of maps of parametrized spectrum over the equivariant Eilenberg-Mac Lane G-space
(See Theorem 5.2 below.) It is important to note that the use of classifying spaces of equivariant crossed complexes leads to an easy and explicit description of the parametrized spectrum in the above theorem.
1.1. Organization. The paper is organized as follows. In Section 2, we review some preliminaries on crossed complexes and the representation of cohomology with local coefficients in the category of crossed complexes. In section 3, we recall the definition of Bredon cohomology with local coefficients and prove a suspension isomorphism in this context. Using these results we represent Bredon cohomology with local coefficients using equivariant crossed completes. In Section 4, we construct a parametrized Ω-spectrum J π (A) and show that the associated cohomology theory is cohomology with local coefficients. Finally in Section 5 we construct a parameterized equivariant Ω-spectrum J G M and prove an equivariant analogue.
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Crossed complexes and cohomology with local coefficients
In this section we recall basic definitions of crossed complexes and its relation with cohomology with local coefficients.
Crossed complexes.
Recall from [10] that a crossed complex is a chain complex of modules over a groupoid, but non-abelian in dimensions one and two. It encodes the algebraic properties of the sequence {π n (X n , X n−1 , v) v∈X 0 } ∞ n=1 associated to a filtration X 0 ⊂ X 1 ⊂ . . . of a topological space X.
Definition.
A crossed complex C consists of a set C 0 , and groupoids C n for n ≥ 1 with the same object set C 0 . There are morphisms of groupoids δ n : C n → C n−1 and an action of the groupoid C 1 on C n for n ≥ 2. This satisfies the following conditions:
(i) For n ≥ 2, C n is a totally disconnected groupoid, that is, C n is a family of groups {C n (v) : v ∈ C 0 = Ob(C n )}. The groups C n (v) are abelian if n ≥ 3.
(ii) For n ≥ 2, we denote the action
and c 1 ∈ C 1 (v, w) only then is the map defined and c c 1 ∈ C n (w). The action of C 1 on itself is by conjugation. (iii) For n ≥ 2 the morphism δ n is the identity on the set of objects and commutes with the action of C 1 . For n ≥ 3, the composite δ n−1 • δ n is the map which takes all the morphisms to the identity. The morphisms in the image of δ 2 act trivially on C n for n ≥ 3 and by conjugation on C 2 .
We write s, t : C 1 → C 0 for the source and target map of the groupoid C 1 , and t : C n → C 0 , n ≥ 2, denotes the target, or the base point map, of the totally disconnected groupoid C n .
A morphism of crossed complexes f : C → D is a family of morphisms of groupoids f n : C n → D n , n ≥ 1, all inducing the same map of objects f 0 :
We denote the category of crossed complexes by Crs.
2.4.
Examples. Let {X n } n∈N be a filtration of a topological space X. Then, we have a crossed complex Π(X), defined as:
Here π 1 (X 1 , X 0 ) is the fundamental groupoid of X 1 on the set X 0 of points, and π n (X n , X n−1 , X 0 ) is the family of relative homotopy groups π n (X n , X n−1 , v) for all v ∈ X 0 . The group π 1 (X 1 , v) operates in the usual way on π n (X n , X n−1 , v), which gives the π 1 (X 1 , X 0 ) action on π n (X n , X n−1 , X 0 ). The differential δ n , n ≥ 3, is the composite
where the first map is the usual boundary of the pair (X n , X n−1 ) and the second map is induced by inclusion. The other differential δ 2 : π 2 (X 2 , X 1 , v) → π 1 (X 1 , v) is the standard boundary map of the pair (X 2 , X 1 ). With these structures, Π(X) is a crossed complex and called the fundamental crossed complex of the filtered topological space X.
If X 0 = * , then we simply write Π(X) n = π n (X n , X n−1 ). The category of filtered spaces, denoted by FTop, has objects filtered topological spaces and morphisms continuous maps which respect the filtration. Then Π is a functor from FTop to Crs. For a CW complex X, the associated crossed complex is given by the skeleton filtration.
2.5. Definition. Let f, g : C → D be maps between two crossed complexes. A homotopy from f to g, written as H : f ∼ g, is a pair (H, g) where H is a sequence of maps H n : C n → D n+1 , n ≥ 0 which satisfy the following properties:
′ ∈ C n and cc ′ or c + c ′ is defined according as n = 1 or n ≥ 2, then
(c) For n ≥ 2, H n preserves the action over g, i.e.if c ∈ C n , n ≥ 2, c 1 ∈ C 1 , and c
(d) The pair (H, g) determines the initial morphism f ; if c ∈ C n , n ≥ 0 then:
The category Crs has a model category structure (see [5] ) and the 'homotopy' relation is an equivalence relation on the set of morphisms of crossed complexes (see [25] ). We denote the homotopy classes of maps from
The category Crs of crossed complexes has internal hom of maps CRS(C, D) (cf. [11, Theorem 9.3.6] ). The groupoid CRS 0 (C, D) is defined to be the set Crs(C, D) the set of crossed complex maps, CRS 1 (C, D)(f, g) is the set of homotopies from f to g and CRS m (C, D)(f ) comprises of m-fold homotopies from C to D, defined as follows.
2.6. Definition. [11, Section 9.3 .i] Let m ≥ 2. An m-fold homotopy H from C to D over a morphism f : C → D, is given by maps H n : C n → D n+m for each n ≥ 0 which satisfy:
(a) For n ≥ 2, if c ∈ C n and c 1 ∈ C 1 ,
(c) For n ≥ 2 the H n are morphisms, i.e. if c, c ′ ∈ C n and c + c ′ is defined then
Furthermore Crs is a complete and cocomplete simplicially enriched category in which all the 'hom-sets' are Kan complexes (See [6] ).
We shall denote the category of simplicial sets and simplicial maps by S. Given a simplicial set K ∈ S the geometric realization |K| of K has a natural filtration of skeleta. Composing further with the functor Π we get a functor from S to Crs. This is the fundamental crossed complex functor of simplicial sets which, by abuse of notation, we also denote by Π.
It is proved in [10] that the functor Π has a right adjoint and hence it preserves colimits. The right adjoint is defined using the nerve of a crossed complex.
2.7. Definition. The nerve functor N : Crs → S is defined by
where ∆ n is the standard topological n-simplex with standard cell structure and cellular filtration. The simplicial maps of N ∆ (C) are induced by the face and degeneracy maps of ∆ n .
The classifying space B(C) of a crossed complex C is defined as |N ∆ (C)|, the geometric realization of the simplicial set N ∆ (C).
We have the following result.
2.8. Theorem (Theorem A, [10] ). If X is a CW complex, and C is a crossed complex, then there is a weak homotopy equivalence
and a bijection of sets of homotopy classes
which is natural with respect to morphisms of C and cellular maps of X.
We can encode the entire information above in the following diagram of categories and adjoint functors.
2.10. Cohomology with local coefficients and crossed complexes. In this section we recall the definition of cohomology with local coefficients and its representability result in the category of crossed complexes (see [10] ).
2.11. Local coefficient system. Let X be a topological space. A local coefficient system on X is a contravariant functor from A : πX → Ab, where Ab denotes the category of abelian groups. Recall that the fundamental groupoid πX is a category whose objects are points of X and morphism from v ∈ X to w ∈ X is the set of homotopy classes of paths from v to w. A continuous map f : X → Y induces a functor πX → πY and hence a local coefficient system A on Y induces a local coefficient system f * (A) on X.
Suppose X is path-connected. Then a local coefficient system on X is equivalent to π 1 (X, v)-module, for a chosen point v ∈ X.
2.12. Cohomology with local coefficients. Let A be a local coefficient system on a topological space X. Denote by C n (X; A) the group of all functions f defined on singular n-simplices σ : ∆ n → X such that f (σ) ∈ A(σ(0)). Define a homomorphism
, where σ (j) denotes the j-th face of σ. Then {C * (X; A), δ} is a cochain complex.
2.13. Definition. Let A be a local coefficient system on a topological space X. Then the n-th cohomology of X with local coefficients A is defined by
2.14. Representing cohomology with local coefficients. Let π be a group and (A, φ) be a π-module. Following [11, Definition 7.1.11], we first define representing crossed complexes χ φ (A, n), χ(π, n) together with maps of crossed complexes
2.15. Definition. For a group π, the crossed complexes χ(π, n), n ≥ 1, are defined by the formula:
The δ i 's and the action of χ(π, n) 1 on χ(π, n) m are obvious. The crossed complex χ(π, 0) is defined by
The maps δ i and the actions of χ(π, 0) 1 are automatically fixed.
, n ≥ 0 as follows:
• For n ≥ 2 the crossed complex χ φ (A, n) is defined by:
The δ i are all trivial and the action of π on A is given by φ. Note that we have a canonical map p : χ φ (A, n) → χ(π, 1), which is the identity on the first level and trivial on all the other levels.
• The crossed complex χ φ (A, 1) is defined using the equation
In this case the map p :
is the projection at the first level.
• To define χ φ (π, 0), we first note the definition of Gpd (G, M), a groupoid associated to a group action of G on a set M. It has M as the set of objects and
There is a functor from Gpd (G, M) to G (considered as groupoid with one object). The crossed complex χ φ (A, 0) is defined by
The maps δ i and the action is automatically fixed. The map to χ(π, 1) is trivial on all dimensions except at 1 where it is the map between groupoids described above.
, which is the representing space for cohomology with local coefficients (see [4, [14] [15] [16] ). Let X be a reduced CW complex and α : π 1 (X, * ) → π be a group homomorphism. We can view A as a π 1 (X, * )-module via α and hence determines a local coefficient system A φα on X.
2.17. Theorem. [10, Proposition 4.9] With X as above,
α denotes the homotopy classes of maps from Π(X) to χ φ (A, n) inducing α on fundamental groups.
Bredon cohomology with local coefficients and equivariant crossed complexes
In this section we review the definition of Bredon cohomology with local coefficients and write down a suspension isomorphism for it. Using a result of Møller ( [22] ), we formulate an equivariant version of Theorem 2.17.
3.1. Bredon cohomology with local coefficients. We first recall the orbit category O G of a discrete group G and the associated notions.
The objects of the category O G are left cosets G/H = {gH| g ∈ G}, as H runs over the all subgroups of G. The group G acts on the set G/H by left translation. A morphism from G/H to G/K is a G-map. Note that a subconjugacy relation
Conversely, any G-map from G/H to G/K is of this form (cf. [2] 
Note that, if X is a G-connected pointed G-space, then a π 1 (X)-module is same as an equivariant local coefficients on X.
Let X be a G-space and M be an equivariant local coefficient system on it. Define C n G (X; M) to be the group of all arrays
We get a cochain complex {C * G (X; M), δ} by taking the direct sum of of the coboundary of C * (X H ; M(G/H)) for all H ≤ G.
3.6. Definition. [22] [23] [24] The n-th Bredon cohomology of a G-space X with local coefficients M is defined to be
Eilenberg-Mac Lane space i.e., any G-connected pointed G-space G-homotopy equivalent to a G-CW complex with π n (K G (M, n)) = M and π i (K G (M, n)) = 0 for i = n (see [13] ). Given a π module (M, φ), there is a sectioned G-fibration
of G-connected pointed G-spaces G-homotopy equivalent to G-CW complexes realizing the given module structure as the associated action of
gives an equivariant local coefficient system on K G (π, 1), which we also denote by M. Suppose that θ :
denote the set of homotopy classes of maps in the over cate-
is non-empty as the G-fibration 3.7 is sectioned.
Theorem. [22] With notations as above, there is a bijection
3.9. Suspension isomorphism for Bredon cohomology with local coefficients. We extend Theorem 3.8 to the case n = 0 using the suspension isomorphism. This requires a notion of suspension in the category of objects over K(π, 1). A basepoint of an object in this category is a section of the map to K(π, 1) and the addition of a disjoint basepoint involves taking a disjoint union with K(π, 1). Keeping this in mind, we make the following definition. Fix a base point * ∈ S 1 .
This a G-space over K G (π, 1), with G-map
The map S(p) on the factor X × S 1 is defined to be the projection onto X composed with p and on K G (π, 1) is the identity. Note that S K G (π,1) (X) can be written as the following pushout:
where ι : X ֒→ X ×S 1 is the inclusion ι(x) = (ι, * ) and pr 2 :
is the projection on the second factor.
3.12. Proposition. Let M be an equivariant local coefficient system on K G (π, 1), given by a π-module (M, φ). Then
Proof. We use the Mayer Vietoris sequence which asserts : For a G-CW complex X with p : X → K G (π, 1) and X = A ∪ B with A and B G-subcomplexes, there is a long exact sequence
The existence of this sequence follows from the methods of [23] .
where
Then both S U (X) and S V (X) are equivariantly homotopic to the mapping cylinder of p and therefore deformation retracts to
is the same as
Hence the result follows from the Mayer Vietoris sequence.
The adjoint of the suspension is a loop functor which we define as follows.
3.13. Definition. Suppose Y is a G-space and p : Y → K G (π, 1) with a section s :
where * is the basepoint of
by Ω(p)(f ) = p(f ( * )) and Ω(s) : 1) is a Serre fibration with fibre ΩF . We apply to the fibration 3.7. We obtain
as sectioned spaces over K G (π, 1).
For the next proposition, recall that the mapping space Map K G (π,1) (X, Y ) of objects in the overcategory is the pullback * → Map(X, K G (π, 1)) ← Map(X, Y ). As a set this equals to {f :
Proof. Applying the functor Map K G (π,1) (−, Y ) to the pushout diagram 3.11, we have a pullback square
The disjoint unions yield products on the mapping spaces
and
The image of s Y under the map
is equal to
These are precisely the elements of Map
This completes the proof.
From Proposition 3.15 and Remark 3.14 we extend Theorem 3.8 to the case n = 0.
Corollary. With notations as in Theorem 3.8, we have
Proof. From Theorem 3.8 we have
We use this for S K G (π,1) (X) to get
From Proposition 3.12 the LHS is
Using Remark 3.14 this simplifies to
3.17. Representation using equivariant crossed complexes. If X is a G-CW complex then fixed point sets X H , H ≤ G, are CW complexes (see [26] ). We have
For T ∈ O G -Crs, define a functorial G-space
This is called the equivariant classifying space of T . Here Ψ : O G -Top → G-Top is the 'coalescence functor' of Elmendorf [13] . It is right adjoint to Φ (cf. 3.3). Using the simplicial enrichment of crossed complexes, the following result is proved in [6, 7] .
3.18. Theorem. For a G-CW complex X and T ∈ O G -Crs, there is a natural homotopy equivalence
of Kan complexes, where Coh Crs(Π G (X), T ) denote the simplicial set of homotopy coherent transformations from the diagram Π G (X) to T .
See [12, Definition 3.1] for homotopy coherent transformations.
Let π be an O G -group and M = (M, φ) be an π-module. We have the following definition.
for each object G/H of O G and for a morphismâ : G/H → G/K, the maps
are naturally induced. Also, we have a map of O G -Crs
is as defined in Section 2.14.
Note that
We will use the model
. Also there is a functor on the other direction B G /χ G (π, 1). Simplicial mapping space Coh Crs((S, ǫ), (T, η)) χ G (π,1) in the over category
is defined by the pull-back square:
In view of Theorem 3.18, it follows from general category theory that
where left side is the simplicial mapping space in the category G-CW /K G (π, 1).
3.23. Proposition. Applying the functor B G to Eq.3.20 yields classifying G-fibration
of Bredon cohomology with local coefficients.
We fix some notations to be used in the proof. For a functor U : O op G → S, let U k be composition of U with the functor S → Set that takes a simplicial set to the set of its k-simplices. Recall that two sided bar construction for functors U :
(using the notation of [20] ). The following lemma follows easily from explicit description of Bar construction and definition of Kan fibration [19] . 
Proof of Proposition 3.23. The only thing we need to show: 
where Γ is the category of G-Set and ι is the inclusion functor O G ֒→ G-Set. Actually, Ψ ∆ (U) is a G-simplicial set and
Then we can write
Hence the proof follows from lemma 3.24.
We obtain the following representation of Bredon cohomology with local coefficients in O G -diagram of crossed complexes. 1) is the right hand side of the isomorphism in Theorem 3.8 for n ≥ 1 and Corollary 3.16 for n = 0. Hence applying π 0 to Eq 3.22 gives the desired result.
If G is trivial, then the simplicial set of homotopy coherent transformations between O G -diagrams in Crs reduce to ordinary simplicial enrichment of Crs. Further, π reduces to a group π and (M, φ) is an π-module (A, φ). This gives a local coefficients A on K(π, 1). Let X be a CW complex and θ : X → K(π, 1) be a map of CW complexes.
Corollary. With notations as above,
where right hand side denote the homotopy classes of maps in Crs/χ(π, 1) from
When X is a reduced CW complex, Corollary 3.26 agrees with Theorem 2.17 for n ≥ 2 by taking α = Π(θ) and noting that homotopy classes of maps in Crs/χ(π, 1) from Π(X)
is same as homotopy classes of maps Π(X) → χ φ (A, n) inducing α in fundamental groups.
Representability of cohomology with local coefficients as a parametrized spectrum
In this section we use Corollary 3.26 to represent the cohomology with local coefficients using parametrized spectra. Following [21] we construct an Ω-prespectrum J π A over the parameter space K(π, 1) associated to an π-module A, and prove that the cohomology theory on the category of spaces over K(π, 1) associated to this spectrum is the cohomology with local coefficients. We use the classifying space functor B from crossed complexes to spaces to define this parametrized spectrum. Recall the definition of parametrized spectra following [21] .
We work in the category of compactly generated weak Hausdorff spaces.
4.1.
Definition. An ex-space over B is a triple (X, p, s) where X is a topological space and
We denote category of all ex-spaces over the space B by T B . The category T B is enriched over topological spaces and has all colimits and limits. There is a fibrewise smash product ∧ B and a fibrewise mapping space F B of ex-spaces, and these are adjoint. We recall the relevant definitions briefly (see [21] for more details). • The pullback of * → Map(X, B)
• The pushout of X • The pushout of
The definition of the mapping space in T B is more complicated. We refer to [21] for details. For objects X, Y ∈ T B the mapping space is written as F B (X, Y ) and there is a correspondence 
Note that this can be defined by the following pullbacks
where e(b) is the constant map at b. Then one has a pullback 4.5. Theorem (Theorem 6.2.6 [21] ). The category T B of ex-spaces over B is a wellgrounded model category with respect to the q-equivalences, qf -fibrations, and qfcofibrations.
To define spectra, we first fix a countable infinite dimensional inner product space U. Following [21] , we define a prespectrum E over B.
4.6. Definition. Let B be a fixed base space.
• A prespectrum E over B consists of ex-spaces E(V ) over B for each finite dimensional subspace V of U, together with maps of ex-spaces, (called structure
• A prespectrum E over B is level qf -fibrant if each E(V ) is a qf -fibrant exspace over B.
• An Ω-prespectrum E over B is defined to be a level qf -fibrant prespectrum over B whose adjoint structure maps σ
Consider the crossed complex χ φ (A, n) associated to a π-module (A, φ) (cf. Section 2.14). Since the classifying space of a crossed complex is the geometric realization of a simplicial set, B(χ φ (A, n)) is compactly generated and weak Hausdorff.
4.7.
Proposition. The classifying space B(χ φ (A, n) ) is an ex-space over K(π, 1) = B(χ(π, 1)) which is qf -fibrant.
Proof. The map p is obtained by applying B to the map χ φ (A, n) → χ(π, 1). The map χ(π, 1) → χ φ (A, n) for n ≥ 2 is the identity at level 1 and is the inclusion of the identity at higher levels. For n = 1 this is the inclusion of π in π ⋉ A at the first level. For n = 0 the map takes π to the endomorphisms of the identity in A in the groupoid Gpd (π, A). It is clear that the composition χ(π, 1) → χ φ (A, n) → χ(π, 1) is the identity.
To complete the proof we need to show that B(χ φ (A, n)) → B(χ(π, 1)) is a Serre fibration, which in view of the discussion above implies that B (χ φ (A, n) ) is a qffibrant ex-space. Since the geometric realization of a Kan fibration is a Serre fibration, it is enough to show that , 1) ) is a Kan fibration of simplicial sets, which by ( [10, Proposition 6.2]) is equivalent to the condition that χ φ (A, n) → χ(π, 1) is a fibration of crossed complexes. A map between crossed complexes is a fibration if it is a fibration of groupoids on level 1 and surjective on higher levels (see [3, 5] ). This is satisfied by χ φ (A, n) → χ(π, 1). This completes the proof of the proposition.
We will prove that
defines an Ω-prespectrum over B(χ(π, 1)) (this defines a spectrum indexed over a cofinal collection of inner product subspaces of U, we can extend it to the entire collection by the formula
where n is the minimum positive integer for which V ⊂ R n ). By the above, J π A is level qf -fibrant on the indexing spaces R n . It follows that J π A(V ) → K(π, 1) is a qf -fibration since this is equal to Ω
which is written as an iterated pullback, and that fibrations are preserved under pullback. It remains to construct the structure maps of
and show that they are weak equivalences, and again it suffices to prove this for the cofinal indexing collection {R n }. In this regard, it remains to construct maps B(χ φ (A, n)) → Ω B(χ(π,1)) B(χ φ (A, n + 1)) and to show that these are weak equivalences. We define a construction similar to F B (S We can form a map χ(π, 1) ι → CRS(χ(Z, 1), χ(π, 1)) which maps each point to the corresponding "constant map"; we then define CRS χ(π,1) (χ(Z, 1), χ(π, 1)) to be the pullback
Then we further form the pullback to define F Crs χ(π,1) (χ(Z, 1), χ(π, 1))
where ǫ is the evaluation at the base point map. Note that the pullback in the category of crossed complexes is obtained by taking the pullback levelwise, i.e, the pullback P of C → D ← C ′ is described by P n = C n × Dn C ′ n . We calculate CRS(χ(Z, 1), χ(π, 1)) using its definition in terms of m-fold homotopies (See Definition 2.6). We have
Next we calculate CRS(χ(Z, 1), χ φ (A, n)).
and for n = 1, m ≥ 2 we have
We have the following proposition.
Proof. To justify the statement of the proposition, we make explicit calculations; considering separately the cases n ≥ 3, n = 2 and n = 1. Case I, n≥ 3: We need to compute the map ι : χ(π, 1) → CRS(χ(Z, 1), χ(π, 1)): this corresponds to the map which takes a point of χ(Z, 1) to the constant map based at a point in χ(π, 1). It can be factored as χ(π, 1) , 1), χ(π, 1) ). The crossed complex * is the complex which is trivial at each level. The latter map is induced from the map χ(Z, 1) → * .
The map ι : χ(π, 1) → CRS(χ(Z, 1), χ(π, 1)) on the zero level takes * to id ∈ π, on the 1-level takes π isomorphically to π = CRS 1 (χ(Z, 1), χ(π, 1))( * , * ). So, when we form the pullback we have
To form the second pullback we need to calculate the map
given by evaluation at a base-point. The base-point in χ(Z, 1) is given by a map * → χ(Z, 1) and the map ǫ is the composite
This map is an isomorphism at the level 1 and n and the trivial map at the other levels. The map χ(π, 1) → χ φ (A, n) is an isomorphism at level 1 and trivial at other levels. So when we form the pullback the level n part goes away and we get,
is the trivial map on level i for i > 1 and the projection {x ∈ π|xf x −1 = g} × A → {x ∈ π|xf x −1 = g} for i = 1. Forming the pullback we get,
given by evaluation at the basepoint can be calculated similarly as before as an isomorphism on level 2 and the projection π ⋉ A → π on level 1, and trivial on other levels. For the second pullback we get,
Case III, n=1: We fix the notation pr for the projection π ⋉ A → π. The map of mapping spaces CRS(χ(Z, 1), χ φ (A, 1)) → CRS(χ(Z, 1), χ(π, 1)) is pr on level 0 and 1 and trivial in higher levels. Forming the pullback we get,
The next level is a groupoid pullback:
where in each pair (R, S) R denotes the objects and S morphisms. The groupoid pullback has object set A. The set Hom(l 1 , l 2 ) is just the pullback of Hom( * , * ) → Hom( * , * ) ← Hom(( * , l 1 ), ( * , l 2 )).
In the last set we have those elements x = (a, l) (this means
which satisfy x( * , l 1 )
. This reduces to the equation a −1 (l 1 ) = l 2 . This means we have
The next step is to calculate the map
given by evaluation at the base-point and can be calculated similarly as before. At the 0-level it maps A to * . At the 1-level on Hom(l 1 , l 2 ) is the inclusion
At other levels this is the trivial map. So again the pullback becomes a pullback of groupoids (just considering the 0 and 1-levels)
The object set of this pullback is A. In the pullback groupoid the morphisms between l 1 and l 2 are
This forces a = b and l = 0. Then we get exactly the same morphisms as those of Gpd (π, A). Therefore we obtain
This is precisely the description of χ φ (A, 0). This completes the second part.
4.9. Proposition. For a π-module (A, φ),
Since the nerve functor is a right adjoint and geometric realization takes pullbacks to pullbacks, the functor B takes pullbacks to pullbacks. The proof follows.
Combining the above propositions, we have the following result.
4.10. Theorem. The spaces {J π A(V )} V ⊂R ∞ form an Ω-prespectrum over K(π, 1) = Bχ(π, 1).
Proof. Combining Proposition 4.8 and Proposition 4.7, we see that there is a map
over K(π, 1) = Bχ(π, 1) which is a q-equivalence. Also it follows from Proposition 4.7, that the spaces Bχ φ (A, n) are a qf -fibrant ex-space over K(π, 1). We have seen how to extend these results from the cofinal collection {R n } to the collection of all inner product subspaces of R ∞ . Therefore,
We recall the definition of cohomology theory defined by a parametrized spectrum J over a base space B.
4.11. Definition. Let J, E be spectra over B. For integers n, define the n-th Jcohomology groups of E as
For an ex-space X over B, taking E = Σ ∞ B X defines the J-cohomology groups of X determined by the spectrum J.
These cohomology groups can also be written as , 1) , we use the notation X +K(π,1) to denote the ex-space X K(π, 1) over K(π, 1). We think of this replacement as addition of a disjoint basepoint in the category of spaces over K(π, 1). The category Top/K(π, 1) has a terminal object K(π, 1) id → K(π, 1) and the based objects of this category are precisely the ex-spaces. Then the functor (−) +K(π,1) is the addition of a disjoint basepoint in this setting, that is, it is a left adjoint to the forgetful functor from the category of ex-spaces to the category of spaces over K(π, 1). In addition note that the suspension in definition 3.10 is S B (X) ∼ = Σ B (X +K(π,1) )
We are now in a position to show that the cohomology defined by the parametrized spectrum J π (A) is the cohomology with local coefficients. , 1) ). If X is a CW complex, via the homotopy adjunction between Π and B as given in Eq 2.9, this is exactly [Π(X), χ φ (A, n)] χ(π,1) that we noted earlier in Corollary 3.26.
Representation as a parameterized spectrum in the equivariant case
The definition of parametrized G-spectra is entirely analogous to Definition 4.6 where B is a G-space, U is a G-universe and each E(V ) is an ex-G-space. For more details we refer to [21] . In this section we represent Bredon cohomology with local coefficients with a parametrized G-prespectrum over the G-space K G (π, 1). (notations as in section 3) We have observed in Section 3.1 that, for an O G -group π and an π-module M = (M, φ), we can construct O G -crossed complexes χ G (M, n) over the O G -crossed complex χ G (π, 1). By applying the classifying space functor for each n we get an "ex-functor" from O op G to the ex-category of spaces, that is at each n and each subgroup H we have an ex-space Bχ φ(G/H) (M(G/H), n) → Bχ(π(G/H), 1) which is a contravariant functor into an appropriate diagram category. We define the category E as the category with two objects s, t and the morphisms generated by i : s → t and p : t → s such that p • i is the identity. Then we call the diagram category Top E the "ex-category" of spaces, and by an "ex-functor" we mean a functor O In the previous section we have observed that for a fixed H ≤ G, the ex-spaces {E M n (G/H)} n≥0 form a parametrized Ω-prespectrum over the Eilenberg-Mac Lane space Bχ(π(G/H), 1), which is a K(π(G/H), 1). In this section we prove that these parametrized Ω-prespectra for different subgroups H are the fixed point spectra of a parametrized G-Ω-prespectrum J G M over the Eilenberg-Mac Lane Gspace K G (π, 1) = ΨBχ G (π, 1) indexed over a trivial G-universe (that is, a naive parametrized G-Ω-prespectrum). Here Ψ : O G -Top → G-Top is the Elmendorf's functor (cf. [13] ), right adjoint to the functor Φ. Below we will provide an explicit description of this functor. Notice that since we are considering cohomology theories from arbitrary coefficient systems, we will not have the required transfer maps to form a spectrum indexed over a complete G-universe.
For each n we apply Elmendorf's functor Ψ to E M n to obtain an ex-G-space L π (M, n) → K G (π, 1). We will show that the ex-G-spaces form a G-Ω-prespectrum J G M indexed on a trivial G-universe. For this we have to check that the prespectrum is level-qf -fibrant and that the structure maps J G M n → Ω K G (π,1) J G M n+1 are q-equivalences of total spaces.
The latter fact is equivalent to the fact that for every subgroup H, the induced map on homotopy groups π
. We use J G M H n ≃ E M n (G/H) from the definition of Elmendorf's construction, so the result follows from the fact that E M (G/H) is a parametrized spectrum.
To show that the prespectrum is level qf -fibrant, we need to check that J G M n → K G (π, 1) is a qf -fibrant ex-G-space. From [21, Chapter 7] we know that this is true if Map G (Z, J G (M) n ) → Map G (Z, K G (π, 1)) is qf -fibrant non equivariantly for every
