The asymptotic distributions of the least-squares estimators of the parameters in autoregressive processes with multiple observations are derived for the two nonstationary cases, viz., (a) the explosive case and (b) the unstable case. It is shown that nonstandard limit distributions are obtained.
Introduction
studied some problems of estimation and testing based on multiple observations from autoregressive processes. Basawa et al. (1984) , and Basawa and Billard (1989) discussed large sample estimation and tests of homogeneity for regression models with multiple observations and autocorrelated errors. Kim and Basawa (1992) have considered empirical Bayes estimation based on data from several independent autoregressive processes. Hwang and Basawa (1994) studied the local asymptotic normality and tests of homogenity for stationary nonlinear autoregressive processes with multiple observations. In all the references cited above, the multiple observations at each time point are assumed to be independent. The hypothesis of independence between different time series can often be justified (i) when the multiple observations related to independent individuals or experimental units or (ii) when they represent repeated independent observations on the same process. In some situations, however, the observations at each time point may be correlated. This will happen, for instance, when individuals belonging to the same family or sharing the same common environment are observed over several time points. Also, crop yields from units in the same plot will generally be correlated. When these multiple observations from the same plot are observed over different time points, one has multiple correlated observations at each time point.
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In this paper, we consider the situation where observations at each time point are equi-correlated with an intra-class correlation p. See, for instance, Rao (1961, p. 199) for the classical case of independent vectors, each vector consisting of equi-correlated observations. Let Z, = (Z,r , . . . , Zr,)T denote a (n x 1) vector of observations at time t, t = 1, . ..) m. We suppose that {Z,) satisfies the autoregressive difference equation:
Z, = f BiZ,-i + (tt, t = 0, + 1, + 2, . . . ) i=l where {Qi, i = 1, . . . . p} are scalar parameters and {I$}, t = 1, 2, . . . , are independent and identically distributed random error vectors with zero mean and covariance matrix c2 V,(p). The matrix V,(p) is such that all the diagonal elements are equal to unity and the off-diagonal elements are equal to p. The special case with II = 1 has been studied extensively in the literature. The process {Z,}, t = 1,2, . . . , is stationary when the parameters (0,) . . . , 0,) satisfy the condition: (p(z) = (1 -CT= i 0,~') # 0, for all 1 z 1 I 1. The nonstationary cases, when the above condition is violated, have been discussed, for n = 1, by several authors. See, for instance, White (1958), Anderson (1959 ) Rao (1961 , Stigum (1974) and Jeganathan (1988) . In this paper, we consider the nonstationary cases for II 2 1. We shall derive the asymptotic distributions of the least-squares estimators both when m -+ cc and n + co. Consequently, we need to consider the following two-dimensional process. Suppose {Z,,}, t, s = 0, f 1, f 2, . . . . satisfies (1.1) i=l where Z,, denotes the observation on the coordinate (t, s) on a two-dimensional lattice, and the error sequence {t,,} satisfies the following assumption (C).
Assumption C (C. 1) For fixed s, { Ej,,, t = 0, + 1, + 2, . . . } are independent and identically distributed Gaussian random variables with mean zero and variance rr2.
(C.2) For fixed t, {<,, s = 0, + 1, f 2, . . . } are Gaussian random variables with mean zero and variance c? with a common correlation p, 0 I p < 1.
(C.3) {k> and {&Y} are independent for t # t' and s # s'. The assumption regarding the Gaussian errors can be relaxed. See Section 3 for the unstable non-Gaussian case. In this paper, we discuss the two nonstationary cases, viz., the explosive case and the unstable case, and derive the limit distributions of the least-squares estimators based on the sample: {Z,,, t = 1, . . . , m, s = 1, . . . , n). These nonstationary cases belong to the family of nonergodic models. See, for instance, Basawa and Koul (1979) and Basawa and Scott (1983) . Sethuraman and Basawa (1994) Denote o^,(p) by 6o when p is unknown. We shall derive the limit distributions oft?, fi, c2 and 6o under the two nonstationary cases.
Note that under the assumption of Gaussian errors, the maximum likelihood estimators of p and rr2 when 0 is known coincide with the least-squares estimators given in (1.3) and (1.4), respectively. Also, the maximum likelihood estimator of 0 when p is known coincides with the generalized least-squares estimator given in (1.5). See Section 5 for further comments.
Section 2 is concerned with the asymptotic distributions of the estimators for the explosive case and the unstable case is studied in Section 3. A simulation study is presented in Section 4.
2. The asymptotic distribution of the least-squares estimators for the explosive case
. , mP are p distinct roots of the autoregressive polynomial zpi (&zp-i=o.
i=l
We shall assume that there exists a unique root, say ml, and call it /I, such that
The process {Z,,} satisfying (1. l), Assumption C and the condition (2.1) will be referred to as the explosive process. The following theorem establishes the asymptotic distribution of o^ given by (1.2). (ii) The same limiting distribution as in (i) is obtained when n --+ co first, and then m+ co.
Proof. (i) For the ease of presentation, we shall give the proof for the particular case p = 2. First note that the vector Z, can be expressed as where Wj') = ~~=, fi-'t, and We') = /T'~:,, mi-r&. Using Assumption C, it follows readily that Wt(l), N,(Q a2K(P)(C:=, B-2')).
As t -+ cc and n fixed. we have
Observe that We also observe that {W/l', t 2 1) form an L,-martingale and (2.6)
Consequently, from (2.3) we have as t + GO, /r'Z, -a's' g1 W(l) and fi-'Z, 2 ,y, l+'").
Next let us consider

Ri2B
where R, = (/I2 -l)~l/?"~c(,~ and (2.9) (2.10)
Using Toeplitz lemma and (2.9), it is not difficult to show that as m -+ co,
G2Ba (
and for j = 2, 3,
Next we shall show that as m + cc and n fixed,
where 1 1 0
To this effect, let ILT = (AT, AT, AT), ATUrn + n;u,,
Using ( The result stated in (2.14) follows readily from (2.16) and Assumption C. Furthermore, conditional on W(l) it follows from (2.12), (2.16) and by Slutsky's theorem that (
Note that Sr) can be expressed as
Using (2.18) it can be easily verified that as n + cc,
Hence part (i) of the theorem follows from (2.17) and (2.19).
(ii) We shall first show that, as n + co first, and then m -+ co,
In particular, we shall consider the (2,2)th element of n-l R;'B. 
Using the law of large numbers for exchangeable random variables (see Chow and Teicher (1978, p. 227) we get as n -+ 01: , A w -l)-'a2Cu -PI + PX2U)1.
(2.29)
Following the same arguments, we can easily show that as t + cc, and n-l[ w:"2]T wf'Z'2 P, 0. by the law of large numbers of exchangeable r.v.s. Similarly, as n + co ,
Observe, that { W:(l), t 2 l} form an L,-martingale and Proof. We first note that the result in Theorem 2.2, viz.,
holds when 0 is known and satisfies the condition stated in (2.1). By the Taylor's expansion, we have &CD -P) = J&V) -P) where 45) with I denoting an n x n identity matrix and C2 is as defined in (2.17). Hence, conditional on W(l), by (2.43) and (2.44), we get as m -+ cc and n fixed, We now show that the same limit result is obtained if we first let n + co first, and then m--t cc. We shall show that
Cd' Now one can complete the rest of the proof of part (b) by using similar arguments. 54 (1994) 331.. 354 To prove (a), let a = [ai, aJT and consider R; '11 -112uTC. Using (2.3) and (2.52), we have Result 1. Theorem 2.1 specializes to
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where Si is defined in Theorem 2.1, Si is independent of N and N is the standard normal variable.
Result 2. Result 1 can be easily modified and restated as follows. As m and n + CE where the standard normal variable, N, is independent of S2 and Sz = C(l -P) + Px2(l)1-1'2PaJm. Remark. Note that when p = 0, t?o = 6, and we get from Result 3, the limit distribution of &(and e^,) for p = 0, p = 1, and 101 > 1. We omit the detailed verification.
3. The asymptotic distributions of the estimates of the parameters in the unstable case with 0 < p < 1
In this section, for the ease of presentation, we shall focus our attention mainly on the first-order autoregressive process on a two-dimensional lattice. Further, we assume that the root of the autoregressive polynomial lies on the 101 = 1. We also assume that the error process {t,,} satisfies Assumption A.
unit circle, i.e. the following
For fixed s, {c,,, t = 0, f 1, . . . } are independent and identically distributed random variables with mean zero and variance CJ'. For fixed t, {&,, s = 0, f 1, . . . , } are exchangeable random variables with mean zero and variance o2 and a common correlation p.
5,, and 5,!,, are independent random variables when t # t' and s # s'.
As before, we shall investigate the asymptotic properties of the estimates of the parameters of the model as m and n -+ co in any order.
The limit distribution qf the simple least-squares estimator of t3
Setting t3 = 1 and Zos = 0 for s = 1, . . , n, the first-order autoregressive process on the lattice can be expressed as z** = i 5js3 s= l,...,n. (ii) Furrhermore,
as n -+ cc first, and then m + cc . asm-+ co,where{xi(t),i= l,..., } are correlated Wiener processes with zero means, variances t and a common correlation p. Next, note that, from (3.1) and (3. Therefore, by the continuous mapping theorem,
where Eli(t), i = 1, . . . , n, are independent standard Brownian motions and B(t) is another standard Brownian motion independent of {BJt) j. A s n--f cc, we have n-1 jl x:(t)= @2(t) + (1 -p)t.
(3.11) By Fubini's theorem, in conjunction with (3.11), we get as m+ cc first, and then n+ co,
Hence part (i) of the theorem is proved.
(ii) Using (3.1) and the law of large numbers for exchangeable random variables, we get as n + cc,
(mn)-' f i SrsZr-l,s~m-l fJ 't;'E(<tl5jllGt,j).
r=1 s=l f=l j=l
The result in (3.12) can be restated as Consequently, when n + 00 first, and then m + co, Consider the second term of (3.16). Observe that as m --, 03,
Consequently, we obtain as nz-+ K (3.17)
Note that the first term of Eq. (3.16) can be written as
we have, from (3.19), as nt-t ~13, ZT-lV~~l(p)Zr-ll-lCm-' LYE"=, tT K'(PP-11. 
and n-l j$l cYj*(t)12 -J--+ t. By law of large numbers, we have as n + cc, n-'I:= 1 r&A o2 and n I:= 1 rlj,s~j2s~0
Consequently, as n -+ cc, Similarly, the numerator of (3.33) can be expressed as 
A simulation study
To keep the simulation study tractable and simple, we considered the first-order autorgressive process on a two-dimensional lattice, viz., z,, = ez,-l.s + 4,, with 8 = 0.5, 1 and 3.
For simplicity, the errors were assumed to be normally distributed with zero mean, unit variance and a common correlation p = 0.5. A sample of size mn, for various values of m and n, m = n, was generated from the above model and the estimates f?, & and 5 were computed based on that sample. This was repeated 500 times and the 500 values of these estimates were computed. The average and the mean squared error (MSE) of these values over 500 replications were computed. We also computed the where yi = fi(B(i) -0) and e(i) is the simple least-squares estimate for the ith sample. We report here the findings from this simulation study (see Table 1 ). The first, second and the third columns indicate the average, the mean squared error and the asymptotic standard deviation, respectively, of various estimates of the parameters of the model. The theoretical asymptotic standard deviations of estimates are reported in parentheses. These results compare favorably with those of the theoretical results.
Concluding remarks
In Section 2, the errors {c,,> are assumed to be Gaussian. We have noted at the end of Section 1 the fact that when 8 is known, the maximum likelihood estimates of p and C? coincide with the sample least-squares estimates defined in (1.3) and (1.4). Moreover, when p is known, the maximum likelihood estimate of 0 coincides with the generalized least-squares estimate given in (1.5). The maximum likelihood estimates of 6 and p when both 0 and p are unknown do not have closed-form expressions. However, the limit distributions of the maximum likelihood estimates of Q and p when both the parameters are unknown can be derived using the limit results of Section 2. It would then be of interest to study the efficiency properties of the least-squares estimates when both 0 and p are unknown. This will be pursued elsewhere. It is to be noted that most of the limit distributions obtained here are nonnormal and they do not have a simple form. For the model in Section 2, parametric bootstrap may be used to approximate the quantiles of the distribution. See, for instance, Basawa et al. (1989) . For the unstable case (Section 3) however, the standard bootstrap is known to be invalid (Basawa et al., 1991) . Monte Carlo simulation can still be carried out as illustrated in Section 4. It must also be noted that for the explosive case (Section 2) one can consider conditional inference as proposed by Basawa and Brockwell (1984) . The limit distributions of test statistics based on the maximum likelihood estimates can also be derived. For the explosive case it is conjectured that the limit distribution of the likelihood ratio test, for B (treating p as an unknown nuisance parameter), is chi-square. This conjecture was made by the referee and we believe it needs further study.
