ABSTRACT We first approximate the departure process of an IBP/Geo/l/K queue by an Interrupted Bernoulli Process (IBP). We consider several Merent approldmation models and their accuracy is examined through extensive validation tests. These models are then used in a simple decomposition algorithm to analyze a tandem configuration of finite capacity queues with customer loss. Validation tests showed that the decomposition algorithm has a good accuracy.
I. INTRODUCTION
Discrete-time single server queues with or without finite capacity have been extensively analyzed. For a review of relevant results see Pujolle and Perros [l] . However, little has been done for the analysis of networks of discrete-time finite capacity queues.
In this paper, we analyze a tandem queueing network of discrete-time finite capacity queues with customer loss. The arrival process to the first queue is assumed to be an IBP. The service times a t each queue are assumed to be geometrically distributed. (In an ATM network the size of a cell is constant, and therefore the transmission time is constant as well. However, in some ATM switch architectures a cell may be re-transmitted several times due to possible collisions with other cells. In this case, the total transmission time is typically modelled by a geometric distribution.) Queueing networks of discrete-time finite capacity queues with customer loss do not lend themselves to an exact analysis. However, they can be analyzed approximately using the notion of decomposition. The most important aspect of the decomposition method is the characterization of the arrival process to an intermediate queue. In continuous-time queueing networks, typically, such as an arrival process is characterised approximately by a two-phased Coxian distribution, or by a more general phased-type distribution. Also, it has been characterized by a general distribution defined by the mean and squared coefficient of variation. In this paper, the departure process from one queue is characterized approximately by an IBP. Various fitting models, motivated by the method of moments, are examined and compared. These models are then used in the approximate analysis of a tandem queueing network with discrete-time finite capacity queues.
The distribution of the interdeparture time of a discrete- and the references within). This paper is organized as follows. In section 11, we give a brief description of an IBP. The generating function of the interdeparture time of an IBP/Geo/l/K queue is obtained in section III. In section IV, we present various fitting models for characterizing the departure process as an IBP and examine their accuracy. In section V, we analyze a tandem configuration of finite capacity queues with cell loss using the approximation models obtained in section IV.
THE INTERRUPTED BERNOULLI PROCESS
The Interrupted Bernoulli Process (IBP) is defined over a slotted (discrete-time) time axis and it comprises two states, an active state and an idle state, which alternate. The time the process spends in each state is geometrically distributed. Arrivals occur in a Bernoulli fashion when the process is in the active state. No arrival occurs if the process is in the idle state. Given that the process is in the active state (or idle state) at slot i , it will remain in the same state in the next slot i + 1 with probability p (or q ) , or will change to the idle state (or active state) with probability 1 -p (or 1 -q). During the active state, a slot contains a cell with probability a.
The average arrival rate, p~~p and the squared coefficient of variation of the interarrival time, C;Bp are as follows:
By varying p and q, we can increase the traffic and at the same time change the burstiness of the process. time GI/G/1 queue has been obtained by Tran-Gia [2] using 111. THE DEPARTURE PROCESS OF AN IBP/GEO/l/K QUEUE Let us consider a discrete-time single server queue. The service time is defined over a slotted time axis. A service always starts at the beginning of a service slot and the service time is assumed to be geometrically distributed with parameter U . The arrival process is also defined over a slotted time axis with the same slot size, and it is assumed to be an IBP with parameters p, q, and a. The boundaries of the slots of the arrival process is assumed to be in-between the boundaries of the service slots. An arriving cell to an empty queue cannot start its service until the beginning of the next service slot, even though the server is free at the time instant of its arrival. A departure is assumed to take place just before the end of a service slot. Finally, as it will be seen below we examine this queue at the boundary of each service slot.
In order to analyze the departure process of an IBP/Geo/l/K, we first need to obtain its queue-length distribution. We define the state of the queue by the variables (8, n). Variable s represents the state of the arrival process at the end of a service slot and it takes the values: 0 if the arrival process is in the idle state, 1 if the arrival process is in the active state. Variable n indicates the number of cells in the system at the end of a service slot. We have n=O,l,..,K, where K is the capacity of the system including the cell in service. Using the queue-length distribution, we compute the generating function of the probability distribution of the interdeparture time of the IBP/Geo/l/K queue as follows. The server idle period, I can be expressed by
where Io, I 1 is a random variable indicating the time elapsing from the moment the system is in state (0,O) respectively (1,O) to the end of the service slot during where an arrival occurs. P + ( s , n) is the probability that immediately after a departure the system is in the state ( s , n ) . IO, Ill and P + ( s , n) can be obtained as follows: 
By taking the z-transform of the equation (3) we can obtain the generating function of I.
where Io(z) and Il(z) are the z-transforms of IO and Ill respectively. 
By differentiating D ( z ) given by (4), we can obtain the moments of the time between successive departures, the squared coefficient of variation of the interdeparture time C2, and throughput, p.
15@4
The probability distribution of the interdeparture time can be obtained by inverting D ( t ) Let pi be the probability that the interdeparture time is equal to i service slots. We can then solve for pi, i = 0 , 1 , -e, recursively as follows: 
IV. CHARACTERIZING THE DEPARTURE PROCESS BY AN IBP
As mentioned in section 11, an IBP can be expressed by the three parameters, p, q, and a. Therefore, in order to characterise the departure process by an IBP, we have to estimate p, q, and a. Matching first three moments obtained from D ( z ) against the three moments of the IBP, we can obtain three equations from which the three parameters can be computed. This is how the parameters of a two-phased Corian distribution are commonly obtained. However, in the discrete-time case, this is not a simple task since the third moment of an IBP is a fairly complex expression (see equation (12)). Also, it cannot be guaranteed that there is a feasible solution for the parameters of the IBP. In this section, we examine several models for characterizing approximately the departure process by an IBP.
A. Model 1
Let us consider the set of all states of the queue from which it is possible to have a departure. If the queue is in one of these states, then the departure process is assumed to be in its active date. The set of all these states will be referred to by the symbol A. Probability p can then be obtained as the probability that the queue will be in an active state in the next slot, given that it is currently in an active state. Probability q can be obtained similarly by considering the set of states of the queue from which it is not possible to have a departure. If the queue is in one of these states, then the departure process is assumed to be in its idle state. Their set will be referred to by the symbol I.
We define I = ((0,O)) or I = ((O,O), (1,O)). Empirically, we
found that the latter definition does not give as good result as the former one. Consequently, we will set I = ((0,O)).
Using P ( s , n) and the transition probabilities from state Using the above approach, we can estimate p or q or both.
In model 1, we estimate p (or q) and the other two unknowns q (or p) and a are obtained from p and C' of the departure process. In particular, we have the following two cases:
Model l a
p is estimated using (5). q and a are then estimated by matching p and C' of the departure process. We set p~~p = p and C:Bp = C' in (1) and ( 2 ) and solve for q and a. We have:
-2 P + P P ) / ( a -P )

Model l b
q is estimated using (6) . p and a are estimated as in model la from ( 1 ) and (2). We have:
For a given p and C', the solutions for q (or p) and a may violate the basic conditions, 0 < p < 1, 0 < q < 1, and 0 < a 5 1. (Expression ( 5 ) and (6) always satisfies the basic condition.) We also note that in either case it is possible to have two sets of ( p , q, a}.
B. Model 2
Unlike model 1, we obtain both parameters, p and q using (5) and (6). a is calculated by setting either p = PIBP in ( 1 ) or C' = CjBP in ( 2 ) . We have the following two cases:
Model 2a (matching p):
(7)
Model 2 b (matching Ca):
If we use equation (7) to obtain a, then the solution for a is always feasible. However, from equation (8) we do not always obtain a feasible solution for a, i.e. a is not always within the range 0 < a 5 1.
C. Model 3
Unlike models 1 and 2, we do not estimate p or q from equations (5) and (6) . Given a, where 0 < a 5 1, we can obtain p and q by matching p and C' with p~~p and CjBP respectively. 
a is obtained as follows.
Model 3a:
Among all feasible solutions for a which satisfy the above conditions, we select a so that the resulting IBP has the smallest error r(n). Let ptmaCt be the exact probability that the interdeparture time is equal to i slot(s). Let be the estimated probability that the interdeparture time is equal to i slot(s). Then, we have n
Model l a i=l
where n is the number of distribution points to be compared. Model 3a is summarized as follows:
Set a = p, 6 = 1.OE -6, and eo = 1.OE + 30. Set a = a + 6. If a > 1, Stop.
Check for condition(2) and (3).
If not satisfied, go to step 1. Else calculate p and q using (9) and (10).
Heo > e l , eo =e1. Go to step 1 step 3 :
Model 3b:
In order to speed up the above algorithm, we introduce the following modification. Instead of comparing the distribution of the interdeparture time, we compare the third moment of the interdeparture time with the estimated one. The expression for the third moment of an IBP is: 
%(a-P) + 3c2 + 3 -2p
We obtain a value for a for which the set ( p , q , a ) is such that the difference between the value of the third moment of the interdeparture time and the value from equation (12) by substituting the set of { p , q, a) is minimum.
D. Validation Extensive tests were carried out to establish the accuracy of these fitting models. One of the measure of accuracy employed was e(n) given by (11). Due to lack of space, we cannot give detailed numerical results. Instead, in table 1, we summarize the best, worst, and average value for ~(50) for each model observed over all our validation tests.
In general, model la, l b , 2a, 3a, and 3b give good results. Model 3a gives the best results since it selects a set of ( p , q , a ) for which the difference between the exact and estimated distribution is minimal. However, it is timeconsuming, especially when p is small, since a large number of feasible solutions have to be tested in order to find the minimum. figure 2 . We assume that each node has a finite capacity. Let Ki be the maximum capacity of node i, i = 1,2,. . . , N . A cell enters a node if it arrives at a time when the node is not full. Otherwise, it gets lost. The arrival process to the first node is assumed to be an IBP. For each node i, the service time is assumed to be geometrically distributed with probability ai. We note that the N servers are not synchronized. That is, the service slots of a server begin at a different time than the service slots of the other servers. However, all service slots of all servers are equal. Finally, we assume that cells in a node are served in a FIFO manner.
The approximation algorithm decomposes the queueing network into individual nodes, and each node is analyzed in isolation. Let us consider node i. We can obtain the generating function of the interdeparture time of node i using equation (4) . Using one of the fitting models mentioned above, we can then obtain the set of parameters { p , q , a } of an IBP which characterizes approximately the departure process of node i. This IBP becomes the arrival process to the next down-stream node i + 1. Since the arrival process to node i + 1 is modeled as an IBP, node i + 1 can also be analyzed as an IBP/Geo/l/Ki+l queue. In this manner, we can analyze all queues individually starting from the first node and proceeding sequentially to the last node.
The accuracy of the approximation algorithm was tested extensively (see Park and Perros [lo] for results). In this paper, we give an example of a 10-node tandem configuration. The parameters of the arrival process to the first node are: pa=0.99989, q~=0.9994, and (~~= 0 . 9 9 9 (thus resluting to a p=8.442253-1, and C2=4.358311E+2). The arrival process is very bursty and has a large arrival rate. &=32 and ai = 0.1 for i = 1 , 2 , . , 10. The approximation results were compared against simulation data in Figures 3-5 . Model 2a, Sb, and a combination of models la and 2a were used. The results obtained using these fitting models are identical. (The estimated squared coefficient of variation of the interdeparture time waa the same for all models.) In view of this, we are only present the results obtained using model 2a. In Figure 3 we give the queue length distribution for nodes 2, 5, and 10. In Figure 4 we give the Pr{empty}, Pr{full}, and Pr{cell loss} for each queue. Finally, in Figure 5 we give the throughput and squared coefficient of variation of the interdeparture time for each node. (We note that the confidence intervals were not plotted as they were extremely small.) 
