Abstract
Three experiments investigate whether the human visual system can make independent estimations of three-dimensional shape dimensions (such as primary-axis curvature and aspect ratio). In Experiment 1 subjects discriminated between images that were produced from two sets of objects. The objects differed in their three-dimensional aspect ratio or three-dimensional primary-axis curvature. To test whether these shape dimensions are processed independently, a noise-masking paradigm was used. Consistent with the hypothesis that these two shape dimensions are processed independently, subjects were affected by adding noise to the task-relevant dimension but they were largely unaffected by adding noise to the task-irrelevant dimension. Experiment 2 investigated whether the visual system can treat any arbitrary set of orthogonal shape dimensions independently. The dimensions used in Experiment 2 were linear combinations of aspect ratio and primary-axis curvature used in Experiment 1. Unlike Experiment 1, in Experiment 2 subjects were affected by noise on both the task-relevant and task-irrelevant dimensions. Using the same masking paradigm that was used in Experiments 1 and 2 Experiment 3 found that primary-axis curvature and y-axis depth rotations are processed independently.
There is a long standing debate in the field of object recognition concerning the form of the representation mediating three-dimensional object recognition (for reviews see Biederman & Gerhardstein, 1995; Hummel, 1999; Tarr & Bülthoff, 1995 , 1999 . Some researchers argue that the human visual system represents object shape using a series of views that are defined by the spatial locations of certain two-dimensional image features (e.g., pixels, edges, vertices and their x-, yCartesian coordinates Ullman & Basri, 1991; Ullman, 1989) . By contrast, other researchers argue that the human visual system represents shape by making independent estimations of specific shape parameters (e.g., aspect ratio and primary axis curvature) given a specific configuration of simple two-dimensional image features (e.g., Biederman, 1987; Hummel & Biederman, 1992; Marr & Nishihara, 1978) . The experiments described here investigate whether human shape perception (and perhaps object memory) is better described by a theory that represents object shape using independent image features and their spatial locations or a theory that makes estimations of independent shape properties given an image. Models that postulate independent shape dimensions are often referred to as "structural description" models of human object recognition, and models that postulate direct storage of two-dimensional image features and their spatial locations are often referred to as "image-based" or "view-based" models.
Structural-Description versus View-Based Models
One of the fundamental differences between structural-description models and image-based models is what information is made explicit in object memory. Structural descriptions represent object shape using independent shape dimensions while image-based models represent object shape using two-dimensional features and their spatial locations. For example Biederman (1987) developed a structural description theory, Recognition-by-Components (RBC), in which an object's shape is represented as a collection of simple volumetric primitives. These geometric primitives are described by specifying values on a series of shape dimensions such as "primary-axis curvature," "aspect ratio," and "cross section" (see Figure 1 for an illustration). According to RBC (and its neural network implementation and extensions by Hummel & Hummel & , each of these shape dimensions is coded independently of the others. Figure 1 provides an illustration of how two shape projections might be represented using a structural description representation.
Although Biederman (1987) argued for the use of categorical values on each of the shape dimensions (e.g., primary axis is either "straight" or "curved"), categorical relations are neither a necessary nor sufficient property of a structural description model of human object recognition. Indeed, structural description models developed by Stankiewicz and Hummel (1996) and Hummel and Stankiewicz (1998) represent each shape dimension using continuous values. Unlike the original RBC theory, these models allow for different degrees of primary-axis curvature or parallelism and all of the other shape independent shape dimension used to describe an object's shape. In fact, Marr & Nishihara's (1978) structural description model uses generalized cylinders that use continuous and not categorical variables on each of the shape dimensions. Although these models differ in their details, all of these structural description models make estimations of a set of independent shape parameters given the configuration of features in the image.
Have we been asking the right question?
Most object recognition studies that address the question of whether human object recognition is mediated by an view-based or a structural description have investigate whether human object recognition behavior is viewpoint-sensitive or viewpoint-invariant (e.g., Biederman & Cooper, 1992 Biederman & Gerhardstein, 1993 , 1995 Edelman & Bülthoff, 1990 Tarr, 1992; Tarr & Pinker, 1990) . That is, does the visual system code viewpoint-specific information (i.e., is it viewpoint-sensitive) or not (viewpoint-invariant) . Although this is an important question, answering this question cannot resolve this debate of the form of the representation of object shape. This research is premised on the assumption that an object recognition system that is view-based will always demonstrate viewpoint-sensitive behavior and one that is based upon a structural description representation will always demonstrate viewpointinvariant behavior. Unfortunately this is not the case. Some structural description models demonstrate viewpoint-sensitive behavior (e.g., see Hummel & Biederman, 1992) , and some image-based models demonstrate viewpoint-invariant behavior (e.g., Seibert & Waxman, 1989 , 1990 .
Structural Description Models and Viewpoint
Arguably, one of the most influential structural description models of human object recognition is the model proposed by Marr and Nishihara (1978) . An important property of Marr and Nishihara's model was that the shape representation was devoid of view information. The model uses viewpoint invariant geometric primitives that are described on independent shape dimensions and the inter-relations between these primitives are object-centered. This representation has no viewpoint information and thus was completely invariant with viewpoint. Importantly though, not all structural description models are completely viewpoint invariant. More recently, Hummel and Biederman (1992) and Hummel and Stankiewicz (1996) have developed structural description models of a different flavor. Like the Marr and Nishihara model, these models also use independent shape dimensions, but they part company with Marr and Nishihara in their choice of spatial relations. These models use viewer-centered relations such as "above" when one part is above another in the image or "beside" when the positions of two parts differ on the horizontal axis in the image. Because of these view-sensitive relations these models are sensitive to a number of viewpoint variations. To begin with, the Hummel and Biederman and Hummel and Stankiewicz models are sensitive to rotations in the picture plane while Marr and Nishihara's model is not 1 . Thus, viewpoint-invariant object recognition is neither a necessary nor a sufficient property of structural description models.
Image-Based Models and Viewpoint
Similar to the class of models comprising structural description models, image-based models can also demonstrate viewpoint-invariant and viewpoint-sensitive behavior. Unlike structural description models that explicitly represents an image on a series of independent shape dimensions, image-based models do not make any explicit reference to independent shape dimensions. Instead these models classify three-dimensional objects from their gray-level images or simple twodimensional image features that are projected onto the retina (e.g., pixels, edges or other twodimensional features: Edelman & Weinshall, 1991; Edelman, 1992; Seibert & Waxman, 1989 , 1990 Ullman & Basri, 1991) . Because these image-based models represent an object using two-dimensional image features, they are faced with the difficult task of discounting variations in the image that are produced by changes in viewpoint and other variables that are extrinsic to the object's shape (e.g., changes in illumination: Braje, Legge, & Kersten, 1999; Tarr, Kersten, & Bülthoff, 1998) . To discount these variations in the image, these models must use alignment, normalization and/or view interpolation routines to recognize objects from novel views. There are a variety of routines used by different image-based models. However, most of these models do not align the viewed image with the stored image using an analog process (simply "rotating" the image through the appropriate viewpoint). Instead, these models use intelligent algorithms for aligning a view in object memory with the observed image. Under most conditions these routines are achieved in a single computational step. That is, the number of steps that these models must progress through to generate this alignment is independent of the deviation in orientation between the viewed image and the image stored in object memory. Because the number of steps remains constant (or is uncorrelated with the deviation in viewpoint), there is no reason to believe that alignment or normalization models should take longer to recognize an object that is rotated by 10-degrees from training to test than it would take to recognize an object that is rotated by 45-degrees (e.g., Seibert & Waxman, 1989 , 1990 . Although some image-based models are affected by changes in viewpoint, not all image-based models are affected 2 .
In conclusion, structural description models can demonstrate viewpoint-sensitive (Hummel & Biederman, 1992) and viewpoint-invariant (Marr & Nishihara, 1978) behavior, and image-based models can also demonstrate viewpoint-invariant (Seibert & Waxman, 1989) and viewpointsensitive behavior. Thus, the answer to the question "does human object recognition demonstrate viewpoint-sensitive behavior" cannot resolve the debate of whether humans generate a view-based or structural description representation of an object from its twodimensional image.
Critical Question
Because different structural description models and image-based models can demonstrate viewpoint-sensitive and viewpoint-invariant behavior, the question of viewpoint-sensitivity cannot differentiate between these broad classes of models. Instead, one of the critical differences between these approaches is the issue of independent shape dimensions. Structural description models explicitly represent object shape using a series of independent shape dimensions while image-based models do not. Thus, evidence suggesting that human observers can make independent estimates of different three-dimensional shape dimensions would support the use of a structural description representation by the human visual system. The experiments described here use a noise-masking paradigm to investigate the question: "Does shape memory and/or perception have access to a set of independent shape dimensions as suggested by the structural description approach?" More specifically this paper presents a series of studies investigating whether human observers can make estimates of a shape's three-dimensional primary-axis curvature independently of its three-dimensional aspect ratio (Experiment 1) from its two-dimensional image. Experiment 2 investigates whether the human visual system can process any arbitrary set of independent shape dimensions or are there a set of privileged dimensions. Experiment 3 investigates whether shape information is processed independently of viewpoint.
2 It is important to point out that the data demonstrating viewpoint-sensitive behavior shows a very specific pattern of effects: most notably, performance tends to become worse (with respect to response time) as the discrepancy in picture-plane orientation increases between the training image and the test image (e.g., Jolicoeur, 1985; Tarr & Pinker, 1990; Tarr & Bülthoff, 1995) . Although most researchers agree that image-based object recognition system can be affected by variations in viewpoint, it is not clear that all image-based models demonstrate the viewpoint-sensitive pattern of behavior shown by human observers (specifically the decrement in performance as a function of the difference in viewpoint between the trained and test images).
Noise-masking Paradigm
The noise-masking paradigm is a very powerful method for testing whether the visual system processes two pieces of information independently. Figure 2 provides a simple illustration of the logic behind this method. Imagine a decision-maker that had to discriminate between two objects (OBJ 1 , OBJ 2 ). Furthermore, imagine that the objects were defined by values on two independent dimensions (S A , S C ) and differed in their values on a single dimension (say, S A ). Because OBJ 1 and OBJ2 only differ on S A the optimal decision-maker would monitor information from only S A when making its decision. Monitoring S C would only add noise to the decision.
If S A and S C are processed independently (i.e., the value of one does not affect the value on the other dimension), then we should be able to add noise (i.e., change the value) on the taskirrelevant dimension (in this example S C ) on each trial and this should not affect the decision maker's performance (see Figure 2C ). However, adding noise to the task-relevant dimension (S A ) should have a detrimental effect on the decision maker's performance (see figure 2D ).
Therefore, if two dimensions are being processed independently, we should find a main effect of adding noise to the task-relevant dimension and no effect of adding noise to the taskirrelevant dimension. Figure 2A illustrates the case in which both dimension A and B are informative. Figure 2B illustrates a case in which dimension A is informative and dimension-B carries no information. The decision maker in this case only monitors information from dimension-B. Figure 2C illustrates the case in which dimension A carries all of the information but noise is being added to Dimension-B. Since dimensions A and B are independent, adding noise to this dimension should have no effect on performance. Figure 2D illustrates a case in which dimension A is the informative dimension and it is noisy. Adding noise to the informative channel should show a detrimental effect on performance.
The noise-masking paradigm was used in Experiment 1 to investigate whether humans process three-dimensional primary-axis curvature and three-dimensional aspect ratio independently. In Experiment 2 this paradigm was used to investigate whether these two dimensions are privileged dimensions, or whether the visual system can learn to treat any arbitrary set of shape dimensions independently. In Experiment 3 we look at whether shape information is processed independently of viewpoint (i.e., is object recognition viewpoint-independent).
EXPERIMENT 1
Experiment 1 investigated whether humans process aspect ratio and primary-axis curvature independently. These two shape dimensions were chosen because a number of structural description models contain these two dimensions (e.g., Biederman, 1987; Hummel & Biederman, 1992; Marr & Nishihara, 1978) . To investigate the independent processing of these dimensions a graphics program was developed that generated simple threedimensional objects using a five-dimensional shape vector (S). One of the elements of S was the degree of primary-axis curvature (S C ) and a second was the aspect ratio of the object (S A ) 3 . Figure 3 provides an example of stimuli that differ in terms of primary-axis curvature (S C ) or aspect-ratio (S A ).
In Experiment 1, four levels of shape noise were fully crossed for the two shape dimensions (aspect-ratio and primary-axis curvature). Noise was added by changing the value of a particular shape dimension on each trial. The noise level specified the standard deviation of the noise on that dimension for a given block of trials. Adding noise in this way is similar to generating a distribution of objects (all having different three-dimensional shapes) in which each object has a different probability of being presented. The most likely object is the object with the mean value on all of the shape dimensions. The probability of the other objects appearing on a given trial drops off as a Gaussian function in this multi-dimensional shape space.
The two dimensions S C and S A are independent in the current experiment. That is, changing the value of S C (primary-axis curvature) does not affect the value of S A (aspect ratio). Although these shape dimensions are orthogonal in the shape space defined in this experiment; they are not necessarily orthogonal in all shape or image spaces (In fact, analysis of the images themselves demonstrates that these two dimensions are correlated in image space).
If subjects can process primary-axis curvature and aspect ratio (or radius) independently, subjects' performances should be unaffected by adding noise to (i.e., changing the degree of) primary-axis curvature when making judgments about aspect ratio, and vice versa. However, subjects' performances should decline when noise is added to the object's primary-axis curvature when making judgments on this dimension (i.e., when primary-axis curvature is the task-relevant dimension; and vice versa). Thus, if these two shape properties are processed independently (as suggested by the structural description approach) there should be a main effect of adding noise to the task-relevant shape dimension and no effect of adding noise to the task-irrelevant shape dimension.
Method
Subjects. Three participants (1 male 2 females ages 25 to 42) participated in Experiment 1. Subjects MLW and LJL were paid $7.07 per hour for their participation and subject BJS is one of the authors on the paper. All three subjects had normal or corrected-to-normal vision. Materials. Experiment 1 used simple geometric stimuli that can be described as "bent cylinders" (see Figure 3 ). The experiment was carried out on a Silicon Graphics Inc. Indigo Machine. The stimuli were presented on a color monitor (1280 x1024 pixel resolution; 72 Hz refresh rate). The objects were defined using five different shape dimensions: radius of cross-section; cylinder length; primary-axis curvature; cross-section shape; parallelism. The precise equations for translating the shape dimension value into the three-dimensional shape are given in Appendix A.
Objects were generated using Inventor graphics routines in parallel projection. There was a source light from the camera and the objects were self-illuminated. The objects were rendered with a blue body and red ends. In the current experiment all of the shape values were held constant with the exception of primary-axis curvature and the radius of the cross-section. Table 1 provides the values used on each dimension when the task-relevant dimension was primary-axis curvature and Table 2 provides the shape dimension values when the aspect ratio was the task-relevant dimension. Because there is a certain amount of variability between subjects in how sensitive they are to changes in primary-axis curvature and aspect ratio, a pre-experiment was run to determine how much of a difference between the two object sets (that differed on one shape dimension) was needed to produce a d-prime performance between 1.5 and 2.0 when there was no noise added to the shape dimensions. Each subject ran in approximately 1000 trials (20 blocks of 50 trials) in each condition to find the appropriate difference to produce this level of performance. On each block of trials the experimenter modified the difference between the two shapes until the subject consistently produced a d-prime performance between 1.5 and 2.0. These delta values were then used in the experiment. 
Note. The objects used in Experiment 1 were defined on 5 different shape variables: radius of the object's cross section ("Radius"); the length of the tube ("Length") degree of primary-axis curvature ("Axis Curvature"); and the degree of parallelism of the cross-section as it is swept along the primary axis of the shape ("Parallelism"). See Appendix A for more details on how the shapes were generated using these values. There were two sets of objects used in the Curvature Discrimination Task. The objects differed in the expected (or mean) values on the Primary-Axis Curvature dimension.
The mean values for each parameter are listed in the table.
Curv1 and Curv2 refer to the mean or expected values on the Primary-Axis Curvature dimension for the two sets of objects. Note. These are the shape parameter values for the Aspect Ratio Discrimination task (width of the object relative to its length). To manipulate the "Aspect Ratio" the radius parameter was modified. These are the average values for each shape parameter across a specific session. Rad1 and Rad2 refer to the mean or expected values on the Radius dimensions for the two sets of objects.
The experimental trials differed from the pre-experiment trials in that in most of the blocks noise was added to one or both shape dimensions (primary-axis curvature and aspect ratio). When noise was added to at least one of these shape dimensions the exact shape would change on each trial depending upon the noise value. The noise was added by changing the shape parameter using a Gaussian probability distribution. The means of the distributions are shown in Tables 1 and 2 ). All of the shape dimensions in the experiment had a standard deviation of 0 with the exception of the Primary-Axis Curvature and Aspect Ratio (or radius) dimensions. The standard deviations of these two dimensions were determined as a fraction of the difference between the shape values determined in the pre-experiment (see Curv 1 and Curv 2 in Table 1 and Rad 1 and Rad 2 in Table 2 ). For example, subject BJS had a value on Primary-Axis Curvature dimension of 15 (57.5 -42.5 see Curv1 and Curv 2 in Table 1 for subject BJS). When the noise level in the experiment was 1.5 for the primary-axis curvature, the standard deviation of the Gaussian distribution was 22.5 ((57.5 -42.5) x 1.5 = 22.5).
Procedure. Experiment 1 used a 4 (Primary-Axis Curvature Noise:0, 0.5,1,1.5) 4 x 4 (Aspect Ratio Noise:0, 0.5, 1, 1.5) x 2 (Task-Relevant Shape Dimension: Aspect-Ratio versus Primary-Axis Curvature) design. Each condition was repeated 3 times for a total of 96 blocks. The order of the conditions was randomized across the three subjects.
At the beginning of each block the subject was told that they were either in Condition A (i.e., primary-axis curvature was the task-relevant dimension) or Condition B (aspect ratio was the informative dimension) 5 . The computer also displayed the noise level for these two dimensions before starting the block. At the beginning of each block subjects participated in a "preview" phase to familiarize themselves with the task. In the preview phase subjects saw one object on the computer screen at a time. The object could either be the prototype object with the shape dimensions for one response or the prototype object for the other response. These prototype objects were generated using the mean values on each shape dimensions for the current task (see Tables 1  and 2 ). The subject could look at each prototype object for as long as they wished and could switch between the two objects as many times as they wished by making a keypress. Subjects were allowed to rotate the objects to any view by "dragging" the object with the mouse. When subjects felt that they knew the objects well enough they pressed another key to start the experiment.
Each trial of Experiment 1 consisted of a single static image presented in the center of the screen. The image was a projection of an object that was generated from the parameters specified in the current block. Tables 1 and 2 provide these values for each subject in Experiment 1. When noise was added to a shape dimension (either Primary-Axis Curvature or Cross-section Radius), the computer would produce a different shape on each trial. The computer would randomly pick a value from a Gaussian probability distribution based upon the means and standard deviations (noise level) of each parameter for the given block. Each object was viewed from a random viewpoint that was selected from the entire viewing sphere. The subject's task was to indicate whether the displayed image was an image projection from object set 1 or object set 2. Subjects responded by making a keypress on the computer keyboard. The image remained on the computer screen until the subject responded. After the subject responded the screen went blank for approximately 1 second. During the inter-trial-interval, subjects heard an auditory beep when their response was incorrect (i.e., the object came from the other distribution). The computer recorded the shape dimension and viewpoint variable values along with the subject's response. The size of the image was normalized to the size of the computer screen. Each block consisted of 50 trials; 25 trials were images generated from the object set 1 and 25 from the object set 2. The dependent measure in the current experiment was d-prime (For the purposes of these and all subsequent d-prime calculations, responding 1 to stimulus 1 was considered a hit and responding 1 to stimulus 2 was considered a false alarm).
Results
If subjects are processing three-dimensional primary-axis curvature independently of aspect ratio then there should be no effect of adding noise to the task-irrelevant dimension but a reliable effect of adding noise to the task-relevant dimension. Non-collapsed d-prime values for each of the subjects can be found in Appendix B. Figures 4 and 5 provide an illustration of the effect of adding noise to the task-relevant and -irrelevant dimensions when the task relevant dimensions were changes in the primary-axis curvature or aspect ratio. These graphs plot the marginalized values for the two conditions. A 4 (Task-Relevant Noise Value) x 4 (Task-Irrelevant Noise Value) ANOVA was completed on each subject to see if there was an effect of adding noise to the task-relevant and -irrelevant dimensions. Table 3 lists the main effects of Task-Relevant Noise, Task-Irrelevant Noise. All three subjects showed the same basic pattern of effects. There was a main effect of adding noise to the task-relevant dimension, but no effect of adding noise to the task-irrelevant dimension. Relative Noise Level 
Discussion
Experiment 1 asks whether: "Human object recognition is better modeled by a system that stores image features and their coordinates, or by a system that explicitly represents object shape using independent shape dimensions?" The results from Experiment 1 strongly suggest that humans represent object shape using independent shape dimensions and not independent feature dimensions. This was evidenced by the fact that subjects were unaffected by adding noise to the task-irrelevant dimension but were negatively affected by adding noise to the task-relevant dimension. These results suggest that somewhere in the object-recognition/shape-perception stream these two dimensions are treated independently.
However, in order to make the strong claim that the human visual system is representing these objects in terms of independent shape dimensions and not independent feature dimensions one needs to show that these shapes are not independent in image space. It is possible that the two shape dimensions are actually independent in shape space and image space. If this is the case then the finding from Experiment 1 are much less interesting.
To demonstrate that the shape dimensions used in the experiment are not independent in image space a Fisher Linear Discriminant (FLD) analysis was run on a set of images (see Appendix E for more details) in which we added noise to the task-relevant and task-irrelevant dimensions. The FLD computes a vector in the high dimensional image space that can optimally discriminate between the two classes of images based on the image information. If the FLD demonstrates independent classification behavior (similar to the human) than one can conclude that the shape dimensions are independent in image space. Demonstrating that the two dimensions are not independent in image space bolsters the claim that subjects need to extract a representation that is more complex than simple pixel intensities to accomplish the task in Experiment 1. It should be pointed out that the FLD is only one type of image-based model and this implementation uses pixels as its input vector.
The FLD was first trained on 400 images of each object with no shape noise. Using these 400 images the model computes the optimal vector for classifying the images in the high dimensional image space. This is similar to a model that uses multiple views to classify an object.
After training (i.e., computing the optimal vector) the model was tested on its ability discriminate between images of objects when there was no noise added to the shape dimensions; when noise was added only to the task-relevant dimension; and when noise was added to the task-irrelevant dimension (200 images per object for each condition for a total of 400 images). The new images were projected on the vector learned by the FLD model. The model then classified whether the image was most likely from object class 1 or object class 2. The model's ability to discriminate between the two image classes was then computed. If the two shape dimensions are linearly independent in image space, then we should find that the performance in the NO NOISE condition should be the same as when adding noise to the TASK-IRRELEVANT dimension. Furthermore, there should be a decrement when adding noise to the TASK-RELEVANT dimension. Figure 6 shows an illustration of the predictions and the actual results. The pattern of effects shows that the two shape dimensions used in this experiment are not linearly independent in image space. C. Figure 6 . To determine whether the images used in these experiments are independent in image space, a linear discriminant analysis was done on a test set of images. Figure A shows the prediction if the images are linearly independent in image space . Fig ure B shows performance when the two dimensions are not linearly independent. Figure C shows the model's actual performance. This result suggests that subjects were not simply storing images in memory to complete the task.
It is important to appreciate that the linear discriminate analysis is not the only method for discriminating between these classes of images. The reason for the analysis is to show that a model that made a decision in image space using linear decomposition is inadequate in accounting for the data in Experiment 1. It should be noted that the FLD approach has proven to be a powerful method in human object recognition and has enjoyed a great deal of success in face recognition (Belhumeur, Hespanha, & Kriegman, 1997) .
EXPERIMENT 2
Results from Experiment 1 are consistent with the hypothesis that the visual system represents object shape using independent shape dimensions and does not represent object shape in image space. However, one might ask whether the shape dimensions used in Experiment 1 are privileged shape dimensions or whether the visual system processes any arbitrary set of threedimensional shape dimensions independently. Most current structural description models of object recognition propose a privileged shape vector (S) that is used for encoding and recognizing specific object shapes. Experiment 2 investigates whether aspect-ratio and primary-axis curvature are privileged shape dimensions or whether the visual system can treat any arbitrary set of independent shape dimensions independently.
In Experiment 2, two new orthogonal dimensions were created that were linear combinations of primary-axis curvature and aspect ratio dimensions used in Experiment 1. By taking the linear combination of these two dimensions one, can observe whether simply having orthogonal shape dimensions is sufficient for independent processing, or are there certain privileged shape dimensions.
If subjects are able to treat any two arbitrary dimensions independently, then the results from Experiment 2 should be qualitatively similar to the results found in Experiment 1. However, if these two dimensions are not treated independently, then we should find that adding threedimensional structured noise to the task-irrelevant dimensions would have a detrimental effect on the subject's performance.
Methods
Subjects. Subjects BJS, LJL and MLW also participated in the current experiment. Subjects BJS and MLW participated in Experiment 1 first and then Experiment 2. Subject LJL ran in Experiment 2 first followed by Experiment 1. Subjects LJL and MLW were paid $7.07 per hour for their participation in the experiment. Subject BJS is an author on this manuscript.
Materials. The materials for Experiment 2 were identical to those used in Experiment 1, with the primary difference being in how the collection of images was generated. The two dimensions used in Experiment 2 were linear combinations of the values used in Experiment 1 (see figure 7 ). We will refer to these dimensions as "Dimension A" and "Dimension B".
Because Aspect Ratio and Primary-Axis curvature use different units with different scales, we weighted the dimensions by the ratio of the mean dimensional values for each subject. For example, looking at Table 2, subject BJS discriminated between objects having an aspect ratio of 4.25 and 5.75 with a difference of 1.5. On the curvature domain the values were 42.5 and 57.5 a difference of 15. For subject BJS the relative weighting between aspect ratio and curvature for Dimensions A and B was 10-to-1. That is for subject BJS it took 10 units of primary-axis curvature on dimension A to change 1 unit of aspect ratio. Because these values were chosen on these dimensions to produce equivalent d-prime values, one can argue that this produced equal perceptual weighting on both dimensions for Experiment 2.
As illustrated in Figure 7 objects differed in terms of aspect ratio and primary-axis curvature. Notice that when noise was added to these dimensions it also changed the values of primary-axis curvature and aspect ratio. Task-Relevant Noise Added Figure 7 . An illustration of the two new shape dimensions used in Experiment 2 . In Experiment 1 the objects varied in terms of their aspect ratio and their primary-axis curvature, while in Experiment 2 Dimensions "A" and "B" were linear combination s of these shape dimensions. The linear combination was done so that these dimensions remained linearly independent in shape space as illustrated by the middle and right graphics. The middle and right panel illustrate how noise was added to the task -irrelevant and task-relevant dimensions in this experiment. Notice that the stimuli differ in terms of their aspect ratio and primary-axis curvature.
Procedure. The procedure for Experiment 2 was the same as the procedure used for Experiment 1.
Results
The critical test in Experiment 1 was whether there was an effect of adding noise to the task-irrelevant dimension. Remember, if subjects are treating these two dimensions independently then there should be no effect of adding noise to the task-irrelevant dimension; however, there should be a large effect of adding noise to the task-relevant dimension. Appendix C provides summary tables for each of the subjects. Figures 8 and 9 illustrate the subjects' performances for the two tasks as a function of noise on the two dimensions. A 4 (Task-Relevant Noise Value) x 4 (Task-Irrelevant Noise Value) ANOVA was completed. Table 4 summarizes the main effects of adding noise to the task-relevant, task-irrelevant dimensions. The most notable aspect of the results from Experiment 2 was the main effect of adding noise to the task-relevant and the task-irrelevant dimensions. This result suggests that subjects had a difficult time processing information from these two dimensions independently. 
Discussion
In order to determine whether the visual system used a privileged set of independent shape dimensions or whether it could treat any arbitrary set of independent shape dimensions independently, subjects in Experiment 2 discriminated between two categories of shapes that differed in terms of aspect ratio and primary-axis curvature (a linear combination of the two shape dimensions). Experiment 1 suggests that the visual system processes aspect ratio independently of primary-axis curvature. If the visual system can process any arbitrary set of independent shape dimensions independently then one would predict that subjects could make judgments about values on the task-relevant dimensions independently of the value on the task-irrelevant dimension. Unlike Experiment 1, Experiment 2 showed a main effect of adding noise to both the task-relevant and the task-irrelevant dimensions. If subjects were able to process these two dimensions independently then we would predict no effect of adding noise to the task-irrelevant dimensions.
One may wonder whether subjects would be able to learn to process these two dimensions independently if subjects had more training. It should be pointed out that subjects had extensive training in this experiment before running data collection (approximately 1,000 trials), but it remains to be seen whether these two dimensions could ever be processed independently. However, these results strongly suggest that the visual system cannot readily process any two arbitrary sets of shape dimensions independently. The results from Experiment 1 and Experiment 2 suggest that there is a limited set of shape dimensions that are readily available to the visual system for shape processing and shape representation.
EXPERIMENT 3
As mentioned in the introduction, the question of whether human object recognition is viewpoint-invariant or viewpoint sensitive cannot determine whether human object recognition uses a view-based or a structural description representation. However, it was also pointed out that understanding the role of viewpoint in human object recognition is an important question on its own. With respect to viewpoint, one important question is whether viewpoint is encoded independently of shape or not. In fact, Marr illustrates this point in the following description:
"There are four main factors responsible for the intensity values in an image. They are (1) the geometry, (2) the reflectance of the visible surfaces, (3) the illumination of the scene, and (4) the viewpoint. In an image, all these factors are muddled up, some intensity changes being due to one cause, others to another, and some to a combination. The purpose of early visual processing is to sort out which changes are due to what factors and hence to create representations in which the four factors are separated." (Marr, 1982, pg. 41) Marr points out that an image is formed by a number of factors including shape (geometry) and viewpoint. Notice that Marr argues that information about these variables should be represented separately (i.e., independently). Representing shape independently of viewpoint is a very different issue than whether viewpoint is being represented at all. Most of the current debates have focused on whether object representation stores information about view (viewpoint sensitive) or not (viewpoint invariant). It seems that the critical question is whether the visual system represents information about view independently of shape. Using the noise-masking paradigm described in Experiments 1 and 2, Experiment 3 asks whether information about view is encoded independently of shape. To do this we investigated whether information about the orientation of an object rotated in depth (around the vertical axis) is processed independently of information about an object's primary-axis curvature.
Method
Subjects. Subjects BJS, and subject LCE participated in Experiment 3. Subject LCE was paid $7.07 per hour for her participation. Both subjects had normal visual acuity. Subject BJS is a male and LCE is a female. The subjects' ages ranged from 24 to 31 years old.
Materials. The stimuli in Experiment 3 were similar to those used in Experiment 1. The primary difference was that there was a new dimension added to the program that generated the object images: viewpoint. Unlike Experiment 1, in which viewpoint was randomized over the entire viewing sphere, Experiment 3 used a limited viewing sphere. Images were generated based upon a view parameter and the series of shape parameters previously described.
In Experiment 1 the two-dimensional images were presented so they filled the computer monitor. This varied the size of the object as a function of viewpoint. To eliminate the utility of the size cue in Experiment 3 the size of the image was randomized on each trial. Procedure. The procedure was identical to that described in Experiment 1.
Results
A 4 (Task-Relevant Noise) x 4 (Task-Irrelevant Noise) ANOVA was completed for each subject. The results are shown in Table 5 . Both subjects show the same basic pattern of effects. There was a main effect of adding noise to the task-relevant dimensions and no effect of adding noise to the task irrelevant dimensions. Figures 10 and 11 
Discussion
Because image based models make no explicit reference to object shape, it is difficult for these models to differentiate between changes in an image that are due to changes in viewpoint versus a change in an object's shape. However, structural description models of human object recognition argue that information about viewpoint is encoded independently of shape. The results from Experiment 3 demonstrate that: a) viewpoint information is encoded by the shape system; and b) view information is encoded separately (independently) from shape information.
As mentioned before, there has been a major debate on whether the human visual system represents viewpoint information or not (viewpoint invariant versus viewpoint sensitive). The debate has focused on determining whether object memory is better described by a structural description approach of human object recognition or a view-base approach of human object recognition. As described in the introduction, answering the question as to whether human object recognition encodes viewpoint or not cannot resolve this debate; however, the way in which viewpoint is actually encoded in object memory can help resolve this debate. The pattern of findings in Experiment 3 suggests that the human visual system can make independent estimations of an object's shape and of its three-dimensional orientation. This pattern of findings is inconsistent with the view-based approach and is more consistent with a structural description approach that makes independent estimations of different shape dimensions.
GENERAL DISCUSSION
An important question in the field of psychology and human vision is: "what is the form of the memory representation mediating shape perception and object recognition?" The research described here was designed to distinguish between two fundamental approaches to representing object shape. One approach, the structural description approach, argues that the human visual system represents object shape by making independent estimations of different shape parameters (Biederman, 1987; Hummel & Biederman, 1992; Marr & Nishihara, 1978) . The second approach, the view-based approach, does not make any reference to independent shape dimension. Instead, these models represent an object by storing the locations of image features produced by an image projection in memory and aligning those feature locations to new views of the same object. The current set of studies set out to understand whether there was evidence for the use of independent shape dimension in human object recognition. Using a noisemasking paradigm, in which subjects were asked to discriminate between two classes of objects that differed on a specific shape dimension, we showed that an object's aspect ratio and primaryaxis curvature are processed independently. These results support the use of independent shape dimensions in the perception of shape and suggest the use of independent shape dimensions during human object recognition.
Evidence for the use of independent shape dimensions is strong support for the use of a structural description in human object recognition. However, according to structural description theories of human object recognition there should be a set of privileged shape dimensions used to describe an object's shape. It is possible that the visual system can treat and arbitrary set of shape dimensions independently. This would be inconsistent with extant structural description models of human object recognition. Experiment 2 investigated whether the visual system could treat any arbitrary set of independent shape dimensions independently. Using the same noise-masking paradigm used in Experiment 1, Experiment 2 showed that the linear combination of aspect ratio and primary-axis curvature (which remained independent) were not processed independently. This result suggests that the visual system does not treat any arbitrary set of independent shape dimensions independently. Taken together, Experiments 1 and 2 suggest that: a) the human visual system does make independent estimations of shape dimension; b) that some independent shape dimensions are not treated independently.
Another issue in the field of human object recognition is whether the visual representation stored in object memory is viewpoint sensitive or viewpoint invariant (Biederman & Cooper, 1991 , Biederman & Gerhardstein, 1993 Tarr, 1995; Tarr & Pinker, 1989) . Experiment 3 investigated whether information about the viewpoint of an object is encoded independently of shape. That is, can the visual system treat these two dimensions independently despite the fact that they are correlated in image space? The results from Experiment 3 suggest that viewpoint information is in fact encoded independently of shape.
Independent Feature Dimensions
The results from the three studies here do not argue against the use of image features during human object recognition. Obviously, the visual system has to start with a set of image features to make the necessary inferences about an object's shape. Extant structural description models of human object recognition (Biederman, 1987; Hummel & Biederman, 1992; Marr & Nishihara, 1978) all begin with simple image features as their initial input representation. These models make explicit use of vertices and edges to make specific inferences about a part's cross-section, aspect ratio, and other shape dimension. What is critical is that neither the identity nor the locations of these features are actually stored in long-term object memory. Instead, these features are used to make inferences about each shape dimensions. For example, Biederman (1987) argues that if two edges are "parallel" in the image, they are most likely to be "parallel" on the object. Notice that while this approach uses the edge information, and even the relative position and orientations of two edges, this information is not stored in object memory. Instead, according to this account of human object recognition, what is stored in object memory is the inferences made about the different independent shape dimensions.
Viewpoint Independence versus Invariance
If subjects process viewpoint information independently of shape, then why does one find viewpoint sensitive behavior in human object recognition (e.g. see Edelman & Bülthoff, 1990; Palmer, Rosch, & Chase, 1981; Tarr & Pinker, 1989; Tarr, 1995) ? To address this issue it is important to appreciate that the results from Experiment 3 suggest that subjects process shape independently of viewpoint. This is not equivalent to saying that subjects generate a viewpoint-invariant representation of object shape. Viewpoint independence simply refers to the fact that viewpoint information is processed independently of other information (in these experiments it is processed independently of shape). However, viewpoint invariance means that the representation is unaffected by variations in viewpoint, or more generally, it is not represented at all. In fact, Experiment 3 suggests that the representation generated about an object is viewpoint sensitive (in the sense that viewpoint information is encoded). However, these results suggest that the visual system makes estimations of the viewpoint independently of the estimations made about the object's shape. This is very different than a view-based or holistic representation in which shape and viewpoint are coded, but they are not encoded independently.
If subjects can process shape information independently of viewpoint, one might wonder why human observers demonstrate viewpoint-sensitive object recognition behavior. One possibility is that under certain conditions viewpoint may actually prove be informative. If viewpoint is informative and if the human visual system is making optimal use of shape and viewpoint dimensions to make its decision, then there is reason to expect viewpoint sensitive behavior. To illustrate this let us consider a simple example. Imagine an experiment in which subjects are trained to discriminate between two objects: OBJ A and OBJ B . Subjects are shown these two objects for a few thousand trials from one orientation (OBJ A is viewed from View A and OBJ B is viewed from View B ). Imagine that the visual system learns these two objects by estimating a shape variable (S) and a viewpoint variable (V) independently. Over time the object recognition system generates a probability distribution for OBJ A and OBJ B similar to that shown in Figure 12 . Because the values on each dimension might be noisy (due perhaps to internal noise) the probability distributions are not a single spike but are scattered around the most likely values. In this example, both viewpoint and shape are informative dimensions and, therefore, an optimal decision maker will make use of this information. Figure 12 . An illustration of a probability density model in which shape information is processed independently of viewpoint information. Distribution A and B are the probability distributions for two hypothetical objects: OBJA and OBJB . For this illustration, both shape and viewpoint are informative dimensions (i.e., Objects A and B differ in terms of their expected shape and viewpoint). An optimal observer would make use of the viewpoint information along with the shape information to make its decision. Variations away from the expected viewpoint or shape should produce a reduction in performance for even an optimal observer.
Following training, imagine that the subjects are tested from all viewpoints including View A and View B . We would expect that subjects' performances would be best for OBJ A when it was presented at View A and for OBJ B when it was presented at View B . As we move away from the expected values on these two dimensions we would predict that performance would drop off as a function of viewpoint. That is, the value on the view dimension no longer matches the memory representation, which reduces the signal and thus reduces the subject's performance 8 . That is, even though the optimal decision maker has independent measures for shape and viewpoint, it would demonstrate viewpoint-sensitive behavior due to the prior expectations generated in the training session.
According to this hypothesis, performance for given values that are deviations from expected shape and viewpoint values should always be lower (lower accuracy or longer response times) than when the estimated values are identical to the response's expectations. Many of the experiments that show viewpoint sensitive behavior usually have prior expectations on viewpoint due to experience. For example, the work by Jolicoeur (1985 Jolicoeur ( , 1990 and Palmer et al. (1981) , which demonstrates that subjects' performances are best for recognizing common objects in their "upright" or "canonical" orientation is consistent with this analysis. We are more likely to see a car or a horse from a particular orientation around the z-axis. Furthermore, Tarr and Pinker (1989) trained subjects to recognize a set of novel objects from specific viewpoints. Training entailed presenting the object at a particular orientation for hundreds of trials. After training, subjects were tested at the trained orientations as well as rotations away from the trained orientation. What they found was that subjects responded quickest to the trained orientation and slower at orientations away from the trained view. Tarr and his colleagues argue for a "view-based" (image-based) representation in which multiple images are stored in object memory and then new views of the object are "normalized" (i.e., matched) to the stored view. Although this might be the case, the probability density model described above is also consistent with these data. Furthermore, the probability density estimation approach is also consistent with the data presented in this paper. The probability density model makes an interesting prediction. Because the probability model generates distributions on multiple dimensions, it predicts that deviations from any of the expected values should produce a lag in response times. Therefore, it predicts that variations from the trained shape should produce response time lags similar to deviations in viewpoint found by Tarr and Pinker (1989) .
The use of Simple Stimuli
One may wonder how the results from the stimuli used in these studies might generalize to more complex objects (e.g., cars, chairs, faces, etc.). The goal of the current study was to develop an understanding of whether the human visual system makes independent estimations of different shape and viewpoint properties. The use of simple shapes in the current studies was done so that the stimuli were well understood and the stimuli dimensions could be carefully manipulated. Furthermore, it is not clear how these estimations might be contaminated with more complex objects that contain multiple parts. These questions are left for future research.
Summary and Conclusions
Three experiments investigated whether the human visual system can independent estimations of different shape dimensions and independent estimations of viewpoint and shape. Experiment 1showed evidence that humans process an object's aspect ratio and primary-axis curvature independently. Experiment 2 investigated whether the visual system treats any arbitrary set of independent shape dimensions independently. The results of this experiment suggest that the visual system has a limited set of readily available shape dimensions. Finally, in Experiment 3 we investigated whether shape information is treated independently of viewpoint information. The results of this experiment show that when viewpoint is informative subjects can use that information to make their decisions. However, viewpoint and shape seem to be treated independently.
These experiments provide strong evidence for the use of independent shape and viewpoint information in the representation of object shape. These findings provide a challenge to models of human object recognition that do not make explicit reference to independent shape dimensions and viewpoint dimensions. α R Length L Figure 13 . Illustration of how the stimuli were generated in the experiment. Figure A shows a single "ring" composed of multiple polygon faces. The figure shows six faces. The stimuli in the experiment used 50 faces per ring and a total of 25 rings per object. Figure B shows how the radius of each ring was measured. Figure C shows that the primary axis curvature was defined by the sweep of a circle with a radius C. The length was defined by the length of the object as measured along the sweep of the circle.
The cross-section of the object was defined using a hyper-ellipse function. The hyper-ellipse function is defined by a combination of the radius (R) and an exponent (H). The equation for the X and Y positions are given by:
where α is the internal angle of the cross-section (see Figure B) . When H is equal to 2, the cross-section is a circle. Values of H that are larger than 2 produce cross-sections that are more square (squares with rounded edges).
The primary axis curvature was determined by the radius value of a circle. The larger the value of (C) the shallower the primary axis curvature was. The length of the primary axis was defined by a separate variable (L) that defined how far the part was swept along the circle. Varying the value R varied the radius of the object's cross-section (see figure 13b ). Table 13 Summary of BJS's ``Dimension B'' discrimination. 
Appendix B: Experiment 1 Data

