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The normal Hankel problem is the one of characterizing the matri-
ces that are normal andHankel at the same time. This problem is far
frombeing solved completely; only several special classes of normal
Hankel matrices have been described in the literature. Recently,
the authors have shown that new normal Hankel matrices could be
found by seeking real solutions to systems of quadratic equations
parametrizedby real 2 × 2matricesW with thedeterminant one. In
this paper,wegive a complete analysis of the caseW = diag(α,α−1).
© 2008 Published by Elsevier Inc.
1. Introduction
The normal Hankel problem (NHP) is the one of characterizing the matrices that are normal and
Hankel at the same time. This problem seems to be much harder than the normal Toeplitz problem
that was posed and solved by the authors in [1–3] (other solutions of this problem were proposed in
[4–8]). At the moment, only several classes of normal Hankel matrices are known, and the NHP is far
from being completely solved.
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Here is the list of known classes of normal Hankel matrices:
1. Arbitrary complex multiples of real Hankel matrices.
2. Matrices of the form
αPn + βH, α,β ∈ C,
where
Pn =
⎛
⎝ 1· · ·
1
⎞
⎠
is the backward identity matrix of order n and H is an arbitrary real centrosymmetric Hankel matrix.
3. Block diagonal matrices of the form
αH1 ⊕ βH2, α,β ∈ C,
where H1 is a real upper triangular Hankel matrix of order k (with 0 < k < n) and H2 is a real lower
triangularHankelmatrixoforder l = n − k.WecallH1 andH2 anupper triangular anda lower triangular
Hankel matrix, respectively, if
{H1}ij = 0 for i + j > k + 1
and
{H2}ij = 0 for i + j < l + 1.
These three matrix classes were pointed out in [9]. Then, in [10], one more class was added:
4. Matrices of the form
αH + βH−1, α,β ∈ C,
where H is a nonsingular real upper triangular (or lower triangular) Hankel matrix.
Each of these classes has been found separately and differently. However, a unifying approach to
their derivationwas recentlyproposed in [11]. Since this approachalso indicateswhere thenewnormal
Hankel matrices should be sought, we give its brief description here.
Let H be an n × n Hankel matrix that we want to be normal. The normality condition is more
conveniently expressed in terms of the associated Toeplitz matrix
T = HPn. (1)
Proposition 1. A Hankel matrix H is normal if and only if
ImTT∗ = 0. (2)
Let the complex matrix (1) be written in the algebraic form
T = T1 + iT2, (3)
where
T1 = T + T
2
, T2 = T − T
2i
. (4)
As usual, the bar over the symbol of a matrix or a vector denotes the entry-wise complex conjugation.
Substituting (3) into (2), we obtain yet another normality condition for the original matrix H.
Proposition 2. A Hankel matrix H is normal if and only if
T1T
T
2 = T2TT1 . (5)
Let a1, . . . , an−1 and a−1, . . . , a−n+1 be the off-diagonal entries in the ﬁrst row and the ﬁrst column
of T1. Similarly, let b1, . . . , bn−1 and b−1, . . . , b−n+1 be the off-diagonal entries in the ﬁrst row and the
ﬁrst column of T2. Form the matrices
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F =
⎛
⎜⎜⎜⎝
an−1 bn−1
an−2 bn−2
.
.
.
.
.
.
a1 b1
⎞
⎟⎟⎟⎠ (6)
and
G =
⎛
⎜⎜⎜⎝
a−1 b−1
a−2 b−2
.
.
.
.
.
.
a−n+1 b−n+1
⎞
⎟⎟⎟⎠ . (7)
It turns out (see [11] for the details) that the above classes 1–4 correspond to solutions to Eq. (5) under
the additional assumption that the ranks of F and G do not exceed one. Moreover, if one of matrices
(6) and (7) has the rank two, then the other has the same rank and
G = FW (8)
for some real 2× 2 matrix
W =
(
α β
γ δ
)
(9)
having the determinant 1:
αδ − βγ = 1. (10)
In view of definitions (6) and (7), matrix equality (8) is equivalent to the scalar relations
a−i = αan−i + γbn−i, b−i = βan−i + δbn−i, 1 i  n − 1. (11)
Writing the Toeplitz matrix (1) in the form
T =
⎛
⎜⎜⎜⎜⎝
t0 t1 t2 · · · tn−1
t−1 t0 t1 · · · tn−2
t−2 t−1 t0 · · · tn−3
· · · · · · · · · · · · · · ·
t−n+1 t−n+2 t−n+3 · · · t0
⎞
⎟⎟⎟⎟⎠ , (12)
we can replace real relations (11) with the complex formula
t−i = φtn−i + ψtn−i, 1 i  n − 1, (13)
where
φ = α + δ
2
+ iβ − γ
2
, ψ = α − δ
2
+ iβ + γ
2
. (14)
Then, relation (10) takes the complex form
|φ|2 − |ψ |2 = 1. (15)
The case ψ = 0, |φ| = 1 corresponds to the well-known class of φ-circulants. For this reason, matrices
deﬁned by relation (13) for a ﬁxed pair (φ,ψ) were called (φ,ψ)-circulants in [11].
The discussion above suggests that, to ﬁnd new normal Hankel matrices, one can do the following:
1. Fix a real 2 × 2 matrixW satisfying relations (9) and (10).
2. Substitute expressions (11) in themainmatrix relation (5) to convert it into a systemof equations
with respect to the unknown coefﬁcients a0, a1, . . . , an−1 and b0, b1, . . . , bn−1.
3. Solve this system.
Note, however, that the system obtained at Step 2 of this procedure consists of quadratic equa-
tions in a0, a1, . . . , an−1 and b0, b1, . . . , bn−1. It is not at all clear that this system admits real solutions.
Meanwhile, a0, a1, . . . , an−1 and b0, b1, . . . , bn−1 must be real by their definition.
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In Section 2, we show that the procedure given above works for any matrixW of the form
W =
(
α 0
0 α−1
)
, α ∈ R \ {0}, (16)
and it does produce newnormal Hankelmatrices.We also describe all the solutions to the correspond-
ing systems.
Observe that, for matrix (16), both relations in (11) can be combined into the single relation
t−j = αan−j + iα−1bn−j , j = 1, 2, . . .,n − 1. (17)
This says that the matrix T in (3) must have an α-circulant as its real part T1 and an α
−1-circulant as
its imaginary part T2. For this reason, we call such a matrix T a separable circulant. The corresponding
matrix H = TPn is called a separable Hankel circulant. In these terms, the main result of our paper can
be stated as follows.
Theorem 1. There exist normal separable Hankel circulants for every α /= 0.
In fact, we indicate constructive ways for generating all of the normal separable Hankel circulants.
Let us touch brieﬂy on the relation of our results with those of Gu and Patton. Following [8], we
deﬁne α as the complex vector of dimension n − 1 obtained by deleting the ﬁrst component from the
last columnofH. Denotebya thevector of the samedimensionobtainedbydeleting the last component
from the ﬁrst row of H. From their results concerning the equality AB = CD, where A,B,C, and D are
Toeplitz matrices, Gu and Patton deduce that normality of H is only possible in two situations: (a) up
to complex scalar factors, a and α are real vectors; (b) it holds that
α = λa + ra¯, λ, r ∈ C.
In both cases, a vector, say, b is formedwith the components being quadratic (or sesquilinear) functions
of the entries of H. For H to be normal, it is necessary and sufﬁcient that b is real. Then, this condition
is analyzed under various simplifying assumptions. In case (a), Gu and Patton assume that h1n = 0 and
obtain matrices of our class 2 and some matrices of our class 3 (namely, those corresponding to k = 1
and k = n − 1). In case (b), they only examine the situation where r = 0. This situation is also treated
in our paper [12]. For r /= 0, Gu and Patton only give an example of a 4 × 4 normal Hankel matrix with
r = 1.
In terms of [8], the new classes introduced in our present paper correspond to r /= 0. They are not
indicated in [8].
2. Existence of normal and separable Hankel circulants
Let ν be an nth root of α. Deﬁne
Wα = diag(1, ν, ν2, . . . , νn−1). (18)
Then, the real α-circulant T1 in (3) can be written as
T1 = WαC1W−1α , (19)
where C1 is a conventional circulant. Similarly, the real α
−1-circulant T2 in (3) can be written as
T2 = W−1α C2Wα (20)
for some circulant C2. Note that both C1 and C2 can be complex.
The basicmatrix relation (5) says that T1T
T
2
must be a symmetricmatrix. Using representations (19)
and (20), we have
T1T
T
2 = WαC1W−1α (W−1α C2Wα)T = WαC1W−1α WαCT2W−1α
= WαC1CT2W−1α = WαCW−1α , (21)
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where
C = C1CT2 , (22)
is a circulant.
Our subsequent analysis is divided into subsections according to the threepossible cases: (1) |α| /= 1,
(2) α = 1, and (3) α = −1.
2.1. |α| =/ 1
We begin with the following lemma.
Lemma 1. The matrix T1T
T
2
in (21) is symmetric if and only if C in (22) is a scalar matrix.
Proof. The sufﬁciency part is obvious because, along with C, T1T
T
2
is itself a scalar matrix. Conversely,
assume that T1T
T
2
is symmetric; that is,
(T1T
T
2 )kl = (T1TT2 )lk ∀k, l.
Denoting the entries of C by Ckl , we have
νk−lCkl = νl−kClk. (23)
We set k = j + 1(j ≥ 1), l = 1 and use the fact that C is a circulant; thus,
Ckl = Cj+1,1 = c−j = cn−j ,
Clk = C1,j+1 = cj.
Then, (23) yields
cn−j = ν−2jcj. (24)
Next, we set k = n − j + 1, l = 1 in (23), which produces the equality
cj = ν−2(n−j)cn−j. (25)
Combining (24) and (25), we obtain
cj = ν−2ncj = α−2cj ,
which is only possible if cj = 0 (j = 1, 2, . . . ,n − 1). Consequently, C is a diagonalmatrix. Being Toeplitz,
C must be a scalar matrix. 
Thus, the matrices C1 and C2 in (19) and (20) must satisfy the relation
C1C
T
2 = κI (26)
for some real scalar κ . This implies that
T1T
T
2 = κI. (27)
If κ /= 0 and T1 is an appropriate α-circulant, then we can take any nonzero real multiple of T−T1 as a
matrix T2. In this case, the only thing left is to ensure the choice of C1 such that (19) produces a real
matrix.
If κ = 0, then the circulants C1 and C2 must obey the relation
C1C
T
2 = 0. (28)
In addition, we must ensure that both (19) and (20) are real matrices.
Therefore, we address ourselves to the question for which circulants C the formula
T = WαCW−1α (29)
yields a real matrix T .
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If α is positive and ν in (18) is chosen as the positive nth root of α, then Wα is real and matrix (29)
is real exactly when C is a real circulant. The same is true if α is negative, n is an odd integer, and ν in
(18) is chosen as the negative nth root of α.
Thus, we assume that α is negative, n is an even integer, and ν in (18) is chosen as the principal nth
root of α, that is, the root whose argument is equal to π/n.
Let
F = 1√
n
⎛
⎜⎜⎜⎜⎜⎝
1 1 1 · · · 1
1  2 · · · n−1
1 2 4 · · · 2(n−1)
· · · · · · · · · · · · · · ·
1 n−1 2(n−1) · · · (n−1)2
⎞
⎟⎟⎟⎟⎟⎠
(30)
be the DFT matrix of order n. Here,  = exp
(
2π i
n
)
is the principal nth root of unity. Then, the circulant
C in (29) can be written as
C = F∗DF = FDF (31)
(since F is symmetric). Now, for T in (29) to be a real matrix, we must have
WαF
∗DFW−1α = WαFDF∗W−1α . (32)
Multiplying (32) on the left by FW−1α and on the right byWαF , we obtain
D(FW−1α WαF) = (FW−1α WαF)D. (33)
Lemma 2. It holds that
FW−1α WαF =P2 ⊕Pn−2. (34)
Proof. We have
(FW−1α WαF)lm =
1
n
n∑
j=1
(l−1)(j−1) 1
|α| j−1n
−
j−1
2 |α| j−1n − j−12 (j−1)(m−1)
= 1
n
n∑
j=1
(j−1)(l+m−3).
The sum on the right-hand side is different from zero and equal to one if and only if
l + m = 3
or
l + m = n + 3.
This proves the lemma. 
Returning to relation (33), we conclude that the (nonzero) diagonal entries of D must obey the
relations
d1 = d2, d3 = dn, d4 = dn−1, . . . , dn/2+1 = dn/2+2. (35)
Thus, in the case κ /= 0, any diagonal matrix D satisfying (35) (and only such a matrix) can be used to
produce a circulant C that generates a real matrix T in formula (29). Taking this matrix as T1 in relation
(3), we can then set T2 equal to any nonzero real multiple of T
−T
1
. This gives us a required separable
circulant. Moreover, any separable circulant can be obtained in this way. By reversing the order of its
columns, we get a separable Hankel circulant.
If κ = 0, then we must take two diagonal matrices D1 and D2 satisfying relations (35) and the
additional conditions
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d
(1)
i
d
(2)
i
= 0, i = 1, 2, . . . ,n,
resulting from (28). Let C1 and C2 be the corresponding circulants (see (31)). Substituting them into
(29), we obtain two real matrices that can be used as T1 and T
T
2
in (3). The resulting matrix T is a
separable circulant, and any separable circulant for the case κ = 0 can be generated in this way. This
completes the analysis for |α| /= 1.
2.2. α = 1
In this case, both T1 and T2 are conventional (real) circulants; hence, T is a (complex) circulant. For
the corresponding Hankel circulant H to be normal, it is necessary and sufﬁcient that condition (2) be
fulﬁlled. Writing T as T = F∗DF , we can reduce the relation
TT∗ = TT∗ (36)
to
DDF2 = F2DD. (37)
Now, F2 is a matrix of a very special form; namely,
F2 = 1 ⊕Pn−1. (38)
Indeed, we have
(F2)ml =
1
n
n∑
j=1
(m−1)(j−1)(j−1)(l−1)
= 1
n
n∑
j=1
(j−1)(m+l−2),
which is different from zero and equal to one if and only ifm = l = 1 orm + l = n + 2.
Returning to (37), we conclude that the diagonal matrix Dmust obey the relations
|dm| = |dn+2−m|, m = 2, 3, . . .,
⌊
n + 1
2
⌋
. (39)
Taking any such matrix D, we obtain the required circulant T as
T = F∗DF . (40)
By reversing the order of its columns, we get a normal Hankel circulant. Moreover, any normal Hankel
circulant can be obtained in this way.
Remark. Recall that any (real) centrosymmetric Hankel matrix is normal (see the definition of class 2
in the introduction). We show by an example that the above description of normal Hankel circulants
can produce matrices that are not centrosymmetric.
Let n = 4. By setting D = diag(1, 1, 0, i), we satisfy conditions (39). Then, applying (40), we obtain
T =
⎛
⎜⎜⎜⎝
1 1 1 1
1 −i −1 i
1 −1 1 −1
1 i −1 −i
⎞
⎟⎟⎟⎠
⎛
⎜⎜⎜⎝
1
1
0
i
⎞
⎟⎟⎟⎠
⎛
⎜⎜⎜⎝
1 1 1 1
1 i −1 −i
1 −1 1 −1
1 −i −1 i
⎞
⎟⎟⎟⎠
=
⎛
⎜⎜⎜⎝
2 + i 2 + i −i −i
−i 2 + i 2 + i −i
−i −i 2 + i 2 + i
2 + i −i −i 2 + i
⎞
⎟⎟⎟⎠ .
V.N. Chugunov, Kh.D. Ikramov / Linear Algebra and its Applications 430 (2009) 2094–2101 2101
This matrix is not symmetric. Hence, the corresponding Hankel circulant H = TPn is not centrosym-
metric.
2.3. α = −1
In this case, both T1 and T2 are conventional (real) skew-circulants; hence, T is a (complex) skew-
circulant, which can be written as
T = W−1F∗DFW∗−1, (41)
whereW−1 is given by (18) with
ν = ei πn .
Using representation (41), we can transform (36) into the commutation relation
FW−1
2
FDD = DDFW−12F . (42)
Now, Lemma 2 with α = −1 says that
FW−1
2
F =P2 ⊕Pn−2.
It follows that the diagonal matrix Dmust obey the relations
|d1| = |d2|, |d3| = |dn|, |d4| = |dn−1|, . . . , |dn/2+1| = |dn/2+2|. (43)
Taking any such matrix D, we obtain the required skew-circulant T by formula (41). Then, revers-
ing the order of its columns, we get a normal Hankel skew-circulant. Moreover, any normal Hankel
skew-circulant can be obtained in this way.
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