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Abstract
A non-local dynamic homogenization technique for the analysis of a viscoelastic heterogeneous ma-
terial which displays a periodic microstructure is herein proposed. The asymptotic expansion of the
micro-displacement field in the transformed Laplace domain allows obtaining, from the expression of
the micro-scale field equations, a set of recursive differential problems defined over the periodic unit
cell. Consequently, the cell problems are derived in terms of perturbation functions depending on the
geometrical and physical-mechanical properties of the material and its microstructural heterogeneities.
A down-scaling relation is formulated in a consistent form, which correlates the microscopic to the macro-
scopic transformed displacement field and its gradients through the perturbation functions.
Average field equations of infinite order are determined by substituting the down-scale relation into the
micro-field equation. Based on a variational approach, the macroscopic field equations of a non-local
continuum is delivered and the local and non-local overall constitutive and inertial tensors of the homog-
enized continuum are determined. The problem of wave propagation in case of a bi-phase layered material
with orthotropic phases and axis of orthotropy parallel to the direction of layers is investigated as an
example. In such a case, the local and non-local overall constitutive and inertial tensors are determined
analytically and the dispersion curves obtained from the non-local homogenized model are analysed.
1 Introduction
Over the last few years, the technological progress led to a fast development of composite materials. Such
materials play a crucial role for various applications in civil, naval, aerospace and mechanical engineering,
since they boast remarkable mechanical and physico-chemical properties such as high strength, corrosion
and thermal resistance, enhanced durability, light weight and ease handling, Gibson [2011]. Among them,
the class of polymer matrix composites is very promising since they can achieve performances superior to
metals with a reduced weight, Wang et al. [2011]. The matrix is usually a resin (epoxy or polyester) with
high toughness, reinforced by fibers (glass, aramid, boron, etc.), which have very high strength. The com-
bination of the two materials is very effective: the matrix diffuses the load among the fibers and protects
them from abrasion, fracture, and damage. At the same time, the reinforcing fibres increase the overall
strength and stiffness of the composite. Similarly, in laminates, the polymeric matrix is used to bond other
materials together and increase the toughness of the composite, see e.g. photovoltaic modules, Paggi et al.
[2016]. To reduce the cost of synthetic fiber-reinforced composites and produce environmentally sustainable
materials, bio-fibre-reinforced polymer composites are very promising and are becoming increasing popular
in emergent countries. The variant of hybrid composites, where synthetic and natural fiber reinforcements
are mixed together offer also a possible trade-off solution, Dhakal et al. [2018].
If the heterogeneities of the reinforcement are sufficiently regular and their size is much smaller than the
dimension of the component, then the material is said to be a composite with periodic or quasi-periodic
microstructure. The constitutive response of polymeric composites and their variants is that of viscoelastic
materials, which exhibit creep and stress relaxation phenomena.
An intense knowledge of the behaviour of viscoelastic materials allows manufacturing devices, which can be
applied to a wide range of fields, including biomedical, industrial, defence and construction. Krushynska
et al. [2016] studied the wave dispersion properties and attenuation capability of dissipative solid acoustic
metamaterials with local resonators having subwavelength band gaps. The characterization and simulation
of mechanical problems involving such materials is very expensive, due to the presence of heterogeneities.
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Therefore, based on the premises above, the theory of homogenization may represent an excellent method-
ology to recognize and model the effects of the microscopic behaviour on the overall properties of materials.
Such a theory allows replacing a heterogeneous material with an equivalent homogenous one, which can be
modelled through either a first order (Cauchy) or a non-local continuum. Generally, three main classes of
homogenization techniques are possible: the asymptotic techniques (Bensoussan et al., 1978; Bakhvalov and
Panasenko, 1984; Gambin and Kroner, 1989; Allaire, 1992; Meguid and Kalamkarov, 1994; Boutin, 1996;
Fish and Chen, 2001; Andrianov et al., 2008; Panasenko, 2009; T.H. Tran and Bonnet, 2012; Bacigalupo,
2014;), the variational-asymptotic techniques (Smyshlyaev and Cherednichenko, 2000; Smyshlyaev, 2009;
Bacigalupo and Gambarotta, 2014b; Bacigalupo et al., 2014) and many identification approaches, involv-
ing the analytical (Bigoni and Drugan, 2007; Bacca et al., 2013a; Bacca et al., 2013b; Bacca et al., 2013c;
Bacigalupo and Gambarotta, 2013; Bacigalupo et al., 2017) and the computational techniques (Forest and
Sab, 1998; Ostoja-Starzewski et al., 1999; Kouznetsova et al., 2002; Forest, 2002; Feyel, 2003; Kouznetsova
et al., 2004; Kaczmarczyk et al., 2008; Yuan et al., 2008; Bacigalupo and Gambarotta, 2010;De Bellis and
Addessi, 2011; Forest and Trinh, 2011; Addessi et al., 2013; Za¨h and Miehe, 2013; Trovalusci et al., 2015).
Such techniques have been expanded to the multi-field case, such as termomechanics Aboudi et al., 2001;
Kanoute´ et al., 2009; Zhang et al., 2007 and thermo-diffusive, Bacigalupo et al., 2016a; Bacigalupo et al.,
2016b and thermo-piezoelectricity phenomena, Fantoni et al., 2017.
In case of viscoelastic materials with periodic microstructure, which are the object of the present article,
there are still a few contributions devoted to homogenization techniques applied to this paricular class of
composites. Specifically, the computational techniques are proposed in the works of Ohno et al., 2000; Haase-
mann and Ulbricht, 2010; Tran et al., 2011 and Q. Chen and Geng, 2017 and the asymptotic techniques are
analysed in Yi et al., 1998 and Hui and Oskay, 2013.
In the context of the computational homogenization techniques, Ohno et al. [2000] dealt with an homog-
enization model for elastic-viscoplastic periodic materials, but without taking into account an asymptotic
expansion of the field variables. Their method allows determining the macroscopic and the microscopic stress
and strain states in nonlinear time-dependent periodic materials and it encompasses any problem where the
history of the macro-strain and the macro-stress depends upon the time. Haasemann and Ulbricht [2010]
considered a microstructure where all the constituents are linear viscoelastic. The constitutive laws at the
microscale were converted into a Laplace-Carson domain, where the constitutive equations have a quite sim-
ilar form to those of a linear elastic material and then a homogenization approach based on the Hill-Mandel
condition was exploited. The Laplace-Carson transform associated with the application of a FE-method
enables the computation of the relaxation tensor in the Laplace domain and the inverse Laplace-Carson
transformation provides the material properties in the time domain. Tran et al. [2011] presented a computa-
tional homogenization method to determine the response of a linear viscoelastic heterogeneous material. The
components of the relaxation tensor, which appear in the constitutive law at the macro-scale, are numerically
determined in the time domain, without involving the Laplace transform.
Although the employment of computational approaches is more and more extensive thanks to up-to-date
computer facilities, they have a high computational cost, they cannot challenge dynamic problems and they
are not able to provide higher-order approximations of the homogenized constitutive tensors.
Concerning with the asymptotic techniques applied to viscoelastic materials, Hui and Oskay [2013] proposed
a non-local homogenization method with multiple length scales for detecting wave propagation in viscoelas-
tic composite materials, by proceeding with an asymptotic expansion of the governing system of equations
defined in the time domain, then recast into the Laplace domain. The higher-order terms, derived from this
approach, identify the micro heterogeneities producing the wave dispersions and predicting the creation of
bandgaps. Neverthless, such a method cannot provide an average field equation of infinite order, containing
local and non-local higher-order tensor components.
Motivated by the state-of-the-art literature on homogenization, the present study proposes a dynamic
variational-asymptotic homogenization technique for the analysis of a viscoelastic material with periodic
microstructure modelled with a non-local continuum, based on the asymptotic and variational methods
(Smyshlyaev and Cherednichenko [2000] and Bacigalupo [2014]) and on the works related to the variational
principles of linear viscoelasticity (Leitman [1966], Fabrizio and Morro [1992] and ).
The field equation at the micro-scale, which describes the heterogeneous viscoelastic domain, is determined in
the time domain and it is converted into the Laplace domain, with the help of the two-sided Laplace trans-
form. The micro-displacement field is expressed as an asymptotic expansion in the transformed Laplace
space and its replacement into the field equation at the micro-scale enables to produce a sequence of re-
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cursive differential problems defined over the periodic unit cell. Then solvability conditions are imposed to
such nonhomogeneous recursive cell problems to determine the down-scaling relation, linking the microscopic
transformed displacement field to the macroscopic one and its gradients through the perturbation functions.
Such functions rely on the geometrical and physical-mechanical properties of the material and measure the
microstructural heterogeneities. Average field equations of infinite order are determined by substituting the
down-scale relation into the micro-field equations. Its formal solution is provided with the help of an asymp-
totic expansion of the transformed macro-displacement and, by considering only the terms at the zeroth
order, the field equations related to the equivalent viscoelastic Cauchy continuum are retrieved.
Section 2 deals with the description of the field equations in the time domain and in the Laplace domain
at the microscale. Section 3 shows the recursive differential problems and their solutions and Section 4
presents the cell problems and the related perturbation functions. Section 5 defines the down-scaling re-
lation, the up-scaling relation and the average field equations of infinite order. In Section 6, by means of
a variational approach, the overall constitutive tensors and the overall inertial tensor related to the ho-
mogenized continuum are derived in the Laplace domain for the class of periodic viscoelastic materials,
after introducing the energy-like functional in the Laplace domain (Fabrizio and Morro [1992]). Moreover,
the Euler-Lagrangian differential equation at the macro-scale is determined, expressed in terms of the trans-
formed macro-displacement and its gradients up to the fourth order. In Section 7, the variational-asymptotic
homogenization technique is applied to a bi-phase layered material with isotropic phases subject to periodic
body forces. To verify the reliability of the proposed homogenization procedure, the solution of the homog-
enized problem is compared with the one obtained from the heterogeneous problem and a good agreement
between the models is obtained. Finally, the problem of wave propagation and the related dispersion curves
is studied. Concluding remarks complete the article.
2 Problem setting and field equation in the Laplace domain
Let Ω be a three-dimensional viscoelastic heterogeneous material which displays a periodic microstructure.
A generic point of the material is identified by the position vector x = x1e1 +x2e2 +x3e3 related to a system
of coordinates with origin at point O and orthogonal base {e1, e2, e3}. Let A = [0, ε] × [0, δε] × [0, ε] be a
periodic cell with characteristic size ε. A is described by three orthogonal periodicity vectors v1, v2 and v3
defined as v1 = d1e1 = εe1, v2 = d2e2 = δεe2 and v3 = d3e3 = εe3. The material domain is set up by the
repetition of the cell A in accordance with the directions of v1, v2 and v3, see Fig. 1. Since the material
Figure 1: Heterogeneous and homogeneous 3D domain Ω with periodic cell A and the corresponding nondi-
mensional cell Q.
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is A-periodic, the micro relaxation tensor Gm(x, t) = Gmijhkei ⊗ ej ⊗ eh ⊗ ek, which depends on time and
accounts for the viscoelastic effects, and the material density ρm(x) comply with the following conditions:
Gm(x+ vi, t) = Gm(x, t), i = 1, 2, 3 ∀x ∈ A, (1)
ρm(x+ vi, t) = ρ
m(x, t), i = 1, 2, 3 ∀x ∈ A. (2)
The micro stress σ(x, t) constitutive relation, which models the viscoelastic elements of the heterogeneous
material, is expressed in terms of the hereditary integral, Christensen [2012]:
σ(x, t) =
∫ t
−∞
Gm(x, t− τ)ε˙(x, τ)dτ, (3)
where the superscript m refers to the microscale and ε(x, t) = εijei⊗ej is the micro-strain tensor. Moreover
t denotes the time coordinate and the superimposed dot indicates time derivative. The material undergoes
small displacements and so the micro-strain tensor is defined as ε(x, t) = 12 (∇u(x, t) + ∇Tu(x, t)), where∇u is the gradient of the micro-displacement u(x, t). In the time domain, the deformation response of the
material under dynamic loading is expressed by the momentum balance equation:
∇ · σ(x, t) + b(x, t) = ρm(x)u¨(x, t), (4)
where u(x, t) is the micro-displacement field and b(x, t) are the body forces. In the derivation of the theory,
the heterogeneous material is supposed to be subjected to a system of L-periodic body forces b(x, t), with
zero mean values over L = [0, L] × [0, δL]. The structural (or macroscopic) length L is assumed to be
much greater than the microstructural length ε, i.e. L>> ε, to allow the scales separation condition and
so L is considered as an actual representative portion of the material. Let Q = [0, 1] × [0, δ] × [0, 1] be the
nondimensional cell reproducing the periodic microstructure. Q is determined by rescaling the size of the
periodic cell A for the characteristic length ε. Accordingly, two variables are introduced to differentiate the
two scales, namely the macroscopic (or slow) one, x ∈ A, which measures the slow fluctuations, and the
microscopic (or fast) variable, ξ = xε ∈ Q, which measures the fast propagation of the signal. Thanks to cellQ, the properties (1) and (2) may be rewritten in terms of the microscopic variable ξ and so Gm and ρm
are assumed to be Q-periodic and defined on Q as
Gm(x, t) = Gm(ξ = x/ε, t), ρm(x, t) = ρm(x/ε, t). (5)
Bearing in mind the definition of the strain tensor ε, the minor simmetry of the relaxation tensor Gm is
applied to ε˙ in the integral (3) and the substitution of Eq. (3) into Eq. (4) yields to
∇ ·
[ ∫ t
−∞
Gm
(x
ε
, t− τ
)
∇u˙(x, τ)dτ
]
+ b(x, t) = ρm(x)u¨(x, t). (6)
Denoting with [[f ]] = f i(Σ)−f j(Σ) the jump of the function values f at the interface Σ between two different
phases i and j in the periodic cell A, the following fully-bonded interface conditions hold
[[u(x)]]|x∈Σ = 0,
[[ ∫ t
−∞
Gm
(x
ε
, t− τ
)
∇u˙(x, τ)dτ · n
]]∣∣∣
x∈Σ
= 0, (7)
where n represents the outward normal to the interface Σ. Since Gm and ρm are Q-periodic and the body
forces are L-periodic, the micro-displacement depends on both the slow variable x and the fast one ξ and
can be expressed as
u = u
(
x,
x
ε
, t
)
.
The two-sided Laplace transform of an arbitrary, real valued, time varying function, f ∈ R, is defined as,
Paley and Wiener [1934],
L(f(t)) = fˆ(s) =
∫ +∞
−∞
f(t)e−stdt, s ∈ C, (8)
where, the Laplace argument, s, and the Laplace transform, fˆ , are complex valued (i.e. fˆ : C → C ). The
derivative rule for the Laplace transform is provided by
L
(∂nf(t)
∂tn
)
= snfˆ(s), (9)
4
and the convolution rule of f1 and f2 is given as
L(f1(t) ∗ f2(t)) = L(f1(t))L(f2(t)), (10)
Equation (6) governing the periodic viscoelastic material in the time domain will be recast in the Laplace
domain employing the Laplace transform (8), the convolution rule (10) and the derivative rule (9).
Therefore, in the Laplace domain, it results
∇ ·
[
L
(
Gm
(x
ε
, t
))
L
(
∇u˙
(x
ε
,x, t
))]
+ L(b(x, t)) = ρm
(x
ε
)
L
(
u¨
(x
ε
,x, t
))
, (11)
or, in other terms:
∇ ·
[
Gˆm
(x
ε
, s
)
s∇uˆ
(x
ε
,x, s
)]
+ bˆ(x, s) = ρm
(x
ε
)
s2uˆ
(x
ε
,x, s
)
, (12)
where uˆ and ∇uˆ represent the micro-displacement field and the gradient of the micro-displacement field
converted in the Laplace domain. Moreover, Gˆm is the micro-relaxation tensor and bˆ(x, s) are the body
forces transformed in the Laplace domain. In addition, it is convenient to consider Cˆm
(
x
ε , s
)
= sGˆm
(
x
ε , s
)
.
The governing equation of the periodic viscoelastic material defined in the Laplace domain is
∇ · (Cˆm∇uˆ) + bˆ = ρms2uˆ. (13)
Denoting with [[f ]] = f i(Σ)−f j(Σ) the jump of the function values f at the interface Σ between two phases
i and j in the periodic cell A, the following continuity conditions hold for a perfectly bonded interface
[[uˆ(x, s)]]|x∈Σ = 0,
[[(
Cˆm
(x
ε
, s
)
∇uˆ
(
x,
x
ε
, s
))
· n
]]∣∣∣
x∈Σ
= 0, (14)
where n represents the outward normal to the interface Σ. The solution of Eq. (13) is too expensive from
both a numerical and an analytical point of view, because the coefficients are Q-periodic. In order to cope
with such a drawback, it is convenient to employ a non-local asymptotic homogeneization technique to turn
the heterogeneous material into an equivalent homogeneous one. Such a procedure generates equations,
equivalent to (13), whose coefficients are not affected by oscillations and their solutions are close to those of
the original equation. Moreover, the computational cost to solve (13) significantly reduces.
In the equivalent homogenized material, by considering a reference system {O, e1, e2}, the macro-displacement
transformed in the Laplace domain is denoted as Uˆ(x) = Uˆiei, with respect to a point x, and the transformed
displacement gradiend is defined as ∇Uˆ(x) = ∂Uˆi∂xj e1 ⊗ e2.
3 Asymptotic expansion of the microscopic displacement
Based on the asymptotic approach developed in Bakhvalov and Panasenko [1984], Smyshlyaev and Chered-
nichenko [2000], Bacigalupo and Gambarotta [2014a], the micro-displacement u is expressed as an asymptotic
expansion in terms of the parameter ε that separates the slow x variable from the fast one ξ = xε ,
uh
(
x,
x
ε
, t
)
=
+∞∑
l=0
εlu
(l)
h = u
(0)
h
(
x,
x
ε
, t
)
+ εu
(1)
h
(
x,
x
ε
, t
)
+ ε2u
(2)
h
(
x,
x
ε
, t
)
+ O(ε3), (15)
The Laplace transform (8) is applied to Eq. (15) and leads to
L
(
uh
(
x,
x
ε
, t
))
=
+∞∑
l=0
εluˆ
(l)
h = uˆ
(0)
h
(
x,
x
ε
, s
)
+ εuˆ
(1)
h
(
x,
x
ε
, s
)
+ ε2uˆ
(2)
h
(
x,
x
ε
, s
)
+ O(ε3), (16)
which is equivalent to the asymptotic expansion of the micro-displacement performed in the time domain.
Let us consider the formula
D
Dxk
uˆ
(
x, ξ =
x
ε
)
=
[∂uˆh(x, ξ)
∂xk
+
∂uˆh(x, ξ)
∂ξk
∂ξk
∂xk
]∣∣∣
ξ=xε
=
[ ∂
∂xk
uˆh(x, ξ) +
1
ε
uˆh,k
]∣∣∣
ξ=xε
, (17)
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which introduces the macroscopic derivative ∂∂xk uˆh and the microscopic derivative uˆh,k in the transformed
Laplace domain, and let us apply it to the asymptotic expansion (16), leading to:
D
Dxk
uˆ
(
x, ξ =
x
ε
)
=
[∂uˆ(0)h
∂xk
+ ε
∂uˆ
(1)
h
∂xk
+ ε2
∂uˆ
(2)
h
∂xk
+ ...
]
+
1
ε
[
uˆ0h,k + εuˆ
(1)
h,k + ε
2uˆ
(2)
h,k + ...
]∣∣∣
ξ=xε
. (18)
The asymptotic technique searches for the solution of Eq. (13) as a decomposition in increasing powers
of the microscopic lenght ε. To this purpose, the replacement of the asymptotic expansion (16) into the
microscopic field equation (13) in the Laplace domain and the rearrangement of the terms with equal power
ε yield to the asymptotic field equation
ε−2
(
Cˆmijhkuˆ
(0)
h,k
)
,j
+ ε−1
[(
Cˆmijhk
(∂uˆ(0)h
∂xk
+ uˆ
(1)
h,k
))
,j
+
∂
∂xj
(
Cˆmijhkuˆ
(0)
h,k
)]
+ (19)
+ ε0
[(
Cˆmijhk
(∂uˆ(1)h
∂xk
+ uˆ
(2)
h,k
))
,j
+
∂
∂xj
(
Cˆmijhk
(∂uˆ(0)h
∂xk
+ uˆ
(1)
h,k
))
+ bˆi − ρms2u(0)h
]
+
ε
[(
Cˆmijhk
(∂uˆ(2)h
∂xk
+ uˆ
(3)
h,k
))
,j
+
∂
∂xj
(
Cˆmijhk
(∂uˆ(1)h
∂xk
+ uˆ
(2)
h,k
))
− ρms2uˆ(1)h
]
+ O(ε2)
]∣∣∣
ξ=xε
= 0.
Interface conditions (14) are rephrased with respect to the fast variable ξ since the micro-displacement
uˆh(x, ξ) is supposed to be Q−periodic with respect to ξ and smooth in the slow variable x. Indicating with
Σ1 the interface between two different phases in the unit cell Q and considering the asymptotic expansion
(16) of the micro-displacement, interface conditions read[[
uˆ
(0)
h
]]∣∣∣
ξ∈Σ1
+ ε
[[
uˆ
(1)
h
]]∣∣∣
ξ∈Σ1
+ ε2
[[
uˆ
(2)
h
]]∣∣∣
ξ∈Σ1
+ ... = 0 (20)
1
ε
[[(
Cˆmijhkuˆ
(0)
h,k
)
nj
]]∣∣∣
ξ∈Σ1
+ ε0
[[(
Cˆmijhk
(∂uˆ(0)h
∂xˆk
+ uˆ
(1)
h,k
))
nj
]]∣∣∣
ξ∈Σ1
+
+ ε
[[(
Cˆmijhk
(∂uˆ(1)h
∂xˆk
+ uˆ
(2)
h,k
))
nj
]]∣∣∣
ξ∈Σ1
+ +ε2
[[(
Cˆmijhk
(∂uˆ(2)h
∂xˆk
+ uˆ
(3)
h,k
))
nj
]]∣∣∣
ξ∈Σ1
+ ...+ = 0.
Recursive differential problems and their solutions
The asymptotic field equation (16) produces a set of recursive differential problems that determine sequen-
tially the solutions uˆ0, uˆ1... In particular, at the order ε−2, the differential problem, which stems from
problem (19), is (
Cˆmijhkuˆ
(0)
h,k
)
,j
= f
(0)
i (x), (21)
with interface conditions [[
uˆ
(0)
h
]]∣∣∣
ξ∈Σ1
= 0
[[(
Cˆmijhkuˆ
(0)
h,k
)
nj
]]∣∣∣
ξ∈Σ1
= 0.
The solvabiliy condition of this differential problem, in the class of Q−periodic solutions uˆ(0)h , implies that
f
(0)
i (x) = 0 and so the differential problem (21) develops in the form(
Cˆmijhkuˆ
(0)
h,k
)
,j
= 0. (22)
The solution results to be
uˆ
(0)
h (x, ξ, s) = Uˆ
M
h (x, s), (23)
6
where UˆMh (x, s) is the transformed macroscopic displacement that does not depend on the microstructure.
Bearing in mind the solution (23), the differential problem from (19) at the order ε−1 is(
Cˆmijhkuˆ
(1)
h,k
)
,j
+ Cˆmijhk,j
∂UˆMh
∂xk
= f
(1)
i (x), (24)
since UˆMh,k = 0. Its interface conditions are[[
uˆ
(1)
h
]]∣∣∣
ξ∈Σ1
= 0
[[(
Cˆmijhk
(
uˆ
(1)
h,k +
∂UˆMh
∂xk
))
nj
]]∣∣∣
ξ∈Σ1
= 0.
Similarly, the solvability condition in the class of Q−periodic functions ensures that
f
(1)
i (x) = 〈Cˆmijhk,j〉
∂Uˆ
(M)
h
∂xk
, (25)
where 〈(·)〉 = 1|Q|
∫
Q(·)dξ and |Q| = δ. Moreover the Q-periodicity of the components Cˆmijhk and the
divergence theorem entail f
(1)
i (x) = 0 and the differential problem(
Cˆmijhkuˆ
(1)
h,k
)
,j
+ Cˆmijhk,j
∂UˆMh
∂xk
= 0, ∀∂Uˆ
M
h
∂xk
(26)
has the following solution
uˆ
(1)
h (x, ξ, s) = N
(1,0)
hpq1
(ξ)
∂UˆMp
∂xq1
, (27)
where N
(1,0)
hpq1
is the perturbation function, which depends on the fast variable ξ. The perturbation functions
are supposed to have zero mean over the unit cell Q and so N (1,0)hpq1 complies with the normalization condition
〈N (1,0)hpq1 〉 =
1
|Q|
∫
Q
N
(1,0)
hpq1
(ξ)dξ = 0. (28)
Moreover, the perturbation functions exclusively depend on the geometry and on the mechanical properties
of the microstructure. The differential problem at order ε0 is(
Cˆmijhk
(∂uˆ(1)h
∂xk
+ uˆ
(2)
h,k
))
,j
+
∂
∂xj
(
Cˆmijhk
(∂uˆ(0)h
∂xk
+ uˆ
(1)
h,k
))
− ρms2uˆ(0)i = f (2)i (x) (29)
with interface conditions[[
uˆ
(2)
h
]]∣∣∣
ξ∈Σ1
= 0
[[(
Cˆmijhk
(∂uˆ(1)h
∂xˆk
+ uˆ
(2)
h,k
))
nj
]]∣∣∣
ξ∈Σ1
= 0.
Considering the solutions (23) and (27) of the differential problems at order ε−2 and ε−1, respectively, the
differential problem (29) is turned into(
Cˆmijhkuˆ
(2)
h,k
)
,j
+
((
CˆmijhkN
(1,0)
hpq1
)
,j
+ Cˆmijhq1 +
(
CˆmijhkN
(1,0)
hpq1,k
)) ∂2UˆMp
∂xq1∂xj
− ρms2UˆMi = f (2)i (x), (30)
with interface conditions[[
uˆ
(2)
h
]]∣∣∣
ξ∈Σ1
= 0,
[[(
Cˆmijhk
(
uˆ
(2)
h,k +N
(1,0)
hpq1
∂2UˆMp
∂xq1∂xk
))
nj
]]∣∣∣
ξ∈Σ1
= 0.
Again, solvability condition of differential problem (30) in the class of Q−periodic functions and the diver-
gence theorem lead to
f
(2)
i (x) = 〈Cˆmijhq1 + CˆmijhkN (1,0)hpq1,k〉
∂2UˆMp
∂xq1∂xj
− 〈ρm〉s2UˆMi (31)
and consequentely the solution of the differential problem at the order ε0 is
uˆ
(2)
h (x, ξ, s) = N
(2,0)
hpq1q2
∂2UˆMp
∂xq1∂xq2
+N
(2,2)
hp s
2UMp , (32)
where N
(2,2)
hp is the perturbation function depending on the parameter s.
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4 Cell problems and perturbation functions
In the Section 3, the solutions uˆ
(0)
h , uˆ
(1)
h , uˆ
(2)
h , ... have been established. Such solutions are employed to
formulate the cell problems, which are classified according to the even power of the parameter s.
Cell problems related to s0
The substitution of solution (27) into problem (26) leads to the following cell problem at the order ε−1(
CˆmijhkN
(1,0)
hpq1,k
)
,j
+ Cˆmijpq1,j = 0 (33)
with interface conditions derived in terms of the perturbation function N
(1,0)
hpq1,k[[
N
(1,0)
ipq1
]]∣∣∣
ξ∈Σ1
= 0
[[(
Cˆmijhk
(
N
(1,0)
hpq1,k
+ δhpδkq1
))
nj
]]∣∣∣
ξ∈Σ1
= 0, (34)
where δhp and δkq1 are the Kronecker delta functions. Once the perturbation function N
(1,0)
hpq1,k
has been
determined, and thanks to equation (30) and its solution (32), the cell problem at the order ε0 is derived
and the symmetrized version with respect to indices q1 and q2 is(
CˆmijhkN
(2,0)
hpq1q2,k
)
,j
+
1
2
[(
Cˆmikhq2N
(1,0)
hpq1
)
,k
+ Cˆmiq2pq1 +
(
Cˆmiq2hkN
(1,0)
hpq1,k
)
+
+
(
Cˆmikhq1N
(1,0)
hpq2
)
,k
+ Cˆmiq1pq2 +
(
Cˆmiq1hkN
(1,0)
hpq2,k
)]
=
=
1
2
〈Cˆmiq2hq1 +
(
Cˆmiq2hkN
(1,0)
hpq1,k
)
+ Cˆmiq1hq2 +
(
Cˆmiq1hkN
(1,0)
hpq2,k
)
〉, (35)
with interface conditions [[
N
(2,0)
ipq1q2
]]∣∣∣
ξ∈Σ1
= 0, (36)[[(
CˆmijhkN
(2,0)
hpq1q2,k
+
1
2
(
Cˆmijhq2N
(1,0)
hpq1
+ Cˆmijhq1N
(1,0)
hpq2
))
nj
]]∣∣∣
ξ∈Σ1
= 0.
The solution of the cell problem (35) and (36) is the perturbation function N
(2,0)
ipq1q2
. The cell problem at the
order εw with w ∈ Z and w ≥ 1 is(
CˆmijhkN
(w+2,0)
hpq1...qw+2,k
)
,j
+
1
w + 2
∑
P∗(q)
[
(Cˆmijhqw+2N
(w+1,0)
hpq1...qw+1
),j+
+ Cˆmiqw+2hjN
(w+1,0)
hpq1...qw+1,j
+ Cˆmiqw+2hqw+1N
(w,0)
hpq1...qw
]
=
=
1
w + 2
∑
P∗(q)
〈Cˆmiqw+2hjN (w+1,0)hpq1...qw+1,j + Cˆmiqw+2hqw+1N
(w,0)
hpq1...qw
〉, (37)
and the corresponding interface conditions are[[
N
(w+2,0)
ipq1...qw+2
]]∣∣∣
ξ∈Σ1
= 0, (38)
[[(
CˆmijhkN
(w+2,0)
hpq1...qw+2,k
+
1
w + 2
∑
P∗(q)
Cˆmijhqw+2N
(w+1,0)
hpq1...qw+1
)
nj
]]∣∣∣
ξ∈Σ1
= 0,
where symbol P∗(q) denotes all the possible permutations of the multi-index q = q1, q2, ..., ql that does not
exhibit fixed indices (see Appendix B). The resolution of cell problem (37) allows to determining the form
of the perturbation function N
(w+2,0)
ipq1...qw+2
.
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Cell problems related to s2
The substitution of solution (32) into Eq. (30) generates the cell problem at the order ε0(
CˆmijhkN
(2,2)
hp,k
)
,j
− ρmδip = −δip
〈
ρm
〉
. (39)
with interface conditions: [[
N
(2,2)
ip
]]∣∣∣
ξ∈Σ1
= 0,
[[
CˆmijhkN
(2,2)
hp,k
]]∣∣∣
ξ∈Σ1
= 0, (40)
as well as the cell problem (35) related to the case s0. From the resolution of problem (39) and (40), the
perturbation function N
(2,2)
ip is derived.
The perturbation function N
(3,2)
ipq1
is the solution of the cell problem obtained at the order ε1(
CˆmijhkN
(3,2)
hpq1,k
)
j
+
[
(Cˆmijhq1N
(2,2)
hp ),j + Cˆ
m
iq1hjN
(2,2)
hp,j − ρmN (1,0)ipq1
]
=
〈
Cˆmiq1hjN
(2,2)
hp,j − ρmN (1,0)ipq1
〉
(41)
with interface conditions[[
N
(3,2)
ipq1
]]∣∣∣
ξ∈Σ1
= 0,
[[
CˆmijhkN
(3,2)
hpq1,k
+ Cˆmijhq1N
(2,2)
hp )nj
]]∣∣∣
ξ∈Σ1
= 0. (42)
Meanwhile, at the order ε2, the perturbation function N
(4,2)
ipq1q2
is solution of the cell problem(
CˆmijhkN
(4,2)
hpq1q2,k
)
,j
+
1
2
[
(Cˆmijhq2N
(3,2)
hpq1
),j + Cˆ
m
iq2hq1N
(2,2)
hp + Cˆ
m
iq2hkN
(3,2)
hpq1,k
+
− ρmN (2,0)hpq1q2 + (Cˆmijhq1N
(3,2)
hpq2
),j + Cˆ
m
iq1hq2N
(2,2)
hp + Cˆ
m
iq1hkN
(3,2)
hpq2,k
+
− ρmN (2,0)hpq2q1
]
=
1
2
〈Cˆmiq2hq1N (2,2)hp + Cˆmiq2hkN (3,2)hpq1,k − ρmN
(2,0)
hpq1q2
+
+ Cˆmiq1hq2N
(2,2)
hp + Cˆ
m
iq1hkN
(3,2)
hpq2,k
− ρmN (2,0)hpq2q1〉, (43)
whose interface conditions are [[
N
(4,2)
ipq1q2
]]∣∣∣
ξ∈Σ1
= 0, (44)
[[(
CˆmijhkN
(4,2)
hpq1q2,k
+
1
2
(
Cˆmijhq2N
(3,2)
hpq1
+ Cˆmijhq1N
(3,2)
hpq2
))
nj
]]∣∣∣
ξ∈Σ1
= 0.
Finally at the order εw+2, with w ∈ Z and w ≥ 1, the perturbation function N (w+4,2)ipq1...qw+2 is derived from the
cell problem(
CˆmijhkN
(w+4,2)
hpq1....qw+2,k
)
,j
+
1
w + 2
∑
P∗(q)
[(
Cˆmijhqw+2N
(w+3,2)
hpq1...qw+1
)
,j
+
+ Cˆmiqw+2hqw+1N
(w+2,2)
hpq1....qw
+ Cˆmiqw+2hjN
(w+3,2)
hpq1...qw+1,j
− ρmN (w+2)ipq1...qw+2
]
=
=
1
w + 2
∑
P∗(q)
〈Cˆmiqw+2hqw+1N (w+2,2)hpq1....qw + Cˆmiqw+2hjN
(w+3,2)
hpq1...qw+1,j
− ρmN (w+2,0)ipq1...qw+2〉, (45)
equipped with the interface conditions [[
N
(w+4,2)
ipq1...qw+2
]]∣∣∣
ξ∈Σ1
= 0, (46)
[[(
Cˆmijhqw+2N
(w+4,2)
hpq1...qw+2,k
+
1
w + 2
∑
P∗(q)
(
Cˆmijhqw+2N
(w+3,2)
hpq1...qw+1
))
nj
]]∣∣∣
ξ∈Σ1
= 0.
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Cell problems related to s2n
In the present subsection, the cell problems related to power s2n are devised and their corresponding per-
turbation functions are established. At the order ε(2n−2), with n ∈ Z and n ≥ 2, the cell problem is(
CˆmijhkN
(2n,2n)
hp,k
)
,j
− ρmN (2n−2,2n−2)ip = −〈ρmN (2n−2,2n−2)ip 〉, (47)
with interface conditions [[
N
(2n,2n)
ip
]]∣∣∣
ξ∈Σ1
= 0,
[[
CˆmijhkN
(2n,2n)
hp,k
]]∣∣∣
ξ∈Σ1
= 0, (48)
and its solution is the perturbation function N
(2n,2n)
ip .
Whereas at the order ε(2n−1), the perturbation function N (2n+1,2n)ipq1 is the solution of the cell problem(
CˆmijhkN
(2n+1,2n)
hpq1,k
)
,j
+
[(
Cˆmijhq1N
(2n,2n)
hp
)
,j
+ Cˆmiq1hkN
(2n,2n)
hp,k − ρmN (2n−1,2n−2)ipq1
]
=
=
〈
Cˆmiq1hkN
(2n,2n)
hp,k − ρmN (2n−1,2n−2)ipq1
〉
, (49)
with interface conditions: [[
N
(2n+1,2n)
ipq1
]]∣∣∣
ξ∈Σ1
= 0,
[[
(CˆmijhkN
(2n+1,2n)
hpq1,k
+ Cˆmijhq1N
(2n,2n)
hp )nj
]]∣∣∣
ξ∈Σ1
= 0. (50)
The cell problem evaluated for ε(2n) is(
CˆmijhkN
(2n+2,2n)
hpq1q2,k
)
,j
+
1
2
[(
Cˆmijhq2N
(2n+1,2n)
hpq1
)
,j
+ Cˆmiq2hq1N
(2n,2n)
hp +
+ Cˆmiq2hjN
(2n+1,2n)
hpq1,j
− ρmN (2n,2n−2)ipq1q2 +
(
Cˆmijhq1N
(2n+1,2n)
hpq2
)
,j
+
+ Cˆmiq1hq2N
(2n,2n)
hp + Cˆ
m
iq1hjN
(2n+1,2n)
hpq2,j
− ρmN (2n,2n−2)ipq2q1
]
=
〈1
2
Cˆmiq2hq1N
(2n,2n)
hp + Cˆ
m
iq2hjN
(2n+1,2n)
hpq1,j
− ρmN (2n,2n−2)ipq1q2 +
+ Cˆmiq1hq2N
(2n,2n)
hp + Cˆ
m
iq1hjN
(2n+1,2n)
hpq2,j
− ρmN (2n,2n−2)ipq2q1 〉, (51)
with interface conditions [[
N
(2n+2,2n)
ipq1q2
]]∣∣∣
ξ∈Σ1
= 0, (52)
[[(
CˆmijhkN
(2n+2,2n)
hpq1q2,k
+
1
2
(
Cˆmijhq2N
(2n+1,2n)
hpq1
+ Cˆmijhq1N
(2n+1,2n)
hpq2
))
nj
]]∣∣∣
ξ∈Σ1
= 0,
and its solution is the perturbation function N
(2n+2,2n)
ipq1q2
.
Finally, the perturbation function N
(w+2n+2,2n)
ipq1...qw+2
is the solution of the cell problem for εw+2n(
CˆmijhkN
(w+2n+2,2n)
hpq1...qw+2,k
)
,j
+
1
w + 2
∑
P∗(q)
[(
Cˆmijhqw+2N
(w+2n+1,2n)
hpq1...qw+1
)
,j
+
10
+ Cˆmiqw+2hqw+1N
(w+2n,2n)
hpq1...qw
+ Cˆmiqw+2hjN
(w+2n+1,2n)
hpq1...qw+1,j
− ρmN (w+2n,2n−2)ipq1...qw+2
]
=
=
1
w + 2
∑
P (q)
〈Cˆmiqw+2hqw+1N (w+2n,2n)hpq1...qw + Cˆmiqw+2hjN
(w+2n+1,2n)
hpq1...qw+1,j
− ρmN (w+2n,2n−2)ipq1...qw+2 〉,
whose interface conditions are [[
N
(w+2n+2,2n)
ipq1...qw+2
]]∣∣∣
ξ∈Σ1
= 0, (53)
[[(
CˆmijhkN
(w+2n+2,2n)
hpq1...qw+2,k
+
1
w + 2
∑
P∗(q)
(
Cˆmijhqw+2N
(w+2n+1,2n)
hpq1...qw+1
))
nj
]]∣∣∣
ξ∈Σ1
= 0.
In Bakhvalov and Panasenko [1984], it is emphasized that the uniqueness of the perturbation functions
N
(i,2r)
hpq1...qi−2r , derived from the cell problems (33)-(53), is guaranteed by imposing the normalization condition
〈N (i,2r)hpq1...qi−2r 〉 = 0.
5 Down-scaling relation, average field equation of infinite order
and macroscopic problems
The down-scaling relation referred to the transformed micro-displacement is expressed as an asymptotic
expansion of powers of the microscopic length ε relying on the transformed macro-displacement UˆMh (x, s),
its gradients and the Q-periodic perturbation functions. Such functions are delivered by solving the cell
problems that are listed in the Section (4). Therefore, the replacement of the solutions of the recursive
differential problems (23), (27), (32), (133) and (137) into the asymptotic expansion (16) enables establishing
the transformed micro-displacement uˆh(x, ξ, s) as
uˆh
(
x,
x
ε
, s
)
=
( +∞∑
l,j=0
εj+l
∑
|q|=l
N
(2j+l,2j)
hpq (ξ)
∂lUˆMp
∂xq
s2j
)∣∣∣
ξ=xε
= (54)
=
(
UˆMh (x, s) + εN
(1,0)
hpq1
(ξ)
∂UˆMp
∂xq1
+ ε2
(
N
(2,0)
hpq1q2
(ξ)
∂2UˆMp
∂xq1∂xq2
+ +N
(2,2)
hp (ξ)s
2UˆMp
)
+
+ ε3
(
N
(3,0)
hpq1q2q3
(ξ)
∂3UˆMp
∂xq1∂xq2∂xq3
+N
(3,2)
hpq1
(ξ)s2
∂UˆMp
∂xq1
)
+
ε4
(
N
(4,0)
hpq1q2q3q4
(ξ)
∂4UˆMp
∂xq1∂xq2∂xq3∂xq4
+N
(4,2)
hpq1q2
(ξ)s2
∂2UˆMp
∂xq1∂xq2
+N
(4,4)
hp (ξ)s
4UˆMp
)
+O(ε5)
)∣∣∣
ξ=xε
.
In Eq. (54), |q| describes the lenght of the multi-index and the derivative with respect to q is written as
∂l(·)
∂xq
= ∂
l(·)
∂xq1 ...xql
. Moreover, the perturbation function N
(0,0)
hp stands for the Kronecker delta δhp. There is
point in observing that the Q-periodic perturbation functions N (2j+l,2j)hpq are affected by the microstructural
inhomogeneities of the material and this is emphasized by their dependency on the fast variable ξ = xε .
On the other hand, the transformed macro-displacement UˆMh (x, s) is L-periodic and relies on the slow
variable x and the time. The transformed macro-displacement field is supposed to be the mean value of the
transformed micro-displacement field over the unit cell Q
UˆMh (x, s) =
〈
uˆh
(
x,
x
ε
+ ζ, s
)〉
. (55)
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Eq. (55) is said to be the up-scaling relation and it links the transformed macro-displacement field with
the transformed micro-displacement field. In Eq. (55) the variable ζ ∈ Q identifies a family of translations
of the heterogeneous domain respect to the L−periodic body forces b(x, t), see Smyshlyaev and Chered-
nichenko [2000], Bacigalupo [2014]. Therefore, the transformed body forces in the Laplace space bˆ(x, s) are
L−periodic.
Replacing the down-scaling relation (54) into the micro-field Eq. (13) and assembling the terms with equal
powers of ε, the average field equations of infinite order read
n
(2,0)
ipq1q2
∂2UˆMp
∂xq1∂xq2
− n(2,2)ip s2UˆMp +
+∞∑
n=0
εn+1
∑
|q|=n+3
n
(n+3,0)
ipq
∂n+3UˆMp
∂xq
+
+∞∑
n=0
εn+1
∑
|q|=n+1
n
(n+3,2)
ipq s
2
∂n+1UˆMp
∂xq
+
−
+∞∑
n˜=0
ε2n˜+2n
(2n˜+4,2n˜+4)
ip s
2n˜+4UˆMp −
+∞∑
n˜,n=0
ε2n˜+n+3
∑
|q|=n+1
n
(2n˜+n+5,2n˜+4)
ipq s
2n˜+4
∂n+1UˆMp
∂xq
+ bˆi(x, s) = 0,
(56)
where the coefficients of the gradients of the transformed macro-displacement are the known terms of the
corresponding cell problems. Therefore it results
n
(2,0)
ipq1q2
=
1
2
〈Cˆmiq2hq1 + Cˆmiq2hkN (1,0)hpq1,k + Cˆmiq1hq2 + Cˆmiq1hkN
(1,0)
hpq2,k
〉, (57)
n
(2,2)
ip = δip〈ρm〉, (58)
n
(w+2,0)
ipq1...qw+2
=
1
w + 2
∑
P∗(q)
〈Cˆmiqw+2hjN (w+1,0)hpq1...qw+1,j + Cˆmiqw+2hqw+1N
(w,0)
hpq1...qw
〉, (59)
n
(3,2)
ipq1
= 〈ρmN (1,0)ipq1 − Cˆmiq1hjN
(2,2)
hp,j 〉, (60)
n
(2n˜+4,2n˜+4)
ip = 〈ρmN (2n˜+2,2n˜+2)ip 〉, (61)
n
(2n˜+5,2n˜+4)
ipq1
= 〈ρmN (2n˜+3,2n˜+2)ipq1 − Cˆmiq1hkN
(2n˜+4,2n˜+4)
hp,k 〉, (62)
n
(2n˜+6,2n˜+4)
ipq1q2
=
1
2
〈ρmN (2n˜+4,2n˜+4)ipq1q2 − Cˆmiq2hq1N
(2n˜+4,2n˜+4)
hp − Cˆmiq2hjN (2n˜+5,2n˜+4)hpq1,j + (63)
+ ρmN
(2n˜+4,2n˜+2)
ipq2q1
− Cˆmiq1hq2N (2n˜+4,2n˜+2)hp − Cˆmiq1hjN (2n˜+5,2n˜+4)hpq2,j 〉,
n
(2n˜+w+6,2n˜+w+4)
ipq1...qw+2
=
1
w + 2
∑
P∗(q)
〈ρmN (2n˜+w+4,2n˜+2)ipq1...qw+2 − Cˆmiqw+2hqw+1N
(2n˜+w+4,2n˜+4)
hpq1...qw
+ (64)
− Cˆmiqw+2hjN (2n˜+w+5,2n˜+4)hpq1...qw+1,j 〉,
with w ∈ Z, w ≥ 1, n˜ ∈ Z and n˜ ≥ 0. The average field equations of infinite order (56) are formally
solved by performing an asymptotic expansion of the transformed macro-displacement UˆMp (x) in power of
ε, namely
UˆMp (x) =
+∞∑
j=0
εjU jp (x). (65)
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The substitution of Eq. (65) into Eq. (56) leads to
n
(2,0)
ipq1q2
(
ε0
∂2Uˆ
(0)
p
∂xq1∂xq2
+ ε
∂2Uˆ
(1)
p
∂xq1∂xq2
+ ...
)
− n(2,2)ip s2(Uˆ (0)p + εUˆ (1)p + ...)+ (66)
+ εn
(3,0)
ipq1...q3
( ∂3Uˆ (0)p
∂xq1 ...∂xq3
+ ε
∂3Uˆ
(1)
p
∂xq1 ...∂xq3
+ ...
)
+ ε2n
(4,0)
ipq1...q4
( ∂4Uˆ (0)p
∂xq1 ...∂xq4
+ ε
∂4Uˆ
(1)
p
∂xq1 ...∂xq4
+ ...
)
+
...− εn(3,2)ipq1 s2
(∂Uˆ (0)p
∂xq1
+ ε
∂Uˆ
(1)
p
∂xq1
+ ...
)
− ε2n(4,2)ipq1q2s2
( ∂2Uˆ (0)p
∂xq1∂xq2
+ ε
∂2Uˆ
(1)
p
∂xq1∂xq2
+ ...
)
+
...− ε2n(4,4)ip s4
(
Uˆ (0)p + εUˆ
(1) + ...
)
− ε4n(6,6)ip s6
(
Uˆ (0)p + εUˆ
(1) + ...
)
+ ...+
ε3n
(5,4)
ipq1
s4
(∂Uˆ (0)p
∂xq1
+ ε
∂Uˆ
(1)
p
∂xq1
+ ...
)
− ε4n(6,4)ipq1q2s4
( ∂2Uˆ (0)p
∂xq1∂xq2
+ ε
∂2Uˆ
(1)
p
∂xq1∂xq2
+ ...
)
+ ...+
ε5n
(7,6)
ipq1
s6
(∂8Uˆ (0)p
∂xq1
+ ε
∂Uˆ
(1)
p
∂xq1
+ ...
)
− ε6n(8,6)ipq1q2s6
( ∂2Uˆ (0)p
∂xq1∂xq2
+ ε
∂2Uˆ
(1)
p
∂xq1∂xq2
+ ...
)
+ ...+ bˆi(x, s) = 0,
which provides the following macroscopic recursive problems for the different orders of ε. Namely, at the
order ε0 it results
n
(2,0)
ipq1q2
∂2Uˆ
(0)
p
∂xq1∂xq2
− n(2,2)ip s2Uˆ (0)p + bˆi(x, s) = 0, (67)
at the order ε the problem is
n
(2,0)
ipq1q2
∂2Uˆ
(0)
p
∂xq1∂xq2
− n(2,2)ip s2Uˆ (0)p + n(3,0)ipq1...q3
∂3Uˆ
(0)
p
∂xq1 ...∂xq3
− n(3,2)ipq1 s2
∂Uˆ
(0)
p
∂xq1
= 0, (68)
instead at the order ε2 it reads
n
(2,0)
ipq1q2
∂2Uˆ
(0)
p
∂xq1∂xq2
− n(2,2)ip s2Uˆ (2)p + n(3,0)ipq1...q3
∂3Uˆ
(1)
p
∂xq1 ...∂xq3
+ n
(4,0)
ipq1...q4
∂4Uˆ
(0)
p
∂xq1 ...∂xq4
+ (69)
− n(3,2)ipq1 s2
∂Uˆ
(0)
p
∂xq1
− n(4,2)ipq1q2s2
∂2Uˆ
(0)
p
∂xq1∂xq2
− n(4,4)ip s4Uˆ0p = 0.
A generic recursive problem, at odd order ε2w˜−1, with w˜ ∈ Z and w˜ ≥ 2 is
n
(2w˜−1,0)
ipq1q2
∂2Uˆ
(2w˜−1)
p
∂xq1∂xq2
− n(2w˜−1,2w˜−1)ip s2Uˆ (2w˜−1)p +
2w˜+1∑
r=3
∑
|q|=r
n
(r,0)
ipq
∂rUˆ
(2w˜+1−r)
p
∂xq
+ (70)
− s2
2w˜+1∑
r=3
∑
|q|=r−2
n
(r,2)
ipq
∂r−2Uˆ (2w˜+1−r)p
∂xq
− (1− δ2w˜)
w˜−3+δ2w˜∑
n=0
s2n+4
(
n
(2n+4,2n+4)
ip Uˆ
(2w˜−3−2n)
p
)
+
+
2w˜−1−2n∑
r=3
∑
|q|=r−2
n
(r+2+2n,2n+4)
ipq
∂r−2Uˆ (2w˜−1−r−2n)p
∂xq
− n(2w˜,2w˜)ip s2w˜Uˆ (1)p − n(2w˜,2w˜)ipq1 s2w˜
Uˆ
(0)
p
∂xq1
= 0,
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whereas a generic recursive problem at even order ε2w˜ is
n
(2w˜,0)
ipq1q2
∂2Uˆ
(2w˜)
p
∂xq1∂xq2
− n(2w˜,2w˜)ip s2Uˆ (2w˜)p +
2w˜+2∑
r=3
∑
|q|=r
n
(r,0)
ipg
∂rUˆ
(2w˜+1−r)
p
∂xq
+ (71)
− s2
2w˜+2∑
r=3
∑
|q|=r−2
n
(r,2)
ipq
∂r−2Uˆ (2w˜+2−r)p
∂xq
−
w˜−2∑
n=0
s2n+4
(
n
(2n+4,2n+4)
ip Uˆ
(2w˜−2−2n)
p +
+
2w˜−2n∑
r=3
∑
|q|=r−2
n
(r+2+2n,2n+4)
ipq
∂r−2Uˆ (2w˜−r−2n)p
∂xq
− n(2w˜+2,2w˜+2)ip s2w˜+2Uˆ (0)p = 0,
where n ∈ Z and n ≥ 2. There is no point in managing the averaged equation of infinite order (56). In
addition, the ellipticity of the differential problem could be not guaranteed if Eq. (56) is truncated at a
certain order. To overcome such a disadvantage, an asymptotic-variational approach is pursued.
6 Asymptotic expansion of the energy and second order homoge-
nization
In this Section a finite order governing equation is provided by exploiting a variational-asymptotic procedure,
see Smyshlyaev and Cherednichenko [2000], Bacigalupo and Gambarotta [2014a]. Let Λ be the energy-like
functional written in terms of the energy-like density λm at the microscale and referred to the periodic
domain L, Fabrizio and Morro [1992],
Λ =
∫
L
λm
(
x,
x
ε
)
dx =
∫
L
(1
2
ρmu˙ ∗ u˙+ 1
2
∇u ∗ (Gm ∗ ∇u˙)− u ∗ b
)
dx. (72)
Let L(Λ) be the energy-like functional in the Laplace domain, which is expressed in terms of the energy-like
density λˆm in the Laplace domain
Λˆ = L(Λ) =
∫
L
λˆm
(
x,
x
ε
)
dx =
∫
L
(1
2
ρms2uˆ · uˆ+ 1
2
∇uˆ : Gˆm∇uˆ− uˆ · bˆ
)
dx, (73)
where the symbol : denotes the second order inner product. Specifically, the tranformed energy-like functional
Λˆ and its corresponding energy-like density λˆm are influenced by the translation variable ζ ∈ Q. Such a
variable is introduced because the actual ”phase” of the microstructure is undetectable and a family of
translated microstructures is taken into account.
Therefore, the transformed micro-relaxation tensor Gˆm depends on the translation variable ζ and it may
be written as Gˆm,ζ
(
x, xε
)
= Gˆm
(
x, xε + ζ
)
and the perturbation functions N
(1,0)
hpq1
, N
(2,0)
hpq1q2
, ...,, which are
solutions of the cell problems determined in Section 4, reckon on variable ζ. In addition, the energy-like
density λˆm in the Laplace domain complies with the property λˆ
ζ
m
(
x, xε
)
= λˆm
(
x, xε +ζ
)
and so the Laplace
transform of the energy-like functional Λ, depending on the parameter ζ, is
Λˆζ = Λˆ(ζ) =
∫
L
λˆζm
(
x,
x
ε
)
dx =
∫
L
λˆm
(
x,
x
ε
+ ζ
)
dx. (74)
Let Λˆm be the average transformed energy-like functional at the microscale
Λˆm=˙〈Λˆζ〉 = 1|Q|
∫
Q
Λˆζdζ =
1
|Q|
∫
Q
Λˆ(ζ)dζ =
∫
L
〈
λˆm
(
x,
x
ε
+ ζ
)〉
dx, (75)
where the Fubini theorem is applied. The average transformed energy-like functional 〈Λˆζ〉 at the microscale
does not rely on the translation variable ζ because the energy-like functional Λˆζ is averaged with regard to
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the translated realizations of the microstructure and so the transformed energy-like density at the micoscale
satisfies〈
λˆm
(
x,
x
ε
+ ζ
)〉
=
1
|Q|
∫
Q
λˆm
(
x,
x
ε
+ ζ
)
dζ =
1
|Q|
∫
Q
λˆm
(
x, ξ
)
dξ = 〈λˆm(x, ξ)〉. (76)
Two methods are herein proposed to determine the governing field equation at the macroscale and the overall
constitutive and inertial tensors.
Approximation of the energy-like functional through truncation of its asymptotic
expansion
Let us consider the down-scaling relation related to the transformed micro-displacement uˆ(x, ξ, s), i.e.
uˆh(x, ξ, s) = Uˆh(x, s) + εN
(1,0)
hpq1
(ξ)
∂UˆMp
∂xq1
+ ε2
(
N
(2,0)
hpq1q2
(ξ)
∂2UˆMp
∂xq1∂xq2
+N
(2,2)
hp (ξ)s
2UˆMp
)
+ (77)
+ ε3
(
N
(3,0)
hpq1q2q3
(ξ)
∂3UˆMp
∂xq1∂xq2∂xq3
+N
(3,2)
hpq1
(ξ)s2
∂UˆMp
∂xq1
)
+O(ε4).
Let us replace the down-scaling relation (77) into the tranformed energy-like functional (74) and let us
suppose that Λˆm is truncated at the second order. After applying the divergence theorem, the transformed
energy-like functional at the second order is
ΛˆIIm =
∫
L
〈λˆIIm (x, ξ)〉dx =
1
2
s2〈ρm〉
∫
L
UˆMh Uˆ
M
h dx+ εs
2〈ρmN (1,0)rpq1 〉
∫
L
∂UˆMp
∂xq1
UˆMr dx+ (78)
+ εs3〈GˆmhkijB(1,0)hkpq1B
(2,2)
ijr 〉
∫
L
∂UˆMp
∂xq1
UˆMr dx+
+ εs〈GˆmhkijB(1,0)hkpq1B
(2,0)
ijrw1w2
〉
∫
L
∂UˆMp
∂xq1
∂2UˆMr
∂xw1∂xw2
dx+ ε2s2
〈1
2
ρmN
(1,0)
hpq1
N
(1,0)
hrq2
− ρmN (2,0)rpq1q2
〉∫
L
∂UˆMp
∂xq1
∂UˆMr
∂xq2
dx+
+ ε2s3〈GˆmhkijB(1,0)hkpq1B
(3,2)
ijrq2
− GˆmhkijB(2,0)hkpq1q2B
(2,2)
ijr 〉
∫
L
∂UˆMp
∂xq1
∂UˆMr
∂xq2
dx+ ε2s4〈ρmN (2,2)rp 〉
∫
L
UˆMp Uˆ
M
r dx+
+ ε2s5
1
2
〈GˆmhkijB(2,2)hkp B(2,2)ijr 〉
∫
L
UˆMp Uˆ
M
r dx+
1
2
s〈GˆmhkijB(1,0)hkpq1B
(1,0)
ijrw1
〉
∫
L
∂UˆMp
∂xq1
∂UˆMr
∂xw1
dx+
+ ε2s
〈1
2
GˆmhkijB
(2,0)
hkpq1q2
B
(2,0)
ijrw1w2
− GˆmhkijB(1,0)ijrw1B
(3,0)
hkpq1q2w2
〉∫
L
∂2UˆMp
∂xq1∂xq2
∂2UˆMr
∂xw1∂xw2
dx−
∫
L
UˆMh bˆhdx.
It is important to note that second-order gradients of the transformed macro-displacement are takent into
account as well as the first-order gradient of the displacement (i.e., strain), by generalizing the standard
continuum mechanics.
The localization tensors, appearing in Eq. (78), assume the form
B
(1,0)
hkpq1
= δhpδkq1 +N
(1,0)
hpq1,k
, (79)
B
(2,0)
hkpq1q2
=
1
2
(
δkq2N
(1,0)
hpq1
+ δkq1N
(1,0)
hpq2
)
+N
(2,0)
hpq1q2,k
, (80)
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B
(2,2)
hkp = N
(2,2)
hp,k , (81)
B
(3,0)
hkpq1q2q3
=
1
3
(
δkq3N
(2,0)
hpq1q2
+ δkq1N
(2,0)
hpq2q3
+ δkq2N
(2,0)
hpq3q1
)
+N
(3,0)
hpq1q2q3,k
, (82)
B
(3,2)
hkpq1
= δkq1N
(2,2)
hp +N
(3,2)
hpq1,k
. (83)
The localization tensors are periodic functions with regard to the fast coordinate ξ since the perturbation
functions and their gradients are Q- periodic functions. Both B(2,0)hkpq1q2 and B
(3,0)
hkpq1q2q3
are symmetrized
with respect to the indices q1, q2 and q1, q2, q3, respectively (see Appendix B). The governing equation of
a non-local homogeneous continuum is delivered by determining the stability condition of the transformed
energy-like functional ΛˆIIm , which is found to be the first variation of the average transformed energy-like
functional δΛˆIIm ,
δΛˆIIm (Uˆ
M
t , δUˆ
M
t ) = s
2〈ρm〉
∫
L
UˆMt δUˆ
M
t dx+ εs
2〈ρm(N (1,0)rpq1 −N (1,0)prq1 )〉
∫
L
∂UˆMp
∂xq1
δUˆMr dx+ (84)
+ εs3〈GˆmhkijB(1,0)hkpq1B
(2,2)
ijr − GˆmhkijB(1,0)hkrq1B
(2,2)
ijp 〉
∫
L
∂UˆMp
∂xq1
δUˆMr dx+
+ εs〈GˆmhkijB(1,0)hkpq1B
(2,0)
ijrw1w2
− GˆmhkijB(1,0)hkrw1B
(2,0)
ijpq1w2
〉
∫
L
∂3UˆMp
∂xw1∂xw2∂xq1
δUˆMr dx+
− ε2s2〈ρmN (1,0)hpq1N
(1,0)
hrq2
− ρm(N (2,0)rpq1q2 +N (2,0)prq2q1)〉
∫
L
∂2UˆMp
∂xq1∂xq2
δUˆMr dx− ε2s3〈GˆmhkijB(1,0)hkpq1B
(3,2)
ijrq2
− GˆmhkijB(2,0)hkpq1q2B
(2,2)
ijp +
+ GˆmhkijB
(1,0)
hkrq2
B
(3,2)
ijpq1
− GˆmhkijB(2,0)hkrq2q1B
(2,2)
ijp 〉
∫
L
∂2UˆMp
∂xq1∂xq2
δUˆMr dx+ ε
2s4〈ρm(N (2,2)rp +N (2,2)pr )〉
∫
L
UˆMp δUˆ
M
r dx+
+ ε2s5〈GˆmhkijB(2,2)hkp B(2,2)ijr 〉
∫
L
UˆMp δUˆ
M
r dx− s〈GˆmhkijB(1,0)hkpq1B
(1,0)
ijrw1
〉
∫
L
∂2UˆMp
∂xw1∂xq1
δUˆMr dx+
+ ε2s〈GˆmhkijB(2,0)hkpq1q2B
(2,0)
ijrw1w2
− GˆmhkijB(1,0)hkrq1B
(3,0)
ijpq1q2w2
− GˆmhkijB(1,0)hkpq1B
(3,0)
ijrw1w2q2
〉
∫
L
∂4UˆMp
∂xw2∂xw1∂xq1∂xq2
δUˆMr dx+
−
∫
L
δUˆMt bˆtdx,
where theQ−periodicity of the functions Gˆmhkij , N (1,0)ipq1 , N
(2,0)
ipq1q2
and the localization tensorsB
(1,0)
hkpq1
, B
(2,0)
hkpq1q2
,...,
B
(3,2)
hkpq1
is taken into account. The first variation δΛˆIIm must vanish for all admissible δUˆ
M
t and so the Euler-
Lagrangian differential equation associated with the variational problem (84) in the Laplace domain is
s2ρUˆMt + s
2ρ(Iˆtpq1 − ˆ˜Itq1p)
∂UˆMp
∂xq1
− s2ρIˆtq2pq1
∂2UˆMp
∂xq1∂xq2
+ s4ρIˆ]tpUˆ
M
p =
− s3(Jˆtpq1 − ˆ˜Jtq1p)
∂UˆMp
∂xq1
− s3Jˆ1tq2pq1
∂2UˆMp
∂xq1∂xq2
+
16
− s5Jˆ]tpUˆMp + sGˆtr1pq1
∂2UˆMp
∂xq1∂xr1
+ s(Yˆtr1pq1r2 − ˆ˜Ytr1r2pq1)
∂3UˆMp
∂xr1∂xr2∂xq1
+
− sSˆ1tr1r2pq1q2
∂4UˆMp
∂xq1∂xq2∂xr1∂xr2
+ bˆt, (85)
which is formulated in terms of the transformed macro-displacement and its gradients up to the fourth order.
The components of the constitutive tensors in the Laplace domain related to the homogenized continuum
are defined as
Gˆtr1pq1 = 〈GˆmhkijB(1,0)hkpq1B
(1,0)
ijtr1
〉, (86)
Yˆtr1pq1r2 = ε〈GˆmhkijB(1,0)hktr1B
(2,0)
ijpq1r1
〉, (87)
ˆ˜Ytr1r2pq1 = Yˆpq1tr1r2 = ε〈GˆmhkijB(1,0)hkpq1B
(2,0)
ijtr1r2
〉, (88)
Sˆ1tr1r2pq1q2 = ε
2〈GˆmhkijB(2,0)hkpq1q2B
(2,0)
hktr1r2
− GˆmhkijB(1,0)ijtr1B
(3,0)
hkpq1q2r2
− GˆmhkijB(1,0)ijpq1B
(3,0)
hktr1r2q2
〉, (89)
Jˆtpq1 = ε〈GˆmhkijB(1,0)hkpq1B
(2,2)
ijt 〉, (90)
ˆ˜Jtq1p = Jˆptq1 = ε〈GˆmhkijB(1,0)hktq1B
(2,2)
ijp 〉, (91)
Jˆ]tp = Jˆtp +
ˆ˜Jpt =
ε2
2
〈GˆmhkijB(2,2)hkp B(2,2)ijt 〉+
ε2
2
〈GˆmhkijB(2,2)hkt B(2,2)ijp 〉 = ε2〈GˆmhkijB(2,2)hkp B(2,2)ijt 〉, (92)
Jˆ1tq2pq1 = Jˆ
1
pq1tq2 = −ε2〈−GˆmhkijB(1,0)hkpq1B
(3,2)
ijtq2
+ GˆmhkijB
(2,0)
hkpq1q2
B
(2,2)
ijp − GˆmhkijB(1,0)hktq2B
(3,2)
ijpq1
+ GˆmhkijB
(2,0)
hktq2q1
B
(2,2)
ijt 〉,
(93)
where the components Gˆmtr1pq1 , Yˆtr1pq1r2 and Sˆ
1
tr1r2pq1q2 of the constitutive tensors in the Laplace domain are
computed due to the micro-fluctuation functions N
(1,0)
ikl , N
(2,0)
iklp and N
(3,0)
iklpq. Such tensors are in accordance
with the ones determined in Bacigalupo [2014].
The transformed inertial tensor components are given as
ρ = 〈ρm〉, (94)
Iˆtpq1 = ε〈ρmN (1,0)tpq1 〉
1
ρ
, (95)
ˆ˜Itq1p = Iˆptq1 = ε〈ρmN (1,0)ptq1 〉
1
ρ
, (96)
Iˆ]pt = Iˆtp +
ˆ˜Ipt = ε
2〈ρm(N (2,2)tp +N (2,2)pt )〉
1
ρ
, (97)
Iˆtp =
ε2
ρ
〈ρmN (2,2)tp 〉, (98)
ˆ˜Ipt =
ε2
ρ
〈ρmN (2,2)pt 〉, (99)
Iˆtq2pq1 = ε
2〈ρmN (1,0)hpq1N
(1,0)
htq2
− ρm(N (2,0)tpq1q2 +N (2,0)tpq2q1)〉
1
ρ
. (100)
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Approximation of the energy-like functional through truncation of the down-
scaling relation
An alternative approach is here presented to evaluate the overall constitutive and inertial tensors. To this
purpose, the gradient referred to the down-scaling relation (77) is approximated at the first order as
(Duˆh
Dxk
)I
=
∂Uˆh
∂xk
+N
(1,0)
hpq1,k
∂UˆMp
∂xq1
+ ε
(
N
(1,0)
hpq1
∂2UˆMp
∂xq1∂xq2
+ +N
(2,0)
hpq1q2,k
(ξ)
∂2UˆMp
∂xq1∂xq2
+N
(2,2)
hp,k (ξ)s
2UˆMp
)
.
(101)
In addition, the transformed micro-displacement at the second order is formulated as
uˆIIh (x, ξ, s) = Uˆh(x, s) + εN
(1,0)
hpq1
(ξ)
∂UˆMp
∂xq1
+ ε2
(
N
(2,0)
hpq1q2
(ξ)
∂2UˆMp
∂xq1∂xq2
+N
(2,2)
hp (ξ)s
2UˆMp
)
, (102)
where the perturbation functions are helpful to determine a consistent approximation of the gradient at the
first order. Then the gradient approximation in Eq. (101) and the displacement approximation in Eq. (102)
are replaced into the transformed energy-like functional (75), which is approximated at the second order as
ΛˆIIm =
∫
L
〈λˆIIm (x, ξ)〉dx =
1
2
s2〈ρm〉
∫
L
UˆMh Uˆ
M
h dx+ εs
2〈ρmN (1,0)rpq1 〉
∫
L
∂UˆMp
∂xq1
UˆMr dx+ (103)
+ εs3〈GˆmhkijB(1,0)hkpq1B
(2,2)
ijr 〉
∫
L
∂UˆMp
∂xq1
UˆMr dx+
+ εs〈GˆmhkijB(1,0)hkpq1B
(2,0)
ijrw1w2
〉
∫
L
∂UˆMp
∂xq1
∂2UˆMr
∂xw1∂xw2
dx+ ε2s2
〈1
2
ρmN
(1,0)
hpq1
N
(1,0)
hrq2
− ρmN (2,0)rpq1q2
〉∫
L
∂UˆMp
∂xq1
∂UˆMr
∂xq2
dx+
+ ε2s3〈−GˆmhkijB(2,0)hkpq1q2B
(2,2)
ijr 〉
∫
L
∂UˆMp
∂xq1
∂UˆMr
∂xq2
dx+ ε2s4〈ρmN (2,2)rp 〉
∫
L
UˆMp Uˆ
M
r dx+
+ ε2s5
1
2
〈GˆmhkijB(2,2)hkp B(2,2)ijr 〉
∫
L
UˆMp Uˆ
M
r dx+
1
2
s〈GˆmhkijB(1,0)hkpq1B
(1,0)
ijrw1
〉
∫
L
∂UˆMp
∂xq1
∂UˆMr
∂xw1
dx+
+ ε2s
〈1
2
GˆmhkijB
(2,0)
hkpq1q2
B
(2,0)
ijrw1w2
〉∫
L
∂2UˆMp
∂xq1∂xq2
∂2UˆMr
∂xw1∂xw2
dx−
∫
L
UˆMh bˆhdx.
In accordance with the procedure proposed earlier, the Euler-Lagrangian equation deriving from first varia-
tion of the transformed energy-like functional (103) in the Laplace domain is
s2ρUˆMt + s
2ρ(Iˆtpq1 − ˆ˜Itq1p)
∂UˆMp
∂xq1
− s2ρIˆtq2pq1
∂2UˆMp
∂xq1∂xq2
+ s4ρIˆ]tpUˆ
M
p =
= −s3(Jˆtpq1 − ˆ˜Jtq1p)
∂UˆMp
∂xq1
− s3Jˆ2tq2pq1
∂2UˆMp
∂xq1∂xq2
+
− s5Jˆ]tpUˆMp + sGˆtr1pq1
∂2UˆMp
∂xq1∂xr1
+ s(Yˆtr1pq1r2 − ˆ˜Ytr1r2pq1)
∂3UˆMp
∂xr1∂xr2∂xq1
+
18
− sSˆ2tr1r2pq1q2
∂4UˆMp
∂xq1∂xq2∂xr1∂xr2
+ bˆt, (104)
where the overall inertial tensors are (94),(95), (97) and (100), whereas the overall constitutive tensors are
(86), (87), (90), (92), respectively, and
Sˆ2tr1r2pq1q2 = ε
2〈GˆmhkijB(2,0)hkpq1q2B
(2,0)
hktr1r2
〉, (105)
Jˆ2tq2pq1 = Jˆ
2
pq1tq2 = −ε2〈GˆmhkijB(2,0)hkpq1q2B
(2,2)
ijp + Gˆ
m
hkijB
(2,0)
hktq2q1
B
(2,2)
ijt 〉. (106)
By applying the inverse Laplace transform L−1 to Eq. (85) and Eq. (104), the field equation at the macro-
scale corresponding to Eq. (4) is recast in the time domain as
ρU¨Mt + ρ(Itpq1 − I˜tq1p) ∗
∂U¨Mp
∂xq1
− ρItq2pq1 ∗
∂2U¨Mp
∂xq1∂xq2
+ ρI]tp ∗
....
U
M
p =
= −(J˙tpq1 − ˙˜Jtq1p) ∗
∂U¨Mp
∂xq1
− J˙ itq2pq1 ∗
∂2U¨Mp
∂xq1∂xq2
+
− J˙]tp ∗
....
U
M
p +Gtr1pq1 ∗
∂2U˙Mp
∂xq1∂xr1
+ (Ytr1pq1r2 − Y˜tr1r2pq1) ∗
∂3U˙Mp
∂xr1∂xr2∂xq1
+
− Sitr1r2pq1q2 ∗
∂4U˙Mp
∂xq1∂xq2∂xr1∂xr2
+ bt, (107)
where the superscript i = 1, 2 and the symbol ∗ stands for the convolution and the time derivative can be
moved from the constitutive tensor to the variable.
The constitutive tensor components in the time domain are
Gmtr1pq1 = L−1(Gˆmtr1pq1), (108)
(Ytr1pq1r2 − Y˜tr1r2pq1) = L−1(Yˆtr1pq1r2 − ˆ˜Ytr1r2pq1), (109)
Sitr1r2pq1q2 = L−1(Sˆitr1r2pq1q2), (110)
J˙tpq1 − ˙˜Jtq1p = L−1(s(Jˆtpq1 − ˆ˜Jtq1p)), (111)
J˙ itq2pq1 = L−1(sJˆ itq2pq1), (112)
J˙]tp = L−1(sJˆ]tp), (113)
with i = {1, 2}, whereas in the time domain the inertial tensor components and the acceleration result to be
(Itpq1 − I˜tq1p) = L−1(Iˆtpq1 − ˆ˜Itq1p), (114)
Itq2pq1 = L−1(Iˆtq2pq1), (115)
I]tp = L−1(Iˆ]tp), (116)
U¨Mt = L−1(s2UˆMt ). (117)
In case of a locally homogeneous material, i.e. if the miscrostructure disappears, the perturbation functions
N
(1,0)
ikl , N
(2,0)
iklp ,...., N
(3,0)
iklpq are zero and the components of the localization tensors defined in (80)-(83) vanish
except for B
(1,0)
hkpq1
, which becomes B
(1,0)
hkpq1
= 12
(
δhpδkq1 + δhq1δkp
)
and so the equation of motion of a classical
homogeneous continuum is retrieved.
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6.1 Dispersive wave propagation
In this Subsection, the Laplace and the Fourier transforms are applied to Eq. (107) with respect to time t
and to the slow variable x to obtain the field equation at the macroscale within the frequency and the wave
vector domain. In particular the two-sided Fourier transform of an arbitrary function f is defined as, Paley
and Wiener [1934]:
F(f(x)) = fˇ(k) =
∫ +∞
−∞
f(x)eιk·xdx =
∫ +∞
−∞
f(x)eιksxsdx, k ∈ R2, (118)
where k is a bidimensional vector and so the field equation at the macroscale in the transformed space is
rephrased as
s2ρ
ˇˆ
UMt + s
2ρι(Iˆtpq1 +
ˆ˜Itq1p)
ˇˆ
UMp kq1 + s
2ρIˆtq2pq1
ˇˆ
UMp kq1kq2 + s
4ρIˆ]tp
ˇˆ
UMp =
− s3ι(Jˆtpq1 − ˆ˜Jtq1p) ˇˆUMp kq1 − s3Jˆtq2pq1 ˇˆUMp kq1kq2+
− s5Jˆ]tp ˇˆUMp − sGˆtr1pq1 ˇˆUMp kq1kr2 − sι(Yˆtr1pq1r2 − ˆ˜Ytr1r2pq1) ˇˆUMp kr1kr2kq1+
− sSˆitr1r2pq1q2 ˇˆUMp kq1kq2kr1kr2 +
ˇˆ
bt, i = {1, 2}. (119)
The vector k is written respect to n as k = kn (k = ||k|| and ||n|| = 1), therefore the Eq. (119) becomes
s2ρ
ˇˆ
UMt + s
2ρι(Iˆtpq1 +
ˆ˜Itq1p)
ˇˆ
UMp knq1 + s
2ρIˆtq2pq1
ˇˆ
UMp k
2nq1nq2 + s
4ρIˆ]tp
ˇˆ
UMp =
= −s3ι(Jˆtpq1 − ˆ˜Jtq1p) ˇˆUMp knq1 − s3Jˆ itq2pq1 ˇˆUMp k2nq1nq2 − s5Jˆ]tp ˇˆUMp +
− sGˆtr1pq1 ˇˆUMp k2nq1nr2 − sι(Yˆtr1pq1r2 − ˆ˜Ytr1r2pq1) ˇˆUMp k3nr1nr2nq1+
− sSˆitr1r2pq1q2 ˇˆUMp k4nq1nq2nr1nr2 +
ˇˆ
bt, i = {1, 2}. (120)
In case of an orthotropic material the motion equation in the Laplace domain (104) along the direction eβ
(β = 1, 2) is rephased as
s2ρUˆMα − s2ρIˆαβαβ
∂2Uˆα
∂x2β
+ s4ρIˆααUˆ
M
α = (121)
= s3Jˆ iαβαβ
∂2UˆMα
∂x2β
− s5JˆααUˆMα + sGˆαβαβ
∂2UˆMα
∂x2β
− sSˆiαββαββ
∂4UˆMα
∂x4β
,
with i = {1, 2} and α = 1, 2. The Fourier transform (118) is applied to Eq. (121) with respect to the slow
variable x to retrieve the Christoffel equation depending on the complex angular frequency s and the wave
vector kβ ,
(s2ρ+ s2ρIˆαβαβk
2
β + s
4ρIˆαα + s
3Jˆ iαβαβk
2
β + s
5Jˆαα + sGˆαβαβk
2
β + sSˆ
i
αββαββk
4
β)
ˇˆ
UMα (kβ , s) = 0, i = {1, 2},
(122)
where
ˇˆ
U(kβ , s) stands for the Fourier transform of the transformed macro-displacement Uˆ(x, s). The Christof-
fel equation (122) defines the wave propagation in the viscoelastic medium that is embedded in the Laplace-
Fourier space. The dispersion function stemmed from Eq. (122) is
s2ρ+ s2ρIˆαβαβk
2
β + s
4ρIˆαα + s
3Jˆ iαβαβk
2
β + s
5Jˆαα + sGˆαβαβk
2
β + sSˆ
i
αββαββk
4
β = 0, i = {1, 2}. (123)
The dispersion function describes the longitudinal and the transverse oscillatory motion of the viscoelastic
homogeneous continuum.
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7 Homogenization of a bi-phase layered material
The model proposed in Section 6 is herein applied to a domain made of two layered materials, which have
thickness s1 and s2, and subject to L-periodic body forces b(x). The domain displays orthotropic phases and
the orthotropic axis is supposed to be parallel to the direction e1, see Fig. 2. In case of isotropic phases, for
the plane-stress state we have E˜ = E and ν˜ = ν, whereas for the plane-strain state E˜ = E1−ν2 and ν˜ =
ν
1−ν ,
where E is the Young’s modulus and ν is the Poisson’s ratio.
For sake of simplicity but without loss of generality, the components of the viscoelastic tensor are
Gi1111 = G
i
2222 = G
i,∞
1111(e
− tτr + 1), Gi1122 = G
i,∞
1122(e
− tτr + 1),
Gi1212 = G
i,∞
1212(e
− tτr + 1), i ∈ {1, 2}, (124)
where Gi,∞1111 =
E˜
1−ν˜2 , G
i,∞
1122 =
E˜ν˜
1−ν˜2 and G
i,∞
1212 =
E˜
2(1+ν˜) are the equilibrium elastic modulus with G
i,∞
1111 =
Gi,∞2222. It can be noticed that the viscoelastic tensor can be deemed as a term of the Prony series [Ferry,
1980] and so the proposed homogenization technique can be applied to any kind of sufficiently regular kernel,
since the overall constitutive and inertial tensor components have a general structure.
In addition, τr stands for the relaxation time and the superscript i represents either phase 1 or the phase 2.
The Laplace transform (8) applied to the components of the viscoelastic tensor (124) leads to
Gˆi1111 = Gˆ
i
2222 =
E˜
1− ν˜2
2τrs+ 1
s(sτr + 1)
, Gˆi1122 =
E˜ν˜
1− ν˜2
2τrs+ 1
s(sτr + 1)
,
Gˆi1212 =
E˜
2(1 + ν˜)
2τrs+ 1
s(sτr + 1)
, i ∈ {1, 2}. (125)
Finally the relation Cˆm
(
x
ε , s
)
= sGˆm
(
x
ε , s
)
provides the viscoelastic tensor components as
Cˆi1111 = Gˆ
i
2222 =
E˜
1− ν˜2
2τrs+ 1
(sτr + 1)
, Cˆi1122 =
E˜ν˜
1− ν˜2
2τrs+ 1
(sτr + 1)
,
Figure 2: Heterogeneous bidimensional domain with its layered periodic cell.
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Cˆi1212 =
E˜
2(1 + ν˜)
2τrs+ 1
(sτr + 1)
, i ∈ {1, 2}. (126)
The transformed components of the viscoelastic tensor (126) are employed to determine the perturbation
functions of first, second and third order, obtained by solving the cell problems (33), (36), (42), (see Appendix
C for the structure of the perturbation functions).
The following dimensionless quantities are introduced
rρ =
ρ1
ρ2
, rE =
E˜1
E˜2
, τς =
τr
s2
√
E˜2
ρ2
, η =
s1
s2
,
where rρ stands for the ratio between the densities, rE is the ratio between the Young’s moduli related to
phase 1 and phase 2, τς is the relaxation time and η is the ratio between the thicknesses of the layers s1 and
s2.
The perturbation function N
(2,2)
22 is analytically computed by solving the cell problem (39) supplied with
the interface conditions (40) in Sec. 4, with respect to the phase 1 and the phase 2, and the structure of
N
(2,2)
22 is reported in terms of the geometric and mechanical properties of the periodic domain in Eq. (165).
Such function depends on the fast variable ξ2, which is perpendicular to the transversal direction e1, as well
as on the complex parameter s. The perturbation function is non-dimensionalized as
N
(2,2)
22 E˜2
ρ2
and its real
part
Re(N
(2,2)
22 )E˜2
ρ2
and its imaginary part
Im(N
(2,2)
22 )E˜2
ρ2
are taken into account since s is a complex number.
Fig. 3-(a) shows the real part of
N
(2,2)
22 E˜2
ρ2
along the periodic cell vs. the real part of s, Re(s), and the vertical
coordinate ξ2.
Fig. 3-(b) depicts the dependence of
Re(N
(2,2)
22 )E˜2
ρ2
with respect to the imaginary part of s, Im(s), and ξ2.
The imaginary part of
N
(2,2)
22 E˜2
ρ2
is shown in Fig. 3-(c) vs. Re(s) and in Fig. 3-(d) vs. Im(s), by varying the
vertical coordinate ξ2.
The cell problem (41) equipped with the interface conditions (42) provides the perturbation function N
(3,2)
222
and its formulation is explicitely expressed in Eq. (193), where there is point in noticing they take into ac-
count of the effect of the microstructural heterogeneities of the domain. The real part and the imaginary part
of the dimensionless perturbation function
N
(3,2)
222 E˜2
ρ2
are considered, which are
Re(N
(3,2)
222 )E˜2
ρ2
and
Im(N
(3,2)
222 )E˜2
ρ2
.
Fig. 4-(a) and Fig. 4-(b) show how the real part of
N
(3,2)
222 E˜2
ρ2
depends on the real and imaginary parts of s
by varying the vertical coordinate ξ2.
Fig. 4-(c) and Fig. 4-(d) show that the imaginary part of
N
(3,2)
222 E˜2
ρ2
depends on Re(s) and Im(s) and the
vertical coordinate ξ2.
In particular, the poles of dimensionless perturbation functions are emphasized in Fig. 3-a, Fig. 3-c, Fig. 4-a
and Fig. 4-c. In all the previous figures, it is straightforward that the dimensionless perturbation functions
Re(N
(2,2)
22 )E˜2
ρ2
,
Im(N
(2,2)
22 )E˜2
ρ2
,
Re(N
(3,2)
222 )E˜2
ρ2
and
Im(N
(3,2)
222 )E˜2
ρ2
are Q-periodic, they have vanishing mean values
over the unit cell Q and they are smooth along the boundaries of Q, as expected.
The Poisson ratios are assumed to be equal for both phases ν˜1 = ν˜2 = 0.2 and the dimensionless relaxation
time is τς = 10. In addition, the dimensionless Young’s modulus is rE = 10, the density is rρ = 10 and the
ratio between the thicknesses is η = 1.
The transformed inertial tensor components Jˆ11, Jˆ
2
1111 and Iˆ11, referred to the wave propagation along the
transversal direction e1, are taken into account. They are affected by the complex angular frequency s and
their dimensionless components are written as
Jˆ11
√
E˜2
ρ2
ε2s2ρ2
,
Jˆ21111
√
E˜2
ρ2
ε2s2ρ2
and Iˆ11E˜2ε2ρ2 . The Re(s)-axis is assumed to
be negative and therefore the poles of the dimensionless components are visible in Figs. 5, 6 and 7.
The second order transformed inertial tensor component
Jˆ11
√
E˜2
ρ2
ε2s2ρ2
is computed by means of Eq. (92) and it
is decomposed into its real part
Re(Jˆ11)
√
E˜2
ρ2
ε2s2ρ2
and its imaginary part
Im(Jˆ11)
√
E˜2
ρ2
ε2s2ρ2
, due to the presence of the
complex frequency s.
Fig. 5-(a) shows the behaviour of
Re(Jˆ11)
√
E˜2
ρ2
ε2s2ρ2
by varying the real part and the imaginary part of s. In
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Figure 3: (a) Dimensionless real part Re(Nˆ
(2,2)
22 )E˜2/ρ2 vs. the real part of s, Re(s), and the coordinate ξ2.
(b) Dimensionless real part Re(Nˆ
(2,2)
22 )E˜2/ρ2 vs. the imaginary part of s, Im(s), and ξ2. (c) Dimensionless
imaginary part Im(Nˆ
(2,2)
22 )E˜2/ρ2 vs. the real part of s, Re(s), and the coordinate ξ2. (d) Dimensionless
imaginary part Im(Nˆ
(2,2)
22 )E˜2/ρ2 vs. the imaginary part of s, Im(s), and ξ2 obtained for rρ = 10, rE = 10,
τς = 10, ν˜1 = ν˜2 = 0.2 and η = 1.
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Figure 4: (a) Dimensionless real part of the perturbation function Nˆ
(3,2)
222 , Re(Nˆ
(3,2)
222 )E˜2/ρ2, vs. the real part
of s, Re(s), and the coordinate ξ2. (b) Dimensionless real part Re(Nˆ
(3,2)
222 )E˜2/ρ2 vs. the imaginary part of
s, Im(s), and ξ2. (c) Dimensionless imaginary part Re(Nˆ
(3,2)
222 )E˜2/ρ2 vs. Re(s), and ξ2.(d) Dimensionless
imaginary part Re(Nˆ
(3,2)
222 )E˜2/ρ2 vs. Re(s), and ξ2, obtained for rρ = 10, rE = 10, τς = 10, ν˜1 = ν˜2 = 0.2
and η = 1.
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Figure 5: (a) Dimensionless real part component Re(Jˆ11)
√
E˜2
ρ2
/ε2s2ρ2 vs. the real part of s, Re(s), and the
imaginary part of s, Im(s). (b) Dimensionless imaginary part component Im(Jˆ211)
√
E˜2
ρ2
/ε2s2ρ2 vs. the real
part of s, Re(s), and the imaginary part of s, Im(s), with rρ = 10, rE = 10, τς = 10, ν˜1 = ν˜2 = 0.2 and
η = 1.
particular it can be observed that the real part of
Jˆ11
√
E˜2
ρ2
ε2s2ρ2
is symmetric with respect to the Re(s)-axis.
In Fig. 5-(b) the imaginary part
Im(Jˆ11)
√
E˜2
ρ2
ε2s2ρ2
is plotted with respect to the real part of s, Re(s), and the
imaginary part of s, Im(s). The function assumes either positive or negative values and it is symmetric
respect to zero.
Eq. (98) allows computing the transformed second order inertial tensor component Iˆ11E˜2ε2ρ2 , which is decom-
posed into its real part Re(Iˆ11)E˜2ε2ρ2 and its imaginary part
Im(Iˆ11)E˜2
ε2ρ2
.
The dependency of Re(Iˆ11)E˜2ε2ρ2 and
Im(Iˆ11)E˜2
ε2ρ2
on the real part and the imaginary part of s is shown in Figs.
6-(a) and 6-(b). The symmetry of Re(Iˆ11)E˜2ε2ρ2 with respect to Re(s)-axis and of
Im(Iˆ11)E˜2
ε2ρ2
with respect to zero
are shown.
Finally, in Figs. 7-(a) and 7-(b), the real part of the dimensionless fourth order inertial tensor component
Re(Jˆ21111)
√
E˜2
ρ2
ε2s2ρ2
and its imaginary part
Im(Jˆ21111)
√
E˜2
ρ2
ε2s2ρ2
are plotted vs. the real and the imaginary parts of the
complex frequency s. It is worth to noticing that the inertial tensor component Jˆ11111 stemming from the
approach 1 is vanishing.
Fig. 8-(a) shows that the magnitudes of the constitutive tensor components Sˆ1111111 and Sˆ
2
111111, deter-
mined for the compressional waves along the direction e1, are compared in terms of the magnitude of s and
the non-dimensional Young’s modulus rE . |Sˆ1111111| decreases more steadily than |Sˆ2111111|, as 110 < rE < 1,
and both are equal to zero when the material is homogeneous, i.e. when rE = 1. With increasing the di-
mensionless Young’s modulus rE , a significant rise in |Sˆ2111111| is observed as compared to |Sˆ1111111|. Finally
as |s| goes up, |Sˆ1111111| decreases more slowly than |Sˆ2111111|.
In Fig. 8-(b) the magnitudes of Sˆ1211211 and Sˆ
2
211211 are plotted with respect to the magnitude of the complex
angular frequency |s| and the non-dimensional Young’s modulus rE . They are computed for the shear waves
travelling along the layering direction e1. It can be observed that if
1
10 < rE < 1, the magnitudes of Sˆ
1
211211
and Sˆ2211211 decrease down to zero when the material is homogeneous. A rise in rE (with rE > 1) makes
|Sˆ1211211| and |Sˆ2211211| increasing rapidly. Moreover, a growth in the magnitude of s leads |Sˆ1211211| and
|Sˆ2211211| to decrease.
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Figure 6: (a) Dimensionless real part component Re(Iˆ11)E˜2/ε
2s2 vs. the real part of s, Re(s), and the
imaginary part of s, Im(s). (b) Dimensionless component Im(Iˆ11)E˜2/ε
2s2 vs. the real part of s, Re(s), and
the imaginary part of s, Im(s), obtained for rρ = 10, rE = 10, τς = 10, ν˜1 = ν˜2 = 0.2 and η = 1.
Fig. 8-(c) depicts the behaviour of the magnitudes of the transformed viscoelastic component Gˆ1212 related
to the shear wave travelling along e2. It is observed that the trend of |Gˆ1212| steadely increases by a rise in
the Young’s modulus and by varying the magnitude of the complex frequency s.
Fig. 8-(d) shows the magnitude of the transformend viscoelastic component Gˆ1111 concerning with the com-
pressional wave along e1. |Gˆ1111| significantly grows up in the interval 110 < rE < 4 by varying |s| and then
its trend becomes a plateau.
Figure 7: (a) Dimensionless real part component Re(Jˆ21111)
√
E˜2
ρ2
/ε2s2ρ2 vs. the real part of s, Re(s), and
the imaginary part of s, Im(s). (a) Dimensionless imaginary part component Im(Jˆ21111)
√
E˜2
ρ2
/ε2s2ρ2 vs. the
real part of s, Re(s), and the imaginary part of s, Im(s). Both are retrieved for rρ = 10, rE = 10, τς = 10,
ν˜1 = ν˜2 = 0.2 and η = 1.
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Figure 8: (a) The magnitude of the constitutive tensor Sˆ1111111 (red) is compared with |Sˆ2111111| (violet) by
varying the dimensionless Young’s modulus rE and the magnitude of s. (b) |Sˆ1211211| (gold) and |Sˆ2211211|
(green) are compared with respect to rE and |s|.(c) |Gˆ1212| is depicted by varying the Young’s modulus rE
and the magnitude of s. (d) |Gˆ1111| is represented by changing rE and the magnitude of s. The graphs are
obtained for rρ = 10, τς = 10, ν˜1 = ν˜2 = 0.2, η = 1 and the argument of the s is θ = 0.
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7.1 Benchmark test: homogenized problem vs. heterogeneous material
A horizontal (or vertical) sample of length L = L1(= L2) is taken into account since the body forces and
the heterogeneous domain are periodic. The solution of the heterogeneous model is provided by a numerical
procedure, accounting for the actual heterogeneous composition of the layered composite, and it is compared
with the solution deriving from the homogenized model. The field equation (121) is written as
sGˆαβαβ
∂2UˆMα
∂x2β
− sSˆiαββαββ
∂4UˆMα
∂x4β
= −bˆα, (127)
where i = {1, 2} and the indices α and β are not summed. The shear problem takes place for α 6= β whereas
the compressional problem for α = β. The transformed macro-displacement is determined from Eq. (127)
UˆMα (xβ) =
(Lβ
2pi
)2 bˆα
sGˆαβαβ
[
1 +
(
2pik
Lβ
)2 Sˆiαββαββ
Gˆαβαβ
] , (128)
with i = 1, 2 and k = 1, 2, .. The dimensionless transformed macro-displacement is written as
˜ˆ
UMα =
UˆMα E˜1
Υα
(
Lβ
2pi
)2 , (129)
where E˜1 is the Young’s modulus related to the phase 1. A FE method provides the macro-displacements
UˆMα , computed for each individual unit cell composing the sample of length L/ε = 11, with amplitute Υα = 1
N/mm3, E˜1 = 10000 MPa, E˜2 = 1000 MPa, ν˜1 = ν˜2 = 0.2, τς = 5, η = 1 and rρ = 10.
The homogenized and the heterogeneous problems are supposed to be in a plane stress state. In Fig. 9-(a)
the magnitude of the dimensionless transformed macro-displacement (129) with α = 1, obtained by solving
analytically the field equation (127) along the direction x1, is compared with the solution provided by a finite
element analysis of the heterogeneous domain equipped with proper periodic boundary conditions on the
displacement. The continuous curve stands for the analytical dimensionless transformed macro-displacement
˜ˆ
UM1 (x1), which is derived from the method 1 providing the overall constitutive tensor Sˆ
1
111111, Eq. (234).
The dotted curve represents the analytical dimensionless transformed macro- displacement
˜ˆ
UM1 (x1) and
derives from the alternative method 2, which provides the overall constitutive tensor Sˆ2111111, Eq. (240).
Finally, the diamonds stand for the numerical results related to the heterogeneous model and obtained from
the corresponding microscopic solution through the up-scaling relation (55) and considering the imaginary
part of the body force bˆ1 = Υ1 sin
2pik
L1
x1, with k = 1.
All the methods are compared in Fig. 9-(a) and three values for the dimensionless parameter sς = ss2/
√
E˜2
ρ2
are considered. The red curves and diamonds are obtained for sς = −2, the blue curves and diamonds are
given for sς = −0.5 and finally the green ones stand for sς = −0.3. By increasing the values of sς a gradual
reduction in the behaviour of the solution is emphasized. In Fig. 9-(b) the magnitude of the analytical
dimensionless transformed macro-displacement
˜ˆ
UM2 (x1), which is obtained from the method 1 (continuous
curve), and the transformed macro-displacement stemming from the method 2 (dotted curve) are put in
relation with the heterogeneous solution (diamonds) for three increasing values of sς , which are sς = −2 (red
one), sς = −0.5 (blue one) and sς = −0.3 (green one) respectively. The dotted and the continuous curves
are almost coincident.
Both for the compressional and shear problems 9-(a) and 9-(b), there is a very agreement deal between the
solution of both homogenized models and the numerical solution of the heterogeneous approach in the static
case. Along the orthotropic direction x2, the
overall constitutive tensors Sˆi122122 and Sˆ
i
222222, with i = 1, 2, are equal to zero and so the transformed
macro-displacement (128) assumes the form UˆMα (x2) =
(
L2
2pi
)2 Υα sin 2piL2 x2
sGˆα2α2
, with α = 1, 2. Therefore, the
magnitude of the dimensionless macro-displacement field
˜ˆ
UM1 (x2) (Fig. 9-(c)) and the magnitude of the
dimensionless macro- displacement UˆM2 (x2) (Fig. 9-(d)), represented by continuous curves, are compared
with the numerical macro-displacements associated with the heterogeneous model (diamonds), by varying
three values of the dimensionless parameter sς , which are sς = −2 (red one), sς = −0.5 (blue one) and
sς = −0.3 (green one) respectively.
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Figure 9: (a) Magnitude of the dimensionless macro-displacement component ˜ˆUM1 (x1) induced by the harmonic
body force bˆ1(x1) and (b) | ˜ˆUM2 (x1)| caused by bˆ2(x1) along direction x1.(c) Magnitude of the component ˜ˆUM1 (x2)
induced by bˆ1(x2) and (d) | ˜ˆUM2 (x2)| produced by bˆ2(x2) along x2. The solution given by the homogenized model
1 (continuous curves) and the homogenized model 2 (dotted curves) are compared with the solution given by the
heterogeneous one (diamonds). The red curves are given for the dimensionless parameter sς = −2, the blue curves
for sς = −0.5 and the green ones for sς = −0.3.
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7.2 Dispersion curves for layered materials
The dispersion relation (123) is an implicit function depending on the real part of s, Re(s), its imaginary
part, Im(s), and the wave number kβ , β = 1, 2, which have been non-dimensionalized as
Re(s)s2√
E˜2
ρ2
, Im(s)s2√
E˜2
ρ2
and kβε. Eq. (123) provides the dispersion curves related to the dynamic homogenization model and its
simplified version presented in Sec. (6).
The dispersion curves obtained with two approaches are compared in Fig. 10 and Fig. 11. The curves
given by the dynamic homogenization model are plotted with a thicker line than the ones obtained with the
simplified version and it is observed that the curves produced from both approaches are pretty coincident
in the range of the considered wave-number. The dual nature of a viscoelastic material is reflected by the
presence of the complex parameter s. Its real part is related to the viscosity of the material whereas its
imaginary part deals with its elastic behaviour. Therefore, the dispersion curves lay both on the real axis of
s, which describes the wave propagation, and its imaginary axis, which characterizes the damping.
Fig. 10 and Fig. 11 illustrate the variation of the dimensionless real part of s in terms of the dimensionless
imaginary part of s and the dimensionless wave number. In case of dispersion curves that travel along the
axis eβ , the wave number kβε belongs to the
interval [0, pi], with β = 1, 2.
Fig. 10-(a) shows the curves obtained for three values of the Young’s modulus. The orange one corresponds
to rE = 20, the blue one to rE = 15 and the green one to rE = 10. The values for τς = 2, η = 1 and rρ = 10
are supposed to be fixed. The curves are monotonically increasing and as rE goes down they gradually
decline.
Fig. 10-(b) shows curves obtained for three values of the relaxation time τς . For low values of τς , namely
τς = 1, which is represented by the orange curve, and τς = 2, identified by the blue curve, the viscoelasticity
strongly affects the dispersion curves, which are enterely embedded in the real and the imaginary plane. By
increasing the relaxation time τς = ∞, the elastic behaviour is retrieved (green curve), infact the curve is
squeezed in the imaginary axes of the complex frequency.
Fig. 10-(c) highlights the trends of three curves developped by setting three different values of the dimen-
sionless ratio between the thicknesses of the material. The blue curve is obtained for η = 1, the orange one
for η = 2 and the green one for η = 6, with fixed values of the dimensionless parameters rE = 10, τς = 2
and rρ = 10. A rise in the ratio implies that the corresponding curves become more flatten.
Finally, Fig. 10-(d) represents how for three increasing values of the dimensionless density the related curves
are influenced. The green curve is given with rρ = 5, the blue one with rρ = 10 and the orange one corre-
sponds to rρ = 50, by fixing rE = 10, τς = 2 and η = 1.
In Fig. 11 dispersion curves that travel along the axis e2 are taken into account. In Fig. 11 the curves
achieved from approach 1 and approach 2 are compared.
In Fig. 11-(a), the values of the dimensionless parameters are set as τς = 2, η = 1 and rρ = 10. The
orange curve obtained for rE = 100 and the blue one for rE = 3 have a similar trend. By considering a
lower dimensionless Young’s modulus rE = 0.1, the green curve is recovered, which is strongly overwhelmed
with respect to the previous ones. Fig. 11-(b) shows that by increasing the relaxation time τς up to high
values (τς = ∞) the green curve is achieved and so the viscoelastic effect is negligible. As the relaxation
time assumes low values (τς = 1 and τς = 7) the corresponding curves (the orange and the blue one) are
strongly influenced by the viscoelastic response. The dimensionless parameters are set as rE = 10, τς = 2
and rρ = 10.
In Fig. 11-(c) by setting three values for the dimensionless ratio between the thicknesses of the material,
the following curves are accomplished: the blue curve is stemmed for η = 1, the orange one for η = 2 and
the green one for η = 6, with fixed values of the non-dimensional parameters rE = 10, τς = 2 and rρ = 10.
As the ratio increases the curves become more and more flatten. Fig. 11-(d) shows the curves obtained for
three values of the dimensionless density. The green one relates to rρ = 5, the blue curve corresponds with
the value rρ = 10 and the orange one rρ = 50, with the constant parameters rE = 10, τς = 2 and η = 1.
The diagram emphasises that the higher the density is, the more sqeezed the curve is.
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Figure 10: dispersion curves along the direction e1 derived with two approaches (a) by varying the dimen-
sionless Young’s modulus: rE = 20 (orange), rE = 15 (blue) and rE = 10 (green), (b) by modifying the
dimensionless relaxation time: τς = 1 (orange), τς = 2 (blue) and τς =∞ (green), (c) with different values of
the dimensionless thickness ratio: η = 2 (orange), η = 1 (blue) and η = 6 (green), (d) with different values
of the dimensionless density: rρ = 50 (orange), rρ = 10 (blue) and rρ = 5 (green).
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Figure 11: dispersion curves along e2 derived with two approaches, (a) by varying the Young’s modulus:
rE = 100 (orange), rE = 3 (blue) and rE = 0.1 (green), (b) by modifying the nondimensional relaxation
time: τς = 1 (orange), τς = 7 (blue) and τς =∞ (green), (c) with three values of the thickness ratio: η = 2
(orange), η = 1 (blue) and η = 6 (green), (d) with different values of the dimensionless density: rρ = 50
(orange), rρ = 10 (blue) and rρ = 5 (green).
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8 Conclusions
The paper proposed a variational-asymptotic homogenization model for viscoelastic materials having a peri-
odic microstructure. Specifically, the field equations at the micro-scale have been derived and transposed into
the Laplace domain to treat viscoelasticity, relying on the complex frequency and the micro-relaxation tensor.
Next, the down-scaling relation and the up-scaling relation have been detailed. In particular, the down-scaling
relation relates the transformed micro-displacement field to the transformed macro-displacement field and
its gradients by means of the perturbation functions, which are the solutions of the cell problems defined
over the unit cell Q. Perturbation functions are Q-periodic and have vanishing mean values over the unit
cell. On the other hand, the up-scaling relation defines the transformed macro-displacement field as the
mean value of the transformed micro-displacement field over the unit cell Q.
By introducing the down-scaling relation into the field equations at the micro-scale of the viscoelastic ma-
terial, the average field equations of infinite order have been determined. Their truncation at an arbitrary
order could not ensure the ellipticity of the differential problem.
To avoid such an issue, two methods, based on a variational-asymptotic approach, have been invoked. Ac-
cording to the first method, the down-scaling relation is replaced into the transformed energy-like functional,
which is truncated at the second order. By imposing the first variation of the truncated energy-like functional
equal to zero, the field equation at the macro-scale and the overall inertial and constitutive tensors have been
determined. In the second method, the gradient related to the down-scaling relation has been approximated
at the first order and the transformed micro-displacement has been truncated at second order. Both are
introduced into the transformed energy-like functional and, from its first variation, the field equation at the
macro-scale and the corresponding overall inertial and constitutive tensors have been derived. In both meth-
ods, the overall constitutive tensors depend on the localization functions, whereas the overall inertial tensors
are expressed through the perturbation functions. In the limit case of an homogeneous material without
heterogeneities, the perturbation functions consistently become identically equal to zero, the components of
the localization tensors vanish and the equation of motion of the classical continuum has been retrieved.
The proposed model has been applied to a bi-phase layered material with isotropic phases, subject to L-
periodic body forces. In such a case, some of the perturbation functions and some of the components of the
overall inertial tensors have been computed and displayed to remark their dependence on the real part and
on the imaginary part of the complex frequency.
Moreover, the analytical solutions for the transformed macro-displacement field derived from the two homog-
enized models and subjected to harmonic volume forces have been compared with the reference numerical
solution obtained from a finite element analysis of the heterogeneous model, for three different values of the
complex frequency. A good agreement between the three models has been achieved, proving the validity of
the proposed homogenized methods.
Finally, a detailed parametric study of the dispersion function, derived from the generalized Christoffel
equation, allowed determining the behaviour of the dispersion curves through the viscoelastic medium along
two orthogonal axis, for both homogenized methods. An optimal matching between the dispersion curves
derived from the two methods has been pointed out. The variational-asymptotic homogenization method
herein described is helpful to detect the effective viscoelastic properties of many composite materials and it
may be adopted for the manufacture and the design of more efficient and sophisticated devices, for a large
spectra of applications.
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Appendix A. Higher order recursive differential problems
The recursive differential problems are established at order ε, ε2, ε2w˜−1 and ε2w˜, with w˜ ∈ Z and w˜ ≥ 2 and
they are helpful to formulate the cell problems in section 4.
Taking account of the solutions (27) and (32) related to the differential problems at order ε−1 and ε0,
respectively, the differential problem at order ε, stemmed from equation (19), is(
Cˆmijhkuˆ
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,j
+
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The solvability condition of differential problem (130) in the class of Q−periodic functions and the
divergence theorem yield to
f
(3)
i (x) =
〈
CˆmikhjN
(2,0)
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and consequentely the solution of the differential problem at order ε is
uˆ
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Again, considering the solutions (32) and (133) related to the differential problems at order ε0 and ε,
respectively, the differential problem at order ε2, derived from equation (19), is(
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The solvability condition of differential problem (134) in the class of Q−periodic functions and the
divergence theorem lead to
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and consequentely the solution of the differential problem at order ε2 is
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The generic recursive differential problem of odd order ε2w˜−1, with w˜ ∈ Z and w˜ ≥ 2, is
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(1− δ1n) 1
2w˜ − 2n+ 1
∑
P∗(q)
〈Cˆmiq2w˜+1−2nhq2w˜−2nN (2w˜−1,2n)hpq1...q2w˜−1−2n+
+ Cˆmiq2w˜+1−2nhjN
(2w˜,2n)
hpq1...q2w˜−2n,j − ρmN
(2w˜−1,2n−2)
ipq1...q2w˜+1−2n〉
∂2w˜+1−2nUˆMp
∂xq1 ...∂xq2w˜+1−2n
s2n+
+ 〈Cˆmiq1hkN (2w˜,2w˜)hp,k − ρmN (2w˜−1,2w˜−2)ipq1 〉
∂Uˆmp
∂xq1
s2w˜,
and their interface conditions are [[
uˆ
(2w˜+1)
h
]]∣∣∣
ξ∈Σ1
= 0 (139)
and[[(
Cˆmijhkuˆ
(2w˜+1)
h,k +
1
2w˜ + 1
∑
P∗(q)
(
Cˆmijhq2w˜+1N
(2w˜,0)
hpq1...q2w˜
) ∂2w˜+1UˆMp
∂xq1 ...∂xq2w˜+1
+
38
+
1
2w˜ − 1
∑
P∗(q)
(
Cˆmijhq2w˜−1N
(2w˜,2)
hpq1...q2w˜−2
) ∂2w˜−1UˆMp
∂xq1 ...∂xq2w˜−1
s2+
+
n=w˜−1∑
n=1
(1− δ1n) 1
2w˜ − 2n+ 1
∑
P∗(q)
(
Cˆmijhq2w˜+1−2nN
(2w˜,2n)
hpq1...q2w˜−2n
) ∂2w˜+1−2nUˆMp
∂xq1 ...∂xq2w˜+1−2n
s2n+
+ Cˆmijhq1N
(2w˜,2w˜)
hp
∂UˆMp
∂xq1
s2w˜
)
nj
]]∣∣∣
ξ∈Σ1
= 0.
The generic recursive differential problem of even order ε2w˜ is
(Cˆmijhku
(2w˜+2)
h,k )j +
1
2w˜ + 2
∑
P∗(q)
[(
Cˆmijhq2w˜+2N
(2w˜+1)
hpq1...q2w˜+1
)
,j
+ Cˆmiq2w˜+2hjN
(2w˜+1)
hpq1...q2w˜+1,j
+ (140)
+ Cˆmiq2w˜+2hq2w˜+1N
(2w˜)
hpq1...q2w˜
] ∂2w˜+2UˆMp
∂xq1 ...∂xq2w˜+2
+
1
2w˜
∑
P∗(q)
[(
Cˆmijhq2w˜N
(2w˜+1,2)
hpq1...q2w˜−1
)
,j
+
+ Cˆmiq2w˜hq2w˜−1N
(2w˜,2)
hpq1...q2w˜−2 + Cˆ
m
iq2w˜hjN
(2w˜+1,2)
hpq1...q2w˜−1,j − ρmN
(2w˜)
ipq1...q2w˜
] ∂2w˜UˆMp
∂xq1 ...∂xq2w˜
s2+
+
n=w˜−1∑
n=1
(1− δ1n) 1
22w˜−2n+2
∑
P∗(q)
[(
Cˆmijhq2w˜−2n+2N
(2w˜+1,2n)
hpq1...q2w˜−2n+1
)
,j
+ Cˆmiq2w˜−2n+2hq2w˜+1−2nN
(2w˜,2n)
hpq1...q2w˜−2n+
+ Cˆmiq2w˜+2−2nhjN
(2w˜+1,2n)
hpq1...q2w˜+1−2n,j − ρmN
(2w˜,2n−2)
ipq1...q2w˜+2−2n
] ∂2w˜+2−2nUˆMp
∂xq1 ...∂xq2w˜+2−2n
s2n+
+
1
2
[(
Cˆmijhq2N
(2w˜+1,2wˆ)
hpq1
)
,j
+ Cˆmiq2hq1N
(2w˜,2w˜)
hp + Cˆ
m
iq2hjN
(2w˜+1,2w˜)
hpq1,j
− ρmN (2w˜,2w˜−2)ipq1q2 +
+ Cˆmijhq1N
(2w˜+1,2wˆ)
hpq2
)
,j
+ Cˆmiq1hq2N
(2w˜,2w˜)
hp + Cˆ
m
iq1hjN
(2w˜+1,2w˜)
hpq2,j
− ρmN (2w˜,2w˜−2)ipq2q1
] ∂2Uˆmp
∂xq1∂xq2
s2w˜ − ρmN (2w˜,2w˜)ip UˆMp s2w˜ =
=
1
2w˜ + 2
∑
P∗(q)
〈Cˆmiq2m˜+2hjN (2w˜+1)hpq1...q2w˜+1,j + Cˆmiq2w˜+2hq2w˜+1N
(2w˜)
hpq1...q2w˜
〉 ∂
2w˜+2UˆMp
∂xq1 ...∂xq2w˜+2
+
+
1
2w˜
∑
P (q)
〈Cˆmiq2w˜hq2w˜−1N (2w˜,2)hpq1...q2w˜−2 + Cˆmiq2w˜hjN
(2w˜+1,2)
hpq1...q2w˜−1,j − ρmN
(2w˜)
ipq1...q2w˜
〉 ∂
2w˜UˆMp
∂xq1 ...∂xq2w˜
s2+
+
n=w˜−1∑
n=1
(1− δ1n) 1
2w˜ − 2n+ 2
∑
P∗(q)
〈Cˆmiq2w˜−2n+2hq2w˜+1−2nN (2w˜,2n)hpq1...q2w˜−2n+
+ Cˆmiq2w˜+2−2nhjN
(2w˜+1,2n)
hpq1...q2w˜+1−2n,j − ρmN
(2w˜,2n−2)
ipq1...q2w˜+2−2n〉
∂2w˜+2−2nUˆMp
∂xq1 ...∂xq2w˜+2−2n
s2n+
39
+
1
2
[(
Cˆmiq2hq1N
(2w˜,2w˜)
hp + Cˆ
m
iq2hjN
(2w˜+1,2w˜)
hpq1,j
− ρmN (2w˜,2w˜−2)ipq1q2 +
+ Cˆmiq1hq2N
(2w˜,2w˜)
hp + Cˆ
m
iq1hjN
(2w˜+1,2w˜)
hpq2,j
− ρmN (2w˜,2w˜−2)ipq2q1
] ∂2Uˆmp
∂xq1∂xq2
s2w˜ − 〈ρmN (2w˜,2w˜)ip 〉UˆMp s2w˜,
and their interface conditions are [[
uˆ
(2w˜+2)
h
]]∣∣∣
ξ∈Σ1
= 0 (141)
and[[(
Cˆmijhkuˆ
(2w˜+2)
h,k +
1
2w˜ + 2
∑
P∗(q)
(
Cˆmijhq2w˜+2N
(2w˜+1,0)
hpq1...q2w˜+1
) ∂2w˜+2UˆMp
∂xq1 ...∂xq2w˜+2
+ (142)
+
1
2w˜
∑
P∗(q)
(
Cˆmijhq2w˜N
(2w˜+1,2)
hpq1...q2w˜−1
) ∂2w˜UˆMp
∂xq1 ...∂xq2w˜
s2+
+
n=w˜−1∑
n=1
(1− δ1n) 1
2w˜ − 2n+ 2
∑
P∗(q)
(
Cˆmijhq2w˜−2n+2N
(2w˜+1,2n)
hpq1...q2w˜−2n+1
) ∂2w˜+2−2nUˆMp
∂xq1 ...∂xq2w˜+2−2n
s2n+
+
1
2
[(
Cˆmijhq2N
(2w˜+1,2m˜)
hpq1
+ Cˆmijhq1N
(2w˜+1,2w˜)
hpq2
) ∂2UˆMp
∂xq1∂xq2
s2w˜
])
nj
]]∣∣∣
ξ∈Σ1
= 0.
Appendix B. Symmetrization of the localization tensors
In order to perform the symmetrization of a tensor Zhkpq1...qn with respect to the indices q1...qn, the set
P ∗(q), which consists of all permutations with no fixed indices, is considered. For instance, if |q| = n, it
results that P ∗(q) =
{
f1 =
(
q1 → q1, q2 → q2, ..., qn → qn
)
, ..., fn =
(
q1 → qn, q2 → q1, ..., qn → q2
)}
and
the tensor Zhkpq1...qn is symmetrized with respect to q1, ..., qn as
1
n
∑
P∗(q)
Zhkpq1...qn =
1
n
(
Zhkpq1...qn + ...+ Zhkpqnq1..q2
)
.
In particular, if |q| = 2 then the permutations set P ∗(q) with no fixed points is P ∗(q) =
{
f1 =
(
q1 →
q1, q2 → q2
)
, f2 =
(
q1 → q2, q2 → q1
)}
and the symmetrization with respect to q1 and q2 of the localization
tensor B˜
(2,0)
hkpq1q2
=
(
δkq2N
(1,0)
hpq1
+N
(2,0)
hpq1q2,k
)
results
B
(2,0)
hkpq1q2
=
1
2
(
δkq2N
(1,0)
hpq1
+ δkq1N
(1,0)
hpq2
+N
(2,0)
hpq1q2,k
+N
(2,0)
hpq2q1,k
)
=
=
1
2
(
δkq2N
(1,0)
hpq1
+ δkq1N
(1,0)
hpq2
)
+N
(2,0)
hpq1q2,k
. (143)
In case of |q| = 3, the permutations set P ∗(q) having no fixed points is P ∗(q) =
{
f1 =
(
q1 → q1, q2 →
q2, q3 → q3
)
, f2 =
(
q1 → q2, q2 → q3, q3 → q1
)
, f3 =
(
q1 → q3, q2 → q1, q3 → q2
)}
and the localization
tensor B˜
(3,0)
hkpq1q2q3
=
(
δkq3N
(2,0)
hpq1q2
+N
(3,0)
hpq1q2q3,k
)
is symmetrized with respect to q1, q2 and q3 as
B
(3,0)
hkpq1q2q3
=
1
3
(
δkq3N
(2,0)
hpq1q2
+ δkq1N
(2,0)
hpq2q3
+ δkq2N
(2,0)
hpq3q1
+
40
+N
(3,0)
hpq1q2q3,k
+N
(3,0)
hpq2q3q1,k
+N
(3,0)
hpq3q1q2,k
)
=
=
1
3
(
δkq3N
(2,0)
hpq1q2
+ δkq1N
(2,0)
hpq2q3
+ δkq2N
(2,0)
hpq3q1
)
+N
(3,0)
hpq1q2q3,k
, (144)
as it appears in Eq. (79).
Appendix C. Perturbation functions of first, second and third order
Appendix C.1. Perturbation function of first order N
(1,0)
hpq
Let Ω be a layered domain obtained as a d2− periodic arrangement of two different layers whose thick-
ness is s1 and s2 (here d2 = s1 + s2 and η = s1/s2 are defined). The phases are supposed to be homogeneous
and orthotropic, with an orthotropic axis coincident with the layering direction e1. The micro-fluctuation
functions N
(1,0)i
hpq are analytically obtained by solving the first cell problems (33). The superscript i = {1, 2}
stands for the phase 1 and the phase 2 and they are formulated as
N
(1,0)1
211 = −
(
Cˆ11122 − Cˆ21122
)
ξ2
Cˆ22222 η + Cˆ
1
2222
, N
(1,0)2
211 =
η
(
Cˆ11122 − Cˆ21122
)
ξ2
Cˆ22222 η + Cˆ
1
2222
, (145)
N
(1,0)1
222 = −
(
Cˆ12222 − Cˆ22222
)
ξ2
Cˆ22222 η + Cˆ
1
2222
, N
(1,0)2
222 =
η
(
Cˆ12222 − Cˆ22222
)
ξ2
Cˆ22222 η + Cˆ
1
2222
, (146)
N
(1,0)1
112 = N
(1,0)1
121 = −
(
Cˆ11212 − Cˆ21212
)
ξ2
Cˆ21212 η + Cˆ
1
1212
, N
(1,0)2
112 = N
(1,0)2
121 =
η
(
Cˆ11212 − Cˆ21212
)
ξ2
Cˆ21212 η + Cˆ
1
1212
. (147)
Such functions depend on the fast variable ξ, since the microstructure enjoys the simmetry property. In the
following it is assumed that the coordinate ξ2 is centered in both layers.
Appendix C.2. Perturbation functions of second order N
(2,0)
hpqr
The perturbation functions N
(2,0)i
hpqr , i = {1, 2}, deriving from the cell problem (35) are:
N
(2,0)1
1111 = A
2
1111ξ
2
2 +A
0
1111, N
(2,0)2
1111 = B
2
1111ξ
2
2 +B
0
1111, (148)
N
(2,0)1
2211 = A
2
2211ξ
2
2 +A
0
2211, N
(2,0)2
2211 = B
2
2211ξ
2
2 +B
0
2211, (149)
N
(2,0)1
2222 = A
2
2222ξ
2
2 +A
0
2222, N
(2,0)2
2222 = B
2
2222ξ
2
2 +B
0
2222, (150)
N
(2,0)1
1122 = A
2
1122ξ
2
2 +A
0
1122, N
(2,0)2
1122 = B
2
1122ξ
2
2 +B
0
1122, (151)
where the constants A21111, A
0
1111, B
2
1111, B
0
1111, A
2
2211, A
0
2211, B
2
2211, B
0
2211, A
2
2222, A
0
2222, B
2
2222, B
0
2222, A
2
1122,
A01122, B
2
1122 and B
0
1122 are determined as follows
A21111 = −
1
2
A2,01111 + ηA
2,1
1111
(η + 1)
(
Cˆ22222 η + Cˆ
1
2222
)
Cˆ11212
, (152)
41
A01111 =
1
24
η
(
A0,31111 η
3 +A0,21111 η
2 +A0,11111 η +A
0,0
1111
)
(η + 1)
4
(
Cˆ22222 η + Cˆ
1
2222
)
Cˆ21212 Cˆ
1
1212
, (153)
B21111 =
1
2
ηB2,11111 + η
2B2,21111
(η + 1)
(
Cˆ22222 η + Cˆ
1
2222
)
Cˆ21212
, (154)
B01111 =
1
24
η
(
−2A0,31111 η3 +B0,21111 η2 +B0,11111 η − A
0,0
1111
2
)
(η + 1)
4
(
Cˆ22222 η + Cˆ
1
2222
)
Cˆ11212 Cˆ
2
1212
, (155)
A22211 =
1
2
Cˆ11122
(
Cˆ11212 − Cˆ21212
)
(
Cˆ21212 η + Cˆ
1
1212
)
Cˆ12222
, (156)
A02211 = −
1
24
(
Cˆ11212 − Cˆ21212
)
η
(
C11122 η
2Cˆ22222 + 3C
1
1122 η Cˆ
2
2222 + 2C
2
1122 Cˆ
1
2222
)
(η + 1)
3
(
Cˆ21212 η + Cˆ
1
1212
)
Cˆ22222 Cˆ
1
2222
, (157)
B22211 = −
ηC21122Cˆ
1
2222
Cˆ22222C
1
1122
A22211, (158)
B02211 =
1
24
(
2C11122 η
2Cˆ22222 + 3 η C
2
1122 Cˆ
1
2222 + C
2
1122 Cˆ
1
2222
)(
Cˆ11212 − Cˆ21212
)
η
(η + 1)
3
(
Cˆ21212 η + Cˆ
1
1212
)
Cˆ22222 Cˆ
1
2222
, (159)
A22222 =
Cˆ12222 − Cˆ22222
2 Cˆ22222 η + 2 Cˆ
1
2222
, A02222 = −
1
24
(
Cˆ12222 − Cˆ22222
)
η (η + 2)(
Cˆ22222 η + Cˆ
1
2222
)
(η + 1)
2
, (160)
B22222 = −ηA22222, B02222 = −
2η + 1
η + 2
A02222, (161)
A21122 =
Cˆ11212 − Cˆ21212
2 Cˆ21212 η + 2 Cˆ
1
1212
, A01122 = −
1
24
(
Cˆ11212 − Cˆ21212
)
η (η + 2)(
Cˆ21212 η + Cˆ
1
1212
)
(η + 1)
2
, (162)
B21122 = −ηA21122, B01122 = −
2η + 1
η + 2
A01122. (163)
Appendix C.3. Perturbation functions N
(2,2)
hp
The perturbation functions N
(2,2)i
hp , i = {1, 2}, obtained by performing the cell problem (39) are:
N
(2,2)1
11 = A
2
11ξ
2
2 +A
0
11, N
(2,2)2
11 = B
2
11ξ
2
2 +B
0
11, (164)
42
N
(2,2)1
22 = A
2
22ξ
2
2 +A
0
22, N
(2,2)2
22 = B
2
22ξ
2
2 +B
0
22, (165)
where the constants A211, A
0
11, B
2
11, B
0
11, A
2
22, A
0
22, B
2
22 and B
0
22 are
A211 =
1
2
(ρ1 − ρ2)
(η + 1) Cˆ11212
, A011 = −
1
24
(ρ1 − ρ2) η
(
Cˆ21212 η
2 + 3 Cˆ21212 η + 2 Cˆ
1
1212
)
Cˆ21212 (η + 1)
4
Cˆ11212
, (166)
B211 = −
1
2
(ρ1 − ρ2) η
(η + 1) Cˆ21212
, B011 =
1
24
(ρ1 − ρ2) η
(
2Cˆ21212 η
2 + 3 Cˆ11212 η + Cˆ
1
1212
)
Cˆ21212 (η + 1)
4
Cˆ11212
, (167)
A222 =
1
2
(ρ1 − ρ2)
(η + 1) Cˆ12222
, A022 = −
1
24
(ρ1 − ρ2) η
(
Cˆ22222 η
2 + 3 Cˆ22222 η + 2 Cˆ
1
2222
)
Cˆ22222 (η + 1)
4
Cˆ12222
, (168)
B222 = −
1
2
(ρ1 − ρ2) η
(η + 1) Cˆ22222
, B022 =
1
24
(ρ1 − ρ2) η
(
2Cˆ22222 η
2 + 3 Cˆ12222 η + Cˆ
1
2222
)
Cˆ22222 (η + 1)
4
Cˆ12222
. (169)
Appendix C.4. Perturbation functions of third order N
(3,0)
hpqrs
The non-vanishing micro-fluctuation functions N
(3,0)i
hpqrs , i = {1, 2}, obtained by performing the cell prob-
lem (37), with w = 1, are:
N
(3,0)1
21111 = A
3
21111ξ
3
2 +A
1
21111ξ2, N
(3,0)2
21111 = B
3
21111ξ
3
2 +B
1
21111ξ2, (170)
N
(3,0)1
11222 = A
3
11222ξ
3
2 +A
1
11222ξ2, N
(3,0)2
11222 = B
3
11222ξ
3
2 +B
1
11222ξ2, (171)
N
(3,0)1
12111 = A
3
12111ξ
3
2 +A
1
12111ξ2, N
(3,0)2
12111 = B
3
12111ξ
3
2 +B
1
12111ξ2, (172)
N
(3,0)1
22222 = A
3
22222ξ
3
2 +A
1
22222ξ2, N
(3,0)2
22222 = B
3
22222ξ
3
2 +B
1
22222ξ2, (173)
where the constants A321111, A
1
21111, B
3
21111, B
1
21111, A
3
11222, A
1
11222, B
3
11222, B
1
11222, A
3
12111, A
1
12111, B
3
12111,
B112111, A
3
22222, A
1
22222, B
3
22222 and B
1
22222 are
A321111 =
A3,121111η +A
3,0
21111
18
(
Cˆ22222 η + Cˆ
1
2222
)
(η + 1) Cˆ11212 Cˆ
1
2222
, (174)
A121111 =
η(A1,421111η
4 +A1,321111η
3 +A1,221111η
2 +A1,121111η +A
1,0
21111)
72
(
Cˆ22222 η + Cˆ
1
2222
)2
(η + 1)
4
Cˆ11212 Cˆ
1
2222 Cˆ
2
1212
, (175)
B321111 =
η(B3,221111η +B
3,1
21111)
18
(
Cˆ22222 η + Cˆ
1
2222
)
(η + 1) Cˆ21212 Cˆ
2
2222
, (176)
B121111 =
η(B1,421111η
4 +B1,321111η
3 +B1,221111η
2 +B1,121111η +B
1,0
21111)
72
(
Cˆ22222 η + Cˆ
1
2222
)2
(η + 1)
4
Cˆ21212 Cˆ
2
2222 Cˆ
1
1212
, (177)
43
A311222 = −
1
18
(
Cˆ21212 η
3 +
(
Cˆ11212 + 2 Cˆ
2
1212
)
η2 +
(
2 Cˆ11212 + Cˆ
2
1212
)
η + Cˆ11212
)(
Cˆ11212 − Cˆ21212
)
(
Cˆ21212 η + Cˆ
1
1212
)2
(η + 1)
2
, (178)
A111222 = −
1
18
(
− 14 Cˆ21212 η3 +
(
3
4 Cˆ
1
1212 − 32 Cˆ21212
)
η2 +
(
− 32 Cˆ11212 + Cˆ21212
)
η
)(
Cˆ11212 − Cˆ21212
)
(
Cˆ21212 η + Cˆ
1
1212
)2
(η + 1)
2
, (179)
B311222 =
η
(
Cˆ11212 − Cˆ21212
)
18 Cˆ21212 η + 18 Cˆ
1
1212
, (180)
B111222 =
η
(
Cˆ11212 − Cˆ21212
)((
4 Cˆ11212 − 6 Cˆ21212
)
η2 +
(
−6 Cˆ11212 + 3 Cˆ21212
)
η − Cˆ11212
)
72 (η + 1)
2
(
Cˆ21212 η + Cˆ
1
1212
)2 , (181)
A312111 =
η(A3,312111η
3 +A3,212111η
2 +A3,112111η
1 +A3,012111)
18
(
Cˆ21212 η + Cˆ
1
1212
)2
Cˆ12222 Cˆ
1
1212 Cˆ
2
2222 (η + 1)
3
, (182)
A112111 =
η(A1,312111η
3 +A1,212111η
2 +A1,112111η
1 +A1,012111)
72
(
Cˆ21212 η + Cˆ
1
1212
)2
Cˆ12222 Cˆ
1
1212 Cˆ
2
2222 (η + 1)
3
, (183)
B312111 = −
1
18
η
(
Cˆ11212 − Cˆ21212
)(
C21111 Cˆ
2
2222 − C211222 − Cˆ21122 Cˆ21212
)
(
Cˆ21212 η + Cˆ
1
1212
)
Cˆ22222 Cˆ
2
1212
, (184)
B112111 =
η(B1,312111η
3 +B1,212111η
2 +B1,112111η
1 +B1,012111)
72
(
Cˆ21212 η + Cˆ
1
1212
)2
(η + 1)
3
Cˆ22222 Cˆ
2
1212 Cˆ
1
2222
, (185)
A322222 = −
1
18
(
Cˆ12222 − Cˆ22222
)(
Cˆ22222 η
3 +
(
Cˆ12222 + 2 Cˆ
2
2222
)
η2 +
(
2 Cˆ12222 + Cˆ
2
2222
)
η + Cˆ12222
)
(
Cˆ22222 η + Cˆ
1
2222
)2
(η + 1)
2
, (186)
A122222 = −
1
18
(
Cˆ12222 − Cˆ22222
)(
− 14 Cˆ22222 η3 +
(
3
4 Cˆ
1
2222 − 32 Cˆ22222
)
η2 +
(
− 32 Cˆ12222 + Cˆ22222
)
η
)
(
Cˆ22222 η + Cˆ
1
2222
)2
(η + 1)
2
, (187)
B322222 =
1
18
(
Cˆ12222 − Cˆ22222
)(
η3Cˆ22222 +
(
Cˆ12222 + 2 Cˆ
2
2222
)
η2 +
(
2 Cˆ12222 + Cˆ
2
2222
)
η + Cˆ12222
)
η
(η + 1)
2
(
Cˆ22222 η + Cˆ
1
2222
)2 , (188)
B122222 =
1
18
(
Cˆ12222 − Cˆ22222
)((
Cˆ12222 − 32 Cˆ22222
)
η2 +
(
− 32 Cˆ12222 + 34 Cˆ22222
)
η − Cˆ122224
)
η
(η + 1)
2
(
Cˆ22222 η + Cˆ
1
2222
)2 . (189)
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Appendix C.5. Perturbation functions N
(3,2)
hpq
The perturbation functions N
(3,2)i
hpq , i = {1, 2}, obtained by performing the cell problem (41) are:
N
(3,2)1
211 = A
3
211ξ
3
2 +A
1
211ξ2, N
(3,2)2
211 = B
3
211ξ
3
2 +B
1
211ξ2, (190)
N
(3,2)1
121 = A
3
121ξ
3
2 +A
1
121ξ2, N
(3,2)2
121 = B
3
121ξ
3
2 +B
1
121ξ2, (191)
N
(3,2)1
112 = A
3
112ξ
3
2 +A
1
112ξ2, N
(3,2)2
112 = B
3
112ξ
3
2 +B
1
112ξ2, (192)
N
(3,2)1
222 = A
3
222ξ
3
2 +A
1
222ξ2, N
(3,2)2
222 = B
3
222ξ
3
2 +B
1
222ξ2, (193)
where the constants A3211, A
1
211, B
3
211, B
1
211, A
3
121, A
1
121, B
3
121, B
1
121, A
3
112, A
1
112, B
3
112, B
1
112, B
1
122, A
3
222,
A1222, B
3
222 and B
1
222 are
A3211 =
1
6
A3,1211η +A
3,0
211
(η + 1)
(
Cˆ22222 η + Cˆ
1
2222
)
Cˆ11212 Cˆ
1
2222
, (194)
A1211 =
1
24
η(A1,4211η
4 +A1,3211η
3 +A1,2211η
2 +A1,1211η +A
1,0
211)
(η + 1)
4
(
Cˆ22222 η + Cˆ
1
2222
)2
Cˆ11212 Cˆ
1
2222 Cˆ
2
1212
, (195)
B3211 =
1
6
η(B3,2211η +B
3,1
211)
(η + 1)
(
Cˆ22222 η + Cˆ
1
2222
)
Cˆ21212 Cˆ
2
2222
, (196)
B1211 =
1
24
η(A1,4211η
4 +A1,3211η
3 +A1,2211η
2 +A1,1211η +A
1,0
211)
(η + 1)
4
(
Cˆ22222 η + Cˆ
1
2222
)2
Cˆ21212 Cˆ
2
2222 Cˆ
1
1212
, (197)
A3121 =
ηA3,1121 +A
3,0
121
6 (η + 1)
(
Cˆ21212 η + Cˆ
1
1212
)
C11212
2
, (198)
A1121 =
η(A1,4121η
4 +A1,3121η
3 +A1,2121η
2 +A1,1121η +A
1,0
121)
24 (η + 1)
4
(
Cˆ21212 η + C
1
1212
)2
Cˆ21212 C
1
1212
2
, (199)
B3121 =
η(B3,2121η +B
3,1
121)
6 (η + 1)C21212
2
(
Cˆ21212 η + Cˆ
1
1212
) , (200)
B1121 =
η(B1,4121η
4 +B1,3121η
3 +B1,2121η
2 +B1,1121η +B
1,0
121)
24 (η + 1)
4
(
Cˆ21212 η + Cˆ
1
1212
)2
C21212
2
Cˆ11212
, (201)
A3112 =
1
6
(− (η + 3) ρ1 + 2 ρ2) Cˆ11212(
Cˆ21212 η + Cˆ
1
1212
)
(η + 1) Cˆ11212
, (202)
45
A1112 =
η(A1,4112η
4 +A1,3112η
3 +A1,2112η
2 +A1,1112η +A
1,0
112)
24
(
Cˆ21212 η + Cˆ
1
1212
)2
(η + 1)
4
Cˆ21212 Cˆ
1
1212
, (203)
B3112 =
1
3
(((− 32ρ2 + ρ1) Cˆ21212 + 12 ρ2 Cˆ11212) η − 12 ρ2 Cˆ21212 + Cˆ11212 (− 12ρ2 + ρ1)) η(
Cˆ21212 η + Cˆ
1
1212
)
(η + 1) Cˆ21212
, (204)
B1112 =
η(B1,4112η
4 +B1,3112η
3 +B1,2112η
2 +B1,1112η +B
1,0
112)
24 (η + 1)
4
(
Cˆ21212 η + Cˆ
1
1212
)2
Cˆ21212 Cˆ
1
1212
, (205)
A3222 =
1
6
(− (η + 3) ρ1 + 2 ρ2) Cˆ12222 + 2 Cˆ22222 η ρ2(
Cˆ22222 η + Cˆ
1
2222
)
(η + 1) Cˆ12222
, (206)
A1222 =
η(A1,4222η
4 +A1,3222η
3 +A1,2222η
2 +A1,1222η +A
1,0
222)
24 (η + 1)
4
(
Cˆ22222 η + Cˆ
1
2222
)2
Cˆ12222 Cˆ
2
2222
, (207)
B3222 =
1
3
(((
3
2 ρ2 + ρ1
)
Cˆ22222 +
1
2 ρ2 Cˆ
1
2222
)
η − 12 ρ2 Cˆ22222 +
(− 12 ρ2 + δ22 ρ1) Cˆ12222) η(
Cˆ22222 η + Cˆ
1
2222
)
(η + 1) Cˆ22222
, (208)
B1222 =
η(B1,4222η
4 +B1,3222η
3 +B1,2222η
2 +B1,1222η +B
1,0
222)
24 (η + 1)
4
(
Cˆ22222 η + Cˆ
1
2222
)2
Cˆ12222 Cˆ
2
2222
. (209)
The constants that appear in the perturbation functions Eq. (194)-Eq. (209) depend on the geometric and
mechanical properties of the phases 1 and 2 and for sake of simplcity are not reported here.
Appendix D. Constants appearing in the perturbation functions
The constants that characterize the perturbation functions in appendix D.2, A2,01111, A
2,1
1111, A
0,3
1111, A
0,2
1111,
A0,11111, A
0,0
1111, B
2,1
1111, B
2,2
1111, B
0,2
2222 and B
0,1
2222, assume the form
A2,11111 =
(
Cˆ21122 + Cˆ
1
1212
)
Cˆ11122 − (Cˆ21122)2 − Cˆ21122 Cˆ11212 − Cˆ22222
(
Cˆ11111 − Cˆ21111
)
, (210)
A2,01111 = C
1
1122
2
+
(
Cˆ11212 − Cˆ21122
)
Cˆ11122 − Cˆ21122 Cˆ11212 − Cˆ12222
(
Cˆ11111 − Cˆ21111
)
, (211)
A0,31111 = Cˆ
2
1212
((
Cˆ21122 − Cˆ11122
)
Cˆ11212 − Cˆ11122 Cˆ21122 + (Cˆ21122)
2
+ Cˆ22222
(
Cˆ11111 − Cˆ21111
))
, (212)
A0,21111 =
(
4 Cˆ21122 − 4 Cˆ11122
)
Cˆ11212 − C111222 − 2 Cˆ11122 Cˆ21122 + 3 (Cˆ21122)
2
+ (213)
+ (Cˆ12222 + 3Cˆ
2
2222)(Cˆ
1
1111 − Cˆ21111)Cˆ21212,
46
A0,11111 =
((
5 Cˆ21122 − 5 Cˆ11122
)
Cˆ11212 − 3C111222 + 3 Cˆ11122 Cˆ21122 + 3 Cˆ12222
(
Cˆ11111 − Cˆ21111
))
Cˆ21212 (214)
+ 2 Cˆ11212
(
(Cˆ21122)
2 − Cˆ11122 Cˆ21122 + Cˆ22222
(
Cˆ11111 − Cˆ21111
))
,
A0,01111 = 2 Cˆ
1
1212
((
Cˆ21122 − Cˆ11122
)
Cˆ21212 − C111222 + Cˆ11122 Cˆ21122 + Cˆ12222
(
Cˆ11111 − Cˆ21111
))
, (215)
B2,21111 = (Cˆ
2
1122)
2
+
(
Cˆ21212 − Cˆ11122
)
Cˆ21122 − Cˆ21212 Cˆ11122 + Cˆ22222
(
Cˆ11111 − Cˆ21111
)
, (216)
B2,11111 = −C11122
2
+
(
Cˆ21122 − Cˆ21212
)
Cˆ11122 + Cˆ
2
1122 Cˆ
2
1212 + Cˆ
1
2222
(
Cˆ11111 − Cˆ21111
)
, (217)
B0,21111 =
((
5 Cˆ11122 − 5 Cˆ21122
)
Cˆ21212 + 3 Cˆ
1
1122 Cˆ
2
1122 − 3 (Cˆ21122)
2 − 3 Cˆ22222
(
Cˆ11111 − Cˆ21111
))
Cˆ11212+ (218)
− 2
(
−C111222 + Cˆ11122 Cˆ21122 + Cˆ12222
(
Cˆ11111 − Cˆ21111
))
Cˆ21212,
B0,11111 = −3
(
−C111222 +
(
2
3
(Cˆ21122)−
4
3
Cˆ21212
)
Cˆ11122 +
1
3
(Cˆ21122)
2
+
4
3
(Cˆ21122) Cˆ
2
1212
)
+ (219)
− 3(Cˆ11111 − Cˆ21111)
( Cˆ22222
3
+ Cˆ12222
)
Cˆ11212.
Appendix E. Overall inertial terms and overall consitutive tensors
By taking into account the method I, the transformed inertial tensors appearing in Eq. (122) assume the
form:
Iˆ2121 = ε
2〈ρm(N (1,0)121 N (1,0)121 )− 2ρmN (2,0)2211 〉
1
ρ
, (220)
Iˆ2222 = ε
2〈ρm(N (1,0)222 N (1,0)222 )− 2ρmN (2,0)2222 〉
1
ρ
, (221)
Iˆ22 = ε
2〈ρm(N (2,2)22 +N (2,2)22 )〉
1
ρ
, (222)
Iˆ1212 = ε
2〈ρm(N (1,0)112 N (1,0)112 )− 2ρmN (2,0)1122 〉
1
ρ
, (223)
Iˆ1111 = ε
2〈ρm(N (1,0)211 N (1,0)211 )− 2ρmN (2,0)1111 〉
1
ρ
, (224)
Iˆ11 = ε
2〈ρm(N (2,2)11 +N (2,2)11 )〉
1
ρ
. (225)
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Referred to the Eq. (122), the constitutive tensors in the Laplace space are
Jˆ11 = ε
2〈Gˆ1212B(2,2)121 B(2,2)121 〉, (226)
Jˆ22 = ε
2〈Gˆ2222B(2,2)222 B(2,2)222 〉, (227)
Gˆ1111 = 〈Gˆ1111B(1,0)1111B(1,0)1111 + Gˆ2222B(1,0)2211B(1,0)2211 + 2Gˆ1122B(1,0)2211B(1,0)1111 〉, (228)
Gˆ2121 = 〈Gˆ2222B(1,0)2221B(1,0)2221 〉 = Gˆ1212, (229)
Gˆ2222 = 〈Gˆ2222B(1,0)2222B(1,0)2222 〉, (230)
Jˆ12121 = −ε2〈2Gˆ1122B(2,0)11211B(2,2)222 − 2Gˆ1212B(1,0)1221B(3,2)1221 + 2Gˆ2222B(2,0)22211B(2,2)222 − 2Gˆ1212B(1,0)2121B(3,2)2121 +
− 2Gˆ1212B(1,0)2121B(3,2)1221 − 2Gˆ1212B(1,0)2121B(3,2)2121 〉, (231)
Jˆ11212 = −ε2〈−2Gˆ1212B(1,0)1212B(3,2)1212 + 2Gˆ1212B(2,0)12122B(2,2)121 〉, (232)
Jˆ12222 = ε
2〈−2Gˆ2222B(1,0)2222B(3,2)2222 + 2Gˆ2222B(2,0)22222B(2,2)222 〉, (233)
Sˆ1111111 = ε
2〈−2Gˆ1111B(1,0)1111B(3,0)111111 + Gˆ1212B(2,0)12111B(2,0)12111 + Gˆ1212B(2,0)21111B(2,0)21111+ (234)
+ 2Gˆ1212B
(2,0)
12111B
(2,0)
21111 − 2Gˆ2222B(1,0)2211B(3,0)221111 − 2Gˆ1122B(1,0)2211B(3,0)111111 − 2Gˆ2211B(1,0)1111B(3,0)221111〉,
Sˆ1211211 = ε
2〈Gˆ1111B(2,0)11211B(2,0)11211 + 2Gˆ1122B(2,0)11211B(2,0)22211 + Gˆ2222B(2,0)22211B(2,0)22211 − 2Gˆ1212B(1,0)1212B(3,0)12111+ (235)
− 2Gˆ1212B(1,0)1221B(3,0)122111 − 2Gˆ1212B(1,0)2121B(3,0)122111 − 2Gˆ1212B(1,0)1221B(3,0)212111 − 2Gˆ1212B(1,0)2121B(3,0)212111〉.
The inertial and constitutive tensors derived from the method 2 coincide with those ones from (220) to (230),
whereas the ones from (231) to (235) are slightly different because the localization tensors B
(3,0)
hkpq1q2q3
and
B
(3,2)
hkpq1
disappear in the formulation and they assume the form:
Jˆ21111 = −ε2〈2Gˆ1212B(2,0)12111B(2,2)121 + 2Gˆ1212B(2,0)21111B(2,2)121 〉 (236)
Jˆ22121 = −ε2〈2Gˆ1122B(2,0)11211B(2,2)222 + 2Gˆ2222B(2,0)22211B(2,2)222 〉 (237)
Jˆ21212 = −ε2〈2Gˆ1212B(2,0)12122B(2,2)121 〉, (238)
Jˆ22222 = −ε2〈2Gˆ2222B(2,0)22222B(2,2)222 〉, (239)
Sˆ2111111 = ε
2〈Gˆ1212B(2,0)12111B(2,0)12111 + Gˆ1212B(2,0)21111B(2,0)21111 + 2Gˆ1212B(2,0)12111B(2,0)21111〉, (240)
Sˆ2211211 = ε
2〈Gˆ1111B(2,0)11211B(2,0)11211 + 2Gˆ1122B(2,0)11211B(2,0)22211 + Gˆ2222B(2,0)22211B(2,0)22211〉. (241)
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