ABSTRACT Renewable energy systems have become an integral part of modern power grid operation, where the forecasting error is inevitable even though advanced prediction techniques are utilized. To improve the solution efficiency and accuracy of real-time optimal power flow (RTOPF), a three-stage framework for parallel processing is employed in this paper. In Stage 1, uncertainties from renewable generators and demand loads are characterized with scenarios. Large numbers of RTOPFs corresponding to each scenario are formulated and addressed in Stage 2, where the linear systems are regulated into the same sparsity pattern and then tackled in a batched style with the graphics processing unit (GPU). Results from Stage 2 are utilized in Stage 3 to perform a hot-start RTOPF, where the forecasting error can be minimized. Case studies are implemented on the IEEE 14-bus, 57-bus, 118-bus, and 300-bus systems with 1024 scenarios. The superiority of the batched GPU solution has been validated by comparisons with regular GPU, parallel CPU, and sequential CPU implementations. Discussions on the batch size and hot-start strategy are also presented.
I. INTRODUCTION
Introduced by Carpentier in 1962 [1] , Optimal Power Flow (OPF) has been widely utilized to determine the optimal settings of a power system to achieve various objectives. Due to the variation of grid status, the device control instructions should be updated timely, especially in the context of modern smart grids, where the penetration of the intermittent Renewable Energy Generators (REGs) is remarkable. Therefore, Real-Time OPF (RTOPF) [2] is desired to make fast decisions for the compensating of fluctuations. Since forecasted values of REG generation and demand load are employed as the input of RTOPF, the output decisions should be utilized when the forecasted values are still valid, i.e., the RTOPF solution process should be so fast that the difference between forecasted and realized values is minimal. Otherwise, constraints might be violated, resulting in the deterioration of RTOPF solution. In order to address this concern, two directions can be explored: increasing the prediction accuracy and accelerating the solution process. In terms of forecasting, two methods are developed in the literature:
• Probabilistic method: Suppose the Probability Distribution Functions (PDFs) of the uncertain demands and REGs are given, the stochastic optimization problem is formulated and addressed with Chance-Constrained Programming (CCP) technique, which ensures that each constraint will be satisfied in a predefined high probability. The CCP is a relatively robust approach, nevertheless, it is complex and difficult to solve and; therefore, its application is usually restricted to long-term off-line optimization [3] - [5] .
• Deterministic method: Instead of performing the prediction with historical data and mathematical statistical model, different types of sensors designed for temperature, luminance, and wind speed, etc., can be widely utilized for observing. Since the obtained data set consists of fixed real values rather than PDFs, a deterministic optimization problem can be formulated, whose solution is easier and more accurate when compared with its probabilistic counterpart. The detailed solution process will be elaborated in the following paragraphs. Based on the above analysis, the deterministic method is employed for the solution of RTOPF. As reported in [6] - [8] , the RTOPF is carried out in every 5-15 min intervals based on the static snapshot forecasted data. Fig. 1 illustrates the traditional implementation framework of RTOPF. At the beginning of each interval i, RTOPF i is carried out to produce the control decisions for interval i + 1. Theoretically, the realtime observed dataset O i+1 should be utilized as the input for RTOPF i since the decision is made for interval i + 1. Nevertheless, O i+1 cannot be gathered until t i+1 , i.e., utilizing O i+1 at t i is not achievable. Therefore, forecasted dataset F i is generated for the substitution of O i+1 . Since F i is derived from O i , and O i is different from Q i+1 as their time-stamps are various, therefore the variation between F i and O i+1 is inevitable, and it goes higher as the length of interval increases. In order to mitigate the forecasting error associated with REGs and loads, a lot of research effort has been put on the development of advanced physical and statistical algorithms, such as conditional kernel density estimation [9] , cooperative control [10] , artificial neural network [11] - [13] , fuzzy-based methods [14] , and numerical weather prediction grids [15] , etc.
The aforementioned methodologies provide one promising direction to improve the accuracy of deterministic RTOPF; however, the prediction technique is approaching to its maximum capability. Therefore, further improvements from other directions have been explored. In [6] , the regular RTOPF scheduling interval (10 min) has been divided into several subintervals (1 min) based on the introduction of participation factors for each generator. The time resolution has been enhanced, thus the prediction error was reduced. On the other hand, acceleration on the solution process of RTOPF is also constructive for the reduction of the length of intervals in Fig. 1 . The projected gradient descent was employed for on-line OPF in [16] , where good performance has been reported for both solution efficiency and global convergence. Reference [17] combines the genetic algorithm and two-point estimate method to effectively tackle the uncertainties. QuasiNewton method is resorted to developing a real-time algorithm for AC OPF in [18] , where the second order information is utilized to provide suboptimal solutions on a fast timescale.
Although these methods are valid and beneficial, they share one common limitation that F i in Fig. 1 is directly utilized to represent O i+1 , i.e., there is an implicit hypothesis that the forecasted data set is 100% acceptable during each interval, which may not always be true. To address this issue, several F i were generated to predict Q i+1 in [19] . By solving different RTOPFs corresponding to each F i , a lookup table was maintained. At time t i+1 , the O i+1 is available, then the closest F i can be determined, thus quick decisions can be made by indexing the lookup table. This solution framework is beneficial to minimize the forecasting error between F i and O i+1 ; however, the intensive computational burden due to large numbers of F i consists one of its greatest drawbacks, thus only 2 REGs and 49 scenarios were considered in [19] . In addition, the difference between F i and O i+1 might still be large after minimization.
To address these two concerns, the Graphics Processing Unit (GPU) is introduced in this work for the acceleration of lookup table formulation since RTOPFs corresponding to each F i are independent and can be solved in parallel. Based on this table and the realization of O i+1 , the result corresponding to the closest F i is selected and utilized as the initial point for a RTOPF based on O i+1 , i.e., a hot-start RTOPF is implemented. GPU stimulates the solution process of RTOPF in a batched style, whose superiority over regular CPU and GPU implementation is validated with case studies. Hot-start eliminates the variation between F i and O i+1 because the last RTOPF is actually designed for O i+1 , and the solution time is very short due to the high quality of start point. As a HighPerformance Computing (HPC) platform, GPU has been previously used for developing parallel solution algorithms for various power system studies, such as transient stability simulation [20] , [21] , electromagnetic transient simulation [22] , [23] , ionized field computation [24] , and dynamic state estimation [25] , [26] . In addition, GPU has been harnessed to accelerate the solution of OPF by [27] , [28] ; however, batched implementation is not related and the uncertainty of REGs and loads are not considered. To the best of our knowledge, utilizing GPU to improve the accuracy of the forecasting data for RTOPF with REGs has not been reported before. In addition, implementation strategies and batch sizes are investigated and discussed.
The proposed framework has several distinct features:
• It minimizes the forecasting error by the integration of GPU acceleration and hot-start strategy, which provides a potential for the solution of RTOPF with REGs.
• It scrutinizes the uncertainty of REGs and loads with scenarios, where scenario reduction algorithms can be utilized to control the size, which has a close relationship with the hot-start strategy, i.e., the larger the size, the less iteration of hot-start RTOPF solution, and vice versa. VOLUME 6, 2018
• It can be implemented on either pure CPU or heterogeneous CPU-GPU architectures, where several details are referable for other applications, such as regulation rules for heterogeneous computing and data reusing schemes for the batched solution.
• It provides different configurations to address specified problems, including various fill-in reduction algorithms, platforms, and batch sizes. The rest of this paper is organized as follows. Section II formulates the RTOPF problem and uncertainty. Section III develops the GPU-based parallel implementation framework of RTOPF with the batched mode. Case studies and discussions are provided in Section IV. Conclusions and future works are provided in Section V. Finally, the PrimalDual Interior Point Method (PDIPM) is briefly reviewed in Appendix A to facilitate the description of GPU implementation in Section III.
II. MATHEMATICAL FORMULATION
This section introduces the definition and formulation of classical RTOPF, where all the utilized variables and parameters are defined in the nomenclature. To achieve the efficiency and accuracy, a three-stage process is developed for the solution of RTOPF with REGs, where scenario reduction algorithm and hot-start strategy will be employed. Lower and upper limits of specified variables.
B. OPTIMIZATION MODEL
The RTOPF is expressed as ''determining the thermal generator output to minimize the total operation cost based on the forecasted power output of REGs, demand loads, and current status of thermal units''.
1) OBJECTIVE FUNCTION
The OPF can be designed to optimize a wide range of goals [29] , such as total generation cost, system loss, and emission, etc. The operation cost of the generator is determined for optimization in this work, which is expressed by a quadratic function as follows:
2) NODAL POWER BALANCE CONSTRAINTS
The active and reactive power balance on bus i ∈ N b can be written as:
It should be noted that the intersection of N g and N r may not be empty.
3) GENERATOR CAPACITY CONSTRAINTS
For generator g ∈ N g , its active and reactive power output are limited, which can be expressed as:
4) RAMP RATE CONSTRAINTS
The ramp rate limit of generator g ∈ N g is considered as follows:
5) VOLTAGE DEVIATION CONSTRAINTS
The voltage magnitude at bus i ∈ N b is restricted by its lower and upper limits:
6) LINE SECURITY CONSTRAINTS
The maximum power flow on line ij ∈ N l should not exceed its capacity for security concerns:
In [30] , the constraints (8) have been proven to be practically equivalent to (9) .
C. UNCERTAINTY MANAGEMENT
It should be noted that in the above equations (2)-(3), the terms P R i , P D i , Q R i , and Q D i are fixed forecasted values of the next interval. Practically, the output of REG is greatly dependent on the meteorological data [32] , such as solar irradiation and wind speed. on May 2, 2017 [31] . It can be seen that, for hours resolution, the fluctuation is large and random, i.e., the prediction accuracy is not guaranteed. In the sub-figure, the variation is depicted in every minute, which is more stable and easier to forecast. In this paper, although the decision interval is determined as 30s, the prediction accuracy is still limited. Therefore, additional enhancement might be required.
Consider the forecasted active power output of REG r is P R r , probable scenarios around P R r are also likely to be realized, such as (1±q)P R r , where q can be 5% or 10%. Take Fig. 3 as an example, picking one value of these 3 high probable estimations of each REG, a scenario can be generated. It is obvious that the total number of scenarios is 3 n r if there are n r REGs, which will increase sharply if the dynamics of loads and more values of q are considered. For each scenario, there will be one RTOPF to be built and addressed. More scenarios represent higher accuracy, but the computation may be excessive. Thus, scenario reduction strategies should be employed to strike a balance between the heavy computational burden and prediction accuracy. Fig. 4 demonstrates the stages of the whole solution process of RTOPF with REGs integrated. Stage 1 is devoted to scenario preparation, where the utilized prediction algorithm and scenario reduction strategy are out of the scope of this paper, for more details please refer to [15] , [33] , and [34] . RTOPF formulation and solution is performed in Stage 2, where the heaviest computation resources are consumed. To achieve high solution efficiency, GPU-based acceleration techniques will be introduced in this paper. Stage 3 is designed to refine the solution specified from the look-up table and eliminate the forecasting error. 
III. PARALLEL IMPLEMENTATION ON GPU
This section summarizes general features of Nvidia GPU architecture and heterogeneous computing, with processing flow and instruction rules are described. According to these regulations, a detailed parallel implementation scheme of PDIPM for the solution of RTOPF is elaborated based on the details given in Appendix A. Finally, the batched linear solver is presented. Other types of GPU architectures, such as AMD , are out of the scope of this paper.
A. GPU AND COMPUTE UNIFIED DEVICE ARCHITECTURE
Initially designed for graphic and image processing, GPU has been introduced for the general-purpose scientific computing in recent years [35] . Its popularity on HPC community was soared by the release of Nvidia Compute Unified Device Architecture (CUDA) [36] . In CUDA, the function designed for GPU implementation is named as kernel. Different from regular C function where one call means one execution, the kernel can be executed simultaneously by multiple CUDA threads with one call. As shown in Fig. 5 , the threads are organized in a three-level hierarchy, i.e., each thread is contained in a block and many block consist of a grid. During execution, the dimensions of grid and block are specified, as well as their indices, thus each thread can be uniquely identified and controlled. The CUDA programming model is heterogeneous, i.e., all the kernels execute on GPU while the rest of the C program run on CPU. In addition, the host and device memories are logically separated. CUDA threads can access the device memory during execution, including local memory, shared memory, global memory, etc. CPU thread manages the bilateral data transfer between the host and device memory via the API function cudaMemcpy(), which is physically performed by PCIe interface. Based on these restrictions, a brief processing flow is given in Fig. 5 .
In GPU, each thread is executed on one CUDA core, an arithmetic unit contained in the Streaming Multiprocessor (SM). The SM receives computation task in the unit of block. Each thread in one block can be concurrently executed in one SM, and one SM can also take care of multiple blocks at the same time. Different blocks are independent with each other, while threads within one block can cooperate via shared memory and barrier.
B. RULES FOR HETEROGENEOUS COMPUTING
Although GPU has far more cores than CPU, its frequency is significantly lower than CPU core and several important features are missing, such as interrupts and virtual memory; therefore, GPU may not always outperform CPU [37] . Actually, the GPU is productive in the manipulation of large amounts of data with many streams, while the CPU excels at doing complex operations on a small set of data.
The SM organizes threads in groups of 32 and called warps. If all 32 threads in a warp are on the same path, the execution is coherent and efficient [36] . On the other hand, if divergence occurred on the data-dependent conditional branch, each thread will be checked individually and sequentially, i.e., parallelism is limited. Similarly, the warp memory access share the same characteristic. If the target address of all 32 threads is successive, the coalesced memory request will be performed; otherwise, up to 32 requests may be launched. The memory access pattern consists one of the most important obstacles for the performance of GPU computing [38] . The GPU-accelerated libraries provided by Nvidia contribute to a potential. With minimal changes, one can integrate them into the domestic code. Since these libraries are highly optimized, the performance is usually remarkable [28] . It should also be noted that the bandwidth of PCIe is relatively slow and might be the bottleneck for dataintensive problems [36] .
Based on the above analysis, three rules for heterogeneous computing is generated as follows:
• Rule 1: Allocate computational intensive task to GPU, and leave data-dependent conditional branches for CPU;
• Rule 2: Utilize the coalesced memory access pattern on device memory, and introduce the highly tuned and optimized libraries if it is possible; • Rule 3: Minimize the amount of data transferred between CPU and GPU.
C. IMPLEMENTATION FLOWCHART
According to Fig. 4 , a set of RTOPFs corresponding to different scenarios should be solved in Stage 2. Since they are mutually independent, parallel implementation is introduced for concurrent solution in this subsection. Fig. 6 illustrates the proportion of execution time for different operations in a single PDIPM. It is obvious that the linear system (24) solution is the most intensive computational task, which consumes more than 80% of the whole execution time. Therefore, based on Rule 1, this process should be distributed to GPU. kernel 2 in Fig. 7 achieved this goal. Although the runtime of matrix preparation and parameter updating in Fig. 6 are less, and few data-dependent conditional branches are involved, they are executed on GPU with kernels 1 and 3 respectively VOLUME 6, 2018
Algorithm 1 Horizontally Concatenating of Two Matrices
Return ''dimension mismatch'' message. 3: else 4: Let m C = m A , n C = n A + n B , z C = z A + z B ; 5: Set an indicator ind = 1; 6: for j = 1 · · · m A do 7: for p = P A (j) + 1 · · · P A (j + 1) do 8: Let I C (ind) = I A (p), X C (ind) = X A (p); 9: Update ind = ind + 1; 10: end for 11: for p = P B (j) + 1 · · · P B (j + 1) do 12: Let I C (ind) = I B (p) + n A , X C (ind) = X B (p); 13: Update ind = ind + 1; 14: end for 15: Let P C = P A + P B (this is a vector addition). 16: end for 17: end if in Fig. 7 to minimize the data exchange between host and device (Rule 3), resulting in that the transferred data in each iteration is only the binary indicator for termination.
At the beginning, data preparation will be conducted on CPU. After data copying, kernel 1 will be launched by the instructions from CPU main thread. The execution of kernel 1 is simultaneous with blocks, where each block corresponds to one scenario. Within one block, a maximum number of 1024 threads can be called for parallel processing. In CUDA, there is an implicit barrier between different kernels. Therefore, kernel 2 will not be executed until the matrix preparation processes for all scenarios are finished. This barrier facilitates the utilization of batched solver for the solution of linear systems in kernel 2, which will be exemplified in the next subsection. Similarly, the barrier between kernels 2 and 3 guarantees all intermediate results from linear system solution have been updated for each scenario. The thread organization pattern in kernel 3 is the same with kernel 1. The termination judgment of (36) -(37) will be performed in kernel 3 and an indicator will be generated. Finally, CPU will copy that indicator from device to host memory when all blocks finished the calculation. The CPU will terminate the whole solution process if the termination criteria has been met; otherwise, execution instructions will be sent to kernel 1 by CPU to start a new iteration. It should be noted that all the intermediate data produced or updated by kernels are stored in device memory, thus the data exchange has been minimized and the barrier is required.
D. KERNELS DESIGN
In this paper, all vectors are dense, whereas all matrices are sparse and stored with Compressed Sparse Row (CSR) format as follows:
Algorithm 2 Vertically Concatenating of Two Matrices
Return ''dimension mismatch'' message. 3 where m A , n A , and z A are the numbers of rows, columns, and nonzero elements; P A , I A , and X A are vectors with sizes of m A + 1, z A , and z A , respectively. An illustrative example is given in Fig. 8 .
1) KERNELS 1 AND 3
Data preparation and updating are the main tasks for kernels 1 and 3, where a lot of basic operations are involved, including matrix/vector element updating, matrix/vector addition, matrix-matrix/matrix-vector multiplication, matrix transposing, minimizing, and summation, etc. In order to achieve the best performance, a lot of investigation has been conducted to achieve the coalesced access pattern based on thread origination and shared memory utilization [39] - [41] . In this work, mature strategies reported in the literature are widely consulted and employed.
In addition to the basic operations, horizontally and vertically matrices concatenating are also involved in kernel 1, e.g., M | G T X and
M G X
. Algorithms 1 and 2 illustrate the detailed steps of these two operations in the CSR format, whose parallel implementation is also conducted within each block based on the techniques discussed above. Line 6 in Algorithm 2 consists of the following operations: 1) P A (m A + 1) + P B : add the (m A + 1)th element of vector P A into each entry of vector P B ; 2) [P A (1 · · · m A ), P A (m A + 1) + P B ]: combine the (1 · · · m A ) elements of vector P A with the updated vector P B into one whole vector.
2) KERNEL 2
As shown in Fig. 7 , a set of linear systems with different coefficient matrices and vectors should be solved by kernel 2. For simplicity, they are denoted as A j x j = b j (j = 1, 2, ..., N ) in the following, where N is the number of linear systems. In order to follow the Rule 2, cuSolver library [42] is introduced for the solution of A j x j = b j on GPU. Table 1 summarizes different types of factorization methods provided by cuSolver in various modes. In CPU and GPU regular mode, A j x j = b j will be solved one-by-one in cuSolver kernels. Although these kernels are highly optimized, the task switching between different linear systems is inevitable, resulting the whole solution efficiency is limited. On the other hand, the GPU batched mode can solve all the N linear systems A j x j = b j at the same time with only one call, thus full potential of GPU resources are utilized and the solution efficiency is highly improved. Based on the above analysis, the QR factorization is determined in this paper for the linear equations solution since it is the only method that supported by cuSolver in the GPU batched mode. The batched mode requires all the coefficient matrices have the same sparsity pattern, thus adjusting has been made on different matrices A j in the same iteration as well as different iterations by adding zero values. By doing that, P A 1 = P A 2 = ... = P A N and I A 1 = I A 2 = ... = I A N can be achieved. The basic steps of batched QR solution is depicted as follows:
• Prepare A batch : Summarize all the individual matrices A j into one batched matrix A batch ,
where vector V batch stores the nonzero elements of A j one after another, i.e., X batch = X A 1 , X A 2 , . . . , X A N .
• Generate permutation array q: Generally, there will be extra nonzero entries named fill-ins appeared after the factorization, which demands extra memory space and more arithmetic operations. Fortunately, its number can be greatly reduced by matrix reordering, where a permutation array q is required. In this work, two algorithms, Reverse Chthill-Mckee (RCM) [43] and Approximate Minimum Degree (AMD) [44] , are considered, whose intuitive performance is illustrated in Fig. 9 , where the 'nnz' is the number of nonzero fill-ins.
• Reorder A batch : The fill-ins reduction is performed by reordering A batch into
where Q is derived from q.
• Symbolic analysis of B batch : This process is utilized to determine the sparsity pattern of lower and upper triangle matrices of QR factorization, which will be applied for the parallelism extraction and working space allocation.
• Numerical factorization for B batch : This step is performed by all CUDA cores in the GPU with intensive parallelism. The generated solution x batch should be reordered according to q before utilization in the following steps.
IV. CASE STUDIES A. NETWORK AND INPUT DATA
The case studies are carried out on four benchmark systems modified from Matpower [45] , including IEEE 14-bus, IEEE 57-bus, IEEE 118-bus, and IEEE 300-bus test cases, where 2, 4, 10, and 25 REGs are integrated to substitute thermal VOLUME 6, 2018 generators. For each system, 1024 scenarios are generated at the beginning of each interval based on the meteorological data [46] , REG parameter [19] , and load profile [18] , where time granularity adjusting, data normalization, and scenario reduction processes are employed. All of these 1024 RTOPFs are tackled by a PC equipped with Intel Xeon E5-2620 CPU and Nvidia GeForce GTX 1080 GPU. The programming environment is Visual Studio 2015 running on Windows 8.1 operating system. For simplicity, only one interval is conducted for comparison.
B. PERFORMANCE COMPARISON
In order to validate the performance of the framework developed in Section IV, four types of implementations are compared:
• Regular CPU: All scenarios are solved one-by-one, and the steps shown in Fig. 7 is sequentially executed for each scenario. In terms of linear equations solution, the sparse solver Csparse developed in [44] is utilized.
• Parallel CPU: All scenarios are solved in parallel based on the OpenMP Application Programming Interface (API) with each thread corresponding to one scenario. Within each scenario, the solution process is the same with regular CPU implementation, i.e., sequential and Csparse. In the case study, 12 threads are launched.
• Regular GPU: Parallel implementation on GPU according to the flowchart given in Fig. 7 except that the kernel 2 is performed by cuSolver QR factorization without batched mode enabled.
• Batched GPU: Parallel implementation on GPU with all the proposals shown in Section IV employed, including the batched QR factorization of cuSolver. The batch size is set at 1024 in case studies. Although two types of fill-in reduction algorithms are considered and their performance on the 57-bus system shown in Fig. 9 is similar, the execution time of AMD is shorter in all test systems; therefore, the AMD is finally utilized for all the above four implementation schemes. Tables 2 and 3 summarize the main results for the solution time and speedup, where 1024 scenarios are considered for each test system.
1) RESULTS ON CPU PLATFORM
In [8] , the execution for a 41-bus system with 49 scenarios is about 80s on CPU. Although the computation platforms are different, the results reported in Table 2 with regular CPU implementation are comparable, e.g., 106.95s is consumed for 57-bus system with 1024 scenarios. Nevertheless, it is far away from real-time application. Therefore, parallel computing with OpenMP is carried out on CPU with 12 threads enabled, resulting in the speedups from 8.95 to 10.20 for various test systems. It can be seen from Table 3 that the speedup is higher for larger system, which is partially due to the contradiction between overhead of thread switching and numerical calculation (larger system has heavier computation load). Fig. 10 demonstrates the achieved speedups for various systems with different numbers of threads launched. It is observable that the marginal profit gained by thread addition is diminishing, e.g., a speedup of 1.91 can be obtained by 2 threads for 14-bus system, whereas that number is only 8.95 for 12 threads. The reason is still related to the workloads of each scenario.
2) RESULTS ON GPU PLATFORM
Although GPU has a smaller frequency than CPU, the number of concurrent threads is much larger, thus the execution time is shorter than parallel CPU as shown in Table 2 . In order to further improve the solution efficiency, batched mode is introduced, whose solution process is illustrated in Fig. 11 as well as the regular QR factorization. Both modes take 5 steps summarized in Section IV.D to solve a single or one bunch scenarios in iteration 1. Since the sparsity pattern of different coefficient matrices is tuned as the same on the batched QR, the results of reorder vector q and symbolic analysis are reusable, thus a lot of effort has been saved as highlighted with in Fig. 11 . As reported in Table 3 , the utilization of batched mode has doubled the speedup obtained by regular GPU implementation.
C. DISCUSSIONS
Apart from the above results on the solution time and speedup, the following discussions are given on two different topics.
1) BATCH SIZES
To intensively investigate the performance, different batch sizes are utilized for the solution of case 300-bus. The result is depicted in Fig. 12 . The total execution time reduced quickly from 85.05s to 42.21s with the batch size increased from 1 to 256, validating the superiority of the batched mode. If the batch size keeps increasing, the runtime still decreases, but the rate is limited, indicating that the full potential of GPU is approaching. Since the fastest improvement occurs at the beginning rather than the later stage, one can use smaller batch size to increase the capability for larger systems with numbers of scenarios. It is observable that the quality of the initiated solution is higher with more scenarios since the numbers of iterations before convergence is less. On the other hand, fewer iterations means that the initial solution is close to the final one, which can also be explained that the requirement for hot start strategy is more urgent for the circumstance with fewer scenarios. In order to gain better performance, one can increase the number of scenarios; however, there is a saturation point, after which the performance cannot be advanced. In the 118-bus case, that point is 512.
V. CONCLUSION
In order to minimize the forecasting error related with REGs and demand loads during the solution of RTOPF, a three-stage VOLUME 6, 2018 framework is employed in this paper. Scenarios are generated and filtered in Stage 1 to characterize the uncertainty. Stage 2 tries to minimize the prediction interval by GPU acceleration, where heterogeneous computing with batched linear solver is implemented. Hot-start strategy is introduced in Stage 3 to eliminate the prediction error. Comparison between CPU and heterogeneous CPU-GPU platforms are implemented on the IEEE 14-bus, 57-bus, 118-bus, and 300-bus systems, where both regular and batched solution schemes are included. The results validate the superiority of batched GPU over regular GPU, parallel CPU, and sequential CPU. Future work will investigate the saturation point related with scenario size and hot-start strategy, as well as other types of batched linear solver. Fuzzy-based methods for uncertainty addressing will also be considered.
APPENDIX PRIMAL-DUAL INTERIOR POINT METHOD
In Section III, the nonlinear programming problem RTOPF is addressed with PDIPM [47] . In order to facilitate the description of GPU implementation, the solution process of PDIPM is reviewed in this section. The notations are summarized at the beginning, then the derivations are presented.
A. NOTATIONS
Given a real vector X = [x 1 , x 2 , . . . , x n ] T , the first (transpose of the gradient) and second partial (Hessian matrix) derivatives of a scalar function f (X ) : R n → R is given as: 
The vector function F : R n → R m is stated as F(X ) = [f 1 (X ), f 2 (X ), . . . , f m (X )] T , whose first derivatives (Jacobian matrix) is: 
A matrix of partial derivatives of F(X ) based on the vector λ is:
Additionally, [X ] represents a diagonal matrix whose diagonal elements are valued by vector X , and e is the vector with all ones.
B. DERIVATIONS
For simplicity, the OPF problem (1)-(8) stated in Section II.B can be rewritten into a compact form as follows:
s.t. G(X ) = 0,
H (X ) ≤ 0.
where X is the vector [P G 1 , . . . , P G n , Q G 1 , . . . , Q G n , V 1 , . . . , V m , θ 1 , . . . , θ m ]; functions f : R n → R, G : R n → R p , and H : R n → R q corresponds to (1), (2) - (3), and (4) - (7) and (9), respectively.
By introducing a barrier function, a perturbation parameter γ , and a positive slack vector Z , the problem is evolved into:
The Lagrangian function of this equality constrained problem (17)- (20) is:
The first and second particle derivatives of (21) over X is given as:
Based on the Karush-Kuhn-Tucker conditions and Newton's method, the following iterative updating procedure can be performed with initiated X , Z , λ, µ, and γ :
• Step 1: Compute X and λ according to:
where 
• Step 3: Update variables X , Z , λ, and µ according to:
where the primal and dual scale factors α p and α d is derived by the following equations with constant parameter ξ = 0.99995:
α d = min ξ min
• Step 4: Update perturbation parameter γ by the following mechanism, where σ is set to 0.1:
• Step 5: Terminate the solution process if convergent criteria (36) - (37) are met, where f and f 0 are the objective function value of the current and previous iterations respectively; is valued as 1.0 × 10 −6 . Otherwise, go to
Step 1.
