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ABSTRACT
We describe a new algorithm for answering a given set of range
queries under -differential privacy which often achieves substan-
tially lower error than competing methods. Our algorithm satisfies
differential privacy by adding noise that is adapted to the input data
and to the given query set. We first privately learn a partitioning
of the domain into buckets that suit the input data well. Then we
privately estimate counts for each bucket, doing so in a manner
well-suited for the given query set. Since the performance of the
algorithm depends on the input database, we evaluate it on a wide
range of real datasets, showing that we can achieve the benefits of
data-dependence on both “easy” and “hard” databases.
1. INTRODUCTION
Differential privacy [8, 9] has received growing attention in the
research community because it offers both an intuitively appealing
and mathematically precise guarantee of privacy. In this paper we
study batch (or non-interactive) query answering of range queries
under -differential privacy. The batch of queries, which we call the
workload, is given as input and the goal of research in this area is to
devise differentially private mechanisms that offer the lowest error
for any fixed setting of . The particular emphasis of this work is to
achieve high accuracy for a wide range of possible input databases.
Existing approaches for batch query answering broadly fall into
two categories: data-independent mechanisms and data-dependent
mechanisms. Data-independent mechanisms achieve the privacy
condition by adding noise that is independent of the input database.
The Laplace mechanism is an example of a data-independent mech-
anism. Regardless of the input database, the same Laplacian noise
distribution is used to answer a query. More advanced data-indep-
endent mechanisms exploit properties of the workload to achieve
greater accuracy, but the noise distribution (and therefore the error)
remains fixed for all input databases.
Data-dependent mechanisms add noise that is customized to prop-
erties of the input database, producing different error rates on dif-
ferent input databases. In some cases, this can result in significantly
lower error than data-independent approaches. These mechanisms
typically need to use a portion of the privacy budget to learn about
the data or the quality of a current estimate of the data. They then
use the remaining privacy budget to privately answer the desired
queries. In most cases, these approaches do not exploit workload.
A comparison of state-of-the-art mechanisms in each category
reveals that each has advantages, depending on the “hardness” of
the input database. If the database is viewed as a histogram, data-
bases with large uniform regions can be exploited by these algo-
rithms, allowing the data-dependent mechanisms to outperform data-
independent ones. But on more complex datasets, e.g. those with
many regions of density, data-dependent mechanisms break down.
Consider as an example a workload of random range queries and
a dataset derived from an IP-level network trace. A state-of-the-
art data-dependent mechanism, Multiplicative Weights and Expo-
nential Mechanism (MWEM) [12], can achieve 60.12 average per-
query error when  = 0.1. For the same , one of the best data-
independent mechanisms for this workload, Privelet [21], offers
per-query error of 196.6, a factor of 3.27 worse. But other datasets
have properties that are difficult to exploit. On a dataset based on
the HEP-PH citation network, MWEM has average per-query er-
ror of 722.3 with  = 0.1, while the error of the data-independent
mechanism is still 196.6 for this workload, a factor of 3.67 better.
Such a large variation in the relative performance of mechanisms
across data sets is a major limitation of current approaches. This is
especially true because it is typically necessary to select a mecha-
nism without seeing the data.
Contributions. First, we propose a novel 2-stage mechanism
for answering range queries under -differential privacy. On in-
puts where existing data-dependent mechanisms do well, our mech-
anism achieves lower error by a factor of up to 6.86 compared
with the state of the art. On inputs where existing data-dependent
mechanisms do poorly, our mechanism achieves error comparable
to state-of-art data-independent mechanisms. Second, we present
an efficient algorithm in the first stage that partitions the domain
into uniform regions. Compared with other differentially private
partitioning algorithms, our algorithm generates much better par-
titions and runs in time that is only quasilinear in the size of the
domain. Third, we design a new, efficient algorithm in the second
stage that computes scaling factors for a hierarchical set of range
queries. Unlike existing hierarchical strategies, our method allows
a non-uniform budget distribution across queries at the same level,
which leads to a strategy that is more finely tuned to the workload,
and thus more accurate.
To our knowledge, our mechanism is the first data-aware mecha-
nism that provides significant improvement on databases with easy-
to-exploit properties yet does not break-down on databases with
complex distributions.
Algorithm Overview
We give an overview to our new mechanism and an example below.
The Data-Aware/Workload-Aware (DAWA) mechanism is an -
differentially-private algorithm that takes as input a workload of
range queries, W, and a database, x, represented as a vector of
counts. The output is an estimate xˆ of x, where the noise added
to achieve privacy is adapted to the input data and to the workload.
The DAWA algorithm consists of the following three steps, the first
two of which require private interactions with the database. To
ensure that the overall algorithm satisfies -differential privacy, we
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Figure 1: Overview and example execution for the DAWA mechanism.
split the total  budget into 1, 2 such that 1 + 2 =  and use these
two portions of the budget on the respective stages of the algorithm.
Step 1: Private Partitioning
The first step selects a partition of the domain that fits the input
database. We describe (in Sec. 3) a novel differentially private al-
gorithm that uses 1 budget to select a partition such that within
each partition bucket, the dataset is approximately uniform. This
notion of uniformity is later formalized as a cost function but the
basic intuition is that if a region is uniform, then there is no benefit
in using a limited privacy budget to ask queries at a finer granularity
than these regions—the signal is too small to overcome the noise.
The output of this step is B, a partition of x into k buckets, without
counts for the buckets.
Step 2: Private Bucket Count Estimation
Given the partition B, the second step derives noisy estimates of
the bucket counts. Rather than simply adding Laplace noise to the
bucket counts, we use a workload-aware method. Conceptually, we
re-express the workload over the new domain defined by the par-
tition B, with the buckets in the partition taking the place of x.
Then we have a well-studied problem of selecting unbiased mea-
surements (i.e. linear functions of the bucket counts) in a manner
that is optimized for the workload. This problem has received con-
siderable attention in past work [6, 7, 15, 16, 24, 25]. We use the
basic framework of the matrix mechanism [15], but we propose a
new algorithm (described in Sec. 4) for efficiently approximating
the optimal measurements for the workload.
Given the selected measurements, we then use the 2 privacy
budget and Laplace noise to privately answer the measurement
queries, followed by least-squares inference to derive the output of
this step, a noisy estimate s for the buckets in B.
Step 3: Uniform Expansion
In the last step we derive an estimate for the n components of x
from the k components of the histogram (B, s). This is done by
assuming uniformity: the count si for each bucket bi is spread uni-
formly amongst each position of x that is contained in bi. The
result is the estimate xˆ for x. Strictly speaking, any range query
can be computed from xˆ, but the noise is tuned to provide accuracy
for precisely the queries in the workload.
The following example illustrates a sample execution of DAWA.
EXAMPLE 1. For n = 10, Fig. 1 shows graphically a sample
data vector x = (2,3,8,1,0,2,0,4,2,4). A possible output of
Step 1 is B = {b1, b2, b3, b4} where b1 = [1,2], b2 = [3,3], b3 =[4,7], and b4 = [8,10]. This need not be the optimal partition, as
defined in Sec. 3, because the partition selection is randomized. For
the sample database x in the figure, the true bucket counts for the
partition would be (5,8,3,10). The result from Step 2 is a set of
noisy bucket counts, s = (6.3,7.1,3.6,8.4). Step 3 then constructs
xˆ by assuming a uniform distribution for values within each bucket.
As it is shown graphically in Fig. 1(c), the final output is
xˆ = (3.15,3.15,7.1, .9, .9, .9, .9,2.8,2.8,2.8).
The novelty of our approach consists of splitting the overall pri-
vate estimation problem into two phases: Step 1, which is data-
dependent, and Step 2, which is workload-aware. Our main tech-
nical contributions are an effective and efficient private solution to
the optimization problem underlying Step 1, and an effective and
efficient solution to the optimization problem underlying Step 2.
We also extend our methods to two-dimensional workloads using
spatial decomposition techniques.
A number of recently-proposed methods [3,6,22,23] share com-
monalities with one or more parts of our mechanism (as described
in Sec. 6). But each omits or simplifies an important step and/or
they use sub-optimal methods for solving related subproblems. In
Sec. 5, an extensive experimental evaluation shows that for work-
loads of 1- and 2-dimensional range queries, the DAWA algorithm
achieves lower error than all competitors on nearly every database
and setting of  tested, often by a significant margin.
The paper is organized as follows. We review notation and pri-
vacy definitions in Sec. 2. The partitioning algorithm is presented
in Sec. 3, and the bucket count estimating algorithm is included in
Sec. 4. We extensively compare DAWA with state-of-the-art com-
peting mechanisms in Sec. 5. Related work is discussed in Sec. 6.
We conclude and mention future directions in Sec. 7.
2. BACKGROUND
In this section we review notation, basic privacy definitions, and
standard privacy mechanisms used throughout the paper.
2.1 Databases and Queries
The query workloads we consider consist of counting queries
over a single relation. Let the database I be an instance of a single-
relation schema R(A), with attributes A = {A1,A2, . . . ,Ak} each
having an ordered domain. In order to express our queries, we
first transform the instance I into a data vector x consisting of
n non-negative integral counts. We restrict our attention to the
one- or two-dimensional case. In one dimension, we isolate a sin-
gle attribute, Ai, and define x to consist of one coefficient for
each element in the domain, dom(Ai). In other words, xj re-
ports the number of tuples in database instance I that take on the
jth value in the ordered domain of Ai. In the two-dimensional
case, for attributes Ai,Aj , x contains a count for each element in
dom(Ai) × dom(Aj). For simplicity, we describe our methods in
the one-dimensional case, extending to two-dimensions in Sec. 5.4.
A query workload W defined on x is a set of range queries{w1 . . .wm} where each wi is described by an interval [j1, j2] for
1 ≤ j1 ≤ j2 ≤ n. The evaluation of wi = [j1, j2] on x is written
wi(x) and defined as∑j2j=j1 xj . We useW(x) to denote the vector
of all workload query answers ⟨w1(x) . . .wm(x)⟩.
A histogram on x is a partition of [1, n] into non-overlapping
intervals, called buckets, along with a summary statistic for each
bucket. We denote a histogram by (B, s) with B a set of buckets
B = {b1 . . . bk} and s a set of corresponding statistics s = s1 . . . sk.
Each bi is described by an interval [j1, j2] and the set of intervals
covers [1, n] and all intervals are disjoint. We define the length ∣bi∣
of bucket bi to be j2 − j1 + 1.
We associate a summary statistic with each of the k buckets in
a histogram. One way to do this is to treat the bucket intervals as
range queries and evaluate them on x. We denote this true statistic
for bucket bi by bi(x) and we use B(x) to denote the vector for
true bucket counts. In other cases, the summary statistics are noisy
estimates of B(x), denoted s = s1 . . . sk.
Throughout the paper we use the uniform expansion of a his-
togram (B, s). It is a data vector of length n derived from B by
assuming uniformity for counts that fall within bucket ranges.
DEFINITION 1 (UNIFORM EXPANSION). Let expand be a
function that takes a histogram H = (B, s) with buckets B ={b1 . . . bk} and statistics s = s1 . . . sk, and uniformly expands it.
Thus, expand(B, s) is an n-length vector y defined as:
yj = st(j)∣bt(j)∣
where t(j) is the function that maps position j to the index of the
unique bucket in B that contains position j for j ∈ [1, n].
In our algorithms, both the choice of a histogram and the value of
the histogram statistics have the potential to leak sensitive informa-
tion about x. Both must be computed by a differentially private
algorithm. Suppose that a differentially private algorithm returns
histogram H = (B, s) where the statistics have noise added for
privacy. We use xˆ to denote the uniform expansion of H , i.e.,
xˆ = expand(B, s). Since the vector xˆ is a differentially private
estimate for x, we can use it to answer any query w as w(xˆ).
We are interested in how accurately xˆ approximates x. The ab-
solute error of xˆ is defined as ∥x − xˆ∥1. The expected absolute
error is E ∥x − xˆ∥1 where the expectation is taken over the ran-
domness of xˆ. Given workload W, the average error on W is
1
m
∥W(x) −W(xˆ)∥1.
2.2 Private Mechanisms
Differential privacy places a bound (controlled by ) on the dif-
ference in the probability of algorithm outputs for any two neigh-
boring databases. For database instance I , let nbrs(I) denote the
set of databases differing from I in at most one record; i.e., if
I ′ ∈ nbrs(I), then ∣(I − I ′) ∪ (I ′ − I)∣ = 1.
DEFINITION 2 (DIFFERENTIAL PRIVACY [9]). A randomized
algorithm K is -differentially private if for any instance I , any
I ′ ∈ nbrs(I), and any subset of outputs S ⊆ Range(K), the fol-
lowing holds:
Pr[K(I) ∈ S] ≤ exp() × Pr[K(I ′) ∈ S]
Differential privacy has two important composition properties [17].
Consider k algorithms K1, . . . ,Kk, each satisfying i-differential
privacy. The sequential execution of K1, . . . ,Kk satisfies (∑ i)-
differential privacy. Suppose the domain is partitioned into k arbi-
trary disjoint subsets and Ki is executed on the subset of data from
the ith partition. The parallel execution of K1, . . . ,Kk satisfies(maxi{i})-differential privacy.
For functions that produce numerical outputs, differential pri-
vacy can be satisfied by adding appropriately scaled random noise
to the output. The scale of the noise depends on the function’s
sensitivity, which captures the maximum difference in answers be-
tween any two neighboring databases.
DEFINITION 3 (SENSITIVITY). Given function f ∶
dom(A1)×⋅ ⋅ ⋅×dom(Ak)→ Rd, the sensitivity of f , denoted ∆f ,
is defined as:
∆f = max
I,I′∈nbrs(I) ∥f(I) − f(I ′)∥1
Sensitivity extends naturally to a function g that operates on data
vector x by simply considering the composition of g with the func-
tion that transforms instance I to vector x. In this paper, we con-
sider functions that take additional inputs from some public domainR. For such functions, ∆f measures the largest change over all
pairs of neighboring databases and all r ∈R.
The Laplace mechanism achieves differential privacy by adding
Laplace noise to a function’s output. We use Laplace(σ) to denote
the Laplace probability distribution with mean 0 and scale σ.
DEFINITION 4 (LAPLACE MECHANISM [9]). Given function
f ∶ dom(A1) × ⋅ ⋅ ⋅ × dom(Ak)→ Rd, let z be a d-length vector of
random variables where zi ∼ Laplace(∆f/). The Laplace mech-
anism L is defined as L(I) = f(I) + z.
3. PRIVATE PARTITIONING
This section describes the first stage of the DAWA algorithm.
The output of this stage is a partition B. In Sec. 3.1, we motivate
the problem of finding a good partition and argue that the quality
of a partition depends on the data. We then describe a differentially
private algorithm for finding a good partition in Sec. 3.2.
This stage of DAWA is not tuned to the workload of queries and
instead tries to select buckets such that, after statistics have been
computed for the buckets and the histogram is uniformly expanded,
the resulting xˆ is as close to x as possible.
3.1 Cost of a partition
Recall that after the partition B = {b1 . . . bk} has been selected,
corresponding statistics s1, . . . , sk are computed. Let si = bi(x) +
Zi where Zi is a random variable representing the noise added
to ensure privacy. (This noise is added in the second stage of
DAWA.) Once computed, the statistics are uniformly expanded into
xˆ = expand(B, s), which is an estimate for x. If bucket bi spans
the interval [j1, j2] we use j ∈ bi to denote j ∈ [j1, j2]. After ap-
plying uniform expansion, the resulting estimate for xj , for j ∈ bi,
is:
xˆj = bi(x)∣bi∣ + Zi∣bi∣ (1)
The accuracy of the estimate depends on two factors. The first fac-
tor is the bucket size. Since the scale of Zi is fixed, larger buckets
have less noise per individual xˆj . The second factor is the degree
of uniformity within the bucket. Uniform buckets, where each xj
is near the mean of the bucket bi(x)∣bi ∣ , yield more accurate estimates.
We can translate these observations about xˆj into a bound on the
expected error of xˆ. For bucket bi, let dev be a function that mea-
sures the amount the bucket deviates from being perfectly uniform:
dev(x, bi) = ∑
j∈bi ∣xj − bi(x)∣bi∣ ∣ (2)
The bound on the expected error of xˆ is in terms of the deviation
and the error due to added noise.
PROPOSITION 1. Given histogram H = (B, s) where ∣B∣ = k
and for i = 1 . . . k, si = bi(x) +Zi where Zi is a random variable.
The uniform expansion, xˆ = expand(B, s), has expected error
E ∥xˆ − x∥1 ≤ k∑
i=1dev(x, bi) + k∑i=1E∣Zi∣ (3)
The proof of this bound follows from (1) and the fact that ∣a + b∣ ≤∣a∣ + ∣b∣. Proof of a similar result is given in Acs et al. [3].
Prop. 1 reveals that the expected error of a histogram can be de-
composed into two components: (a) approximation error due to
approximating each xj in the interval by the mean value bi(x)∣bi ∣ and
(b) perturbation error due to the addition of random noise. The
perturbation component is in terms of random variables Zi, which
are not fully determined until the second stage of DAWA. For the
moment, let us make the simplifying assumption that the second
stage uses the Laplace mechanism (with a budget of 2). Under
this assumption, Zi ∼ Laplace(1/2) and ∑ki=1 E∣Zi∣ simplifies to
k/2. This error bound conforms with our earlier intuition that we
want a histogram with fewer (and therefore larger) buckets that are
as uniform as possible. The optimal choice depends on the uni-
formity of the dataset x and on the budget allocated to the second
stage (because smaller 2 increases perturbation error, making less
uniform buckets relatively more tolerable).
We use Prop. 1 as the basis for a cost function.
DEFINITION 5 (COST OF PARTITION). Given a partition of
the domain into buckets B = {b1, . . . , bk}, the cost of B is
pcost(x,B) = k∑
i=1dev(x, bi) + k/2 (4)
This cost function is based on the simplifying assumption that Zi ∼
Laplace(1/2). In fact, in the DAWA algorithm, eachZi is a weight-
ed combination of Laplace random variables. The weights, which
are tuned to the workload, are not selected until the second stage
of DAWA. However, any weight selection has the property that
E∣Zi∣ ≥ 1/2. This means our choice of cost function is conser-
vative in the sense that it favors a more fine-grained partition than
would be selected with full knowledge of the noise distribution.
EXAMPLE 2. Recall the partitionB = {b1, b2, b3, b4} in Fig. 1.
● b1 = [1,2], b1(x)∣b1 ∣ = 52 , dev(x, b1) = 12 + 12 = 1● b2 = [3,3], b2(x)∣b2 ∣ = 81 , dev(x, b2) = 0● b3 = [4,7], b3(x)∣b3 ∣ = 34 , dev(x, b3) = 14 + 34 + 54 + 34 = 3● b4 = [8,10], b4(x)∣b4 ∣ = 103 , dev(x, b4) = 23 + 43 + 23 = 2 23
Therefore, pcost(x,B) = 6 2
3
+4/2. When 2 = 1.0, pcost(x,B) =
6 2
3
+4 = 10 2
3
. In comparison, the cost of partitioning x as a single
bucket [1,10] leads to a deviation of 17.2 and total pcost of 18.2.
ThusB is a lower cost partition and intuitively it captures the struc-
ture of x which has four regions of roughly uniform density. But
note that with a more stringent privacy budget of 2 = 0.1, the per-
turbation error per bucket rises so pcost(x,B) = 6 2
3
+ 40 = 46 2
3
whereas the pcost of a single bucket is only 17.2 + 10 = 27.2.
Given this cost function, we can now formally state the problem
that the first stage of DAWA aims to solve.
PROBLEM 1 (LEAST COST PARTITION PROBLEM). The least
cost partition problem is to find the partition that minimizes the fol-
lowing objective:
minimize
B⊆B pcost(x,B)
subject to ⋃
b∈B b = [1, n], and ∀ b, b′ ∈ B, b ∩ b′ = ∅
where B is the set of all possible intervals B = {[i, j] ∣ 1 ≤ i ≤ j ≤
n} and the constraint ensures that B partitions [1,n].
The next section describes our algorithm for solving this optimiza-
tion problem in a differentially private manner.
3.2 Finding a least cost partition
Since partition cost is data-dependent, we cannot solve Prob-
lem 1 exactly without violating privacy. Instead, we must introduce
sufficient randomness to ensure differential privacy. Our approach
is efficient and simple; our main contribution is in showing that this
simple approach is in fact differentially private.
Our approach is based on the observation that the cost of a par-
tition decomposes into a cost per bucket. Let bcost be a function
that measures the cost of an individual bucket b,
bcost(x, b) = dev(x, b) + 1/2.
For any partition B, the partition cost is simply the sum of the
bucket costs: pcost(x,B) = ∑b∈B bcost(x, b). Since one needs
to interact with the private database in computing the cost of each
bucket, reporting the partition with the least cost will violate dif-
ferential privacy. Instead, we solve Problem 1 using noisy cost: the
noisy cost of a bucket comes from perturbing its bucket cost with
a random variable sampled from the Laplace distribution, and the
noisy partition cost is the sum of the noisy bucket costs.
The algorithm for this stage is shown in Algorithm 1. It takes as
input the private database x as well as 1 and 2. The parameter 1
represents the privacy budget allocated to this stage. The param-
eter 2 represents the privacy budget allocated to the second stage
(Algorithm 2, Sec. 4). That parameter is needed here because the
value of 2 is used in calculating the bucket costs.
Algorithm 1 has three simple steps. First, it calls the subrou-
tine ALLCOSTS to efficiently compute the cost for all possible
buckets (details are below). Second, it adds noise to each bucket
cost. Finally, it calls the LEASTCOSTPARTITION subroutine to
find the partition with the least noisy cost. This is done using dy-
namic programming, much like classical algorithms for v-optimal
histograms [14].
We analyze Algorithm 1 along three key dimensions: accuracy,
computational efficiency, and privacy.
Accuracy. Accuracy is measured in terms of the difference in
cost between the selected partition and the optimal choice (ignoring
privacy). We give the following bound on the algorithm’s accuracy.
THEOREM 1. With probability at least 1 − δ, Algorithm 1 re-
turns a solution with cost at most OPT + t where OPT is the cost
of the least cost solution and t = 4∆c n log(∣B∣/δ)/1.
In addition to a theoretical analysis, we do an extensive empirical
evaluation in Sec. 5.
Algorithm 1 Private partition for intervals and L1 cost function
procedure PRIVATE PARTITION(x, 1, 2)
// Let B be the set of all intervals on [1, n]
// Compute cost bcost(x, b) for all b ∈ B
cost← ALLCOSTS(x, 2)
// Add noise to each bucket cost
for b ∈ B do
cost[b]← cost[b] +Z, where Z ∼ Laplace(2∆bcost/1)
end for
// Find B with lowest total cost based on noisy bucket costs
// stored in cost
B ← LEASTCOSTPARTITION(B, cost)
return B
end procedure
Efficiency. The computationally challenging part is ALLCOSTS,
which computes the cost for each bucket. Unlike the bucket cost for
a v-optimal histogram (which is based on an L2 metric, rather than
the L1 metric used here), the cost does not decompose easily into
sum and sum of square terms that can be precomputed. Neverthe-
less, we show that we can decompose the the cost into partial sums
of xj which can be computed using a balanced tree.
Given bucket bi, let us identify the indexes j ∈ bi that are above
the bucket mean, bi(x)∣bi ∣ . Let I+ = {j ∣ j ∈ bi and xj ≥ bi(x)∣bi ∣ }. Let
I− be those below the mean, I− = bi − I+. We can simplify
dev(x, bi) as follows:
dev(x, bi) = ∑
j∈I+ (xj − bi(x)∣bi∣ ) + ∑j∈I− ( bi(x)∣bi∣ − xj)
= 2 ∑
j∈I+ (xj − bi(x)∣bi∣ )
= 2 ∑
j∈I+ xj − ∣I+∣ ⋅ bi(x)∣bi∣
The second equality follows from the fact that the sum of deviations
above the mean must be equal to the sum of deviations below the
mean. The above equation implies that the total deviation can be
computed knowing only the sum of xj for j ∈ I+ and the size of I+.
Those quantities can be efficiently computed using a binary search
tree of xj1 , . . . , xj2 . Each node in the tree stores a value (some
xj) as well as the sum of all values in its subtree, and the number
of nodes in its subtree. For any constant a, we can then compute∑j∈bi,xj≥a(xj − a) via binary search.
To compute the bucket costs for all intervals with length `, we
can dynamically update the search tree. After the cost for interval[j, j + `] has been computed, we can update the tree to compute
interval [j + 1, j + ` + 1] by removing xj from the tree and adding
xj+`+1. Using a self-balancing tree, computing all intervals of size
` requires O(n logn) time. To compute all intervals, the total run-
time is O(n2 logn).
We can reduce the runtime toO(n log2 n) by restricting to inter-
vals whose length is a power of two. This restriction has the poten-
tial to exclude the optimal solution. Empirically, we find that Algo-
rithm 1 remains almost as accurate as when it uses all intervals, and
is always more accurate than competing techniques (Sec. 5.3.2).
The benefit of the approximation is reduced runtime, which makes
it feasible to run on larger datasets.
The last step of Algorithm 1, LEASTCOSTPARTITION, is effi-
cient, requiring time linear in n and the number of buckets.
Privacy. The proof of privacy is the main challenge. Analyzing
the privacy requires some subtlety because the noise by itself is not
necessarily enough to guarantee privacy. (If the Laplace mecha-
nism was used to publish noisy costs for all buckets, the scale of
the noise would be Ω(n).) However, when the actual noisy costs
are kept secret and the only published output is the partition with
the least (noisy) cost, then a small amount of noise is sufficient to
ensure privacy. The noise is proportional to the sensitivity of the
bucket cost. It can be shown ∆bcost ≤ 2.
THEOREM 2. Algorithm 1 is 1-differentially private.
PROOF OF THEOREM 2. Recall that B = {[i, j] ∣ 1 ≤ i ≤ j ≤
n} is the set of all intervals. For convenience, we make a few
small adjustments to notation. First, we index this set: let B ={b1, . . . , bM} where M = ∣B∣. Second, we describe a partition
B in terms of this indexed set, so we say B = {i1, . . . , ik} to
mean that B consists of the intervals bi1 , . . . , bik . A partition B
is valid if it covers the domain and its buckets are disjoint. LetP be the set of all valid partitions. Finally, we use this same in-
dexing for the random variables that represent the added noise: let
Z = (Z1, . . . , ZM) where for each i ∈ [1,M], the random variable
Zi ∼ Laplace(λ) represents the noise added to the cost of bi.
Let x0,x1 be any pair of neighboring databases and let B ∈ P
be any output of the algorithm. It suffices to prove
P (A(x1) = B) ≥ e−P (A(x0) = B)
whereA(x) denotes Algorithm 1 running on input x and the prob-
ability distribution is over random variables Z.
When run on input x, the algorithm will output partitionB if and
only if B is the partition with the lowest noisy cost. Formally, let
z ∈ RM represent an assignment of Z. Partition B will be selected
if and only if z satisfies the following condition:
∑
j∈B bcost(x, bj) + zj < minB′∈P−{B}{ ∑k∈B′ bcost(x, bk) + zk}
Since neighboring databases x0 and x1 only differ by one record
and the buckets of B partition the domain, there must be exactly
one i∈B where bcost(x0, bi)≠bcost(x1, bi). We will now derive
an expression for the probability that B is selected that focuses
on the noisy cost of bucket bi. To do this, it will be convenient
to partition the space of possible partitions into those that include
bucket bi and those that do not. Let P+ = {B ∣ B ∈ P and i ∈ B}
and let P− = P −P+. B will be selected if and only if (a) B is the
partition with least noisy cost in P+ and (b) B has lower noisy cost
than any partition in P−. We examine these two conditions in turn.
For condition (a), observe that all partitions in P+ use bucket bi,
thus whether (a) holds is independent of the outcome of Zi since it
has the same effect on the scores of all partitions in P+. We use z−i
as shorthand for (z1, . . . , zi−1, zi+1, . . . , zn). Let φ be a predicate
that is true if and only if the assignment of z−i makes B the least
cost partition among P+, and false otherwise:
φ(x,z−i)
= ∑
j∈B−{i}bcost(x, bj) + zj < minB′∈P+−{B}
⎧⎪⎪⎨⎪⎪⎩ ∑k∈B′−{i}bcost(x, bk) + zk
⎫⎪⎪⎬⎪⎪⎭
Since x0 and x1 only differ in the score assigned to bucket bi,
φ(x0,z−i) = φ(x1,z−i) for all z−i ∈ RM−1.
For condition (b), letψ be a predicate that is true if and only if the
assignment of z makes B a lower cost partition than any partition
in P−, and false otherwise. A key insight is that if we fix z−i, then
B will have lower cost provided that zi is small enough.
ψ(x,z) = ∑
j∈B bcost(x, bj) + zj < minB′∈P− { ∑k∈B′ bcost(x, bk) + zk}= zi < Z(x,z−i)
where
Z(x,z−i) =
min
B′∈P− { ∑
k∈B′ bcost(x, bk) + zk} − ∑j∈B bcost(x, bj) − ∑`∈B−{i} z`
The upper bound Z(x,z−i) depends on the database. For neigh-
boring databases x0 and x1, Z(x1,z−i) ≥ Z(x0,z−i) − 2∆bcost.
This is because compared to the score on x0, the score on neigh-
boring database x1 of the minimum cost partition in P− could be
lower by at most ∆bcost and the cost of B could be larger by at
most ∆bcost.
We can now express the probability that the algorithm on input x
outputs B in terms of φ and ψ. Let fZ (respectively fZ ) denote the
density function for a multivariate (respectively univariate) Laplace
random variable, and I [⋅] denote the indicator function.
P (A(x) = B) = P (φ(x,Z−i) ∧ ψ(x,Z))= ∫ I [φ(x,z−i) ∧ ψ(x,z)] fZ(z)dz
= ∫ I [φ(x,z−i)] fZ−i(z−i) (∫ I [ψ(x,z)] fZi(zi)dzi)dz−i
= ∫ I [φ(x,z−i)] fZ−i(z−i)P (Zi < Z(x,z−i))dz−i
Since P (Zi < C) decreases with decreasing C, we have for neigh-
boring databases x0 and x1 and any z−i ∈ RM−1 that
P (Zi < Z(x1,z−i))≥ P (Zi < Z(x0,z−i) − 2∆bcost)≥ e−2∆bcost/λP (Zi < Z(x0,z−i))
where the last line follows from the fact that if Z is a Laplace ran-
dom variable with scale λ, then for any z and any constant c > 0,
P (Z < z − c) ≥ e−c/λP (Z < z).
In addition, we observed earlier that φ(x0,z−i) = φ(x1,z−i)
for all z−i ∈ RM−1. Therefore, we can express a lower bound for
P (A(x1) =H) strictly in terms of x0:
P (A(x1) = B)≥∫ I [φ(x0,z−i)] fZ−i(z−i)e−2∆bcost/λP (Zi < Z(x0,z−i))dz−i= e−2∆bcost/λP (A(x0) = B) = e−P (A(x0) = B)
since, according the algorithm description, λ = 2∆bcost/.
Remark In Algorithm 1 we can reduce the noise from 2∆bcost
to ∆bcost plus the sensitivity of the particular bucket. The benefit
is a reduction in noise (by at most a factor of 2) for some buckets.
This optimization is used in the experiments.
4. PRIVATE BUCKET COUNT ESTIMATION
This section describes the second stage of the DAWA algorithm.
Given the partition B = {b1, . . . , bk} determined by the first stage
of DAWA, it remains to privately estimate counts for each bucket,
using budget 2. Thus the goal of the second stage is to produce
s = s1 . . . sk. Naive solutions like adding Laplace noise to each
bucket count result in high error for many workloads. In this sec-
tion, we show how to adapt the existing framework of the ma-
trix mechanism [15] to create a workload-adaptive algorithm for
computing the bucket counts. Within this framework, we describe
a novel greedy algorithm for minimizing error of the workload
queries.
4.1 Workload-adaptive bucket estimation
Our approach relies on the matrix mechanism [15], which pro-
vides a framework for answering a batch of linear queries (i.e. a
workload). Instead of answering the workload directly, the matrix
mechanism poses another set of queries, called the query strategy,
and uses the Laplace mechanism to obtain noisy answers. These
noisy answers can then be used to derive an estimated data vector
using ordinary least squares. The answers to the workload can then
be computed from the estimated data vector.
Adapting the matrix mechanism to the private estimation of the
bucket counts entails two challenges. First, our original workload
W is expressed in terms of x, but we seek a mechanism that pro-
duces estimates of the bucket counts s. Below, in Sec. 4.2, we
describe a transformation of W into a new workload in terms of
the domain of buckets that allows us to optimize error for the origi-
nal W. Second is the familiar challenge of the matrix mechanism:
computing a query strategy, suited to the given workload but not
dependent on the data, so as to minimize the mean square error of
answering the workload. In general, computing the query strategy
that minimizes error under the matrix mechanism requires solving
high complexity optimization problems [15, 25]. Hence we extend
ideas from prior work [16, 24] that efficiently compute approxi-
mately optimal query strategies. We fix a template strategy that is
well-suited for anticipated workloads, but then compute approxi-
mately optimal weighting factors to emphasize the strategy queries
that matter most to the workload. This effectively adjusts the pri-
vacy budget to maximize accuracy on the given workload. Since
our anticipated workload consists of range queries, we use a hierar-
chical query strategy as a template, similar to prior work [6,13,21].
Our goal is to minimize the mean squared error of answering
the workload by assigning different scaling to queries. Although
similar goals are considered in prior works, their methods impose
additional constraints that do not apply in our setting: Li and Mik-
lau [16] require the number of strategy queries to be no more than
the domain size; and Yaroslavtsev et al. [24] require a fixed “recov-
ery” matrix to derive workload answers from strategy answers.
4.2 Workload transformation
Recall that, given statistics s = s1 . . . sk for the buckets in B,
we answer the workload W by first uniformly expanding s into an
estimate xˆ and then computingW(xˆ). We now show an equivalent
formulation for this process by transforming the m × n workload
W into a new m × k workload Wˆ such that the workload query
answers can be computed directly as Wˆ (s). The most important
consequence of this transformation is that we need not consider the
uniform expansion step while adapting the estimation of s to the
workload. Since k < n, an additional convenient consequence is
that the domain size is typically reduced so that the complexity of
the matrix mechanism operations is lower1.
DEFINITION 6 (QUERY TRANSFORMATION). Given a query
q = (q1, . . . , qn), defined on data vector x, and given partition
1Table 1 in Sec. 5 shows the domain sizes of the derived partitions
for each example dataset we consider in the performance analysis.
B, the transformation of q with respect to B is defined as qˆ =(qˆ1, . . . , qˆk) where
qˆj = 1∣bj ∣ ∑i∈bj qi.
EXAMPLE 3. Recall the partitionB = {b1, b2, b3, b4} in Fig. 1.
Consider range query q = x2 + x3 + x4 + x5 + x6. This query can
be reformulated in terms of the statistics of the three buckets b1 to
b3 that cover the range spanned by q. Hence qˆ = 12s1 + s2 + 34s3.
Accordingly, a transformed workload, Wˆ , is formed by trans-
forming each query in W.
PROPOSITION 2. For any workload W and buckets B, let Wˆ
be the transformation of W. Then for any statistics s for B,
W(expand(B, s)) = Wˆ (s)
We now seek a private estimation procedure for the bucket counts
in s that is adapted to the transformed workload Wˆ . It follows from
Prop. 2 that minimizing the error for workload Wˆ will also result
in minimum error for W after expansion.
4.3 Optimal scaling of hierarchical queries
As mentioned above, our template strategy, denoted as Y , is a
set of interval queries that forms a tree with branching factor t. The
queries at the leaves are individual entries of s. For each higher
level of the tree, interval queries of t nodes in the previous level are
aggregated, and the aggregated query becomes their parent node in
the upper level. Since the number of nodes at each level may not
be a multiple of t, the last nodes at each level are allowed to have
fewer than t children. This aggregating process is repeated until
the topmost level only has one node, whose interval is the entire
domain s.
For each query q ∈ Y , let cq be the scaling q, and Yc be the set
of queries in Y after the scaling. The goal of this stage of our algo-
rithm is to find a scaling of Yc to minimize the total squared error
of answering Wˆ using Yc. According to [15], scaling up all queries
in Yc by a positive constant does not change the mean squared error
of answering any query using Yc. Thus, without loss of generality,
we bound the sensitivity of Yc by 1 by requiring that,∑
q(i)≠0,q∈Y cq ≤ 1, i = 1, . . . , k. (5)
When the sensitivity of Yc is fixed, the scaling controls the ac-
curacy with which the query will be answered: the larger scaling
leads to the more accurate answer. Let the matrix representation
of Y be Y and DY be the diagonal matrix whose diagonal entries
are scales of queries in Yc. Then the matrix form of Yc can be
represented as DYY. Since the sensitivity of Yc is bounded by 1,
according to [15], the squared error of answering a query q (with
matrix form q) using Yc under 2 differential privacy is:
2
22
qT ((DYY)TDYY)−1q = 2
22
qT (YTD2YY)−1q.
Let Wˆ be the matrix form of Wˆ . The total squared error of an-
swering all queries in W can then be computed as:
∑
q∈Wˆ
2
22
qT (YTD2YY)−1q = 2
22
tr(Wˆ(YTD2YY)−1WˆT )
= 2
22
tr(WˆTWˆ(YTD2YY)−1). (6)
Above, tr() is the trace of a square matrix: the sum of all diagonal
entries. We now formally state the query scaling problem.
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Figure 2: Scaling allocation for the second level. λ = 0.5 at the
left node, and λ = 0.3 at the right node.
PROBLEM 2 (OPTIMAL QUERY SCALING PROBLEM). The
optimal query scaling problem is to find a cq for each query q ∈ Y
that minimizes Eqn (6) under the constraint of Eqn (5).
4.4 Efficient greedy scaling
Problem 2 is a significant simplification of the general strategy
selection problem from [15] because the template strategy is fixed
and only scaling factors need to be computed. Nevertheless the
optimal solution to Problem 2 appears difficult since equation (6) is
still non-convex. Instead of pursuing an optimal solution, we solve
the problem approximately using the following greedy algorithm.
The algorithm works in a bottom-up manner. It initially puts scale
1 to all leaf queries in Y and 0 to all other queries in Y . For query
q ∈ Y , the algorithm chooses a λq ∈ [0,1]. The scaling is then
reallocated as follows: the scaling on each of its descendent q′ is
reduced from cq′ to (1 − λq)cq′ and the scaling on q is λq . The
value of λq is chosen to minimize Equation (6) after the scaling
reallocation. Notice that the new scaling still satisfies the constraint
in equation (5).
EXAMPLE 4. An example of the scaling reallocation is shown
in Fig. 2, in which two different λ are chosen for two nodes (queries)
at the second level.
When the scaling reallocation terminates, the algorithm asks all
scaled queries and adds Laplace(1/2) noise to the answer of each
query. After that, any inconsistencies among those noisy query
answers are resolved using ordinary least squares inference.
The major challenge in the algorithm described above is to ef-
ficiently choose λq in each step. To simplify the presentation, we
always assume the branching factor t = 2, though the discussion is
valid for any branching factor.
For each interval query q ∈ Y , let [i, j] be the corresponding
interval of q. Use Wˆq to denote the matrix consisting of the ith to
jth column of Wˆ, and Yq to denote the matrix consisting of the
ith to jth column of the matrix of queries in the subtree of rooted
at q. Let Dq be the diagonal matrix whose diagonal entries are c′q
for all q′ in the subtree rooted at q. For each query q ∈ Y that is not
on a leaf of Y , let q1, q2 be queries of its child nodes.
For each query q ∈ Y that is not on a leaf of Y , according to the
construction of Y , q = q1 + q2. Hence Wˆq = [Wˆq1 Wˆq2]. Futher,
since the queries in the subtree of q are the union of queries in the
subtree of q1, q2, as well as query q itself, for a given λq ,
Dq = [ λq 0 00 (1−λq)Dq1 0
0 0 (1−λq)Dq2 ] .
When choosing a λq , due to the fact that the scalings on all an-
cestors of q in Y are 0 at this moment, the matrix YTD2YY be-
comes a block diagonal matrix, and YTq D
2
qYq is one of its blocks.
Therefore, the choice of λq only depends on Wˆq and Yq , which
means λq can be determined locally, by minimizing
tr(WˆTq Wˆq(YTq D2qYq)−1). (7)
Since the only unknown variable in Eqn. (7) is λq , solving its op-
timal solution is much easier than solving the optimal scaling for
Algorithm 2 Estimating bucket counts s.
procedure BUCKETCOUNTESTIMATOR(B, W , x, 2)
Given workload W and buckets B, transform workload to Wˆ
Let Y be a tree of queries over buckets
For each query q ∈ Y , let cq = 1 if q is a leaf, and cq = 0 otherwise.
for all q ∈ Y , from bottom to top do
Numerically find λq that minimizing Equation (9).
Let cq = λq .
For each descendent q′ of q, let cq′ = (1 − λq)cq′ .
end for
Let y be the vector of cqq(B(x)) + Laplace(1/2) for all q ∈ Y .
return s = (YTD2YY)−1(DYY)Ty
end procedure
all queries in Eqn. (6). However, one of the problems of choosing
λq using equation (7) is that it is biased towards q and λq is larger
than required. When deciding the scaling on a query q ∈ Y , the
scalings on all the ancestors of q are 0. Hence the scaling distri-
bution is based on the assumption that all queries that contain q
are answered by q, which is not true after some ancestors of q are
assigned non-zero scalings.
In order to reduce this bias, a heuristic decay factor µ is intro-
duced to control the impact of q on queries that need to be an-
swered with q. The following matrix is used in equation (7) to take
the place of WˆTq Wˆq:
µWˆTq Wˆq + (1 − µ) [ WˆTq1Wˆq1 00 WˆTq2Wˆq2 ] . (8)
As above, the bias of equation (7) comes from the assumption that
the scalings on all the ancestors of q are 0. Hence there will be less
bias when q is more close to the root of Y . In our implementation,
µ is set to be t− l2 where t is the branching factor of Y and l is
the depth of q in Y . Our algorithm then minimizes the following
quantity instead of equation (7).
tr
⎛⎜⎝
⎛⎜⎝t− l2 WˆTq Wˆq+(1−t− l2 )
⎡⎢⎢⎢⎢⎣
WˆTq1
Wˆq1 0
0 WˆTq2
Wˆq2
⎤⎥⎥⎥⎥⎦
⎞⎟⎠(YTq D2qYq)−1
⎞⎟⎠. (9)
At first glance, computing equation (9) seems complicated since(YTq D2qYq)−1 needs to be recomputed for each λq . However,
if we record some quantities in the previous step, it only takes
O(m(j − i + 1) + (j − i + 1)2) time for the preprocessing and
Eqn. (9) can be computed in O(1) time for any λq . The detailed
proof can be found in Appendix C.2.
The entire process of computing bucket statistics is summarized
in Algorithm 2. Notice that Algorithm 2 just chooses a scaling Yc
with sensitivity at most 1, and answers s using Yc as a strategy. The
privacy guarantee of Algorithm 2 follows from that of the matrix
mechanism.
PROPOSITION 3. Algorithm 2 is 2-differentially private.
THEOREM 3. Algorithm 2 takes O(mk log k+k2) time. In the
worst case, k = O(n), and Algorithm 2 takes O(mn logn + n2)
time.
Hence, Algorithm 2 costs much less time than previous general
query selection approaches in the matrix mechanism [15, 25].
5. EXPERIMENTAL EVALUATION
We now evaluate the performance of DAWA on multiple datasets
and workloads, comparing it with recently-proposed algorithms (in
Sec. 5.2). We also examine the effectiveness of each of the two
main steps of our algorithm (Sec. 5.3). Finally, we consider an ex-
tension of our technique to two-dimensional spatial data and com-
pare it with state-of-the-art algorithms (Sec. 5.4).
5.1 Experimental setup
In the experiments that follow, the primary metric for evaluation
is the average L1 error per query for answering the given work-
load queries. Most workloads we use are generated randomly (as
described below). Each experimental configuration is repeated on
5 random workloads with 3 trials for each workload. The results
reported are the average across workloads and trials. The random
workloads are generated once and used for all experiments.
The privacy budget in DAWA is set as 1 = 0.25 and 2 = 0.75.
Unless otherwise specified, the first step of DAWA constructs a par-
tition using intervals whose lengths must be a power of 2, an ap-
proximation that is described in Sec. 3. For the second step of the
algorithm, the branching factor of the query tree is set to 2.
Datasets. There are seven different 1-dimensional datasets con-
sidered in our experiments. Although these datasets are publicly
available, many of them describe a type of data that could be po-
tentially sensitive, including financial, medical, social, and search
data. Adult is derived from U.S. Census data [4]: the histogram
is built on the “capital loss” attribute, which is the same attribute
used in [12]. Income is based on the IPUMS American community
survey data from 2001-2011; the histogram attribute is personal
income [18]. Medical Cost is a histogram of personal medical
expenses based on a national home and hospice care survey from
2007 [19]. Nettrace is derived from an IP-level network trace col-
lected at the gateway router of a major university. The histogram
attribute is the IP address of internal hosts and so the histogram re-
ports the reports the number of external connections made by each
internal host [13]. Search Logs is a dataset extracted from search
query logs that reports the frequency of the search term “Obama”
over time (from 2004 to 2010) [13]. Furthermore, we consider two
temporal datasets derived from two different kinds of network data.
HepPh is a citation network among high energy physics pre-prints
on arXiv and Patent is a citation network among a subset of US
patents [1]. These last datasets describe public data but serve as a
proxy for social network data, which can be highly sensitive. For
both datasets, the histogram reports the number of new incoming
links at each time stamp. To eliminate the impact of domain size in
comparing the “hardness” of different datasets, all datasets above
are aggregated so that the domain size n is 4096.
Query workloads. We run experiments on four different kinds
of workloads. The identity workload consists of all unit-length
intervals [1,1], [2,2], . . . , [n,n]. The uniform interval workload
samples 2000 interval queries uniformly at random. In addition,
workloads that are not uniformly distributed over the domain are
also included. The clustered interval workload first samples five
numbers uniformly from [1, n] to represent five cluster centers and
then samples 400 interval queries for each cluster. Given cluster
center c, an interval query is sampled as [c−∣X`∣, c+∣Xr ∣] whereX`
and Xr are independent random variables from a normal distribu-
tion with a standard deviation of 256. The large clustered interval
workload is generated in the same way but the standard deviation
is 1024.
Competing algorithms. We compare DAWA with six algo-
rithms. For data-independent algorithms, we include a simple ap-
proach (Identity) that adds Laplace noise to each entry of x and the
Privelet algorithm [21], which is designed to answer range queries
on large domains. For data-dependent algorithms, we compare with
EFPA [3], P-HP [3], StructureFirst [23],2 and MWEM [12], all of
which are described in Sec. 6. For MWEM, we set the number of
2The other algorithms from Xu et al. [23] take more than 20 hours
to complete a single trial. Therefore, they are not included.
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Figure 3: Average error on the uniform intervals workload
across multiple datasets. The privacy budget ranges from  =
0.01 (top) to  = 0.5 (bottom).
Nettrace Adult Med. Cost S. Logs Income Patents HepPh
22 29 20 500 1537 1870 2168
Table 1: The number of buckets, k, in the optimal partition
when  = 0.1. The original domain size is n = 4096 for each
dataset.
iterations, T , to the value in {10,20, . . . ,190, 200} that achieves
the lowest error on each dataset for the uniform intervals workload
and  = 0.1. We use that T for all experiments on that dataset.
With the exception of MWEM, all algorithms are quite efficient,
usually finishing in seconds.MWEM slows down for harder datasets
which require a high T , taking up to ten seconds on these datasets.
5.2 Accuracy for interval workloads
Fig. 3 presents the main error comparison of all algorithms on
workloads of uniform intervals across a range of datasets and set-
tings of . While data-independent algorithms like Privelet and
Identity offer constant error across datasets, the error of data-
dependent algorithms can vary significantly.3 For some datasets,
data-dependent algorithms can be much more accurate. For exam-
ple, on Nettrace with  = 0.01, all of the data-dependent algo-
rithms have lower error than the best data-independent algorithm
(Privelet). For this dataset, the error of DAWA is at least an order
3StructureFirst is an exception to this trend: its observed perfor-
mance is almost totally independent of the dataset. Its partition
selection algorithm uses a high sensitivity scoring function (which
is based on L2 rather than L1). Thus, partition selection is very
noisy and close to random for all datasets.
(a) Smallest ratio across datasets
 Identity Privelet MWEM EFPA P-HP S. First
0.01 2.04 1.00 2.65 0.88 2.20 0.86
0.05 2.27 1.11 3.00 3.20 1.98 1.01
0.1 2.00 0.98 2.54 3.84 1.81 0.82
0.5 2.06 1.01 3.39 3.60 1.25 0.89
(b) Largest ratio across datasets
 Identity Privelet MWEM EFPA P-HP S.First
0.01 26.42 12.93 17.00 18.94 7.09 10.85
0.05 22.97 11.24 19.14 43.58 17.57 9.77
0.1 20.85 10.20 22.54 41.09 31.41 8.32
0.5 25.47 12.46 68.75 43.69 138.14 10.89
Table 2: Ratio of algorithm error to DAWA error, for each
competing algorithm and  setting on uniform intervals: (a)
smallest ratio observed across datasets; (b) largest ratio across
datasets.
of magnitude lower than Privelet. These results suggest the poten-
tial power of data-dependence.
There are other datasets, however, where the competing data-
dependent algorithms appear to break down. In the figure, the
datasets are ordered by the cost of an optimal partition (i.e., an opti-
mal solution to Step 1 of our algorithm) when 2 = 0.1. This order
appears to correlate with “hardness.” Datasets on the left have low
partition cost and appear to be relatively “easy,” presumably be-
cause data-dependent algorithms are able to exploit uniformities in
the data. However, as one moves to the right, the optimal partition
cost increases and the datasets appear to get more difficult. It is
on many of the “harder” datasets where competing data-dependent
algorithms suffer: their error is higher than even a simple baseline
approach like Identity.
In contrast, DAWA does not break down when the dataset is no
longer “easy.” On the moderately difficult dataset Search Logs,
DAWA is the only data-dependent algorithm that outperforms data-
independent algorithms. On the “hardest” datasets, its performance
is comparable to data independent techniques like Privelet. DAWA
comes close to achieving the best of both worlds: it offers very
significant improvement on easier datasets, but on hard datasets
roughly matches the performance of data-independent techniques.
For the same workload, datasets, and algorithms, Table 2 reports
the performance of DAWA relative to other algorithms. Each cell
in the table reports the ratio of algorithm error to DAWA error.
Table 2(a) reports the smallest ratio achieved over all datasets—
i.e., how close the competing algorithm comes to matching, or in
some cases beating, DAWA . Table 2(b) reports the largest ratio
achieved—i.e., how much worse the competing algorithm can be
on some dataset. Table 2(b) reveals that every competing algorithm
has at least 7.09 times higher error than DAWA on some dataset.
Table 2(a) reveals that DAWA is sometimes less accurate than
another algorithm, but only moderately so. This occurs on the
“hardest” datasets, Patents and HepPh, where DAWA has error
that is at most 1
0.82
≈ 22% higher than other approaches. On these
hard datasets, the optimal partition has thousands of buckets (see
Table 1), indicating that it is highly non-uniform. On non-uniform
data, the first stage of the DAWA algorithm spends 1 of the privacy
budget just to select a partition that is similar to the base buckets.
Despite the fact that the first stage of the algorithm does not help
much on “hard” datasets, DAWA is still able to perform comparably
to the best data-independent technique, in contrast to the other data
dependent strategies which perform poorly on such “hard” datasets.
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Figure 4: Average error of isolated parts of DAWA ,  = 0.1.
In addition to uniform interval workload, we also ran experi-
ments on the other three types of workloads. The performance of
DAWA relative to its competitors is qualitatively similar to the per-
formance on uniform interval workload shown above. Due to lim-
ited space, the figures are omitted.
5.3 Analyzing the performance of DAWA
To further understand the strong performance shown above, we
study the two steps of DAWAin detail, first by isolating the impact
of each step, and then by assessing the effectiveness of the approx-
imations made in each step.
5.3.1 Isolating the two steps
To isolate the performance of each of the two stages of the DAWA
algorithm, we consider two DAWA variants. The first variant com-
bines the first stage of DAWA with the Laplace mechanism (Parti-
tion+Laplace). This algorithm is data dependent but not workload
aware. This variant has two stages like DAWA, and the budget al-
location is the same: a quarter of the budget is spent on partitioning
and the rest on estimating bucket counts. The second variant omits
the first stage of DAWA and runs the second stage of the algorithm
on the original domain (Greedy Scaling w/o Partition). For this
variant, the entire budget is allocated to estimating counts. This
algorithm is workload-aware but data-independent, thus its perfor-
mance is the same across all datasets.
Fig. 4 shows the results. On the “easier” datasets, DAWA has
much lower error than Greedy Scaling w/o Partition. For these
datasets, which have large uniform regions, allocating a portion of
the privacy budget to selecting a data-dependent partition can lead
to significant reductions in error. In these cases, the benefit out-
weighs the cost. On “hard” datasets, where most data-dependent
algorithms fail, the partitioning does not appear to help much. One
reason may be that on these datasets even the optimal partition has
many buckets (Table 1), so the partitioned dataset is not radically
different from the original domain. However, even on these hard
datasets, DAWA is almost as accurate as Greedy Scaling w/o Parti-
tion, suggesting that there is still enough improvement from parti-
tioning to justify its cost.
Finally, we can examine the effect of the second stage of DAWA
by comparing DAWA against Partition+Laplace. On “easy” datasets,
they perform about the same. On these datasets, the partition se-
lected in the first stage has a small number of buckets, which means
that the input to the second step is a small domain. Since the
Laplace mechanism works well on small domains, the lack of a
performance difference is not surprising. However, on “harder”
datasets, the partitions produced by the first stage have a large
number of buckets and Partition+Laplace performs poorly. In such
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Figure 5: A comparison of alternative algorithms for the first
step of DAWA with  = 0.1.
cases, using the second step of DAWA proves highly beneficial and
DAWA has much lower error than Partition+Laplace.
5.3.2 Effectiveness of partition selection
Here we evaluate the effectiveness of the first step of the DAWA
algorithm, partition selection (Algorithm 1). Recall from Sec. 3.2
that it is possible to restrict the set of intervals considered in se-
lecting the partition. We compare two versions of the algorithm:
DAWA-subset only considers intervals whose lengths are a power
of two, DAWA-all considers all possible intervals. We compare
these variants with the optimal solution, which is computed by
solving Problem 1 using the bucket cost without noise, ignoring
privacy considerations. Finally, we compare with P-HP [3], which
is also designed to solve Problem 1. To facilitate a fair compari-
son, for this experiment each algorithm spends the same amount of
privacy budget on selecting the partition.
The results are shown in Fig. 5 for  = 0.1 where the y-axis
measures the partition cost (Def. 5). We further assume 2 = 0.1
when computing the cost of each bucket in DAWA . The partition
cost of DAWA-all is close to optimal. The cost of the partition
of DAWA-subset is sometimes higher than that of DAWA-all es-
pecially on “easier” datasets. Generally, however, DAWA-subset
and DAWA-all perform similarly. This suggests that the efficiency
benefit of DAWA-subset does not come at the expense of utility.
The cost of the partition selected by P-HP is almost as low as
the cost of the DAWA-subset partition on the Adult and Medi-
cal Cost datasets, but it is orders of magnitude larger on other
datasets (on Income and Patents it is at least 1.6 × 106). This
provides empirical evidence that Algorithm 1 is much more accu-
rate than the recursive bisection approach of P-HP. The results with
 ∈ {0.01,0.05,0.5} are similar and omitted.
5.3.3 Effectiveness of adapting to workload
The second stage of DAWA designs a query strategy that is tuned
to the workload, as described by Algorithm 2. Here we combine
our partitioning algorithm in the first step with some alternative
strategies and compare them with DAWA to evaluate the effective-
ness of our greedy algorithm. Two alternative ways to scale queries
in Y are considered: all queries are given the same scaling (Parti-
tion+Uniform) based on Hay et al. [13], and the scaling decreases
geometrically from leaves to root (Partition+Geometric) based on
Cormode et al. [6]. The Laplace mechanism (Partition+Laplace) is
also included. Among the alternative algorithms, Partition+Geomet-
ric is designed to answer uniform interval workloads, and the La-
place mechanism is known to be the optimal data-independent mech-
anism for the identity workload. We do not consider any data-
dependent techniques as alternatives for the second step. After par-
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Figure 6: A comparison of alternative algorithms for the second
step of DAWA across different workloads, with  = 0.1.
titioning, uniform regions in the data have been largerly removed
and our results show that the data-dependent algorithms perform
poorly if used in this step.
Fig. 6 shows results for four different workloads and three dif-
ferent datasets at  = 0.1. The datasets span the range of difficulty
from the “easier” Nettrace to the “harder” HepPh. (The algo-
rithms being compared here are affected by the dataset because they
operate on the data-dependent partition selected in the first stage.)
The original DAWA performs very well on all cases. In particu-
lar, it always outperforms Partition+Geometric on uniform inter-
val workload and performs exactly same as the Partition+Laplace
mechanism on identity workload. In the latter case, we find that
the greedy algorithm in the second step outputs the initial budget
allocation, which is exactly same as the Laplace mechanism.
5.4 Case study: spatial data workloads
Lastly, we evaluate an extension to our main algorithm to com-
pute histograms over two dimensional spatial data. We use an
experimental setup that is almost identical to previous work [6];
differences are highlighted below. The dataset describes the geo-
graphic coordinates (latitude and longitude) of road intersections,
which serve as a proxy for human population, across a wide region
in the western U.S. [2]. Over this region, we generate a workload
of random rectangle queries of four different shapes: (1,1), (5,5),(10,10), and (15,0.2) where shape (x, y) is a rectangle that cov-
ers x degrees of longitude and y degrees of latitude.
We compare with a data-independent algorithm, QuadTree [6],
and data-dependent algorithms MWEM, HybridTree [6], and
DPCube [22]. Among these algorithms, only MWEM is workload-
aware. Since some algorithms expect discrete domains as input,
we discretize the domain by partitioning the space into the finest
granularity used by the QuadTree, whose height is 10 [6]. Thus,
both longitude and latitude are split evenly into 210 bins.
To extend the DAWA algorithm to two dimensional data, we use
a Hilbert curve of order 20 to convert the 210 × 210 grid into a 1-
dimensional domain with size 220. In case the query region only
partially covers some bins in the discretized domain, the query an-
swer is estimated by assuming uniformity within each bin.
Fig. 7 shows the results. Although DAWA is designed for inter-
val workloads on 1-dimensional data, it performs as well or better
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Figure 7: Average error answering query workloads on spatial
data. Each workload is a batch of random rectangle queries of
a given (x, y) shape.
than algorithms specifically designed to support rectangular range
queries on 2-dimensional data. The performance gap between
DAWA and its competitors increases as  decreases.
6. RELATED WORK
A number of data-dependent algorithms have been developed re-
cently [3, 6, 12, 22, 23]. We empirically compare DAWA against
these approaches in Sec. 5. Our algorithm is most similar to P-
HP [3] and Structure First [23], both of which find a partition and
then compute statistics for each bucket in the partition. P-HP’s
approach to partitioning is based on the same optimization as pre-
sented here (Problem 1). It uses the exponential mechanism to re-
cursively bisect each interval into subintervals. A key distinction
is that P-HP is an approximation algorithm: even if  → ∞, it
may not return the least cost partition. In contrast, we show that
the optimization problem can be solved directly by simply using
noisy scores in place of actual scores and we prove that a constant
amount of noise is sufficient to ensure privacy. The experiments
in Sec. 5.3.2 show that P-HP consistently returns higher cost parti-
tions than our approach. Structure First [23] aims to solves a differ-
ent optimization problem (with a cost function based on L2 rather
L1). In addition, it requires that the user specify k, the number
of buckets, whereas DAWA automatically selects the best k for the
given dataset. Neither P-HP nor StructureFirst is workload-aware.
The other data-dependent mechanisms use a variety of differ-
ent strategies. The EFPA [3] algorithm transforms the dataset to
the Fourier domain, samples noisy coefficients, and then trans-
forms back. DPCube [22] and Hybrid Tree [6], both of which
are designed for multi-dimensional data, construct estimates of the
dataset by building differentially private KD-trees. MWEM [12]
derives estimate of the dataset iteratively: each iteration selects a
workload query, using the exponential mechanism, and then up-
dates its estimate by applying multiplicative weights given a noisy
answer to the query. MWEM supports the more general class of lin-
ear queries, whereas DAWA is designed to support range queries.
MWEM also offers strong asymptotic performance guarantees.
However, on workloads of range queries, we find in practice that
MWEM performs poorly except when the dataset is highly uni-
form. It is also limited by the fact that it can only asks workload
queries, which may not be the best observations to take.
General data-dependent mechanisms are proposed in the theory
community [10,11]. They are not directly comparable because they
work on a slightly weaker variant of differential privacy and are not
computationally efficient enough to be practical.
Data-independent mechanisms attempt to find a better set of mea-
surements in support of a given workload, then apply the Laplace
mechanism and inference to derive consistent estimates of the work-
load queries. Our DAWA algorithm would be similar to these meth-
ods if the partitioning step always returned the trivial partition,
which is x itself. Many of these techniques fall within the matrix
mechanism framework [15], which formalizes the measurement se-
lection problem as a rank-constrained SDP. While the general prob-
lem has high computational complexity, effective solutions for spe-
cial cases have been developed. To support range queries, several
mechanisms employ a hierarchical strategy [6, 13, 21]. Our ap-
proach builds on this prior work. A key difference is that our algo-
rithm adapts the strategy to fit the specific set of range queries given
as a workload, resulting in lower workload error. Other strategies
have been developed for marginal queries [5, 7]. Yuan et al. [25]
revisit the general problem for the case when workloads are small
relative to the domain size; however the algorithm is too inefficient
for the domain sizes we consider here. Other algorithms have been
developed that adapt to the workload. However, they are not di-
rectly applicable because they are designed for a weaker variant
of differential privacy [16], or employ a user-specified “recovery”
matrix, instead of ordinary least squares [24].
7. CONCLUSION & FUTURE WORK
DAWA is a two-stage, data- and workload-aware mechanism for
answering sets of range queries under differential privacy. DAWA
first partitions the domain into approximately uniform regions and
then derives a count for each region using measurements of varying
accuracy that are tuned to the workload queries. Experimentally,
DAWA achieves much lower error than existing data-dependent
mechanisms on datasets where data-dependence really helps. On
complex datasets, where competing data-dependent techniques suf-
fer, DAWA does about the same or better than data-independent
algorithms. In this sense, DAWA achieves the best of both worlds.
Our results have shown that, for some datasets, data-aware al-
gorithms can reduce error by a factor of 10 or more over com-
petitive data-independent techniques. But it remains difficult to
characterize exactly the properties of a dataset that permit lower
error under differential privacy. Optimal partition cost of a dataset
provides some insight into dataset “hardness” for the DAWA algo-
rithm, but we are not aware of a general and fully-satisfying mea-
sure of dataset complexity. We view this as an important direction
for future work. We would also like to consider extensions to pri-
vate partitioning that would directly incorporate knowledge of the
workload and to extend our method to a larger class of worloads
beyond one- and two-dimensional range queries.
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Algorithm 3 Compute costs for all interval buckets: returns cost array where cost[b] = bcost(x, b) for b = [j1, j2] for all 1 ≤ j1 ≤ j2 ≤ n.
procedure ALLCOSTS(x, 2)
cost← []
for k = 1, . . . , n − 1 do
Update cost with costs from COSTSSIZEK(x, 2, k)
end for
return cost
end procedure
procedure COSTSSIZEK(x, 1, 2, k)
cost← []
Let T be an empty binary search tree with root troot.
Insert x1, . . . , xk to T .
sum← x1 + . . . + xk.
for j = k, . . . , n do
i← j − k + 1 // interval [i, j] has length k
cost[[i, j]]← 1/2 + 2 ⋅ DEVTREE(troot, sk )
Remove xi from T
Insert xj+1 into T
sum← sum − xi + xj+1
end for
return cost
end procedure
procedure DEVTREE(troot, a)
// Compute ∑t∈T,xt≥a(xt − a) on a binary search tree T
if troot is NULL then return 0
end if
if xroot < a then
r ← DEVTREE(tr , a)
else
r ← DEVTREE(t`, a) - (cr + 1)a + Σr + xroot
end if
return r
end procedure
APPENDIX
A. DETAILED ALGORITHM DESCRIPTION
This section presents the detailed implementation of subroutines in Algorithm 1, including ALLCOSTS and LEASTCOSTPARTITION.
A.1 Computing bucket costs efficiently
This section describes the ALLCOSTS algorithm which computes the cost for all buckets. The algorithm takes only O(logn) time per
bucket. A pseudocode description is shown in Algorithm 3.
When compared to computing costs for a v-optimal histogram (which is based on anL2 metric), computing the costs for theL1 metric used
in this paper is more complicated because the cost can not be easily decomposed into sum and sum of squares terms. A naive computation of
the cost would require Θ(n) per bucket. However, we show that the cost can be computed through simple operations on a balanced binary
search tree and thus it is possible to compute the cost in O(logn) time per bucket.
The computationally challenging part of computing bucket costs (as defined in Def. 5) is computing the absolute deviation dev(x, bi) for
all intervals bi. Recall that
dev(x, bi) = 2 ∑
j∈I+ xj − ∣I+∣ ⋅ bi(x)∣bi∣
For interval bi = [i1, i2], the total deviation can be computed knowing only ∣I+∣, the number of xj who are larger than bi(x)∣bi ∣ , and the sum
of xj for j ∈ I+.
Those quantities can be efficiently computed with a binary search tree of xj1 , . . . , xj2 . For each node t in the binary search tree, record
its value (xt). In addition, each node t stores the sum of all values in its subtree (Σt), and the number of nodes in its subtree (ct). For
any constant a and any binary search tree T , we can then compute ∑t∈T,xt≥a(xt − a). This what the DEVTREE procedure in Algorithm 3
computes.
The correctness of DEVTREE can be proved inductively on the height of the tree. It is clear that the answer is correct when T is an empty
tree. When T is not empty, let ` and r denote the left and right children, respectively, and let Tl and Tr denote the left and right subtree,
respectively. If xroot < a, all entries in the left subtree are less than a as well. Thus,∑
t∈T,xt≥a(xt − a) = ∑t∈Tr,xt≥a(xt − a).
When xroot ≥ a, all entries in the right subtree are larger than or equal to a as well. Hence,∑
t∈T,xt≥a(xt − a) = ∑t∈Tl,xt≥a(xt − a) + ∑t∈Tr(xt − a) + (xroot − a)= ∑
t∈Tl,xt≥a(xt − a) − (∣Tr ∣ + 1)a + ∑t∈Tr xt + xroot= ∑
t∈Tl,xt≥a(xt − a) − (cr + 1)a +Σr + xroot
Since each recursive call in DEVTREE goes one level deeper in to the tree T , the complexity of DEVTREE is bounded by the height of T .
LEMMA 1. DEVTREE takes O(h(T )) time, where h(T ) is the height of tree T .
To compute the L1 costs for all intervals with length k, we can dynamically maintain a binary search tree T . After the cost for interval[i, i + k] has been computed, we can update the tree to compute interval [i + 1, i + k + 1] by removing xi from the tree and adding xi+k+1.
The detailed process is described in COSTSSIZEK of Algorithm 3. Recall that each insert and delete operation on the binary search tree T
takes O(h(T )) time.
LEMMA 2. COSTSSIZEK takes O(n h(T )) time.
In addition, the height of the binary search tree T is always O(log ∣T ∣) if we implement T with any balanced binary search tree (e.g. AVL
tree, Red-black tree). We discuss the overall runtime of ALLCOSTS in Section A.3.
A.2 Efficient algorithm for least cost partition
This section describes the LEASTCOSTPARTITION algorithm. A pseudocode description is shown in Algorithm 4.
Algorithm 4 Algorithm for choosing least cost partition
procedure LEASTCOSTPARTITION(B, cost)
Bj ← ∅, j = 1,2, . . . , n
cj ← +∞, j = 1,2, . . . , n
for j = 1, . . . , n do
for all b = [i, j] ∈ B do
if Bi−1 ≠ ∅ and ci−1 + cost[b] < cj then
cj ← ci−1 + cost[b]
Bj ← {b} ∪Bi−1
end if
end for
end for
return Bn
end procedure
Given a set of buckets B, as well as the cost of each bucket b ∈ B, an optimal partition B can be constructed using dynamic programming.
The key idea of this algorithm is same with the algorithm of computing the v-optimal histogram in [14]. We incrementally build an optimal
partition that covers [1, j] for j = 1, . . . , n. Let Bj denote an optimal partition over [x1, xj]. The last bucket of Bj is [i∗, j] for some
1 ≤ i∗ ≤ j. Then it must be that the remaining buckets of Bj form an optimal partition for [1, . . . , i∗ − 1]. Otherwise, we can come up with
a partition on [1, j] with lower cost by combining the optimal partition on [1, i∗ − 1] and bucket [i∗, j].
Thus, the optimal partition on x1, . . . , xj can be constructed using B1, . . . ,Bj−1:
Bj = Bi∗−1 ∪ {[i∗, j]},where
i∗ = argmin
i
{cost(Bi−1) + cost([i, j]) ∣ [i, j] ∈ B}.
In addition, since each bucket b is visited only once by the inner loop of Algorithm 4, the running time of the algorithm is linear to n and
the number of buckets in B.
LEMMA 3. The running time of Algorithm 4 is O(∣B∣ + n).
A.3 Time complexity of Algorithm 1
Having described and analyzed the subroutines COSTSSIZEK and LEASTCOSTPARTITION, we can now discuss the runtime of the entire
algorithm. First, we consider the case when all possible intervals are calculated. Thus, ∣B∣ = O(n2) and ALLCOSTS requires O(n2 logn)
time. The runtime of Algorithm 1 is dominated by time spent computing ALLCOSTS.
THEOREM 4. Algorithm 1 takes O(n2 logn) time.
We can achieve a lower runtime by considering partitions that consist only of intervals whose lengths are powers of 2. In other words,B = {[i, j] ∣ j − i+1 is a power of 2} and ∣B∣ = O(n logn). This restriction requires making only a minor modification to the algorithm: the
for loop in ALLCOSTS now ranges over k = 1,2,4, . . . ,2⌊logn⌋. Constructing such a partition takes much less time.
THEOREM 5. When Algorithm 1 is restricted to only compute costs for intervals whose length is a power of 2, the algorithm takes
O(n log2 n) time.
B. RUNNING TIME
The following are running times, for  = 0.1, for each of the algorithms considered in Sec 5. All algorithms are quite efficient, with the
exception of MWEM on the harder datasets. DAWA runs in a few seconds on all datasets studied. Its increases with the complexity of the
data set, as expected, but only by a few seconds. For easier datasets, the DAWA running time almost matches that of standard mechanisms
like Identity.
Dataset DAWA Partition+Laplace Partition+Geometric Partition+Uniform Identity Privelet EFPA P-HP S. First MWEM
Nettrace 1.33 1.17 1.17 1.17 1.15 1.21 1.21 1.73 35.45 11.60
Adult 1.31 1.17 1.17 1.17 1.14 1.21 1.21 1.69 44.56 11.55
Medical Cost 1.36 1.17 1.17 1.17 1.14 1.21 1.21 1.76 41.89 11.65
Search Logs 1.91 1.18 1.21 1.22 1.14 1.20 1.21 1.90 45.40 151.1
Income 3.05 1.22 1.28 1.28 1.16 1.22 1.22 1.76 38.95 2982
Patent 5.23 1.22 1.36 1.36 1.14 1.20 1.20 1.89 48.03 1568
HepPh 3.80 1.22 1.28 1.28 1.14 1.21 1.21 1.90 52.92 39.98
Table 3: Running time (in seconds) for  = 0.1
C. PROOFS
This section covers all omitted proofs in the paper.
C.1 Proofs in Section 3
THEOREM 1. With probability at least 1 − δ, Algorithm 1 returns a solution with cost at most OPT + t where OPT is the cost of the
least cost solution and t = 4∆c n log(∣B∣/δ)/1.
PROOF. Let St be the set of histograms such that if H ∈ St, then cost(H) ≤ OPT + t. Let S¯t be the complement of St.
Let ZB denote the Laplace random variable with scale λ = 2∆bcost/ that is added to the cost of bucket B for each B ∈ B.
Consider the event that ∣ZB ∣ < t2n for all B ∈ B. If this happens, then the algorithm will return a solution in St. There are at most n
buckets in any histogram, so after noise is added to the individual bucket costs, the cost of the histogram can change by an amount which
must be less than n t
2n
= t
2
. Thus, any histogram in S¯t will still have a higher cost than the optimal histogram and thus not be selected.
Let A denote the algorithm.
P (A(x) ∈ St)≥ P (∣ZB ∣ < t
2n
for all B ∈ B)
= 1 − P (∃B ∈ B such that ∣ZB ∣ ≥ t
2n
)
≥ 1 − ∣B∣P (∣ZB ∣ ≥ t
2n
) (union bound)
= 1 − ∣B∣ exp(− t
λ2n
) ∣ZB ∣ ∼ Exp(1/λ)≥ 1 − δ
when t ≥ λ 2n log(∣B∣/δ) = 4∆c n log(∣B∣/δ)

.
C.2 Proofs in Section 4
PROPOSITION 2. For any workload W and buckets B, let Wˆ be the transformation of W. Then for any statistics s for B,
W(expand(B, s)) = Wˆ (s)
PROOF. Given a vector of statistics s = s1 . . . sk for the corresponding buckets B, the estimate for the data vector x is constructed by
uniform expansion xˆ = expand(B, s):
xˆi = sj∣bj ∣ , i ∈ bj .
Given a query q = (q1, . . . , qn) on x, an estimated answer to q, q(xˆ), is computed as
q(xˆ) = k∑
j=1 ∑i∈bj qi sj∣bj ∣ =
k∑
j=1
⎛⎝∑i∈bj qi∣bj ∣ ⎞⎠ sj . (10)
THEOREM 3. Algorithm 2 takes O(mk log k + k2) time. In the worst case, k = O(n), and Algorithm 2 takes O(mn logn + n2) time.
PROOF. Recall [i, j] is used to denote the interval that corresponding to q. For each iteration of the loop in Algorithm 2, we would like
to prove that it takes O(m(j − i + 1) + (j − i + 1)2) to finish the preprocessing and O(1) to compute Eqn. (9).
Notice that all queries in Yq1 and Yq2 is contained in range [i, j], and query q is the sum of all entries in range [i, j]. Since Yq is a union
of Yq1 , Yq2 , and the query q itself, the matrix Yq must be in the following form:
Yq =⎡⎢⎢⎢⎢⎢⎣
0 . . . 0 1 . . . 1 0 . . . 0
0 . . . 0 Yq1 0 . . . 0
0 . . . 0 Yq2 0 . . . 0
⎤⎥⎥⎥⎥⎥⎦ .
To compute (YTq D2qYq)−1 efficiently, the Woodbury formula [20], is needed
(A +UCV)−1 =A−1 −A−1U(C−1 +VA−1U)−1VA−1. (11)
Since queries in Yq1 and Yq2 don’t overlap, for any diagonal matrix D, Y
T
q1DYq2 =YTq2DYq1 = 0. Therefore,
YTq D
2
qYq
=YTq ⎡⎢⎢⎢⎢⎣
λ2q 0 0
0 (1−λq)2D2q1 0
0 0 (1−λq)2D2q2
⎤⎥⎥⎥⎥⎦Yq
=⎡⎢⎢⎢⎢⎢⎣
1
YTq1 Y
T
q2
⋮
1
⎤⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣
λ2q (1−λq)2D2q1 (1−λq)2D2q2
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎣
1 . . . 1
Yq1
Yq2
⎤⎥⎥⎥⎥⎥⎦=(1 − λq)2 [YTq1D2q1Yq1 YTq1Dq1Y2q2
YTq2
Dq1Y
2
q1
YTq2
Dq1Y
2
q2
] + λ2q [ 1 ... 1⋮ ⋱ ⋮
1 ... 1
] ,
=(1 − λq)2 [YTq1D2q1Yq1 0
0 YTq2
Dq1Y
2
q2
] + λ2q [ 1 ... 1⋮ ⋱ ⋮
1 ... 1
] .
Let
A = (1 − λq)2 [YTq1D2q1Yq1 0
0 YTq2
Dq1Y
2
q2
]
V =UT = [1, . . . ,1]
C = λ2q.
Then YTq D
2
qYq =A +UCV can be computed using Eqn. (11):
(YTq D2qYq)−1=(A +UCV)−1=A−1 −A−1U(C−1 +VA−1U)−1VA−1
=(1 − λq)−2 [YTq1D2q1Yq1 0
0 YTq2
Dq1Y
2
q2
]−1
− (1 − λq)−4 [YTq1D2q1Yq1 0
0 YTq2
Dq1Y
2
q2
]−1 [ 1⋮
1
] (λ−2q + [1, . . . ,1] [YTq1D2q1Yq1 00 YTq2Dq1Y2q2 ]
−1 [ 1⋮
1
])−1 [1, . . . ,1] [YTq1D2q1Yq1 0
0 YTq2
Dq1Y
2
q2
]−1
(12)
To simplify Eqn. 12, let
vq1 = (YTq1D2q1Yq1)−1 [ 1⋮1 ] , (13)
vq2 = (YTq2D2q2Yq2)−1 [ 1⋮1 ] , (14)
mq1 = [1, . . . ,1](YTq1D2q1Yq1)−1 [ 1⋮1 ] , (15)
mq2 = [1, . . . ,1](YTq2D2q2Yq2)−1 [ 1⋮1 ] . (16)
and Eqn. 12 becomes
(12) = (1 − λq)−2 [ (YTq1D2q1Yq1 )−1 0
0 (YTq2Dq1Y2q2 )−1 ] − (1 − λq)−4(λ−2q +mq1 +mq2)−1 [ vq1vq2 ] [vTq1 ,vTq2]. (17)
Recall Wˆq = [Wˆq1 ,Wˆq2], according to Eqn. (17), we have
tr(WˆTq Wˆq(YTq D2qYq)−1)
=(1 − λq)−2tr (WˆTq Wˆq [ (YTq1D2q1Yq1 )−1 00 (YTq2Dq1Y2q2 )−1 ]) − (1 − λq)−4(λ−2q +mq1 +mq2)−1tr(WˆTq Wˆq [ vq1vq2 ] [vTq1 ,vTq2])=(1 − λq)−2tr ([ WˆTq1
WˆTq2
] [Wˆq1 ,Wˆq2] [ (YTq1D2q1Yq1 )−1 00 (YTq2Dq1Y2q2 )−1 ])− (1 − λq)−4(λ−2q +mq1 +mq2)−1tr([vTq1 ,vTq2] [ WˆTq1WˆTq2 ] [Wˆq1 ,Wˆq2] [ vq1vq2 ])=(1 − λq)−2tr ([ WˆTq1Wˆq1 WˆTq1Wˆq2
WˆTq2
Wˆq1 Wˆ
T
q2
Wˆq2
] [ (YTq1D2q1Yq1 )−1 0
0 (YTq2Dq1Y2q2 )−1 ])− (1 − λq)−4(λ−2q +mq1 +mq2)−1tr((vTq1WˆTq1 + vTq2WˆTq2)(Wˆq1vq1 + Wˆq2vq2))=(1 − λq)−2tr(WˆTq1Wˆq1(YTq1D2q1Yq1)−1) + (1 − λq)−2tr(WˆTq2Wˆq2(YTq2D2q2Yq2)−1)− (1 − λq)−4(λ−2q +mq1 +mq2)−1∣∣Wˆq1vq1 + Wˆq2vq2 ∣∣22, (18)
and
tr ([ WˆTq1Wˆq1 0
0 WˆTq2
Wˆq2
] (YTq D2qYq)−1)
=(1 − λq)−2tr ([ WˆTq1Wˆq1 0
0 WˆTq2
Wˆq2
] [ (YTq1D2q1Yq1 )−1 0
0 (YTq2Dq1Y2q2 )−1 ])− (1 − λq)−4(λ−2q +mq1 +mq2)−1tr ([ WˆTq1Wˆq1 00 WˆTq2Wˆq2 ] [ vq1vq2 ] [vTq1 ,vTq2])=(1 − λq)−2tr(WˆTq1Wˆq1(YTq1D2q1Yq1)−1) + (1 − λq)−2tr(WˆTq2Wˆq2(YTq2D2q2Yq2)−1)− (1 − λq)−4(λ−2q +mq1 +mq2)−1(∣∣Wˆq1vq1 ∣∣22 + ∣∣Wˆq2vq2 ∣∣22). (19)
Eqn (9) can be computed by putting Eqn. (18) and (19) together:
tr ((t− l2 WˆTq Wˆq + (1 − t− l2 ) [ WˆTq1Wˆq1 00 WˆTq2Wˆq2 ]) (YTq D2qYq)−1)=t− l2 tr(WˆTq Wˆq(YTq D2qYq)−1) + (1 − t− l2 )tr ([ WˆTq1Wˆq1 00 WˆTq2Wˆq2 ] (YTq D2qYq)−1)=(1 − λq)−2tr(WˆTq1Wˆq1(YTq1D2q1Yq1)−1) + (1 − λq)−2tr(WˆTq2Wˆq2(YTq2D2q2Yq2)−1)− (1 − λq)−4(λ−2q +mq1 +mq2)−1(t l2 ∣∣Wˆq1vq1 + Wˆq2vq2 ∣∣22 + (1 − t l2 (∣∣Wˆq1vq1 ∣∣22 + ∣∣Wˆq2vq2 ∣∣22)) (20)
Observe Eqn. (20), if we can precompute the following quantities:
tr(WˆTq1Wˆq1(YTq1D2q1Yq1)−1), tr(WˆTq2Wˆq2(YTq2D2q2Yq2)−1), ∣∣Wˆq1vq1 + Wˆq2vq2 ∣∣22, ∣∣Wˆq1vq1 ∣∣22 + ∣∣Wˆq2vq2 ∣∣22, mq1 , mq2 ,
for any given λq , Eqn. (9) can be computed in O(1) time using Eqn. (20).
Since (YTq1D2q1Yq1)−1), (YTq1D2q1Yq1)−1), tr(WˆTq1Wˆq1(YTq1D2q1Yq1)−1) and tr(WˆTq2Wˆq2(YTq2D2q2Yq2)−1) have already com-
puted when finding the scaling of q1 and q2, we can get them without extra computation. Further, v1 and v2 can be computed using Eqn. (13)
and (14), respectively, each of which takes O((j − i+ 1)2) time; Wˆq1vq1 and Wˆq2vq2 can then be computed in O(m(j − i+ 1)) time; m1
and m2 can be computed using Eqn. (15) and (16), respectively, each of which takes O((j − i + 1)2) time.
Above all, by keeping (YTq1D2q1Yq1)−1), (YTq1D2q1Yq1)−1), tr(WˆTq1Wˆq1(YTq1D2q1Yq1)−1) and tr(WˆTq2Wˆq2(YTq2D2q2Yq2)−1)
from the previous step, we show that it only takes O(m(j − i + 1) + (j − i + 1)2) time to do the precomputation in each iteration of
the loop of Algorithm 2 and the rest of computations can be done in O(1) time. Update scalings takes O(j − i+1) time, which is dominated
by the pre-computation time.
The intermediate results in Algorithm 2 can also accelerate the least square process. Since we have already computed (YTD2YY)−1 in
the loop of Algorithm 2, applying the ordinary least square method (the last step of Algorithm 2) only takes O(k2) time instead of O(k3)
time in general cases. Summing the costs together proves the theorem.
