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МОДИФИЦИРОВАННЫЙ МЕТОД ПАРАЛЛЕЛЬНОЙ МАТРИЧНОЙ ПРОГОНКИ 
Аннотация. Тематика работы относится к области построения параллельных алгоритмов численного решения 
блочно-трехдиагональных систем линейных алгебраических уравнений. Такие системы часто возникают в прило-
жениях и для ряда задач требуют использования высокопроизводительных многоядерных вычислительных систем. 
Один из широко применяемых на практике подходов к решению блочно-трехдиагональных систем заключается в ис-
пользовании оригинальных алгоритмов параллельной матричной прогонки. В настоящей статье рассмотрен метод 
параллельной матричной прогонки, основанный на разбиении матрицы. Этот метод трехфазный: сначала исходная 
система разбивается на части и после независимых преобразований каждой из них составляется редуцированная 
блочно-трехдиагональная система, затем из этой системы находят несколько неизвестных каждой части уравнений, 
после чего независимо вычисляются остальные неизвестные каждой части. Предложена новая модификация метода; 
обосновано, что если для исходной системы уравнений справедливы известные (и часто выполненные на практике) 
условия устойчивости метода матричной прогонки, то вычисления разработанной модификации параллельной ма-
тричной прогонки являются устойчивыми. 
Ключевые слова: параллельные вычисления, матричная прогонка блочно-трехдиагональных линейных си-
стем, устойчивость параллельной матричной прогонки
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MODIFIED METHOD OF PARALLEL MATRIX SWEEP 
Abstract. The topic of this paper refers to efficient parallel solvers of block-tridiagonal linear systems of equations. Such 
systems occur in numerous modeling problems and require usage of high-performance multicore computation systems. One 
of the widely used methods for solving block-tridiagonal linear systems in parallel is the original block-tridiagonal sweep 
method. We consider the algorithm based on the partitioning idea. Firstly, the initial matrix is split into parts and transforma-
tions are applied to each part independently to obtain equations of a reduced block-tridiagonal system. Secondly, the reduced 
system is solved sequentially using the classic Thomas algorithm. Finally, all the parts are solved in parallel using the solu-
tions of a reduced system. We propose a modification of this method. It was justified that if known stability conditions for the 
matrix sweep method are satisfied, then the proposed modification is stable as well. 
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Введение. Численные методы решения уравнений в частных производных часто приводят 
к системам линейных алгебраических уравнений (СЛАУ) с блочно-трехдиагональными ма-
трицами. Одним из широко применяемых на практике для решения таких систем является ме-
тод матричной прогонки [1]. Размерность систем и их блочных коэффициентов для ряда задач 
не позволяет эффективно решать эти задачи с использованием последовательных алгоритмов. 
Актуальной становится разработка параллельных алгоритмов матричной прогонки для реализа-
ции на многоядерных вычислительных системах. 
Один подход к реализации матричной прогонки на параллельном компьютере – организо-
вать параллельное выполнение операций алгоритмов перемножения матриц и решения СЛАУ 
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(многократно используемых в матричной прогонке). Если матрицы-блоки плотные и достаточно 
большие, то такой параллелизм можно эффективно использовать.
Другой подход заключается в использовании специально построенных алгоритмов параллель-
ной матричной прогонки [2–6]. Эти алгоритмы обобщают на случай блочно-трехдиагональных 
матриц идеи скалярных алгоритмов параллельной матричной прогонки, основанных на разбиении 
матрицы [7, 8] или на циклической редукции [9]. На блочный случай обобщают скалярные алго-
ритмы параллельной матричной прогонки, хорошо зарекомендовавшие себя на практике. 
Целью настоящей работы является обобщение на блочный случай одного из таких парал-
лельных скалярных алгоритмов [10], основанного на разбиении матрицы. Методы, основанные 
на разбиении матрицы, являются трехфазными. На первой фазе исходная система разбивается 
на части и после независимых преобразований каждой из них составляется редуцированная си-
стема (блочно-трехдиагональная в блочном случае). На второй – из редуцированной системы 
находят несколько неизвестных каждой части уравнений. На третьей фазе независимо вычисля-
ются остальные неизвестные каждой части. В данной работе предложена новая модификация па-
раллельной матричной прогонки. Обосновано, что если для исходной системы уравнений спра-
ведливы известные (и часто выполненные на практике) условия устойчивости метода матричной 
прогонки, то вычисления разработанной модификации параллельной матричной прогонки явля-
ются устойчивыми. 
Матричная прогонка. Пусть A1,…,AN, B0,B1,…, BN–1, C0, C1,…,CN – M×M-матрицы, Y0,Y1,…,YN, 
F0,F1,…,FN – M-мерные векторы. Рассмотрим блочно-трехдиагональную систему линейных ал-
гебраических уравнений вида 
С0Y0 – B0Y1                                                 = F0,
–A1Y0 + С1Y1 – B1Y2                                         = F1,
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
–AiYi–1 + СiYi – BiYi+1                  = Fi,
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
–ANYN–1 + СNYN = FN,
(1)
или, если записывать отдельно по уравнениям, 
С0Y0 – B0Y1 = F0,
 –AiYi–1 + СiYi – BiYi+1 = Fi,   i = 1,..., N–1, (1′)
–AiYN–1 + СNYN = FN.
Приведем формулы матричной прогонки для решения системы (1) (см., напр., [1]): 
– прямая прогонка – вычисление матриц αi и векторов βi по формулам
1 1
1 0 0 1 0 0,    ,C B C f− −α = β =
 αi+1 = (Сi – Aiαi)
–1Bi,  βi+1 = (Сi – Aiαi)
–1(Fi + Aiβi), i = 1,2,...,N – 1, (2)
βi+1 = (Сi – Aiαi)
–1(Fi + Aiβi);
– обратная прогонка – вычисление решения (вычисление векторов Yi) по формулам
 Yi = βi+1,   Yi = αi+1Yi+1 + βi+1,   i = N – 1,...,1,0. (3)
Говорят, что алгоритм метода матричной прогонки устойчив, если выполнено условие ||αi|| ≤ 1 
для i = 1,2,...,N (предполагается, что в M-мерном пространстве введена какая-либо норма). Имеет 
место следующее утверждение [1]: если Сi, i = 0,1,...,N, – невырожденные матрицы, а A1,…,AN, B0, 
B1,…,BN–1 – ненулевые матрицы и выполнены условия 
 
1 1 1,    1,2,..., 1,i i i iC A C B i N− −+ ≤ = −
 (4)
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1 1
0 0 1,    1,N NC B C A− −≤ ≤
 (5)
причем хотя бы в одном из условий (4), (5) выполняется строгое неравенство, то алгоритм (2), (3) 
метода матричной прогонки корректен и устойчив. Под корректностью алгоритма понимается 
существование обратных матриц в формулах (2). 
Параллельная матричная прогонка, основанная на разбиении блочной трехдиагональ-
ной матрицы. Пусть дана система – вида (1). Разобьем систему, состоящую из N + 1 матрич-
но-векторных уравнений, на K частей, т. е. на K блоков уравнений, где K – параметр алгоритма. 





где l – целое число. В k-й блок уравнений, k = 0,1,…,K – 1, входят l матрично-векторных уравне-
ний, начиная с уравнения k · l и по уравнение (k + 1)l – 1 включительно. Обозначим sk = k · l через 
номер первого уравнения в k-м блоке, fk = (k + 1)l – 1 – номер последнего уравнения в k-м блоке. 
Заметим, что fk = sk + l – 1,  sk – 1 = fk–1,  sk+1 – 1 = fk. Идея алгоритма заключается в том, чтобы 
сначала найти граничные неизвестные. Тогда, решая параллельно (независимо друг от друга) 
блоки уравнений, можно найти оставшиеся неизвестные. 
Независимо решить блоки уравнений не представляется возможным, так как первое и по-
следнее уравнения каждого блока содержат переменные, которые входят в соседние блоки (бу-
дем называть такие переменные граничными). Известное решение проблемы состоит в том, что-
бы считать граничные неизвестные параметрами системы одного блока. А далее в каждом блоке 
параллельно применить метод матричной прогонки для системы с параметрами. Тогда можно 
выразить неизвестные исходные системы через значения граничных переменных. Кроме того, 
можно получить систему блочно-трехдиагональных уравнений относительно граничных не-
известных. Тогда, решив эту систему (последовательно или параллельно), можно параллельно 
и независимо найти значения неизвестных в каждом блоке.
Таким образом, алгоритм параллельной матричной прогонки состоит из трех фаз. В первой 
фазе для каждого из K блоков вычисляются коэффициенты матричной прогонки, полагая пере-
менные ksY  параметрическими. В результате прогонки для каждого неизвестного внутри блока 
получается выражение относительно граничных неизвестных, а также уравнение, относительно 
самих граничных неизвестных. Эти уравнения образуют редуцированную блочно-трехдиаго-
нальную систему. Во второй фазе указанная система решается последовательным алгоритмом 
матричной прогонки. После чего в третьей фазе, используя найденные в первой фазе неизвест-
ные и коэффициенты прогонки, независимо вычисляются неизвестные каждого блока.
Модифицированная параллельная матричная прогонка. Отличием предлагаемой моди-
фицированной версии от известного параллельного алгоритма матричной прогонки является 
отсутствие необходимости хранить после первой фазы для каждого из K блоков новые блочные 
коэффициенты прогонки для каждого неизвестного. 
Пусть произведено разбиение системы вида (1) на K блоков уравнений. В каждом из блоков, 
кроме нулевого, в первом уравнении есть ненулевые, вообще говоря, коэффициенты при неиз-
вестных с индексами sk – 1 и sk; эти же неизвестные входят также в уравнения предыдущего 
блока. Кроме того, в каждом блоке, кроме (K–1)-го, в последнем уравнении есть ненулевые ко-
эффициенты при неизвестных с индексами sk + l – 1 и sk + l, которые входят также в уравнения 
следующего блока. Это не позволяет решать блоки уравнений независимо. 
Неизвестные с индексами sk – 1, sk и sk + l – 1, sk + l являются граничными. Всего имеется 
2K граничных неизвестных. Рассмотрим способ получения редуцированной системы, в которую 
войдут 2K уравнений относительно граничных неизвестных. Для этого в каждом блоке первое 
уравнение относительно неизвестных с индексами sk – 1, sk, sk + 1 сведем строчными преобра-
зованиями к уравнению относительно граничных неизвестных с индексами sk – 1, sk, sk + l – 1, 
428  Proceedings of the National Academy of Sciences of Belarus. Рhysics and Mathematics series, 2019, vol. 55, no. 4, рр. 425–434
Схематичное изображение ненулевых блоков матрицы системы уравнений после получения  
верхних и нижних уравнений; указаны индексы граничных неизвестных k-го блока уравнений 
A schematic representation of non-zero blocks of the matrix of the system of equations after obtaining  
the lower and upper equations; the indexes of the boundary variables of the kth block are indicated
а последнее уравнение относительно неизвестных с индексами sk + l – 2, sk + l – 1, sk + l сведем 
к уравнению относительно граничных неизвестных sk, sk + l – 1, sk + l. 
Полученное после преобразований уравнение относительно неизвестных с индексами sk – 1, 
sk, sk + l – 1 назовем верхним; уравнение относительно неизвестных sk, sk + l – 1, sk + l назовем 
нижним. На рисунке указаны коэффициенты при граничных неизвестных верхних и нижних 
уравнений. 
Полученная редуцированная система является трехдиагональной. В самом деле, обозначим 
Z2k–1 = Ykl–1, Z2k = Ykl. Тогда, с учетом sk = k · l, верхние уравнения блоков относительно неизвест-
ных Ysk–1, 1,   k ks s lY Y + −  станут уравнениями относительно Z2k–1, Z2k, Z2k+1, а нижние уравнения 
относительно 1,   ,k k ks s l s lY Y Y    – уравнениями относительно Z2k, Z2k+1, Z2k+2. 
Отметим, что после подстановки граничных неизвестных каждый блок уравнений становит-
ся независимой трехдиагональной системой l – 2 уравнений относительно l – 2 неизвестных.
Рассмотрим подробно первую фазу. Сначала исследуем процесс получения нижних уравне-
ний в k-м блоке уравнений. Текущие коэффициенты-блоки будем хранить в массивах LA, LC, LB, 
LF. Получим уравнение относительно неизвестных с индексами sk, sk + l – 1, sk + l. Для этого 
понадобится l – 2 шага: преобразовать потребуется все, начиная с третьего уравнения блока. 
Пронумеруем эти шаги числами с sk + 2 по fk (т. е. с k · l + 2 по k · l + l – 1). 
Второе уравнение в блоке имеет ненулевые коэффициенты при неизвестных с индексами sk, 
sk + 1, sk + 2. Оно не преобразуется, но в преобразованиях участвует. На шаге r, r = sk + 2,…,fk, 
будем преобразовывать уравнение относительно неизвестных с индексами sk, r, r + 1. Запишем 
коэффициенты-блоки уже преобразованного на предыдущем шаге и этого уравнения: 
0 ... 0 0 .
0 0 ...
 . .   
0
 .
A C B F
r r r r
L L L L
A C B F− −
При начальном значении r = sk + 2 записываются второе и третье уравнения в блоке, причем 
1 1 1 1,   ,   ,   .k k k k
A C B F
s s s sL A L C L B L F+ + + += − = = − =
Выполним преобразования, приводящие во втором уравнении к неизвестным с индексами sk, 
r + 1, r + 2. Сначала умножим первую строку слева на 1( ) :CrA L −
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1 1 1( ) 0 ... 0 ( ) 0 ( ) .
0 0 ..
  ...  
. 0
 
C A C B C F
r r r r
r r r r
A L L A A L L A L L
A C B F
− − −
− −
Затем прибавим ко второй строке первую строку: 
1 1 1
1 1 1
( ) 0 ... 0 ( ) 0 ( )
.  
( ) 0 ... 0 0 ( ) ( )
...   
C A C B C F
r r r r
C A C B C F
r r r r r r
A L L A A L L A L L
A L L C A L L B F A L L
− − −
− − −+ − +
Второе уравнение имеет ненулевые коэффициенты при неизвестных с индексами sk, r + 1, r + 2. 
После шага r = fk последнее уравнение в блоке становится уравнением относительно неиз-
вестных с индексами sk, sk + l – 1, sk + l.
Теперь рассмотрим процесс получения верхних уравнений в k-м блоке. Текущие коэффици-
енты-блоки будем хранить в массивах UA, UC, UB, UF. Для получения уравнения относительно 
неизвестных с индексами sk – 1, sk, sk + l – 1 нужно l – 2 шага: преобразовать потребуется все, 
начиная с третьего снизу и заканчивая первым уравнением блока. 
Предпоследнее уравнение в блоке имеет ненулевые коэффициенты при неизвестных с ин-
дексами sk + l – 3, sk + l – 2, sk + l – 1. Оно не преобразуется, но в преобразованиях участвует. На 
шаге r, r = fk – 2, fk – 3,…,sk, имеется уравнение относительно неизвестных с индексами r – 1, r, 









r r r r
A C B F
A C B F
U U U U
− −
При начальном значении r = fk – 1 записываются предпоследнее и третье снизу уравнения 
в блоке, в которых полагается 
1 1 1 1,   ,   ,   .k k k k
A C B F
f f f fU A U C U B U F− − − −= − = = − =
Выполним преобразования, приводящие в первом уравнении к неизвестным с индексами r – 2, 
r – 1, sk + l – 1. Умножим вторую строку слева на 




( ) 0 0 ... 0 ( ) ( )
.
0 ( ) 0 ... 0 ( ) ( )
...     
C A C B C F
r r r r r r r r r
C A C B C F
r r r r r r r
A C B B U U B B U U F B B U U




Первое уравнение имеет ненулевые коэффициенты при неизвестных с индексами r – 2, r – 1, 
sk + l – 1. 
После всех преобразований в k-м блоке получены 2 уравнения для редуцированной системы: 
2 1 2 2 1 ,A C B Fk k kU Z U Z U Z U− ++ + =  
2 2 1 2 2 .A C B Fk k kL Z L Z L Z L+ ++ + =  
Здесь для нулевого блока отсутствует слагаемое с UA, для (K–1)-го блока отсутствует слагае-
мое с LB, для всех блоков ,   .k k
B A
f sL B U A= − = −
Таким образом, получение коэффициентов редуцированной системы уравнений можно пред-
ставить следующим алгоритмом:
dopar  k = 0, K – 1 
     sk = k · l,  fk = (k + 1)l – 1 
     \\ Получение коэффициентов нижних уравнений: 
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     1 1 1 1,   ,   ,   k k k k
A C B F
s s s sL A L C L B L F+ + + += − = = − =  
     do  r = sk + 2, fk
          
1( )A CrT A L −=  
          A A AL T L=  
          
C A B
rL C T L= +  
          B rL B= −  \\ LB – нулевая матрица при r = K · l – 1
          F A FrL F T L= +  
     enddo
     ,   ,   ,   
A A C C B B F F
k k k kL L L L L L L L= = = =  
     \\ Получение коэффициентов верхних уравнений: 
     1 1 1 1,   ,   ,   k k k k
A C B F
f f f fU A U C U B U F− − − −= − = = − =  
     do  r = fk – 2, sk \\ Цикл с шагом –1 
          
1( )B CrT B U −=  
          A rU A= −  \\ UA – нулевая матрица при r = 0
          
C B A
r rU C T U= +  
          
B B BU T U=  
          F B FrU F T U= +  
     enddo 
     ,   ,   ,   A A B B C C F Fk k k kU U U U U U U U= = = =  
enddopar 
Заметим, что в силу блочно-трехдиагональной структуры исходной системы первый блоч-
ный коэффициент первого уравнения A0 и последний блочный коэффициент последнего уравне-
ния BN отсутствуют. Аналогично для редуцированной системы отсутствуют первый и послед-
ний блочные коэффициенты 0AU  и 1.BKL −  При программной реализации удобно хранить произ-
вольные, например нулевые, значения.
На этапе второй фазы решается полученная относительно Z0, Z1,…,Z2K–1 блочно-трехдиаго-
нальная система алгоритмом правой матричной прогонки. 
На третьей фазе алгоритма для каждого блока уравнений k, k = 0,1,…,K – 1, после второй фа-
зы найдены граничные неизвестные: 
1 2 –1 2 –1 2 1 2 2,   ,   ,   .k k k ks k s k s l k s l kY Z Y Z Y Z Y Z− + + + += = = =  
Эти неизвестные входят в первое, второе, предпоследнее и последнее уравнения каждого 
блока. 
Из первого уравнения можно найти неизвестный вектор 1,ksY +  так как уже найдены неиз-
вестные 1ksY −  и .ksY
Перенесем во втором уравнении блока (это уравнение с номером sk + 1 исходной системы) из-
вестное произведение 1( )kks sYA +−  в правую часть. Перенесем также в предпоследнем уравнении 
блока (это уравнение с номером fk – 1) в правую часть известное произведение 1( ).kk ff YB −−  Эту 
систему относительно неизвестных 1 2 2 2 1, ,...,   ( )k k k k ks s s l s l fY Y Y Y Y+ + + − + − −=  можно решить неза-
висимо для каждого из блоков уравнений алгоритмом правой матричной прогонки.
Устойчивость модифицированной параллельной матричной прогонки. На второй и тре-
тьей фазах алгоритма выполняется правая матричная прогонка. Если для исходной блочно-трех-
диагональной системы выполнены условия устойчивости метода матричной прогонки (4), (5), 
то они выполняются и для каждой из систем в третьей фазе, так как коэффициенты систем есть 
коэффициенты исходной системы. Оказывается, аналогичное утверждение справедливо и для 
второй фазы алгоритма. Предполагается неравенство нулю матриц, встречающихся при выпол-
нении первой фазы алгоритма и, где необходимо, существование обратных матриц.
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Те о р е м а. Если для исходной блочно-трехдиагональной системы выполнены условия устой-
чивости метода матричной прогонки (4), (5), то они выполняются и для редуцированной системы. 
Д о к а з а т е л ь с т в о. Зафиксируем любой блок уравнений и применим метод математиче-
ской индукции. Сначала рассмотрим процесс получения коэффициентов нижнего редуцирован-
ного уравнения. 
Пусть на какой-либо итерации первой фазы алгоритма коэффициенты LA, LC, LB (в итоге вхо-
дящие в редуцированную систему) удовлетворяют условию 
 
1 1( ) ( ) 1,C A C BL L L L− −+ ≤
 
(6)
причем хотя бы для одного из блоков неравенство (6) является строгим. Для (K – 1)-го блока от-
сутствует слагаемое с LB. Для начальной итерации неравенство (6) справедливо, так как в этом 
случае LA, LC, LB есть коэффициенты исходной системы. 
На каждой из fk – sk – 1 итераций r происходит вычисление новых значений коэффициентов 
LA, LC, LB по формулам 
1 1( ) ,   ( ) ,   .
A C BC A C B
r r r rL A L L L C A L L L B− −= = + = −
Требуется показать справедливость неравенства (строгого хотя бы для одного из блоков) 
1 1( ) ( ) 1.
C A C B
L L L L− −+ ≤
Имеем
( ) ( )1 11 1 1 1 1( ) ( ) ( ) ( ) ( )C A C B C B C A C Br r r r r rL L L L C A L L A L L C A L L B− −− − − − −+ = + + + =
( ) ( )1 11 1 1 1 1 1 1( ) ( ) ( )C B C A C Br r r r r r r rE C A L L C A L L E C A L L C B− −− − − − − − −= + + + ≤
( ) ( )1 11 1 1 1 1 1 1( ) ( ) ( )C B C A C Br r r r r r r rE C A L L C A L L E C A L L C B− −− − − − − − −≤ + + + =
   11 1 1 1 1( ) ( ) ,C B C Ar r r r r rE C A L L C A L L C B      
где E – единичная матрица. Таким образом, 
 
( ) ( )11 1 1 1 1 1 1( ) ( ) ( ) ( ) .C A C B C B C Ar r r r r rL L L L E C A L L C A L L C B−− − − − − − −+ ≤ + +
 
(7)
Воспользуемся известным утверждением: если для квадратной матрицы S имеет место оцен-
ка ||S|| < l, то существует обратная к Е – S матрица, причем ||(Е – S)–1|| ≤ 1/(1 –||S||). Положим 
1 1( ) .C Br rS C A L L− −= −
Тогда с учетом неравенств (4), (6) и неравенства нулю матрицы 1( )C AL L−  получим
( )1 1 1 1 1 1 1( ) ( ) 1 ( ) ,C B C B C Ar r r r r rS C A L L C A L L C A L L− − − − − −≤ ≤ − <= −
    11 1 1–1 1
1 1( )
1 1 ( )
– C Br r C B
r r






    
 
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( )1 1
1 ,
1 1 ( )C Ar rC A L L− −
≤
− −
причем последнее неравенство строгое, если строгим является неравенство (6). Следовательно, 
( ) 11 1 1 1 1 1 1 1
1 1( ) .
1 ( ) ( )
C B
r r C A C A
r r r r r r r r
E C A L L
C A C A L L C B C A L L
−− −
− − − − − −
+ ≤ ≤
− + +
Вернемся к неравенству (7): 
( )1 1 1 1 11 1 11( ) ( ) ( ) 1.( )
C A C B C A
r r r rC A
r r r r
L L L L C A L L C B
C B C A L L
− − − − −
− − −
+ ≤ + =
+
Здесь неравенство строгое, если строгим является неравенство (6).
По аналогии со случаем получения коэффициентов нижнего редуцированного уравнения 
рассмотрим основные этапы доказательства для случая коэффициентов верхнего уравнения. 
Пусть справедливо неравенство 
1 1( ) ( ) 1C A C BU U U U− −+ ≤
и новые значения коэффициентов вычисляются по формулам 
1 1,   ( ) ,   ( ) .
A C BC A C B
r r r rU A U C B U U U B U U− −= − = + =
Имеем:
( ) ( )1 11 1 1 1 1( ) ( ) ( ) ( ) ( )C A C B C A C A C Br r r r r rU U U U C B U U A C B U U B U U− −− − − − −+ = + + + ≤
( ) ( )1 11 1 1 1 1 1 1( ) ( ) ( )C A C A C Br r r r r r r rE C B U U C A E C B U U C B U U− −− − − − − − −≤ + + + ≤
( ) ( )11 1 1 1 1( ) ( ) .C A C Br r r r r rE C B U U C A C B U U−− − − − −≤ + +
Положим 1 1( ) ,C Ar rS C B U U− −= −  тогда
( )1 1 1 1( ) 1 ( ) 1,C A C Br r r rS C B U U C B U U− − − −≤ ≤ − ≤
     
1
1 1
–1 11 1 1( )
1 1 1 ( )
– C Ar r C B
r r
E C B U U

















1( ) ( )
( )
( ) 1.
C A C A B
C B
r r r r
C B
r r r r
U U U U U
C A C B U U
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На первой фазе алгоритма выполняются вычисления типа исключений Гаусса, в которых 
в качестве «ведущих элементов» берутся матрицы UC, LC. Вследствие этого для устойчивости 
вычислений первой фазы важно, чтобы норма матрицы LC превосходила нормы матриц LA и LB, 
а норма матрицы UC превосходила нормы матриц UA и UB. Справедливо следующее утверждение. 
С л е д с т в и е. Если для исходной блочно-трехдиагональной системы выполнены условия 
устойчивости метода матричной прогонки (4), (5), то на любой итерации r первой фазы имеет 
место 
,    .C A B C A BU U U L L L≥ + ≥ +
Действительно, рассмотрим, например, случай нижних уравнений. Так как 
1 1( ) ( ) 1,C A C BL L L L− −+ ≤
то после умножения левой и правой частей этого неравенства на ||LС|| и использования свойства 
мультипликативности матричной нормы (||A × B|| ≤ ||A|| × ||B||) получим 
( ) 11( ) ,C C A C C B CL L L L L L L−− + ≤
1 1( ) ( ) ,C C A C C B CL L L L L L L− −+ ≤
.A B CL L L+ ≤
Таким образом, нами разработан и исследован с точки зрения устойчивости новый вариант 
метода параллельной матричной прогонки для решения систем линейных алгебраических урав-
нений с блочно-трехдиагональными матрицами. 
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