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Combining Climate Model Output
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SUMMARY: In climate science, collections of climate model output, usually referred to
as ensembles, are commonly used devices to study uncertainty in climate model experi-
ments. The ensemble members may reflect variation in initial conditions, different physics
implementations, or even entirely different climate models. However, there is a need to
deliver a unified product based on the ensemble members that reflects the information con-
tained in whole of the ensemble. We propose a technique for creating linear combinations
of ensemble members where the weights are constructed from estimates of variation and
correlation both within and between ensemble members. At the heart of this approach is a
Bayesian hierarchical model that allows for estimation of the correlation between ensemble
members as well as the study of the impact of uncertainty in the parameter estimates of
the hierarchical model on the weights. The approach is demonstrated on an ensemble of
regional climate model output.
KEY WORDS: Model averaging, model correlations, total variation, regional climate mod-
els, Bayesian hierarchical model.
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1 Introduction
Computer-based simulations of geophysical processes, also refereed to as computer models,
often represent a synthesis of an entire field of knowledge and offer researchers a way
of studying processes that would otherwise be too difficult or too expensive to observe
directly. They also offer a framework for obtaining predictions about such processes. While
these models are typically deterministic, there are a number sources of uncertainty in
these simulations that range from unknown initial conditions, incomplete knowledge of
the underlying physics, or even uncertainties about the implementations of these complex
codes.
Ensembles or collections of model output are often used to characterize the uncertainty
in computer models. Ensemble members may represent variation in initial conditions,
variation across physics implementations, or even entirely different computer models. With
these ensembles, there is a need to deliver a unified product that captures the common
structure in such models or, possibly, spans the variation in the computer model output.
These products are often constructed through weighted averages of the ensemble members.
The weights control the influence of individual ensemble members, and may allow equal
weights (a simple arithmetic average) or weights based on some performance measure or
predictive skill.
The study of climate and climate change are scientific areas that commonly uses en-
sembles of computer model output for studying climate variability and prediction of future
climate change. However, combining ensemble members via weights based on some measure
of skill at reproducing current climate is not guaranteed to perform well for model runs
aimed at a future climate. While this phenomenon is difficult to measure empirically, the
fundamental processes simulated by climate models during future runs are inherently dif-
ferent than control runs due to changing model forcings (e.g., increasing greenhouse gasses
in the atmosphere).
Recognizing that ensemble members that are aimed at modeling the same physical
process are inherently positively correlated, we offer an approach to ensemble weighting
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that is based on estimates of internal variation and correlations between ensemble members.
Essentially, we fit a statistical model linking the ensemble members explicitly through the
covariance structure. We then choose optimal model weights based on a measure of total
variation of a weighted average of the ensemble members.
Combining ensemble members via some type of averaging is well established (e.g. Hoet-
ing et al., 1999; Neuman, 2003; Ye et al., 2004). However, many of these approaches treat
the individual ensemble members as stochastically independent. The need to link the en-
semble members based on correlations between the ensemble members is not new, at least
from the perspective of climate science (e.g. Furrer et al., 2007; Tebaldi and Knutti, 2007),
but to our knowledge, this is the first formal attempt.
In the following section, we discuss computing averages of ensemble members through
an analysis of the total variation of the linear combination of the computer model output in
the ensemble. Section 3 gives a brief discussion of regional climate modeling, while Section
4 demonstrates the approach on an ensemble of regional climate model output from the
North American Regional Climate Change Assessment Program (NARCCAP). We wrap
up the paper in Section 5 with some concluding remarks.
2 Model Averaging via Total Variation
We propose to create a weighted average of the model outputs in an ensemble based on the
covariance structure between ensemble members. Denote the collection of model outputs
in the ensemble by Y1, . . . ,YN , where each of the Yi are vectors of length n. These
multivariate outputs may be, for example, time series or spatial fields. Further, assume that
this collection of model outputs has an nN×nN joint covariance given by Σ = Block(Σij).
In other words, Σ is a block matrix with N2 elements Σij and where each n × n matrix
Σij = Cov[Yi,Yj].
Consider a weighted average of the ensemble members of the form
Y˜ =
N∑
i=1
wiYi,
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where {wi} is a collection of weights. We note that a measure of the total variation (Mardia
et al., 1979) of Y˜ is given by
tr
[
Var Y˜
]
=
N∑
i=1
N∑
j=1
wiwj trΣij = w
′Aw , (1)
where tr indicates the trace of matrix (sum of diagonal elements), w = (w1, . . . , wn)
′, and
the symmetric matrix A has elements aij = trΣij.
We consider an approach for choosing weights based on the information about the
variation and correlations between ensemble members contained in A. Assuming that the
E[Yi] = µ for all i = 1, . . . , N , then one strategy would be to minimize (1) subject to the
constraint w ′1 = 1 (i.e. the weights sum to one). The assumption of w ′1 = 1 is equivalent
to the unbiasedness constraint in mathematical statistics, E[Y˜] = µ, as
E[Y˜] = E
[ N∑
i=1
wiYi
]
=
N∑
i=1
wi E[Yi] = µ
N∑
i=1
wi.
However, we are using this device to assume that there is some common structure in the
model outputs, Yi. It is still possible that µ is not equivalent everywhere to some measure
of ground truth. For example, if the ensemble represents climate model output, Y˜ may
represent some common structure in the ensemble, but it may still include biases for the
true climate of the Earth.
Using a Lagrange multiplier to handle the constraint, the minimization problem becomes
min
w
w ′Aw + 2λ(w ′1− 1).
After taking partial derivatives, the problem can be written as the solution to a system of
linear equations: [
A 1
1 0
] [
w
λ
]
=
[
0
1
]
.
Further, the solution for w is given by
w = A−11/(1′A−11). (2)
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3 Regional Climate Modeling
Climate models simulate weather over long time periods to capture the long-term behavior
of weather processes. Atmosphere-ocean general circulation models (AOGCMs or, more
simply, GCMs) couple an atmospheric model to an ocean model and seek to simulate the
Earth’s global climate system. These computer models have grid boxes on the spatial scale
of 100s of kilometers and are extremely useful for the study of large-scale circulation and
forcings that affect the Earth’s global climate.
There are, however, limitations to the use of GCMs for studying regional climate, and
downscaling techniques have been receiving a great deal of attention, in particular for
utilizing the output from climate models in impacts studies (public health, agriculture,
energy, water, etc.). These techniques use the large-scale information in a GCM to pro-
duce representations of climate at much finer spatial scales. Statistical downscaling uses
empirical relationships to connect the coarse-scale GCM output to regional or local vari-
ables (e.g, Kim et al., 2007). Alternatively, dynamic downscaling uses various forms of
higher-resolution climate models to obtain higher-resolution climate simulations.
Regional climate models (RCMs), which are the focus of this work, use grid boxes
that are typically on the order of 50 kilometers. However, there is a price for the increased
computational burden. For example, RCMs typically use a limited spatial domain and there
is generally some simplification of the modeling of ocean processes. Initial conditions and
time-dependent lateral boundary conditions for the domain (winds, temperature, moisture,
etc.) are obtained from a GCM or a global data set. Thus, global circulation and large-
scale forcings are consistent with the GCM, but the higher-resolution forcings in the regional
model have the potential to improve the simulation of climate on regional and local scales.
The Intergovernmental Panel on Climate Change (IPCC, http://www.ipcc.ch) assess-
ment reports contain excellent overviews of the issues associated with climate modeling,
including downscaling and regional climate modeling. These reports also contain many ex-
cellent scientific references. In particular, see the contributions of Working Group I to the
Third and Fourth Assessment Reports (Houghton et al., 2001; Solomon et al., 2007). Keller
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(2009) also provides an excellent review of some of the more recent issues and controversies.
4 Case Study
In this work, we focus on a subset of the regional climate model output from Phase I of
NARCCAP that utilizes five regional models driven by NCEP-DOE Reanalysis 2 (Kana-
mitsu et al., 2002). (At the time of writing only five of the planned six regional models were
available.) The regional models include the OURANOS Canadian Regional Climate Model
(CRCM), the UC San Diego/Scripps Experimental Climate Prediction Center Regional
Spectral Model (ECPC), the Iowa State University MM5PSU/NCAR mesoscale model
(MM5I), the UC Santa Cruz Regional Climate Model version 3 (RCM3), and the Pacific
Northwest National Laboratory Weather Research and Forecasting model (WRFP).
Output from each of these models, including the appropriate fields from the NCEP
reanalysis data, was interpolated to a common 120 × 98 grid that covers most of North
America. Note that the so-called “sponge zone” (the region on the boundary used to amelio-
rate the transition from the lower-resolution driving data and the higher-resolution RCM)
has been removed from the model outputs. Total winter (December, January, February)
precipitation was computed for each year of the twenty-year period spanning the winter of
1980–1981 through the winter of 1999–2000. As climate is often thought of as a long-term
average, the twenty-year average fields for each model were computed. Precipitation is typi-
cally strongly right-skewed; a fourth-root transformation was applied. Let Yi, i = 1, . . . , 5,
denote these transformed precipitation fields that make up the ensemble; Figure 1 displays
these fields. There are higher precipitation values along both coasts, although the highest
values are along the northern Pacific coast of the U.S. and British Columbia, Canada.
4.1 A Hierarchical Model
A key aspect of the weighting approach outlined in Section 2 is obtaining a statistical
representation for the covariance structure between the ensemble members. While there
are many ways to specify such statistical models that ultimately depend on the data being
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CRCM ECPC MM5I
RCM3 WRFP
Figure 1: Transformed 20-year-average winter precipitation fields {Yi}.
studied, we focus on a simple three-level hierarchical formulation tailored to this case study.
The specific elements of the statistical model have been determined through extensive initial
exploratory analysis of NARCCAP’s NCEP driven regional climate model output and are
summarized below.
The hierarchical structure involves the specification of a data model that links the
observed fields {Yi} to an unobserved spatial process. The process model defines the
spatial structure and links the spatial process to parameters. Finally, prior distributions are
specified for the parameters. Schematically, this structure can be thought of as specifying
three (conditional) densities:
Data model: [data|process]
Process model: [process|parameters]
Prior model: [parameters]
where [A] indicates the probability density for A and [A|B] indicates a conditional proba-
bility density for A given B. See, for example, Berliner (2003).
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Letting Y = [Y′1, . . . ,Y
′
5]
′, the data model is given by
Y|β,U, {σ2i } ∼ N (15 ⊗ µNCEP + (I5 ⊗X)β +U,σ ⊗ In) , (3)
where ⊗ indicates a Kronecker product, µNCEP indicates the mean of the NCEP (trans-
formed) winter precipitation fields, X denotes a n× q matrix of scaled predictors (here we
use intercept, longitude, latitude, and elevation, and q = 4), β = [β′1, . . . ,β5]
′ is a vector
of regression parameters with each βi specific to each model output, U = [U
′
1, . . . ,U
′
5]
′ is
a vector of spatial random effects, and σ = diag[σ21, . . . , σ
2
5]
′ is a diagonal matrix of scale
parameters.
This specification of the process model reflects two important points about NCEP-driven
runs of the regional climate models in the NARCCAP experiment. First, the models are all
simulating the same common climate and they are all being driven by the same boundary
conditions. Ideally, there should be some commonalities in the output fields. However,
there are different dynamical features to the individual regional climate models that may
lead to subtle (and perhaps not so subtle) differences in the output fields. Hence, the
process model in (3) reflects these competing ideas by including a common component
relating the output to what might be expected from the driving data (i.e., µNCEP) as well
as mechanisms for capturing both individual and common deviations from the driving data
relating to the increased resolution through covariates such as elevation and through the
spatial random effects.
The process model has two parts, given by
βi|σ2β ∼ N
(
0, σ2βIq
)
, i = 1, . . . , 5,
U|Ω, φ ∼ N (0,Ω⊗ Sφ) ,
(4)
where the {βi} are assumed to be independent, σ2β is a scale parameter, Ω is a 5 × 5
covariance matrix and Sφ = V
−1(φ) is an n × n spatial covariance matrix based on a
Markov random field model and indexed by the spatial dependence parameter φ with
−1 < φ < 1 (see Appendix for details).
The form of the covariance structure for the spatial random effects in (4) assumes sepa-
rability between the model-to-model covariance and the spatial covariance for a particular
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model. Specifically, this implies that the spatial covariance structure is similar across all
of the models and the model-to-model correlation does not vary spatially. While this as-
sumption may seem to be restrictive, it provides sufficient flexibility to model the spatial
dependence in the individual regional climate models while isolating the model-to-model
correlation structure for use in constructing weights (see Section 5 for further discussion
on this issue).
Prior distributions are generally taken to be noninformative. Specifically, the prior dis-
tributions for parameters {σ2i } and σ2β are independent G(1.0, 0.01) where G(α, β) indicates
a gamma distribution with shape parameter α and scale parameter β, the prior distribu-
tion for Ω−1 was taken to be a Wishart distribution with 6 degrees of freedom and a scale
matrix equal to 0.01 · I5, and the prior for φ was taken to be uniform on (−1, 1).
4.2 Bayesian Computation
Parameter estimation and inference is done in a Bayesian context by sampling from the
posterior density given generally as
[process, parameters|data] ∝ [data|process][process|parameters][parameters].
Of course, in this case, the posterior density [{σ2i }, σ2β,Ω, φ|Y] cannot be computed in
closed form, so we use Markov chain Monte Carlo (MCMC) through the implementation
of a Gibbs’ sampler that utilizes full-conditional distributions or Metropolis-Hastings steps
as necessary (Gilks et al., 1996). A single chain of length 5000 was run, with convergence
indicated after about 1000 iterations.
Figure 2 shows estimated posterior distributions for the parameters of the variance
components σ2β, {σ2i }, and the diagonal elements of Ω. The correlations between the
elements of U in Ω are shown in Table 1, which show strong positive correlations between
the ensemble members in the spatial random effect. While the regression on the predictors
contributed substantially to the variability, there is also a great deal of spatial variation
with the mean of the posterior distribution of φ equal to 0.88 (posterior standard deviation
of 0.0021), which is close to its maximal value of 1.0.
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Table 1: Fifth and 95th percentiles of posterior density for correlations in U.
ECPC MM5I RCM3 WRFP
CRCM (0.57,0.63) (0.73,0.76) (0.80,0.83) (0.75,0.78)
ECPC (0.59,0.64) (0.67,0.72) (0.51,0.57)
MM5I (0.77,0.80) (0.90,0.92)
RCM3 (0.76,0.79)
Assessing model fit is often difficult with such complex hierarchical models, and more
traditional methods (e.g., cross-validation) do not lend themselves to the size and complex-
ity of the regional climate model output analyzed here. However, carefully monitoring the
convergence of the Gibb’s sampler and carefully examining the posterior densities of the
parameters can often indicate such issues as overdetermined models or parameterizations
that the data cannot support. Further, examination of the posterior and residual fields can
also highlight any difficulties with model fit. However, there was no evidence of such issues
for the hierarchical model formulation presented here.
4.3 Results
Integrating over the process model, the first two levels of the hierarchical model outlined
in Section 4.1 can be rewritten as
Y|σ2β,Ω, φ, {σ2i } ∼ N
(
15 ⊗ µNCEP, σ2β I5 ⊗XX′ +Ω⊗ Sφ + σ ⊗ In
)
. (5)
In other words, the structure of the hierarchical model is capturing the deviations in the
model output from the precipitation field associated with the driving model through a
random structure with three components. The first component captures the variation as-
sociated with the regression, the second captures the covariance between ensemble members
and the spatial dependence, and the third captures the small-scale residual error.
The form in (5) gives us the explicit structure for the components of Σ discussed in
Section 2:
Σii = ωiiSφ + σ
2
βXX
′ + σ2i In
Σij = ωijSφ,
10
Figure 2: Top plot shows estimated posterior density for σ2β, middle plot shows estimated
posterior density for {σ2i }, and bottom plot shows estimated posterior density for the
diagonal elements of Ω.
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where ωij are the ijth elements of Ω. Hence we easily obtain A with elements given by
aii = ωiic1 + σ
2
βc2 + nσ
2
i
aij = ωijc1,
(6)
where c1 = tr[Sφ] and c2 = tr[XX
′].
Samples of the parameters can be drawn from the posterior and then plugged into
(6) to obtain an A from which weights can be constructed and Y˜ can be computed. To
demonstrate, consider the following draw of parameters from the posterior: σ2β = 29.8,
σ = 10−3 · diag [ 7.70 31.4 6.22 10.1 9.34 ]′ ,
and
Ω = 10−3 ·

1.30 0.95 1.38 1.29 1.70
0.95 2.07 1.52 1.41 1.51
1.38 1.52 2.72 1.80 2.91
1.29 1.41 1.80 1.97 2.12
1.70 1.51 2.91 2.12 3.80
 .
With c1 = 227081 (φ = 0.879) and c2 = 47037, then
A =

1963.8 215.5 312.6 293.6 386.5
215.5 2415.9 345.9 319.3 342.4
312.6 345.9 2268.5 409.2 660.1
293.6 319.3 409.2 2143.4 480.5
386.5 342.4 660.1 480.5 2550.8
 .
From (2), the weights are given by
w =
[
0.27 0.21 0.18 0.21 0.13
]′
. (7)
Note these weights take into account both the relative variation in the random effects, but
are also adjusted by the correlations in the ensemble members.
To compare different strategies for weighting ensemble members, Figure 3 shows an
equally weighted average of the ensemble members as well as Y˜ with weights computed in
(7). Of course, the plots show similar patterns, being based on constrained weights and
only five models. However, there are higher precipitation values in Y˜ across much of the
12
Y˜ Y¯ Y˜ − Y¯
Figure 3: Y˜ (left frame) and Y¯ (middle frame) and their difference (right frame) based on
a random draw from the posterior distribution of the statistical model parameters.
middle portion of the domain. In what follows we demonstrate that these differences are
persistent and are not just due to uncertainty in the estimation of the statistical model
parameters that determine the weights.
One of the benefits of the Bayesian formulation is that we can draw from the poste-
rior distribution of the parameter estimates to understand the uncertainty in the weights
and hence Y˜. Figure 4 shows estimated densities of log(wi/0.2) taken from 1000 random
draws from the posterior distribution of the statistical model parameters, which shows the
deviations in the weights from an equally weighted scheme (i.e. a simple average). Weights
for CRCM are typically larger, while weights for WRFP are typically smaller, but both
show larger variation in their weights than the other three models. The weights for ECPC,
MM5I, and RCM3 are typically closer to 0.2, but with ECPC and RCM3 slightly larger
and MM5I slightly lower. Reassuringly, the density estimates suggest that there is little
uncertainty in the estimates of the weights.
While a rigorous assessment of the general properties of Y˜ is beyond the scope of this
paper, we can compare Y˜ to both the twenty-year average of the NCEP fields as well as
to an equally weighted combination of the {Yi}. Figures 5 and 6 show differences in the
mean Y˜ and the simple average of the ensemble members and the average of the NCEP
precipitation fields, respectively. The mean of Y˜ was constructed by taking 1000 draws
from the posterior distribution of the statistical model parameters, constructing the weights
for each draw, and computing a Y˜ for each set of weights. The probabilities of Y˜ being
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Figure 4: Estimated densities of log(wi/0.2) based on samples from the posterior distribu-
tions of the statistical model parameters.
greater than both of these means are also shown in Figures 5 and 6. In general, the mean
of Y˜ shows much higher precipitation values than the twenty-year average of NCEP over
much of the domain. The consistency of the weights, which reflects the uncertainty, or
lack thereof, in the estimation of parameters in the statistical model, induces a nearly
binary map of the P [Y˜ > µNCEP] in the right frame of Figure 6. Further, Y˜ seems to have
consistently higher precipitation values than the simple average of the ensemble members
over much of the midwestern United States, as well as northern Canada.
5 Discussion
Motivated by research in quantifying uncertainty in climate model experiments, we have
outlined an approach for weighting ensemble members that is fundamentally different from
approaches that are based solely on some measure of predictive skill or accuracy at re-
producing some ground truth. Our approach recognizes that climate models are typically
14
Y˜ − Y¯ P [Y˜ > Y¯]
Figure 5: Difference between the mean of Y˜s and the simple average of the ensemble
members (left frame) and the estimated pointwise probabilities of Y˜ being greater than
the simple average (right frame). Both are computed from weights constructed from 1000
draws from the posterior distribution of the statistical model parameters.
Y˜ − µNCEP P [Y˜ > µNCEP]
Figure 6: Difference between the mean of Y˜s and the twenty-year average of the NCEP pre-
cipitation fields (left frame) and the estimated pointwise probabilities of Y˜ being greater
than the twenty-year average of NCEP (right frame). Both are computed from weights
constructed from 1000 draws from the posterior distribution of the statistical model pa-
rameters.
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positively correlated and utilizes this correlation structure in constructing weights for com-
puting linear combinations of ensembles of climate model output. This is especially impor-
tant when considering climate models predicting a future climate when there is no ground
truth available. We are currently examining how such a weighting scheme performs with cli-
mate model ensembles that include future runs. While the methodology was demonstrated
on RCMs, there is no reason not to consider correlations for weighting global models and
this is also a current line of our research.
We expect that situations similar to ensembles of climate models can be found in other
problems in geoscience, as well as in many other disciplines. Further, it is possible to
consider ensembles that include the output of stochastic models in this framework, including
predictions from various statistically-based analyses.
At the heart of this paper is a statistical representation for the ensemble members that
specifically includes a correlation structure between the ensemble members. Parameters
for this statistical model are estimated in a Bayesian context. This model includes some
simplifications, in particular a Kronecker form that is a simplification of a more general
multivariate version of a Markov random field. Specially, the covariance structure on
the spatial random effects that account for individual model differences is based on the
assumption of separability between the covariance structure between the models and the
spatial covariance within the models. It is possible to consider more complex forms of
Markov random field models (e.g. Sain and Cressie, 2007; Sain et al., 2008a) or even other
forms of multivariate spatial models (e.g. Cressie, 1993; Wackernagel, 2003) that relax this
assumption and allow for the spatial dependence structure to vary across models or allow
for the correlation structure between models to vary spatially or some combination of the
two. Further, the model outlined here could be expanded to include correlations in the
regression parameters in (4). Of course, computing constructing weights under these more
general situations is not so clear, and these issues are currently being examined by the
authors in current research projects.
We note that this approach is not necessarily aimed at prediction, at least in the sense
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of constructing a predictive distribution for a new (or additional) model. Such a statis-
tical model would require a fundamentally different structure in the process model of the
hierarchy outlined in Section 4.1. This is also an area of active research for the authors.
Appendix
The form for Sφ = V
−1(φ) in (4) was assumed to be induced by a type of Markov random
field, a spatial statistical model ideal for gridded or lattice type spatial observations (Rue
and Held, 2005). The essential idea behind such models is the characterization of the spatial
dependence through the specification of conditional distributions that link the observation
at each spatial location on the lattice to its neighbors. The collection of conditional distri-
butions effectively leads to the specification of the joint precision matrix (inverse covariance
matrix) for all of the locations on the grid or lattice.
Assuming Gaussian conditional distributions, these conditional autoregressive (CAR)
models are specified through the conditional mean and variance. A very simple specification
of the mean and variance are given by
E[yi|Y−i] = µi + φ
∑
j∈Ni
(yj − µj) Var[yi|Y−i] = σ2, i = 1, . . . , n, (8)
where Y = [y1, . . . , yn], Y−i indicates all of the elements of Y except the ith one, Ni
denotes a collections of indices representing the neighbors of the ith location on the lattice,
and φ is a partial or conditional correlation between two neighbors. This collection of
conditional distributions can be shown to lead to joint Gaussian distribution with mean
µ = [µ1, . . . , µn] and with covariance matrix Σ = σ
2(In−φC)−1 with In the n×n identity
matrix and C the n×n incidence matrix determined by the neighborhood structures {Ni}.
The choice of neighborhoods often plays a crucial role in the behavior of CAR models.
For example, in the simple specification in (8), one might simply choose neighbors as grid
boxes that share an edge. The version of a Markov random field model used in this work
follows a Kronecker form between the precision matrices for two one-dimensional processes,
both indexed by the dependence parameter φ with one process for the rows and the other for
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the columns of the output grid for the climate models (see Sain et al., 2008b). Specifically,
the conditional means and variances for interior grid boxes are given by
E[yi|Y−i] = µi + φ
1 + φ2
∑
j∈N1i
(yj − µj)−
(
φ
1 + φ2
)2 ∑
j∈N2i
(yj − µj)
Var[yi|Y−i] = σ2 1
(1 + φ2)2
,
where N1i and N2i represents indices for neighboring grid boxes that share an edge or
vertices, respectively. (Note that the specification for boundary and corner grid boxes are
slightly different; see Sain et al., 2008b, for details.) While this formulation is more complex,
the (unconditional) spatial covariance structure is stationary (which the formulation in (8)
lacks) and the additional neighbors gives more smoothness to the spatial fields.
Finally, it is important to note that the specification of these models defines the in-
verse of the covariance matrix, typically referred to as the precision matrix. Furthermore,
the precision matrix is generally a sparse matrix. Hence, one can dramatically improve
computational performance of the statistical model for large spatial grids, both in terms
of the storage of the precision matrix and the linear algebra computations associated with
computing the likelihood (see also Furrer and Sain, 2009).
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