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Introduction
Forecasters and economists faced criticism that they have not foreseen the Great Recession that started in 2007/2008 (see Koll et al. (2009) for a discussion). It has been the deepest worldwide economic crisis since the Great Depression in the late 1920 s. One point of criticism concerned the fact that financial market data was not used in the forecasting models, although it might have helped anticipating the beginning of the crisis. The crisis itself started as a subprime crisis in the US, which led to a loss of confidence in the financial sector and finally hit the real economy.
In this paper, we analyze if financial market data are indeed able to improve the short-term forecasting performance of single-indicator models for forecasting industrial production (IP ) in times of a financial market crisis, such as the phase recently experienced. Furthermore, we explore if financial market data is helpful to improve the general forecasting performance by applying a sample that include the Great Recession as well as periods of stable growth.
Short-term forecasting is needed for a timely evaluation of the current economic situation as well as a correct estimation of the near-term outlook for decision making in private enterprises, governments or central banks since official data of GDP is published with a delay of six weeks or even more. Therefore, it is often called "nowcasting" or "backcasting".
1 Banbura et al. (2011 ), Banbura et al. (2013 or Camacho et al. (2013) provide some complementary overviews of the existing literature on short-term forecasting.
In general, short-term forecasting uses information of indicators that are related to the target variable (e.g. GDP) and published with a higher frequency.
Most of these indicators are available at monthly frequency. One very popular indicator in the short-term forecasting literature is IP . IP shows a very high correlation with GDP in many countries. 1 Nowcasting refers to the current quarter that a forecaster aims to forecast while backcasting refers to a quarter that has just ended. For example, a forecast for GDP (q1) in March in any year is a nowcast while a forecast for the same quarter in April is a backcast. The official data for the first quarter of a year is published in May in Germany.
2 This is true if IP is aggregated on a quarterly basis.
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Hence, a strand of the short-term forecasting literature applies IP instead of GDP as the target variable since providing precise forecasts for IP in a first step is the basis for a good performance in forecasting GDP (Golinelli and Parigi, 2007) . A major benefit of this approach is that all variables are at the same level of frequency and no information is lost. In a mixed-frequency approach information contained in the monthly variation is lost if monthly indicators have to be aggregated in a first step.
Regardless of the chosen frequency, a forecaster has to decide how to extract the information that is included in the variety of indicators. Two main approaches emerged in the forecasting literature. First, factor models which pool the indicators to get a few common factors (Pooling of Information). In a next step, these Pooling of forecasts using different weighting schemes (as discussed by Timmermann (2006) or Drechsel and Maurin (2011) ) as the second step is widely used in the forecasting literature, based on the seminal work of Bates and Granger (1969) . There are also some results for the US and Germany in a multi-country comparison (see e.g. Stock and Watson (2003a) or Stock and Watson (2004) ).
Concerning the forecasting performance there is no clear advantage for one of these approaches (see e.g. Angelini et al. (2011) , Kitchen and Monaco (2003) , Schumacher and Dreger (2004) , Antipa et al. (2012) and Schumacher (2014) ).
For Germany, the empirical evidence for single-indicator models to predict IP (and GDP) is large (see e.g. Breitung and Jagodzinski (2001) , Fritsche and Stephan (2002) , Kholodilin and Siliverstovs (2006) , Kuzin et al. (2009), Schumacher and Breitung (2008) or Drechsel and Scheufele (2012a) ). The empirical work on single-indicator models for the US is rather concentrated on GDP than IP (see e.g. Stock and Watson (2006) , Galvao (2009) or Castle et al. (2013) ). For forecasting IP the research is scarce (see e.g. Byers and Peel (1995) or Siliverstovs and Dijk (2003) ).
Concerning financial market data, there are several good reasons to take them into account, especially for short-term forecasting. First, they are very timely available. Next, financial market data include market expectations about the future state of the economy. Third, they may play an important role in detecting turning points for the following reasons. First, unrest on the financial markets often leads to tighter financial and credit conditions, which may hamper the investment activity of firms (Bloom, 2009) . Second, private consumption of credit-constrained households is restricted (Espinoza et al., 2009 ).
The use of financial market indicators for short-term forecasting has already aroused academic interest before the financial and economic crisis (for example Stock and Watson (2003b) ). Furthermore, Estrella and Hardouvelis (1991) , Estrella and Mishkin (1999), Estrella et al. (2003) , Kitchen and Monaco (2003) , Stock and Watson (2003b) , Stock and Watson (2006) , Clements and Galvao (2009) or Wheelock and Wohar (2009) show that financial market indicators provide useful information for short-term forecasting.
However, there are still some open questions. First, to the best of our knowledge there is no comparison of the influence of financial market data on short-term forecasts for IP in Germany and the US that include the Great Recession in the evaluation sample. In general, the evidence for the role of financial variables in predicting economic activity for Germany is scarce (Drechsel and Scheufele, 2012b) . Next, stability in terms of robust results in different sub-samples is often neglected. Most of the authors concentrate either on the overall forecasting performance of financial market indicators (Stock and Watson (2003b) or Ang et al. (2006) ) or if they can predict recessions (Stock and Watson, 2003a) . Finally, the majority of the short-term forecasting analyses that consider financial market data were published before the Great Recession and new evidence on this topic is scarce.
This paper analyzes the forecasting performance of financial market data in comparison to other indicator groups to predict IP over the short-term. In performing this task, we divide the available and potentially relevant economic indi-6 cators which are available on a monthly basis into different groups: real economic indicators, surveys and composite indicators and financial market data. This is done for the US and Germany to investigate if the forecasting performance of financial market data differs between both countries, since financial market integration in the US is much higher than in Germany or other European countries (Weber, 2006) .
For each country, we set up a set of indicators that contain the three different groups of indicators. Next, we set up single-indicator models to forecast IP for the forecast horizon up to six months. The remainder of the paper is structured as follows. Section 2 provides an overview of the data and our investigation approach. Section 3 presents and discusses the results of the investigation and section 4 summarizes and concludes. 4 We concentrate on the first, the third and the sixth month to keep the analysis manageable.
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2 Forecasting models and evaluation framework
Data
We apply three different groups of indicators for each country. Finally, we take financial market indicators into account since many papers show that they are helpful to forecast economic activity (Stock and Watson, 2003b) . As many professional forecasters were criticized that they did not use financial market data in their forecasting models, we pay special attention to these indicators. For both countries we use several interest rates with different maturities and term spreads for various bonds and swap rates. Furthermore, we employ monetary aggregates since Sims (1972) showed that there is a causal link between money and income.
Thus, it provides information about the future development of output. As well as monetary aggregates, we use different exchange rates and (commodity) prices, which provide useful information about future output growth. For example, in the latest recession, oil prices increased dramatically and in the US, the CaseShiller home price index reported its largest price drop in its history in December 2008. Furthermore, we take use of some share price indices. Every forecasting round is carried out for both countries. We set up one equation for each indicator.
7 Let Y t = ΔlnIP t , where IP t is the level of industry production and let X t be an indicator for IP t . Y h t+h is growth of IP over the next h periods in terms of a monthly growth rate. Each forecast is based on an h-step-ahead regression model:
Regarding the timely availability of the different indicators, we use the indices l and k. The values for both indices vary between 0 and 3, depending on the publication lag. Each single-indicator model is optimized for its lag length by the Schwarz information criterion (SIC). After every estimation, we forecast IP up to six months. In every forecasting round, we get as many forecasts as indicators.
We concentrate on this forecast horizon since most of the information contained in the indicators accounts only for the short-term.
Pooling of forecasts
Many authors showed that forecast errors can be reduced in comparison to a single forecast by different combination models (see e.g. Stock and Watson (2003a) , Stock and Watson (2004) or Timmermann (2006)). We therefore apply different pooling approaches as competitors to the single-indicator models.
Several pooling approaches are used in our forecasting framework. First, we apply simple averaging schemes like the mean and the median. Next, we use two approaches that take in-sample estimation errors of each indicator model into account. The AIC (Atkinson, 1980) (the lower the AIC value, the higher the weights) and the R 2 (the higher the R 2 , the higher the weights) are used for this purpose. The weights given to the forecasts of the single model i = 1, . . . , n are constructed in the following way:
IC denotes the respective information criteria, AIC or R 2 and IC opt,t either equals the largest R 2 value (R 2 max,t ) or the smallest AIC value (AIC min,t ) among the in-sample estimations.
Nevertheless, models performing well in-sample may generate poor out-of sample forecasts (Stock and Watson, 2003a) . Therefore, we use pooling approaches which account for models' past forecast performance over the same forecast horizon to estimate weights. An often very effective weighting scheme is the trimming approach that gives equal weights to a certain selection of forecasts, while excluding all other forecasts. Therefor, it takes the mean forecast from only the best 1 − x% of models in terms of past squared forecast errors of the corresponding model (Timmermann, 2006) . According to the literature we set the threshold x equal to 25, 50 and 75. Furthermore, we incorporate pooling based on discounted means of models' past squared forecast errors. The current weights assigned to forecasts are inversely proportional to the discounted means of their past squared forecast errors:
Forecast evaluation
We calculate for each single forecast and pooling approach the RMSFE relative to a benchmark model. The latter is a simple univariate autoregressive model, optimized for its lag length by the Schwarz criterion for each forecast horizon for both countries:
The relative RMSFE is calculated as follows: (West, 2006) . Moreover, it enables us to compare the forecast accuracy of nested and non-nested models. Since we apply a rolling window, our benchmark model may be nested in one of the indicator models in some cases.
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Results
In this section we report the results based on the forecasts for IP for Germany and the US. Starting with the first one-step-ahead forecast (h = 1) for 2004m1 and the last one for 2012m7 we evaluate 103 forecasts. Since some of the pooling approaches (Section 2.3) that consider the past forecasting performance need at least one forecast error for their calculation we finally evaluate 102 forecasts for each forecast horizon (h = 1, . . . , 6). 11 The last forecast for h = 6 is executed for 2012m12. We concentrate on the forecasts for the one, three and six-step-ahead forecasts. 
General forecasting performance
For Germany, we conclude that the indicators with the best forecasting performance for the whole sample are mostly surveys or real economic indicators (e.g.
business expectations for next 6 months (manufacturing), New orders (intermediate goods)) for the forecast horizon h = 1 (Table 1) . From the 25 best indicators, ranked by the relative RMSFE of the corresponding indicator model, there are only four models which include financial market indicators. Interestingly, some indicator models outperform the pooling approaches.
However, the results change if IP is forecasted for longer forecast horizons. Table 2 and Table 3 show the relative RSMFE for the forecast horizons h = 3 and h = 6. For h = 3 the single-indicator model with the lowest relative RMSFE is a model that includes a spread of interest rates (CLI spread of interest rates).
Furthermore, spreads that showed a higher relative RMSFE than other indicators for h = 1 improve their forecasting performance for h = 3. Again, the different pooling approaches are outperformed by single-indicator models. For h = 6 some models that include financial market indicators outperform most of the other indicators and pooling approaches (e.g. spread: Government bonds (maturity 9
up to 10 -maturity 1 up to 2 years), CLI spread of interest rates).
For the US, the results in Table 4 indicate that for the forecast horizon h = 1, a spread (Yield spread; Swaps vs. govt; bonds, maturity 2 years) and different indicators based on surveys (e.g. PMI, OECD) perform best. Again, the pooling approaches show a higher relative RMSFE than some of the single-indicator models. For the forecast horizon h = 3 (Table 5) (Table   6 ) where several survey and financial market indicators work best.
So far, we conclude that some of the financial market indicators perform better than indicators from other groups. In addition, the higher the forecast horizon is, the more important become financial market indicators. This is especially true for the US. For both countries and for the forecast horizons h = 3 and h = 6, the single-indicator model with the best forecasting performance uses one of the financial market indicators. This holds for the US for the forecast horizon h = 1.
However, most of the differences in the RMSFE are not statistically significant.
Concerning the single-indicator models, most of them do not display significant For the forecast horizon h = 3, the pattern remains for both countries ( Figure   2 ). Remember that for Germany, the best indicator model changes from h = 1 (Business Expectations for next 6 months (ifo); Manufacturing) to h = 3 (CLI Spread of interest rates) while for the US it stays the same (Yield spread; Swaps vs. govt; bonds. maturity 2 years). For the forecast horizon h = 6, the differences between the benchmark model and the best indicator model (Germany: Spread; Government bonds; maturity 9 up to 10 -maturity 1 up to 2 years; US: Com-13 For Germany, only two single-indicators models show a significant lower RSMFE than the benchmark model using the following indicators: CLI Export order books (h = 1), CLI Spread of interest rates (h = 3). For the US and forecast horizon h = 1 the Yield spread (Swaps vs. govt; bonds. maturity 2 years) and the capacity utilization (Manufacturing) indicate a significant lower RSMFE. For h = 3, the capacity utilization (Manufacturing), the PMI (capital expenditure commitments), the Standard & Poors 500 share price index and a Yield (Corporates (Citigroup); AAA to AA. maturity 1-3 years) significantly outperform the benchmark model. For h = 6, there are only two OECD Composite Leading indicators, which indicate a significant lower RSMFE.modity price (HWWI); Coal) become smaller for both countries (Figure 3 ) but the pattern stays the same. Again, the indicator of the best forecasting model changes from forecast horizon h = 3 to h = 6 for both countries.
Since the best single-indicator model changes for the different forecast horizons in each country, a comparison is not straightforward. However, the results indicate that the best indicator model for each forecast horizon and country, although it is a financial market indicator, failed to forecast the beginning and the sharpness of the recession since the forecasting error increased dramatically.
Interestingly, the RSFEs are in general smaller in the US than in Germany.
Stability of the forecasting performance for Germany
The overall forecasting performance discussed so far ignores the specific performance before and during the crisis. Hence, we want to explore, if the forecasting performance of each indicator and the different pooling approaches is different before and during the crisis. Most of the models that apply financial market indicators show a higher forecasting performance than the benchmark model before the crisis. There is only one financial market indicator (VDAX share volatility index) that performs well in both sub-samples. Finally, most of the different pooling approaches perform well in both sub-samples.
For longer forecast horizons, the results change (Figures 5 to 6) . First, the number of real economic indicators that show higher forecast errors than the benchmark model in both sub-sample increases. Second, the forecasting performance of the survey indicators decreases in both sub-samples for h = 3 ( Figure   5 ) but increases again for h = 6 (Figure 6 ). The relative RMSFE of the financial market indicators show that many indicators perform well in the precrisis-sample in the short-term (h = 1). For the forecast horizon h = 6, there are more financial market indicators that perform well in the crisis-sample than before. Nevertheless, there are only a few of them which work in both sub-samples, regardless of the forecast horizon. As for h = 1, some of the surveys perform well in both sub-samples. Again, most of them are business expectations or the assessment of the business situation obtained from the Ifo-Business survey. The different pooling approaches perform better than the benchmark model in the crisis but only to some extent before the crisis for h = 3 and h = 6.
Stability of the forecasting performance for the U.S.
For the US and the forecast horizon h = 1 (Figure 7 For the pooling approaches which are based on the past forecasting performance the explanation is different. They have a "memory" since they consider the whole past forecasting performance of an indicator. Hence, if an indicator works well for some years, it is still included even it failed to forecast IP recently.
Overall, even if the pooling approaches are not the best choice in terms of lowest relative RMSFE, they are the best choice in terms of achieving a more robust forecasting performance at any time.
Our results show that financial market data help to improve the forecasting performance of short-term forecasts for IP for both countries. However, our results indicate that the Great Recession was not foreseeable even if financial market indicators had been taking into account. This is in line with the existing literature (Drechsel and Scheufele (2012a) or Stock and Watson (2003b) ).
Furthermore, since there is no financial market indicator which shows the lowest relative RMSFE at any time, it is difficult to select one or a group of them a priori.
Hence, concerning the general forecasting performance, the combination of a balanced set of indicators that contains all the needed information to provide a good forecasting performance and a well-working pooling approach seems to be the best solution. Concerning the timely detection of turning points, financial data may help to find them to some extent. But for this task non-linear models seem to be even more important.
Conclusion
This paper analyzes the forecasting performance of financial market data in comparison to real economic indicators, surveys and composite indicators to forecast monthly IP up to six months for Germany and the US. We focus on singleindicator models and pooling approaches and evaluate the forecasting performance in comparison to a benchmark model using a significant test. In a first step, we analyze the overall forecasting performance for the sample 2004 to 2012.
In a second step we investigate the stability of the different forecasting models before and during the recent financial crisis for both countries.
It turns out that financial market data improve the forecasting performance of short-term forecasts for IP , especially for longer forecast horizons and the US. The different pooling approaches showed consistently a lower RMSFE than the benchmark model but they are outperformed by some of the single-indicator models. Furthermore, some of the single-indicator models and pooling approaches are significantly better than the benchmark model.
The different groups of indicators do not show a stable forecasting performance if the whole sample is divided in a precrisis-and a crisis-sample. Most of them show only in one of the two sub-samples a relatively better forecasting performance than the benchmark model. Only the pooling approaches indicate, to some extent, a stable forecasting performance in both sub-samples. Therefore, including financial market data certainly improve the forecasting performance since new information is provided that was not considered before. Nevertheless, our results indicate that the Great Recession was not foreseeable taking financial market data into account, in particular in its magnitude.
A Appendix
A.1 A: Graphs Note: RMSFE of the forecast of each single-indicator model and the different pooling approaches relative to the RSMFE of the benckmark AR forecast. * * * : 1%, * * : 5% and * : 10% indicating the significance level of the pairwise test of equal forecast ability as proposed by Giacomini and White (2006) .
