Abstract. This paper is concerned with electron transport in semiconductors when electron-phonon interaction is considered. Smallness of the mean free path compared to a characteristic length scale and of the phonon energy compared to the thermal energy of the crystal are assumed. The corresponding limits in the transport problem are carried out and shown not to commute. An intermediate limit leads to a new macroscopic model.
Introduction
This paper is concerned with the derivation of macroscopic (or drift-di usion) limits of transport equations modelling the ow of electrons driven by a prescribed electric eld and in uenced by scattering with phonons of constant energy. We consider a model problem motivated by semiclassical models for charge transport in semiconductors. Our basic physical assumptions are that of a parabolic energy band and that all scattering processes except with one type of phonons are neglected.
We are interested in situations where the Knudsen number is small, i.e., the mean free path is small compared to the length scales relevant for the application of interest. Furthermore, we assume that the phonon energy is small compared to the thermal energy corresponding to the lattice temperature. In this case the scattering mechanism is almost elastic, i.e., electrons su er during a collision a change in energy small compared to the thermal energy. Thus, we are confronted with a problem with two small parameters: The Knudsen number and the scaled phonon energy. After presenting the problem in section 2 and proving some important properties of the collision operator in section 3, we rigorously carry out the limits as the two small parameters tend to zero in di erent orders in sections 4{7.
In section 4 the elastic limit of the transport problem is derived. Formally, it just amounts to setting the phonon energy equal to zero in the collision operator. Section 5 contains a rigorous justi cation of the drift-di usion limit (Knudsen number to zero) of the elastic transport equation. Formally the limiting procedure has rst been carried out in 2], see also 1]. The limit of the distribution function depends locally just on the energy and satis es an equation called the \Spherical Harmonic Expansion Model" in 1], since it can also be derived by a low order expansion of the distribution function in terms of spherical harmonics.
In section 6 the drift-di usion limit of the full (inelastic) transport problem is carried out. This has already been done in 7], however under very involved assumptions on the scattering data, which are strongly reduced here. The limiting distribution function locally belongs to the kernel of the scattering operator consisting of products of the Maxwellian distribution with periodic functions of the energy, where the period is the phonon energy 3]. In the (weak) limit as the phonon energy tends to zero (performed in section 7) a local Maxwellian is obtained with a density satisfying the standard 2 drift-di usion equation of semiconductor theory (see 5]).
The main result of sections 4{7 is that the two limits do not commute. The equations are dimensionless. A reference length L has been chosen and the inverse of the relaxation time has been taken out of the collision integral. 
The corresponding formula for Q 0 is obtained by setting " = 0 in the above.
Lemma 3.1 With the assumption (2.6), Q " is a bounded operator on X uniformly with respect to " 2 0; " 0 ] Proof: By the symmetry of Q " it is su cient to estimate
2 %(e " + 1)kf(v)k 2 X : Substitution in (3.1) shows that S " = fe ?u P " (u) : P " (u + ") = P " (u); P " 2 L 2 ((0; "))g is a subset of the kernel of Q " , " > 0. All "-periodic functions of u are collision invariants. Accordingly, S 0 = ff 2 X : f = f(u)g is a subset of the kernel of Q 0 . We shall prove in the following that these sets are the nullspaces.
Obviously, S " S 0 holds. The orthogonal projection onto the closed subspace S 0 of X is given by The most important technical tool for the rest of the paper will be the following coercivity result for Q " . Similar results can be found in 1] and 7]. The main di erences to 7] are the weaker assumptions (2.6) on the overlap factor and detailed results concerning the dependence on ". The decomposition (3.4) of f induces a corresponding decomposition g = " g + ? " g + ? 0 g where by an abuse of notation we use the same symbols for the projections. Note that " g is an "-periodic function of u. After expanding the square and carrying out the integrations over the unit ball, the right hand side of (3.6) can be written as In the relations h k = h l + ( P k?1 j=l (h j+1 ? h j ) ; l < k; P l?1 j=k (h j ? h j+1 ) ; l > k; (3.7) and in the following we use the abbreviation F j (w) = F(w + "j) for functions F(u) and w 2 (0; "). With this notation (3.5) reads With the assumption (2.6) and s l =s j e "(j?l) for l < j the further estimates s k A k c" ?3=2 p w + "k e ?" k=2 ; s k B k c" ?3=2 e ?"k can be shown (c denotes generic constants independent of " and w). 2 jvjdv : Our claims that S " and S 0 are the nullspaces of Q " , " > 0, and, respectively, Q 0 are corollaries of Lemma 3.2. Obviously, the ranges of Q " , " > 0, and of Q 0 are subsets of the orthogonal complements of S " and, respectively, S 0 in X. In 7] , range(Q " ) = S ?
" for " > 0 has been proven under assumptions on the overlap factor stronger than (2.6). For the elastic case " = 0 the situation is much simpler. Since there is no coupling in the u-direction, As a regularization of a we de ne a n ( 1 ; 2 ) = a( 1 ; 2 ) + 1 n h 1 ; 2 i Y :
Then boundedness and coercivity of a n is easily shown. Therefore a unique solution ";n 2 Y of the problem a n ( ";n ; ) = 2 3
exists. By the construction of a n it satis es the estimate (3.9), which is uniform in n. Therefore we can pass to the limit n ! 1 and obtain the existence of a solution of (3.10).
(2) The result is shown by a simple computation.
4 The Elastic Limit of the Boltzmann Equation
In this section we carry out the limit " ! 0 in (2.1) Proof. Convergence of the solution of (2.1), (2.2) for a suitable subsequence is a consequence of the estimate (4.5). It follows from a standard argument that we can go to the limit in the left hand side of the Boltzmann equation (2.1) in the sense of distributions.
For a test function '(x; v; t) 2 C 1 0 (IR 6 0; 1)) we set ' = 'e ?jvj 2 Again extracting a subsequence we have weak convergence of R to R 0 in that space.
Going to the limit in f ? 0 f = R gives f 0 = 0 f 0 and, thus, f 0 depends on v only through jvj 2 = u: f 0 = f 0 (x; u; t). . Here, we only sketch the proof based on the assumptions (2.6) on the overlap factor. The procedure is similar to the preceding section.
We recall that (2.1), (2.2) has a unique solution f satisfying the uniform estimate (4.5). From (4.4) and Lemma 3.2 we conclude 2 Z I R 6 ( ? 0 f) 2 e jvj 2 b(jvj 2 )dvdx + " 2 c Z I R 6 ( ? " f) 2 jvjdvdx = O( 2 ) : (6.1) Thus, R = (f ? " f)= is bounded uniformly in with respect to the norm induced by the left hand side of (6.1). This also implies for the limit f 0 of f as ! 0 that f 0 = " f 0 2 S " holds. Therefore a function N(x; u; t), "-periodic in u, exists such that f 0 (x; p u !; t) = e ?u N(x; u; t). 
