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I. INTRODUCTION
Selective Compliant Assembly Robot Arm (SCARA) robot was developed as a new concept for assembly robots by Prof. Hiroshi Makino at University of Yamanashi in 1981 [1] . SCARA robot could move its gripper to any position within a circular space defined as its work envelope. As it is built based on a serial architecture, which means that the first motor carries the other motors, it requires a small footprint. On the other hand, SCARA controlling software requires inverse kinematics for linear movement which may increase its design cost [2] . The performance of SCARA robots, which are most adept in pick-and-place tasks, could be improved by increasing their speed, precision and capability [3] . Despite huge researches on computer vision, yet their impact on the robotic applications in industry is not very significant [4] .
Recently, deep Convolutional Neural Networks (CNNs) have effectively affected deep learning models for different image processing applications such as object detection within input images [5] , [6] . Transfer learning is an effective and fast way to build a CNN model rather than design and train it from scratch. In this approach, a pre-earned knowledge is adjusted and implemented to perform a new desired task such as robot grasp [7] . This approach is important since most successful deep learning-based robotic grasping research has used transfer learning to achieve state-of-the-art results and AlexNet [8] has been widely implemented in these studies [9] . In addition, the features that have been earned over large-scale datasets are generic in nature and can be used for new deep learning-based applications [10] , [11] .
In this paper, a deep CNN model is trained for real-time object and grasp detection based on AlexNet CNN. Four thousand images are acquired, labeled and processed as a training dataset for the derided robot grasp application over 40 classes. In these classes two object categories are associated with 20 different positions. To place the grasped object, a combination of Zerocross and Canny edge detectors [12] has been used for position measurement of a circular object in undistorted images based on camera calibration process [13] , [14] . For grasp-and-place experimental implementation we used GLOBOT KSS-1500 SCARA robot [15] equipped with FLIR Point Grey Chameleon3 camera which is supported by USB3 Vision toolbox in MATLAB [16] .
II. DEEP LEARNING-BASED OBJECT DETECTION FOR ROBOTIC GRASPING

A. Convolutional Neural Network Object Detection Model
The structure of CNN object detection model implemented in this research is called KSSnet and it is based on AlexNet pre-trained model [8] . The pre-trained model is tailored for robot grasping task by changing the dimensions of the final layers to match 40 lasses using Deep Network Designer MATLAB application [17] . Then, CNN model is fine-tuned on the new image dataset implementing transfer learning process [7] .
B. Training Dataset
SCARA robots usually deal with regular shaped objects in industrial assembly lines. Two cylindrical-shaped objects (labeled as AO and BO) with different dimensions and color are selected to represent assembly objects in assembly lines. Table I shows properties of the selected objects. SCARA training dataset is created based on AO and BO object categories as follows. Twenty positions in world coordinate are defined and associated with each object category. Each pair of object category and associated position is considered as a class in training dataset. Fig. 1 shows an example of training images where class label indicates object category, AO in Fig. 1 (right) and BO in Fig.1. (left) , and associated position (30, 70 ) mm in Fig. 1 (right) and (10,90) mm in Fig. 1 (left) . Training dataset contains 40 classes with 100 pictures per class taken in different lighting conditions.
C. Transfer Learning Methodology
Transfer learning workflow is shown in Fig. 2 where three components are prepared, a modified CNN network, training dataset, and training algorithm options. To evaluate training accuracy, training images are split into training dataset with 3200 images and testing dataset with 800 images. Then, all images are resized to match the expected network input size which is 227-by-227. Since it has proven that deep networks trained on original images perform poorly upon validation stage [18] , the lens distortion of training images are removed using camera calibration parameters. AO(30, 70) BO ( Training algorithm options are set to use the stochastic gradient descent with momentum (SGDM) optimizer. While initial learning rate the early layers of the pretrained network should be set to a small value, the learning rate of the new fully connected layer should be increased. These setting are required to speed up learning in the new final layers and slow it down in the transferred layers to keep their features [19] , [20] . Therefore, Bias Learn Rate Factor and Weight Learn Rate Factor of the new layer are set to 10, while the global initial learning rate is set to 0.0001.
Network training is started based on supervised learning approach. To train the network on which class (label) the input image belongs to, a pair of input image and its label, as a correct output, is fed into network input layer. SGDM calculates the weight updates of the mini batch data and trains the network with the averaged weight update [21] . Using momentum term improves learning stability and increases learning rates during training process [22] . The network is tested using testing dataset every validation frequency iteration. An iteration is a single training step taken in the SGD algorithm towards minimizing the network training error (loss function) using a mini batch. Finally, the performance of trained network is evaluated by calculating validation accuracy and the training process is finished when satisfactory accuracy is achieved.
D. Camera Calibration and Position Measurement
Lens distortion can be removed by estimating the parameters of the lens and the camera sensor which is known as camera calibration [3, 4] . Camera calibration is very important to get a proper pixel to millimeter conversion for accurate measurement. Forty images of standard checkboard with an asymmetric pattern and square size is 21.70 mm is used for the calibration process [5] . The visualized result of this process is shown in Fig. 3 where the green cycled corners represent detected points in the image while the red plus signed corners represent corresponding projected points. Moreover, yellow square represents checkboard origin (0,0) and is considered as the reference point for object position measurement in world unit coordinate based on edge detection technique. As a result, the overall reprojection error can be calculated and calibration parameters can be exported to remove lens distortion of processed image [6] . Second, the position of circular object in Place Region is measured in word coordinate using Zerocross-Canny edge detector described in [23] . Accordingly, place position in robot coordinate ( ) This design imitates the robot operation in assembly lines where the cylindrical object represent the part to be assembled while the circular object represents the position where the part should be assembled. Grasp and place experiment is conducted under the following conditions.
• The point of view of the camera is fixed when perform object detection in both Grasp and Place regions.
• The circular object in Place Region is in the same plane of the calibration checkboard.
• The world coordinate origin point in Place Region and Grasp Region, shown in Fig. 4 , is identical with the checkboard origin shown in Fig. 3 .
• The acquired images are undistorted based on camera calibration parameters described in previous section.
IV. RESULTS AND DISCUSSION
A. Evaluation Methods
1) Object Detection and Classification
The results of object detection and classification are evaluated using Precision, Recall and F-measure metrics [24] - [26] . Precision measures how accurate is the predictions of object detector i.e. the percentage of the positive predictions are really positive. Recall (also called Sensitivity or True Positive Rate) measures how good all the positives are found i.e. the proportion of actual positives that are correctly identified. F-measure (also called F1 score) measures the harmonic mean of precision and recall. These three measures are adopted here as researchers focus on the positively predicted cases in machine learning [27] , [28] . By considering where TP is the true positive, FP is the false positive and FN is the false negative, Precision, Recall and F-measure can be identified as follows [24] - [28] .
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2) Robot Positioning
Robot positioning error is measured in each experiment as follows.
where ( ) e k is positioning error of the th k experiment, a P is the object actual position and d P is the object detected position measured in world coordinate system. The overall positioning error is calculated based on Root Mean Square Error (RMSE) which is defined based on the following formula.
( ) 
3) Robot Grasp and Place
In vision guided robot grasp and place experiments the following measures are considered for results evaluation.
a) Successful grasp rate.
The successful robot grasp is considered when the robot successfully identified the object in the input image and grasped it properly then the average successful grasping can be calculated for the whole experiments [29] , [30] . Similarly, the successful robot place is considered when the robot successfully identified the position of the circular object in the input image and place the grasped object properly.
b) Real-time detection
Detection time is the time consumed for object detection from the input image to plan for grasping or placing the object [31] . Real-time response must be guaranteed within specified time constraints depending on the systems' temporal aspects as well as their functional aspects [32] . A real-time control system has been defined as one which "controls an environment by receiving data, processing them, and returning the results sufficiently quickly to affect the environment at that time" [33] . 
B. Training Results
Training progress is indicated in Fig. 5 (a) and (b) for accuracy and loss (training error) respectively changing during 3190 iterations (training steps). Training process consumed 3.686 hours (4.159 second per iteration) indicating short training time of transfer learning compared to train the network from scratch. Since transfer learning is implemented, 10 epochs are enough to achieve validation accuracy 100%. This result means that the network is well trained on SCARA dataset images. 
C. Results of Vision Guided Robotic Grasp and Place
Grasp-and-place experiments are run and evaluated in the following steps of MATLAB code.
• Experiment initialization.
• Perform object detection using KSSnet model in Grasp Region. This part of code returns grasping properties in robot coordinate; grasp position
grasp depth gr z and grasp size gr h .
• Calculate grasp detection time.
• Generate robot code to grasp the object. • Calculate place detection time.
• Generate robot code to place the object.
• Repeat all previous steps except 1 st one for 50 n = times.
• Evaluate the results.
The overall results of vision guided grasp and place experiments are shown in Table II 
V. CONCLUSION
This research has aimed to increase the impact of computer vision technology on robotic grasping systems in industrial assembly lines. Therefor real-time object and grasp detection problem has been addressed. Edge detection and deep learning-based object detection techniques have been implemented on GLOBOT KSS-1500 SCARA robot to perform vision guided grasp and place operation. A combination of Zerocross and Canny edge detectors has been used for position measurement of a circular object in undistorted images based on camera calibration parameters. This method has been successfully implemented to move SCARA robot to the desired position where the grasped object should be placed with positioning RMSE (0.361, 0.184) mm and 100% of successful place detection. SCARA training dataset with 4000 images of two object categories associated with 20 different positions has been created and labeled to train deep CNN object detection model called KSSnet. KSSnet has been developed based on transfer learning approach with 100% validation accuracy. The proposed model has achieved a real-time grasp detection with 100% successful rate and 0.38 seconds detection time. 
