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Abstract. We consider a three-dimensional slow-fast system with quadratic nonlinearity and additive
noise. The associated deterministic system of this stochastic differential equation (SDE) exhibits a
periodic orbit and a slow manifold. The deterministic slow manifold can be viewed as an approximate
parameterization of the fast variable of the SDE in terms of the slow variables. In other words the fast
variable of the slow-fast system is approximately ”slaved” to the slow variables via the slow manifold.
We exploit this fact to obtain a two dimensional reduced model for the original stochastic system, which
results in the Hopf-normal form with additive noise. Both, the original as well as the reduced system
admit ergodic invariant measures describing their respective long-time behaviour. We will show that
for a suitable metric on a subset of the space of all probability measures on phase space, the discrepancy
between the marginals along the radial component of both invariant measures can be upper bounded by
a constant and a quantity describing the quality of the parameterization. An important technical tool
we use to arrive at this result is Girsanov’s theorem, which allows us to modify the SDEs in question
in a way that preserves transition probabilities. This approach is then also applied to reduced systems
obtained through stochastic parameterizing manifolds, which can be viewed as generalized notions of
deterministic slow manifolds.
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1. Introduction and Motivations
We consider the following system
dx = (λx− fy − γxz)dt+ σdW 1t (1.1a)
dy = (fx+ λy − γyz)dt+ σdW 2t (1.1b)
dz = −1

(z − x2 − y2)dt+ σ√

dW 3t . (1.1c)
The stochastic processes W 1,W 2,W 3 are independent standard Brownian motions on a probability
space (Ω,B,P). The parameters λ, f, γ and  are assumed to be positive.
In the case σ = 0, system (1.1) arises in fluid dynamics and is investigated in [NAM+03] as low-
dimensional reduced model for a flow around a circular cylinder. Hereafter, we are particularly inter-
ested in the stochastic case, i.e. when σ > 0.
System (1.1) is a slow-fast system driven by additive noise. The theory of slow-fast systems in the
deterministic case, i.e. σ = 0 in system (1.1), is very well-developed, see for instance [Jon95], [MG15],
or the recent monograph [Kue15] on this topic. Characteristic for all such systems is a separation of
time-scales between the so-called ”slow” and ”fast” variables. This time-scale separation is controlled
by a parameter, which is typically denoted by  and it is assumed that  is significantly smaller than
one.
An important object, which is used to analyze the dynamics of such systems is the slow manifold,
which is given as the graph of a mapping from the space of slow into the space of fast variables. In
the case of system (1.1) the slow manifold maps from R2, the space where x and y assume their values
into R, the space in which z takes its values. More specifically, the slow manifold associated with
system (1.1) is explicitly given by
h :R× R −→ R,
(x, y) 7→ x2 + y2. (1.2)
Note that even in the deterministic case (i.e. σ = 0) slow manifolds are usually not invariant for the flow
generated by solutions to the system under consideration. Thus, a-priori slow manifolds don’t carry
any information about the dynamics. However, due to the seminal work of Fenichel [Fen79], [FM71]
and [Jon95], it is well-known that under certain conditions there exists an invariant manifold for a slow-
fast system, which is of the order of  close to the slow manifold. In this sense, if  is sufficiently small,
the fast variables are approximately ”slaved” to the slow variables via the slow manifold. Because of
this slaving relationship, the slow manifold can be used to derive lower dimensional systems, which
model the slow variables only. The accuracy of these reductions can be justified for deterministic
systems with small enough , as the slow manifold will be a good approximation to the true invariant
manifold. We refer to [GK09] and [EKO07] for an algorithmic approach to computing invariant
manifolds for deterministic slow-fast systems.
In the stochastic case, i.e. σ > 0, it is unclear how this concept of a slaving relationship between the
slow and fast variables given by the slow manifold generalizes. One approach is to use the deterministic
slow manifold for reducing the corresponding stochastic system and to analyze its a-posteriori perfor-
mance. Such an approach is followed in [BG03], where finite-time estimates capturing the transient
behavior of the stochastic, relative to the associated deterministic system were obtained. A review of
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model-order reduction techniques for deterministic, as well as stochastic slow-fast systems is provided
in [GKS04].
Under certain conditions, stochastic differential equations (SDEs) or more generally stochastic par-
tial differential equations (SPDEs) can also exhibit invariant structures known as random invariant
manifolds. The existence of a particular class of such manifolds, namely inertial manifolds, is shown
for slow-fast systems in [SS08]. Moreover, finite-time error estimates for reduced-order models ob-
tained using random invariant manifolds of stochastic slow-fast systems are provided in [WR13]. In
a more general context, SDEs and SPDEs can be viewed as nonautonomous systems. We refer to
the recent monograph [KR11] for an introduction into this topic. In [PR06] explicit expressions for
the Taylor approximation of invariant manifolds for a large class of nonautonomous systems were
derived. The case of Taylor approximations of random invariant manifolds for SPDEs was treated
in the monograph [CLW15a]. Furthermore, numerical methods for computing invariant and inertial
manifolds were investigated in [PR09].
The contribution of this article to the existing theory on slow-fast systems in the stochastic context
is twofold. First, we consider the case close to criticality (i.e. λ is sufficiently small) with small noise
strength σ and   1. In this situation the deterministic slow manifold associated with system (1.1)
gives rise to an approximate slaving relationship between the fast variable z and the slow variables x
and y, at least for σ = 0. Nevertheless, we assume σ > 0 and use the deterministic slow manifold of
system (1.1) to obtain a reduced system for which we derive error estimates on the level of statistics.
More precisely, we first transform the original system (1.1) and the associated reduced-order model
into polar coordinates. It is interesting to note that the slow manifold reduction of system (1.1) is
the Hopf-normal form with additive noise. This system is investigated in [SELR17] from a random
dynamical systems point of view and in [TCDN17] using methods from the theory of Markov semi-
groups. Furthermore, a bifurcation analysis of systems with a stochastically driven limit cycle similar
to the case of a Hopf-bifurcation with additive noise was conducted in [ELR16].
In our case both systems, the original, as well as the reduced system viewed in polar coordinates,
exhibit ergodic invariant measures µ and ν, respectively. Given an appropriate metric DF(1) , which
is introduced in (2.13) below on a subset of the space of all probability measures on R, we obtain a
bound for the discrepancy DF(1)(µr, νr) between the marginals µr and νr along the radial component
in polar coordinates. More specifically, Theorems 2.2 and 2.3 of Subsection 2.3 provide conditions,
which ensure the existence of explicitly given positive constants c and C(λ, γ, σ) such that
DF(1)(µr, νr) ≤ C(λ, γ, σ) + c
(∫
R+×R
|z − r2|4 µr,z(dr, dz)
) 1
4
, (1.3)
where the map
R+ −→ R+,
r 7→ r2, (1.4)
defines the slow manifold (1.2) in polar coordinates and µr,z denotes the marginal of µ along the (r, z)-
plane. In Theorem 2.2 the additive constant C(λ, γ, σ) depends explicitly on the invariant measures
µ and ν of the original and reduced system, whereas C(λ, γ, σ) is only explicitly dependent on ν in
Theorem 2.3
The purpose of the metric DF(1) defined in (2.13) below is to asses the similarity of the long-term
behavior of the original, and reduced system in terms of their respective marginal invariant measures
along the radial component r in phase space. Moreover, the metric DF(1) is specifically designed
for our goal of analyzing the closeness of measures µr and νr when the original system (1.1) is near
criticality, i.e. for a sufficiently small parameter λ > 0.
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A crucial step in deriving inequality (1.3) is to show that the auxiliary bound (2.22) below holds.
The difficulty in proving (2.22) is due to our assumption that λ is positive, which leads to the emergence
of a periodic orbit for the original, and the reduced system for σ = 0 as discussed in the introduction to
Section 2. We propose the following approach to overcome this obstacle. First of all, the drift part of
the original system (1.1) in polar coordinates is modified by adding a suitable term, which is designed
to counteract the linear instability when λ is positive. The transition probabilities of the resulting
transformed original system are in general different from those of the true original system. We rectify
this by applying Girsanov’s theorem, which is shown to hold for the transformed original system in
Lemma 2.1 below. This lemma states the existence of a probability measure P˜ of the underlying
probability space (Ω,B,P) for which the transition probabilities of the transformed original system
coincide with those of the true original system when the latter is viewed with respect to the original
probability measure P. This approach allows us to show the auxiliary inequality (2.22) for the radial
part of the transformed original system with respect to the new probability measure P˜ instead of P
and to simultaneously preserve the statistics of the original system. We refer to Subsection 2.1 for a
more detailed discussion of the main ideas of this approach.
This work draws inspiration from [Hai01], where Girsanov’s theorem was applied to obtain expo-
nential mixing bounds for a class of SPDEs by means of a coupling argument. Related to our work are
the results exposed in [BH04] and [BH05]. Therein, the authors investigate a broad class of SPDEs
with cubic non-linearity. They find upper bounds on the Wasserstein, and total variation distance
between the invariant measures of the original SPDE and its finite dimensional amplitude equation
with respect to the explicit time-scale separation in the original system.
A novelty of our work consists in bounding the metric DF(1)(µr, νr) in terms of a quantity capturing
the error incurred by slaving the variable z to r via the slow manifold (1.4). In other words, if we view
the slow manifold (1.4) as parameterization of the fast variable z in terms of the slow radial part r,
the second term on the right-hand side of (1.3) measures the so-called parameterization defect. Thus,
inequality (1.3) states that the parameterization defect of the fast variable z and the slow manifold
(1.4) controls the quality of approximation of the reduced, relative to the original system on the level
of statistics. In [CLW15b] Chekroun et al. were the first to provide numerical evidence that the
parameterization defect is a crucial quantity to obtain good reduced-order models in the context of
SPDEs. This insight was further substantiated in [CL15], where additional numerical evidence and
rigorous estimates were given showing the importance of the parameterization defect for deterministic
optimal control problems.
A second novelty of this article is the introduction of stochastic parameterizing manifolds hτ for a
parameter τ in (0,∞). These manifolds are defined as follows. Let
hτ :R× R+ −→ R,
(m, r) 7→ m+ cτr2, cτ =
(
1− e− τ
)
.
(1.5)
For a stationary process (Mt)t≥0, we call the family of mappings (hτ (Mt, ·))t≥0 stochastic parameteriz-
ing manifolds with parameter τ in (0,∞). From (1.5) we see that stochastic parameterizing manifolds
are extensions to the slow manifold in (1.4). We will argue in Section 3 that these stochastic param-
eterizing manifolds may provide suitable reduced-order models for system (1.1) in polar coordinates
also in the case of   1, but still close to criticality. Analogous bounds to (1.3) on the discrepancy
between marginals along the radial component of the invariant measures to the original, and reduced
system obtained using the stochastic parameterizing manifold hτ in (1.5) are derived in Theorem 3.1
(the counterpart of Theorem 2.2) and Theorem 3.2 (the counterpart of Theorem 2.3). A numerical
investigation of this case in Subsection 3.4 concludes Section 3.
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It is worth stressing that the Girsanov approach we propose here allows us to provide a unified
framework for deriving error bounds of the form (1.3) in the case of the deterministic slow manifold
(1.4) (see Theorems 2.2 and 2.3) and the stochastic parameterizing manifold (1.5) (see Theorems 3.1
and 3.2).
This article is structured as follows. At the beginning of Section 2 we give a brief introduction to
system (1.1) and its slow manifold reduction. In Subsection 2.1 we discuss the main ideas for the
proof of Theorems 2.2 and 2.3, the main results of Section 2. A rigorous treatment of Girsanov’s
theorem applied to our situation is provided in Subsection 2.2. The proofs of Theorems 2.2 and 2.3
are then detailed in Subsections 2.4 and 2.5, respectively. Numerical results in Subsection 2.6 conclude
Section 2. Section 3 first introduces the concept of stochastic parameterizing manifolds, before the
main results of this section (Theorems 3.1 and 3.2) are stated and proven in Subsection 3.2 and 3.3,
respectively. A numerical investigation of the stochastic parameterizing manifold case in Subsection
3.4 complements the analysis.
2. Slow parameterizing manifolds: close to criticality and  1
We start by introducing the following notation. For any measurable function ϕ : Rn → Rm with
positive integers n and m and a probability measure µ in Pr(Rn), we denote by ϕ∗µ the push-forward
of the measure µ by the function ϕ. Furthermore, let Ω = C0([0,∞),R) denote the space of continuous
functions ω defined on the whole non-negative real line, which take values in R with ω(0) = 0. We
equip Ω with the Borel-σ algebra B and the Wiener measure P. Let n be a positive integer. For every
subset A of Rn we denote by B(A) the σ-algebra on A induced by the ambient Borel-σ algebra B(Rn).
In this section, we assume that system (1.1) is in a regime close to criticality and has small time-
scale separation, i.e. λ is sufficiently small and  is much smaller than one. In the absence of noise
(i.e. σ = 0) system (1.1) exhibits a deterministic slow manifold, which can be obtained by setting the
drift term of equation (1.1c) to zero and solving for z. This procedure yields a function h defined by
h :R× R −→ R,
(x, y) 7→ x2 + y2. (2.1)
Setting σ = 0 and   1, the dynamics of system (1.1) is expected to rapidly converge to the slow
manifold defined by h (see e.g. [MG15], [Fen79], [Jon95]). We investigate hereafter — in the case
σ > 0 — whether there exist parameter regimes for which this deterministic slow manifold is still
relevant to provide a meaningful slaving relationship between the z-variable and the x-, y-variables.
If one takes h as a parametrization of the “fast” variable z in terms of the “slow” variables x and y,
we arrive at the following reduced system
dξ1 = (λξ1 − fξ2 − γξ1(ξ21 + ξ22))dt+ σdW 1t
dξ2 = (fξ1 + λξ2 − γξ2(ξ21 + ξ22))dt+ σdW 2t .
(2.2)
For T1 := [0, 2pi) we introduce the sets
Mˆ := R+ × T1 and M := R+ × T1 × R. (2.3)
If σ = 0, system (2.2) is the well-known Hopf-normal form [Kuz04, p. 86-90]. For σ > 0 system (2.2)
is the Hopf-normal form with additive noise (see e.g. [SELR17], [TCDN17]). In a first step we write
the reduced system (2.2) in polar coordinates, which results in a system on Mˆ of the form
drˆ =
[
λrˆ − γrˆ3 + σ
2
2rˆ
]
dt+ σdW rˆt (2.4a)
dθˆ = fdt+
σ
rˆ
dW θˆt mod (2pi), (2.4b)
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where the stochastic processes W rˆ and W θˆ on (Ω,B,P) are still independent standard Brownian
motions, which satisfy the following system, for all t ≥ 0,
dW rˆt = cos(θˆt)dW
1
t + sin(θˆt)dW
2
t
dW θˆt = − sin(θˆt)dW 1t + cos(θˆt)dW 2t .
To illustrate the qualitative behavior of the original system (1.1) and the reduced system (2.2), we
also write system (1.1) in polar coordinates and obtain on M
dr =
[
λr − γrz + σ
2
2r
]
dt+ σdW rt (2.5a)
dθ = fdt+
σ
r
dW θt mod (2pi) (2.5b)
dz = −1

[
z − r2]dt+ σ√

dW 3t , (2.5c)
with independent standard Brownian motions W r and W θ on (Ω,B,P), which satisfy, for all t ≥ 0,
dW rt = cos(θt)dW
1
t + sin(θt)dW
2
t
dW θt = − sin(θt)dW 1t + cos(θt)dW 2t .
The Brownian motion W 3 is as in equation (1.1c). System (2.5) is again a slow-fast system, where
the slow variables are the radial part r and the angular part θ. Furthermore, as in system (1.1) the
fast variable is denoted by z. We can read off the deterministic slow manifold hpolar associated with
system (2.5) from equation (2.5c) and obtain
hpolar :R+ −→ R+,
r 7→ r2. (2.6)
If σ = 0 in systems (2.4) and (2.5), we note the following. Let
rdet :=
√
λ
γ
. (2.7)
Then, for initial values of the form (rdet, θ0) in Mˆ system (2.4) admits the solution
(rt, θt) = (rdet, (θ0 + ft) mod (2pi)), for t ≥ 0.
This solution corresponds to a periodic orbit of radius rdet for the reduced system (2.2) in Cartesian
coordinates. In other words, the set{
(ξ1, ξ2) ∈ R2|ξ21 + ξ22 = r2det
}
, (2.8)
is invariant for the flow generated by system (2.2) with σ = 0. We can carry out the same analysis
for the original system (2.5) in polar coordinates for σ = 0. For initial values (rdet, θ0, r
2
det) in M the
original system (2.5) exhibits a solution of the form
(rt, θt, zt) = (rdet, (θ0 + ft) mod (2pi), r
2
det), for all t ≥ 0.
Again, this yields the existence of an invariant set{
(x, y, z) ∈ R3|x2 + y2 = r2det, z = r2det
}
, (2.9)
which corresponds to a periodic orbit for the original system (1.1) in Cartesian coordinates. From this
we conclude that both, the original, as well as the reduced system admit periodic orbits at the same
location in the (x, y) and (ξ1, ξ2)-plane, respectively.
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Hereafter, we will only consider the original, and reduced system in polar coordinates as in (2.5)
and (2.4), respectively. Note that system (2.4) can be derived from system (2.5) by parameterizing
the fast variable z by the deterministic slow manifold (2.6). In the presence of noise, σ > 0, but still
 1, the question arises, whether this deterministic slow manifold reduction is still able to emulate
global features of the original system. Here, we seek to provide an answer to this question by assessing
the quality of approximation of the invariant measures µ and ν of the original system (2.5) and the
reduced system (2.4), respectively.
For this purpose, we introduce the following integral probability metric for probability measures on
Rn, for n in N. Let
F (n) := {ϕ : Rn → R measurable | ‖ϕ‖Lip ≤ 1, ϕ(0) = 0}, (2.10)
where ‖ · ‖Lip is defined as
‖ϕ‖Lip := sup
x,y∈Rn,x 6=y
{ |ϕ(x)− ϕ(y)|
|x− y|
}
. (2.11)
Hereafter we only consider the spaces F (n) for n = 1. For brevity of notation we therefore set
F := F (1). (2.12)
We set
DF(n)(µ, ν) := sup
ϕ∈F(n)
∣∣∣ ∫ ϕdµ− ∫ ϕdν∣∣∣. (2.13)
In Lemma A.1 we show that DF(n) is a metric on
Pr0(Rn) :=
{
µ ∈ Pr(Rn) :
∫
Rn
|x|µ(dx) <∞, µ({0}) = 0
}
. (2.14)
Lemmas D.1 and D.2 ensure the existence of unique ergodic invariant measures µ onM for the original
system (2.5) and ν for the reduced system (2.4). Working with Pr0(Rn) instead of Pr(Rn) does not
pose any serious limitation, as µ and ν also admit smooth Lebesgue-densities according to Lemmas
D.1 and D.2. Therefore, µ({0}) = 0 = ν({0}).
There is a variety of metrics of type (2.13), which are often tailored to specific tasks, see e.g.
[SFG+09]. Our goal here is to derive meaningful bounds on the metric (2.13) between the marginals
µr and νr of the invariant measures µ and ν along the radial component in M and Mˆ, respectively.
Remark 2.1. It is interesting to note that, if the condition ϕ(0) = 0 in (2.10) is removed, DF(n)
coincides with the well known L1-Wasserstein distance dW1 [Vil03]. Thus, for all µ and ν in Pr0(Rn)
it holds that
DF(n)(µ, ν) ≤ dW1(µ, ν).
Hereafter we will need the following notion. Given a reduced phase space V of an ambient Euclidean
space X, we introduce the projections
ΠV :X → V
x 7→ ΠV x = v. (2.15)
Let e1, e2 and e3 be the canonical basis vectors of R3. For the subspaces Vr,z = span{e1, e3} and
Vr = span{e1}, we consider the marginal measures
µr,z := Π
∗
Vr,zµ, µr := Π
∗
Vrµ, νr := Π
∗
Vrν, (2.16)
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where the projections ΠV , for V = Vr,z and V = Vr, are defined as in (2.15). Furthermore, recall the
definition of F (n) in (2.10). We are then able to show that under certain conditions, which are stated
in Theorems 2.2 and 2.3, there exist explicitly known constants C(λ, γ, σ) > 0 and c > 0 such that
DF(1)(µr, νr) ≤ C(λ, γ, σ) + c
(∫
R+×R
|z − r2|4 µr,z(dr, dz)
) 1
4
. (2.17)
A detailed discussion of this result is postponed to Remarks 2.5 and 2.6 below.
We can prove inequality (2.17) only subject to the constant C(λ, γ, σ), which is small whenever λ
and σ are small. Hence, we are able to derive meaningful upper bounds for DF(1) only in a parameter
regime, which is close to criticality with small noise. It remains unclear how to extend the Girsanov
approach proposed here to show meaningful bounds also in a regime far from criticality and for not
necessarily small noise strength σ.
2.1. Main idea for the proof of Theorems 2.2 and 2.3. In this subsection we outline the main
difficulties, as well as important ideas and techniques used in the proof of inequality (2.17) in Theorems
2.2 and 2.3, the main results of this section. Firstly, let us fix independent standard Brownian motions
denoted by
(W rt )t≥0, (W
θ
t )t≥0 and (W
3
t )t≥0 on (Ω,B,P), (2.18)
and introduce the filtration (Bt)t≥0 defined by
Bt := σ
(
W rs ,W
θ
s ,W
3
s : 0 ≤ s ≤ t
)
, t ≥ 0. (2.19)
Hereafter, we will consider the filtered probability space (Ω,B, (Bt)t≥0,P). The original system (2.5)
on M driven by the Brownian motions in (2.18) is given by
dr =
[
λr − γrz + σ
2
2r
]
dt+ σdW rt (2.20a)
dθ = fdt+
σ
r
dW θt mod (2pi) (2.20b)
dz = −1

[
z − r2]dt+ σ√

dW 3t . (2.20c)
Using the slow manifold (2.6) we obtain a reduced system of the original system (2.20) on Mˆ of the
form 
drˆ =
[
λrˆ − γrˆ3 + σ
2
2rˆ
]
dt+ σdW rt (2.21a)
dθˆ = fdt+
σ
rˆ
dW θt mod (2pi). (2.21b)
Note that we require the original system (2.20) and the reduced system (2.21) to be driven by the
same Brownian motions. For initial values R0 in M and Rˆ0 in Mˆ, let (RR0t )t≥0 and (RˆRˆ0t )t≥0 denote
stochastic processes satisfying equations (2.20) and (2.21), respectively. An important ingredient for
proving the result in (2.17) is an auxiliary inequality of the form
EP
[|rˆt − rt|2] ≤ e−qt|rˆ0 − r0|2 + γ2
q
∫ t
0
e−q(t−s)EP
[
r2s(zs − r2s)2
]
ds, for all t ∈ [0, T ], (2.22)
where q is a suitable positive constant. This comparison result for (rt)t≥0 and (rˆt)t≥0 can be derived
readily, if λ is negative in the original, and reduced systems, respectively, with q = λ. In contrast,
a positive parameter λ introduces an instability in the origin of phase space. As a consequence, the
derivation of inequality (2.22) is much less immediate. Our main idea to overcome this difficulty is to
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couple the original system (2.20) explicitly to the radial part (rˆt)t≥0 of the reduced system (2.21), in
such a way that compensates the linear instability at the origin when λ is positive.
To be more precise, let q be a positive constant, which will be specified in (2.37) below, and let the
function g be
g :R+ × R+ −→ R,
(r1, r2) 7→ q + λ
σ
(r2 − r1).
(2.23)
Using the function g and the radial component (rˆt)t≥0 of the reduced system we introduce the trans-
formed original system on M given by
dr˜ =
[
λr˜ − γr˜z˜ + σ
2
2r˜
]
dt+ σg(r˜, rˆ)dt+ σdW rt (2.24a)
dθ˜ = fdt+
σ
r˜
dW θt mod (2pi) (2.24b)
dz˜ = −1

[
z˜ − r˜2]dt+ σ√

dW 3t . (2.24c)
We see that the function g establishes an explicit coupling between (rt)t≥0 in (2.20a) and (rˆt)t≥0 in
(2.21a), which results in a modified version for (rt)t≥0 denoted by (r˜t)t≥0 in (2.24a). The particular
choice of g in (2.23) then allows us to show that
d
dt
EP
[|rˆt − r˜t|2] ≤ −qEP [|rˆt − r˜t|2]+ γ2
q
EP
[
r˜2t
(
z˜t − r˜2t
)2]
, for all t ∈ [0, T ]. (2.25)
By applying Gronwall’s inequality in (2.25) we arrive at the desired auxiliary inequality (2.22) for
(r˜t)t≥0 and (z˜t)t≥0 replacing (rt)t≥0 and (zt)t≥0, respectively. We have that
EP
[|rˆt − r˜t|2] ≤ e−qt|rˆ0 − r˜0|2 + γ2
q
∫ t
0
e−q(t−s)EP
[
r˜2s(z˜s − r˜2s)2
]
ds︸ ︷︷ ︸
I(r˜,z˜)
, for all t ∈ [0, T ]. (2.26)
Note that the integral term I(r˜, z˜) on the right-hand side of inequality (2.26) resembles the parame-
terization defect in (2.17) with the exceptions that (i) the expectation therein is taken here w.r.t. to
P instead of µr,z, (ii) that I(r˜, z˜) involves the variables of the transformed system, and (iii) that the
integrand involves a product of r˜2s with (z˜s − r˜2s)2, instead of (z˜s − r˜2s)2 alone. Our goal is here to
guide the reader on how to go back to the original variables so that I(r˜, z˜) can be essentially replaced
by I(r, z) in (2.26). With this replacement performed, the issue (i) is then addressed in Step 3 of the
proof of Theorem 2.2 in Sec. 2.4 while (iii) is handled through standard Cauchy-Schwarz estimates;
see estimates after (2.105) therein.
First, let us note that the replacement of I(r˜, z˜) by I(r, z) in (2.26) cannot be done directly. This is
because we cannot expect to have the transition probabilities of the transformed system (2.24) to be
identical to those of the original system (2.20), when these transition probabilities are both assessed
for the probability measure P of the underlying probability space. In other words, the statistics are
not preserved through the transformation involving g in (2.23).
In order to overcome this difficulty we employ Girsanov’s theorem, which is stated in its general
form in Theorem 2.1 below and is shown to apply to our context in Lemma 2.1. More concretely,
let
(
RR0t
)
t≥0 denote the unique strong solution
1 to the original system (2.20) for an initial value R0
in M. Analogously, (R˜R0t )t≥0 denotes the unique strong solution of the transformed original system
(2.24) to the same initial value R0 in M. We refer to Remark 2.3 below for a discussion of existence
1See e.g. [IW92, Definition 1.6, p. 163].
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and uniqueness of strong solutions to systems (2.20), (2.21) and (2.24). Girsanov’s theorem ensures
that for every T > 0 there exists a probability measure P˜ = P˜T on (Ω,B), which is equivalent to P on
BT such that
P˜
(
R˜R0t ∈ Γ
)
= P
(
RR0t ∈ Γ
)
, Γ ∈ B(M), R0 ∈M, t ∈ [0, T ]. (2.27)
Therefore, when we couple the original system (2.20) to the radial part (rˆt)t≥0 of the reduced system
(2.21) and obtain the transformed original system (2.24), Girsanov’s theorem allows us to preserve the
transition probabilities, provided the appropriate probability measure P˜ is used to assess the transition
probabilities for the transformed system. Thus, with this change of probability measure, we arrive at
EP˜
[|rˆt − r˜t|2] ≤ e−qt|rˆ0 − r˜0|2 + γ2
q
∫ t
0
e−q(t−s)EP
[
r2s(zs − r2s)2
]
ds, for all t ∈ [0, T ]. (2.28)
We refer to Lemma F.1 in Appendix F for a detailed proof of the auxiliary inequality (2.28).
The fact that Girsanov’s theorem just holds on finite-time intervals does not pose a serious difficulty
for obtaining the main results in Theorems 2.2 and 2.3. In the final step in the proof of Theorems
2.2 and 2.3 we exploit that the final time T > 0 can be chosen large enough for our purposes. This,
together with the fact that the original and reduced systems are ergodic eventually yields the proof.
Remark 2.2. The introduction of the transformed original system (2.24) is inspired by [Hai01], where
a probabilistic coupling approach was used to obtain exponential mixing bounds. Therein the author
considers two copies of an original system, where the equation of one copy2 is explicitly coupled to
the second copy. By virtue of Girsanov’s theorem this construction gives rise to a suitable joint
distribution between the laws of both systems, which is referred to as probabilistic coupling. An
important difference and novelty of our work consists in coupling solutions to the original system to
a related but in general different reduced system (2.21) via the function g in (2.23), which results in
the transformed original system (2.24). Using the approach outlined above we are then able to show
bounds of the form (2.17), which relate the discrepancy of the original, and reduced system on the
level of statistics to the parameterization defect.
2.2. Preserving transition probabilities via the Girsanov transformation. In this subsection
we provide a detailed treatment of the ideas relating to the Girsanov approach outlined in Subsection
2.1. The following theorem is a restatement of Girsanov’s theorem in [DPZ14, Theorem 10.14, p. 291]
for finite dimensions.
Theorem 2.1. For a positive integer d let (Wt)t≥0 be a Rd-valued standard Brownian motion on a fil-
tered probability space (Ω,B, (Bt)t≥0,P). Moreover, consider the Rd-valued and predictable3 stochastic
process (Ut)t≥0. For T > 0 define the random variable DT as
DT := exp
(∫ T
0
UsdWs − 1
2
∫ T
0
|Us|2 ds
)
.
If DT is integrable w.r.t. P and
EP [DT ] = 1, (2.29)
then P˜T (dω) := DT (ω)P(dω) defines a probability measure on (Ω,B), which is equivalent4 to P.
Furthermore, the stochastic process (W˜t)t∈[0,T ] given by
W˜t := Wt −
∫ t
0
Usds, t ∈ [0, T ],
2In [Hai01] a copy consists of the same original system with different initial data.
3See e.g. [IW92, Definition 5.2, p. 21].
4For all A ∈ B it holds that P(A) = 0, iff. P˜(A) = 0.
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is a Brownian motion with respect to P˜T , i.e. it is a Brownian motion on the filtered probability space
(Ω,B, (Bt)t∈[0,T ], P˜T ).
In Lemma 2.1 below we prove that Theorem 2.1 can be applied to the transformed original system
(2.24). In this respect we need to show identity (2.29). Furthermore, it will also follow that transition
probabilities of the original system (2.20) will be preserved in the transformed original system (2.24),
when the latter is viewed under a transformed probability measure P˜. In this respect the following
Remark 2.3 ensures the existence of global unique strong solutions to all systems under consideration
in this section.
Remark 2.3. Note that the drift and diffusion coefficients of the original systems, both in Cartesian
and polar coordinates in (1.1) and (2.20), respectively, are locally Lipschitz continuous. The same holds
for the reduced systems in (2.2) and (2.21), respectively. This yields the existence and uniqueness of
(local) strong solutions to all these systems on the filtered probability space (Ω,B, (Bt)t≥0,P) by means
of [IW92, Theorem 2.3, p. 173] and [IW92, Theorem 3.1, p. 178-179]. Furthermore, for the reduced
systems in Cartesian and polar coordinates in (2.2) and (2.21), respectively, we note that [Mao08,
Theorem 3.6, p. 58-59] ensures global existence and uniqueness of strong solutions.
However, the existence of global solutions for the original systems in Cartesian and polar coordinates,
in (1.1) and (2.20), respectively, is not immediate. This is in particular due to the fact that the
quadratic nonlinearity for the original system in Cartesian coordinates is not energy preserving, i.e.〈 −γxz−γyz
1

(
x2 + y2
)
 ,
xy
z
〉 6= 0, for γ 6= 1

, (2.30)
which prevents us from invoking [Mao08, Theorem 3.6, p. 58-59] to ensure global existence of solutions.
In order to deduce that the original system indeed exhibits global solutions we rely on the Lyapunov
function5 approach outlined in [Kha11, Theorem 3.5, p. 75]. More specifically for the generator6 L
associated with a given SDE and a Lyapunov function V we need to show that there exists a constant
c > 0 such that
LV ≤ cV. (2.31)
It can be shown that a Lyapunov function for the original system in Cartesian coordinates (1.1)
satisfying (2.31) is given by
V :R× R× R −→ R,
(x, y, z) 7→ x2 + y2 +√γz2 + 1. (2.32)
In addition a Lyapunov function for the original system in polar coordinates is given by (D.1) in
Appendix D below. See also inequality (D.13) in Step 4 of the proof of Lemma D.1. The existence of
global unique strong solutions for the transformed original system (2.24) follows similarly.
Lemma 2.1. Let T > 0. Recall the filtration (Bt)t≥0 introduced in (2.19) and the corresponding
filtered probability space (Ω,B, (Bt)t≥0,P). The sets M and Mˆ are as in (2.3). We consider the
5See e.g. [Kha11, Eq. (3.44), p. 75].
6See e.g. [Kha11, Eq. (3.36), p. 72].
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original system on M of the form
dr =
[
λr − γrz + σ
2
2r
]
dt+ σdW rt (2.33a)
dθ = fdt+
σ
r
dW θt mod (2pi) (2.33b)
dz = −1

[
z − r2]dt+ σ√

dW 3t . (2.33c)
For an initial value
R0 := (r0, θ0, z0) ∈M, (2.34)
let (RR0t )t∈[0,T ] be the unique strong solution to system (2.33) with
RR0t = (rt, θt, zt), t ∈ [0, T ].
The reduced system on Mˆ associated with (2.33) is of the form
drˆ =
[
λrˆ − γrˆ3 + σ
2
2rˆ
]
dt+ σdW rt (2.35a)
dθˆ = fdt+
σ
rˆ
dW θt mod (2pi). (2.35b)
The unique strong solution of system (2.35) for an initial value Rˆ0 = (rˆ0, θˆ0) in Mˆ is denoted by
(RˆRˆ0t )t∈[0,T ], where
RˆRˆ0t = (rˆt, θˆt), t ∈ [0, T ]. (2.36)
In addition, for q > 0 given by
q :=
1
γ
(
1 +
1
σ2
)
, (2.37)
let the function g be defined as
g :R+ × R+ −→ R,
(r1, r2) 7→ q + λ
σ
(r2 − r1).
(2.38)
Given the function g in (2.38) and the radial component (rˆt)t∈[0,T ] of the process (Rˆ
Rˆ0
t )t∈[0,T ] in (2.36),
we consider the following transformation of the original system (2.33). Let
dr˜ =
[
λr˜ − γr˜z˜ + σ
2
2r˜
]
dt+ σg(r˜, rˆ)dt+ σdW rt (2.39a)
dθ˜ = fdt+
σ
r˜
dW θt mod (2pi) (2.39b)
dz˜ = −1

[
z˜ − r˜2]dt+ σ√

dW 3t . (2.39c)
Let (R˜R0t )t∈[0,T ] be the unique strong solution of system (2.39) to the initial value R0 as in (2.34),
where
R˜R0t = (r˜t, θ˜t, z˜t), t ∈ [0, T ].
Then, the stochastic exponential DT at time T on (Ω,B,P) of the form
DT := exp
(
−
∫ T
0
g(r˜s, rˆs)dW
r
s −
1
2
∫ T
0
|g(r˜s, rˆs)|2 ds
)
, (2.40)
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is integrable w.r.t. P and satisfies
EP[DT ] = 1. (2.41)
Hence, DT induces a probability measure P˜ = P˜T on (Ω,B) given by
P˜(dω) = DT (ω)P(dω). (2.42)
Both, P and P˜ are equivalent. Furthermore, the stochastic process (W˜t)t∈[0,T ] := (W˜ rt , W˜ θt , W˜ 3t )t∈[0,T ]
defined by W˜ rtW˜ θt
W˜ 3t
 := ∫ t
0
G(r˜s, rˆs)ds+
W rtW θt
W 3t
 , (2.43)
where
G(r˜t, rˆt) :=
g(r˜t, rˆt)0
0
 , t ∈ [0, T ],
is an R3-valued Brownian motion w.r.t. P˜ and it holds that
P˜
(
R˜R0t ∈ Γ
)
= P
(
RR0t ∈ Γ
)
, Γ ∈ B(M), R0 ∈M, t ∈ [0, T ]. (2.44)
Proof. Step 1: Proof of (2.41). First, note that the stochastic processes (R˜R0t )t∈[0,T ] and (Rˆ
Rˆ0
t )t∈[0,T ]
are continuous and adapted to the filtration (Bt)t∈[0,T ] in (2.19), as they are unique strong solutions
to systems (2.39) and (2.35), respectively. Therefore, (R˜R0t )t∈[0,T ] and (Rˆ
Rˆ0
t )t∈[0,T ] are predictable.
According to [DPZ14, Proposition 10.17, p. 294], in order to show that
EP [DT ] = 1, (2.45)
it is sufficient to prove that there exists a δ > 0 such that
sup
t∈[0,T ]
EP
[
exp
(
δ|g(r˜t, rˆt)|2
)]
<∞. (2.46)
To this end, Lemma B.1 in Appendix B provides us with the following exponential moment bound.
For parameters
α =
1
σ2γ
, β =
1
σ2
and η = α,
we introduce the function V given by
V :R+ × R× R+ −→ R,
(r˜, z˜, rˆ) 7→ αr˜2 + βz˜2 + ηrˆ2. (2.47)
Furthermore, let
Q(r˜, z˜, rˆ) := exp (V (r˜, z˜, rˆ)) .
Lemma B.1 then asserts that for all T > 0 there exists a constant CT > 0 such that
EP [Q(r˜t, z˜t, rˆt)] ≤ CT , for all t ∈ [0, T ]. (2.48)
By choosing
δ =
(
σ
q + λ
)2 α
2
,
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where q is as in (2.37), we obtain for all t in [0, T ] that
EP
[
exp
(
δ|g(r˜t, rˆt)|2
)]
= EP
[
exp
(α
2
rˆ2t − αr˜trˆt +
α
2
r˜2t
)]
≤ EP
[
exp
(α
2
rˆ2t + α|r˜t||rˆt|+
α
2
r˜2t
)]
≤ EP
[
exp
(
αrˆ2t + αr˜
2
t
)]
(due to Young’s inequality)
≤ EP
[
exp
(
αrˆ2t + βz˜
2
t + αr˜
2
t
)]
= EP [Q(r˜t, z˜t, rˆt)]
≤ CT .
(2.49)
From (2.49) it follows that
sup
t∈[0,T ]
EP
[
exp
(
δ|g(r˜t, rˆt)|2
)] ≤ CT ,
which is (2.46).
Step 2: proof of (2.44). Recall Remark 2.3, which ensures the existence and uniqueness of strong
solutions to the original system (2.33) on the probability space (Ω,B,P). This, together with [IW92,
Theorem 1.1, p. 163] yields that for every initial value R0 in M there exists a solution7 (RR0t )t≥0
to system (2.33), which is pathwise unique8. According to [IW92, Corollary, p. 166], the solution
(RR0t )t≥0 is also unique in the following sense. If (R¯
R0
t )t≥0 is another solution for system (2.33) to
the same initial value R0 on a probability space (Ω,B, P¯), then the law of the processes (RR0t )t≥0 and
(R¯R0t )t≥0 coincide. This implies in particular that
P¯
(
R¯R0t ∈ Γ
)
= P
(
RR0t ∈ Γ
)
, Γ ∈ B(M), R0 ∈M, t ≥ 0.
We fix a T > 0 and consider solutions only on the interval [0, T ]. In the first step of this proof we have
shown that the process (2.43) is a Brownian motion on (Ω,B, P˜), where P˜ is defined as in (2.42). From
this it follows that the unique strong solution (R˜R0t )t∈[0,T ] to the transformed original system (2.39) is
also a solution in the sense of [IW92, Definition 1.2, p. 160-161] for the original system (2.33) when
viewed on the probability space (Ω,B, P˜). Note that this implies that the law of (RR0t )t∈[0,T ] w.r.t. P
and the law of (R˜R0t )t∈[0,T ] w.r.t. P˜ coincide. In other words it holds that
P˜
(
R˜R0t ∈ Γ
)
= P
(
RR0t ∈ Γ
)
, Γ ∈ B(M), R0 ∈M, t ∈ [0, T ],
which is (2.44). 
Remark 2.4. For the original system (2.20) there exists a unique ergodic invariant measure µ in
Pr(M) with smooth density w.r.t. the Lebesgue measure on M (see Lemma D.1 in Appendix D).
Similarly, due to Lemma D.2, there is also a unique ergodic invariant measure ν in Pr(Mˆ) for the
reduced system (2.21). Moreover, ν has a smooth Lebesgue-density on Mˆ.
2.3. Main results - statement and interpretation.
Theorem 2.2. Let µ(dr, dθ,dz) be the ergodic invariant measure for the original system (2.20) and
denote by µr,z and µr its marginals in the (r, z)-plane and along r, respectively. Let ν(dr, dθ) be the
7See [IW92, Definition 1.2, p. 160-161].
8See [IW92, Definition 1.5, p. 162].
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ergodic invariant measure for the reduced system (2.21) and νr its marginal along r. Furthermore,
r∗ :=
 λ
2γ
+
1
2
√(
λ
γ
)2
+
2σ2
γ
 12 , (2.50)
which is the unique positive root of
λr − γr3 + σ
2
2r
= 0.
Recall the definitions of F in (2.12) and of the corresponding metric DF in (2.13). Then there exist
constants c > 0 and C(r∗, µr, νr) > 0 such that
DF (µr, νr) ≤ C(r∗, µr, νr) + c
(∫
R+×R
|z − r2|4 µr,z(dr, dz)
) 1
4
, (2.51)
where
C(r∗, µr, νr) = 2r∗ +
∫ ∞
r∗
rνr(dr) +
∫ ∞
r∗
rµr(dr), (2.52)
and
c =
(
γ
q
)(∫ ∞
0
r4µr(dr)
) 1
4
,
with q as in (2.37).
Remark 2.5.
(i) A key quantity of Theorem 2.2 is r∗ in (2.50). It coincides, for σ = 0, with the radius of the
limit cycle for the original and reduced systems (2.20) and (2.21), respectively, (see also the
sets given in (2.8) and (2.9)). Moreover, for γ fixed, we observe that the quantity r∗ increases,
if either λ controlling the repulsiveness of the deterministic fixed point in the origin, or the
noise strength σ increase.
(ii) We call the quantity (∫
R+×R
|z − r2|4 µr,z(dr, dz)
) 1
4
, (2.53)
which appears on the right-hand side (RHS) of inequality (2.55) the parameterization defect
or defect. It measures the error incurred by parameterizing the fast variable z in (2.20) by the
slow manifold (2.6).
Corollary 2.1. Let the assumptions of Theorem 2.2 hold. If
C(r∗, µr, νr) ≤
(∫
R+×R
|z − r2|4 µr,z(dr, dz)
) 1
4
, (2.54)
then there exists a constant c > 0 such that
DF (µr, νr) ≤ c
(∫
R+×R
|z − r2|4 µr,z(dr, dz)
) 1
4
, (2.55)
where the constant c is explicitly given by
c = 1 +
(
γ
q
)(∫ ∞
0
r4µr(dr)
) 1
4
,
and C(r∗, µr, νr) is as in (2.52).
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Remark 2.6. The left-hand side (LHS) of condition (2.54) is small whenever r∗ is small and the
marginals µr and νr have only small mass in the tail on the interval [r∗,∞). Corollary 2.1 states
that, if the LHS of (2.54) is controlled by the defect (2.53), then the defect also controls the distance
between the marginals µr and νr.
The following theorem provides an alternative bound of the form (2.51). The main difference is
that the additive constant on the RHS of inequality (2.57) below is no longer dependent on µr.
Theorem 2.3. Let µ(dr, dθ,dz) be the ergodic invariant measure for the original system (2.20) and
denote by µr,z and µr its marginals in the (r, z)-plane and along r, respectively. Let ν(dr, dθ) be the
ergodic invariant measure for the reduced system (2.21) and νr its marginal along r. Furthermore, let
rdet :=
√
λ
γ
, (2.56)
which is the unique positive root of
λr − γr3 = 0.
Recall the definition of F in (2.12). Then there exist constants c > 0 and C(λ, γ, σ, νr) > 0 such that
DF (µr, νr) ≤ C(λ, γ, σ, νr) + c
(∫
R+×R
|z − r2|4 µr,z(dr, dz)
) 1
4
, (2.57)
where
C(λ, γ, σ, νr) =
√
2
(
r2det +
σ2
λ
)
+
∫ ∞
0
rνr(dr), (2.58)
and
c =
q + 2λ
qr2det
(∫ ∞
0
r4µr(dr)
) 1
4
,
with q as in (2.37).
The following corollary is analogous to Corollary 2.1 for Theorem 2.2.
Corollary 2.2. Let the assumptions of Theorem 2.3 hold. If
C(λ, γ, σ, νr) ≤
(∫
R+×R
|z − r2|4 µr,z(dr, dz)
) 1
4
,
then
DF (µr, νr) ≤ c
(∫
R+×R
|z − r2|4 µr,z(dr, dz)
) 1
4
, (2.59)
where
c = 1 +
q + 2λ
qr2det
(∫ ∞
0
r4µr(dr)
) 1
4
.
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2.4. Proof of Theorem 2.2.
Proof. Step 1: In this preparatory first step we introduce the main objects needed to carry out the
proof. For this purpose, we recall the original and reduced system (2.20) and (2.21), respectively, and
introduce their Markov semigroups.
First of all, the original system (2.20) is given by
dr =
[
λr − γrz + σ
2
2r
]
dt+ σdW rt (2.60a)
dθ = fdt+
σ
r
dW θt mod (2pi) (2.60b)
dz = −1

[
z − r2]dt+ σ√

dW 3t . (2.60c)
The unique strong solution to system (2.60) for an initial value R0 in M is denoted by
(
RR0t
)
t≥0,
where
RR0t = (rt, θt, zt), for all t ≥ 0.
The Markov semigroup9 (Pt)t≥0 associated with system (2.60) is defined as
[Ptψ](R0) := EP
[
ψ
(
RR0t
)]
, ψ ∈ Cb(M), R0 ∈M, t ≥ 0, (2.61)
where Cb(M) denotes the space of real-valued, bounded and continuous functions onM. The existence
of a unique ergodic invariant measure µ for Pt with smooth Lebesgue-density onM (see Remark 2.4),
together with [DP06, Theorem 5.8, p. 73] implies that Pt can be extended to a strongly continuous
semigroup on L2µ(M). We will denote by L2µ(M) the space of all real-valued measurable functions on
M, which are square integrable w.r.t. µ. As discussed in Subsection 2.1, using the deterministic slow
manifold (2.6) to obtain a reduced model for the original system (2.60) gives rise to the system
drˆ =
[
λrˆ − γrˆ3 + σ
2
2rˆ
]
dt+ σdW rt (2.62a)
dθˆ = fdt+
σ
rˆ
dW θt mod (2pi). (2.62b)
It is important to note that we require equations (2.60a), (2.60b) and (2.62a), (2.62b), respectively,
to be driven by the same independent standard Brownian motions W r and W θ.
Furthermore, given an initial value Rˆ0 in Mˆ, the unique strong solution to system (2.62) is
(
RˆRˆ0t
)
t≥0.
Let (Qt)t≥0 be the Markov semigroup of system (2.62), where
[Qtψ](Rˆ0) := EP
[
ψ
(
RˆRˆ0t
)]
, ψ ∈ Cb(Mˆ), Rˆ0 ∈ Mˆ, t ≥ 0. (2.63)
Remark 2.4 ensures the existence of a unique ergodic invariant measure ν for Qt with smooth density
w.r.t. the Lebesgue measure on Mˆ. Moreover, thanks to [DP06, Theorem 5.8, p. 73], Qt is defined
for all ψ in L2ν(Mˆ) and all t ≥ 0.
For q given in (2.37) recall the function g in (2.38), which is of the form
g :R+ × R+ −→ R,
(r1, r2) 7→ q + λ
σ
(r2 − r1).
(2.64)
9See e.g. [DP06, Chapter 5].
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Given the radial component (rˆt)t≥0 of the unique strong solution (RˆRˆ0t )t≥0 of system (2.62) to an
initial value Rˆ0 = (rˆ0, θˆ0) in Mˆ, we consider the following transformation of the original system (2.60)
of the form 
dr˜ =
[
λr˜ − γr˜z˜ + σ
2
2r˜
]
dt+ σg(r˜, rˆ)dt+ σdW rt (2.65a)
dθ˜ = fdt+
σ
r˜
dW θt mod (2pi) (2.65b)
dz˜ = −1

[
z˜ − r˜2]dt+ σ√

dW 3t . (2.65c)
The unique strong solution of this system to an initial value R0 in M is denoted by (R˜R0t )t≥0.
Lemma 2.1 ensures that for every fixed T∗ > 0 there exists a probability measure P˜ = P˜T∗ on (Ω,B),
which is equivalent to P on the σ-algebra BT∗ such that
P˜
(
R˜R0t ∈ Γ
)
= P
(
RR0t ∈ Γ
)
, Γ ∈ B(M), R0 ∈M, t ∈ [0, T∗]. (2.66)
From identity (2.66) we conclude that transition probabilities of the original system (2.60) are pre-
served in its transformed counterpart (2.65) up to a final time T∗, if the latter is viewed under a new
probability measure P˜. We set
[P˜ T∗t ψ](R0) := EP˜
[
ψ
(
R˜R0t
)]
, ψ ∈ Cb(M), R0 ∈M, t ∈ [0, T∗]. (2.67)
Because of identity (2.66) and the fact that Pt is defined for all ψ in L
2
µ(M), we can set
[P˜ T∗t ψ](R0) := [Ptψ](R0), ψ ∈ L2µ(M), R0 ∈M, t ∈ [0, T∗]. (2.68)
Step 2: In the second step we introduce the marginal measures µr, νr and µr,z appearing in estimate
(2.55). Moreover, averages associated with the Markov semigroups Pt and Qt are defined.
Let {e1, e2, e3} be the canonical basis of R3. We consider subspaces of R3 of the form
Vr := span{e1} and Vr,z := span{e1, e3}.
Recall the projections ΠV as defined in (2.15), for V = Vr and V = Vr,z. The marginal measures µr,
νr and µr,z associated with the subspaces Vr and Vr,z are then given by
µr := Π
∗
Vrµ, νr := Π
∗
Vrν and µr,z := Π
∗
Vr,zµ. (2.69)
For the Markov semigroup Pt, we introduce average operators MT , T ≥ 0, of the form
MTψ :=
1
T
∫ T
0
Ptψdt, for all ψ in L
2
µ(M) and T ≥ 0. (2.70)
Analogously, for the Markov semigroup Qt defined in (2.63)
NTψ :=
1
T
∫ T
0
Qtψdt, for all ψ in L
2
ν(Mˆ) and T ≥ 0. (2.71)
Lastly, we define averages M˜T , T ≤ T∗, for P˜ T∗t in (2.68) as
M˜Tψ :=
1
T
∫ T
0
P˜ T∗t ψdt, for all ψ in L
2
µ(M) and T ≤ T∗. (2.72)
Our goal is to compare the marginals µr and νr of the invariant measures µ and ν, respectively. For
this purpose, let ϕ be a real-valued measurable function defined on R+ and ψϕ an observable given by
ψϕ :M−→ R,
(r, θ, z) 7→ (ϕ ◦ΠVr)(r, θ, z).
(2.73)
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Note that ∫
M
ψϕ(r, θ, z)µ(dr, dθ,dz) =
∫
R+
ϕ(r)µr(dr). (2.74)
Furthermore, for ϕ in F it holds that∫
M
|ψϕ(r, θ, z)|2 µ(dr, dθ,dz) =
∫
R+
|ϕ(r)|2 µr(dr)
≤
∫
R+
r2 µr(dr) <∞, (due to Lemma D.1 in Appendix D).
(2.75)
Hereafter, we assume ϕ in F , for which (2.75) shows that ψϕ is an element of L2µ(M). Moreover, we
have for µ-almost all R0 = (r0, θ0, z0) in M and all t ≥ 0 that
[Ptψϕ](R0) = EP[ψϕ(RR0t )] = EP[ϕ(rt)]. (2.76)
The ergodicity of µ and identity (2.74) imply that
lim
T→∞
MTψϕ =
∫
M
ψϕ(r, θ, z)µ(dr, dθ,dz) =
∫
R+
ϕ(r)µr(dr) in L
2
µ(M). (2.77)
From (2.77) it follows that there exists a sequence
(Tn)n∈N with Tn →∞ as n→∞, (2.78)
and a measurable set Eϕ in B(M) with µ(Eϕ) = 1 such that for all R0 in Eϕ it holds that
lim
n→∞[MTnψϕ](R0) = limn→∞
1
Tn
∫ Tn
0
[Ptψϕ](R0)dt = lim
n→∞
1
Tn
∫ Tn
0
EP[ϕ(rt)]dt =
∫
R+
ϕ(r)µr(dr),
(2.79)
where the second to last equality is due to (2.76). Furthermore, let the function f be defined by
f :R+ × R −→ R,
(r, z) 7→
(
γ
q
)2
r2(z − r2)2. (2.80)
Additionally, for r∗ given in (2.50) we introduce
ϕ¯ :R+ −→ R,
r 7→ r1{r>r∗}.
(2.81)
Due to Remark D.1, f is an element of L2µ(M). Thus, there exists a subsequence (Tnk)k∈N of (Tn)n∈N
and a measurable set Ef in B(M) with µ(Ef ) = 1 such that for all R0 in Ef it holds that
lim
k→∞
[MTnk f ](R0) = limk→∞
1
Tnk
∫ Tnk
0
[Ptf ](R0)dt =
∫
R+×R
f(r, z)µr,z(dr, dz). (2.82)
Similarly, there is a subsequence of (Tnk)k∈N also denoted by
(Tnk)k∈N with Tnk →∞ as k →∞, (2.83)
and a measurable set Eϕ¯ in B(M) with µ(Eϕ¯) = 1 such that for all R0 in Eϕ¯ we have that
lim
k→∞
[MTnkψϕ¯](R0) = limk→∞
1
Tnk
∫ Tnk
0
[Ptψϕ¯](R0)dt =
∫ ∞
r∗
r µr(dr). (2.84)
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An analogous reasoning holds for the Markov semigroup Qt in (2.63). More specifically, we define an
observable ψˆϕ for a real-valued and measurable function ϕ on R+ by
ψˆϕ :Mˆ −→ R,
(r, θ) 7→ (ϕ ◦ΠVr)(r, θ).
(2.85)
Observe that ∫
Mˆ
ψˆϕ(r, θ) ν(dr, dθ) =
∫
R+
ϕ(r) νr(dr), (2.86)
and for ϕ in F∫
Mˆ
|ψˆϕ(r, θ)|2 ν(dr, dθ) =
∫
R+
|ϕ(r)|2 νr(dr)
≤
∫
R+
r2 νr(dr) <∞, (due to Lemma D.2 in Appendix D).
(2.87)
Let ϕ in F . From (2.87) we have that ψˆϕ is an element of L2ν(Mˆ). For an initial value Rˆ0 = (rˆ0, θˆ0)
in Mˆ, it holds for all t ≥ 0 that
[Qtψˆϕ](Rˆ0) = EP[ψˆϕ(RˆRˆ0t )] = EP[ϕ(rˆt)]. (2.88)
The ergodicity of ν and identity (2.86) imply, analogously to (2.77), that
lim
T→∞
NT ψˆϕ =
∫
Mˆ
ψˆϕ(r, θ) ν(dr, dθ) =
∫
R+
ϕ(r) νr(dr) in L
2
ν(Mˆ), (2.89)
and for the sequence (Tnk)k∈N in (2.83)
lim
k→∞
NTnk ψˆϕ =
∫
Mˆ
ψˆϕ(r, θ) ν(dr, dθ) =
∫
R+
ϕ(r) νr(dr) in L
2
ν(Mˆ). (2.90)
Hence, there exists a subsequence of (Tnk)k∈N also denoted by (Tnk)k∈N and a measurable set Eˆϕ in
the Borel σ-algebra B(Mˆ) with ν(Eˆϕ) = 1 such that for all Rˆ0 in Eˆϕ it holds that
lim
k→∞
[NTnk ψˆϕ](Rˆ0) = limk→∞
1
Tnk
∫ Tnk
0
[Qtψˆϕ](Rˆ0)dt = lim
k→∞
1
Tnk
∫ Tnk
0
EP[ϕ(rˆt)]dt =
∫
R+
ϕ(r) νr(dr),
(2.91)
where the second to last equality is due to (2.88). Recall the definition of ϕ¯ in (2.81). Analogously to
(2.84) there exists a further subsequence of (Tnk)k∈N also denoted by
(Tnk)k∈N, with Tnk →∞ as k →∞, (2.92)
and a Borel set Eˆϕ¯ in B(Mˆ) with ν(Eˆϕ¯) = 1 such that for all Rˆ0 in Eˆϕ¯ it holds that
lim
k→∞
[NTnk ψˆϕ¯](Rˆ0) = limk→∞
1
Tnk
∫ Tnk
0
[Qtψˆϕ¯](Rˆ0)dt =
∫ ∞
r∗
r νr(dr). (2.93)
Step 3: Our goal in this final step is to show that there exists a constant C > 0, which is independent
of ϕ in F , such that ∣∣∣∣∫
R+
ϕ(r)µr(dr)−
∫
R+
ϕ(r) νr(dr)
∣∣∣∣ ≤ C. (2.94)
Inequality (2.55) then follows by taking the supremum over all ϕ in F in (2.94) and identifying C with
the RHS of inequality (2.55).
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We start by fixing an arbitrary δ > 0 and ϕ in F . Recall the definitions of ψϕ and ψˆϕ in (2.73) and
(2.85), respectively.
Let R0 and Rˆ0 be elements of Eϕ ∩Eϕ¯ ∩Ef and Eˆϕ ∩ Eˆϕ¯, respectively. Identities (2.79), (2.82) and
(2.84) imply that for the subsequence (Tnk)k∈N in (2.92) there exist indices nk1 = nk1(δ,R0, ϕ) in N,
nk2 = nk2(δ,R0, ϕ¯) in N and nk3 = nk3(δ,R0, f) in N such that∣∣∣∣[MTnkψϕ](R0)− ∫R+ ϕ(r)µr(dr)
∣∣∣∣ ≤ δ, for all nk ≥ nk1, (2.95)
∣∣∣∣[MTnkψϕ¯](R0)− ∫ ∞
r∗
r µr(dr)
∣∣∣∣ ≤ δ, for all nk ≥ nk2,
and ∣∣∣∣[MTnk f ](R0)− ∫R+×R f(r, z)µr,z(dr, dz)
∣∣∣∣ ≤ δ, for all nk ≥ nk3. (2.96)
Furthermore, due to equations (2.91) and (2.93), there exist indices nk4 = nk4(δ, Rˆ0, ϕ) in N and
nk5 = nk5(δ, Rˆ0, ϕ¯) in N for the subsequence (Tnk)k∈N in (2.92) such that∣∣∣∣[NTnk ψˆϕ](Rˆ0)− ∫R+ ϕ(r) νr(dr)
∣∣∣∣ ≤ δ, for all nk ≥ nk4, (2.97)
and ∣∣∣∣[NTnk ψˆϕ¯](Rˆ0)− ∫ ∞
r∗
r νr(dr)
∣∣∣∣ ≤ δ, for all nk ≥ nk5. (2.98)
We fix
n∗ := max{nk1, nk2, nk3, nk4, nk5} and T∗ := Tn∗ . (2.99)
From (2.95) and (2.97) it follows that∣∣∣∣∫
R+
ϕ(r)µr(dr)−
∫
R+
ϕ(r) νr(dr)
∣∣∣∣ ≤ 2δ + ∣∣∣[MT∗ψϕ](R0)− [NT∗ψˆϕ](Rˆ0)∣∣∣ . (2.100)
We need to provide an estimate for the second term on the RHS of (2.100). For simplicity we assume
that r0 = rˆ0. An application of the triangular inequality results in∣∣∣[MT∗ψϕ](R0)− [NT∗ψˆϕ](Rˆ0)∣∣∣ ≤ 1T∗
∫ T∗
0
|EP[ϕ(rˆt)]− EP[ϕ(rt)]|dt. (2.101)
We now apply Girsanov’s theorem shown to hold in Lemma 2.1 for T = T∗, where T∗ is defined in
(2.99). More specifically, there exists a probability measure P˜ = P˜T∗ on (Ω,B), which is equivalent to
P on BT∗ such that
EP[ϕ(rt)] = EP˜[ϕ(r˜t)], for all t ∈ [0, T∗]. (2.102)
Identity (2.102) follows from the fact that transition probabilities of solutions to the original system
(2.33) coincide with those of the transformed original system (2.39) when viewed under the transformed
probability measure P˜ as shown in (2.44). Using identity (2.102) on the RHS of inequality (2.101)
yields
1
T∗
∫ T∗
0
|EP[ϕ(rˆt)]− EP[ϕ(rt)]|dt = 1
T∗
∫ T∗
0
∣∣EP[ϕ(rˆt)]− EP˜[ϕ(r˜t)]∣∣dt. (2.103)
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Furthermore, using Lemma F.2 on the RHS of (2.103) and the fact that ϕ is an element of F (see
definitions in (2.12) and (2.10)) results in
1
T∗
∫ T∗
0
∣∣EP[ϕ(rˆt)]− EP˜[ϕ(r˜t)]∣∣ dt ≤ 2r∗ + 1T∗
∫ T∗
0
EP˜[|rˆt − r˜t|]dt
+
1
T∗
∫ T∗
0
EP[rˆt1{rˆt>r∗}]dt
+
1
T∗
∫ T∗
0
EP[rt1{rt>r∗}]dt.
(2.104)
For the second term on the RHS of (2.104) we have
1
T∗
∫ T∗
0
EP˜[|rˆt − r˜t|]dt ≤
(
1
T∗
∫ T∗
0
EP˜[|rˆt − r˜t|2]dt
) 1
2
(due to the Cauchy-Schwarz inequality)
≤ γ√
q
(
1
T∗
∫ T∗
0
(∫ t
0
e−q(t−s)EP˜
[
r˜2s(z˜s − r˜2s)2
]
ds
)
dt
) 1
2
(due to Lemma F.1 in Appendix F)
≤ γ
q
(
1
T∗
∫ T∗
0
EP˜
[
r˜2t (z˜t − r˜2t )2
]
dt
) 1
2
(due to Fubini’s theorem)
=
(
1
T∗
∫ T∗
0
EP
[(
γ
q
)2
r2t (zt − r2t )2
]
dt
) 1
2
, (due to (2.44) in Lemma 2.1)
(2.105)
and therefore
1
T∗
∫ T∗
0
EP˜[|rˆt − r˜t|]dt ≤
(
1
T∗
∫ T∗
0
[Ptf ](R0)dt
) 1
2
, (2.106)
with f given by (2.80). Note that the RHS of (2.106) depends implicitly on ϕ due to the definition of
T∗ in (2.99). Next we show that
1
T∗
∫ T∗
0
[Ptf ](R0)dt ≤ δ +
∫
R+×R
f(r, z)µr,z(dr, dz).
From (2.96) and the definition of T∗ in (2.99) it follows that
1
T∗
∫ T∗
0
[Ptf ](R0)dt = [MT∗f ](R0)
≤
∣∣∣∣[MT∗f ](R0)− ∫
R+×R
f(r, z)µr,z(dr, dz)
∣∣∣∣+ ∫
R+×R
f(r, z)µr,z(dr, dz)
≤ δ +
∫
R+×R
f(r, z)µr,z(dr, dz).
(2.107)
Recall once more the definition of f in (2.80). Thanks to (2.107) we have in (2.106)
1
T∗
∫ T∗
0
EP˜[|rˆt − r˜t|]dt ≤
(
δ +
∫
R+×R
(
γ
q
)2
r2(z − r2)2µr,z(dr, dz)
) 1
2
≤
(
δ +
(
γ
q
)2(∫ ∞
0
r4µr(dr)
) 1
2
(∫
R+×R
∣∣z − r2∣∣4 µr,z(dr, dz)) 12)
1
2
.
(2.108)
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An analogous reasoning for the third term in (2.104) yields, due to (2.93),
1
T∗
∫ T∗
0
EP[rˆt1{rˆt>r∗}]dt ≤ δ +
∫ ∞
r∗
rνr(dr). (2.109)
Similarly, because of (2.84), we obtain for the fourth term in (2.104) that
1
T∗
∫ T∗
0
EP[rt1{rt>r∗}]dt ≤ δ +
∫ ∞
r∗
rµr(dr). (2.110)
We insert (2.108), (2.109) and (2.110) into (2.104), which yields in (2.100) that∣∣∣∣∫
R+
ϕ(r)µr(dr)−
∫
R+
ϕ(r) νr(dr)
∣∣∣∣ ≤ 4δ + 2r∗ + ∫ ∞
r∗
rνr(dr) +
∫ ∞
r∗
rµr(dr)
+
(
δ +
(
γ
q
)2(∫ ∞
0
r4µr(dr)
) 1
2
(∫
R+×R
∣∣z − r2∣∣4 µr,z(dr, dz)) 12)
1
2
.
(2.111)
Inequality (2.111) holds for all δ > 0 and ϕ in F . Furthermore, the RHS is independent of ϕ. Hence,
we can take the supremum over all ϕ in F and let δ tend to zero, which results in
DF (µr, νr) ≤ 2r∗ +
∫ ∞
r∗
rνr(dr) +
∫ ∞
r∗
rµr(dr)
+
(
γ
q
)(∫ ∞
0
r4µr(dr)
) 1
4
(∫
R+×R
|z − r2|4µr,z(dr, dz)
) 1
4
.
(2.112)
By setting
C(r∗, µr, νr) := 2r∗ +
∫ ∞
r∗
rνr(dr) +
∫ ∞
r∗
rµr(dr),
and
c :=
(
γ
q
)(∫ ∞
0
r4µr(dr)
) 1
4
,
where q is defined in (2.37), we finally obtain
DF (µr, νr) ≤ C(r∗, µr, νr) + c
(∫
R+×R
|z − r2|4 µr,z(dr, dz)
) 1
4
,
which is (2.51). 
2.5. Proof of Theorem 2.3.
Proof. For the proof of this theorem we use the same notation as was introduced in Steps 1 and 2 in the
proof of Theorem 2.2. In addition, the reasoning of Step 3 until identity (2.103) applies analogously.
By using Lemma F.3 instead of Lemma F.2 in (2.104) above we obtain
1
T∗
∫ T∗
0
∣∣EP[ϕ(rˆt)]− EP˜[ϕ(r˜t)]∣∣ dt ≤ 1T∗
∫ T∗
0
e−
λ
2
trˆ0dt+
1
T∗
∫ T∗
0
EP˜[|rˆt − r˜t|]dt
+
q + λ√
λ
1
T∗
∫ T∗
0
(∫ t
0
e−λ(t−s)EP˜[|rˆs − r˜s|2]ds
) 1
2
dt
+
√
2
(
r2det +
σ2
λ
)
+
1
T∗
∫ T∗
0
EP[rˆt]dt.
(2.113)
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The second term on the RHS of (2.113) is treated as in (2.105). In addition, we use the Cauchy-
Schwarz inequality and Lemma F.1, where we assume that r0 = rˆ0 for simplicity, to obtain for the
third term on the RHS of (2.113)
q + λ√
λ
1
T∗
∫ T∗
0
(∫ t
0
e−λ(t−s)EP˜[|rˆs − r˜s|2]ds
) 1
2
dt ≤ q + λ
q
γ
λ
(
1
T∗
∫ T∗
0
EP˜[r˜
2
t (z˜t − r˜2t )2]dt
) 1
2
=
q + λ
q
γ
λ
(
1
T∗
∫ T∗
0
EP[r2t (zt − r2t )2]dt
) 1
2
,
where the last line is due to the fact that transition probabilities are preserved by virtue of Girsanov’s
theorem (see identity (2.44) in Lemma 2.1). The last term on the RHS of (2.113) is treated as in
(2.109). Following the same reasoning as in lines (2.106) - (2.112) above results in
DF (µr, νr) ≤ C(λ, γ, σ, νr) + c
(∫
R+×R
|z − r2|4µr,z(dr, dz)
) 1
4
,
where
C(λ, γ, σ, νr) =
√
2
(
r2det +
σ2
λ
)
+
∫ ∞
0
rνr(dr),
and
c =
q + 2λ
qr2det
(∫ ∞
0
r4µr(dr)
) 1
4
,
which completes the proof. 
2.6. Numerical results. Theorems 2.2 and 2.3 provide useful insights regarding the usage of the
slow manifold as a parameterizing manifold (PM). The purpose of this section is to illustrate and
discuss this point via numerical experiments. Let us fix the parameters in Table 1 and differentiate
between Cases I and II.
Table 1. Parameter regimes: Case I and Case II
λ f γ  σ
Case I 10−3 102 5.6× 10−2 10−2 0.55
Case II 10−3 10 1 10−2 0.2
In Figure 1 we see that solutions of the original system (2.20) for the parameters in Case I meander
around the origin at a distance of approximately 9 to 10. The analogous behavior can be observed
also in Case II for distances between 0 and 1. In both cases the deterministic slow manifold h in (2.6)
above seems to be a good predictor for the fast variable z given the radial part r :=
√
x2 + y2.
We can define the normalized parameterization defect Q as
Q :=
∫
R+×R
∣∣z − r2∣∣2 µr,z(dr, dz)∫
R |z|2 µz(dz)
, (2.114)
where µz denotes the marginal of µ in the direction of the fast variable z. The quantity Q in (2.114)
can be seen as the asymptotic counterpart to the parameterization defect introduced in [CLW15b].
By numerically approximating Q in (2.114) we have in Case I, Q = 1.789 × 10−1, while in Case II,
Q = 5.834× 10−1.
A GIRSANOV APPROACH TO SLOW PARAMETERIZING MANIFOLDS IN THE PRESENCE OF NOISE 25
(a) Case I (b) Case II
Figure 1. Scatter plots. In Case I, the normalized parameterization defect for the slow manifold
is given by Q = 1.789× 10−1, while in Case II, Q = 5.834× 10−1.
In Figure 2 we compare the radial probability density functions (pdf) of the reduced (Eq. (2.21))
and the original system (Eq. 2.20), respectively. In Case I (right panel of Figure 2) as well as Case
II (right panel of Figure 3) we find strong agreement between both systems on the level of statistics.
Furthermore, the assumptions of Corollary 2.1 are satisfied in Case I but not in Case II. As for
Table 2. Parameter regime: Case III
λ f γ σ
Case III 10 1 50 0.1
Theorem 2.3 we introduce the parameter regime (Case III) in Table 2. For these parameter choices we
compute all relevant quantities of inequality (2.57) in Theorem 2.3 for different values of . The metric
DF is approximated by the L1-Wasserstein distance dW1 (see Remark 2.1). The additive constant
C(λ, γ, σ, νr) is as in Eq. (2.58) above. Table 3 indicates that the additive constant C(λ, γ, σ, νr)
dominates the estimate in Theorem 2.3 for the parameters in Table 2.
3. Slow stochastic parameterizing manifolds: close to criticality and  1
Before introducing the concept of stochastic parameterizing manifolds, we fix some notation. First
of all, let (W rt ,W
θ
t ,W
3
t ,W
4
t )t≥0 be a standard R4-valued Brownian motion. The real-valued Brownian
motion W 4 is independent of W r, W θ and W 3, which are as in Subsection 2.1. Furthermore, the
Table 3. Numerical results for Theorem 2.3, Case III
 dW1(µr, νr) C(λ, γ, σ, νr) c ||z − r2||L4µ
10−4 0.002 1.08 5.00 0.019
10−2 0.024 1.08 5.50 0.09
10−1 0.1 1.08 9.95 0.2
26 M. D. CHEKROUN, J. S. W. LAMB, C. J. PANGERL, AND M. RASMUSSEN
Figure 2. Modeling skills using the slow manifold h(x, y) = x2 + y2. Here for Case I, see
Table 1. The assumptions of Corollary 2.1 are satisfied for this parameter regime.
Figure 3. Modeling skills using the slow manifold h(x, y) = x2 + y2. Here for Case II, see
Table 1. The assumptions of Corollary 2.1 are not satisfied for this parameter regime, although the
modeling skills are still good. Recalling that the defect associated with this case is small, these results
suggest that inequality (2.55) is valid beyond these assumptions.
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filtration on (Ω,B,P) defined in (2.19) is replaced by the filtration (Bt)t≥0 given by
Bt := σ
(
W rs ,W
θ
s ,W
3
s ,W
4
s : 0 ≤ s ≤ t
)
, t ≥ 0, (3.1)
and we consider the filtered probability space (Ω,B, (Bt)t≥0,P).
3.1. Introduction of slow stochastic parameterizing manifolds. In this section we consider
generalizations of the deterministic slow manifold (2.6) associated with the original system (2.20).
More specifically, for τ in (0,∞) let
hτ :R× R+ −→ R,
(m, r) 7→ m+ cτr2, cτ =
(
1− e− τ
)
.
(3.2)
For a stationary real-valued stochastic processM = (Mt)t≥0 we call the family of mappings (hτ (Mt, ·))t≥0
stochastic parameterizing manifolds with parameter τ . In the following we will assume that M satisfies
the SDE
dMt = −1

M3t dt+
σ√

dW 4t , t ≥ 0. (3.3)
Recall that the purpose of hτ is to model the variable z of the original system (2.20) in terms of
the radial part r. As system (2.20) is random in nature, the stationary process M in (3.2) is meant
to capture natural stochastic fluctuations of z about the deterministic slow manifold associated with
system (2.20). Furthermore, in (3.2) we not only consider the case of the deterministic slow manifold
(for τ → ∞) decorated by a stationary process M , but we consider a whole family of stochastic
parameterizations parameterized by τ in (0,∞). The quantity τ plays the role of a tuning parameter
to adjust the shape of the deterministic part of the manifold hτ .
Before we state the main result of this section, we formulate the original and reduced system for a
manifold of type (3.2). Let τ be in (0,∞). Recall the definitions ofM and Mˆ in (2.3). As in Section
2 we consider the original system on M taking the form
dr =
[
λr − γrz + σ
2
2r
]
dt+ σdW rt (3.4a)
dθ = fdt+
σ
r
dW θt mod (2pi) (3.4b)
dz = −1

[
z − r2]dt+ σ√

dW 3t . (3.4c)
Furthermore, on the extended phase space M× R we introduce the augmented original system
dr =
[
λr − γrz + σ
2
2r
]
dt+ σdW rt (3.5a)
dθ = fdt+
σ
r
dW θt mod (2pi) (3.5b)
dz = −1

[
z − r2]dt+ σ√

dW 3t (3.5c)
dM = −1

M3dt+
σ√

dW 4t . (3.5d)
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Using the manifold hτ in (3.2) we derive the reduced system
drˆ =
[
λrˆ − γcτ rˆ3 + σ
2
2rˆ
− γrˆM
]
dt+ σdW rt (3.6a)
dθˆ = fdt+
σ
rˆ
dW θt mod (2pi) (3.6b)
dM = −1

M3dt+
σ√

dW 4t . (3.6c)
For Rˆ0 = (rˆ0, θˆ0,M0) in Mˆ×R the unique strong solution to system (3.6) shall be denoted by (RˆRˆ0t )t≥0
(see Remark 3.1 below), with
RˆRˆ0t = (rˆt, θˆt,Mt), t ≥ 0. (3.7)
Analogously to system (2.24) in Section 2 we seek an appropriate transformation of the original system
(3.4). To this end, the quantity q defined in (2.37) is replaced by the following constant, which is also
denoted by q
q :=
1
γ
(
1 +
5
2σ2
)
. (3.8)
We introduce the function
g :R× R+ × R+ −→ R,
(m, r1, r2) 7→ q + λ
σ
(r2 − r1)− γ
σ
mr2.
(3.9)
Given the radial component rˆ and the process M in equations (3.6a) and (3.6c), we define the trans-
formed system to the original system (3.4) as
dr˜ =
[
λr˜ − γr˜z˜ + σ
2
2r˜
]
dt+ σg(M, r˜, rˆ)dt+ σdW rt (3.10a)
dθ˜ = fdt+
σ
r˜
dW θt mod (2pi) (3.10b)
dz˜ = −1

[
z˜ − r˜2]dt+ σ√

dW 3t . (3.10c)
For an initial value R0 inM let (R˜R0t )t≥0 be the unique strong solution to system (3.10) (see Remark
3.1 below), with
R˜R0t = (r˜t, θ˜t, z˜t), t ≥ 0. (3.11)
Remark 3.1. Existence and uniqueness of global solutions to the systems in this section are due to
an analogous reasoning as in Remark 2.3 above. In particular [IW92, Theorem 2.3, p. 173] and [IW92,
Theorem 3.1, p. 178-179] ensure the existence of unique local strong solutions to the augmented
original, reduced and transformed original system in (3.5), (3.6) and (3.10), respectively. A Lyapunov
function approach then implies global existence and uniqueness of strong solutions (see also definition
(E.1) in Lemma E.1 below).
The following lemma is the counterpart of Lemma 2.1 in Section 2 for stochastic parameterizing
manifolds discussed here.
Lemma 3.1. Let T > 0. For R0 in M, let (RR0t )t∈[0,T ] be the unique strong solution to the original
system (3.4). Furthermore, the augmented reduced system on Mˆ × R in (3.6) has the unique strong
solution (RˆRˆ0t )t∈[0,T ] for an initial value Rˆ0 in Mˆ × R. In addition, consider (R˜R0t )t∈[0,T ], the unique
strong solution of the transformed original system (3.10). Recall the definition of g in (3.9).
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Then, the random variable DT on (Ω,B,P) of the form
DT := exp
(
−
∫ T
0
g(Ms, r˜s, rˆs)dW
r
s −
1
2
∫ T
0
|g(Ms, r˜s, rˆs)|2 ds
)
, (3.12)
is integrable w.r.t. P and satisfies
EP[DT ] = 1. (3.13)
Hence, DT induces a probability measure P˜ = P˜T on (Ω,B) given by
P˜(dω) = DT (ω)P(dω), for ω ∈ Ω. (3.14)
Both, P and P˜ are equivalent on the σ-algebra BT . Furthermore, the stochastic process (W˜ rt , W˜ θt , W˜ 3t )t∈[0,T ]
defined as W˜ rtW˜ θt
W˜ 3t
 := ∫ t
0
G(Ms, r˜s, rˆs)ds+
W rtW θt
W 3t
 , t ∈ [0, T ], (3.15)
where
G(Mt, r˜t, rˆt) :=
g(Mt, r˜t, rˆt)0
0
 , t ∈ [0, T ],
is an R3-valued Brownian motion w.r.t. P˜. Furthermore, it holds that
P˜
(
R˜R0t ∈ Γ
)
= P
(
RR0t ∈ Γ
)
, Γ ∈ B(M), R0 ∈M, t ∈ [0, T ]. (3.16)
Proof. The proof is analogous to the proof of Lemma 2.1, where we showed the applicability of Gir-
sanov’s theorem 2.1 to the transformed original system (2.24). In particular, here it is sufficient to
prove that there exists a δ > 0 such that
sup
t∈[0,T ]
EP
[
exp
(
δ|g(Mt, r˜t, rˆt)|2
)]
<∞. (3.17)
The validity of inequality (3.17) can be proven as in Step 1 in the proof of Lemma 2.1, where the
exponential moment bound of Lemma B.1 is replaced by the corresponding bound shown in Lemma
C.1 below. 
Remark 3.2.
(i) Due to Lemma E.1 in Appendix E below, there exists a unique ergodic invariant measure µ¯ in
Pr(M× R) with smooth Lebesgue-density for the augmented original system (3.5). The fact
that equation (3.5d) is not coupled to equations (3.5a)-(3.5c) allows us to conclude that µ¯ is
of the form
µ¯ = µ⊗ ρ on M× R, (3.18)
where µ is the unique ergodic invariant measure for the original system (3.4) as discussed
in Section 2 (see also Remark 2.4 above). Moreover, ρ denotes the unique ergodic invariant
measure for the process M given in equation (3.5d), where
ρ(dm) =
1
Z
e−
m4
2σ2 dm with Z =
∫
R
e−
m4
2σ2 dm, (3.19)
see e.g. [Pav14, Proposition 4.2, p. 110].
(ii) For the reduced system (3.6) there exists a unique ergodic invariant measure ν¯ in Pr(Mˆ×R)
with smooth Lebesgue-density (see Lemma E.2 below).
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Remark 3.3. In Subsection 3.4 below we present numerical results concerning the approximation
properties of the marginal measure ν¯r relative to µr. There the stochastic parameterizing manifold
(3.2) used to obtain the reduced system (3.6) is with respect to an Ornstein-Uhlenbeck (OU)-process
instead of the process M given in (3.3). Compared to an OU-process the process M in (3.3) enjoys
better dissipation properties. This allows us to prove inequality (3.17) in Lemma 3.1, which ensures
the applicability of Girsanov’s theorem to the transformed system (3.10).
3.2. Statement and proof of Theorem 3.1.
Theorem 3.1. Let µ(dr, dθ,dz) be the unique ergodic invariant measure for the original system (3.4).
The marginals of µ in the (r, z)-plane and along the radial component r in the phase space M are
denoted by µr,z and µr, respectively.
Let ν¯(dr, dθ,dm) be the unique ergodic invariant measure for the augmented reduced system (3.6)
and ν¯r its marginal along r. Furthermore, let
r∗ :=
 λ
2γ
+
1
2
√(
λ
γ
)2
+
2σ2
γ
 12 , (3.20)
which is the unique positive root of
λr − γr3 + σ
2
2r
= 0.
We consider the stochastic parameterizing manifold hτ defined in (3.2) for τ in (0,∞). Then there
exist constants c > 0 and C(r∗, µr, ν¯r) > 0 such that
DF (µr, ν¯r) ≤ C(r∗, µr, ν¯r) + c
(∫
R+×R2
|z − hτ (m, r)|4 µr,z(dr, dz)⊗ ρ(dm)
) 1
4
, (3.21)
where F is as in (2.12) and the constants c and C(r∗, µr, ν¯r) are explicitly given by
c =
(
γ
q
)(∫ ∞
0
r4µr(dr)
) 1
4
,
with q as in (3.8) and
C(r∗, µr, ν¯r) = 2r∗ +
∫ ∞
r∗
rν¯r(dr) +
∫ ∞
r∗
rµr(dr). (3.22)
Proof. The proof of Theorem 3.1 is analogous to the proof of Theorem 2.2. We start by introducing
Markov semigroups for the original system (3.4), the corresponding reduced system (3.6) and the
transformed original system (3.10).
For R0 inM let (RR0t )t≥0 be the unique strong solution to the original system (3.4). The associated
Markov semigroup Pt is defined by
[Ptψ](R0) := EP
[
ψ
(
RR0t
)]
, ψ ∈ Cb(M), R0 ∈M, t ≥ 0. (3.23)
Due to Remark 2.4 above, there exists a unique ergodic invariant measure µ for Pt on M. Therefore,
by virtue of [DP06, Theorem 5.8, p. 73] it follows that Pt can be uniquely extended to L
2
µ(M) for all
t ≥ 0.
Similarly, for the reduced system (3.6) with unique strong solution (RˆRˆ0t )t≥0 as in (3.7), the Markov
semigroup Qt is given by
[Qtψ](Rˆ0) := EP
[
ψ
(
RˆRˆ0t
)]
, ψ ∈ Cb(Mˆ × R), Rˆ0 ∈ Mˆ × R, t ≥ 0. (3.24)
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Also for Qt there exists a unique ergodic invariant measure ν¯ in Pr(Mˆ×R) (see Remark 3.2 above).
Hence, [DP06, Theorem 5.8, p. 73] ensures that Qt is uniquely extendible to L
2
ν¯(Mˆ × R).
Next we turn to the transformed original system (3.10) with unique strong solution (R˜R0t )t≥0. For
every T∗ > 0, Lemma 3.1 ensures the existence of a probability measure P˜ = P˜T∗ on (Ω,B), which is
equivalent to P on BT∗ such that
P˜
(
R˜R0t ∈ Γ
)
= P
(
RR0t ∈ Γ
)
, Γ ∈ B(M), R0 ∈M, t ∈ [0, T∗]. (3.25)
As in (2.66) above, we conclude from identity (3.25) that transition probabilities of system (3.4) are
preserved in its transformed counterpart (3.10) up to a final time T∗. However, this only holds, if the
transformed original system (3.10) is viewed under the new probability measure P˜. We define
[P˜ T∗t ψ](R0) := EP˜
[
ψ
(
R˜R0t
)]
, ψ ∈ Cb(M), R0 ∈M, t ∈ [0, T∗]. (3.26)
Because of identity (3.25) and the fact that Pt is defined for all ψ in L
2
µ(M), we can set
[P˜ T∗t ψ](R0) := [Ptψ](R0), ψ ∈ L2µ(M), R0 ∈M, t ∈ [0, T∗]. (3.27)
Let e1, e2, e3 be the canonical basis vectors of R3. We consider subspaces of R3 of the form
Vr,z := span{e1, e3} and Vr := span{e1}.
Associated with these subspaces we introduce projections ΠV , for V = Vr,z and V = Vr, which are
defined as in (2.15) above. Furthermore, let
µr,z := Π
∗
Vr,zµ, µr := Π
∗
Vrµ, ν¯r := Π
∗
Vr ν¯.
We replace f in (2.80) by the following function defined as
f :R+ × R× R −→ R,
(r, z,m) 7→
(
γ
q
)2
r2(z − hτ (m, r))2,
(3.28)
where hτ is given in (3.2) for τ in (0,∞). The proof is now analogous to the proof of Theorem 2.2
starting from (2.70) and using the above definitions (3.23) - (3.28). The application of Lemma F.2 in
equation (2.104) is replaced by Lemma G.2. Additionally, Lemma G.1 replaces Lemma F.1 in (2.105).
Hence, for an arbitrary ϕ in F and δ > 0 we arrive at an inequality analogous to (2.111) of the
form∣∣∣∣∫
R+
ϕ(r)µr(dr)−
∫
R+
ϕ(r) ν¯r(dr)
∣∣∣∣ ≤ 4δ + 2r∗ + ∫ ∞
r∗
rν¯r(dr) +
∫ ∞
r∗
rµr(dr)
+
(
δ +
(
γ
q
)2 ∫
R+×R
r2 (z − hτ (m, r))2 µr,z(dr, dz)
+m
2γ
q
1
T∗
∫ T∗
0
EP˜[r˜t(rˆt − r˜t)]dt
) 1
2
.
(3.29)
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Note that inequality (3.29) holds for all m in R. By integrating both sides of (3.29) w.r.t. ρ(dm)
defined in (3.19) from −a until a for an arbitrary a > 0 yields∣∣∣∣∣
∫
R+
ϕ(r)µr(dr)−
∫
R+
ϕ(r) ν¯r(dr)
∣∣∣∣∣ρ([−a, a])
≤ (4δ + C(r∗, µr, ν¯r)) ρ([−a, a])
+
(
δρ([−a, a]) +
(
γ
q
)2 ∫ a
−a
(∫
R+×R
r2 (z − hτ (m, r))2 µr,z(dr, dz)
)
ρ(dm)
+
∫ a
−a
mρ(dm)
2γ
q
1
T∗
∫ T∗
0
EP˜[r˜t(rˆt − r˜t)]dt
) 1
2
,
(3.30)
where the last inequality is due to the Cauchy-Schwarz inequality and the constant C(r∗, µr, ν¯r) is as
in (3.22). The symmetry of ρ implies that the last term in inequality (3.30) vanishes. Letting a tend
to infinity on both sides of (3.30) and using the monotone convergence theorem for the last term in
(3.30) results in∣∣∣∣∣
∫
R+
ϕ(r)µr(dr)−
∫
R+
ϕ(r) ν¯r(dr)
∣∣∣∣∣
≤ 4δ + C(r∗, µr, ν¯r)
+
(
δ +
(
γ
q
)2 ∫
R
(∫
R+×R
r2 (z − hτ (m, r))2 µr,z(dr, dz)
)
ρ(dm)
) 1
2
.
(3.31)
Taking the supremum over all ϕ in F on both sides of (3.31) and letting δ tend to zero yields
DF (µr, ν¯r) ≤ C(r∗, µr, ν¯r) + c
(∫
R+×R2
|z − hτ (m, r)|4 µr,z(dr, dz)⊗ ρ(dm)
) 1
4
, (3.32)
where we applied the Cauchy-Schwarz inequality. The constant c in (3.32) is given as
c =
(
γ
q
)(∫ ∞
0
r4µr(dr)
) 1
4
.
This completes the proof of Theorem 3.1. 
Corollary 3.1. Let the assumptions of Theorem 3.1 hold. If
C(r∗, µr, ν¯r) ≤
(∫
R+×R2
|z − hτ (m, r)|4 µr,z(dr, dz)⊗ ρ(dm)
) 1
4
, (3.33)
then
DF (µr, ν¯r) ≤ c
(∫
R+×R2
|z − hτ (m, r)|4 µr,z(dr, dz)⊗ ρ(dm)
) 1
4
, (3.34)
where
c = 1 +
(
γ
q
)(∫ ∞
0
r4µr(dr)
) 1
4
.
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3.3. Statement and proof of Theorem 3.2. The following Theorem 3.2 and the associated Corol-
lary 3.2 are the counterparts of Theorem 2.3 and Corollary 2.2 for the slow parameterizing manifold
case in Section 2.
Theorem 3.2. Let µ be the ergodic invariant measure for the original system (3.4) and denote by
µr,z and µr its marginals in the (r, z)-plane and along the radial part r, respectively. Let ν¯ be the
ergodic invariant measure for the reduced system (3.6) and ν¯r its marginal along r. Furthermore, let
rdet :=
√
λ
γ
, (3.35)
which is the unique positive root of
λr − γr3 = 0.
Recall the definition of F in (2.12). Then there exist constants c > 0 and C(λ, γ, σ, τ, ν¯r) > 0 such
that
DF (µr, ν¯r) ≤ C(λ, γ, σ, τ, ν¯r) + c
(∫
R+×R2
|z − hτ (m, r)|4 µr,z(dr, dz)⊗ ρ(dm)
) 1
4
, (3.36)
where
C(λ, γ, σ, τ, ν¯r) =
√
2
(
r2det
cτ
+
σ2
λ
)
+
∫ ∞
0
rν¯r(dr), (3.37)
and
c =
q + 2λ
qr2det
(∫ ∞
0
r4µr(dr)
) 1
4
,
with q as in (3.8).
Proof. The proof of Theorem 3.2 is analogous to the proof of Theorem 2.3 in Subsection 2.5 above.
We only replace the application of Lemma F.3 in (2.113) by Lemma G.3. 
Corollary 3.2. Let the assumptions of Theorem 3.2 hold. If
C(λ, γ, σ, τ, ν¯r) ≤
(∫
R+×R2
|z − hτ (m, r)|4 µr,z(dr, dz)⊗ ρ(dm)
) 1
4
,
then
DF (µr, ν¯r) ≤ c
(∫
R+×R2
|z − hτ (m, r)|4 µr,z(dr, dz)⊗ ρ(dm)
) 1
4
, (3.38)
where
c = 1 +
q + 2λ
qr2det
(∫ ∞
0
r4µr(dr)
) 1
4
.
3.4. Numerical results. The goal is here again to show numerically that the smallness of the pa-
rameterization defect of manifold functions hτ is a determinant factor for improving the modeling
skills of a reduced system based on hτ . We fix the parameter regime in Table 4. Figure 4 shows
Table 4. Parameter regime: Case IV
λ f γ  σ
Case IV 10−3 10 1 10 0.3
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three snapshots of the stochastic parameterizing manifold hτ (see Remark 3.3 above) together with
the deterministic slow manifold h in yellow. The normalized parameterization defect Q for hτ can
be estimated to Q = 3.9 × 10−1. Here Q is analogous to the quantity defined in (2.114) above with
hτ instead of the slow manifold h. For these computations the parameter τ was obtained through
minimization of the normalized parameterization defect. In contrast, the slow manifold only achieves
a normalized parameterization defect of Q = 1.1867 > 1.
Figure 4. Scatter plot. Here, three snapshots of the stochastic slow PM, hτ , are shown in respec-
tively cyan, blue and red. The deterministic slow manifold is shown here in yellow, for comparison.
The normalized parameterization defect for the slow manifold is Q = 1.1867 > 1, and thus the slow
manifold function is no-longer a PM for this parameter regime. On the other hand this defect is
Q = 3.9× 10−1 for hτ .
In Figure 5 we find further evidence for the suitability of the stochastic parameterizing manifold
for reducing the original system (2.20) for the parameter regime in Table 4. In the right panel we
see agreement between the radial pdf of the original and reduced system in Eq. (3.4) and Eq. (3.6),
respectively. In contrast the corresponding pdf for the reduced system obtain by means of the slow
manifold (Eq. (2.21) above) is far off.
Appendix A. Properties of DF(n)
Lemma A.1. For a positive integer n in N consider the following set of functions
F (n) := {ϕ : Rn → R measurable | ‖ϕ‖Lip ≤ 1, ϕ(0) = 0},
where ‖ · ‖Lip is defined as in (2.11). Let Pr0(Rn) be a subset of probability measures on Rn of the
form
Pr0(Rn) :=
{
µ ∈ Pr(Rn) :
∫
Rn
|x|µ(dx) <∞, µ({0}) = 0
}
.
Then,
DF(n)(µ, ν) := sup
ϕ∈F
∣∣∣ ∫ ϕdµ− ∫ ϕdν∣∣∣ (A.1)
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Figure 5. Modeling skills using the stochastic slow PM, hτ , given by (3.2). The parameter
τ is chosen here after minimization of the defect.
defines a metric on Pr0(Rn).
Proof. Let µ and ν be in Pr0(Rn). Firstly, the fact that DF(n)(µ, ν) <∞ follows from an application
of the triangular inequality and the assumption that µ and ν have bounded first moments. Secondly,
symmetry and transitivity for DF(n) are due to the absolute value in definition (A.1). It is left to show
that
DF(n)(µ, ν) = 0, iff. µ = ν.
Firstly, if µ = ν, then the definition of DF(n) in (A.1) clearly yields that
DF(n)(µ, ν) = 0.
Secondly, let ∫
Rn
ϕ(x)µ(dx) =
∫
Rn
ϕ(x)ν(dx), for all ϕ ∈ F (n). (A.2)
We need to show that assumption (A.2) implies that the probability measures µ and ν are identical.
From [Kle08, Lemma 1.42, p. 20] and the fact that the compact sets of Rn generate the Borel-σ
algebra B(Rn), we need to show that
µ(K) = ν(K), for all compact K ⊂ Rn. (A.3)
Let K be a compact subset of Rn. If 0 is not an element of K, then the equality
µ(K) = ν(K)
follows, using the same argument as in the proof of [Kle08, Theorem 13.11, p. 249]. For the case of
0 being an element of K we make the following modifications. Firstly, from the assumption that 0 is
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contained in K it follows that there exists an ε1 > 0 such that
Bε(0) ⊂ K for all, ε < ε1,
where Bε(0) denotes the ε-ball around 0 in Rn. Let
ρ :R −→ [0, 1],
t 7→ min{max{t, 0}, 1}, (A.4)
and for ε < ε1,
ρK,ε(x) =
{
1− ρ(3ε−1dist(x,K)), if dist (x,Bε(0)) > 0,
ρ
(
3ε−1dist
(
x,B ε
3
(0)
))
, otherwise .
(A.5)
The function dist(·,K) denotes the minimal distance between a point x in Rn and the set K. It holds
that
ρK,ε(x)→ 1K\{0}(x), as ε→ 0, for all x ∈ Rn.
Therefore,
µ (K \ {0}) = lim
ε→0
∫
Rn
ρK,ε(x)µ(dx) (due to the dominated convergence theorem)
= lim
ε→0
3ε−1
∫
Rn
ε
3
ρK,ε(x)µ(dx)
= lim
ε→0
3ε−1
∫
Rn
ε
3
ρK,ε(x)ν(dx) (since 3
−1ερK,ε ∈ F (n) for all ε < ε1 and (A.2))
= lim
ε→0
∫
Rn
ρK,ε(x)ν(dx) (due to the dominated convergence theorem)
= ν(K \ {0}).
Because
µ({0}) = 0 = ν({0}),
we obtain that
µ(K) = ν(K),
and identity (A.3) follows.

Appendix B. Exponential moment bounds for systems (2.21) and (2.24) in Section 2
Lemma B.1. For Rˆ0 = (rˆ0, θˆ0) in Mˆ let (RˆRˆ0t )t≥0 with
RˆRˆ0t = (rˆt, θˆt), t ≥ 0,
be the unique strong solution to the reduced system (2.21). Furthermore, let (R˜R˜0t )t≥0 with
R˜R˜0t = (r˜t, θ˜t, z˜t), t ≥ 0,
be the unique strong solution to the transformed original system (2.24) for an initial value
R˜0 = (r˜0, θ˜0, z˜0) in M.
For constants α, β, η > 0, we introduce the function V by
V :R+ × R× R+ −→ R,
(r˜, z˜, rˆ) 7→ αr˜2 + βz˜2 + αrˆ2. (B.1)
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Furthermore, let
Q(r˜, z˜, rˆ) := exp (V (r˜, z˜, rˆ)) .
Then, there exist parameter choices α, β, η > 0 such that for all T > 0 there is a constant
C = C(T, rˆ0, r˜0, z˜0) > 0,
such that
EP [Q(r˜t, z˜t, rˆt)] ≤ C, for all t ∈ [0, T ]. (B.2)
Proof. In the following, our goal is to show that there are choices of parameters α β and η in the
definition of V in (B.1) such that for every T > 0 there exists a constant CT > 0, which is also
dependent on the initial values r˜0, z˜0 and rˆ0 such that
EP [Q(r˜t, z˜t, rˆt)] ≤ CT , for all t ∈ [0, T ]. (B.3)
Let T > 0. In order to show inequality (B.3) we apply Itoˆ’s formula10 to the stochastic process
(Q(r˜t, z˜t, rˆt))t∈[0,T ] and obtain P-a.s. for all t in [0, T ]
dQ(r˜t, z˜t, rˆt) =
〈
∇Q(r˜t, z˜t, rˆt),
 dr˜tdz˜t
drˆt
〉+ 1
2
〈
D2Q(r˜t, z˜t, rˆt)
 dr˜tdz˜t
drˆt
 ,
 dr˜tdz˜t
drˆt
〉
= A+B.
(B.4)
For term A in (B.4) we have that
A =
〈
2Q(r˜t, z˜t, rˆt)
 αr˜tβz˜t
ηrˆt
 ,
 −qr˜t − γr˜tz˜t + σ
2
2r˜t
+ (q + λ)rˆt
−1
(
z˜t − r˜2t
)
λrˆt − γrˆ3t + σ
2
2rˆt
 dt〉
+
〈
2Q(r˜t, z˜t, rˆt)
 αr˜tβz˜t
ηrˆt
 ,
 σdW rtσ√

dW 3t
σdW rt
〉 .
(B.5)
Evaluating the scalar products in (B.5) yields
A = 2Q(r˜t, z˜t, rˆt)
(
− αqr˜2t −
β

z˜2t +
(
β

− αγ
)
z˜tr˜
2
t + α(q + λ)r˜trˆt
+ ληrˆ2t − γηrˆ4t +
ασ2
2
+
ησ2
2
)
dt
+ dN1t + dN
2
t + dN
3
t ,
(B.6)
where the stochastic processes N1 = (N
1
t )t∈[0,T ], N2 = (N2t )t∈[0,T ] and N3 = (N3t )t∈[0,T ] are given by
N1t =
∫ t
0
2ασQ(r˜s, z˜s, rˆs)r˜sdW
r
s , t ∈ [0, T ],
N2t =
∫ t
0
2βσ√

Q(r˜s, z˜s, rˆs)z˜sdW
3
s , t ∈ [0, T ],
N3t =
∫ t
0
2ησQ(r˜s, z˜s, rˆs)rˆsdW
r
s , t ∈ [0, T ].
(B.7)
10See e.g. [IW92, Theorem 5.1, p. 66-67].
38 M. D. CHEKROUN, J. S. W. LAMB, C. J. PANGERL, AND M. RASMUSSEN
Since the processes (2ασQ(r˜t, z˜t, rˆt)r˜t)t∈[0,T ], (
2βσ√

Q(r˜t, z˜t, rˆt)z˜t)t∈[0,T ] and (2ησQ(r˜t, z˜t, rˆt)rˆt)t∈[0,T ] are
continuous P-a.s., it follows that
P
(∫ T
0
|2ασQ(r˜t, z˜t, rˆt)r˜t|2 dt <∞
)
= P
(∫ T
0
∣∣∣∣2βσ√ Q(r˜t, z˜t, rˆt)z˜t
∣∣∣∣2 dt <∞
)
= P
(∫ T
0
|2ησQ(r˜t, z˜t, rˆt)rˆt|2 dt <∞
)
= 1.
(B.8)
Let the sequences of stopping times11 (τ1n)n∈N, (τ2n)n∈N and (τ3n)n∈N be defined as
τ1n = inf
{
t ∈ [0, T ] :
∫ t
0
|2ασQ(r˜s, z˜s, rˆs)r˜s|2 ds > n
}
∧ T,
τ2n = inf
{
t ∈ [0, T ] :
∫ t
0
∣∣∣∣2βσ√ Q(r˜s, z˜s, rˆs)z˜s
∣∣∣∣2 ds > n
}
∧ T,
τ3n = inf
{
t ∈ [0, T ] :
∫ t
0
|2ησQ(r˜s, z˜s, rˆs)rˆs|2 ds > n
}
∧ T.
(B.9)
From (B.8) it follows that (τ in)n∈N, i = 1, 2, 3, are monotonically increasing in n and
lim
n→∞ τ
i
n = T, P− a.s., for i = 1, 2, 3. (B.10)
Therefore, the stopped processes (N i
t∧τ in)t∈[0,T ], i = 1, 2, 3, are martingales for all n in N. In addition,
let (τn)n∈N be defined as
τn := τ
1
n ∧ τ2n ∧ τ3n, for n ∈ N. (B.11)
Note that the stopping times (τn)n∈N are again monotonically increasing and it holds that
lim
n→∞ τn = T, P− a.s. (B.12)
The stochastic processes (N it∧τn)t∈[0,T ], i = 1, 2, 3, are also martingales for all n in N. In other words
the processes (N it )t∈[0,T ], i = 1, 2, 3, are local martingales
12.
For the term B in (B.4) we obtain for all t in [0, T ] that
B =
(
2α2σ2r˜2t + 4αησ
2r˜trˆt + 2η
2σ2rˆ2t +
2σ2

β2z˜2t + σ
2
(
α+ η +
β

))
Q(r˜t, z˜t, rˆt)dt. (B.13)
Combining A in (B.6) and B in (B.13) yields
A+B = Q(r˜t, z˜t, rˆt)
( (
2α2σ2 − 2qα) r˜2t + (2σ2 β2 − 2β
)
z˜2t +
(
2β

− 2αγ
)
z˜tr˜
2
t
+
(
4αησ2 + 2α(q + λ)
)
r˜trˆt
+ (2ληrˆ2t − 2γηrˆ4t )
+ 2η2σ2rˆ2t
+ C1
)
dt
+ dN1t + dN
2
t + dN
3
t ,
(B.14)
11As usual we set inf ∅ :=∞.
12See e.g. [KS98, 2.24 Proposition, p. 147].
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where
C1 = σ
2(α+ η) + σ2
(
α+ η +
β

)
.
By choosing
β =
1
σ2
and α =
1
σ2γ
, (B.15)
we achieve that the second and third term on the RHS of (B.14) vanish. Inserting (B.14) into (B.4)
with parameter choices as in (B.15) and introducing the stopping time τn in (B.11) for an arbitrary n
in N yields P-a.s. for all t in [0, T ]
Q(r˜t∧τn , z˜t∧τn , rˆt∧τn) = Q(r˜0, z˜0, rˆ0)
+
∫ t∧τn
0
Q(r˜s, z˜s, rˆs)
( (
2α2σ2 − 2qα) r˜2s + (4αησ2 + 2α(q + λ)) r˜srˆs
+ (2ληrˆ2s − 2γηrˆ4s) + 2η2σ2rˆ2s + C1
)
ds
+N1t∧τn +N
2
t∧τn +N
3
t∧τn .
(B.16)
We set
η = α. (B.17)
Furthermore, a straight-forward computation shows that for every ρ > 2λη there exists a constant
Cρ > 0 such that
2ληr2 − 2γηr4 ≤ −ρr2 + Cρ, for all r > 0, (B.18)
where Cρ is explicitly given by
Cρ =
(ρ
2
− λη
)(ρ+ 2λη
4γη
)
.
Additionally, an application of Young’s inequality yields P-a.s. for all t in [0, T ](
4αησ2 + 2α(q + λ)
)
r˜trˆt ≤ 2α2r˜2t +
1
2
(2ησ2 + q + λ)2rˆ2t . (B.19)
Using inequalities (B.18) and (B.19) in (B.16) results P-a.s. for all t in [0, T ] in
Q(r˜t∧τn , z˜t∧τn , rˆt∧τn) ≤ Q(r˜0, z˜0, rˆ0)
+
∫ t∧τn
0
Q(r˜s, z˜s, rˆs)
( (
2α2σ2 − 2qα+ 2α2) r˜2s
+
(
2η2σ2 − ρ+ 1
2
(2ησ2 + q + λ)2
)
rˆ2s + Cρ + C1
)
ds
+N1t∧τn +N
2
t∧τn +N
3
t∧τn .
(B.20)
Recall our particular choices of α and η in (B.15) and (B.17), respectively. By setting
q =
1
γ
(
1 +
1
σ2
)
and ρ = max
{
2η2σ2 +
1
2
(2ησ2 + q + λ)2, 2λη + 1
}
, (B.21)
we observe that the first and second term under the deterministic integral on the RHS of (B.20)
vanish. Hence, we obtain P-a.s. for all t in [0, T ]
Q(r˜t∧τn , z˜t∧τn , rˆt∧τn) ≤ Q(r˜0, z˜0, rˆ0) + C2
∫ t∧τn
0
Q(r˜s, z˜s, rˆs)ds
+N1t∧τn +N
2
t∧τn +N
3
t∧τn ,
(B.22)
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where
C2 := Cρ + C1.
Note that the process (Q(r˜t, z˜t, rˆt))t∈[0,T ] is positive P-a.s. for all t in [0, T ]. Therefore, we also have
P-a.s. for all t in [0, T ] that
Q(r˜t∧τn , z˜t∧τn , rˆt∧τn) ≤ Q(r˜0, z˜0, rˆ0) + C2
∫ t
0
Q(r˜s∧τn , z˜s∧τn , rˆs∧τn)ds
+N1t∧τn +N
2
t∧τn +N
3
t∧τn .
(B.23)
For simplicity we define the family of process (Nt∧τn)t∈[0,T ] for all n in N by
Nt∧τn := N
1
t∧τn +N
2
t∧τn +N
3
t∧τn , t ∈ [0, T ]. (B.24)
Applying Gronwall’s inequality to (B.23) yields P-a.s. for all t in [0, T ] that
Q(r˜t∧τn , z˜t∧τn , rˆt∧τn) ≤ (Q(r˜0, z˜0, rˆ0) +Nt∧τn)
+ C2
∫ t
0
eC2(t−s) (Q(r˜0, z˜0, rˆ0) +Ns∧τn) ds.
(B.25)
Recall that the stochastic processes (N1t∧τn)t∈[0,T ], (N
2
t∧τn)t∈[0,T ] and (N
3
t∧τn)t∈[0,T ] are martingales for
all n in N. Hence,
EP[Nt∧τn ] = 0, for all t ∈ [0, T ] and n ∈ N. (B.26)
In addition we have for all n in N and t in [0, T ] that∫ t
0
e−C2sEP[|Ns∧τn |]ds ≤
3∑
i=1
∫ t
0
e−C2sEP[
∣∣N is∧τn∣∣]ds
≤
3∑
i=1
∫ t
0
e−C2s
(
EP[
∣∣N is∧τn∣∣2]) 12 ds (due to Cauchy-Schwarz ineq.)
=
3∑
i=1
∫ t
0
e−C2s
(
EP
[〈
N i
〉
s∧τn
]) 1
2
ds (due to Itoˆ’s isometry)
≤ 3
√
n
C2
. (due to (B.9) and (B.11))
(B.27)
Therefore, Fubini’s theorem is applicable and we obtain
EP
[∫ t
0
e−C2sNs∧τnds
]
=
∫ t
0
e−C2sEP[Ns∧τn ]ds = 0, for all t ∈ [0, T ] and n ∈ N. (B.28)
By taking expectations on both sides of (B.25) we obtain, using (B.26) and (B.28), that
EP [Q(r˜t∧τn , z˜t∧τn , rˆt∧τn)] ≤ Q(r˜0, z˜0, rˆ0)eC2T , for all t ∈ [0, T ] and n ∈ N. (B.29)
Because of (B.12), we obtain for all t in [0, T ] by virtue of Fatou’s lemma
EP [Q(r˜t, z˜t, rˆt)] ≤ lim inf
n→∞ EP [Q(r˜t∧τn , z˜t∧τn , rˆt∧τn)] ≤ Q(r˜0, z˜0, rˆ0)e
C2T .
which completes the proof.

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Appendix C. Exponential moment bounds for systems (3.6) and (3.10) in Section 3
Lemma C.1. For Rˆ0 = (rˆ0, θˆ0,M0) in Mˆ × R let (RˆRˆ0t )t≥0 with
RˆRˆ0t = (rˆt, θˆt,Mt), t ≥ 0,
be the unique strong solution to the reduced system (3.6). Furthermore, let (R˜R˜0t )t≥0 with
R˜R˜0t = (r˜t, θ˜t, z˜t, M˜t), t ≥ 0,
be the unique strong solution to the transformed original system (3.10) for an initial value
R˜0 = (r˜0, θ˜0, z˜0, M˜0) in M× R.
For constants αi > 0, i = 1, . . . , 5, we introduce the function V by
V :R+ × R× R+ × R −→ R,
(r˜, z˜, rˆ,M) 7→ α1r˜2 + α2z˜2 + α3rˆ2 + α4M2rˆ2 + α5M2.
(C.1)
Furthermore, let
Q(r˜, z˜, rˆ,M) := exp (V (r˜, z˜, rˆ,M)) .
Then, there exist parameter choices αi > 0, i = 1, . . . , 5, such that for all T > 0 there is a constant
C = C(T, Rˆ0, R˜0) such that
EP [Q(r˜t, z˜t, rˆt,Mt)] ≤ C, for all t ∈ [0, T ]. (C.2)
Proof. In the following, our goal is to show that there are combinations of parameters αi, i = 1, . . . , 5,
in the definition of V such that for every T > 0 there exists a constant CT > 0, which is also dependent
on the initial values R˜0 and Rˆ0 such that
EP [Q(r˜t, z˜t, rˆt,Mt)] ≤ CT , for all t ∈ [0, T ]. (C.3)
In order to show inequality (C.3) we apply Itoˆ’s formula to the stochastic process (Q(r˜t, z˜t, rˆt,Mt))t∈[0,T ]
and obtain P-a.s. for all t in [0, T ]
dQ(r˜t, z˜t, rˆt,Mt) =
〈
∇Q(r˜t, z˜t, rˆt,Mt),

dr˜t
dz˜t
drˆt
dMt

〉
+
1
2
〈
D2Q(r˜t, z˜t, rˆt,Mt)

dr˜t
dz˜t
drˆt
dMt
 ,

dr˜t
dz˜t
drˆt
dMt

〉
= A+B.
(C.4)
For term A in (C.4) we have that
A =
〈
2Q(r˜t, z˜t, rˆt,Mt)

α1r˜t
α2z˜t
α3rˆt + α4M
2
t rˆt
α4Mtrˆ
2
t + α5Mt
 ,

−qr˜t − γr˜tz˜t + σ22r˜t + (q + λ)rˆt − γMtrˆt−1
(
z˜t − r˜2t
)
λrˆt − γcτ rˆ3t + σ
2
2rˆt
− γMtrˆt
−1M3t
 dt
〉
+
〈
2Q(r˜t, z˜t, rˆt,Mt)

α1r˜t
α2z˜t
α3rˆt + α4M
2
t rˆt
α4Mtrˆ
2
t + α5Mt
 ,

σdW rt
σ√

dW 3t
σdW rt
σ√

dW 4t

〉
.
(C.5)
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Evaluating the scalar products in (C.5) yields
A = 2Q(r˜t, z˜t, rˆt,Mt)
(
− α1qr˜2t −
α2

z˜2t +
(α2

− α1γ
)
z˜tr˜
2
t + α1(q + λ)r˜trˆt
+ λα3rˆ
2
t − γcτα3rˆ4t
+M2t (λα4rˆ
2
t − γcτα4rˆ4t )
+
α4σ
2
2
M2t −
α5

M4t
− α1γr˜trˆtMt − α3γMtrˆ2t − α4γrˆ2tM3t −
α4

rˆ2tM
4
t
+
α1σ
2
2
+
α3σ
2
2
)
dt
+ dN1t + dN
2
t + dN
3
t + dN
4
t ,
(C.6)
where the stochastic processes N1 = (N
1
t )t∈[0,T ], N2 = (N2t )t∈[0,T ], N3 = (N3t )t∈[0,T ] and N4 =
(N4t )t∈[0,T ] are given by
N1t =
∫ t
0
2α1σr˜sQ(r˜s, z˜s, rˆs,Ms)dW
r
s , t ∈ [0, T ],
N2t =
∫ t
0
2α2σ√

z˜sQ(r˜s, z˜s, rˆs,Ms)dW
3
s , t ∈ [0, T ],
N3t =
∫ t
0
2σ(α3rˆs + α4M
2
s rˆs)Q(r˜s, z˜s, rˆs,Ms)dW
r
s , t ∈ [0, T ],
N4t =
∫ t
0
2σ√

(α4Msrˆ
2
s + α5Ms)Q(r˜s, z˜s, rˆs,Ms)dW
4
s , t ∈ [0, T ].
(C.7)
Similarly to (B.11) in the proof of Lemma B.1 above, it follows that there exists an increasing sequence
of stopping times (τn)n∈N such that the stopped processes (N it∧τn)t∈[0,T ], i = 1, 2, 3, 4, are martingales
for all n in N. For the term B in (C.4) we obtain for all t in [0, T ] that
B = σ2
(
α1 + α3 +
α2

+
α5

+ 2α21r˜
2
t +
2α22

z˜2t +
(
α4 +
2α25

)
M2t
+
(
2α23 +
α4

)
rˆ2t + 4
(α4α5

+ α3α4
)
M2t rˆ
2
t
+
2α24

M2t rˆ
4
t + 2α
2
4M
4
t rˆ
2
t
+ 4α1α3r˜trˆt + 4α1α4M
2
t rˆtr˜t
)
Q(r˜t, z˜t, rˆt,Mt)dt.
(C.8)
We set
q =
1
γ
(
1 +
5
2σ2
)
, α1 =
1
σ2γ
, α2 =
1
σ2
, α3 = α5 = 1 and α4 ∈ (0, α∗4), (C.9)
where
α∗4 = min
{
γcτ 
σ2
,
2
(2σ2 + 2σ4 + γ)
}
.
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Analogously to equations (B.14)-(B.20) we deduce, using the parameter choices in (C.9), the existence
of a positive constant C (independent of n in N) such that P-a.s. for all t in [0, T ] it holds that
Q(r˜t∧τn , z˜t∧τn , rˆt∧τn ,Mt∧τn) ≤ Q(r˜0, z˜0, rˆ0,M0) + C
∫ t∧τn
0
Q(r˜s, z˜s, rˆs,Ms)ds
+N1t∧τn +N
2
t∧τn +N
3
t∧τn +N
4
t∧τn .
(C.10)
Applying the analogous reasoning as in lines (B.23)–(B.28) in the proof of Lemma B.1 above yields
EP [Q(r˜t∧τn , z˜t∧τn , rˆt∧τn ,Mt∧τn)] ≤ Q(r˜0, z˜0, rˆ0,M0)eCT , for all n ∈ N and t ∈ [0, T ].
By virtue of Fatou’s lemma we obtain for all t in [0, T ] that
EP [Q(r˜t, z˜t, rˆt,Mt)] ≤ lim inf
n→∞ EP [Q(r˜t∧τn , z˜t∧τn , rˆt∧τn ,Mt∧τn)] ≤ Q(r˜0, z˜0, rˆ0,M0)e
CT ,
which yields (C.3) and completes the proof. 
Appendix D. Existence and uniqueness of invariant measures for systems (2.20) and
(2.21)
Lemma D.1. Recall the set M defined in (2.3). For the original system (2.20) we introduce the
following Lyapunov function13 V on M. Let
V :M−→ R+,
(r, θ, z) 7→ α1r2 + α2θ + (α3z − p)2 + 1,
(D.1)
with
α1 =
1
γ
, α2, α3 = 1 and p =
1 + 2λ
2γ
. (D.2)
Associated with V we consider the space of functions FV given by
FV := {ϕ :M→ R | ϕ is measurable and ‖ϕ‖V <∞} ,
where
‖ϕ‖V := sup
(r,θ,z)∈M
|ϕ(r, θ, z)|
V (r, θ, z)
.
Let Pt be the Markov semigroup induced by the original system (2.20). Then, there exists a unique
ergodic invariant measure µ for Pt with smooth density w.r.t. the Lebesgue measure on M. In
addition, it holds that ∫
R+
r2µr(dr) <∞, (D.3)
where µr denotes the marginal of µ along the radial part in the phase space M. Furthermore, there
exist constants C, κ > 0 and an initial time t0 > 0 such that for all initial values (r, θ, z) inM it holds
that ∣∣∣∣Ptϕ(r, θ, z)− ∫M ϕdµ
∣∣∣∣ ≤ Ce−κtV (r, θ, z), for all t > t0. (D.4)
Proof. Step 1: Existence of invariant measures. Let Pt denote the Markov semigroup for the
original system (2.20) as defined in (2.61) above. Our goal is to apply [DP06, Proposition 7.10, p. 99].
For this purpose, note that for the choices of parameters α1, α2, α3, p > 0 in (D.2) the sub-level sets
Ka := {(r, θ, z) ∈M : V (r, θ, z) ≤ a}, a > 0, (D.5)
13The sub-level sets Ka := {(r, θ, z) ∈ M : V (r, θ, z) ≤ a} are compact in M for all a > 0 and V (r, θ, z) → ∞ as
|(r, θ, z)| → ∞.
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are compact in M for all a > 0. For R0 = (r0, θ0, z0) in M let (RR0t )t≥0 with
RR0t := (rt, θt, zt), t ≥ 0,
be the unique strong solution to system (2.20). By applying Itoˆ’s formula to the process (V (rt, θt, zt))t≥0
we obtain, using Gronwall’s inequality,
EP[V (rt, θt, zt)] ≤ e−ρtV (r0, θ0, z0) + C, for all t ≥ 0, (D.6)
where
ρ = min
{
1, −1
}
and C = 2pi +
1
ρ
((
2α1 +
α23

)
σ2 +
p2

)
.
We note that inequality (D.6) can also be expressed in terms of the Markov semigroup Pt as
PtV (r0, θ0, z0) ≤ e−ρtV (r0, θ0, z0) + C, for all (r0, θ0, z0) ∈M and t ≥ 0. (D.7)
The existence of at least one invariant measure for Pt now follows from [DP06, Proposition 7.10, p.
99].
Step 2: Strong Feller14 property. We write the original system (2.20) in the form
d
rθ
z
 = V0(r, θ, z)dt+ V1dW rt + V2(r)dW θt + V3dW 3t , (D.8)
where
V0(r, θ, z) =
λr − γrz + σ22rf
−1
(
z − r2)
 , V1 = σ
10
0
 , V2(r) = σ
01
r
0
 , V3 = σ√

00
1
 .
The generator of the Markov semigroup Pt is then given by the second-order differential operator L
with
Lϕ := V0 · ∇ϕ+ 1
2
3∑
j=1
V 2jj∂
2
jϕ, ϕ ∈ C2b (M), (D.9)
where Vjj denotes the j-th. entry of Vj , j = 1, 2, 3, and
∂1 := ∂r, ∂2 := ∂θ, ∂3 := ∂z and ∇ := (∂1, ∂2, ∂3)T .
In the following we will refer to L also as (backward) Kolmogorov operator. We can verify Ho¨rmander’s
bracket condition for L in (D.9) (see e.g. [Ho¨r67]), which implies that L is hypoelliptic. This yields
the strong Feller property for the Markov semigroup Pt (see e.g. [Pav14, Theorem 6.1, p. 188], [Hai10,
Theorem 6.3, p. 26] or [Bas98, Theorem 5.6, Chapter VIII, p. 214]).
Step 3: Irreducibility15. Let T > 0. We consider the following control system for t in [0, T ]
associated with the original system (1.1) in Cartesian coordinates. Let
dφ1
dt
= λφ1 − fφ2 − γφ1φ3 + σu1t (D.10a)
dφ2
dt
= fφ1 + λφ2 − γφ2φ3 + σu2t (D.10b)
dφ3
dt
= −1

(φ3 − φ21 − φ22) +
σ√

u3t , (D.10c)
14See e.g. [DP06, Definition 5.2(ii), Chapter 5, p. 70].
15See e.g. [DP06, Definition 5.2(iii), Chapter 5, p. 70].
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where ui, i = 1, 2, 3, are elements of C([0, T ],R). For arbitrary x0 and x1 in R3 let
Φ : [0, T ] −→ R3,
t 7→
φ1(t)φ2(t)
φ3(t)
 , (D.11)
such that Φ(0) = x0 and Φ(T ) = x1. Moreover, we assume that Φ is an element of C
1([0, T ],R3). For
Φ in (D.11) we define ui, i = 1, 2, 3, for all t in [0, T ] as
u1t :=
1
σ
(
dφ1
dt
− λφ1 + fφ2 + γφ1φ3
)
u2t :=
1
σ
(
dφ2
dt
− fφ1 − λφ2 + γφ2φ3
)
u3t :=
√

σ
(
dφ3
dt
+
1

φ3 − 1

φ21 −
1

φ22
)
.
(D.12)
It then follows that Φ given in (D.11) satisfies the control problem (D.10) for the controls ui, i = 1, 2, 3,
defined in (D.12). The irreducibility of the Markov semigroup Pt then follows from [SV72, Theorem
5.2].
Doob’s theorem [DPZ96, Theorem 4.2.1(ii), Chapter 4, p. 43] together with [DPZ96, Theorem
3.2.6, Chapter 3, p. 28] now ensures that there exists a unique ergodic invariant measure µ in Pr(M)
for the Markov semigroup Pt. Furthermore, due to [Bas98, (5.6) Theorem, Chapter VIII, p. 214]
and [DPZ96, 4.2.1(iii), Chapter 4, p. 43], µ has a smooth density w.r.t. the Lebesgue measure onM.
Step 4: Proof of (D.4). In order to show inequality (D.4) we rely on [CTDN17]. In this respect, it
is left to prove that there exists a constant a > 0 such that
LV ≤ aV, (D.13)
where L is the Kolmogorov operator defined in (D.9) and V is the Lyapunov function introduced in
(D.1). Let (r, θ, z) in M. By applying L to V we obtain
LV (r, θ, z) ≤ a˜(V (r, θ, z)− 1) + c,
where
a˜ = max{1, −1} and c = f + 2σ
2
γ
+
1

(
σ2 +
(
1 + 2λ
2γ
)2)
.
Hence,
LV (r, θ, z) ≤ aV (r, θ, z), with a = max{a˜, c},
which is (D.13). Inequalities (D.7) and (D.13) together with the fact that Pt is strongly Feller and
irreducible yields inequality (D.4) by virtue of [CTDN17].
Finally, the moment bound (D.3) now follows from estimate (D.4). 
Remark D.1. Let µ be the unique ergodic invariant measure for the Markov semigroup Pt of the
original system (2.20). Without proof we remark that it also holds∫
R+×R
r4(z − r2)4µr,z(dr, dz) <∞,
where µr,z denotes the marginal of µ along the (r, z)-plane (see (2.69) above).
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Lemma D.2. Let Qt be the Markov semigroup induced by the reduced system (2.21). Then there
exists a unique ergodic invariant measure ν in Pr(Mˆ) with smooth Lebesgue-density on Mˆ. In
addition, a bound analogous to (D.4) holds for Qt. Furthermore,∫
R+
r2νr(dr) <∞,
where νr denotes the marginal of ν along the radial direction in the phase space Mˆ.
Proof. The proof is analogous to the proof of Lemma D.1. 
Appendix E. Existence and uniqueness of invariant measures for systems (3.5) and
(3.6)
Lemma E.1. There exists a unique ergodic invariant measure µ¯ in Pr(M× R) for the augmented
original system (3.5). Moreover, µ¯ has a smooth density w.r.t. the Lebesgue measure on M× R. In
addition, a bound analogous to (D.4) holds.
Proof. Step 1: Existence of invariant measures. The proof is analogous to the first step in the
proof of Lemma (D.1). We define the function
V :M× R −→ R+,
(r, θ, z,M) 7→ α1r2 + α2θ + (α3z − p)2 + α4M2 + 1,
(E.1)
where
α1 =
1
γ
, α2, α3, α4 = 1 and p =
1 + 2λ
2γ
. (E.2)
Note that all sub-level sets of V in (E.1) are compact inM×R for the choice of parameters in (E.2).
Using Itoˆ’s formula and Gronwall’s inequality we obtain that
EP[V (rt, θt, zt,Mt)] ≤ e−ρtV (r0, θ0, z0,M0) + C,
where
ρ = min{1, −1} and C = 2pi + 1
ρ
((
2α1 +
α23

+
α4

)
σ2 +
2α4

+
p2

)
.
The existence of at least one invariant measure for the Markov semigroup Pt of the augmented original
system (3.5) follows now from [DP06, Proposition 7.10, p. 99].
Step 2: Strong Feller property and irreducibility. The strong Feller property and irreducibility
for Pt follow by the same arguments as in the second and third step in the proof of Lemma D.1.
By Doob’s theorem [DPZ96, Theorem 4.2.1(ii), Chapter 4, p. 43] together with [DPZ96, Theorem
3.2.6, Chapter 3, p. 28] and [Bas98, (5.6) Theorem, Chapter VIII, p. 214] there exists a unique ergodic
invariant measure with smooth Lebesgue-density for the Markov semigroup Pt associated with system
(3.5).
Using the same argument as in the fourth step of Lemma D.1, we can show a bound analogous to
(D.4) for the augmented original system (3.5). 
Lemma E.2. The Markov semigroup Qt associated with the reduced system (3.6) has a unique ergodic
invariant measure ν¯ with smooth Lebesgue-density on Mˆ × R. Furthermore, a bound analogous to
(D.4) holds for Qt.
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Proof. Step 1: Existence of invariant measures. In the first step we prove the existence of at
least one invariant measure for the Markov semigroup Qt associated with the reduced system (3.6).
We define
V :Mˆ × R −→ R+,
(r, θ,M) 7→ α1r2 + α2θ + α3M2 + 1,
(E.3)
where
α1, α2 = 1 and α3 =
γ
cτ
.
Proceeding as in the proof of Lemmas (D.1) and (E.1) yields the existence of constants ρ > 0 and
C > 0 such that
EP[V (rt, θt,Mt)] ≤ e−ρtV (r0, θ0,M0) + C, for all t ≥ 0,
which implies the existence of at least one invariant measure for Qt, due to [DP06, Proposition 7.10,
p. 99].
Step 2: Strong Feller property and irreducibility. The strong Feller property and irreducibility
for Qt can be shown as in the second and third step in the proof of Lemma D.1.
Lastly, Doob’s theorem [DPZ96, Theorem 4.2.1(ii), Chapter 4, p. 43] together with [DPZ96, The-
orem 3.2.6, Chapter 3, p. 28] and [Bas98, (5.6) Theorem, Chapter VIII, p. 214] ensure the existence
of a unique ergodic invariant measure for Qt with smooth Lebesgue-density on Mˆ × R.
A bound analogous to (D.4) can be shown to hold for Qt using the same argument as in the fourth
step of Lemma D.1. 
Appendix F. Auxiliary inequalities for section 2
Lemma F.1. Let T > 0. Consider the unique strong solution (RˆRˆ0t )t∈[0,T ] of the reduced system
(2.21) to an initial value Rˆ0 = (rˆ0, θˆ0) in Mˆ. Given the radial component (rˆt)t∈[0,T ] of (RˆRˆ0t )t∈[0,T ] we
have the transformed original system (2.24). Let the stochastic process (R˜R0t )t∈[0,T ] with
R˜R0t = (r˜t, θ˜t, z˜t), t ∈ [0, T ],
be the unique strong solution of the transformed original system (2.24) to an initial value R0 in M,
where R0 = (r0, θ0, z0). In addition, let P˜ = P˜T be the probability measure given by (2.42) in Lemma
2.1. Then, we have for all t in [0, T ] that
EP˜
[|rˆt − r˜t|2] ≤ e−qt|rˆ0 − r0|2 + γ2
q
∫ t
0
e−q(t−s)EP˜
[
r˜2s(z˜s − r˜2s)2
]
ds. (F.1)
Proof. Let t be in [0, T ]. For brevity of notation we introduce the function
F :R+ −→ R,
r 7→ −γr3 + σ
2
2r
.
(F.2)
The radial component (rˆt)t∈[0,T ] of the reduced system (2.21) satisfies
rˆt = rˆ0 +
∫ t
0
(λrˆs + F (rˆs)) ds+
∫ t
0
σdW rs , t ∈ [0, T ]. (F.3)
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Recall the definition of g in (2.23). The radial part (r˜t)t∈[0,T ] of the transformed original system (2.24)
satisfies
r˜t = r0 +
∫ t
0
(λr˜s + F (r˜s)) ds−
∫ t
0
γr˜s(z˜s − r˜2s)ds
+
∫ t
0
σg(r˜s, rˆs)ds+
∫ t
0
σdW rs , t ∈ [0, T ].
(F.4)
Note that, by assumption, the process (rˆt)t∈[0,T ] on the RHS of equation (F.4) satisfies equation (F.3).
Since equations (F.3) and (F.4) are driven by the same Brownian motion W r, the difference between
rˆt and r˜t, t in [0, T ], satisfies
rˆt − r˜t = (rˆ0 − r0) +
∫ t
0
(−q(rˆs − r˜s) + F (rˆs)− F (r˜s)) ds
+
∫ t
0
γr˜s(z˜s − r˜2s)ds.
We also have P-a.s. for all t in [0, T ] that
|rˆt − r˜t|2 = |rˆ0 − r0|2 +
∫ t
0
(−2q|rˆs − r˜s|2 + 2 (F (rˆs)− F (r˜s)) (rˆs − r˜s)) ds
+
∫ t
0
2γr˜s(z˜s − r˜2s)(rˆs − r˜s)ds.
(F.5)
According to Lemma 2.1, the probability measures P and P˜ are equivalent, i.e. they share the same
null sets on (Ω,BT ). Therefore, identity (F.5) also holds P˜-a.s. for all t in [0, T ]. Differentiating both
sides of (F.5) results in
d
dt
|rˆt − r˜t|2 = −2q|rˆt − r˜t|2 + 2(F (rˆt)− F (r˜t))(rˆt − r˜t) + 2γr˜t(z˜t − r˜2t )(rˆt − r˜t). (F.6)
Since the function F in (F.2) is decreasing on R+, it follows for all t in [0, T ] that
(F (rˆt)− F (r˜t))(rˆt − r˜t) ≤ 0, P and P˜ almost surely.
Thus, P and P˜-a.s. for all t in [0, T ] we have that
d
dt
|rˆt − r˜t|2 ≤ −2q|rˆt − r˜t|2 + 2γr˜t(z˜t − r˜2t )(rˆt − r˜t). (F.7)
Applying Young’s inequality to the last term on the RHS of (F.7) yields
d
dt
|rˆt − r˜t|2 ≤ −q|rˆt − r˜t|2 + γ
2
q
r˜2t
(
z˜t − r˜2t
)2
, for all t ∈ [0, T ], P and P˜− a.s. (F.8)
Due to Gronwall’s inequality applied to (F.8), we arrive at
|rˆt − r˜t|2 ≤ e−qt|rˆ0 − r0|2 + γ
2
q
∫ t
0
e−q(t−s)r˜2s
(
z˜s − r˜2s
)2
ds, t ∈ [0, T ], P and P˜− a.s. (F.9)
Taking expectations w.r.t. P˜ on both sides of inequality (F.9) and applying Fubini’s theorem finally
yields
EP˜
[|rˆt − r˜t|2] ≤ e−qt|rˆ0 − r0|2 + γ2
q
∫ t
0
e−q(t−s)EP˜
[
r˜2s
(
z˜s − r˜2s
)2]
ds, t ∈ [0, T ], (F.10)
which is inequality (F.1) and completes the proof. 
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Lemma F.2. Let T > 0. We consider the unique strong solution (RˆRˆ0t )t∈[0,T ] of the reduced system
(2.21) for an initial value Rˆ0 = (rˆ0, θˆ0) in Mˆ. Given the radial part (rˆt)t∈[0,T ] of (RˆRˆ0t )t∈[0,T ] we have
the transformed original system (2.24). The stochastic process (R˜R0t )t∈[0,T ] with
R˜R0t = (r˜t, θ˜t, z˜t), t ∈ [0, T ],
is the unique strong solution to system (2.24) for an initial value R0 = (r0, θ0, z0) in M. Similarly,
the unique strong solution for the original system (2.20) to the initial value R0 shall be denoted by
(RR0t )t∈[0,T ] with
RR0t = (rt, θt, zt), t ∈ [0, T ].
Let the probability measure P˜ = P˜T with density DT w.r.t. P be defined as in (2.40) of Lemma 2.1.
Recall the definitions of r∗ in (2.50) and the space of test functions F in (2.12). Then, for all ϕ in F
and t in [0, T ] the following inequality holds∣∣EP[ϕ(rˆt)]− EP˜[ϕ(r˜t)]∣∣ ≤ 2r∗ + EP˜[|ϕ(rˆt)− ϕ(r˜t)|]
+ EP[|ϕ(rˆt)|1{rˆt>r∗}]
+ EP[|ϕ(rt)|1{rt>r∗}].
(F.11)
Proof. Let t be in [0, T ]. We define the following events in (Ω,BT ),
A1(t) = {r˜t, rˆt ≤ r∗},
A2(t) = {r˜t ≤ r∗, rˆt > r∗},
A3(t) = {r˜t > r∗, rˆt ≤ r∗},
A4(t) = {r˜t, rˆt > r∗}.
It follows that the sets Ai(t), i = 1, . . . , 4, are disjoint and Ω =
⋃4
i=1Ai(t). Therefore,∣∣EP[ϕ(rˆt)]− EP˜[ϕ(r˜t)]∣∣ = |EP[ϕ(rˆt)− ϕ(r˜t)DT ]|
=
∣∣∣∣∣
4∑
i=1
EP
[
(ϕ(rˆt)− ϕ(r˜t)DT )1Ai(t)
]∣∣∣∣∣ . (F.12)
For i = 1 we obtain
EP
[
(ϕ(rˆt)− ϕ(r˜t)DT )1A1(t)
]
= EP
[
(ϕ(rˆt)− ϕ(rˆt)DT + ϕ(rˆt)DT − ϕ(r˜t)DT )1A1(t)
]
= EP[(1−DT )ϕ(rˆt)1A1(t)] + EP[(ϕ(rˆt)− ϕ(r˜t))DT1A1(t)]
= EP[(1−DT )ϕ(rˆt)1A1(t)] + EP˜[(ϕ(rˆt)− ϕ(r˜t))1A1(t)].
(F.13)
Let i = 2. It is immediate that
EP
[
(ϕ(rˆt)− ϕ(r˜t)DT )1A2(t)
]
= −EP[ϕ(r˜t)DT1A2(t)] + EP[ϕ(rˆt)1A2(t)]. (F.14)
Let i = 3. Then,
EP
[
(ϕ(rˆt)− ϕ(r˜t)DT )1A3(t)
]
= EP[(1−DT )ϕ(rˆt)1A3(t)] + EP[(ϕ(rˆt)− ϕ(r˜t))DT1A3(t)]
= EP[(1−DT )ϕ(rˆt)1A3(t)] + EP˜[(ϕ(rˆt)− ϕ(r˜t))1A3(t)].
(F.15)
For i = 4 it holds that
EP
[
(ϕ(rˆt)− ϕ(r˜t)DT )1A4(t)
]
= EP[ϕ(rˆt)1A4(t)]− EP[ϕ(r˜t)DT1A4(t)]. (F.16)
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Inserting equations (F.13), (F.14), (F.15) and (F.16) into (F.12) and applying the triangular inequality
yields ∣∣EP[ϕ(rˆt)]− EP˜[ϕ(r˜t)]∣∣ ≤ 2r∗ + EP˜[|ϕ(rˆt)− ϕ(r˜t)|]
+ EP[|ϕ(rˆt)|1{rˆt>r∗}]
+ EP˜[|ϕ(r˜t)|1{r˜t>r∗}].
(F.17)
Inequality (F.11) now follows from identity (2.44) in Lemma 2.1 applied to the last term in equation
(F.17). 
Lemma F.3. Under the assumptions of Lemma F.2 it holds for all t in [0, T ] that∣∣EP[ϕ(rˆt)]− EP˜[ϕ(r˜t)]∣∣ ≤ e−λ2 trˆ0 + EP˜[|r˜t − rˆt|] + (q + λ)√λ
(∫ t
0
e−λ(t−s)EP˜[|rˆs − r˜s|2]ds
) 1
2
+
√
2
(
r2det +
σ2
λ
)
+ EP[rˆt],
(F.18)
where
rdet :=
√
λ
γ
,
denotes the radius of the limit cycle associated with systems (2.20) and (2.21) for σ = 0.
Proof. Let t ∈ [0, T ]. Due to the definitions of P˜ in (2.42) and F in (2.12) above, we have for all ϕ in
F that ∣∣EP[ϕ(rˆt)]− EP˜[ϕ(r˜t)]∣∣ = |EP[ϕ(rˆt)− ϕ(rˆt)DT + ϕ(rˆt)DT − ϕ(r˜t)DT ]|
≤ EP[rˆt] + EP˜[rˆt] + EP˜[|rˆt − r˜t|].
(F.19)
In order to derive inequality (F.18) we need to estimate the expected value of rˆt w.r.t. P˜. Recall that,
by virtue of Lemma 2.1, we have that the process (W˜ rt )t∈[0,T ] given by
W˜ rt =
∫ t
0
g(r˜s, rˆs)ds+W
r
t , t ∈ [0, T ], (F.20)
with g defined in (2.23), is a real-valued Brownian motion on (Ω,BT , (Bt)t∈[0,T ], P˜). Furthermore, the
radial component (rˆt)t∈[0,T ] of the reduced system (2.21) satisfies the integral equation
rˆt = rˆ0 +
∫ t
0
λrˆs − γrˆ3s +
σ2
2rˆs
ds+
∫ t
0
σdW rs , P− a.s. for all t ∈ [0, T ]. (F.21)
In addition we have, due to (F.20), for all t ∈ [0, T ] that
rˆt = rˆ0 +
∫ t
0
λrˆs − γrˆ3s +
σ2
2rˆs
ds−
∫ t
0
σg(r˜s, rˆs)ds+
∫ t
0
σdW˜ rs , P and P˜− a.s. (F.22)
Note that the process (rˆt)t∈[0,T ] in (F.22) is a semi-martingale16 on (Ω,BT , (Bt)t∈[0,T ], P˜). Applying
Itoˆ’s formula to (rˆ2t )t∈[0,T ] yields the following integral equation for all t in [0, T ]
rˆ2t = rˆ
2
0 +
∫ t
0
(
2λrˆ2s − 2γrˆ4s + 2σ2 − 2σrˆsg(r˜s, rˆs)
)
ds+ 2σ
∫ t
0
rˆsdW˜
r
s , P and P˜− a.s. (F.23)
We remark that the process(∫ t
0
rˆsdW˜
r
s
)
t∈[0,T ]
is a martingale on (Ω,BT , (Bt)t∈[0,T ], P˜).
16See e.g. [IW92, Chapter II, p. 66].
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According to [IW92, Proposition 2.2, p. 55-56] the proof of this statement consists in verifying that
EP˜
[∫ T
0
|rˆt|2 dt
]
<∞.
This can be shown from Eq. (F.23) and a localization argument similar to that employed in the
proof of Lemma B.1. Next, by taking expectations w.r.t. P˜ in (F.23), applying Fubini’s theorem and
differentiating on both sides, we obtain
d
dt
EP˜[rˆ
2
t ] = 2λEP˜[rˆ
2
t ]− 2γEP˜[rˆ4t ] + 2σ2 − 2σEP˜[rˆtg(r˜t, rˆt)], t ∈ [0, T ]. (F.24)
A straight-forward computation shows that
2λr2 − 2γr4 ≤ −2λr2 + 2λ
2
γ
, for all r ≥ 0. (F.25)
Inserting inequality (F.25) into (F.24) and applying Young’s inequality to the last term on the RHS
of equation (F.24) results in
d
dt
EP˜[rˆ
2
t ] ≤ −λEP˜[rˆ2t ] + 2
(
λ2
γ
+ σ2
)
+
(q + λ)2
λ
EP˜[|rˆt − r˜t|2], t ∈ [0, T ]. (F.26)
Using Gronwall’s inequality in (F.26) yields for all t in [0, T ] that
EP˜[rˆ
2
t ] ≤ e−λtrˆ20 + 2
(
r2det +
σ2
λ
)
+
(q + λ)2
λ
∫ t
0
e−λ(t−s)EP˜[|rˆs − r˜s|2]ds.
Furthermore, by means of the Cauchy-Schwarz inequality it holds for all t in [0, T ] that
EP˜[rˆt] ≤
√
EP˜[rˆ
2
t ] ≤ e−
λ
2
trˆ0 +
√
2
(
r2det +
σ2
λ
)
+
(q + λ)√
λ
(∫ t
0
e−λ(t−s)EP˜[|rˆs − r˜s|2]ds
) 1
2
. (F.27)
Inserting inequality (F.27) into (F.19) yields (F.18) and completes the proof. 
Appendix G. Auxiliary inequalities for section 3
The next lemma is analogous to Lemma F.1 for the stochastic parameterizing manifold case dis-
cussed in Section 3.
Lemma G.1. Let T > 0. Consider the unique strong solution (RˆRˆ0t )t∈[0,T ] of the reduced system
(3.6) to an initial value Rˆ0 = (rˆ0, θˆ0,M0) in Mˆ × R. Given the radial component (rˆt)t∈[0,T ] and the
process (Mt)t∈[0,T ] of (Rˆ
Rˆ0
t )t∈[0,T ] we obtain the transformed original system (3.10). The stochastic
process (R˜R0t )t∈[0,T ] with
R˜R0t = (r˜t, θ˜t, z˜t), t ∈ [0, T ],
is the unique strong solution of system (3.10) to the initial value R0 = (r0, θ0, z0) in M. Let P˜ = P˜T
be the probability measure given by identity (3.14) of Lemma 3.1. Then, we have for all m in R and
t in [0, T ] that
EP˜
[|rˆt − r˜t|2] ≤ e−qt|rˆ0 − r0|2 + γ2
q
∫ t
0
e−q(t−s)EP˜
[
r˜2s(z˜s − hτ (m, r˜s))2
]
ds
+ 2mγ
∫ t
0
e−q(t−s)EP˜[r˜s(rˆs − r˜s)]ds,
(G.1)
for hτ defined in (3.2) with τ taking values in (0,∞).
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Proof. The proof of this lemma for systems (3.6) and (3.10) is analogous to the proof of Lemma F.1
above for systems (2.21) and (2.24), where we replace the application of Lemma 2.1 by its counterpart
for the stochastic parameterizing manifold case (Lemma 3.1). 
The following lemma is the counterpart to Lemma F.2 for the case of the stochastic parameterizing
manifold reduction investigated in Section 3.
Lemma G.2. Let T > 0. Let (RˆRˆ0t )t∈[0,T ] be the unique strong solution of the reduced system (3.6)
for an initial value Rˆ0 = (rˆ0, θˆ0,M0) in Mˆ×R. Given the radial component (rˆt)t∈[0,T ] and the process
(Mt)t∈[0,T ] of (Rˆ
Rˆ0
t )t∈[0,T ] we have the transformed original system (3.10) with unique strong solution
(R˜R0t )t∈[0,T ] of the form
R˜R0t = (r˜t, θ˜t, z˜t), t ∈ [0, T ].
The initial value R0 is an element of M. Furthermore, the unique strong solution for the original
system (3.4) to the initial value R0 is denoted by (R
R0
t )t∈[0,T ] with
RR0t = (rt, θt, zt), t ∈ [0, T ].
Let the probability measure P˜ = P˜T with density DT w.r.t. P be defined as in (3.14) of Lemma 3.1.
Recall the definitions of r∗ in (3.20) and the space of test functions F in (2.12). Then, for all ϕ in F
and t in [0, T ] the following inequality holds∣∣EP[ϕ(rˆt)]− EP˜[ϕ(r˜t)]∣∣ ≤ 2r∗ + EP˜[|ϕ(rˆt)− ϕ(r˜t)|]
+ EP[|ϕ(rˆt)|1{rˆt>r∗}]
+ EP[|ϕ(rt)|1{rt>r∗}].
(G.2)
Proof. The proof is analogous to the proof of Lemma F.2. 
Lemma G.3. Under the assumptions of Lemma G.2 it holds for all t in [0, T ] that∣∣EP[ϕ(rˆt)]− EP˜[ϕ(r˜t)]∣∣ ≤ e−λ2 trˆ0 + EP˜[|r˜t − rˆt|] + (q + λ)√λ
(∫ t
0
e−λ(t−s)EP˜[|rˆs − r˜s|2]ds
) 1
2
+
√
2
(
r2det
cτ
+
σ2
λ
)
+ EP[rˆt],
(G.3)
where q is defined in (3.8) and
rdet :=
√
λ
γ
,
denotes the radius of the limit cycle associated with systems (2.20) and (2.21) for σ = 0.
Proof. The proof is analogous to the proof of Lemma F.3. 
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