Summary: The performance of diagnostic tests for disease classification is often measured by accuracy (e.g. sensitivity or specificity); however, costs of the diagnostic test are a concern as well. Combinations of multiple diagnostic tests may improve accuracy, but incur additional costs. Here we consider serial testing approaches that maintain accuracy while controlling costs of the diagnostic tests. We present a serial risk score classification approach. The basic idea is to sequentially test with additional diagnostic tests just until persons are classified. In this way, it is not necessary to test all persons with all tests. The methods are studied in simulations and compared with logistic regression.
Introduction
Diagnostic testing for classifying a person into one of two states (e.g. disease or no disease) can be costly, especially if multiple diagnostic tests are required to make accurate diagnoses.
While increasing the number of biomarkers may increase accuracy, that comes at the price of increased costs of the assays. The trade-off between accuracy and costs in diagnostic classification is of concern particularly in countries with limited resources where adequate screening is costly (Parpia et al., 2010) .
The cost of diagnosis can be reduced by using a serial testing algorithm that classifies some subjects with fewer tests. A serial testing algorithm is a classification method where tests are performed and evaluated in a specified order, one at a time. The costs associated with diagnosis can be reduced if classification can occur before all tests are performed.
To make this concrete, consider the following simple example. Suppose there are 2 diagnostic tests for a disease, B 1 and B 2 (e.g. assays for two different biomarkers). These tests can be combined into a classification rule such as 'either positive' or 'both positive' where the former refers to a positive diagnosis of disease if either test is positive and the latter referring to positive diagnosis if both tests are positive. If we use an 'either positive' rule, and B 1 is positive, there is no need to test with B 2 . Similarly, if we use a 'both positive' strategy and B 1 is negative, there again is no need to test with B 2 .
Serial testing algorithms have been used to reduce the cost of testing to identify HIV infected persons. For example, one study in the Ivory Coast showed that a serial testing algorithm to identify HIV infected persons could reduce assay costs while maintaining accuracy (Nkengasong et al., 1999) .
Our work was motivated by the problem of classifying HIV infected persons as to whether their infection occurred recently or not (e.g., within the previous year or not). The problem of accurately identifying recently occurring infections is important for several reasons. It has been shown that individuals who are recently infected have higher rates of HIV transmission (Wawer et al., 2005) . It is important to identify sexual partners of those recently infected so they can seek testing and care. Treatment decisions may also depend on the recency of infections (Sáez-Cirión et al., 2013) . Additionally, knowledge of recency of infection is useful in studies of risk factors for HIV infection and may help identify subgroups of the population where HIV incidence is growing rapidly.
There are a number of different laboratory assays that are informative about the recency of infection, including the BED capture immunoassay (BED-CEIA), BioRad-Avidity assay (avidity), CD4 cell count and HIV viral load assays . As these assays measure different aspects of the immune and clinical status of the individual, it is useful to consider them in combination; however, some of the assays such as viral load and the CD4 cell count are expensive due to the cost of the laboratory assays and logistical issues for performing certain assays in the field.
Statistical methods for disease classification using multiple diagnostic tests have been extensively developed (Pepe, 2003) . A fundamental approach is based on estimating risk scores, S(X) = P (Y = +1|X) where X is a vector of predictors (e.g., diagnostic tests or assays for biomarkers) and Y = +1 if a person has the disease and Y = −1 otherwise (Pepe, 2003) . Logistic regression is frequently used for risk score modeling. In this approach, a person is classified as positive with disease if S(x) > c and otherwise negative without disease, where c are discrimination thresholds chosen in an optimal way to minimize loss functions.
An advantage of risk score modeling is that it uses all the biomarker (or diagnostic test) information, and can account for biomarker data that is either continuous or categorical;
however, it does require that all the diagnostic tests be performed on all persons which can be expensive. On the other hand, serial testing algorithms can be cost effective because not all persons are necessarily evaluated with all diagnostic tests.
In this paper, we develop a hybrid approach called serial risk score classification. The approach merges the strengths of risk score modeling with serial testing algorithms. The basic idea is to use a serial testing strategy, which involve a series of stages in which persons not yet classified are subject to additional diagnostic testing. Risk score modeling is used for classification using the diagnostic tests performed up to that stage. Persons that do not have sufficient evidence for classification proceed to the next stage. The biomarker data can be either continuous or categorical. The cost savings results from the fact that not all diagnostic tests are performed on all persons.
In Section 2.2, we develop the methodology for serial risk score classification. In Section 2.3, we discuss a bootstrap method to adjust performance measures for bias from overfitting.
In Section 3, the method is evaluated by simulation and compared to logistic regression. In Section 4, the method is applied to the HIV problem of determining if HIV infected persons were infected within the preceding year or not. The results are discussed in Section 5.
Approach

Overview of Serial Risk Score Classification
In this section, we outline a strategy that combines aspects of a risk score modeling approach and a serial testing approach to use all available information while minimizing costs. We call the method serial risk score classification. Our approach introduces several stages of classification where a person may either be classified as positive for disease, negative for disease, or neutral (i.e. undecided) when there is not enough evidence for either a positive or negative classification. Neutral classification was originally suggested to keep misclassification rates under a specified level (Rao, 1947 ) and has also been described in engineering literature as a reject, an event when a recognition system withholds its recognition decision (Chow, 1970 [ Figure 1 about here.]
Methods and Estimation
In this section, we detail and formalize the approach outlined in 2.1. We assume we have available a training dataset that includes Y and all M diagnostic test results for each person in the dataset. In this section, we describe the methods for determining the risk score thresholds and the sequential order to add particular diagnostic tests at each successive stage.
Suppose we have a training data set of N subjects, of whom To be clear, the tests included in earlier stages are available for analysis at later stages, that is, the diagnostic tests in X i are a subset of the diagnostic tests in X j for i < j. For example, in figure 1,
, and X 4 = (z 1 , z 2 , z 3 , z 4 ). The X i vectors are not fixed or pre-determined. Rather, we use our methods described below to determine the sequential order of tests to perform at each stage that balances accuracy and cost considerations.
At the ith stage, let S i (X i ) be a model for the risk score, P (Y = +1|X i ). For example, when using a logistic regression model, we have
For risk score models S i (X i ), 1 i < k − 1, we divide the risk score space into "positive", "negative", and "neutral" regions using the lower and upper thresholds c il and c iu , where c il c iu , and both lie between 0 and 1, so that
where 0 indicates neutral or no classification in stage i. At the last stage, we do not assign a neutral zone and use a single threshold c k to divide the risk score space, i.e.
For a person assigned to the neutral zone in the first j − 1 stages, the final classification of that individual is Y j .
We now present a formal definition for a serial risk score classification algorithm. It is a classification algorithm where the prediction Y ( Y = 1 if classified positive for disease and -1 otherwise) is based on a logical rule r (or algorithm) of the following form (where ∧ is a logical AND operator and ∨ is a logical OR operator):
. . .
where
In equation 1, the first line refers to persons classified as positive at the end of stage 1; the second line refers to persons neutral at the end of stage 1 but subsequently classified as positive at the end of stage 2; and so on. The set of algorithms given by (1) define a space of algorithms R which is generated by the various sequential orders of adding diagnostic tests and choices for the risk score thresholds.
To choose algorithms from this expansive space, we develop optimality criteria that balance accuracy and cost. We begin by defining an accuracy loss function; here we use L(r, p) = pF P (r) + F N (r) where p is the relative contribution to the loss of a false positive (F P ) compared to a false negative (F N ) as discussed in Etzioni et al. (2003) . Our methods could also be applied to other loss functions. We define
and
For a specified value of p, we could simply find the minimal value, L min (p), of the loss function that is achievable with any algorithms in the space of algorithms R. However we also want to balance accuracy with cost considerations. Associated with each stage is additional costs from diagnostic testing of those persons still neutral at the preceding stage.
The total cost of an algorithm is defined by the number of individuals who are tested with a diagnostic test and the cost of the diagnostic test itself. Let b i be the cost for a diagnostic test z i . Let n zi be the number of individuals tested with z i in an algorithm. For example, suppose an algorithm uses diagnostic test z i in the first stage, then in this case, n zi = N .
We define the total cost of an algorithm by:
The algorithm that corresponds to L min (p) may not have the lowest total cost. To help achieve balance between both cost and accuracy considerations, we adopt the following strategy. We find the collection of algorithms that have accuracy loss functions "close" to the minimal value. Among these algorithms that are "nearly" equivalent with regard to accuracy, we find the one with minimal total cost. To quantify the meaning of "close" with respect to accuracy, we introduce a tolerance t on the accuracy loss function. Consider the set of algorithms R(t, p) that give values of the loss function within a percentage tx100% of
That is, R(t, p) is a set of algorithms that are nearly equivalent with respect to accuracy as calibrated by the tolerance t. We define an optimal algorithm r p as an algorithm in the set R(t, p) with minimal total cost. It is possible that multiple algorithms satisfy this optimality criteria. For a chosen set of p ∈ P, these optimal algorithms form a subset of R,
The set R P (t) is used to construct a ROC curve. As t decreases more weight is given to accuracy compared to cost for determining the optimal algorithm.
The space of algorithms R includes an algorithm of performing all M diagnostic tests at the first stage and not allowing any person to be classified as neutral, that is, m 1 = M and c 1l = c 1u . Such an algorithm is equivalent to a risk score model using all diagnostic tests. Thus, if the tolerance t is set to 0, then the serial risk score classification algorithm is guaranteed to achieve at least the same accuracy as standard logistic regression. The reason is that logistic regression can be viewed as a special case of the serial risk score approach when t = 0. In fact, the serial risk score classification algorithm can be both more accurate and less expensive than standard logistic regression. It should also be noted that even if t is greater than 0, it is still possible that the serial risk score approach will yield greater accuracy than logistic regression.
Bootstrapping misclassification rates and cost
One of the objectives when generating a classification algorithm is characterizing the prediction ability of the algorithm with a future unobserved subject. We use two measures to characterize the accuracy of an algorithm r p : sensitivity, Se = P ( Y = 1|Y = 1) and specificity, Sp = P ( Y = −1|Y = −1). When the same data is used to both construct and evaluate the algorithm, these measures of accuracy tend to be over optimistic (Efron, 1983 ).
The reason is that the classifiers are chosen specifically to minimize the loss function with respect to the training data. In this section, we describe a bootstrapping method to estimate this optimism, or bias, and how we adjust for it.
In the following discussion, as it is understood that Se and Sp will depend on a particular p and optimal algorithm r p , we omit this dependency for brevity. Define the apparent sensitivity as:
The apparent specificity is defined as:
We define the biases in the apparent sensitivity and specificity respectively by e se = Se−Se with expectation se , and e sp = Sp − Sp with expectation sp . If se was known, then Se = Se − se would be an unbiased estimate for Se. Similarly if se was known, Sp = Sp − sp is an unbiased estimate for Sp as well.
Our strategy is to estimate se and sp using a bootstrap method. Once an estimate is found, we can adjust our apparent estimates by the errors to reduce the bias incurred from overfitting. The diagnostic costs can be adjusted by the bootstrap error in the same fashion.
Let Cost be the apparent total cost of an algorithm found from (2.2). The error of the total cost is e cost = Cost − Cost where Cost is the true cost for an optimal algorithm with some p. If we let cost be the expectation of this error, then the adjusted cost Cost = Cost + cost .
For a training data set T = {Y, X} where X is a N × M matrix of diagnostic tests and a chosen p, the bootstrap procedure is described below.
(1) Draw a bootstrap sample T * from T with replacement.
(2) Use the serial risk score classification method to find the optimal algorithm r * p from T * .
(3) Use the optimal algorithm r * p , applied to the bootstrap sample, T * , to calculate the apparent sensitivity, specificity and cost, which we denote respectively by, Se(r * p |T * ),
(4) Use the optimal algorithm r Following the bootstrap procedure, we estimate the adjusted sensitivity Se = Se − se , specificity Sp = Sp − sp , and cost, Cost = Cost + cost .
The bootstrap samples allow the construction of a (1 − 2α)% confidence interval for Se and Sp. For each p, we find the interval ( Se α , Se 1−α ) where Se α and Se 1−α are the α and 1 − α percentiles of the empirical distribution of the bootstrapped sensitivity (Efron and Tibshirani, 1993) . The percentile-based bootstrap confidence interval is constructed similarly for Sp.
Simulation Results
We evaluated the performance of the serial risk score classification method and bootstrap procedures through a series of simulations. Each simulation was comprised of 1000 simulated datasets. In each dataset, we generated data from 500 persons with two diagnostic tests z 1 and z 2 from a truncated bivariate normal distribution. We considered the situations when the correlation coefficient for the two was ρ = 0.5 and ρ = 0.0. The cost of z 2 was 10 times that of z 1 . We modeled the outcome Y using a logistic regression model. We considered 2 cases for the coefficients in the logistic regression model: (I) the coefficients β 1 and β 2 are chosen so that a 1 standard deviation increase in z 1 doubles the risk of Y = 1 and 1 standard deviation increase in z 2 triples the risk; and (II) where 1 standard deviation increase in z 2 triples the risk and β 1 = 0. Bootstrap adjusted estimates for the serial risk score algorithm were computed using 500 bootstrap samples. We also evaluated the performance characteristics of the serial risk score classification method as determined by our bootstrapping procedure by generating an independent data set of 500 values for each simulation and classified each person using the serial risk score classification algorithm. The results for correlated and uncorrelated diagnostic tests are shown in tables 1 and 2 respectively. We performed the simulations for two different tolerance values (t = 0.05 and t = 0.10). The tolerance t calibrates the tradeoff between accuracy and cost. Increasing t puts more priority on decreasing costs at the expense of accuracy. In each simulation, we compared the serial risk score classification method to logistic regression with backward elimination (non-significant terms at the α = 0.05 level were eliminated).
[ Table 1 about here.]
[ Table 2 about here.] Table 1 gives the results with correlated diagnostic tests (ρ = 0.5). We find in case (I) that the serial risk score method has slightly less accuracy performance as measured by the AUC (area under curve) compared to logistic regression, but the cost savings are substantial. This makes intuitive sense because some information from one diagnostic test about disease risk is included in the other, and thus the less expensive diagnostic test can take the place of the more expensive one to some extent. We find in case (II), smaller cost savings compared to case (I) whihc is explained because β 1 = 0. Some significant cost savings is still achieved in case (II) because of the correlation between the two diagnostic tests and as such the less expensive diagnostic test can used as a proxy for the significantly more expensive test. Table 2 gives the results with uncorrelated diagnostic tests (ρ = 0.0). In case (I), we find a markedly reduced cost savings with uncorrelated (Table 2 ) compared to correlated diagnostic tests (Table 1 ) with a minor reduction in accuracy. Because the diagnostic tests are no longer correlated, both tests are more often necessary for correct classification. In case (II), the cost savings are further reduced, and only very minor cost savings are achieved. It should be noted that the cost savings we report in this simulation are dependent on the disease prevalence and different results will be obtained with different prevalence rates.
The bootstrap adjusted SRS estimates of the performance measures appear in good agreement with the estimates found when the algorithms are applied to the independent data sets.
We believe this demonstrates the bias reduction from the bootstrap procedure is effective.
We also performed the simulation reported in Tables 1 and 2 with only 100 bootstraps and obtained very similar results as that reported here with 500 bootstraps. When the serial risk score algorithm is applied to data where the diagnostic tests have no discrimination ability, we find an AUC of .50 as expected.
Application to HIV study
We used our methods to develop cost effective algorithms for classifying HIV infected persons as to whether they were infected < 1 year or 1 year using a dataset that has been previously described Laeyendecker et al., 2013) . The dataset consisted of 1782 samples from three cohort studies: a vaccine preparedness study (HIVNET001, men and women with different risk factors for HIV infection, (Celum et al., 2001) ), a cohort study of intravenous drug users (the AIDS Linked to Intravenous Experience (ALIVE) cohort, (Vlahov et al., 1991) ), and a cohort study of men who have sex with men (the Multicenter AIDS Cohort Study (MACS), (Kaslow et al., 1987) ). The data set included estimated dates of infection for each individual based on midpoints of the seroconversion interval and those dates are considered correct in this analysis. Each sample was tested with four different assays: BED-CEIA, avidity, CD4 and viral load. The laboratory costs for performing the BED-CEIA, avidity, CD4, and viral load assays were, relative to the BED assay, 1,2,5 and 10 respectively.
Because of the computational constraints of brute force searching, we limited the risk score thresholds {c 1l · · · c (k−1)l }, {c 1u · · · c (k−1)u }, and c k to using only the deciles of the risk score space at each stage. This approximate algorithm set R approx was used to find the R P (t), an optimal algorithm set where the tolerance t = 0.10. We employed the bootstrap procedure described in Section 2.3 to compute adjusted estimates for sensitivity and specificity and cost using 500 bootstrap samples. We have compared results using 100 bootstraps and 500 bootstraps and similar results were obtained.
The ROC curve presented in figure 2, shows the ROC curves for the adjusted and unadjusted error rates from algorithms generated by the serial risk score classification algorithm.
Each point on the ROC curve represents a different algorithm corresponding to a particular p selected by minimization of the loss L(p). For each point, the 95% lower and upper confidence limits of Se, and Sp are plotted to form the confidence intervals shown on the graph.
[ Figure 2 about here.]
In table 3, the adjusted and unadjusted sensitivities and specificities for selected optimal algorithms from the ROC curve are presented and compared with classification from logistic regression. As expected, the adjusted bootstrap estimates have reduced the upward bias of the apparent estimates for sensitivity and specificity. For each of these algorithms, the cost savings for the values of p shown is decreased by at least 62% versus a classification method using all biomarkers (e.g. logistic regression). Furthermore, the serial risk score algorithm performs equal to or better than logistic regression in both sensitivity and specificity for most values of p.
[ [ Table 4 about here.]
Discussion
Serial risk score classification is a hybrid method for disease classification that combines risk score modeling with serial testing algorithms. This approach uses all information available at each stage to make classifications before proceeding to the next stage and incurring additional costs associated with additional diagnostic tests. Using this methodology, we were able to realize at least a 62% reduction in costs for identifying recently HIV infected persons (<1 year) using up to 4 diagnostic tests compared to testing all persons with all 4 diagnostic tests using standard risk score modeling based on logistic regression. The algorithms created by serial risk score classification were nearly as accurate and sometimes more accurate than logistic regression. That finding may seem surprising because logistic regression is using data on all biomarkers from each individual while the serial risk score approach is generally using only a subset of that data. The explanation for the finding is that the serial risk score approach performs binary regressions at each stage of the algorithm and as such more parameters are being estimated than with logistic regression. Furthermore, as discussed in McIntosh and Pepe (2002) simply adding a biomarker as a linear term in a model may not produce the optimal combination of biomarkers. Indeed, these authors suggest risk score estimation within sub-regions of the biomarker space as a practical approach for approximating optimal combination rules.
The methods we have described could be extended in a number of directions. It would be useful to incorporate covariates into the risk score modeling performed at each stage. For example, in our HIV application, it may be helpful to incorporate covariates such as HIV transmission group (e.g., intravenous drug use, men who have sex with men) and age. It would also be useful to account for errors in the disease classification Y. For example, in our HIV application, the calendar date of infection was based on midpoint imputation of the interval of seroconversion which would introduce error into Y. Methods have been suggested for incorporating uncertainties in the dates of infection in HIV studies, and their extensions to our methods would be useful Sweeting et al., 2010) .
A challenge with the risk score classification approach we have proposed is the computational intensity of the optimization. Each additional biomarker exponentially increases the computation time as well as memory requirements to store the generated algorithms.
The bootstrapping adjustment procedure further complicates the method, as each bootstrap sample requires a new set of generated algorithms. Fortunately, the approach is capable of being parallelized in a computation cluster.
The implementation of serial risk score classification described in the application was limited in a number of ways. The number of risk score thresholds for consideration at each stage had been limited to deciles of the risk score space. It would be useful to examine the sensitivity of the accuracy to this choice. We might consider introducing refinements to the risk score model such as interactions or polynomial terms. We used logistic regression models to estimate the risk score, but alternative models could be used such as a probit or a bayesian probability classifier (Kim, 2013) . There may also be restrictions in the ordering of the assays that may require consideration. For example, it may be logistically important to perform the CD4 assay first, because of the difficulty associated with cryo preserving viable samples Laeyendecker et al., 2013) . In addition, there are considerations in choosing the tolerance of the loss function. Using a larger tolerance may lower costs further but may diminish accuracy. A smaller tolerance may increase costs, but increase accuracy. Approaches for choosing the tolerance could be studied. Finally, McIntosh and Pepe (2002) , have discussed modeling considerations for combining diagnostic tests which could be incorporated into our risk score estimation within each stage.
An alternative approach to creating serial testing algorithms may be through the use of logic regression (Ruczinski et al., 2003) . This method is used to define a logical classification rules with binary predictors. These rules can be translated into a serial testing algorithm.
Logic regression can be adapted to minimization of cost by looking at permutations of equivalent logic rules that assign the same classification to the same predictors, but at different costs. One limitation with logic regression when compared to serial risk score is that binary predictors will need to be determined a priori. This may require discretization of continuous measures from diagnostic tests in advance.
The method we have presented describes an approach to develop algorithms for diagnostic testing that mediates the trade-off between cost and accuracy. The method has shown to be accurate but with considerably less cost than logistic regression in many situations of interest. We believe the serial risk score classifier can be a useful approach for screening populations in resource-limited settings.
Supplementary Materials
A Web Appendix, with R-code to implement the serial risk score classification method is available with this paper at the Biometrics website on the Wiley Online Library. Figure 2: ROC curves generated using serial risk score classification procedure. The bootstrap adjusted ROC curve shown as a solid black line was generated from the algorithm specified in Section 2.3. The adjusted ROC curve represents the expected performance of the algorithm. The unadjusted ROC curve is constructed from the unadjusted (apparent) error rates given by Sp and Se. The 95% confidence interval curves are constructed using a percentile bootstrap confidence interval. We performed 1000 simulations. On each simulation we generated 500 values Z = [z 1 , z 2 ] T ∼ truncated M V N (µ, Σ), where µ = [2, 9] T and Σ is set so that z 1 and z 2 have a standard deviation of 1 and 3 respectively and a correlation of .5. The distribution is truncated using rejection sampling so that z 1 > 0, and z 2 > 0. Y ∼ Bern(π) where π = 1/(1+e −(β 0 +β 1 z 1 +β 2 z 2 ) ).
The empirical proportion where Y = 1 was 17.6% and 14.2% for case (I) and (II) respectively. Bootstrap adjusted estimates are based on methods described in Section 2.3 with 500 bootstraps. The empirical proportion where Y = 1 was 15.7% and 14.0% for case (I) and (II) respectively. See Table 1 for further details. The serial risk score algorithm presented here is based on 4 diagnostic biomarkers: avidity, BED-CEIA, CD4 and viral load. Avidity is shown measured as the avidity index (in %). BED capture immunoassay (BED-CEIA) is shown measured in normalized optical density (OD-n). The viral load assay is shown measured in copies/ml. CD4 is shown measured in cells/mm 3 . For each decision rule in stage i, S i = 1/(1 + e −X i β i ) where β i is given in the i th column of the regression coefficients.
