We study the semigroup of the symmetric α-stable process in bounded domains in R 2 . We obtain a variational formula for the spectral gap, i.e. the difference between two first eigenvalues of the generator of this semigroup. This variational formula allows us to obtain lower bound estimates of the spectral gap for convex planar domains which are symmetric with respect to both coordinate axes. For rectangles, using "midconcavity" of the first eigenfunction [5], we obtain sharp upper and lower bound estimates of the spectral gap.
Introduction
In recent years many results have been obtained in spectral theory of semigroups of symmetric α-stable processes α ∈ (0, 2) in bounded domains in R d , see [6] , [25] , [2] , [18] , [19] , [14] , [15] , [5] . One of the most interesting problems in spectral theory of such semigroups is a spectral gap estimate i.e. the estimate of λ 2 − λ 1 the difference between two first eigenvalues of the generator of this semigroup. Such estimate is a natural generalisation of the same problem for the semigroup of Brownian motion killed on exiting a bounded domain, which generator is Dirichlet Laplacian. In this classical case, for Brownian motion, spectral gap estimates have been widely studied see e.g [26] , [28] , [24] , [27] , [17] , [7] . When a bounded domain is convex there have been obtained sharp lower-bound estimates of the spectral gap.
In the case of the semigroup of symmetric α-stable processes α ∈ (0, 2) very little is known about the spectral gap estimates. In one dimensional case when a domain is just an interval spectral gap estimates follow from results from [2] (α = 1) and [14] (α > 1). The only results for dimension greater than one have been obtained for the Cauchy process i.e. α = 1 [3] , [4] . Such results have been obtained using the deep connection between the eigenvalue problem for the Cauchy process and a boundary value problem for the Laplacian in one dimension higher, known as the mixed Steklov problem.
The aim of this paper is to generalise spectral gap estimates obtained for the Cauchy process (α = 1) for all α ∈ (0, 2). Before we describe our results in more detail let us recall definitions and basic facts.
Let X t be a symmetric α-stable process in R d , α ∈ (0, 2]. This is a process with independent and stationary increments and characteristic function E 0 e iξXt = e −t|ξ| α , ξ ∈ R d , t > 0. We will use E x , P x to denote the expectation and probability of this process starting at x, respectively. By p(t, x, y) = p t (x − y) we will denote the transition density of this process. That is, P
x (X t ∈ B) = B p(t, x, y) dy.
When α = 2 the process X t is just the Brownian motion in R d running at twice the speed. That is, if α = 2 then p(t, x, y) = 1 (4πt) d/2 e −|x−y| 2 4t
It is well known that for α ∈ (0, 2) we have p t (x) = t −d/α p 1 (t −1/α x), t > 0, x ∈ R d and
where
It is also well known that Our main concern in this paper are the eigenvalues of the semigroup of the process X t killed upon leaving a domain. Let D ⊂ R d be a bounded connected domain and τ D = inf{t ≥ 0 : X t / ∈ D} be the first exit time of D. By {P D t } t≥0 we denote the semigroup on L 2 (D) of X t killed upon exiting D. That is,
The semigroup has transition densities p D (t, x, y) satisfying
The kernel p D (t, x, y) is strictly positive symmetric and
The fact that D is bounded implies that for any t > 0 the operator
. From the general theory of semigroups (see [16] ) it follows that there exists an orthonormal basis of eigenfunctions {ϕ n } ∞ n=1
for L 2 (D) and corresponding eigenvalues {λ n } ∞ n=1 satisfying 0 < λ 1 < λ 2 ≤ λ 3 ≤ . . .
with λ n → ∞ as n → ∞. That is, the pair {ϕ n , λ n } satisfies P D t ϕ n (x) = e −λnt ϕ n (x), x ∈ D, t > 0.
(1.5)
The eigenfunctions ϕ n are continuous and bounded on D. In addition, λ 1 is simple and the corresponding eigenfunction ϕ 1 , often called the ground state eigenfunction, is strictly positive on D. By scaling we have for β > 0 λ n (βD) = β −α λ n (D).
(1.6)
For more general properties of the semigroups {P D t } t≥0 , see [21] , [8] , [12] . It is well known (see [1] , [12] , [13] , [23] ) that if D is a bounded connected Lipschitz domain and α = 2, or that if D is a bounded connected domain for 0 < α < 2, then {P D t } t≥0 is intrinsically ultracontractive. Intrinsic ultracontractivity is a remarkable property with many consequences. It implies, in particular, that
uniformly in both variables x, y ∈ D. In addition, the rate of convergence is given by the spectral gap λ 2 − λ 1 . That is, for any t ≥ 1 we have
The proof of this for α = 2 may be found in [27] . The proof in our setting is exactly the same. Our first step in studying the spectral gap for α ∈ (0, 2) is the following variational characterisation of
Theorem 1.1. We have
and A d,−α is given by (1.4) . Moreover the infimum is achieved for f = ϕ 2 /ϕ 1 .
The idea of the proof is based on considering a new semigroup {T D t } t≥0 of the stable process conditioned to remain forever in D. The proof of Theorem 1.1 is in Section 2.
In the classical case, for Brownian motion, when a dimension is greater than one, the simplest domain where the spectral gap can be explicitly calculated is a rectangle. Let us recall that in this classical case
are of course eigenfunctions and eigenvalues of Dirichlet Laplacian. Therefore, when (say)
. Although the α-stable process is generated by −(−∆) α/2 , the generator of the killed α-stable process on D is however not equal to −(−∆ D ) α/2 for the Dirichlet Laplacian ∆ D on D. So, both ϕ n and λ n are not explicit even for an interval or a rectangle. However, when D is a rectangle, due to simple geometric properties of this set it is shown ([5] Theorem 1.1) that the first eigenfunction ϕ 1 for any α ∈ (0, 2] is "midconcave" and unimodal according to the lines parallel to the sides. This property and Theorem 1.1 enables us to obtain sharp upper and lower bound estimates of the spectral gap for all α ∈ (0, 2). The most complicated are lower bound estimates for α ∈ (1, 2) and α = 1. The main idea of the proof in these cases is contained in Lemmas 4.2 and 4.3.
Below we present estimates of λ 2 − λ 1 for rectangles. The proof of this theorem is in Section 4. Let us point out that these estimates are sharp i.e. the upper and lower bound estimates have the same dependence on the length of the sides of the rectangle. Nevertheless, the numerical constants which appear in this theorem are far from being optimal.
for α < 1,
Let us note that for α = 1 the following estimates have already been known λ 2 − λ 1 ≥ Cb/a 2 , where C = 10 −7 (Corollary 1.1, [4] ). However, estimates from Theorem 1.2 are more precise because we get an extra term log(a/b + 1), which gives a sharp dependence on the length of the sides of a rectangle.
Remark 1.3. The inequality
holds for all α ∈ (0, 2).
We have 2A
Our next aim are lower bound estimates of the spectral gap for convex planar domains which are symmetric with respect to both coordinate axes.
In the classical case, for the Brownian motion, there are known sharp estimates for all bounded convex domains
where d D is the diameter of D see e.g. [24] , [27] . Such results are obtained using the fact that the first eigenfunction is log-concave. For convex planar domains which are symmetric with respect to both coordinate axes even better estimates
are known, see [17] , [7] (such estimates are optimal, the lower bound is approached by this rectangles). These results follow from ratio inequalities for heat kernels.
Unfortunately in the case of symmetric α-stable processes, α ∈ (0, 2), we do not know whether the first eigenfunction is log-concave. Instead we use some of the ideas from [4] where spectral gap estimates for the Cauchy process i.e. α = 1 were obtained. Namely, we use the fact that the first eigenfunction is unimodal according to the lines parallel to coordinate axes and that it satisfies the appropriate Harnack inequality. Then we use similar techniques as for rectangles. As before in this proof the crucial role have Lemmas 4.2 and 4.3.
The properties of the first eigenfunction are obtained in Section 3 and the proof of lower bound estimates for the spectral gap is in Section 5. These estimates we present below in Theorem 1.4. Let us point out that these estimates are sharp only for α > 1, where we know that they cannot be improved because of the results for rectangles. 
(1.9)
Let us note that for α = 1 such estimate has already been known with a better constant. In fact, Corollary 1.1 [4] gives λ 2 − λ 1 ≥ Cb/a 2 , where
There are still many open problems concerning the spectral gap for semigroups of symmetric stable processes α ∈ (0, 2) in bounded domains D ⊂ R d . Perhaps the most interesting is the following. What is the best possible lower bound estimate for the spectral gap for arbitrary bounded convex domain D ⊂ R d ? With this problem there are connected questions about the shape of the first eigenfunction ϕ 1 . For example, is ϕ 1 log-concave or at least unimodal when D is a convex bounded domain? There is also an unsolved problem concerning domains from Theorem 1.4. Can one obtain for α ≤ 1 lower bounds similar to these obtained for rectangles i.e. λ 2 −λ 1 ≥ C α b/a 1+α for α < 1 and
Variational formula
In this section we prove Theorem 1.1 -the variational formula for the spectral gap.
At first we need the following simple properties of the kernel p D (t, x, y).
For any x, y ∈ D, x = y we have
Proof. These properties of p D (t, x, y) are rather well known. We recall some of the standard arguments. The estimate p(t, x, y) ≤ ct|x − y| −d−α follows e.g. from the scaling property p(t, x, y) = t −d/α p 1 ((x − y)t −1/α ) and the inequality p 1 (z) ≤ c|z| −d−α [29] . The equality on the right-hand side of (2.2) is well known (see (1.3) ). We know that p D (t, x, y) = p(t, x, y) − r D (t, x, y) where
By (2.1) we get for x, y ∈ D, t > 0
). This is the semigroup for the stable process conditioned to remain forever in D (see [27] where the same semigroup is defined for Brownian motion).
Let
is well defined and we have
Proof.
Note that
Hence (2.4) is equal to
Note that we can interchange the role of x and y in (2.5). Therefore by standard arguments (2.5) is equal to
In view of (2.2) in order to prove (2.3) we need only to justify the interchange of the limit and the integral in (2.6). Let us denote
3) follows from (2.6) by the Fatou lemma. Now let us consider the case E 1 (f, f ) < ∞. By (2.1) for any t > 0 we have
The integral over D × D of the right-hand side of (2.7) is equal to
3) follows from (2.6) by the bounded convergence theorem.
Proof of Theorem 1.
We have
Hence by Parseval formula
To show (2.8) we have to justify the change of the limit and the sum in (2.9). Note that (1 − e −(λn−λ 1 )t )/t ↑ λ n − λ 1 when t ↓ 0 by convexity of the exponential function. Hence (2.8) follows from (2.9) by the monotone convergence theorem.
By (2.8) we get
Now Lemma 2.2 shows that the infimum in (1.8) is bigger or equal to
This shows that the infimum in (1.8) is equal to λ 2 − λ 1 and is achieved for f = ϕ 2 /ϕ 1 .
Geometric and Analytic Properties of ϕ 1
At first we recall the result which is already proven in [4] , Theorem 2.1.
(Theorem 2.1 in [4] was formulated for α = 1 (the Cauchy process) but the proof works for all α ∈ (0, 2].) Theorem 3.1. Let D ⊂ R 2 be a bounded convex domain which is symmetric relative to both coordinate axes. Then we have (i) ϕ 1 is continuous and strictly positive in D.
(ii) ϕ 1 is symmetric in D with respect to both coordinate axes. That is,
(iii) ϕ 1 is unimodal in D with respect to both coordinate axes. That is, if we take any a 2 ∈ (−1, 1) and
) is nondecreasing on (−p(a 2 ), 0) and non-increasing on (0, p(a 2 )). Similarly, if we take any a 1 ∈ (−L, L) and r(a 1 ) > 0 such that (a 1 , r(a 1 )) ∈ ∂D, then the function u(x 2 ) = ϕ 1 (a 1 , x 2 ) defined on (−r(a 1 ), r(a 1 )) is nondecreasing on (−r(a 1 ), 0) and non-increasing on (0, r(a 1 )).
Next, we prove the Harnack inequality for ϕ 1 . Such inequality is well known (see e.g. Theorem 6.1 in [10] ). Our purpose here is to give a proof which will give an explicit constant. We adopt the method from [4] .
At first we need to recall some standard facts concerning stable processes. By P r,x (z, y) we denote the Poisson kernel for the ball B(x, r) ⊂ R d , r > 0 for the stable process. That is,
. It is well known ([20] cf. also [11] formula (2.10)) that
where r > 0 and
the Green function may be defined by a different formula but we will not use it in this paper).
It is well known (see [9] ) that
. By λ 1 (B 1 ) we denote the first eigenvalue for the unit ball B(0, 1). Theorem 4 in [6] (cf. also [14] ) gives the following estimate of λ 1 (B 1 )
where µ 1 (B 1 ) ≃ 5.784 is the first eigenvalue of the Dirichlet Laplacian for the unit ball. We will also need the following easy scaling property of ϕ 1 . C 1 (d, α, a, b) . That is, for any z 1 , z 2 ∈ B(x, aR) we have ϕ 1 (z 1 ) ≤ C 1 ϕ 1 (z 2 ) where
Proof of Theorem 3.3. In view of Lemma 3.2 we may and do assume that R = 1. Let B ⊂ D be any ball (B = D). For any x, y ∈ B, t > 0 we have
where λ n (B) and ϕ n,B are the eigenvalues and eigenfunctions for the semigroup {P B t } t≥0 . We will use the fact that the first eigenfunction is q-harmonic in B according to the α-stable Schrödinger operator.
Let ϕ 1 , λ 1 = λ 1 (D) be the first eigenfunction and eigenvalue for the semigroup {P D t } t≥0 . Let A be the infinitesimal generator of this semigroup. For x ∈ D we have
This gives that (A + λ 1 (D))ϕ 1 = 0 on D. It follows that ϕ 1 is q-harmonic on B according to the α-stable Schrödinger operator A + q with q ≡ λ 1 (D). Formally this follows from Proposition 3.17, Theorem 5.5, Definition 5.1 from [10] and the fact that (B,
Here, V B is the q-Green function, for q ≡ λ 1 (D), see page 58 in [10] . The q-harmonicity of ϕ 1 (Definition 5.1 in [10] ), Theorem 4.10 in [10] (formula (4.15)) and formula (2.17) in [10] (page 61) give that for z ∈ B,
Of course (3.6) is a standard fact in the theory of q-harmonic functions for the α-stable Schrödinger operators. For us this will be a key formula for proving the Harnack inequality for ϕ 1 . By the well known formula for the distribution of the harmonic measure [22] we have
To obtain our Harnack inequality for ϕ 1 we will first compare (3.6) and (3.7) and then we will use the formula for E z ϕ 1 (X(τ B )). In order to compare (3.6) and (3.7) we need to compare V B (z, y) and G B (z, y). This will be done in a sequence of lemmas.
> α be a bounded domain with inradius 1 and B D be a ball with radius b < 1. Then for any z, y ∈ B and t 0 > 0 we have
By (3.5) we obtain
It follows that the second integral in (3.8) is bounded above by 1 2
For any y ∈ B and z ∈ B(w, a) we have
Proof. We may and do assume that w = 0. Let us consider the formula for the Green function for a unit ball G B(0,1) (z, y) (3.3). Note that for any t > 0
Hence for any z, y ∈ B(0, 1)
By scaling it follows that for any z, y ∈ B,
For z ∈ B(0, a) and y ∈ B = B(0, b) we have |z − y| ≤ a + b ≤ 2b and
It follows that for z ∈ B(0, a) and y ∈ B(0, b), (3.10) is bounded below by
By the formula for E y (τ B ) (3.2) this is equal to C
> α be a bounded domain with inradius 1, 0 < a < b < 1 and B = B(x, b) ⊂ D. Then for any z ∈ B(x, a) and y ∈ B we have G B (z, y) ≤ V B (z, y) ≤ C 5 G B (z, y),where
Proof. The inequality G B (z, y) ≤ V B (z, y) is trivial, it follows from the definition of G B (z, y) and V B (z, y). We will prove the inequality V B (z, y) ≤ C 5 G B (z, y). By Lemma 4.8 in [10] we have
By Lemma 3.4, B V B (z, u)G B (u, y) du is bounded above by
Let us denote the above sum by I + II. We have
It follows that I ≤ t 0 e λ 1 (B 1 )t 0 G B (z, y). By applying Lemma 3.5 for z ∈ B(x, a) we get
Putting the estimates (3.11), (3.12) together with those for I and II gives
We now return to the proof of Theorem 3.3. Let z 1 , z 2 ∈ B(x, a) ⊂ B(x, b) ⊂ D. By (3.6), (3.7) and Lemma 3.6 we obtain
and
So to compare ϕ 1 (z 2 ) and ϕ 1 (z 1 ) we have to compare
We have 16) for i = 1, 2, where P b,x (z i , y) is the Poisson kernel for the ball B(x, b) which is given by an explicit formula (3.1). We have reduce to comparing P b,x (z 1 , y) and
It follows that
Using this, (3.16), (3.15) and (3.14) we obtain for z 1 , z 2 ∈ B(x, a)
In this paper we will need the Harnack inequality for ϕ satisfies the Harnack inequality with constant c H = c H (α). That is, for any z 1 , z 2 ∈ B(x, bR/2) we have ϕ
(3.17)
We point out that c H does not depend on b ∈ (0, 1/2].
Proof. We are going to obtain upper bound estimates for constants C 1 , C 2 from Theorem 3.3 for d = 2, a = b/2 and b ∈ (0, 1/2]. Putting d = 2 we get C
Putting these constants to the formula for C 2 and using also the fact that Γ(α/2)Γ(1 − α/2) = π sin −1 (πα/2) we obtain after easy calculations
The last inequality follows from (3.4) and the fact that µ 1 (B 1 ) < 6. Putting d = 2 and a = b/2 we obtain
Now using the estimate for C 2 and the inequality b ≤ 1/2 we get
In the assertion of Corollary 3.7 we have the Harnack inequality for ϕ 2 1 so c H is equal to the square of the right hand side of (3.18).
Spectral gap for rectangles
We begin from several lemmas, which will lead us to the estimation of the spectral gap for rectangles.
Proof. The lemma easily follows from unimodality and symmetry of ϕ 1 (see Theorem 3.1), midconcavity of ϕ 1 (see Theorem 1.1 in [5] ) and the equality
and Schwarz inequality we obtain
For t < k 0 (where k 0 is defined in the lemma) we have
These two inequalities combined with (4.1) finish the proof. 
Without loss of generality we may assume that L ≥ 2 and D f dµ = 0. Then (4.2) is equal to 2 D f 2 dµ.
Consequently, from now on we may assume that
Thus, by Lemma 4.2 we have
On the other hand,
The lemma now follows from (4.6).
7)
where C R = 10 4 .
Proof. We will use the fact that ϕ 1 is symmetric and unimodal with respect to both coordinate axes (see Theorem 3.1). We will also use much stronger fact that ϕ 1 is "midconcave" (see Theorem 1.1 in [5] ). That is for any x 2 ∈ (−1, 1)
By symmetry of ϕ 1 we may and do assume that b ≥ 0. We will consider two cases:
At first let us consider Case 1: b ∈ [0, 3/8). Note that by the unimodality min x∈A ϕ 1 (x) is equal to ϕ 1 (b, 1/8) or ϕ 1 (a, 1/8). By concavity of x 2 → ϕ 1 (b, x 2 ) on (−1/2, 1/2) we obtain
On the other hand
We also have max x∈D ϕ 1 (x) = ϕ 1 (0, 0) ≥ max x∈A ϕ 1 (x). Finally 
Now let us introduce polar coordinates (ρ, ψ) with centre at x 0 = (b, 0). For any z = (z 1 , z 2 ) ∈ R 2 we have z 1 − b = ρ cos(ψ), z 2 = ρ sin(ψ). Let us consider the set S 1 = {(ρ, ψ) : ρ ∈ (r, 2r), ψ ∈ (3π/4, 5π/4)}. Note that S 1 is chosen so that 
where P r,x 0 (x 0 , y) is the Poisson kernel for B given by (3.1). Let S 2 = {(ρ, ψ) : ρ ∈ (2r, ∞), ψ ∈ (3π/4, 5π/4)}. Since P x 0 (X(τ B ) ∈ B c ) = 1 and the distribution P x 0 (X(τ B ) ∈ ·) is invariant under rotation around x 0 it is easy to note that P x 0 (X(τ B ) ∈ S 1 ∪ S 2 ) = 1/4. Hence
Note that ρ 2 − r 2 ≥ (3/4)ρ 2 for ρ ≥ 2r so (4.12) is smaller than
The last inequality follows from the fact that in this lemma we assume that α ∈ [1, 2). Using this, (4.10) and (4.11) we obtain
This and (4.8) gives
Proof of Theorem 1.2 -part I. By scaling of eigenvalues (see (1.6)) it is sufficient to show the following inequalities for rectangles
(4.14)
Similarly, to prove Remark 1.3 it is sufficient to show
On the other hand, for x ∈ D we have
Thus by Lemma 4.1
Hence by Theorem 1.1
thus by Theorem 1.1 we obtain (4.15) and also (4.14) in the case when α < 1. 
Hence by Lemma 4.4 and diam(E k ) ≤ √ 13 we obtain
Similarly,
and (4.14) in the case when α > 1 follows. 
Let us note that Lemma 4.4 implies
. We will also use the following easy inequality inf x∈D k , y∈D k+1 |x−y| −3 ≥ C 2 , where C 2 = ( √ 20) −3 . In the case α = 1 we will show that
This implies (4.14) in the remaining case when α = 1. Fix i ∈ {1, . . . , N}. For any k = 1, . . . , i let
Since N is not necessarily divisible by i the number of "parts" of A i k may not be equal for different k. To make the definition of A i k more precise we introduce some more notation.
Now we will apply Lemma 4.1 to the set A i k which is divided as above. We take µ(dx) = ϕ 
So applying Lemma 4.1 to A i k and summing from k = 1 to k = i we
Now we will consider 2 cases:
At first we consider Case 1. Let us denote expressions in (4.17), (4.18), (4.19) by L(i), R(i), S(i) respectively. We have
Now let us assume that for some i ∈ {1, . .
On the other hand we have
By our standard arguments (4.23) is bounded below by
This is equal to (C 1 C 2 /2)R(i) where R(i) is the expression in (4.18). Since
which proves (4.16). So now we assume that for all i ∈ {1, . .
Let us observe that
So by our standard arguments (4.24) is bounded below by
where S(i) is the expression in (4.19). We assumed that S(i) ≥ 1/2. Therefore
. (N + 1) )/5. Note also that L ≥ N and a function log(x + 1)/x 2 is decreasing for x ≥ 1. Therefore
This shows (4.16) and finishes Case 1. Now let us consider Case 2. In this case we will show the following lemma. 
Before we come to the proof of this lemma (which is quite technical) let us first show how this lemma implies (4.16).
We know (Case 2) that (4.27) holds for some i ∈ {1, . . . , [N 1/4 ]}. Hence for N ≥ 16 we have 
which also gives (4.16).
Proof of Lemma 4.5. Note that if i = 1 then the left hand side of (4.27) equals 0. So we may and do assume that i ≥ 2. In this proof i ∈ {2, . . . , [N 1/4 ]} is fixed so we will drop i from the notation. We will write
We will also introduce the following notation
The condition (4.27) written in our notation is Proof. Note that
and attains its maximum for x 1 = 0. Hence, for any x 2 ∈ (−1, 1) and
Recall that
where #C k is the number of elements of C k . We have 
(4.32)
By our definition of p(k) and q(k) it is easy to notice that p(k + 1) ≤ p(k) and q(k + 1) ≤ q(k).
By our standard arguments this is bounded below by
The last inequality follows from the argument which has been already used in the last 3 lines in the proof of Lemma 4.3. By Schwarz inequality it is bounded below by
So (4.33) is bounded below by
Now let us denote
k+1,m ),
where δ x,y = 1 when x = y and δ x,y = 0 when x = y. In other words V k = 0 when k = r(i) and k = i − r(i). In order to see why an extra term V k appears let us recall the definition of p(k) and q(k). We have
We know that
We have already obtained that
Now we have to estimate
By Schwarz inequality we obtain 
Similarly we get
This and (4.34) gives the assertion of the lemma.
|x−y| 2+α ϕ 1 (x)ϕ 1 (y). Step 1. We consider a partition of D into a union of five disjoint sets
. Note that by unimodality and symmetry of ϕ 
F (x, y) dx dy
In the above inequality we have used the fact that sup Step 2. We now define a sequence a k = l 2 − k j=1 (2j−1) for k = 1, 2, . . . , l, and a 0 = l 2 . Note that a l = 0. We consider a partition of
. By a similar token as before, the sequence (µ (f (x) − f (y)) 2 µ(dx)µ(dy)
×µ(dx)µ(dy)
Step 3. We will now show how to deal with the integral (5.3), i.e.,
(f (x) − f (y)) 2 µ(dx)µ(dy). 
(f (x) − f (y)) 2 µ(dx)µ(dy).
Note that dist((D
thus by convexity of D we have
Hence h ≤ H(E j ) ≤ 3h. Moreover, the same bound as above holds also for E j ∪E j+1 in place of E j . Note that we take h/4 above as the radius of the ball because of the assumption concerning inner radius in Corollary 3.7.
F (x, y) dx dy and a similar bound holds for the integral over E j × E j . Moreover, N 2 ≤ (2k + 1) 2 /h 2 ≤ 9k 2 /h 2 . Thus
F (x, y) dx dy. When α ≥ 1 we get k 2 h α−2 ≤ 2Lhh α−2 ≤ 2L. When α < 1 we get
For any α ∈ (0, 2) we have k 2 h α−2 ≤ max(2, 2 2−α )L. We combine it with (5.6) and finally obtain
F (x, y) dx dy. (5.7)
We should also estimate from above the integral (5.4) over D −l ×D l . This may be done in a similar way as the integrals I k above. We obtain a similar estimate as (5.7) with slightly smaller constant, we omit the details.
To estimate (5.2) we may see that in (5.5) we have in fact estimated I k from above by an integral over (D
2 . Thus a similar estimation as in (5.7) holds also for the integrals in (5.2).
We finally obtain 
