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We provide a theoretical analysis of node importance from the perspective of dynamical processes on networks. In particular, using Markov chain analysis of the susceptible-infected-susceptible (SIS) epidemic model on networks, we derive the node importance in terms of dynamical behaviors on network in a theoretical way. It is found that this quantity happens to be the eigenvector centrality under some conditions, which bridges the topological centrality measure of the nodes with the dynamical influence of the nodes for the dynamical process. We furthermore discuss the condition under which the eigenvector centrality is valid for dynamical phenomena on networks. A large amount of work has been devoted to understanding the dynamical behaviors of many complex networked systems, including sociology, [1, 2] biology [3, 4] and technology. [5, 6] One fundamental issue regarding network dynamics is to determine the importance of individual nodes in a network. To this end, various definitions of node importance have been proposed, [7] generally from a purely topological perspective such as centrality measures, or by associating them with dynamics-related measures. [8 11] These centrality measures were first introduced into social network analysis [12, 13] to characterize the nodes which play "central" roles within the network structure.
PACS
Among the many classical centrality measures, the eigenvector centrality, which is based on the idea that nodes with more influential neighbors confer more importance, was first introduced by Banocich [14, 15] and then extensively used in a variety of research fields.
[ 16 18] For instance, Ganguly et al. [19] reported that epidemic spreading in a network can be well explained by virtue of eigenvector centrality.
Despite recent advances in the investigation of node importance, the connection between the topology-based eigenvector centrality and the dynamical influence of individual nodes in networked systems has not been investigated, and little is known about how topological centrality measures can be interpreted in terms of the dynamical process on networks and when we can use these measures to quantify node importance for dynamical processes. In this Letter, we provide a theoretical framework to determine the influence of the nodes in terms of an epidemic spreading model, i.e. the SIS model. [20 23] Using a Markov chain analysis, we prove that the derived node importance is exactly the eigenvector centrality under the condition that there is a large spectral gap in the adjacency matrix, i.e., a large difference between the first eigenvalue and the the distribution of the rest eigenvalues. We also address the limitations of eigenvector centrality when applied to arbitrary networks.
By its definition, the eigenvector centrality x i of node i can be expressed as the sum of all its neighbors' contributions, namely,
where a ij is the element of the adjacency matrix of a network (denoted by A), representing whether a pair of nodes i and j interact with each other. The compact form x = µAx shows that the eigenvector centrality is equivalent to the vector corresponding to the largest eigenvalue and can be uniquely determined by the Perron-Frobenius theorem. Accordingly, this quantity solely depends on the patterns of connectivity of a network. In this respect, an interesting question naturally arises: what is the dynamical implication of this measure when it comes to general dynamical processes on networks? Can the node importance be defined in a theoretical manner by considering the dy-namic networks, rather than based only on topology of the network? In this study we attempt to answer these questions by mathematical analyses of the epidemic process on networks using the SIS model. In the discrete SIS model on top of complex networks, each node is in one of two possible states: susceptible (S) or infected (I). A node in the state S will get infected with infection rate when contacting one of its infected neighbors at time t and thus has a total infection probability 1 (1 ) n b , where n b is the number of infected neighbors. The infected nodes can recover to be susceptible again with probability µ. It is known that there is an absorbing state for the system in which none of the nodes is infected. Therefore, we can assess the importance of the nodes by measuring the extent to which the behavior of each node (i.e., the dynamics of the whole system) deviates from the steady state. Namely, we consider the deviations of the system dynamics from the absorbing state induced by disturbing the initial steady state with noise. Naturally, the larger a node's dynamics is deviating from the steady state, the more influence it will have on the system. To this end, we introduce a Markov chain [24] for the epidemic model and derive the analytical result of node importance. First, we present the theoretical analysis of quantifying node influence using the SIS epidemic dynamics. Next, we address the limitations of the derived measurement when applied to arbitrary networks. As mentioned above, the current state of a node is determined by its immediate past state, namely, a node is in the state of being infected at time t + 1 if it is susceptible at time t and is infected by its infectious neighbors, or if it retains its infectious state to the next time. Then the Markov chain describing the dynamic processes of epidemic spreading can be 048903-2 written as
where is the infection rate and the infected node has the probability µ to recover. An approximation of this equation is given by
The compact form of Eq. 2 is as follows:
which has the same form as in Ref. [25] . The substrate on which an epidemic spreads in an undirected network is such that the coupling matrix A is symmetric and irreducible. We denote (1 µ)I + A by H. We argue that H and A share the same set of eigenvectors. In fact, for any right eigenvector u i (1  i  n) corresponding to the ith eigenvalue i (A), we have
Thus (1 µ)+ i (A) is the ith eigenvalue corresponding to eigenvector u i . The solution of Eq. 2 can then be written as the linear combination of the solutions on n eigenmodes: P (t) = P j u j t j (H)p j (0), where p j (0) is a scalar representing the initial state of the system. Apparently, the system has a fixed point p i = 0 (1  i  n). The stability of system (2) is determined by the eigenvalues of H, namely, if i (H) < 1 (1  i  n), then the system converges to the origin as time goes to infinity. Since H is symmetric and positive, by the Perron-Frobenius theorem, H has a positive eigenvalue 1 equal to its spectral radius. That is,
Then the stability condition is equivalent to ensuring that the largest eigenvalue 1 is less than 1. For simplicity, the hypothesis we make here is that the system is stable at P = 0, which implies that 1 (H) < 1. Then we can evaluate the the roles of the nodes (i.e., their dynamical influence) by introducing perturbations around the equilibrium point. By perturbing the steady state with some noise and ignoring infinitesimals of higher-order terms (i.e., j = 2, 3, . . .), we can clearly see the connection between the dynamical behavior and topological features from the expression P (t) = p 0 u 1 t 1 (H), where u 1 = (u 11 , u 21 , . . . , u n1 )
T . This equation can be rewritten as p j (t) = p 0 u 1j t 1 (H) for all 1  j  n. Apparently, the corresponding components of the first eigenvector (i.e., eigenvector centrality) solely determine the amplitudes of perturbations on nodes and thereby can be used to identify the relative influence of each node. Therefore, through approximation, we demonstrate that the dynamical influence of the nodes P (t) is equivalent to the eigenvector centrality. Figure 1 shows the dynamical influence of the nodes P (t) (before approximation) and the first eigenvector (i.e. eigenvector centrality), with their correlation coefficient being 0.95, indicating that these two measures are highly correlated. Therefore, the functional roles of the nodes can be measured by the first eigenvector, namely eigenvector centrality. In other words, we have demonstrated that the eigenvector centrality, which is derived purely from the topology of the network, can in fact quantify the dynamical influence of a node to the collective dynamical behavior of the whole system.
Note that in the present study the theoretical framework is based on the condition: 1 (H) < 1, which is intimately related to the epidemic dynamics. This is manifest from Eq. 4, which implies 1 (H) = (1 µ) + 1 (A). Then the condition is equivalent to 1 (A) < µ/ . It should be pointed out that the perturbation method adopted above is subject to the implicit hypothesis that the spectral gap of the contact network is large and that the remaining eigenvalues (i.e., apart from the first one) can be ignored as higher-order infinitesimals. Therefore, in the case of small spectral gaps the perturbation method may not be able to identify the differences in node influence accurately. Under such circumstances, the eigenvector centrality may not be a good indicator of node importance.
To address this problem in detail and to clarify under which situation eigenvector centrality can serve as a good indicator of node importance, we explore the spectral gaps of a series of networks transiting from random networks to scale-free networks using the model introduced in Ref. [26] . This model allows us to construct networks with the same connectivity, ranging from Erdös-Rènyi (ER) to Barabàsi-Albert scale-free (SF) networks by tuning a single parameter ↵. The networks grow on the supposition of a newly added node either attached randomly with probability (1 ↵) or preferentially to those nodes with large degree with probability ↵. This way, ↵ = 0 brings about SF networks and ↵ = 1 results in ER random networks. The parameter tunes the heterogeneity, and thus the spectral gap of the network which decreases when going from ↵ = 0 to ↵ = 1, shown in Fig. 2 . Here the heterogeneity index given in Ref. [27] is used:
As mentioned above, the approximation approach is based on the assumption of the large distance between 048903-3 the first eigenvalue and the 'bulk' part of the spectrum 2 , 3 , . . . , n . Typically, this distance can be measured by the quantity R = ( 1 2 )/( 2 n ).
[28]
Similarly, we define R 0 = ( 2 3 )/( 3 n ) to measure the distance of the second eigenvalue from the main part of the spectrum ( 2 3 ) normalized by the extension of the main part ( 3 n ). Figure 3 illustrates the trend of spectral gap as the networks change from heterogeneous topologies to homogeneous ones, consistent with the heterogeneity index H. That is, the gap between the first eigenvalue and the main body of the spectrum is prominent when the network is heterogenous. Similarly, we can calculate the gap between 2 and the rest part of the spectrum for the networks with various ↵. Evidently, the first spectral gap (quantified by R) is remarkably larger than the second one (quantified by R 0 and shown in Fig. 4 ) in heterogeneous networks, while for homogeneous networks these two quantities are comparative, specifically for the networks with ↵ > 0.9. This implies that the items involving 2 have the same order as the one involving 1 and thus cannot be ignored. As a result, their corresponding eigenvectors should be taken into account when we compare the importance of the nodes in a homogeneous network. At this time, the eigenvector corresponding to the largest eigenvalue, namely, eigenvector centrality, is no longer appropriate to estimate the influence of a node.
In summary, we have presented a theoretical analysis of node importance which explains the suitability of eigenvector centrality in characterizing the dynamical influence of the nodes, by means of Markov analysis of epidemic dynamics on networks. We show that the analytic result based on perturbation around the equilibrium of the epidemic dynamical system is precisely the eigenvector centrality, provided that there is a large spectral gap for the coupled network. Moreover, we demonstrate why eigenvector centrality may fail to identify the relative importance of nodes in some cases by examining the condition for which the approximation in theoretical analysis is valid. The examples of homogeneous community networks given in the paper illustrate the invalidity of eigenvector centrality, in which we note that the bridging nodes tend to have similar eigenvector centralities with other nodes, although they may play a critical role in communication. In this respect, other centrality measures like betweenness centrality would be a better choice.
