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ABSTRACT

ACCURATE TARGET GEOLOCATION AND VISION-BASED
LANDING WITH APPLICATION TO SEARCH AND
ENGAGE MISSIONS FOR MINIATURE AIR
VEHICLES

D. Blake Barber
Department of Mechanical Engineering
Master of Science

Miniature air vehicles (MAVs) have attracted a large amount of interest recently both from the research community and from the public. New battery technologies as well as rapid developments in embedded processing and MEMS sensor
technologies have greatly increased the potential of these vehicles. MAVs have been
envisioned playing significant roles in both civil and military applications. Examples
include: fire monitoring, search and rescue, traffic monitoring, crop monitoring, convoy protection, border surveillance, troop support, law enforcement, natural disaster
relief, and aerial photography.
The application of MAVs tends to center on the ability of the MAV to collect
and deliver visual information to the user. In many applications it is important to
be able to accurately geolocate items of interest in the visual data. However, the

inaccuracies associated with MAV platforms have led to relatively large errors in previous attempts at geolocation. The first half of this thesis focuses on increasing the
accuracy of geolocation estimates achievable using a hand-launchable MAV. To accomplish this, methods are presented for bias estimation, wind estimation, recursive
least squares filtering, and optimal flight path generation. Hardware results are presented which demonstrate the ability to consistently localize targets to within 5 m
regardless of wind conditions.
The second half of this thesis focuses on using the high accuracy geolocation
estimates to complete a search and engage mission. This is a mission in which the
MAV not only locates the target, but also accurately delivers a payload to the target
site. The focus is on delivering an attached payload via accurate landing at the target
site. A vision-based landing approach is presented which is robust to both wind and
moving targets. Simulation results are presented which demonstrate the effectiveness
of the control.
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Chapter 1
Introduction
1.1

The Problem
Fixed-wing miniature air vehicles (MAVs) have garnered much attention re-

cently for their usefulness in both civil and military applications. The primary application of MAVs has been short range aerial reconnaissance. In this role MAVs have
been primarily responsible for collecting actionable information and transmitting that
information back to an operator on the ground. Although the information gathering
MAV is uniquely positioned to take action based on the information it has collected,
MAVs have not typically been used in this fashion. Instead this information is passed
on to other assets that must spend time navigating to the target site before any action
can be taken.
An example of such a scenario where taking immediate action would be valuable is a search and rescue mission. Information gathering MAVs can be used to
quickly comb a search area, transmitting EO/IR images back to users on the ground.
Typically these MAVs would be used to locate the lost individual and then direct
search teams into the target region. However, in many instances it may take some
time for the search teams to arrive. In this scenario, it may be desirable to have one
of the searching MAVs take action while awaiting arrival of the search team. For
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instance, some of the searching MAVs may carry food, medicine, or a communication device such as a two-way radio. It would be desirable to deliver this payload
accurately to a target region in plain sight of the lost individual.
Another scenario in which it may be desirable to have a MAV act on information it has gathered is convoy protection. The envisioned use of MAVs in convoy
support is to have a team of MAVs patrolling a prescribed area around the convoy.
The MAVs stream EO/IR video back to users on the ground who are able to identify
threats. The MAVs are then used to monitor any threats as an appropriate course
of action is determined. In many instances the most desirable course of action may
be to use the MAV to neutralize the threat. This allows quick and decisive action to
be taken, thereby minimizing convoy vulnerability. Once again it is desired to have
a MAV deliver a payload as accurately as possible into a specified target area.
For the purposes of this thesis we will refer to such missions as search and
engage missions. Search and engage missions rely on the ability to accurately locate
objects within the MAV’s field of view. This thesis outlines methods for minimizing
geolocation errors achievable using a hand-launchable MAV platform. Localization
errors are minimized using accurate wind estimation, optimal flight path generation,
robust flight path tracking, adaptive online learning of gimbal biases, accurate synchronization of telemetry and video, and recursive least squares filtering.
Search and engage missions also rely on the ability to accurately deliver a payload at the target site. This requires the development of methods for accurate landing
in noncooperative environments. This thesis outlines a method for autonomous land-

2

ing using vision-based feedback. This method is robust to wind, moving targets, and
bias errors.

1.2
1.2.1

Related Work
Target Identification and Tracking
This thesis is not meant to address the problem of identifying and tracking an

object in the image. This work assumes that this capability exists. The goal of this
work is to accurately determine the real world coordinates of a target given its pixel
coordinates and noisy state estimates. The MAV is then controlled to persistently
image, track, and deliver a payload to the target site. Numerous vision-processing
algorithms for target tracking have been developed and successfully demonstrated
using airborne platforms[1, 2, 3]. For this research a simple method of target tracking
consisting of color segmentation and feature tracking is utilized [4, 5].

1.2.2

Target Localization
The problem of vision-based geolocation from a mobile platform is a well

understood problem. Of the approaches which have been used to address this problem
in the literature, there are four with direct application to this work. These are:
1. Ground-based vehicle localization
2. Ground-based vehicle / air-based vehicle cooperative localization
3. Air to ground localization using video registration
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4. Air to ground localization using only GPS and inertial data
The work that has been done using each of these approaches is outlined below.

Ground-based Vehicle Localization
Much of the work that has been done regarding target geolocation from mobile platforms has focused on ground-based vehicles [6, 7]. For the most part, this work has
relied on stereo imagery. Saeedi et al. use a trinocular set of stereo images to extract
range information from point feature correspondances [6]. This range information is
then used to localize objects of interest in the robot’s field of view. Chroust et al.
take a similar approach using a bincoular set of stereo images [7]. They combine the
stereo imagery with data from a 6 DOF inertial measurement unit in an extended
Kalman filter framework. This system is able to better handle rapid movements over
the short term due to the IMU while maintaining desirable drift characteristics over
the long term due to the vision system.
Both these approaches are well suited to the problem of geolocation from a
mobile platform, but do not transition well to hand-launchable MAVs. The size and
weight constraints of MAVs make it difficult to develop a platform with sufficient size
and rigidity to serve as a reliable baseline for a set of stereo cameras. Furthermore,
due to power and payload constraints, MAV video is generally processed off-board and
transmitted via analog FM transmitters. This makes it difficult to achieve the level of
synchronization required for stero-image processing. Regardless of these difficulties,
stereo imaging requires an increased hardware set compared to monocular imaging
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systems. The stringent payload constraints of MAVs makes the addition of this
hardware in all cases undesirable, and in some cases impossible.

Ground-based Vehicle/Air-based Vehicle Cooperative Localization
For the reasons outlined above, much of the work that has been done regarding target
geolocation from aerial platforms utilizes monocular imaging systems [8, 9, 10, 11]. In
order to increase the accuracy of air-ground localization and/or reduce the required
sensor load of the air vehicle, many of the attempts at air-ground localization have
utilized coordinating ground-based vehicles.
For example, Vidal and Sastry [8] outline a scenario in which a coordinating
team of air vehicles — in this case rotorcraft — and ground vehicles attempt to localize
another team of evading ground vehicles. The team of “pursuers” shares position and
image information to resolve the locations of ground-based “evader” robots. These
methods were successfully demonstrated in a simulation environment.
Chaimowicz et al. [9] conducted a similar study with hardware results. The
aerial vehicle for this study was a tethered blimp. The blimp and a coordinating team
of ground vehicles were used to test three complimentary approaches for localizing a
ground-based target. The most accurate approach used six identifiable landmarks of
known location to determine a mapping from camera to world coordinates. However,
this approach was deemed impractical due to the requirement for landmarks of known
location. The least accurate approach used the blimp’s GPS and IMU to estimate
camera pose and used known intrinsic camera parameters to solve for location via
ray intersection with a flat earth. This approach resulted in localization error of
5

approximately 8 m despite the fact that the blimp was tethered at a relatively low,
18 m, altitude. These results highlight the difficulties associated with geolocating
ground-based objects from an aerial platform.
Vaughan et al. [10] describe another interesting approach to air-ground localization using teams of coordinating air and ground vehicles. In their study the
air vehicle — a rotorcraft — utilizes the known positions of a team of coordinating
ground-based vehicles within its field of view to localize both itself and other groundbased targets. This allows for the deployment of smaller, lighter MAVs that do not
need to have their own onboard GPS. However, under the assumptions presented in
the paper the air vehicle must be able to maintain a hover in between meaurements
from the ground vehicle(s). This constraint precludes the use of fixed-wing MAVs.
Of the work currently being done in coordinated air-ground localization, the
work of Grocholsky [11] most closely relates to the work being presented here. Grocholsky uses an information theoretic approach to combine localization estimates from
both ground vehicles and fixed-wing air vehicles. Fixed-wing air vehicles are used for
their ability to rapidly explore a search space and acquire initial estimates of target
locations. Initial target location estimates are then relayed to slower moving ground
vehicles. The higher accuracy geolocation estimates from ground vehicles are used
to refine the initial estimates. This approach leads to both rapid exploration of the
search space and high accuracy estimates of target location.
Although good results have been obtained using coordinating teams of air and
ground vehicles, this is not always a feasible approach. Unmanned ground vehicles
are effective over a very limited set of terrains and can require a relatively long time
6

to reach the target area. Also, the addition of ground robots adds an undesirable
level of complexity. It is the goal of this work to achieve the same high levels of
accuracy obtained by coordinating air vehicle / ground vehicle teams, using only
easily deployed MAVs.

Air to Ground Localization Using Video Registration
The most effective methods for air-ground localization have used video registration to
known reference imagery [12, 13, 14]. These methods have been tested on relatively
large platforms with extremely accurate instrumentation and have demonstrated a
high degree of accuracy. However, these methods have yet to be tested on smaller
platforms with their relatively inaccurate instrumentation. Furthermore, these methods require a known map of the world with reference imagery precisely aligned to
geo-coordinates. This is a constraint which is not shared by this work.

Air to Ground Localization Using Only GPS and Inertial Data
The approach to target localization taken in this work is that of air-ground localization
using only GPS and inertial data. This approach presents significant advantages over
other methods: It does not require a large database of georeferenced imagery. It
benefits from the rapid search abilities of air vehicles versus ground vehicles. It is
deployable over a large variety of terrains. It has a relatively low cost and complexity.
Hand-launchable, fixed-wing MAVs were chosen as the aerial platform due to
their comparitive advantages to other platforms. Blimps and rotorcraft provide the
ability to hover over a target, which can lead to more accurate geolocation estimates
7

in certain circumstances. However, blimps are generally unable to operate in high
winds or inclement weather, and rotorcraft have a relatively high cost and complexity.
Fixed-wing aircraft tend to have higher fuel efficiency, better adaptability to inclement
weather, lower cost, lower complexity, lower learning curve for the untrained operator,
and extreme durability to harsh environments. Furthermore, the small size and weight
of MAVs makes them ideal platforms due to their high transportability and ease of
deployment.
Because of these advantages, a number of previous works have focused on
achieving accurate geolocation estimates from fixed-wing aerial platforms [15, 16, 17,
18]. However, none of these works uses a fixed-wing aircraft that would be considered
hand launchable. In addition, these works exhibit significant estimation bias, and
relatively large geolocation errors.
Gibbins et al. used the Aerosonde UAV (2 m wingspan, 12-13 kg) with a fixed
camera to achieve localization accuracies ranginge from 5 to 30 m. Wang et al. used
a Senior Telemaster UAV (2.5 m wingspan, 8 kg) equipped with a gimbaled camera
[18] to achieve range estimation errors averaging approximately 50 m. This work was
extended in [17] to include a nonlinear filter for estimating position and velocity for a
moving target. In addition, in [17] terrain data is used to determine the height of the
UAV above the target. This approach was used to achieve localization errors varying
between 0 and 40 m.
In a similar work [16], Campbell and Wheeler used the SeaScan UAV (3.1 m
wingspan, 18 kg) with gimballed camera to geolocate both stationary and moving
targets. They implemented a square root sigma point filter with bounds on the local8

ization error explicitly derived from the filter. The performance data for this approach
is not reported due to ITAR restrictions, but the authors do note the significant effects
of bias errors.
The previous work which most closely resembles the current work is presented
by Redding [19, 20]. The current work is an extension of the work done by Redding,
meant to address the effects of bias errors on geolocation accuracy.

1.2.3

Vision Guided Landing
The problem of accurately landing a UAV using vision-based control has been

well studied for autonomous rotorcraft. Most of these approaches involve using image
processing techniques to estimate the pose of the UAV based on the motion of the
aircraft relative to a structured target [21, 22, 23, 24]. Researchers at the Army/NASA
Rotorcraft Division have developed a method for landing an unmanned rotorcraft
based on vision processing techniques that does not require a structured reference
image or structured landing environment [25, 26].
These techniques, though effective for rotorcraft, do not transition well to
fixed-wing platforms. Significantly less work exists for using visual sensors to accurately land fixed-wing aircraft. In addition, those techniques which have been
developed generally require a set of known landmarks or some visually identifiable
pattern [27, 28].
In [27] Yakimenko et al. present a vision-based method for facilitating shipboard landing of a fixed-wing aircraft using features on the ship that are identifiable
using an infrared camera. This method relies on the identification and tracking of
9

three points of a known configuration. The position and orientation of the UAV
relative to the ship are recovered through observation of these three points. This information can then be used to guide the UAV along a prescribed glideslope resulting
in a shipboard landing. The focus of [27], however, is on the determination of relative
position and orientation, and not on guidance. The described methods were used in
flight tests to determine the UAV’s relative position to within approximately 2 to 20
meters depending on range from the target. No landing attempts were made and
algorithms for landing the UAV were not presented.
Frezza and Altafini [28] utilize a slightly different approach for recovering relative position and orientation from the visual data. They rely on identification of a
known landmark of identifiable shape. This landmark’s location and orientation in
an image are determined using a deformable template made to fit the landmark using
active contours. The position of the UAV relative to the landmark can then be determined from the shape, size, and orientation of the landmark. This information is then
used to guide the UAV along a predetermined glideslope using a controller based on
receding horizon predictive control. No results are presented for the proposed method.
Both of these methods differ from the approach described in this work in that
they require landmarks of known location and shape or configuration. Such features
or landmarks are not generally available in search and engage missions.
An alternative vision-based approach for accurately landing fixed-wing aircraft
without the need for landmarks involves the use of a dedicated visual sensor for measuring optic flow. In [29] Chahl et al. demonstrated that by maintaining constant
optic flow during a landing maneuver, a MAV’s descent could be successfully con10

trolled. Development of lightweight sensors for measurement of optic flow [30, 31, 32]
has further bolstered this approach. Barrows et al. have demonstrated that these
sensors can be successfully used to follow terrain in low flying MAVs [33].
This work builds on prior work done at BYU in which vector-field based control
is combined with optic flow sensors for measuring height above ground to accurately
land a MAV [34]. This work will use the landing algorithm outlined in [34] to initialize
the approach of the MAV. This landing algorithm will then be followed until the
MAV begins down its glideslope and the target is visually acquired. At this point
the control will be turned over to the vision-based controller outlined in this thesis.
The goal of this work is to achieve similar levels of landing accuracy using visionbased control rather than height above ground measurements from optic flow. The
vision-based control approach is preferred because it transitions better to search and
engage missions: It allows for moving targets, and it is not affected by errors in the
initial estimate of target location. The vision-based control approach outlined in this
thesis utilizes vision-based feedback control combined with bias estimation to achieve
accurate landings.

1.3

Contributions
The research presented in this thesis presents eight key contributions to the

development of MAV platforms capable of carrying out search and engage missions.
These contributions include:
1. The development of a method for accurately estimating wind using MAV airspeed and groundspeed measurements
11

2. The development of a method for generating flight paths that minimize the
sensitivity of geolocation estimates to state estimation errors
3. The development of a method for estimating and removing the effects of state
estimation biases on geolocation estimates
4. The application of recursive least squares filtering to achieve high accuracy
geolocation estimates of both target position and target velocity
5. The development of a method for using vision-based feedback to accurately land
a MAV on a moving target in the presence of wind
6. The development of a method for estimating and removing the effects of state
estimation biases on vision-based landing
7. The successful hardware demonstration of the methods for accurate target geolocation
8. The successful demonstration of the methods for vision-based landing in a high
fidelity simulation environment

1.4

Outline
This thesis is organized as follows: Chapter 2 gives the pertinent coordinate

frames and coordinate tranformation matrices used throughout this work. It also
gives descriptions of both the hardware and software platforms used for testing the
algorithms outlined in later chapters. This chapter is taken in large part from [35]
and represents the work of the other authors listed there, especially that of Redding.
12

It is included with permission as a background for the work layed out in the later
chapters of this thesis. Chapter 3 outlines the methods used to mitigate the effects
of state estimation biases on geolocation estimates. Hardware results are presented
which demonstrate the effectiveness of these methods. This chapter is a more detailed
version of the research presented by the current author in [35]. Chapter 4 focuses on
vision-based control for landing fixed-wing MAVs. Simulation results are presented
which demonstrate the ability of the control law to effectively handle both wind
and moving targets. Chapter 5 summarizes the results of this research and offers
suggestions for future work.
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Chapter 2
Background
This chapter outlines the coordinate frames and coordinate transformations
necessary to convert from pixel coordinates to world coordinates. It also describes the
hardware test setup and simulation environment used in later chapters. This chapter
is adapted from [35] and represents for the most part the work of Redding. It is
included here with permission in order to describe the method used to convert from
pixel to world coordinates. This conversion will be used in both the target geolocation
and vision-based landing portions of this thesis.

2.1

Coordinate Frames
The coordinate frames associated with this problem include the inertial frame,

the vehicle frame, the body frame, the gimbal frame, and the camera frame. Figures 2.1 and 2.2 show schematics of the different coordinate frames. The inertial
frame, denoted by (XI , YI , ZI ), is a fixed frame with XI directed North, YI directed
East, and ZI directed toward the center of the earth. The vehicle frame, denoted
by (Xv , Yv , Zv ), is oriented identically to the inertial frame but its origin is at the
vehicle center of mass. The body frame, denoted by (Xb , Yb , Zb ) also originates at the
center of mass but is fixed in the vehicle with Xb pointing out the nose, Yb pointing
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out the right wing, and Zb pointing out the belly. As shown in Figures 2.1 and 2.2,
the gimbal frame, represented by (Xg , Yg , Zg ) originates at the gimbal rotation center
and is oriented so that Xg points along the optical axis, Zg points down in the image
plane, and Yg points right in the image plane. The camera frame, denoted (Xc , Yc , Zc ),
originates at the optical center with Xc pointing up in the image, Yc pointing right
in the image plane, and Zc directed along the optical axis.

X I (North)
Xv

Xb
αaz

Z c, X g

Gimbal

Yv
CM

Yb

v

dI

Yc,Yg
Y I (East)

Figure 2.1: A graphic showing a lateral view of the coordinate frames. The inertial
and vehicle frames are aligned with the world, the body frame is aligned with the
airframe, and the gimbal and camera frames are aligned with the camera.

XI-YI Plane
v

dI

Xc
Xb
CM

Xv

αel
Xg
Zg

Zc

Zb
Zv
ZI

Figure 2.2: A graphic showing a longitudinal view of the coordinate frames.
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The notation v i implies that vector v is expressed with respect to frame i. The
rotation matrix and the translation vector from frame i to frame j are denoted by Rij
and dji respectively. The homogeneous transformation matrix from frame i to frame
j is given by
Tij





j
j
Ri −di 

,
=

0
1

(2.1)

where 0 ∈ R3 is a row vector of zeros. Note that dji is resolved in the j th coordinate
frame. The inverse transformation is given by

△

Tji = Tij

−1



jT
 Ri

=


0



T
Rij dji 

1

.


The transformations used in this thesis are defined in Table 2.1. The derivation for
each of the transformations will be discussed below.

Table 2.1: Homogeneous transformation matrices.

Transformation
TIv
Tvb
Tbg
Tgc

Description
Inertial to MAV Vehicle frame
MAV Vehicle to MAV Body frame
MAV Body to Gimbal frame
Gimbal to Camera frame
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2.2

Transformation from the inertial to the vehicle frame.
The transformation from the inertial to the vehicle frame is a simple transla-

tion. Therefore TIv is given by

TIv

dvI





 I −dvI 
,
= 


0 1


 xMAV


= 
 yMAV


−hMAV

where




 ,




(2.2)

and where xMAV and yMAV represent the North and East location of the MAV as
measured by its GPS sensor, and hMAV represents the MAV’s altitude as measured
by a calibrated, on-board barometric pressure sensor.

2.3

Transformation from the vehicle to the body frame.
The transformation from the vehicle frame to the MAV body frame, Tvb , con-

sists of a rotation based on measurements of Euler angles. If φ, θ and ψ represent the
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MAV’s roll, pitch and heading angles in radians, then the transformation is given by

Tvb

Rvb

△





 Rvb 0 
,
= 


0 1


where


cθ cψ
cθ sψ
−sθ 






= 
 sφ sθ cψ − cφ sψ sφ sθ sψ + cφ cψ sφ cθ 




cφ sθ cψ + sφ sψ cφ sθ sψ − sφ cψ cφ cθ

(2.3)

△

where cϕ = cos ϕ and sinϕ = sin ϕ. On our platform, the Euler angles are estimated
by a two stage Kalman filter as described in [36]. The Kalman filter uses rate gyros
for the propagation model, and accelerometers for the measurement update.

2.4

Transformation from the body to the gimbal frame.
The transformation from the MAV body to the gimbal frame, Tbg , will depend

on the location of the MAV’s center of mass with respect to the gimbal’s rotation
center. This vector, denoted by dgb , is resolved in the gimbal frame. Tbg will also
depend on the rotation that aligns the gimbal’s coordinate frame with the MAV’s
body frame. This rotation is denoted Rbg and requires measurements of the camera’s
azimuth and elevation angles. Let αaz denotes the azimuth angle of rotation about
Zg , and αel the elevation angle of rotation about Yg , after αaz . Both αaz and αel can
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be deduced from the gimbal servo commands. The transformation is given by

Tbg





g
g
 Rb −db 
,
= 


0
1

Rbg = Ry,αel Rz,αaz


 cel 0 sel


= 
1 0
 0


−sel 0 cel


where



  caz saz 0 




  −s

c
0


az
az




0
0 1


cel saz sel
 cel caz


= 
caz
0
 −saz


−sel caz −sel saz cel
2.5






.




(2.4)

Transformation from the gimbal to the camera frame.
The transformation from gimbal to camera reference frames, Tgc , depends on

the vector dcg , which describes the location of the gimbal’s rotation center relative to
the camera’s optical center and is resolved in the camera’s coordinate frame. Tgc also
depends on a fixed rotation Rgc , which aligns the camera’s coordinate frame with that
of the gimbal since we have chosen Xc = −Zg and Zc = Xg . The transformation is
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given by

Tgc

Rgc

2.6





 Rgc −dcg 
 , where
= 


0
1


 0 0 −1 





= 
 0 1 0 .




1 0 0

(2.5)

Camera Model
A simple projective camera model is shown in Figure 2.3. Given this camera

model, [37] shows that the change from pixels in the image frame to meters in the
camera frame is given by


 0 fx


 −f 0

y
q̄ = 

 0
0



0
0
{z
|
C



0x 0 


0y 0 
 c
 pobj ,

1 0 



0 1
}

(2.6)

where fx and fy are the scaled focal lenghts and 0x and 0y are the pixel coordinates
of the center of the image. These values can be determined for a specific camera by
any of a number of camera calibration techniques [38, 39]. The matrix C is known as
the calibration matrix.
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X im

X ip
Yip

pobjc

Xc
q

O

Zc
f

Yc

λ
Y im

Figure 2.3: The coordinate frames associated with the camera. The coordinate frame
represented by {Xc , Yc , Zc } has origin at the camera center and its elements have units
of meters. The frame {Xim , Yim , Zim = Zc − f } is centered at the image plane and has
units of meters. The frame (Xip , Yip ) is centered in the upper left hand corner of the
image and has units of pixels.

Because C projects from three-dimensional world coordinates to two-dimensional
pixel coordinates this transformation does not maintain scale. This fact is denoted
by the bar superscript on the pixel coordinate q̄ in Equation (2.6). By convention,
the scaled focal lengths are written in terms of an image plane with z = 1. Thus
normalizing q̄ by its z component, q̄(z), provides the appropriate scaling

q=

2.7

q̄
.
q̄(z)

(2.7)

Transforming from Pixel to World Coordinates
The coordinate transformations outlined in the previous sections can be com-

bined to determine the world coordinates of a target from its pixel coordinates. First,
the transformations are used to compute a vector in the direction from the MAV to
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the target
p̄bobj = [CTgc Tbg Tvb ]−1 q.

(2.8)

As discussed in Section 2.6 the calibration matrix C does not maintain scale which
is denoted by the bar superscript on p̄bobj . For convenience p̄bobj can be normalized by
kp̄bobj k to create a unit vector in the direction from the MAV to the target, denoted
up . The location of the target can be found by intersecting up with a flat earth, or by
projecting from the position of the MAV along up until it intersects a terrain map.
Given the flat earth assumption the location of the target is given by

p=

2.8

dvI

+




dvI (z)
up .
up (z)

(2.9)

Simulation Environment
BYU has developed an open source flight simulation environment called Aviones.

This environment allows all flight algorithms to be tested on the ground before being
flight tested. BYU’s Virtual Cockpit software interfaces directly with Aviones allowing the user to send commands to the MAV and to receive standard telemetry or
other desired flight data from the MAV. Aviones is a full 6 DOF simulator with sensor
noise models based on empirical noise models for the actual MAV sensors. Repeated
flight testing has shown good agreement between simulation and real world results.
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(a) Aviones Simulation Environment

(b) Virtual Cockpit

Figure 2.4: Aviones simulation environment.

2.9

Hardware Testbed
BYU has developed a reliable and robust platform for testing unmanned air

vehicles [40]. Figure 2.5 shows the key elements of the testbed. The first frame
shows the Procerus1 Kestrel autopilot (originally developed at BYU) which which is
equipped with a Rabbit 3400 29 MHz processor, rate gyros, accelerometers, absolute
and differential pressure sensors. The autopilot measures 3.8×5.1×1.9 cm and weighs
17 grams.
The second frame in Figure 2.5 shows one of the airframes used for the flight
tests reported in this thesis. The airframe is a flying wing with expanded payload
bay and servo-driven elevons designed by the BYU Magicc Lab. It has a wingspan
of 152 cm, a length of 58 cm, and a width of 12 cm. It weighs 1.1 kg unloaded
and 2.0 kg fully loaded. It is propelled by a brushless electric motor which uses an
electronic speed control and is fueled by four multi-cell lithium polymer batteries.
Typical speeds for the aircraft are between 15 and 20 meters per second (33 and
1

http://procerusuav.com/
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45 miles per hour). Maximum flight time for this aircraft is between 1 and 2 hours
depending on external conditions and the mission it is required to fly.
The third frame in Figure 2.5 shows the ground station components. A laptop
runs the Virtual Cockpit software that interfaces through a communication box to
the MAV. An RC transmitter is used as a stand-by fail-safe mechanism to ensure safe
operations.

Figure 2.5: (a) Procerus’ Kestrel autopilot. (b) MAV airframe. (c) Ground station
components.

The gimbal and camera used for the geolocation portion of this thesis (Chapter 3) are shown in Figure 2.6. The gimbal was designed and fabricated by the BYU
Magicc Lab. It weighs 150 grams, and has a range of motion of 135 degrees in azimuth
(at 333 degrees/sec) and 120 degrees in elevation (at 260 degrees/sec). The camera
is a Panasonic KX-141 with 480 lines of resolution. The horizontal field of view of
the lens is 54 degrees.
The vision processing platform used for the vision-based landing portion of
this thesis (Chapter 4) is shown in Figure 2.7. The Helios platform is a small computing platform designed at BYU for real-time image processing in small autonomous
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Figure 2.6: The gimbal and camera used for the results in the thesis are shown
unmounted from the MAV and without its protective dome.

vehicles. At the heart of the platform is a Xilinx Virtex-4 FX FPGA. The FPGA
includes a PowerPC processor core as well as sophisticated reconfigurable logic. This
platform combines the flexibility of a high-performance, embedded processor core with
custom image processing hardware. This vision processing platform meets the size,

Figure 2.7: The Helios real time vision processing platform.
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weight, and power requirements for use in hand-launchable MAVs. Figure 2.8 shows
the Helios platform next to and embedded in the MAV platform described above.

(a) Helios outside the MAV.

(b) Helios mounted in the MAV.

Figure 2.8: MAV used for vision-based landing.
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Chapter 3
Accurate Geolocation
Sensor noise and uncertainty in the MAV geometry introduce error in the
geolocation estimate provided by Eq. (2.9). Figure 3.1 shows the results of a flight
test using the MAV system described in Section 2.9. The MAV was commanded to
orbit the target location and a color segmentation algorithm was used to track the
target location in the image. The error (in meters) of the raw geolocation estimates
is shown in Figure 3.1. The raw estimates have errors ranging from 20 to 40 meters.
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Figure 3.1: The error, in meters, of raw geolocation estimates obtained by using
Eq. (2.9). Sensor noise and geometric uncertainties result in estimation errors of 20 to
40 meters.
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This chapter presents techniques for increasing the accuracy of target geolocation achievable using the coordinate transformations outlined by Redding (see Chapter 2). These techniques include: (1) recursive least squares filtering, (2) bias estimation, (3) optimal flight path selection, and (4) wind estimation. Each technique is
discussed in more detail below.

3.1

Recursive Least Squares
As shown in Figure 3.1, there is significant noise in the estimation error. A

well known technique for filtering noisy estimates is to use a recursive least squares
(RLS) filter [41]. The RLS filter minimizes the average squared error of the estimate
and requires only one scalar division per estimated parameter at each time step. It
is therefore suitable for on-line implementation.
The result of using the RLS filter on the data shown in Figure 3.1 is shown in
Figure 3.2. Note that the RLS filter quickly converges to an error of approximately
five meters. While the improvement in geolocation accuracy is significant, it will
be shown in the following three sections that it is possible to further improve the
geolocation accuracy by exploiting the structure inherent in the problem.

3.2

Bias Estimation
While the RLS algorithm is effective at removing the zero-mean noise, there

is also bias associated with the state estimates. These errors stem from gyro drift,
accelerometer bias, imperfect gimbal mounting, imperfect servos, and difficulties associated with the use of accelerometers to measure state while in a coordinated turn.
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Figure 3.2: Result of using the RLS algorithm. The error in the geolocation estimate
decreases from 20 to 40m to approximately 5 meters.

While these biases may be insignificant for purposes of general MAV navigation and
control, they can have a significant impact on geolocation accuracy. Though these
bias errors can be lessened by advanced attitude estimation schemes [36] and precise
mounting and calibration of the camera gimbal, it is impossible to totally remove
these bias errors. When a loiter is flown around the object of interest, these bias
errors cause a dispersion in individual geolocation estimates as shown in Figure 3.3.
Because the bias errors are uncorrelated with respect to position along the
desired flight path, and the flight path is symmetric about the target, the bias errors
result in geolocation estimates that are also symmetric about the target. For a circular
flight path centered at the target, this results in the localization estimates forming a
ring around the desired target. If there were no bias in the localization estimates, this
ring would collapse to a 2-D Gaussian distribution centered at the object of interest.
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Figure 3.3: Localization error before gimbal calibration. The errors in the localization estimates exhibit a circular pattern about the target location due to the biases
introduced by imprecisely calibrated sensors and geometric modeling errors.

The variance of this distribution would be a function of the unbiased, Gaussian noise
and the parameters of the loiter trajectory.
In order to localize objects as quickly and accurately as possible it is desired
to minimize the bias errors. To accomplish this, a method was developed to learn the
localization biases online. The effects of the biases can then be removed by applying
appropriate counter-biases.
The online learning of localization biases makes use of the fact that, when
the flight path is symmetric about the target and the bias errors are uncorrelated
with position along that flight path, the minimum variance distribution of location
estimates will be obtained from the unbiased estimate of target location. As discussed
above, any other biased estimate will add a ring-like structure to the noise. This
increases the variance of the individual estimates. Because this is true, the bias
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estimation problem can be posed as the following optimization problem:

min
ᾱaz ,ᾱel ,φ̄,θ̄,ψ̄,z̄

2
σlocalization
(ᾱaz , ᾱel , φ̄, θ̄, ψ̄, z̄)

(3.1)

where ᾱaz , ᾱel , φ̄, θ̄, ψ̄, and z̄ are the biases associated with the measurements of
gimbal azimuth, gimbal elevation, roll, pitch, yaw, and altitude, respectively.
The values (ᾱaz , ᾱel , φ̄, θ̄, ψ̄, and z̄) which minimize this function are the
biases in attitude estimation. In practice, because the angle of attack during steady
level flight is at or near zero degrees for most fixed-wing aircraft , the axes about
which ψ and αaz are measured are completely or very nearly aligned. In addition,
because the desired flight path is a loiter centered about the object of interest, the
gimbal will point out the wing of the aircraft causing the axes about which φ and αel
are measured to be completely or very nearly aligned. Because of this, it is difficult
or impossible to distinguish between either of these complimentary pairs of biases.
In order to avoid this problem of counteracting biases, Equation (3.1) is optimized
over the minimum set of biases that can adequately represent the cumulative effect of
all biases inherent in the system. Testing has shown that the biases αaz and αel can
account for nearly all of the biases inherent in the state estimation, gimbal aiming,
etc. These biases are determined by solving the optimization problem

2
min σlocalization
(ᾱaz , ᾱel ).

ᾱaz ,ᾱel

Eq. (3.2) is solved on-line using a quasi-Newton method.
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(3.2)

Because the effects of the bias apply both to localization and to aiming the
gimbal, once these biases have been determined their effects are removed by applying
the appropriate counter-biases directly to the gimbal aiming function. The result is
that once accurate biases have been determined, not only will the localization accuracy
increase, but the gimbal aiming function will also be able to more tightly maintain
the object of interest at the center of the image. The effects of bias estimation and
correction on the variance of individual target estimates can be seen in Figure 3.4. It
is clear from Figure 3.4 that the ring structure characteristic of bias errors has been
significantly reduced.

80

Cumulative Target Estimate
Vehicle Location
Target Estimate

60

40

20

0

−20

−40

−60

−80
−100

−80

−60

−40

−20

0

20

40

60

80

100

Figure 3.4: Localization error after gimbal calibration. The structured bias in the
estimates has been removed.
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3.3

Flight Path Selection
With the bias removed, we turn our attention to minimizing the variance of

the resulting zero-mean estimation error. The variance is primarily due to noisy
estimates of the attitude and the position of the MAV. Ref. [19] presents a study
of the sensitivity of Eq. (2.9) to errors in attitude and position. The conclusion of
that study is that for circular orbits, the geolocation estimate is most sensitive to
errors in roll. However, the sensitivity is also a strong function of altitude and orbit
radius. As shown in Figure 3.5, as the altitude of the MAV increases, the distance
to the target also increases. Therefore, a fixed error in roll produces a localization
error that increases with altitude. On the other hand, Figure 3.5 illustrates that low
altitudes also enhance the error sensitivity since the angle to the target becomes more
oblique as altitude decreases. For an identical error in roll, increasingly oblique angles
produce a larger localization error.
Figure 3.5 demonstrates how localization errors can be either reduced or amplified by selection of the flight path. However, this scenario is an oversimplification of
how flight path optimization actually affects localization error. In actuality there are
complicated interactions between the different error sources that must be accounted
for. Selecting a flight path to minimize sensitivity to one source of error, roll for
instance, may increase the amount of error from another source. This effect can be
seen in Figure 3.6 which shows the sensitivity of the localization error with respect
to each of the major contributing error sources. It is clear from Figure 3.6 that if the
predominant source of error were roll, a flight path would be selected that was a mini-
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Localization error sensitivity
increases with altitude

Localization error sensitivity
increases with obliqueness

Figure 3.5: The sensitivity of the localization error to imprecise attitude estimates, is
highly dependent on altitude. At low altitudes, the sensitivity is due to the obliqueness
of the angle to the target. At high altitudes, the sensitivity is due to distance from the
target.

mum distance from the target and at a steep angle relative to the target. If, however,
pitch were the dominant source of error, a flight path would be selected which would
be a minimum distance from the target and at a relatively shallow angle relative to
the target. Furthermore, it is not clear from a univariate sensitivity analysis how
these errors will interact. This type of analysis ignores higher order interactions that
can play a significant role.
In order to minimize sensitivity to state estimation errors, it is necessary to
accurately quantify the effects of these errors on geolocation estimates. In order to
accomplish this we rewrite the transformations given in Equations (2.2) through (2.4)
in terms of the state estimation errors as:
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Figure 3.6: Sensitivity of localization error to each of the major error sources. The
y axis, γ, represents the angle between the ray from the target to the MAV and the
ground. The x axis represents the Euclidean distance between the MAV and the target.

T̃Iv

d˜vI





 I −d˜vI 
,
= 


0 1


 xMAV + x̃MAV


= 
 yMAV + ỹMAV


−hMAV − h̃MAV
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where





 ,




(3.3)

T̃vb

R̃vb





 R̃vb 0 
,
= 


0 1


where

cθ+θ̃ cψ+ψ̃
cθ+θ̃ sψ+ψ̃
−sθ+θ̃



= 
 sφ+φ̃ sθ+θ̃ cψ+ψ̃ − cφ+φ̃ sψ+ψ̃ sφ+φ̃ sθ+θ̃ sψ+ψ̃ + cφ+φ̃ cψ+ψ̃ sφ+φ̃ cθ+θ̃


cφ+φ̃ sθ+θ̃ cψ+ψ̃ + sφ+φ̃ sψ+ψ̃ cφ+φ̃ sθ+θ̃ sψ+ψ̃ − sφ+φ̃ cψ+ψ̃ cφ+φ̃ cθ+θ̃

T̃bg





g
g
 R̃b −db 
,
= 


0
1






(3.4)




where

R̃bg = Ry,αel +α̃el Rz,αaz +α̃az


 cel+el˜ 0 sel+el˜
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0
1
0



−sel+el˜ 0 cel+el˜
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  caz+az
˜
˜




  −s
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−sel+el˜
caz+az
0
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−sel+el˜ caz+az
−sel+el˜ saz+az
cel+el˜
˜
˜




.




(3.5)

These transformations can be used to develop an expression for localization
error as a function of the state estimation errors and loiter parameters. To see this
consider a target located at the origin, denoted by the vector ~0. The estimate of the
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target location in the body frame is then given by

p̂bobj = T̃vb T̃Iv~0.

(3.6)

p̂bobj is used to compute the commanded gimbal angles as


αaz = atan2 p̂bobj (y), p̂bobj (x)


(3.7)


p̂bobj (z)


αel = sin−1  q
b
2
2
p̂obj (x) + p̂(y)

(3.8)

where p̂bobj (x) refers to the x component of the vector, p̂bobj . Assuming that the actual
gimbal angles are given by the commanded gimbal angle plus the gimbal aiming errors,
the pixel location of the target in the image is given by




(3.9)

q̄ = Tgc T̃bg Tvb TIv~0.

(3.10)

q=C

1
q̄
q̄(z)

where

q is then used to compute the estimate of the world coordinates of the target as
!

(3.11)

p̄ = [CTgc Tbg T̃vb T̃Iv ]−1 q.

(3.12)

p̂Iobj = d˜vI +

d˜vI (z)
p̄
p̄(z)

where
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The localization error, p̃, resulting from the state estimation errors, φ̃, θ̃, ψ̃, α̃az , α̃el ,
and h̃, is then given by
p̃ = kp̂Iobj k.

(3.13)

In order to compute the value of p̃, the MAV states φ, θ, ψ, xMAV , yMAV , and
hMAV must be determined. The nominal values for each of these states are functions
of the loiter parameters. These parameters are airspeed (Va ), altitude (hloiter ), and
radius (rloiter ). It is important to note that because the loiter maneuver is symmetric
about the target, and the error terms are not correlated with respect to the MAV’s
position in the loiter maneuver, the same distribution of errors will be observed at
any point along the maneuver. For this reason it is only necessary to evaluate the
distribution of errors at one point in the maneuver. Assume that point is selected
(arbitrarily) to be the point due west of the target. Also assume the loiter is a
clockwise loiter, and the MAV is in a coordinated turn. The nominal states can then
be computed from the loiter parameters as follows:

−1

φ = tan



Va2
rloiter g



(3.14)

θ = αlevel

(3.15)

ψ = 0.0

(3.16)

xMAV = 0.0

(3.17)

yMAV = −rloiter

(3.18)

hMAV = hloiter .

(3.19)
(3.20)
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Given the expressions for the MAV states given in (3.14) through (3.19)
and the method for determining localization error given by Equations (3.6) through
(3.13), the localization error p̃ can be calculated for any combination of errors and
loiter parameters. This can then be used to find the loiter parameters that minimize
error given a specific set of state estimation errors. This goal can be stated as the
optimization problem

min

hloiter ,rloiter

2
σlocalization
(Va , hloiter , rloiter , σφ̃ , σθ̃ , σψ̃ , σaz
˜ , σh̃ )
˜ , σel

(3.21)

where the error variable, σx , refers to the standard deviation of the random variable
x. It is important to note that the loiter parameter, Va , is not included as a design
variable in the optimization problem given by Equation (3.21). This is because this
parameter is usually chosen to optimize the endurance of the MAV.
Because of the nonlinear nature of the localization function, a Monte Carlo
2
simulation must be used to evaluate the variance function, σlocalization
. The value of
2
σlocalization
was computed for a range of possible loiter parameters using a series of 1000

sample Monte Carlo simulations. The results are shown in Figure 3.7. The parameters
of the optimal loiter maneuver can easily be determined by visual inspection of Figure
3.7 to be rloiter ≈ 60 m and hloiter ≈ 77 m. This represents the point where the tradeoff
between the advantages of decreasing obliqueness and the disadvantages of increasing
distance from target balance one another.
This analysis can be used to select loiter maneuvers that minimize the variance
of the localization estimates. However, because one or more Monte Carlo simulations
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Figure 3.7: A 1000 sample Monte Carlo simulation was used to compute the value
2
of σlocalization
over a range of loiter trajectories. The error values used to generate this
◦
plot were 5 for all angular estimates and 5 m for the altitude estimate.

must be completed at each iteration of the optimization routine, this is a computationally expensive problem to solve. It is desired to recast the optimization problem
in such a way that it yields near-optimal loiter parameters, but requires far less computation.
One alternative that shows close agreement is minimizing the sum of the localization errors over each possible combination of ±2σ state estimation errors. We
will refer to these combinations of ±2σ errors as the “corners” of the error space.
˜ and h̃).
The error space in this problem consists of six error terms (φ̃, θ̃, ψ̃, az,
˜ el,
This results in 26 − 1 = 63 “corners” or possible combinations of error terms that
will need to be evaluated. This number can and should be further reduced, however,
˜ are generally aligned
by noticing that the error terms az
˜ and ψ̃, as well as φ̃ and el,
or nearly aligned. This means the maximum errors are likely to occur where both
az
˜ and ψ̃ are positive, or both are negative. Where one is positive and the other is
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negative these error terms will essentially cancel each other. The same is true for φ̃
˜ except maximum error occurs where one is positive and one is negative, and
and el,
errors cancel when the terms share the same sign. By requiring these complimentary
errors to always add rather than cancel, the number of error terms can be reduced to
four. This results in 24 − 1 = 15 possible “corners” that must be evaluated. Using
2
this objective function rather than σlocalization
allows the minimization problem to be

rewritten as

min

hloiter ,rloiter

15
X

p̃i (Va , hloiter , rloiter , σφ̃ , σθ̃ , σψ̃ , σaz
˜ , σh̃ )
˜ , σel

(3.22)

i=1

where p̃i is the localization error resulting from the combination of errors at the ith
“corner” of the error space.
The value of the objective function in (3.22) was computed over the same
range of loiter parameters shown in Figure 3.7. The results are shown in Figure 3.8.
Careful comparision of Figure 3.8 to Figure 3.7 shows very close agreement
between the contours of the design space for both objective functions. The optimal
loiter maneuver for the two different design spaces differs by less than 5 meters altitude
while the optimal loiter radii are the same. Furthermore, because this discrepancy is
in a relatively flat region of the design space, the increase in standard deviation of
geolocation estimates from flying the near-optimal flight path is less than 0.1 m. This
indicates that the objective function given in Equation 3.22 is a suitable substitute for
the much more computationally expensive objective function given in Equation 3.21.
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Figure 3.8: The value of the objective function given in Equation (3.22) computed
over a range of different loiter maneuvers. The value of the objective function shown
1
in the figure has been scaled by 15
in order to show an average error. This is strictly
for ease of evaluation and does not affect the contours.

The optimization problem given in Equation 3.22 can be solved by any of a
number of methods for constrained nonlinear optimization. For this work a quasiNewton method that was modified to handle linear constraints provided good results.

3.4

Wind Estimation
For MAVs, winds that are a significant percentage of the airspeed are almost

always present. Therefore, the airframe is typically required to “crab” into the wind,
causing the course (direction of travel) to deviate from the heading (direction of
the body frame x-axis). Since the camera is mounted to the body, the difference
between course and heading, if it is not accounted for, will cause significant errors
in the geolocation estimates. It is important to note that the bias introduced by
wind is time varying and correlated with position along the loiter maneuver. For
this reason the effects of this bias cannot be removed using the methods discussed
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in Sections 3.1 and 3.2. In addition, including the effects of this bias in the analysis
used to compute the optimal flight path would necessitate integrating the error along
the flight path rather than evaluating error at a single point. This would make such
analysis impractical. For these reasons alternate methods must be used to compensate
for bias due to wind. This section introduces a method for estimating the direction
and magnitude of the wind on-line from available sensor data. This estimate is then
used to modify ψ in Eq. (2.9). We will assume that GPS measurements are available
but that the MAV is not equipped with magnetometers.

3.4.1

Problem Definition
The method for wind estimation outlined here is based on solving an overde-

termined set of nonlinear equations. This system of equations is continually updated
with new datasets as the airplane reports new telemetry, and thus provides a continuously updated and improving estimate of the current wind conditions over the
duration of the MAV’s flight.
The system of nonlinear equations stems from the basic relationship between
windspeed, groundspeed, and airspeed as shown in Figure 3.9.
The relationship shown in Figure 3.9 can be resolved in the direction of χ as

Vg = Va cos (ψ − χ) + Vw cos (ξ − χ)

(3.23)

In Equation (3.23) the quantities Vg , Va , and χ are measurable quantities using GPS
and a pressure sensor connected to a pitot probe. The quantities ψ, Vw , and ξ are
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Vw

ξ

ξ–χ

Va

course, χ

Vg

ψ–χ

heading, ψ
ground track

Figure 3.9: Relationship between ground, air, and wind velocities (Vg , Va , and Vw
respectively).

not measurable quantities (assuming no magnetometers). The problem is to solve
Equation (3.23) for Vw and ξ using measurements of Vg , Va , and χ.

3.4.2

Solution
The law of cosines,

cos (A) =

−a2 + b2 + c2
,
2bc

(3.24)

can be used to reduce the number of unknowns in Equation (3.23) to two (ξ and Vw )

Vg =



Vg2 + Va2 − Vw2
2Vg
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+ Vw cos (ξ − χ) .

(3.25)

Collecting all the terms with unmeasurable values on the right hand side of the
equation gives
Vg2 − Va2 = −Vw2 + 2Vg Vw cos (ξ − χ) .

(3.26)

If a minimum of two different headings are flown, Equation (3.26) can be used to
form a system of two nonlinear equations in two unknowns (Vw and ξ). This system
of equations can then be solved for the windspeed and wind direction that exactly
explains the data. Because the data is noisy it is preferrable to collect numerous data
points to form an overdetermined system of nonlinear equations. This set of equations
can then be solved using a nonlinear solver to find the windspeed and wind direction
that best explains the data collected. This solution can be obtained by minimizing
the objective function
n
X
i=0

2
Vg2i − Va2i + Vw2 − 2Vgi Vw cos (ξ − χi )

(3.27)

The windspeed, Vw , and wind direction, ξ, which minimize the objective function in
Equation (3.27) represent the least squares estimate of the wind vector given the data
vectors Vg , χ, and Va .

3.4.3

Nonlinear Solver
The objective function of Equation (3.27) is solved using a quasi-Newton solver

based on the method of Broyden, Fletcher, Goldfarb, and Shanno (BFGS) [42]. Testing showed this algorithm to provide reliable convergence after six iterations using
an eleven step line search at each iteration. A plot of the required execution time for
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the algorithm to run through six iterations with an eleven step line search for various
numbers of data points is shown in Figure 3.10. Even for extremely large numbers
of data points (≈ 500) the solution is reached in less than four milliseconds. These
tests were run on a laptop computer with 3.2 GHz Intel Pentium 4 processor.
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Figure 3.10: Execution time versus number of data points for the solution of Equation (3.27).

Actual execution time for the algorithm can be reduced drastically since it is
not necessary to solve the system of equations from an arbitrary starting point over
consecutive iterations of the algorithm. Because the wind is assumed to be slowly
varying, successive calls to the nonlinear solver can use past solutions as good starting
points. Doing this generally results in convergence in only one to two iterations.
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Computational burden can be further reduced by separating the datapoints
into bins by their course measurement and using only the most recent datapoints in
each of the bins. This also allows the solution to adapt more quickly to changing
wind conditions. Requiring a certain minimum spread in course between data points
also avoids solving a set of equations which is ill-conditioned and thus very sensitive
to the noise inherent in the measurements.
We currently separate the datapoints into eighteen equally spaced bins based
on their course measurements. The two most recent data points from each of the bins
is used to solve for the wind estimate. The wind estimate is updated every fifteen
data points, or roughly every 3 to 5 seconds.

3.4.4

Wind Estimation Results
To quantify the effectiveness of our wind estimation scheme, we flew a MAV

in windy conditions in an orbit pattern. Since we do not have the instrumentation to
measure true wind speed at the elevations that the MAV is flying (100-200 meters),
to measure the accuracy of our wind estimation method, we compared the actual
observed difference between airspeed and groundspeed with the predicted difference
based on our wind estimate and the course measurement. Figure 3.11 shows this
comparison for flight data recorded while the MAV was flying in winds of approximately 9 m/s from the north-northwest. Results demonstrating the efficacy of the
wind correction scheme for geolocation are discussed in Section 3.5.1.
Figure 3.12 shows the rapid convergence of the solution to the true prevailing
wind given only a few data points. For the case of two and three datapoints, the
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Figure 3.11: Wind solution for a dataset taken in high wind conditions Vw ≈ 9 m/s.

set of equations is ill conditioned and noise dominates the solution. However, after
the third datapoint the solution rapidly converges to the true wind conditions. This
convergence occurs after collecting an extremely small number of measurements over
only a sixty degree sweep. The rapid convergence properties of this algorithm allow
it to be useful in applications where the UAV will not undergo frequent changes in
course. The UAV is generally capable of accurately determining the prevailing wind
in the few seconds as it transitions from takeoff to waypoint navigation.
The wind estimation scheme discussed in this section estimates a constant
wind and does not account for gusts. On the other hand, flight test data suggest
that the gusts are essentially normally distributed about the constant wind and are
therefore removed by the RLS filter.
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Figure 3.12: Wind solution for various numbers of data points.

3.5
3.5.1

Results
Geolocation Accuracy
Using the MAV system described in Chapter 2, in conjunction with the geolo-

cation techniques described in this section, we have repeatedly (15 to 20 experiments
in a variety of weather conditions) geo-located well defined visual objects, with errors
ranging between 2 and 4 meters. (The true value of the target is measured using the
same commercial grade GPS receiver used on the MAV. Note that the geolocation
techniques discussed in this chapter do not remove GPS bias. A military grade GPS,
or differential GPS would remove this bias.) The results of two particular flight tests
are shown in Figures 3.4 and 3.13. The outer blue dots represent the GPS location of
the MAV, while the inner green dots are the raw geolocation estimates. All location

51

values are in reference to the true location of the target (as measured by GPS). The
flight tests shown in Figure 3.4 were performed on a day with relatively little wind,
while the flight tests shown in Figure 3.13 were performed in extremely high-wind
conditions (>10 m/s). Note that the high-wind conditions cause the irregular flight
pattern shown in Figure 3.13. In both Figures, the accuracy of the raw geolocation
estimates is typically less than 20 meters, although there are some outliers in the
high-wind case. The black dot in the center of the figures represents the final geolocation estimate, and is approximately three meters away from the target in the
low-wind case, and two meters away in the high-wind case.
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Figure 3.13: Localization results in high-wind conditions

In Figure 3.14, we show the effects of using the RLS system to derive the
final geolocation estimate. In this plot, the x-axis denotes different raw estimates
of geolocation (typically estimated about three times per second), while the y-axis

52

25
Error of Instaneous Estimates
Error of Filtered Estimate

Error (m)

20

15

10

5

0
0

50

100

150

200

Number of Samples

Figure 3.14: Efficacy of RLS algorithm

denotes the magnitude of the localization error. The data in this graph corresponds
with the low-wind experiment plotted in Figure 3.4. As illustrated in Figure 3.14,
the raw geolocation estimates can be up to 20 m in error. However, the RLS filtered
estimate quickly converges to less than 5 m of error.

3.6

Conclusions
This chapter introduces a system for vision-based target geo-localization from

a fixed-wing miniature air vehicle. The primary contribution of the chapter is the
description of four key techniques for mitigating the error in the raw geolocation
estimates. These techniques include RLS filtering, bias estimation, flight path optimization, and wind estimation. The algorithms were successfully flight tested on a
miniature air vehicle using Procerus’ Kestrel autopilot and a BYU designed gimbal
system. Geolocation errors below 5 m were repeatedly obtained under a variety of
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weather conditions. Throughout the chapter we have assumed a flat earth model and
a stationary target. These same methods have been used to to estimate postion and
velocity of moving targets, but only preliminary results are available. Preliminary
results are also available for using terrain elevation data to generalize these results to
non-flat terrain.
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Chapter 4
Vision-based Landing
This chapter outlines a method for accurately landing a MAV on both moving
and stationary targets. The control scheme outlined in this chapter utilizes both
vision-based feedback and online bias estimation as shown in Figure 4.1. This control

Bias
Estimator
Feedback
Controller

MAV

Camera

Figure 4.1: Diagram of the control scheme outlined in this chapter.

scheme allows for accurate landing on a moving target in the presence of wind and
state estimation biases.
For many applications, accurate delivery of a payload is of greater importance
than the survival of the MAV. The goal of this work is to navigate along any of a
range of glideslopes that intersect with the target, without regard to the survival or
impact velocity of the MAV. The nominal desired glideslope is a linear glideslope,
rather than the asymptotic glideslope that is typical for the landing of larger air
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vehicles. Deviations from the nominal linear glideslope will be allowed and considered
acceptable provided the deviant glideslope intersects the target.

4.1

Two-Dimensional Model for Longitudinal Control
The goal of following a linear glideslope to a specified target site is achieved

by aligning the motion vector of the MAV with the position vector p extending from
the MAV to the target. A unit vector in the direction of p, denoted by up , can
be found using the pixel coordinates of the target in the image and the coordinate
transformations outlined in [35]. However, this process is subject to error and accurate
alignment of the MAV’s motion vector requires knowledge of parameters that are not
known exactly. It is important to understand the effects of these errors on landing
accuracy.
To examine these effects, consider the following simplified two-dimensional
model for the longitudinal dynamics of the MAV in the absence of wind:

ẋ = Va cos (θ − α)

(4.1)

ḣ = Va sin (θ − α) .

(4.2)

In (4.1) and (4.2) h and x are defined by the earth-fixed coordinate frame shown in
Figure 4.2, Va is the airspeed of the MAV, θ is the pitch of the MAV, and α is the
angle of attack of the MAV. Va is treated as an input to the system and is maintained
constant. θ is also treated as an input to the system and is set according to the
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control law
θc = γ̂tgt + α̂,

(4.3)

where γ̂tgt represents the estimate of the angle between the ray from the MAV to the
target, and the ground as shown in Figure 4.2, and α̂ represents the estimate of the
MAV’s angle of attack.

Figure 4.2: Two dimensional longitudinal coordinate system.

The value of γ̂tgt is given by the four quadrant inverse tangent of the components of up plus the relative orientation estimation error γ̃tgt . That is

γ̂tgt = atan2(uph , upx ) + γ̃tgt .

(4.4)

Similarly, the value of α̂ is given by

α̂ = α + α̃

where α̃ represents the parameter estimation error.
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(4.5)

Substituting Equations (4.4) and (4.5) into Equation (4.3) gives

θc = atan2(uph , upx ) + α + γ̃tgt + α̃.

(4.6)

Combining the error terms and replacing them with the new variable θ̃ gives

θc = atan2(uph , upx ) + α + θ̃.

(4.7)

Replacing θ in the dynamic model given by Equations (4.1) and (4.2) with this expression for θc gives



ẋ = Va cos atan2(uph , upx ) + θ̃





ḣ = Va sin atan2(uph , upx ) + θ̃ ,

(4.8)
(4.9)

.
The combined effect of parameter estimation error, α̃, and relative orientation
estimation error, γ̃tgt , can be seen by integrating the equations of motion given in
(4.8) and (4.9) for different values of θ̃. Trajectories corresponding to different values
of θ̃ are shown in Figure 4.3 for two different nominal glideslopes.
It can be seen in Figure 4.3 that errors in correctly aligning the motion vector
of the MAV with the unit vector up can cause overshoot or undershoot in the landing
location. It is interesting to note, however, that relatively large amounts of error can
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Figure 4.3: Effects of nominal glideslope on landing error. In each case the shallowest
trajectory corresponds to θ̃ = −30◦ . The steepest trajectory corresponds to θ̃ = 30◦ .
The intermediate trajectories represent fifteen degree increments in θ̃.

be tolerated without significant effect on landing position. The sign and magnitude
of the error which can be tolerated is a function of the nominal glideslope.
For the case of the steeper nominal glideslope shown in Figure 4.3(a), the landing trajectory associated with θ̃ = −30◦ results in a landing error1 of approximately
65 m. For the case of the more shallow nominal glideslope shown in Figure 4.3(b),
the landing trajectory associated with the same value of θ̃ results in a landing error
of approximately 200 m. However, for θ̃ = 30◦ the shallow glideslope gives better
results with an overshoot error of approximately 10 m compared to approximately
45 m for the steep glideslope.
For this reason it may be advantageous to bias the control either positive or
negative depending on the magnitude of the nominal glideslope. If a shallow nominal
glideslope is desired it would be advantageous to bias the controller in the positive
1

For undershoot landing error is defined as the distance between the point where the landing
trajectory intersects with the ground plane and the desired landing point. For overshoot the landing
error is defined as the distance between the maximum x value of the landing trajectory and the
desired landing point.
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direction to avoid undershoot. If a steep nominal glideslope is desired it would be
advantageous to bias the controller in the negative direction to avoid overshoot. The
magnitude of the desired bias depends on the nature of the error term θ̃. It is
important to note that θ̃ is, by definition, unknown. We can model θ̃ as a constant or
slowly varying bias, the initial value of which is realized from a Gaussian distribution
with standard deviation σθ . The magnitude of σθ depends on the standard deviation
of the bias error associated with estimating γtgt , denoted by σγ , and the standard
deviation of the bias error associated with estimating α, denoted by σα . In particular

σθ =

q
σγ2 + σα2 .

(4.10)

The misalignment due to the error variable θ̃ can be biased either positive or negative
through the addition of the bias term, θ̄. Making this change to the longitudinal
control law in Equation (4.3) gives

θc = γ̂tgt + α̂ + θ̄.

(4.11)

The value of θ̄ is chosen based on the desired shift in the distribution from which the
value of θ̃ is realized.

4.2

Effects of Wind
The analysis in Section 4.1 assumes that the wind speed is zero. In this case,

the glideslope angle relative to a coordinate frame fixed to the mass of moving air,
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γa , is the same as the glideslope angle relative to a coordinate frame fixed to the
ground, γg . Although this is not generally the case, this simplifying assumption can
be made when the wind speed represents a small percentage of the vehicle’s airspeed.
However, for MAVs this is rarely the case. MAVs typically operate in conditions
where the wind speed is 10% to 60% or more of the commanded airspeed. For this
reason, the effects of wind must be accounted for by the control law.
To see the effects of wind, we examine again the simplified two-dimensional
longitudinal control law presented in Section 4.1. For this analysis we assume a
constant wind with a component only in the x direction with magnitude Vw . We can
then rewrite the dynamic model given by Equations (4.1) and (4.2) as

ẋ = Va cos (θ − α) + Vw

(4.12)

ḣ = Va sin (θ − α) .

(4.13)

The goal of the controller is to align the motion vector of the MAV with the
estimate of the unit vector in the direction from the MAV to the target, ûp . In other
words it is desired to set γg equal to γ̂tgt . This can be done by appropriately choosing
the value of γa and setting the input θc to achieve this value. Towards this end, the
relationships shown in Equations (4.12) and (4.13) can be rewritten as the vector
equation
Vg = Va + Vw ,
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(4.14)

where

Vg =
Va =
Vw





ẋ ḣ

T

(4.15)

,

Va cos (θ − α) Va sin (θ − α)

T
=
.
Vw 0

T

,

(4.16)
(4.17)

This vector equation is represented graphically in Figure 4.4.

Figure 4.4: Graphic representation of the vector relationship described in Equation (4.14). The dotted circle has its center at the tip of the wind vector and radius
equal to Va .

The goal is to align the desired groundspeed vector Vgd with ûp . The estimate
of the wind vector is given by V̂w and the magnitude of the airspeed vector Va is an
input to the system that is held constant at a known value. The desired groundspeed
vector is related to the known quantities by the relationship given in Equation (4.14).
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Aligning the desired groundspeed vector Vgd with ûp requires finding the value
of γad which causes Equation (4.14) to be satisfied subject to the constraint

Vgd = Vgd ûp .

(4.18)

The value of Vgd can be determined by solving for the point of intersection of a line
that is collinear with ûp , and a circle of radius Va centered at the tip of the wind
vector. This is represented graphically in Figure 4.4.
For convenience, we solve for this point of intersection in terms of a coordinate
frame attached to the center of mass of the MAV. In this coordinate frame the equation
for any vector coincident with ûp is given by the vector equation








 x′ 
 d1 · ûpx 
 = d1 ûp = 

,




′
h
d1 · ûph

(4.19)

where ûpx and ûph represent the x and h components of ûp , and d1 is arbitrary. The
equation for the circle is given by

(x′ − V̂w )2 + h′2 = Va2 .

(4.20)

The point of intersection can be found by replacing x′ and h′ in Equation (4.20)
with the expressions shown in Equation (4.19). This gives

(d1 ûpx − V̂w )2 + d21 û2ph = Va2 .
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(4.21)

Equation (4.21) can be solved by finding the positive root of this quadratic equation
in the variable d1 . This is given by

q
d1 = ûpx V̂w + Va2 (û2px + û2ph ) − û2ph V̂w2 .

(4.22)

The value of d1 given by (4.22) represents the magnitude of the desired groundspeed vector, Vgd . Substituting d1 into the constraint equation given in (4.18) we get

Vgd = d1 ûp .

(4.23)

Once Vgd has been determined, the desired airspeed vector Vad can be found by simple
vector arithmetic
Vad = Vgd − V̂w .

(4.24)

d
d
γad can then be determined from the components of Vad , Vax
and Vah
, using the

relationship
d
d
γad = atan2(Vah
, Vax
).

(4.25)

Finally, the control law given in Equation (4.11) can be rewritten in terms of γad
instead of γ̂tgt
θc = γad + α̂ + θ̄.

(4.26)

It is important to note that in addition to the relative orientation errors and
parameter estimation errors that affected γ̂tgt , γad is also affected by wind estimation
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errors. This becomes a consideration when selecting the magnitude of the bias term,
θ̄.

4.3

Effect of Moving Targets
If the reference frame in which x and h are defined is taken to be that of

the reference frame attached to the moving target, the effect of target motion is
exactly the same as the effect of wind. As such, target motion can be modeled as
an additional “pseudo-wind”. In this case, target motion in the positive x direction
(away from the MAV) can be modeled as a pseudo-wind in the negative x direction
(headwind). Similarly, target motion in the negative x direction (toward the MAV)
can be modeled as a pseudo-wind in the positive x direction (tailwind). This leads
to the following expression for pseudo-wind

V̄w =



(V̂w − ẋˆtgt ) 0

T

.

(4.27)

The pseudo-wind, V̄w , can be used in place of V̂w in the calculations outlined in
Section 4.2. This results in a controller that is able to track and land on constantvelocity targets as well as stationary targets. It is important to note that in this
case the term γad will be affected by target velocity estimation errors as well as the
other error sources outlined above. Once again, this becomes a consideration when
selecting the magnitude of θ̄.
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4.4

Two-Dimensional Model for Lateral Control
Up to this point the analysis has dealt strictly with the two-dimensional model

for longitudinal control. The extension of these same ideas to two-dimensional lateral
control is straightforward. To see this, consider the following model for the lateral
dynamics of the MAV in wind

ẋ = Vg cos χ

(4.28)

ẏ = Vg sin χ.

(4.29)

These equations are relative to the coordinate frame shown in Figure 4.5. χ is the
course of the MAV measured clockwise from the positive x axis and is treated as an
input to the system. Vg is not a direct input to the system, but is determined by our
choice of Va and the wind vector Vw .

Figure 4.5: Two-dimensional lateral coordinate system.
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As with the longitudinal control, the goal is to align the motion vector of the
MAV with the estimate of the unit vector in the direction from the MAV to the target,
ûp . Because the orientation of the motion vector (χ) is an input to the system, this
is trivial. The control law is simply

χc = χ̂tgt ,

(4.30)

where χ̂tgt is the estimate of the compass heading from the MAV to the target. The
value of χ̂tgt is given by

χ̂tgt = atan2(upy , upx ) + χ̃tgt ,

(4.31)

where χ̃tgt represents the relative orientation estimation error in the lateral plane.
An important distinction between the lateral and longitudinal controllers is
the effect of parameter estimation errors. Rather than being subject to both relative
orientation estimation error and parameter estimation error, the lateral control is only
subject to relative orientation estimation error. This error will cause the same type
of spiral deviations from the nominal linear trajectory as those shown in Figure 4.3.
For the longitudinal control we introduced the bias term θ̄ because there was an
advantage to having either an upward or downward spiral depending on the nominal
desired glideslope. However, no such advantages or disadvantages exist for having
a right-hand versus a left-hand spiral. As such, the lateral control does not benefit
from the addition of a similar bias term.
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Another important distinction between the lateral control and the longitudinal
control is the effect of wind. Unlike the longitudinal control, wind has no effect on
the lateral control. This stems from the fact that the lateral equations of motion
are written in terms of the system input χ. Because χ is measured relative to a
ground-based frame of reference it is unaffected by wind. However, this is not true
for the pseudo-wind introduced in Section 4.2 to account for moving targets. The
pseudo-wind needs to be accounted for in both the lateral and longitudinal control
laws. The method for taking the pseudo-wind into account in the lateral control law
will be covered in Section 4.5.

4.5

Feedback Control Law
The analysis thus far has dealt strictly with the two-dimensional cases of longi-

tudinal and lateral control. This section extends these same ideas to three dimensions
to form the feeback control law represented in Figure 4.1. The extension of these ideas
into three dimensions with simultaneous longitudinal and lateral control is straightforward.

Figure 4.6: Three-dimensional coordinate system (x is north, y is east, z is down).
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First, we rewrite the equations of motion in three dimensions using the targetcentered coordinate frame shown in Figure 4.6. For convenience we will continue to
write our equations in terms of MAV altitude h using the change of variables h = −z.
The equations of motion then become

ẋ = Va cos(θ − α) cos(ψ) + Vwx

(4.32)

ẏ = Va cos(θ − α) sin(ψ) + Vwy

(4.33)

ḣ = Va sin(θ − α).

(4.34)

These equations of motion, however, are written in terms of MAV heading, ψ, rather
than course, χ, which is the input to the system. It is desired to rewrite these
equations of motion in terms of the inputs, Va , χ, and θ. Since the equations of
motion are already in terms of θ and Va we focus on the lateral (xy) plane. The wind
triangle that relates ψ to χ is defined in the lateral plane as shown in Figure 4.7.

Figure 4.7: Wind triangle in the lateral (xy) coordinate plane. Two sides and one
angle of the triangle are known.
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It is desired to solve the wind triangle represented in Figure 4.7 for the orientation of the airspeed vector, ψ, in terms of the system inputs: Va , χ, and θ. The
known quantities are the wind vector,Vw , the magnitude of the airspeed vector in
the xy plane, Va cos(θ − α), and the direction of the groundspeed vector, χ. The wind
triangle can be solved by ray-circle intersection as outlined in Section 4.2. In this
case the unit vector is given by


upx upy 0

T

=



cos(χ) sin(χ) 0

T

.

(4.35)



T

The point of intersection is found by projecting along the vector

upx upy 0

by

d2 , where d2 is given by

d2 = Vwx cχ + Vwy sχ +

q

2
2
2
2 c2 + V V c s + V 2 s2 + (V c
Vwx
a (θ−α) ) − Vwx − Vwy ,
wx wy χ χ
wy χ
χ

(4.36)

and cx and sx refer to cos(x) and sin(x) respectively. In this case the value of d2
represents the magnitude of the projection of the groundspeed vector onto the lateral
plane,
d2 = Vg cos(γg ).

(4.37)

The value of ψ can be determined from the point of intersection as

ψ = atan2[d2 sin(χ) − Vwy , d2 cos(χ) − Vwx ].
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(4.38)

Substituting this expression into the equations of motion given in Equations (4.32)
through (4.34) gives the equations of motion in terms of the control inputs

ẋ = Va cos(θ − α) cos {atan2 [d2 sin(χ) − Vwy , d cos(χ) − Vwx ]} + Vwx (4.39)
ẏ = Va cos(θ − α) sin {atan2 [d2 sin(χ) − Vwy , d cos(χ) − Vwx ]} + Vwy (4.40)
ḣ = Va sin(θ − α)..

(4.41)

We now turn to the definition of the parameters that represent the orientation
of ûp in three dimensions. For the two-dimensional cases the orientation of ûp could be
described by a single parameter (γ̂tgt for the longitudinal and χ̂tgt for the lateral). For
the three dimensional case we use these same parameters to describe the orientation
of ûp . χ̂tgt is defined as outlined in Section 4.4 and is calculated as

χ̂tgt = atan2(ûpy , ûpx ).

(4.42)

γ̂tgt , however, must be redefined in three dimensions.
For the two-dimensional case γ̂tgt was defined as the estimate of the angle
between ûp and the ground. In two-dimensional space the ground is represented by
the line h = 0. In three dimensional space, however, h = 0 defines a plane rather than
a line. Because of this, in three dimensional space we define γ̂tgt as the angle between
the unit vector ûp and the projection of ûp onto the lateral plane. This value can be
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calculated as
γ̂tgt = sin−1 (ûph ) .

(4.43)

With γ̂tgt redefined, the control laws given by Equations (4.11) and (4.30) can be used
for the case where the wind speed is negligible.
The modification of the control law to account for the case where the wind
speed is significant follows closely the analysis in Section 4.2. As in Section 4.2 it is
assumed that there is no wind component in the z direction. This leads to a problem
similar to that presented in Section 4.2. The wind vector and the magnitude of the
airspeed vector are known, and it is desired to find the airspeed vector that aligns the
groundspeed vector with ûp . In two dimensions this problem was solved by ray-circle
intersection. In three dimensions this problem is solved by ray-sphere intersection.
As with the 2D case, the ray is defined as a projection along the unit vector ûp of
magnitude d3 . The sphere is centered at the tip of the wind speed vector and has
a radius equal to Va . The solution of the ray-sphere intersection problem proceeds
similarly to that of the ray-circle intersection. The solution is given by

Vgd = d3 ûp ,

(4.44)

where

d3 = V̂wx ûpx + V̂wy ûpy +

q


2 û2 + û2
2
Va2 − V̂wx
û2py + û2ph − V̂wy
px
ph − V̂wx V̂wy ûpx ûpy .

(4.45)
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Once Vgd has been determined the desired airspeed vector can be calculated
according to Equation (4.24). γad can then be calculated from Vad as

γad

= sin

−1



d
Vah
kVad k



(4.46)

.

Using this value for γad , Equations (4.30) and (4.26) can be used as the lateral and
longitudinal control laws respectively. These control laws result in accurate landing
at the target point so long as the errors, θ̃ and χ̃, are acceptably small and the target
is stationary.
Moving targets can be accounted for using the pseudo-wind introduced in
Section 4.3. In three dimensions pseudo-wind is defined as

V̄w =



(V̂wx − ẋˆtgt ) (V̂wy − ẏˆtgt ) 0

T

.

(4.47)

¯ and rewriting Equation (4.45) in terms of the comIntroducing the new variable d,
ponents of the pseudo-wind, V̄wx and V̄wy , gives

d¯ = V̄wx ûpx + V̄wy ûpy +

q


2 û2 + û2
2
Va2 − V̄wx
û2py + û2ph − V̄wy
px
ph − V̄wx V̄wy ûpx ûpy .

(4.48)

Once d¯ has been determined, it can be used to compute the pseudo-wind adjusted
desired groundspeed vector, V̄gd , as

¯ p
V̄gd = dû
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(4.49)

The pseudo-wind adjusted desired airspeed vector V̄ad can then be computed as

V̄ad = V̄gd − V̄w .

(4.50)

This value can then be used to compute the pseudo-wind corrected value of γad as

γ̄ad

= sin

−1



d
V̄ah
kV̄ad k



.

(4.51)

Finally, the longitudinal control law given by (4.26) can be rewritten in terms of γ̄ad
as
θc = γ̄ad + α̂ + θ̄.

(4.52)

Because the lateral control given by Equation (4.30) is insensitive to wind, it
must be modified to take into account the moving target. The correct value of χc is
given by the orientation of the groundspeed vector which results from tracking V̄ad in
the presence of the the estimated wind, V̂w (not the pseudo-wind V̄w ). This leads
to the expression for the desired groundspeed vector

Vgd = V̄ad + V̂w .

(4.53)

The orientation of this vector in the lateral plane is given by

d
d
χc = atan2(V̄ay
+ V̂wy , V̄ax
+ V̂wx ).
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(4.54)

This represents the lateral control law that results in accurate landing on a moving
target in the presence of wind. It is important to note that for the case where the
pseudo-wind is equal to zero — meaning the target is stationary — this control law
gives the same result as (4.30).
The trajectories resulting from integrating the equations of motion given in
(4.39) through (4.41) subject to the longitudinal and lateral control laws given in
Equations (4.52) and (4.54) are shown in Figure 4.8. Glideslopes are shown for values
of θ̃ and χ̃ ranging from −15◦ each to 15◦ each. It can be seen from Figure 4.8 that
the same effects that were observed in the two-dimensional case are observed in the
three-dimensional case. Errors cause the glideslope to deviate from the nominal linear
glideslope, but relatively large errors can be tolerated without significantly affecting
the landing point.
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Figure 4.8: The effect of errors, θ̃ and χ̃ on landing trajectory. The nominal linear
glideslope is represented by the dashed line. The most shallow glideslope corresponds
to θ̃ = −15◦ , χ̃ = −15◦ . The steepest glideslope corresponds to θ̃ = 15◦ , χ̃ = 15◦ . The
intermediate glideslopes represent 10◦ increments in each error term.
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4.6

Bias Correction
To this point the analysis has focused on feedback control that does not correct

for the effects of bias errors. However, significant bias error can result from a number
of sources including relative orienation estimation error, parameter estimation error,
target velocity estimation error, and wind estimation error. In the presence of these
errors the feedback control law may still result in accurate landing at the target
location. However, the trajectory followed to the target will deviate from the nominal
linear trajectory. The amount of deviation is a function of the magnitude of the bias
errors and can result in significant undershoot or overshoot. For this reason, it is
desired to design a bias estimator that is able to estimate these biases. This bias
estimator is represented schematically in Figure 4.1.
Examination of each of the possible error sources leads to the definition of
three different error terms. The first term, µ, represents the error in tracking the
desired linear trajectory. The second and third terms, νlat and νlon , represent the
error in correctly generating the desired trajectory. Each of these error terms is
assumed to consist of a bias component as well as a Gaussian component. The goal
of the bias estimator is to remove the bias component of the error while filtering the
high-frequency noise content.
The first bias term, µ, is caused by both parameter estimation errors and wind
estimation errors. This tracking error affects only the longitudinal control, because
the orientation of the MAV’s lateral velocity vector χ is an input to the system.
For the longitudinal control, however, the parameter α must be estimated in order
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to correctly choose θc given γ̄ad (see Equation 4.52). In addition, if the wind has not
been estimated correctly then the lateral component of the actual groundspeed vector
will be different than the anticipated lateral component of the groundspeed vector.
At the same time the longitudinal component of the groundspeed vector remains
Va sin(θ − α). This results in an actual glideslope angle that deviates from the desired
glideslope angle. The value of µ is defined as the difference between these glideslope
angles. This value can be estimated using the desired groundspeed vector Vgd and
estimated actual groundspeed vector V̂ga as

µ̂ = sin−1

d
Vgh
kVgd k

!

− sin−1

a
V̂gh

kV̂ga k

!

.

(4.55)

The second and third error terms, νlat and νlon , represent the errors in correctly
selecting the desired trajectory, Vgd . If the target is known to be stationary, these
error terms are affected only by relative orientation estimation error. If the target
is moving, these error terms are also affected by wind estimation errors and target
velocity estimation errors. To see how this error term can be calculated, consider the
longitudinal case shown in Figure 4.9. Given measurements at two different times,
t1 and t2 , we can develop an approximate expression for νlon . First, we define νlon in
terms of γgd as
νlon = γgd − γtgt

(4.56)

where γtgt represents the orientation of the motion vector that, if tracked, would result
in a linear landing trajectory. Next, we define the angle β as shown in Figure 4.9.
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Figure 4.9: Two dimensional longitudinal tracking given the error terms µ and νlon

Given the assumption that the bias component of νlon varies slowly in time, we can
write an expression for β as
β ≈ γgd (t2 ) − γgd (t1 )
where γgd is given by
γgd = sin−1

d
Vgh
kVgd k

(4.57)

!

(4.58)

and γgd (t) refers to the value of γgd at time t.
Introducing the term λ to represent the distance to the target and κ to represent the linear distance travelled by the MAV between times t1 and t2 , we can write
another approximation involving β

λβ ≈ κ sin(µ + νlon ).

(4.59)

Substituting the value for β given in Equation (4.57) into this expression and solving
for νlon gives
νlon ≈ sin−1

λ(γgd (t2 ) − γgd (t1 ))
κ
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!

− µ.

(4.60)

In this expression the value of µ can be estimated using (4.55), and the values of λ
and κ can be estimated from GPS. Thus Equation (4.60) can be rewritten in terms
of known or measurable quantities as

λ̂(γgd (t2 ) − γgd (t1 ))
κ̂

ν̂lon = sin−1

!

− µ̂.

(4.61)

Similar arguments can be used to derive an approximation for νlat . The main
difference being that there is no µ component in the lateral direction for the reasons
outlined above. In the lateral case the estimate of the error term is given by

ν̂lat = sin−1

λ̂(χd (t2 ) − χd (t1 ))
κ̂

!

.

(4.62)

Having developed expressions for estimating the error terms µ, νlat , and νlon
from known or measurable quantities, we now use these values to define the bias
correction terms M , Nlat , and Nlon . These bias correction terms represent filtered
estimates of the error terms µ, νlat , and νlon . These values are updated according to
the differential equations

Ṁ = k1 µ̂

(4.63)

Ṅlat = k2 ν̂lat

(4.64)

Ṅlon = k3 ν̂lon .

(4.65)

79

Correct selection of the gains k1 , k2 , and k3 result in bias correction terms that
adapt to the bias components of the error terms while attenuating the high frequency
Gaussian component. These adaptive terms are then included in the control laws
outlined in Section 4.5 giving

θc = γ̄ad + α̂ + θ̄ + M + Nlon

(4.66)

d
d
+ V̂wx ) + Nlat .
χc = atan2(V̄ay
+ V̂wy , V̄ax

(4.67)

This control functions so that as long as θc or χc result in trajectories that are
nonlinear, the error terms are non-zero. As long as the error terms are non-zero,
the values of M , Nlat , and Nlon will adapt, thus forcing the commands closer to the
commands that result in a linear trajectory.
The effect of adding these adaptive terms to the control law can be seen by
integrating the equations of motion given by Equations (4.39) through (4.41) subject
to the control laws given in (4.66) and (4.67). This can be seen in Figure 4.10 which
compares the performance of the feedback control law with bias correction to that
of the feedback control law without bias correction. The calculation of the control
inputs was subject to the following bias errors:
• Relative Orienatation Estimation Error — Azimuth, 15◦ ; Elevation, 15◦
• Wind Estimation Error — Wind Speed, 3 m/s; Wind Direction, 30◦
• Target Velocity Estimation Error — Target Speed, 3 m/s; Target Direction, 30◦
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• Parameter Estimation Error — α, 5◦
The nominal conditions for this test were a wind speed of 4 m/s from the northeast,
a target speed of 4 m/s to the southeast, and a commanded airspeed of 13 m/s.
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Figure 4.10: Comparison of trajectories generated using feeback control with high
gain bias correction (top row), the feeback control with low gain bias correction (middle
row), and feeback control without bias correction (bottom row).
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The trajectories shown in Figure 4.10 demonstrate the ability of the bias correction to effectively reduce deviation from the nominal linear trajectory caused by
bias errors. This allows larger magnitude bias errors to be tolerated by the system
without significantly affecting landing accuracy.

4.7

Simulation Results
The control laws given in Equations (4.66) and (4.67) were tested using the

high fidelity 6 DOF simulator described in Chapter 2. The simulated target was
given a constant velocity of 4 m/s to the southeast while the wind was out of the
northeast also at 4 m/s. The inner pitch and course loops were driven using a PID
controller. The wind was estimated using the method outlined in [35]. The azimuth
and elevation measurements of the camera’s orientation were each subject to 5 degrees
of bias error and each of the sensor measurements was corrupted by Gaussian noise.
The trajectory that resulted under these conditions is shown in Figure 4.11.
It can be seen from Figure 4.11 that the control law provided close tracking
of the nominal linear glideslope. Initially, the trajectory deviates from the nominal
linear trajectory in such a way as to cause undershoot as well as a right-hand spiral.
However, the bias correction terms correct for the misalignment by causing the MAV
to pitch up and turn slightly to the left. These bias corrections mitigate the effects
of the misalignments and contribute to the close tracking of the nominal linear trajectory. As expected, the bias correction terms were more active towards the end of
the glideslope where the effects of misalignment are more pronounced. This increased
effect of misalignment can be seen from the relatively rapid change in both θc and
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χc towards the end of the glideslope. Despite these misalignments the control law is
able to guide the MAV successfully to the goal of landing on a moving target.

4.8

Hardware Results
The control law given by Equations (4.66) and (4.67) was tested in hardware

using the MAV testbed described in Chapter 2. All vision processing was done onboard using the Helios platform (also described in Chapter 2). The vision processing
was done at full frame rate (30 Hz), but the control was only updated at 5 Hz. This
update rate was chosen to demonstrate robustness to relatively slow update rates
which would be required were the vision processing done offboard.
The control law was tested over a number of days with varying wind conditions.
Although testing was not done using a moving target due to safety concerns, it is
important to remember that the effects of wind and the effects of moving targets are
essentially the same. Flight data from two flights in very different wind conditions
are shown in Figures 4.12 and 4.13.
Figure 4.12 shows flight data from a flight in which the initial MAV landing
coordinate was 30 m east of the target, and there was a tailwind at 80% of the commanded airspeed. A strong tailwind represents one of the more challenging scenarios
for the vision-based landing algorithm because of the corresponding increase in MAV
groundspeed. The increased groundspeed significantly reduces the amount of time
between initial target acquisition and impact. For the data set shown there were
only 15 samples between intial acquisition and impact. This is compared to the 50
samples between intial acquisition and impact for the data set shown in Figure 4.13.
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The relatively short time between initial acquisition and impact makes it difficult to
estimate the biases in the system. Despite this difficulty, the control algorithm was
able to repeatedly guide the MAV to within 0 to 5 meters of the target.
Examination of Figure 4.12 shows the large corrections that were required to
guide the MAV to the target site. This can be seen from the aggressive change in flight
path beginning at the point where the target was intially acquired. The fact that the
pitch commands shown in Figure 4.12(d) are continually decreasing indicates that
the longitudinal misalignment correction should be negative. The total longitudinal
misalignment correction is given by the sum of M and Nlon which indeed is negative,
although the gains were not large enough to allow this term to make a meaningful
difference. The continually increasing course commands shown in Figure 4.12(d)
indicate the lateral misalignment correction should be positive. Once again the sign
of the bias correction term is accurate, although the gains should have been higher
to allow this term to have greater effect.
Based on the results shown in Figure 4.12, the bias estimation gains were
increased by an order of magnitude, and more attempts at vision guided landing were
attempted on a subsequent day. The wind conditions on this second day of testing
resulted in a relatively mild headwind at approximately 15% of commanded airspeed.
Results from one of the flight tests done on the second day of testing are shown in
Figure 4.13. In this test the MAV was given an initial landing point 20 m north and
20 m east of the true target location. It can be seen from Figure 4.13 that immediately
upon acquiring the target the MAV pulled up and to the south. This is the correct
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response since it was heading to a landing point that was short of the target and to
the north.
Examining the MAV trajectory in the longitudinal plane (Figure 4.13(b))
shows that the glideslope after target acquisition and intial correction was fairly
linear. This indicates that there was relatively little total longitudinal misalignment.
This is borne out by the fact that the total longitudinal misalignment (M + Nlon )
hovers around zero. It is interesting to note that though there is significant parameter estimation error (given by M ) and significant relative orientation estimation error
(given by Nlon ) these errors essentially cancel each other even as they adapt.
In the lateral plane, the fact that χc is continually decreasing in Figure 4.13(d)
indicates that the lateral bias correction term should be negative. This indeed is the
case. Furthermore, because of the order of magnitude increase in bias estimation
gains, this term was able to play a significant role in reducing deviation from the
nominal linear trajectory. This in turn contributed to more accurate landing at the
target site.
In total, 15 attempts at vision-guided landing were made on the second day of
testing using the higher bias estimation gains. Of these attempts, twelve of the fifteen
resulted in impact with the target. Of the three attempts that missed, each touched
down within 5 m of the target. Still images captured using the Helios platform during
one of these landing attempts are shown in Figure 4.14.
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4.9

Conclusion
A control law was developed for using vision-based feedback to accurately

land on moving targets in the presence of wind and bias errors. It was shown that
for sufficiently small bias errors vision-based feedback without bias estimation would
result in accurate landing on a moving target. However, because bias errors can be
introduced from a number of sources including relative orientation estimation error,
parameter estimation error, wind estimation error, and target velocity estimation
error, a scheme for estimating and correcting for bias errors was introduced. This
bias correction scheme was shown to significantly reduce the deviations from the
nominal linear glideslope caused by bias errors. The control scheme using visionbased feedback with bias estimation was tested in a high fidelity simulator using
typical real-world operating conditions. These tests demonstrate the ability of the
controller to lead to accurate landing on a moving target. The control scheme was
also tested in hardware using onboard vision processing and a stationary target. The
control was deliberately run at only 5 Hz to demonstrate robustness to relatively slow
update rates. The control scheme was able to guide the MAV to impact with a 2 m
square target on 12 of 15 attempts. On all attempts the MAV touched down within
5 m of the target center. The algorithm demonstrated similar performance under a
variety of wind conditions including tailwinds, crosswinds, and headwinds.
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Figure 4.11: Simulation results for landing on a moving target in the presence of
wind.
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Figure 4.12: Flight test results for landing on a stationary target in the presence of a
tailwind at 80% of commanded airspeed.
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Figure 4.13: Flight test results for landing on a stationary target in the presence of a
headwind at 15% of commanded airspeed.
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(a) ≈ 100 m from target

(b) ≈ 50 m from target

(c) ≈ 15 m from target

(d) ≈ 100 m from target

(e) ≈ 50 m from target

(f) ≈ 15 m from target

Figure 4.14: Digital images of the target as captured by the Helios. The top row
shows the raw images. The bottom row shows the processed images.
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Chapter 5
Summary
This thesis presents methods to enable successful completion of search and
engage missions by hand-launchable MAVs. Successful completion of a search and
engage mission requires the ability to accurately geolocate a target as well as the
ability to accurately deliver a payload to the target site. A major contribution of
this thesis was the development of methods for substantially increasing the accuracy
of geolocation estimates achievable using a fixed-wing MAV. These methods include
flight path optimization, wind estimation, bias estimation, and recursive least squares
filtering. Using these methods we were able to consistently achieve localization accuracies of 2 to 5 meters regardless of wind conditions. This represents a significant
improvement over previous geolocation results using fixed-wing MAVs which typically
have shown errors ranging from 20 to 50 meters. Another major contribution of this
thesis was the development of a method for successfully landing a MAV on a moving
target using vision-based feedback. The method developed in this thesis was demonstrated to be robust to wind, target velocity estimation error, and state estimation
biases.
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5.1

Recommendations for Future Work
Recommendations for work that would further enhance the search and engage

capabilities of hand-launchable MAVs include:
• More detailed testing of the accuracy of the target geolocation algorithms with
respect to target velocity
• Hardware testing of the vision-based landing algorithm using moving targets
• Development of task allocation algorithms for a team of MAVs conducting a
search and engage mission
• Hardware testing demonstrating the ability of a team of MAVs to successfully
conduct a search and engage mission
• Development of cooperative timing algorithms to allow for multiple vehicle simultaneous engagement of a target
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