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Abstract
Deep convolutional neural networks (CNNs) have demonstrated impressive per-
formance on visual object classification tasks. In addition, it is a useful model
for predication of neuronal responses recorded in visual system. However, there
is still no clear understanding of what CNNs learn in terms of visual neuronal
circuits. Visualizing CNN’s features to obtain possible connections to neuron-
science underpinnings is not easy due to highly complex circuits from the retina
to higher visual cortex. Here we address this issue by focusing on single reti-
nal ganglion cells with a simple model and electrophysiological recordings from
salamanders. By training CNNs with white noise images to predicate neural re-
sponses, we found that convolutional filters learned in the end are resembling to
biological components of the retinal circuit. Features represented by these filters
tile the space of conventional receptive field of retinal ganglion cells. These re-
sults suggest that CNN could be used to reveal structure components of neuronal
circuits.
1 Introduction
Deep convolutional neural networks (CNNs) have been a powerful model for numerous tasks related
to system identification [1]. By training a CNN with a large set of targeted images, it can achieve
the human-level performance for visual object recognition. However it is still a challenge for un-
derstanding the relationship between computation and the underlying structure components learned
within CNNs [2, 3]. Thus, visualizing and understanding CNNs are not trivial [4].
Inspired by neuroscience studies, a typical CNN model consists of a hierarchical structure of layers
[5], where one of the most important properties for each convolutional (conv) layer is that one can
use a conv filter as a feature detector to extract useful information from inputed images after the
previous layer [6, 7]. Therefore, after learning, conv filters are meaningful. The features captured by
these filters can be represented in the original natural images [4]. Often, one typical feature shares
some similarities with part of natural images from the training set. These similarities are obtained
by using a very large set of specific images. The benefit of this is that features are relative universal
for one category of objects, which is good for recognition. However, it also causes the difficulty
of visualization or interpretation due to the complex nature of natural images, i.e., the complex
statistical structures of natural images [8]. As a result, the filters and features learned in CNNs are
often not obvious to be interpreted [9].
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On the other hand, researchers begin to adapt CNNs for studying the target questions from neuro-
science. For example, CNNs have been used to model the ventral visual pathway that has been
suggested as a route for visual object recognition starting from the retina to visual cortex and reach-
ing inferior temporal (IT) cortex [10–12]. The prediction of neuronal responses recorded in monkey
in this case has a surprisingly good performance. However, the final output of this CNN model is
representing dense computations conducted in many previous conv layers, which may or may not be
related to the neuronscience underpinnings of information processing in the brain. Understanding
these network components of CNN are difficult given the IT cortex part is sitting at a high level of
our visual system with abstract information, if any, encoded [13]. In principle, CNN models can
also be applied to early sensory systems where the organization of underlying neuronal circuitry is
relatively more clear and simple. Thus one expect knowledge of these neuronal circuitry could pro-
vide useful and important validation for such models. For instance, a recent study employs CNNs to
predict neural responses of the retinal ganglion cells to white noise and natural images [14].
Here we move a step further in this direction by relating CNNs with single RGCs. Specifically,
we used CNNs to learn to predict the responses of single RGCs to white noise images. In contrast
to the study by [14] where one single CNN model was used to model a population of RGCs, in the
current study, our main focus is based on single RGCs to revealing the network structure components
learned by CNNs. Our aim is to study what kind of possible biological structure components in the
retina can be learned by CNNs. This concerns the research focus of understanding, visualizing and
interpreting the CNN components out of its black box.
To the end, by using a minimal model of RGC, we found the conv filters learned in CNN are essen-
tially the subunit components of RGC model. The features represented by these filters are fallen into
the receptive field of modeled RGC. Furthermore, we applied CNNs to analyze biological RGC data
recorded in salamander. Surprisingly, the conv filters are resembling to the receptive fields of bipolar
cells that sit in the previous layer of RGC and pool their computations to a downstream single RGC.
2 Methods
2.1 RGC model and data
A simulated RGC is modeled in Fig. 1 as previously [15]. The model cell has five subunits that
each filter, similar to a conv filter in DNN, convolves the incoming stimulus image and then applies
an nonlinearity of threshold-quadratic rectification. The subunit signals are then polled together by
the RGC. The polled signal is applied with a threshold-linear output nonlinearity with a positive
threshold at unity to make spiking sparse.
The biological data of RGCs were recorded in salamander as described in [15]. Briefly RGC spiking
activity were obtained by multielectrode array recordings as in [16]. The retinas was optically stim-
ulated with spatiotemporal white noise images, temporally updated at a rate of 30 Hz and spatially
arranged in a checkerboard layout with stimulus pixels of 30x30mµ.
2.2 CNN model
We adopt a CNN model containing two convolution layers and a dense layer as in [14]. Several
sets of parameters in convolution layers, including the number of layers, the number and size of
convolution filters were explored. The predication performance is robust against these changes of
parameters. Therefore we used a filter size as of 15 × 15 to compare our results with those in [14].
The major difference between our model with that in [14] is that our CNN is for studying of single
RGCs.
For the RGC model, we used a data set consisting of 600k training samples of white noise images,
and additional set of samples for testing. The training labels are a train of binary spikes with 0 and
1 generated by the model. For the biological RGCs recorded in salamander, we used the same data
sets as in [15]. Briefly there are about 40k training samples and labels with the number of spikes
as in [0 5] for each image. The test data have 300 samples, which are repeatedly presented to the
retina for about 200 trials. The average firing rate of this test data is compared to the CNN output
for performance calculation.
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Figure 1: The CNN filters are resembling to the subunits in RGC model. (A) An illustration of RGC
model structure. Note there are five subunits playing the role of conv filters. (B) An illustration of
CNN model that trains the same set of images to predicate the labels, here spikes, of all images. (C)
Receptive fields (RFs) of modeled RGC and predication by CNN model. (D) Visualizing of CNN
model components of both conv filters and average features represented by each filter.
3 Results
Here we focus on single RGC that has the benefit to clarify the network structure components of
CNNs. Recently, a variation of non-negative matrix factorization was used to analyze the RGC’
responses to white noise images and identify a number of subunits, resembling to the biopolar cells,
within the receptive field of each RGC [15]. With this picture in mind, here we address the question
that what types of network structure components can be revealed by CNNs when they are used to
model the single RGC response.
A previous study [14] focused on predicating neural response of RGC at the population level with
one CNN model, and claimed that the features represented by conv filters are resembling to the
receptive fields of bipolar cells (BCs). However, a careful examination reveals that this connection
between CNN feature map and BCs is weak since the number of conv filters in the CNN is much
less than that of BCs in the RGC population from the retina. By using a CNN model, one expect to
reveal a more clear picture of this connection between CNNs and the retina.
Here, we set up a single RGC model with conv subunits as in Fig. 1(A), which is resembling to a
2-layer CNN with one conv layer of subunits and one dense layer of single RGC. By training a CNN
as in Fig. 1(B) with a set of white noise images to predicate the target labels as the simulated spikes
generated by this RGC model, we found that the CNN model can predicate the RGCmodel response
well with Pearson correlation coefficient (CC) up to 0.70 similar to the study by [14].
Interestingly, we also found the CNN model can predicate the receptive field (RF) well as in
Fig. 1(C). Furtherer more, the conv filters learned by CNN are the exact subunits employed in
the RGC model as shown in Fig. 1(C). A subset of the conv filters, that can be termed as effective
filters, start from random shapes and converge to the exact subunits. Although we set up the filter
size as 15x15 pixels, the resulting effective filters are sparse represented with a 6x6 pixel size. The
rest of the filters are still random and close to zero. Therefore, these results show that CNN param-
eters are highly redundant. Such a redundancy of parameters, including conv filters, units/neurons
and connections of conv and dense layers, is widely observed for deep learning models [17–19].
All together, These results suggest that the CNN model can identify the underlying hidden network
structure components within the RGC model by only looking at the input stimulus images and the
output response in terms of the number of spikes.
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Figure 2: The CNN reveals subunit structures in biological RGC data. (A) Receptive fields of the
sample cell and CNN predication. (B) Visualizing of CNN model components of both conv filters
and average features represented by each filter. (C) Neural response predicated well by CNN model
visualized by RGC data spike rasters (upper) and CNN spike rasters (middle) and their average firing
rates.
To further characterizing these structure components in details, we use a CNN to learn the biological
RGC data with the similar images of white noise and the spiking responses. Similar to the results of
the RGC model above, the outputs of CNN model can recover the receptive field of data very well
as in Fig. 2(A). We also found that the learned conv filters converge to a set of localized subunits
whereas the rest of filters are noisy and close to zero as in Fig. 2(B). The size of these localized
filters is comparable to that in bipolar cells around 100mµ [15].
In addition, the features represented by these localized conv filers are also localized. Given the
example RGC is a OFF type cell that response to the dark part of images strongly, most features
have similar OFF peaks resulted from the OFF BC-like filters. These OFF features tile the space
of receptive field of RGC. Interestingly, there are some features with ON peaks, which play a role
as inhibition in the retinal circuit. A few features have some complex structures mixed with OFF
and ON peaks, which are mostly resulted from the less localized filters. However, if the filters are
pure noise, the resulting features are pure noise without any structure embedded. Besides filters and
features, the CNN model generates a good predication of RGC response as in Fig. 2(C) with the CC
up to 0.75. These observations are similar across different RGCs recorded.
4 Discussion
Here by focusing on single RGCs, we shown that CNN can learn their parameters in an interpretable
fashion. Both filters and features are close to the biological underpinnings within the retinal circuit.
With the benefits of relative well-understood neuronal circuit of the retina ganglion cells, our pre-
liminary results give a strong evidence that the building-blocks of CNNs are meaningful when they
are applied to neuroscience for revealing network structure components. Our results extend the pre-
vious studies [11, 14] that focus on predication of neural responses. Furtherer more, our approach is
suitable to address other difficult issues of deep learning, such as transfer learning, since the domain
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of images seen by single RGCs is local and less complicated than those global structures of entire
natural images.
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