INTRODUCTION
WHETHER one accepts or rejects Fisher's theory (Fisher, 1928a (Fisher, , b, 1929 of the evolution of dominance, it is interesting to note that Fisher originally developed it using an incorrect formula and that had he been aware of the correct formula he would not have advanced his theory at all. Fisher's formula has been discussed recently by the author (Ewens, 1965) and is discussed further in this paper. Also, an analysis is made of a process which Parsons and Bodmer (1961) suggest may lead to the evolution of dominance, various factors concerned in the evolution of dominance process are summarised and their relative importance discussed.
FISHER'S ANALYSIS
Wesuppose that we are primarily interested in a locus "A" at which alleles A and a can occur. A is supposed to have sufficient selective advantage over a so that the occurrence of a comes about only by mutation (at rate u) from A to a. The allele a will then appear almost always in heterozygotes. Imagine now a modifying locus "M ", with alleles M and m, for which the allele M modifies the heterozygote Aa towards the homozygote AA. We may suppose that such modification may depend on whether M itself occurs in homozygotes or heterozygotes. Specifically, it is assumed that the selective advantages of . . Fisher was interested in the case Ic = o, which we now consider in some detail. If initially the allele M has no effect on the " A " locus, and all heterozygotes Aa have the same selective advantage z -sh, then the equilibrium frequency of A is i-u/hs. If the allele M now begins to modify Aa, and the selective advantages then change to those shown above, then the initial increase in the frequency of M was shown (Ewens, ¶965) to be given approximately by qM qM('-qM)2.
(I)
The incorrect formula given by Fisher (1928a, b, ¶929) is
443 an expression which Fisher apparently uses throughout the whole dominance-modification process. In deriving equation (2), Fisher used a univariate analysis (of the frequency qM), whereas as has been shown by Moran (1964) , in cases such as the above when selective advantages depend jointly on two loci, a univariate analysis is inadequate and it is necessary to use a bivariate analysis. Specifically, Moran showed that it is not sufficient to consider only the gene frequencies qA and q; rather it is necessary to consider the frequencies c1, c2, c3 and c4 of the gametes AM, aM, Am and am immediately before the formation of the zygotes of each generation. In fact the correct formula for Lq was shown in (Ewens, 1965) to be 'qM = 2shqc3c4+O(u2).
()
If we use the approximations c3 = (I-q)+O(u),
we derive (i) immediately from (s). If we use more generally the
then () becomes LqM = 2shq(I-q)q(I-q)2.
() Moran (1964) has shown that the approximation (5) is sufficiently accurate, at least when s is small. The accuracy of the approximation in the present context will be considered later. Now as the process continues, not only will the frequency qM change, but the frequency qA will also change. In fact, q will steadily decrease from its initial value i -ufhs to the equilibrium value of A corresponding to q = i, namely i -\/u/s. Correspondingly, Iq will not always assume the form (i). In order to derive the general formula for we must proceed as follows. It is easily shown, using the approximations () and Moran's (1964) analysis, that
The last term on the right-hand side corresponds to the mutation from A to a. Passing to continuous time () and (6) give jointly
an equation which for all practical purposes should yield correct results in the discrete time case. In order to get the exact expression for iq.1 we should now solve () for q in terms of q,, and substitute the value so obtained in (s). Unfortunately, exact solution of ('i) does not appear to be simple, and in order to get some idea of the values obtained by tq we abandon the attempt to find the exact formula and consider rather the following numerical example.
Suppose that s oox, u = io, h = i, so that initially qA = -Io. The frequency q4 will decrease steadily to the value given by the formula q4 = i -i/u/s, namely qA = -1o_2. Thus during the entire history of the process, i-q is always bounded above by I02 so that Aq is always bounded above by 2 X Io4xq(I-q)2.
The quantity of main interest to Fisher (ig) and Wright (1929a, b) is that function i satisfying qM = qM(-qM).
On Fisher's incorrect formula, i increases without limit as a fact which "is an essential point" (Fisher, 1929 ) of Fisher's theory. The above analysis, however, shows that i is always bounded above by the quantity 2 X i-4(i -q,), which is not only small but decreases steadily to zero as q, approaches unity. Ewens (1965) claimed that Fisher's incorrect formula was a result of failing to use the correct (i.e. Moran's) analysis. However, this is not perhaps too important; his derivation is incorrect for a second, more subtle, reason. Having obtained (essentially) the expression (5), he evaluated q in terms of q, not by solving equation (7), but by using for q that value which solves 'qA = o.
This is not allowable, since the frequency of A is not stationary but is steadily decreasing. Equation (8) will only hold when the equilibrium point cM = i has been reached. If, following Fisher, we use (6) to solve equation (8), we get (ignoring terms in (i -cA)2) = Substituting in (5) gives Fisher's incorrect formula (2). If, however, we remember that we can only use equation (8) when = i, then the solution of (8) is = which has been given previously. Thus if the requirement i-p-as q4,-.1 is really an " essential point" ofisher's theory, then the theory is no longer tenable.
On the other hand Fisher may be wrong in saying that this is an essential point; this question is discussed later when the various factors concerning the evolution of dominance are considered.
A SUGGESTION OF PARSONS AND BODMER
One of the earliest criticisms of Fisher's theory (Wright, i g ga) was that Iq was of the order of the mutation rate A-÷a and was therefore very small. This follows immediately from the corresponding low frequency of the heterozygote Aa. In order to meet criticisms of this sort, Parsons and Bodmer (1961) have put forward the suggestion that we should generally consider the case where the frequency of A is initially small, due to a selective advantage of a over A. Then due to a changing environment, A develops a selective advantage over a and the frequency of A increases from near zero to near unity. This situation is exemplified by the phenomenon of industrial melanism.
During the course of the increase of q there will be a large number of heterozygotes Aa available for the dominance modification process to act. The main problem is to find how much the frequency cM increases as q increases from near zero to near unity. In this section we examine this problem mathematically.
It will be convenient for us to ignore any mutation during the process. This assumption will cause only a negligible error. Further, we shall generalise the problem by allowing the value of k (assumed above to be zero) to be an arbitrary positive quantity satisfying okhx. Doing this, we get 'qA +small order terms, qM sq4(I -q) {4kqM+2h-2hqM-2k]qM(r-cM) + small order terms.
Hence, ignoring small order terms and passing to continuous time
This is a linear differential equation in cA and is therefore soluble immediately. In some cases, however, the solution is given in terms of an integral which cannot be evaluated explicitly, and numerical methods may be required. We consider below some examples of the solution of (s).
Example i.
3K
This can be evaluated (at any rate simply) only when 0 = 2, 3, 4, corresponding to h = , -,
In the case 0 = 2 we get = (io) The constant K is fixed by allocating the value of q when q = 0. Now in a process such as the one under consideration, we cannot always expect the initial value of q to be large because when the allele a has a selective advantage over A, the dominance-modification behaviour of M will ensure that M is at a selective disadvantage to m.
In fact if Fisher's own arguments are correct we should take the initial frequency of M to be near zero. If we give the purely arbitrary value of to the initial value of q, then K = ge4f4 and (zo) shows that when q reaches unity, q has only increased to o677. Two comments may be made about this table. The first is that in only one case does the frequency qM actually reach unity; generally speaking the value of IT* falls well short of this value. We infer that the process suggested by Parsons and Bodmer for the fixation of M generally cannot be expected to be effective without the help of some further agency, for instance random drift or a selective advantage of M from other causes. We discuss these possibilities in the next section.
The second comment is that Crosby (1963) has performed two Monte Carlo experiments corresponding to the case h = i, Jr = . He derived the values ir* = o63, ir' = o68 in the two experiments, whereas the above theory suggests that ir' o96. The present author felt initially that the value IT* = o96 may not have been appropriate for the case considered by Crosby, who used s = in his experiments, which may have been too large for the approximations (.) to be valid. Thus an exact analysis was also carried out for this case. The gametic frequencies c1, c2, c3 and c4 of AM, aM, Am and am were calculated for each generation using the recursive formuI (54) to (57) In a finite population, the question of whether the frequency qM will move to unity, so that A becomes dominant over a, depends on the factors listed below.
(i) The "initial value" of q,; (ii) The selective advantage of Al derived from dominance modification; (iii) Any other selective advantage or disadvantage of M; (iv) Random sampling. We now examine the relative importance of these factors in finite populations, but before doing so we consider the deterministic behaviour in the infinite population case. Here we may ignore (i) and (iv), and Lq assumes the form zq = CqM(I -q)2+BqM(I -qM).
(ii)
The first term on the right-hand side corresponds to the selective advantage of M through dominance modification and the second term to " other selective pressures ". We have seen that when u = xo, s = oox, C is at most of order Io-; even when s the highest possible value, C is at most of order Io-. So far as B is concerned, we may assume it is equally likely to be positive or negative.
Whenever B is positive, Lq is positive and M will become fixed. However, when B is negative, zXq will always be negative for q sufficiently large and M cannot become fixed. (This contrasts with the behaviour using Fisher's incorrect formula, for which zq can always be made positive for q large enough, so that M would become fixed.) Thus when B is negative but less than A in absolute value, q approaches the value r-B /C, which is a point of stable equilibrium. In this case we would expect that in some individuals in the population the allele A would be dominant, in other cases the heterozygote would be intermediate.
When B is negative and greater than C in absolute value, is always negative, g would approach zero and A would not be dominant.
Since C is generally fairly small, we expect that in 50 per cent. of cases A will be dominant, in a small percentage of cases A would be dominant in some individuals but not in others, and in almost 50 per cent. of cases, A would not be dominant.
Thus it is of some importance to know how the " distribution of other selective advantages B" looks; it has been assumed here that this distribution does not have a large concentration in (-ooor, o 'oo i). For a discussion of this question the reader is referred to Ford (1964) whose views seem to support the present assumption.
The assertion of Fisher (i.) that since B is equallr likely to be positive or negative it can in all cases be taken as zero must be rejected.
We turn now to the finite population case. It is well known that if the population size is X and .N(B +C) j> io, the behaviour of the population can be taken as deterministic and the above results for an infinite population will apply.
When X(B+C) <io-', the dominant factors affecting q are (i) and (iv). Now C is generally of order io and is at most of order io so that when JV< 1000, B = o, it is possible that the process suggested by Parsons and Bodmer will be the most relevant factor.
When 'o'< .N(B+C)I <io, all factors (i)-(iv) will play some part and we can generally expect that A will be dominant in somewhat more than 50 per cent. of cases.
Other properties of the process have been given in (Ewens, 1965) .
SUMMARY
Corrections are made to a formula of Fisher for the rate of increase in modifiers in the evolution of dominance. The corrections lead to quite different results than those obtained by Fisher. A suggestion of Parsons and Bodmer concerning a method of evolution of dominance is considered mathematically. The importance of this and other factors affecting dominance modification are discussed.
