First-order reversal curve (FORC) diagrams have been experimentally shown to be a better way of discriminating domain states in a sample compared to the straightforward use of major hysteresis loops. In order to better understand the fundamental behavior of assemblages of single-domain (SD) grains, we used a micromagnetic model with a conjugate gradient algorithm to calculate FORC diagrams for isolated grains of magnetite as well as for arrays of grains. In the case of individual elongated grains, we found that the FORC diagram consists of a single peak centered on the coercive force H c if the grain is SD. For a pseudo-single-domain (PSD) grain with vortex structure, we observe multiple peaks on the FORC diagram. The modeling of arrays of elongated SD particles reveals two distinct types of patterns depending on the spacing between particles. In a 2U2U2 array of particles, a secondary branch on the reversal curves appears if the spacing between particles is less than about twice the particle length. This feature translates into the appearance of one negative and three positive peaks on the FORC diagram. In the case of a 3U3U3 array of particles, we again observe several secondary branches when the spacing between grains is less than about twice the particle length, leading to the appearance of multiple peaks on the FORC diagram. Splitting of the central peak on the H u axis when particles interact could explain the vertical spread of FORC distributions of natural interacting samples as an effect of superposition of multiple peaks caused by the random orientation and distributions of particle spacing and switching fields of a large number of grains. The presence of symmetric peaks on a FORC diagram can be an indicator of the presence of either small PSD grains or magnetic interactions in an ensemble of grains. ß
Introduction
The magnetic properties of natural samples are governed by the composition, the grain-size distribution and the interactions among the magnetic 0012-821X / 03 / $^see front matter ß 2003 Elsevier B.V. All rights reserved. doi:10.1016/S0012-821X(03)00320-0 particles within the sample. Domain state and composition of magnetic minerals need to be accurately characterized when studying natural magnetic systems in paleomagnetic, environmental and paleoclimatic studies [1] . For instance, the reliability of magnetic recording in rocks, which is critical for paleomagnetism, depends on mineralogical parameters such as the grain size and the composition of the assemblage that carries the magnetic signal. Single-domain (SD) particles (less than 0.07 Wm in magnetite [2] ) are the most reliable recorders of natural remanent magnetization. They also constitute the ideal material for paleomagnetism and paleo¢eld intensity determination by the Thellier^Thellier method [3] . Pseudo-single-domain (PSD) grains (in the size range between 0.07 and V10 Wm) still carry a stable remanence and behave almost ideally in Thellier^Thellier paleointensity experiments. Multidomain (MD) grains carry the least stable remanence and are the least useful for paleointensity determinations [4] .
Magnetostatic interactions in SD assemblies strongly reduce the intensity of thermoremanent magnetization [5] . Interaction among particles is another factor that leads to the failure of paleointensity experiments because the three Thellier laws of partial thermoremanent magnetization (reciprocity, independence and additivity) are violated in the presence of an interaction ¢eld. Therefore, it is important to be able to determine both the particle size and the magnetic interaction state in a natural assemblage.
Magnetic grain size is usually determined by measuring the ratio of the saturation remanent magnetization M rs over the saturation magnetization M s and the ratio of the remanent coercive ¢eld H cr over the coercive ¢eld H c . Day et al. [6] showed that these parameters plot in di¡erent regions on a diagram of M rs /M s versus H cr /H c depending on the grain size. However, interpretation of these hysteresis parameters can be ambiguous [7, 8] . Interactions are also di⁄cult to detect in a bulk sample. The Henkel plot [9] , which compares isothermal remanent magnetization and direct current demagnetization, cannot discriminate between a MD system or an interacting SD system if the mean grain interaction ¢eld is negative [10] .
First-order reversal curve (FORC) diagrams, introduced in rock magnetism by Roberts et al. [11] , provide a new way of identifying minerals and domain states by measuring partial hysteresis curves. The measurement of a FORC diagram begins by magnetically saturating the sample. The ¢eld is then decreased to a ¢eld 3H a and increased again up to saturation through ¢eld steps H b . This process is repeated for about 100 di¡erent values of H a . The FORC distribution is de¢ned by [11] :
where M(H a ,H b ) is the magnetization measured at (H a ,H b ). A FORC diagram is a contour plot of b(H a ,H b ) along axes
The FORC distribution b(H a ,H b ) at a point P is calculated by ¢tting a polynomial surface of the form a 1 +a 2 H a +a 3 H 2 a +a 4 H b +a 5 H 2 b +a 6 H a H b on a local square grid with P at the center [11, 12] . The value 3a 6 is b(H a ,H b ) at P. The smoothing factor (SF) sets the size of the local square grid on which the polynomial ¢t of the magnetization is performed. The number of points on the grid is (2SF+1) 2 [11, 12] . For example, an SF of 3 means that the smoothing is performed across a 7U7 array of data points. Smoothing is necessary in order to reduce the e¡ect of measurement noise that is magni¢ed by the second derivative. We used an SF between 3 and 5 in most cases. Positive regions on the FORC diagram are indicated by a light shading and negative regions by a dark shading.
Under some circumstances, Preisach and FORC diagrams are identical. Ne ¤el's interpretation of Preisach diagrams for interacting SD grains is that the H c coordinate represents the microcoercivity whereas the H u coordinate represents the interaction ¢eld [13] .
It has been shown both experimentally and theoretically that particles having di¡erent grain sizes and interaction states will plot in di¡erent areas of the FORC diagram [11, 12, 14, 15] . Non-interacting SD grains are characterized by closed contours extending along the H c axis and with little vertical spread along the H u axis. PSD grains show a closed-contour distribution that is more spread out along the horizontal axis, with a peak moving toward the H u axis. For MD grains, the contours broaden along the H u axis and ultimately form vertical contours. The presence of interactions usually produces a spreading of the distribution in the vertical direction of a FORC diagram. FORC diagrams can also be used to identify the presence of several magnetic minerals in a sample (for example [11, 16] ).
If the FORC technique is to become widely used, it is important for it to be thoroughly understood. In this paper we use micromagnetic modeling for the ¢rst time to predict the theoretical FORC distributions of SD to small PSD grains, as well as arrays of SD particles. In sediments and igneous rocks, the magnetic properties are often controlled by magnetite (Fe 3 O 4 ) because of its frequent occurrence and because the magnetization of SD magnetite is stronger than that of other magnetic minerals. This is why we model a magnetite-like mineral. An independent study produced micromagnetic models of FORC diagrams, but for two-dimensional lattices [17] . This is not relevant to rock magnetism but only to thin ¢lms.
Micromagnetic model
We used a three-dimensional unconstrained micromagnetic calculation [18, 19] based on the equations formulated by Brown [20] . The algorithm was fully described by Wright et al. [21] . A single particle is modeled by subdividing it into N = nUmUl cubic subcells, where n, m and l are the numbers of subcubes in the x, y, and z directions. The magnetization of the subcubes is uniform within each cube and ¢xed in magnitude but can vary in direction, so we can characterize it with two angles. The domain structure is calculated by using a conjugate gradient (CG) algorithm with a fast Fourier transform to minimize the total magnetic energy, which is the sum of the exchange energy, the magnetostatic energy and the anisotropy energy [19, 21] . The minimization gives a local energy minimum.
The resolution of the models is determined by the size of the cell edge, which has to be smaller than half the exchange length
where C E is the exchange constant [22] . However, in modeling SD particles, reducing the resolution does not signi¢cantly affect the behavior. Moreover, we are not attempting to produce de¢nitive hysteresis curves, but to look at the trends and how they might a¡ect FORC analysis. The room-temperature values of the magnetic constants used are: M s = 480 kA m 31 [23] , C E = 1.3U10 311 J m 31 [24] , and K 1 = 31.25U10
4 J m 33 [25] . The partial hysteresis process is modeled by saturating the grain with an appropriate positive ¢eld. The ¢eld is then decreased in 2 mT steps until it reaches saturation in a negative ¢eld. An equilibrium state is found at each ¢eld. FORCs are modeled by starting from each state obtained on the initial descending hysteresis curve and increasing the ¢eld back to positive saturation. The ¢eld increment is also 2 mT. This increment was chosen so that the total number of FORCs is around 100, a number usually accepted as large enough to obtain a good-quality FORC diagram [11, 12] . In order to avoid marginally stable states, we introduce perturbations of 5 ‡ or less to each dipole and re-run the minimization until the energy di¡erence between two successive minimizations normalized to the SD energy is less than 10 33 . We tested the e¡ect of varying these two minimization parameters (perturbations between 3 and 8 ‡ and energy di¡erences between 10 32 and 10 34 ). The micromagnetic states are not a¡ected by these changes, although the ¢elds at which switching occurs vary between 2 and 4 mT.
The model does not include the e¡ect of thermal £uctuations. Simulated annealing (SA), which imitates the e¡ect of thermal £uctuations in a random, undirected procedure (e.g. [26] ), increases computational time by orders of magnitude compared to the directed CG algorithm. The large resolution that is required to model arrays of particles makes it impossible to use SA in our calculations. SA and other pseudo-thermal perturbation methods generally ¢nd somewhat lower energy states than the CG method, but the di¡erences are not large [27] , nor are they vital in our application.
As a test of our model, we calculated the hysteresis loop for a thin sheet of permalloy (standard problem #1 from [28] ). Our model is not optimized for two-dimensionnal problems, so we used a resolution of 50U25U1 cells smaller than what is ideally required by the exchange length of permalloy. Therefore, we also had to increase the thickness of the permalloy sheet from 20 to 40 nm. Nevertheless, we ¢nd a coercivity of 4.1 mT when the external ¢eld is applied along the short axis of the sheet (Fig. 1) , which is consistent with some of the submitted solutions for this problem (e.g. ts96b, H c = 5.3 mT; pb97, H c = 4.9 mT [29] ).
In cases where we modeled an elongated grain, we did not include magnetocrystalline anisotropy energy. If the elongation q exceeds 1.1, the shape anisotropy will dominate over the magnetocrystalline anisotropy.
We also omit magnetostrictive energy because it does not have a signi¢cant e¡ect on the domain structure for particles smaller than V4 Wm [30] . The particles modeled in this study are defect-free and stress-free, so we did not include magnetoelastic energy in the model.
It is important to note that a number of simpli¢cations have been made in the model to make the computation feasible. We have neglected thermal £uctuations and any mineral microstructure, and have assumed a very simple grain geometry. Our goal in this study is to examine the trends of hysteresis properties and we make no claim that the coercivities or remanences would be a good match for realistic grain geometries. What is intended is that some insight should be gained as to the e¡ects of grain interactions and domain states on the trends observed in FORC analysis.
Hysteresis and FORC diagrams of isolated
grains as a function of size
Single ¢eld orientation
In an elongated grain of magnetite, the easy axis of magnetization is along the direction of elongation and the hard axes are along two directions perpendicular to the easy axis. It is considerably more di⁄cult to saturate the magnetization of a magnetite crystal along the hard direction than along the easy direction, and therefore we expect the hysteresis curves and the FORC diagrams to be di¡erent depending on the ¢eld orientation.
Micromagnetically calculated FORC diagrams are shown in Fig. 2 for an SD particle with the ¢eld applied along an easy axis, a hard axis, and an intermediate direction. The particle size is 0.045U0.03U0.03 Wm, i.e. an elongation ratio of 1.5.
We obtained rectangular hysteresis loops for SD particles if the ¢eld was applied along the easy axis. If the ¢eld was applied along the hard axis, the magnetization rotated reversibly at all ¢elds. In both cases, the magnetization reversed by coherent rotation. This behavior is consistent with results from other studies [31^33] . If the ¢eld was applied at nearly 45 ‡ to the easy axis, the hysteresis showed a combination of reversible and irreversible behavior. The coercive force in this case was approximately half the coercive force for the ¢eld along the easy axis, as predicted by Stoner and Wohlfarth [34] .
In the two cases where there is hysteresis, ideally the FORC diagram would display a delta peak at the coercive ¢eld H c with no spread in the H u direction (zero interaction ¢eld in the Preisach^Ne ¤el interpretation). In reality, the peak has a ¢nite width due to the ¢tting of a polynomial function and to the spread of coercivities on the reversal loops caused by perturbations introduced in the minimization process [12] (2^4 mT).
For all the following models of isolated particles, we use the intermediate ¢eld orientation at 45 ‡ to the easy axis.
When the grain size is increased just above the SD^PSD limit to a 0.10U0.08U0.08 Wm grain (q = 1.25), the magnetization reverses during the major hysteresis loop through a vortex state which is stable for applied ¢elds between 310 and 326 mT. Nucleation of the vortex is progressive. The initial state is a £ower state (Fig. 3a) , i.e. a SD state with fanning of the magnetization from the uniform state near the grain surface. The next state (Fig. 3b) is a precursor to a vortex state, which collapses to a well-de¢ned vortex state on relaxation of the applied ¢eld (Fig. 3c) . Such behavior has been described by Enkin et al. [35] while modeling PSD magnetite grains. The vortex exits at one of the corners through the same intermediate state previously described (Fig. 3d) and the structure becomes a £ower state in the negative saturation ¢eld (Fig. 3e) .
Secondary branches appear in the reversal curves when the ¢elds are in the range of any of the intermediate states between the two £ower states (Fig. 4a) [36] . This causes the main peak on the FORC diagram to split into several positive and negative peaks (Fig. 4b) .
Although we tried to minimize instabilities as much as possible, switching to a vortex state or to a £ower state does not occur at exactly the same ¢eld for all the reversal curves. In some cases, the micromagnetic state does not pass through the vortex state and £ips directly to the £ower state. As a result, smaller secondary peaks appear on the FORC diagram and the peaks are relatively spread out (Fig. 4b) . The V45 ‡ line of alternating positive and negative peaks is due to the perturbations introduced in the model to test the stability: this causes the Barkhausen jumps to occur at di¡erent ¢elds on each reversal curve. The same pattern has been observed by C.R. Pike (personal communication) in pyrrhotite single grains.
For a somewhat larger grain (0.12U0.09U0.09 Wm), the intermediate states encountered during the magnetization reversal are more numerous and complex, leading to a large number of di¡er-ent reversal curves and peaks on the FORC diagram. 
SD grains oriented in di¡erent directions
In order to reproduce the distribution of orientations of the grains in a natural sample, we averaged FORC distributions for a set of 200 random ¢eld orientations. The particle size is 0.045U 0.03U0.03 Wm. The FORC distribution is now more spread out on the H c axis than on the H u axis (Fig. 5) . We would expect the FORC diagram to be elongated along the H c axis because particles with di¡erent orientations have di¡erent coercive ¢elds. Again, the spread on the interaction axis is due to the averaging e¡ect of the SF and to the perturbations introduced during the minimization process. The 'boomerang shape' may be an e¡ect of di¡erent return paths of the FORCs. If H a is a saturating ¢eld, then the FORCs are identical. However, if H a is not a saturating ¢eld, then the return curves for randomly oriented grains display a dependence on H a at relatively large positive ¢elds.
Hysteresis and FORC diagrams of three-dimensional arrays: e¡ect of interactions
Three-dimensional arrays of particles were modeled by masking some cells in a model consisting of a large number of cells. In so doing, it was possible to vary the size of the grains in the array as well as the spacing between the grains within the array. Based on micromagnetic calculations, grains interact signi¢cantly if the spacing between them is smaller than one grain width [31, 37] . Modeling the e¡ects of interactions on magnetic susceptibility in distributions of StonerŴ ohlfarth SD particles, Muxworthy [38] found that the e¡ect of interactions drops o¡ when the spacing between grains is between one and two times the grain diameter. Modeling arrays of particles requires high resolution, so we restricted ourselves to arrays of 2U2U2 and 3U3U3 SD particles. A 2U2U2 array is physically somewhat unrealistic, but it allows us to gain some insight into interaction e¡ects within the constraints of current computational resources.
Arrays of aligned particles
Arrays are formed of elongated particles aligned along the same direction (z axis). The size of each SD particle within the array is 0.045U0.030U0.030 Wm (q = 1.5). The resolution of each individual grain is 3U2U2 cells. The spacing is de¢ned as the distance corresponding to the free space between grains. The ¢eld is still oriented at 45 ‡ to the easy axis.
2U2U2 arrays
Hysteresis and reversal curves depend crucially on the spacing between grains. When the spacing between particles is twice the particle length or more, the micromagnetic structure is uniform and evolves toward a £ower state as the ¢eld is decreased. Magnetic moments are aligned within one grain and with those of other grains. At a particular switching ¢eld, all the moments rotate coherently, then the structure again evolves toward a £ower state where less and less de£ection of the spins is observed at the corners as the ¢eld intensity increases. The FORC diagram is similar to that observed for a single crystal (Fig. 6a ). It has a single peak centered at zero interaction ¢eld and at the coercive ¢eld of the particle ensemble.
The hysteresis and micromagnetic structure of the array show some speci¢c features when the spacing is reduced (Fig. 6b) . First, the hysteresis loop exhibits two jumps when the ¢eld is decreased. The micromagnetic structure in the critical region of a reversal curve is shown in Fig. 7 . Between saturation and the ¢rst switching ¢eld, all the grains have a uniform magnetization oriented in the direction of the ¢eld. Then, there is an intermediate state (when the ¢eld is between 38 and 60 mT) where each grain still has a uniform magnetization, but where half of the grains have reversed their moments. Finally, all the moments switch again to a uniform state.
The presence of these two switching ¢elds causes the hysteresis curve to show two discontinuities, as was found also by Virdee [31] . The reversal curves have di¡erent behavior depending on the reversal ¢eld H a at which the curve begins. If H a is larger than the ¢rst switching ¢eld, the reversal curve follows the same path as the hysteresis curve, and the structure stays as a £ower state nearly up to saturation. If H a is between the two switching ¢elds, the reversal curve shows one jump at which the structure suddenly changes from a vortex state to a £ower state, and then stays as a £ower state. Finally, if H a is less than the second switching ¢eld, the array undergoes either one or two switching events: the intermediate vortex is not always reached and if it is, only for a narrow range of ¢elds (typically between 4 and 8 mT).
If the spacing is less than two-thirds the particle length, the intermediate state exists for a large range of ¢elds (between 25 and 40 mT). The switching to the intermediate state or to the £ow-er state on the reversal curve happens at almost the same ¢elds for all the di¡erent reversal curves (within 2^4 mT). As a result, the FORC diagram shows three distinct peaks corresponding to each switching: one for the switching from intermediate state to the £ower state when H a is in the range where the intermediate state is stable; one for the switching from £ower state to intermediate state; plus one for the switching from the intermediate state to the £ower state when H a is beyond the range of stability of the intermediate state (Fig. 6b) .
The range of stability of the intermediate state decreases when the spacing is increased. When the spacing is between two-thirds and twice the particle length, the intermediate state is only stable for a narrow range of ¢elds: from 12 mT for a spacing of one particle length to 4 mT for a spacing of ¢ve-thirds the particle length. The switching does not occur at the same ¢eld for the di¡erent reversal ¢elds, but over a range of about 8 mT. The two ranges of ¢elds during which switching occurs overlap. This e¡ect causes the peaks on the FORC diagram to appear much more noisy, and to eventually form only one peak (Fig. 6c) . With the increasing variation of switching ¢elds de- pending on the reversal ¢elds we also observe the appearance of a 45 ‡ line of alternating positive and negative peaks. When the intermediate state is stable over a range smaller than 4 mT, as is the case for a spacing of ¢ve-thirds the particle length, it is possible that the present state would completely disappear when the minimization parameters are changed. In this case, the array would behave as a non-interacting ensemble. For this array the critical spacing for the array to behave as a non-interacting array is between ¢ve-thirds and two particle lengths.
The ratio M rs /M s , which is traditionally used as an indicator of particle size, remains fairly constant when the spacing of the grains is changed (Fig. 8a) . In particular, there is no obvious variation when the secondary branch disappears as a result of going from an interacting to a non-interacting system. The coercive ¢eld H c is also fairly constant when the spacing of the grains varies (Fig. 8b) . In this special grain arrangement, where all the grains are aligned, these two parameters would fail to indicate the interaction state of the system.
The e¡ect of varying the spacing in an array of 2U2U2 grains is shown in Fig. 9 . For the irregularly spaced grid, there is a slight variation in coercivity depending on the spacing, but the main features on the FORC diagram are still the same. In general, FORC diagrams for irregular arrays are intermediate between the FORC diagram for equally spaced arrays with separations equal to the largest and smallest separations in the irregular array, respectively.
3U3U3 array
Now, the model contains 27 elongated SD (0.045U0.03U0.03 Wm) particles, arranged in a 3U3U3 array. We again found that there is a threshold in the spacing between cells that determines whether the grains are interacting (Fig. 10) . The spacing has to be more than twice the grain length in order for the particles to behave like isolated grains (Fig. 10a) : all the moments are aligned with the ¢eld at saturation, then the structure slowly evolves toward a £ower state. All the moments reverse coherently at the same switching ¢eld. The reversal curves are either symmetrical with the main loop if the reversal ¢eld is smaller than the switching ¢eld, or they follow the main loop if the reversal ¢eld H a is larger than the switching ¢eld. This behavior results in a single peak on the FORC diagram.
If the spacing between grains is less than twice the grain length, intermediate states appear on the major hysteresis loop, leading to secondary branches on the reversal curves. The intermediate structures are now more complex than for the 2U2U2 array. Each jump in the hysteresis loop and the reversal curves corresponds to one or several of the grains reversing their magnetization, as shown by Pike and Fernandez [14] (Fig. 11) . In general, the smaller the spacing, the more secondary branches appear. As for the 2U2U2 array, secondary branches give rise to several peaks on the FORC diagram (Fig. 10b) . We can distinguish separated peaks up to a spacing of one particle length. When the spacing is between four-thirds and twice the particle length, the switching ranges all overlap on the reversal curves and it becomes di⁄cult to judge if the secondary peaks are due to di¡erent switching ¢elds because of di¡erent micromagnetic states on the reversal curve or to the range of ¢elds over which switching occurs (Fig.  10c) . These ranges are so small that, again, some states can disappear when varying the minimization parameters. In this case, we establish the critical spacing for the array to interact between fourthirds and twice the particle length.
In an attempt to simulate the e¡ects of interactions in a random assemblage of particles in a real sample, we averaged the FORC diagrams obtained for interacting arrays of spacing 1/3, 2/3, 1, and 4/3 the grain length (Fig. 10d) . One main peak emerges that is wider on the H u axis than the peak observed in the non-interacting case (Fig. 10a) . This supports the idea that the spread on the H u axis observed in interacting assemblages in natural samples might be due to a superposition of the secondary peaks we observed on very small arrays. Wm, elongation ratio 1.5) during the measurement of a reversal curve corresponding to a reversal ¢eld of 370 mT. Arrows represented by a cross inside a square are pointing out of the page; arrows with a dot inside a square are pointing into the page.
The full width at half maximum (FWHM) of the main peak of the cross-section taken in the H u direction through the maximum of the FORC distribution is a measure of interaction in the Ne ¤el model [12] . As expected, it shows a decrease when the spacing is increased (Fig. 12) . The ¢rst point (measured when the spacing is half the grain width) was not well de¢ned because of the multiple peaks on the FORC diagram.
Again, the ratio M rs /M s stays constant and could not be used to indicate a change in the interaction state of the system (Fig. 8c) . The coercive ¢eld H c increases when the spacing is increased up to two subcells and then decreases slightly (Fig. 8d) . However, this variation is not correlated with the change from an interacting to a non-interacting system. In the case of a 3U3U2 or 3U2U2 array, we observed the same pattern as for regular arrays: secondary branches appear as a result of interactions between grains and create secondary peaks on the FORC diagram.
Array of cubic particles having random magnetocrystalline anisotropy axes
In order to study the case where particles are randomly oriented within an array, we revert to cubic particles but introduce uniaxial magnetocrystalline anisotropy whose orientation is random. We take for K u1 the ¢rst magnetocrystalline anisotropy constant for magnetite, K 1 .
In the case of aligned anisotropy axes, the grains behave as a non-interacting array when the spacing is large because they all switch from a £ower state in one direction to a £ower state in the other direction at the same ¢eld. Now each grain has a di¡erent anisotropy direction, and so there is a range of switching ¢elds. There are many more intermediate states, in principle one for each grain. There is a similar distribution for switching from the anisotropy easy axis to alignment with the negative ¢eld. Thus, the FORC diagram has a multiplicity of peaks. In the interacting case, the ensemble should behave more like a single magnetic structure, with grains reversing their magnetizations in di¡erent stages but this time because of the interactions. In both cases there will be intermediate states during the reversal process creating multiple peaks on the FORC diagram, but it is di⁄cult to know if this e¡ect is due to interactions between grains or because the moments of grains orient along di¡erent anisotropy axes when the ¢eld is reduced. Moreover, FORC diagrams are noisier than in the case of aligned shape anisotropy axes, making it even more di⁄cult to look for ¢ne features that might distinguish between the two cases.
Discussion
Our FORC diagram for models of isolated SD particles is consistent with Stoner^Wohlfarth theory [34] . FORC diagrams for PSD particles are characterized by secondary peaks resulting from minor branches on the reversal curves.
Our micromagnetic models of FORC diagrams for assemblages of SD grains show distinctive features that can help to di¡erentiate between interacting and non-interacting assemblages. For arrays of SD particles having aligned anisotropy directions, the presence of minor branches on the reversal curves indicates interactions among grains and causes the FORC diagram to have several positive and negative peaks instead of the single peak that occurs when the grains behave as independent systems. When the particles are closely spaced in a large array, the FORC distribution becomes noisy. In simpler cases (smaller arrays or fewer interacting particles where there is only one minor branch), we can identify two positive peaks that are symmetrical with respect to the H c axis, another positive peak further away on the H c axis at H u = 0, and a negative peak between the latter positive peak and the lower positive peak (Fig. 6) .
In order to investigate the superposition of the peaks that would lead to the spread on the H u axis that is observed experimentally, we modeled an array of 5U5U5 cubic SD particles. Each grain is represented by only one subcube, so the particles are ideal SD. This simpli¢cation allows us to compare FORC diagrams for di¡erent spacings. The spreading clearly appears in the more interacting array and diminishes with increasing spacing (Fig. 13) . Together with the averaging of the four interacting arrays shown in Fig. 10d , this model demonstrates that the superposition of split peaks can explain the spread on the H u axis.
Pike and Fernandez [14] measured FORC diagrams for an array of Co dots with a strong uniaxial shape anisotropy. When saturated along their short axes, the grains relax into single vortex states [39] . The FORC diagrams measured on these samples show a 'butter£y' structure composed of two positive and two negative peaks. It is di⁄cult to tell if this array is interacting or not because the M s and C E for cobalt are three times larger than M s and C E for magnetite, the exchange length for cobalt is a hundred times smaller than the exchange length for magnetite, and the anisotropy is crucial for interactions. Therefore, the conclusions drawn from our modeling cannot be quantitatively applied to the observations of Pike and Fernandez [14] . Since we have shown that interactions in arrays of particles with aligned anisotropy axes give rise to multiple peaks on the FORC diagram, it is, however, a possibility that the peaks de¢ning the 'butter£y' structure are due to interactions among grains.
An isolated PSD grain and an array of interacting SD grains show the same features on a FORC diagram, even though the physical origin of the splitting into several peaks is di¡erent in the two cases. This ambiguity cannot be resolved by our simple models of identical, regularly spaced grains. In a real sample having a distribution of grain sizes, orientations and spacings, the situation will be di¡erent. Experimentally, the FORC distribution of an ensemble of interacting SD grains has a closed peak [11, 12, 15 ] that spreads out along the H c axis because of the distribution of coercivities and in the H u direction because of the superposition of the secondary peaks caused by interactions. FORC distributions for PSD or MD grains are characterized by contours that di- verge as one approaches the origin of the diagram [11, 15, 40] . We can explain the spreading parallel to the H u axis as a superposition of secondary peaks resulting from the presence of vortex and £ower states.
The particles we have modeled are stress-free and defect-free. In real samples, the presence of defects is likely to cause stress ¢elds impeding rotation of SD moments, therefore increasing H c [41] . The spacing limit between interacting and non-interacting systems may change as well, but the splitting of the peaks would still be observed for interacting arrays.
Measured FORC diagrams are often found to be asymmetrical [11, 12, 15, 42] . Experimental Preisach diagrams are also often asymmetrical [43] , even though in theory Preisach distributions are constrained to be symmetrical. The moving Preisach model [43] in which the e¡ective ¢eld is the sum of the applied ¢eld plus an interaction ¢eld proportional to the overall magnetization accounts for most of the asymmetry in Preisach diagrams. We ¢nd, however, that FORC diagrams for isolated PSD grains are asymmetrical, as are FORC diagrams for arrays of interacting SD particles.
For some paleomagnetic measurements, such as Thellier^Thellier paleointensity determinations, it is important to know if the assemblage is interacting or not, since interacting assemblages are likely to fail the experiment. The best material for paleointensity experiments should have a FORC diagram with a symmetrical single peak having a high H c and little spread in the H u direction. PSD-like FORC diagrams (peak at a smaller H c and contours converging away from the H u axis) may also be acceptable.
In paleoclimatic studies, changes in magnetic grain size and mineralogy can indicate changes in magnetic mineral sources and pathways, as well as changes in the £ux of magnetic components to the sediment. These changes can be controlled by the e¡ect of climate on the pathways, in particular through changes in atmospheric circulation and ocean currents in the case of deep-sea sediments [1] . In environmental studies, a knowledge of grain size and magnetic mineralogy can give indications on various parameters such as sediment load and velocity, or particle transport during erosion. The ability of FORC diagrams to give a better description of grain size distribution and magnetic mineralogy is therefore also helpful for environmental and paleoclimatic studies.
Conclusions
We carried out micromagnetic modeling of FORC diagrams. Isolated elongated SD particles show a single positive peak centered at H c ,H u = 0. Isolated elongated PSD particles have complex FORC distributions with several secondary positive and negative peaks, caused by intermediate vortex structures.
Arrays of interacting SD particles with aligned uniaxial shape anisotropy also display several peaks on the FORC distribution caused by the existence of one or several minor branches on the reversal curves. Arrays of non-interacting particles do not show these peaks but only a single peak centered at zero on the H u axis and at the average coercive ¢eld of the assemblage on the H c axis. Splitting of the central peak on the H u axis when particles begin interacting might explain the vertical spread observed on FORC diagrams of natural interacting samples as an e¡ect of superposition of multiple peaks due to the random orientation of a large number of grains. We did not observe any signi¢cant changes in the usual hysteresis parameters M rs /M s and H c that would indicate the interaction state. In the case of arrays of SD particles with aligned uniaxial anisotropy, the presence of multiple peaks on the FORC diagram is a much better indicator of interactions than variations in hysteresis parameters.
The presence of multiple peaks could be a manifestation of intermediate vortex structures in PSD grains as well as of interactions in arrays. In a real sample where anisotropy axes are di¡erent for each grain and where grains have a distribution of coercivities, the e¡ects of PSD grains will be di¡erent from the e¡ects of interactions. According to our model, we suggest that the spread observed on the H u axis in natural samples with interactions is caused by the superposition of split peaks.
