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E
S
T
IM
A
T
O
R
I
E
M
E
T
O
D
I
D
I
IN
F
E
R
E
N
Z
A
S
T
A
T
IS
T
IC
A
U
n
a
delle
prin
cipalipreoccupazion
in
elle
an
alisideidaticon
siste
n
ell’in
ferire
daidatim
isurati
iparam
etriche
descrivon
o
un
m
odello
teorico.U
n
a
qualsiasifun
zion
e
delm
io
setdin
m
isure
sp
erim
en
tali ￿x=
{x
i }diu
n
a
data
gran
dezza
X
ch
e
n
on
in
clu
da
p
aram
etriscon
osciu
tiè
detta
statistico.Q
uan
do
lo
statistico
θˆ=
f( ￿x)siriferisce
a
param
etriθ
qualiilvalore
diaspettazion
e
µ
,la
varian
za
σ
2
o
altrip
aram
etrich
e
d
efi
n
iscon
o
la
p
d
fassociata
alla
gran
d
ezza
X
,sip
arla
d
iestim
atorid
italip
aram
etri.Ilm
od
u
lo
d
iteoria
è
en
trato
n
eld
ettaglio
d
ella
d
efi
n
izion
e
d
i
estim
atori.Q
u
icon
vien
e
rich
iam
aren
e
soltan
to
alcu
n
e
p
rop
rietà:u
n
estim
atore
è
detto
•
con
sisten
te
se
all’aum
en
tare
delle
m
isure
(n→
∞
)θˆ
con
verge,n
elsen
so
della
probabilità,
alp
aram
etro
ch
e
stim
a
θ;
•
n
on
distorto
(u
n
biased)se
è
n
ulla
la
differen
za
tra
ilvalore
diaspettazion
e
dell’estim
atore
e
delp
aram
etro
vero,ovvero
è
n
u
llo
ilbias
b=
E
[θˆ]−
θ)
5.1
E
S
T
IM
A
T
O
R
I
D
E
L
V
A
L
O
R
E
D
I
A
S
P
E
T
T
A
Z
IO
N
E
E
D
E
L
L
A
V
A
R
IA
N
Z
A
Sidim
ostra
facilm
en
te
che
ilvalore
m
edio
delm
io
setdim
isure,otten
uto
secon
do
la
(1.9)è
un
estim
atore
con
sisten
te
e
n
on
d
istorto,assu
m
en
d
o
ovviam
en
te
ch
e
ciascu
n
a
m
isu
ra
x
i
d
ella
stessa
gran
dezza
X
sia
assim
ilabile
ad
u
n
a
variabile
aleatoria
con
la
stessa
p
df
f(x).
Verifi
ch
iam
o
qu
ich
e
ilsegu
en
te
estim
atore
s 2
=
1
n−
1
n￿i=
1 (x
i −
xˆ) 2
=
1
n−
1 ￿
n￿i=
1 x
2i +
n
xˆ
2−
2xˆ
n￿i=
1 x
i ￿
=
1
n−
1 ￿
nn
n￿i=
1 x
2i +
n
xˆ
2−
2xˆ
nn
n￿i=
1 x
i ￿
=
n
n−
1 ￿xˆ
2−
xˆ
2 ￿
(5.1)
sia
u
n
estim
atore
n
on
d
istorto
d
ella
varian
za
σ
2
d
ella
variab
ile
aleatoria
x
associata
alla
gran
dezza
X
.
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E
[s 2]
=
E ￿
n
n−
1 ￿xˆ
2−
xˆ
2 ￿￿
=
E ￿
n
n−
1 ￿￿
i x
2i
n
− ￿ ￿
i x
i
n ￿2 ￿￿
=
n
n−
1 ￿
1n ￿i
E ￿x
2i ￿−
1n 2 E ￿￿i
x
2i +
2 ￿i>
j x
i x
j ￿￿
=
n
n−
1 ￿
1n ￿i
E ￿x
2i ￿−
1n 2 ￿i
E ￿x
2i ￿−
2n 2
µ
2 n
(n−
1)
2
￿
=
n
n−
1 ￿
1n 2 (n−
1) ￿i
E ￿x
2i ￿−
µ
2 (n−
1)
n
￿
=
1n ￿i
E ￿x
2i ￿−
µ
2 nn
=
1n ￿￿i
E ￿x
2i ￿− ￿i
µ
2 ￿
=
1n ￿i ￿E ￿x
2i ￿−
µ
2 ￿
assu
m
en
do
ch
e
ciascu
n
a
x
i
sia
riferita
alla
stessa
p
dfe
qu
in
dialla
stessa
varian
za
σ
2
=
1n ￿i
σ
2
=
σ
2
La
stim
a
della
varian
za
s 2,otten
uta
da
un
setdin
m
isure
￿x=
{x
i },porta
subito
a
otten
ere
la
stim
a
d
ella
d
eviazion
e
stan
d
ard
associab
ile
a
ciascu
n
a
m
isu
ra,ovvero
σˆ= ￿
s 2.Tale
stim
a
è
assu
n
ta
com
e
l’errore
statistico
diciascu
n
a
delle
m
isu
re
effettu
ate.In
oltre
sip
u
ò
u
tilizzare
σˆ
n
ella
(1.12)p
er
stim
are
l’in
certezza
d
elvalore
m
ed
io
d
elle
m
isu
re
(ch
e
com
e
ab
b
iam
o
d
etto
stim
a
ilvalore
diasp
ettazion
e).
5.2
C
A
L
C
O
L
O
D
E
L
L
A
M
IG
L
IO
R
S
T
IM
A
D
I
C
O
N
T
E
G
G
I
A
T
T
E
S
I
C
O
L
M
E
T
O
D
O
D
E
L
L
A
M
A
S
S
IM
A
V
E
R
O
S
IM
IG
L
IA
N
Z
A
Su
p
p
on
iam
o
d
irip
etere
p
er
N
volte
u
n
esp
erim
en
to
d
icon
teggio
d
iu
n
o
stesso
osservab
ile,
sem
pre
perun
certo
live
tim
e
∆
T
.C
iascun
con
teggio
r
k
relativo
alk
-esim
o
esperim
en
to
segue
la
d
istrib
u
zion
e
d
iPoisson
(2.8),d
ove
con
µ
siin
d
ica
ilvalore
d
iasp
ettazion
e
d
eicon
teggi
relativo
allive
tim
e
∆
T
.
U
tilizzan
do
ilm
etodo
della
m
assim
a
verosim
iglian
za
(M
L,dall’in
glese
M
axim
u
m
Likelihood
),sip
u
ò
calcolare
la
m
iglior
stim
a
diµ
daidatim
isu
rati.
La
Likelih
ood
L
è
otten
u
ta
d
alla
join
tp.d
.f.L= ￿
Nk
P
(r
k ,µ
),con
￿r=
{r
k ,k∈
(1,N
)}ilsetd
i
m
isu
re
disp
on
ibili.
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In
form
a
esp
licita:
L
(N
, ￿r,µ
)=
N￿k=
1
e −
µ
µ
rk
r
k !
Si
n
oti
ch
e
il
n
u
m
ero
ed
i
risu
ltati
d
egli
esp
erim
en
ti
effettu
ati
fi
ssan
o
la
L
a
m
en
o
d
el
p
aram
etro
µ
ch
e
n
on
con
osciam
o
a
p
riori.Ilm
etodo
della
M
L
asserisce
ch
e
la
m
iglior
stim
a
d
iµ
otten
ib
ile
con
le
m
isu
re
fatte
è
qu
elvalore
ch
e
m
assim
izza
la
L
,qu
in
d
ioccorre
d
erivare
risp
etto
a
µ
.Prim
a
p
erò
con
vien
e
p
ren
d
ere
illogaritm
o
n
atu
rale
d
ella
Likelih
ood
,ln
L
,sfru
t-
tan
do
la
m
on
oton
icità
della
fu
n
zion
e
logaritm
o:
ln
L
=
N￿k=
1 ln
e −
µ
µ
rk
r
k !
=
N￿k=
1 ￿ln
e −
m
u+
r
k
ln
µ+
cost ￿
=
N￿k=
1 ￿−
µ+
r
k
ln
µ+
cost ￿
=
−
N
µ+
ln
µ
N￿k=
1 r
k +
cost
D
icon
segu
en
za,derivan
do
risp
etto
a
µ
:
d
ln
L
d
µ
=
−
N
+
1µ
N￿k=
1 r
k =
0
⇒
µ
b
est
= ￿
Nk=
1 r
k
N
(5.2)
Ilrisu
ltato
otten
u
to
ciin
dica
ch
e
la
m
iglior
stim
a
delvalore
atteso
dieven
tialtro
n
on
è
ch
e
ilvalor
m
ed
io
tra
icon
teggim
isu
ratin
egliN
esp
erim
en
ti,d
a
con
fron
tare
con
q
u
an
to
d
etto
all’in
izio
della
sezion
e
5.1.Facilm
en
te
sitrova
la
varian
za
diµ
b
est
:
V
[µ
b
est ]
=
V ￿￿
Nk=
1 r
k
N
￿
=
1N
2
N￿k=
1 V
[r
k ]
=
µN
(5.3)
Sin
otich
e
gliu
ltim
id
u
e
p
assaggison
o
fattiassu
m
en
d
o
legittim
o
V
[r
k ]=
µ
,con
sid
eran
d
o
r
k
com
e
u
n
a
variab
ile
aleatoria,
e
n
on
u
n
a
m
isu
ra
d
efi
n
ita
con
u
n
valore
certo
ed
u
n
ico.
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Posso
p
erò
d
are
u
n
a
stim
a
d
ella
varian
za
(5.3),e
q
u
in
d
ip
oter
attrib
u
ire
alla
stim
a
d
i
µ
b
est
u
n’in
certezza
statistica,p
rop
rio
calcolan
do
la
varian
za
in
base
alµ
b
est :V
b
est =
µ
b
set
N
N
atu
ralm
en
te,se
facessiu
n
solo
esp
erim
en
to
(N
=
1)e
m
isu
rassir
con
teggi,allora
avrei:
µ
b
est =
r
V
b
est =
r
Sicon
fron
tiq
u
est’u
ltim
o
risu
ltato
con
q
u
an
to
scritto
n
ella
sezion
e
2.2
alm
om
en
to
d
ella
discussion
e
deglierrorida
attribuire
aln
um
ero
dieven
tipresen
tiin
un
bin
diun
istogram
m
a.
5.3
D
IS
U
G
U
A
G
L
IA
N
Z
A
D
IR
A
O
-C
R
A
M
E
R-F
R
E
C
H
E
T
La
d
isu
gu
aglian
za
R
C
F
è
fon
d
am
en
tale
p
erch
é
forn
isce
ilm
etod
o
p
er
calcolare
la
varian
za
degliestim
atoriin
m
odo
gen
eralizzato.La
sua
form
ulazion
e
n
elcaso
diun
sin
golo
param
etro
θ
è
la
segu
en
te:
V
(θ
b
est )≥
￿1+
∂b∂θ ￿
E ￿−
∂
2
∂
θ
2 ln
L ￿
(5.4)
dove
b
è
ilbias.
Se
l’estim
atore
è
effi
cien
te,ovvero
h
a
la
m
in
im
a
varian
za,allora
la
d
isegu
aglian
za
(5.4)
coin
cide
con
l’u
gu
aglian
za.
M
ettiam
ocin
elcaso
in
cu
ian
ch
e
ilb
ias
sia
n
u
llo
b=
0,allora
n
elcaso
d
ip
iù
p
aram
etri ￿θ
p
ossiam
o
scrivere
l’elem
en
to
gen
erico
della
m
atrice
dicovarian
za
in
versa
(V
−
1)ij
com
e:
(V
−
1)ij
=
E ￿−
∂
2
∂
θ
i ∂
θ
j
ln
L ￿
(5.5)
Per
scrivere
esp
licitam
en
te
l’op
erazion
e
d
im
ed
ia
m
ostrata
n
ella
(5.5)com
p
orta
ch
id
ersi
risp
etto
a
cosa
sista
facen
do
tale
op
erazion
e
dim
edia:ovviam
en
te
la
p.d.f.da
con
siderare
è
la
join
tp.d
.f.d
elle
variab
ilialeatorie
ch
e
vad
o
a
m
isu
rare.Se
iln
ostro
p
rob
lem
a
rigu
ard
a
la
m
isu
ra
diN
variabilialeatorie
{x
l ,l∈
(1,N
)},allora
p
osso
riscrivere
la
(5.5)com
e
(V
−
1)ij
= ￿
Ω
1 ... ￿
Ω
N ￿−
∂
2
∂
θ
i ∂
θ
j
N￿k=
1 ln
f(x
k , ￿θ) ￿
N￿l=
1
f(x
l , ￿θ)d
x
l
(5.6)
Si
n
oti
ch
e
sia
le
x
k
ch
e
le
x
l
son
o
d
a
con
sid
erarsi
variab
ili
aleatorie,
ovvero
n
on
stiam
o
fi
ssan
d
o
n
u
lla
alm
om
en
to.
Q
u
esto
è
con
sisten
te
an
ch
e
colm
od
o
d
icalcolare
ilvalore
d
i
asp
ettazion
e
e
d
ella
varian
za
d
iu
n
estim
atore
p
resen
tato
n
ella
sezion
e
p
reced
en
te.A
d
esso,
sicuram
en
te
possiam
o
in
vertire
l’ordin
e
tra
derivate
parzialie
som
m
atoria,poichè
le
derivate
son
o
op
eratorilin
eari.Se
le
p
oila
log-likelih
ood
e
le
p.d
.f.son
o
fu
n
zion
iregolari,p
ossiam
o
p
ortare
fu
orila
som
m
atoria
dagliin
tegrali.A
qu
esto
p
u
n
to
p
ossiam
o
riscrivere
la
(5.6):
(V
−
1)ij
=
N￿k=
1 ￿
Ω
1 ... ￿
Ω
N ￿−
∂
2
∂
θ
i ∂
θ
j
ln
f(x
k , ￿θ) ￿
N￿l=
1
f(x
l , ￿θ)d
x
l
(5.7)
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A
q
u
esto
p
u
n
to
in
terp
reto
la
(5.7)
com
e
u
n
a
som
m
a
d
iin
tegralid
ove,volta
a
volta,k
è
fi
ssato.Q
u
in
diin
tu
ttiicasiin
cu
il￿=
k
p
ossiam
o
sep
arare
gliin
tegralie
p
orre:
(V
−
1)ij
=
N￿k=
1 ￿￿l￿=
k ￿
Ω
l f(x
l , ￿θ)d
x
l ￿
Ω
k ￿−
∂
2
∂
θ
i ∂
θ
j
ln
f(x
k , ￿θ) ￿
f(x
k , ￿θ)d
x
k ￿
(5.8)
N
ella
(5.8)ilterm
in
e
relativo
alla
produttoria
diin
tegraliper
l￿=
k
è
sem
pre
uguale
ad
1,per
la
defin
izion
e
dip.d.f..In
fin
e,se
le
x
k
variabilialeatorie
siriferiscon
o
sem
pre
alla
stessa
variabile
che
m
isurerò
N
volte,e
quin
diassociate
ad
un
a
stessa
p.d.f.
f(x, ￿θ),posso
trasform
are
an
cora
la
(5.8)in
terp
retan
dola
com
e
u
n
o
stesso
in
tegrale
som
m
ato
N
volte:
(V
−
1)ij
=
N ￿
Ω ￿−
∂
2
∂
θ
i ∂
θ
j
ln
f(x, ￿θ) ￿
f(x, ￿θ)d
x
(5.9)
N
on
sem
pre
è
possibile
calcolare
an
aliticam
en
te
la
(5.5)o
la
(5.9),perquesto,dispon
en
do
di
u
n
n
u
m
ero
didatisu
ffi
cien
tem
en
te
gran
de,p
ossiam
o
stim
are
la
(V
−
1)calcolan
do
le
derivate
secon
de
della
log-likelihood
sostitu
en
do
alle
variabilialeatorie
ivalorim
isuratie
sostituen
do
aip
aram
etrila
loro
m
iglior
stim
a.In
sostan
za:
(V
−
1)ij
=
−
∂
2
∂
θ
i ∂
θ
j
ln
L ￿￿￿￿￿x→
￿x
m
ea
s , ￿θ→
￿θ ￿b
est
(5.10)
O
vviam
en
te
per
otten
ere
le
varian
ze
e
covarian
ze
per
ip
aram
etrioccorre
in
vertire
la
(V
−
1),
u
tilizzan
do
im
etodidiin
version
e
delle
m
atricidell’algebra
lin
eare.
5.4
IN
C
E
R
T
E
Z
Z
A
E
S
T
IM
A
T
O
R
I:
IL
M
E
T
O
D
O
G
R
A
FIC
O
G
razie
airisu
ltatiesp
ostin
ella
sezion
e
p
reced
en
te
p
ossiam
o
trovare
u
n
m
etod
o
altern
ativo
p
er
trovare
l’in
certezza
diu
n
estim
atore,u
tilizzan
do
ilgrafi
co
della
Likelih
ood.
Suppon
iam
o
disviluppare
in
serie
diTaylor
la
n
ostra
Likelihood
attorn
o
alla
m
igliore
stim
a
diu
n
p
aram
etro
(p
er
sem
p
licità
assu
m
iam
o
ch
e
esista
solo
u
n
p
aram
etro)
ln
L
(θ)
∼
ln
L
(θ
b
est )+
ddθ
ln
L
(θ) ￿￿￿￿θ
b
est (θ−
θ
b
est )+
+
12
d
2
d
θ
2
ln
L
(θ) ￿￿￿￿θ
b
est (θ−
θ
b
est ) 2+
O
(θ
2)
(5.11)
Ilsecon
do
term
in
e
della
som
m
a
alsecon
do
m
em
bro
della
(5.11)sian
n
u
lla,in
qu
an
to
esso
corrisp
on
de
alla
m
argin
alizzazion
e
secon
do
la
qu
ale
vien
e
determ
in
ato
θ
b
est .Pertan
to:
ln
L
(θ)
∼
ln
L
(θ
b
est )+
12
d
2
d
θ
2
ln
L
(θ) ￿￿￿￿θ
b
est (θ−
θ
b
est ) 2+
O
(θ
2)
(5.12)
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R
icordan
do
ch
e
L
(θ
b
est )=
L
m
a
x ,e
ch
e
θ=
θ
b
est ±
σ
b
est ,p
ossiam
o
scrivere:
ln
L
(θ
b
est ±
σ
b
est )
=
ln
L
m
a
x +
12
σ
2b
est
1
d
2
d
θ 2
ln
L
θ ￿￿￿θb
est
(5.13)
Sostitu
en
do
n
ella
(5.13)ilrisu
ltato
della
(5.10),ovvero
1
d
2
d
θ 2
ln
L
θ ￿￿￿θb
est =−
σ
2b
est
Siottien
e
ch
e
ln
L
(θ
b
est ±
σ
b
est )
∼
ln
L
m
a
x −
12
.
(5.14)
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