Thank you for the detailed and encouraging comments received on our manuscript, entitled Medflex: An R Package for Flexible Mediation Analysis using Natural Effect Models. They have proven very helpful for revising the manuscript. Please find enclosed a revision of the manuscript, which includes the following main changes:
• an extensive revision of section 8, clarifying (i) issues related to identification of natural effects in settings with intermediate confounding or multiple mediators, (ii) the link to violation of identification condition A4 and (iii) adaptations to conditions A1-A4 that allow non-parametric identification of joint mediated effects in cases where intermediate confounding is deemed likely;
• and a more intuitive explanation of the ratio-of-mediator-probability weighting (RMPW) method.
• Finally, we have added an entirely new section (section 9) devoted to guidance on when weighting or imputation should be used. In the first part, we focus on (tradeoffs in) modeling demands and provide tools for model validation (for both working models and natural effect models) which have now also been implemented in the most recent version of the package (version 0.6-0; which has recently been released on CRAN). In the second part, we focus on handling of missing data and corresponding missingness assumptions. Moreover, an example is given to illustrate how recent changes to the package allow the workflow of the package to nicely integrate with other packages for multiple imputation.
Additionally, please note that the output in the paper differs from the draft that was first submitted. We would like to make clear that this is not due to changes to the package or functions of the package per se, but rather to changes in coding of the UPBdata dataset, which is used for illustrative purposes. More specifically, the binary outcome has been coded differently, in order to match the results in Loeys et al. (2013) . Changes in coding of the outcome in the UPBdata dataset have been implemented from version 0.5-1 of the package. We refer to the NEWS page (https://cran.r-project.org/web/packages/medflex/NEWS) for more details.
Reviewer 1
We deeply appreciate your time and effort and are thankful for the helpful comments received on our manuscript. 
Comments to the Author

Answer:
We have now added a new section ("Section 9: Weighting or imputing?") which reviews the pros and cons for each of these approaches. Some initial parts from the original text concerning potential limitations for each of the approaches have also been moved to this section. In this section we focus on two main aspects that may guide the choice between weighting and imputing: modeling demands and missing data patterns and/or assumptions.
The syntax requires entering in the variables in a specific order of exposure, mediator, baseline. However, I wasn't sure how this would work out if there was an exposure/baseline covariate interaction. This gets clarified later (page 23) but it would be nice to flag that more clearly. For example, even later on it was unclear how one would allow a treatment/mediator interaction.
Answer: This topic was only documented in detail in the help files of the package, but is now also described more extensively (with some examples) in section 3.3 (subsection "Expanding the data and imputing nested counterfactuals"). Answer: For the sake of clarity and completeness, the 'no unmeasured confounding' assumptions have now been stated more formally (in terms of conditional independencies between (nested) counterfactuals and variables) in section 2.1. This section has been revised to a large extent, in order to focus more clearly on mediation settings. Moreover, reference papers are mentioned at the end of this section for readers that wish to more intuitively grasp why these assumptions need to be invoked. The section on multiple mediators and intermediate confounding (section 8) has also been revised to a large extent. In this section, we have now attempted to more clearly highlight the link to assumptions A1-A4 (made in a single mediator setting), focusing in particular on assumption A4. In addition, we have attempted to clearly formulate adaptations to assumptions A1-A4 to settings for joint mediated effects. Answer: Although sensitivity analysis is possible in the natural effect model framework, at present it has not been fully developed. This might have been phrased ambiguously in the previous draft of the manuscript (in the section "Concluding remarks"), in the sense that the phrasing could have been interpreted as if sensitivity analysis is not possible in this framework. Therefore, we have attempted to state this more clearly in the revised manuscript. If researchers wish to conduct sensitivity analyses for unobserved mediatoroutcome confounding, they may wish to use the mediation package instead, although we do plan to provide similar functionalities for sensitivity analysis in the medflex package.
As a result, a major limitation is not providing
Reviewer 2
We deeply appreciate your time and effort and are thankful for the helpful comments received on our manuscript. Answer: Thank you.
Comments to the Author
However, the following are suggestions that may be helpful to readers of the paper.
The background on counterfactual outcomes is probably longer than needed. On the other hand, the description of the new methods being implemented could use more attention. In particular, some additional explanation of why the weighting method works would be helpful. Helping researchers (including biostatisticians) understand this somewhat unintuitive method would be important in their being convinced to use (and in their proper use of) the new method. (For example, Robins and colleagues described the inversely proportional to treatment weighting (IPTW) as equivalent to the construction of a pseudo population for which confounding is removed. Though the present method bears similarities to IPTW, presumably a different explanation would be needed.)
Answer: In section 3.2, we have now included a more detailed and intuitive explanation of ratio-of-mediator-probability weighting, in terms of constructing pseudo-populations in order to recover estimates for conditional mean nested counterfactuals. In addition, we now also refer to a recent paper by Hong et al. (2015) , which includes an even more detailed example of this approach, which might provide additional insight.
The repetition of the output on page 12 does not seem necessarily and could be removed to save space. (It is adequate to say the results are identical to above.)
Answer: This output has now been removed.
More explanation of the bootstrap approach would be helpful.
Answer: Section 3.2 (subsection "Fitting the natural effect model on the expanded data") now includes more detailed information on the bootstrap approach (in general) and how it is implemented for the weighting-based approach. Details on implementation for the imputation-based approach are not provided as it is analogous to implementation for the weighting-based approach.
Can any approach be offered/suggested with regard to model validation (of a candidate natural effect model)?
Answer: If the working model has not been properly specified, model validation or goodness-of-fit diagnostics of the natural effect model is useless. Checking the functional form of the natural effect model can be done by requesting residual plots (with scatterplot smoothers) which can be obtained by applying the residualPlot(s) function (from the car package) to the natural effect model object. Further suggestions are offered in the new section 9.1, in which we discuss model adequacy of the working models and of the natural effect model.
More elaboration of the assumptions of the method(s), i.e., using the weighting or imputation-based approaches would be helpful.
Answer: Required modeling assumptions and their implications are discussed in the new section 9.1. Identification assumptions are discussed at the end of section 2.1.
Some guidance on the number of imputations needed would be helpful as well. One might wonder if the usual guidelines for multiple imputation (which usually involve a relatively small number of imputations might be relevant). I would think more would be needed here (as it is not simply a situation of partially missing data).
Answer: We would like to stress that the imputation procedure that we use here differs from multiple imputation. That is, we impute nested counterfactuals by regression mean imputation. In order to allow estimation of natural direct and indirect effects we need to recover information about multiple nested counterfactuals per subject. However, for each subject, each nested counterfactual Y(x,M(x*)), arising from different combinations of hypothetical/counterfactual exposure levels x and x*, is only imputed once. The number of imputations per subject is thus determined by the number of different hypothetical exposure levels (x* for the weighting-based approach and x for the imputation-based approach) that need to be considered for each subject to allow estimation of the target causal estimands. For categorical exposures, this number equals the total number of possible exposure levels. This number is chosen by default (and cannot be altered) for exposures coded as factors. For continuous exposures, however, there's an infinite number of possible exposure levels. By default, a sample of five hypothetical levels is drawn from the exposure density (conditional on baseline confounders). This default number can be changed by specifying the desired number of draws in the nRep argument of the neImpute or neWeight function.
We recommend to use a minimum number of 3 draws. Although finite sample bias and sampling variability can be reduced to some extent by choosing a larger number of draws, simulations have shown this gain to be ignorable when choosing more than 5 draws (Vansteelandt et al., 2012) . This recommendation has now also been added to the revised manuscript in footnote 10.
Moreover, for purely linear outcome models (i.e., without polynomials or interactions involving the exposure in neither the imputation or natural effect model), it can be shown that each choice of number of draws yields identical results (i.e., estimates and SE's) when using the imputation-based approach.
The imputation of UPB, as shown on the top of page 17, is not clear to me. UPD is binary, is it not? I wonder why 0 or 1 values are not imputed.
Answer: UPB is indeed binary. However, as natural effect models are models for the (conditional) mean of nested counterfactual outcomes and (when there's no missing values in the original dataset) missingness in the expanded dataset only occurs in the outcome (at least in a 'counterfactual' sense), regression mean imputation can be used instead of multiple imputation. This implies that, each unobserved nested counterfactual is imputed only once, i.e., by its predicted mean from the imputation model, instead of multiple times (by random draws from the fitted density) as in multiple imputation. For this reason, this procedure is both computationally as well as statistically more efficient than multiple imputation (as it avoids the randomness of stochastic imputation) and it is to be preferred in this context. Instead of accounting for the uncertainty inherent to estimation of the imputation model by means of Rubin's rule, as in multiple imputation, this uncertainty is accounted for by the bootstrap or sandwich standard error.
The fact that, in this case, imputed outcomes are no longer binary, but correspond to conditional mean imputations now also gets explicitly mentioned on p17.
Some comments on how missing data (in any of the model variables) is dealt with would be helpful.
Answer:
We have added an entire new section (9.2) on missing data covering this topic.
