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ABSTRACT
Supervised classification is one of our fundamental approaches to understanding the
world, and is studied in many research areas. Feature extraction and classification learning
are two key processes, which significantly influence the performance of supervised
classification. Although impressive progress has been made in supervised classification
due to the development of feature extraction methods and classifiers, there are still
unsolved problems in supervised classification, such as the class imbalance problem and
the few-shot classification problem. In this thesis, we focus on the complex boundary
problem — it is hard to obtain high classification accuracy for problems with complex
decision boundaries due to the existence of subclass structures. We propose a
cluster-based approach to supervised classification and develop cluster-based feature
extraction methods and cluster-based classification learning methods.
For feature extraction, to find out the importance of considering within-class
multimodality for feature extraction, we conduct a study on within-class multimodal data
distribution and classification under such a distribution. This study is guided by five
important questions about within-class multimodal data. Systematic experiments using a
variety of artificial and real data are conducted to answer the five questions, which further
lead to some useful findings. In the second study, a new feature extraction method is
proposed, called global subclass discriminant analysis (GSDA). To extract discriminative
features, GSDA first obtains clusters in a global way by clustering the whole data set and
derives class-specific clusters based on these global clusters. Then it seeks to maximise
interclass distance and minimise intraclass distance based on these class-specific clusters.
GSDA is extensively evaluated on a wide range of data through comparison with the
xvii
closely related and state-of-the-art feature extraction methods. Experimental results
demonstrate GSDA’s superiority in terms of accuracy and run time.
For classification learning, in the third study, we propose a cluster-based data
relabelling (CBDR) method for improving the classification performance of existing
classifiers on nonlinear data. CBDR aims to impel classifiers to find cluster-based decision
boundaries rather than class-based decision boundaries. Extensive experimentations
demonstrate that CBDR dramatically boosts the classification performance of classifiers
on nonlinear data, especially for linear classifiers. In the final study, a novel Gaussian
mixture model (GMM) classifier is proposed, called separability criterion based GMM
(SC-GMM) classifier. In SC-GMM, the separability criterion is employed to find the
optimal number of Gaussian components for GMM. Experiments have been carried out on





1.1 Overview of Supervised Classification
Over the past 20 years, the supervised classification problem has drawn great attention
from researchers in many fields, such as face recognition [121, 37], human activity
recognition [55, 134], text categorisation [4, 60] and disease diagnosis [76, 57]. As one of
the essential approaches for object identification and understanding, supervised
classification assigns an object into one of a given set of classes based on some given
characteristics/attributes/features. For example, supervised classification can be used to
determine whether a given face image belongs to person A , person B or other persons, or
determine whether a received email is junk or non-junk. The supervised classification
problem can be formulated as: provided a set of data samples X, where X is usually
called the training data set, and every sample x in X is comprised of a set of features and
a class label, the goal is to utilise X to learn a classification function/decision boundary
f(x) so that we can use f(x) to predict the class label of an unseen sample based only on
its features. In order to obtain f(x), the classifier is used in the supervised classification
process, so the classifier is one of the key processes for achieving high classification
accuracy. Apart from the classifier, feature extraction also greatly affects the classification
performance. It seeks to remove useless features from x by creating new features based on
combining the given features, since the useful features of a given sample x are often
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overwhelmed by the useless ones [27], resulting in it being difficult for classifiers to learn
the optimal classification function. Thus, both classifier and feature extraction make a
significant impact on solving supervised classification problems.
1.2 Research Motivation and Contributions
Supervised classification would classify a sample to one or multiple classes. If there
is a hierarchical structure among the classes, then being in one class implies another. This
type of supervised classification is usually called hierarchical classification. For example,
animals can be classified into mammals and non-mammals. Mammals can be classified into
Euarchonta, Glires, Eulipotyphla, Ferae and others, where Ferae can be further classified
into Carnivora and Pholidota. If we know an animal is Carnivora, then we know it is also
Ferae as well as mammal. If there is no structure among the classes, then being in one class
has no bearing on the sample being in any other class. This type of supervised classification
may be called flat classification. For example, in human activity recognition, the activity
of a person in the given image or video may be classified as walking, running, boxing or
other activities, and there is no inherent hierarchy among these activities. So, no further
classification will be done after that, which is a typical case of flat classification.
The classification function, f(x), is typically obtained through classification learning.
Classification learning is an optimisation process to minimise or maximise an objective
function. Typically, flat classification learning is a global optimisation in that the objective
is over the whole data. In contrast, hierarchical classification learning is a local
optimisation in that there are inherently various objective functions, one for each
super-class, with each objective function being calculated over a subset of data that
belongs to the super-class, where a super-class is the parent of the class under
consideration within the class hierarchy, which can be further divided into different
subclasses inheriting the attributes of the super-class. For example, mammals,
non-mammals and Ferae are super-classes. Therefore, every super-class has subclass
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structures. Subclass structures tend to generate complex decision boundaries between
different classes, making it difficult to achieve high classification accuracy [48]. This is
called the complex boundary problem. Compared with global optimisation, local
optimisation contributes to an accurate description of complex decision boundaries,
resulting in high classification accuracy. This is consistent with the finding in [43].
Hierarchical classification (local optimisation) algorithms exist [50, 69, 71], but these
algorithms tend to be complex, and the class hierarchy is imposed by existing human
knowledge through class labels. However, for many classification tasks, class hierarchies
are unknown or uncertain [91]. Classification algorithms are mostly for flat classification
(global optimisation) even though concepts and things in this world usually have a
hierarchical (taxonomic) structure.
In this thesis, we study cluster-based supervised classification learning to solve the
complex boundary problem of supervised classification. It is a two-level hierarchical
classification that learns in a local manner. We do not assume the existence of hierarchical
class labels, but we exploit the data structure within each class in the form of
class-specific data clusters. We focus on two aspects: feature extraction and classifier
design, with the intention to make them widely applicable. Our contributions to feature
extraction and classifier design are listed as follows:
• In order to obtain satisfactory feature extraction methods based on discriminant
analysis, we deeply study the within-class multimodal data distribution guided by
five important questions:
1) Is it necessary to address within-class multimodality?
2) How many within-class modalities should we use?
3) How should we utilise the modalities?
4) Do we have real benefits from considering these modalities?
5) If we keep increasing the number of modalities, what will happen?
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Through systematic experimentation using artificial and real data, we answer these
five questions and obtain some useful findings that are important for the design of
new feature extraction methods and the improvement of existing ones.
• A new feature extraction method is developed, which is called global subclass
discriminant analysis (GSDA). Unlike the existing subclass-based discriminant
analysis methods, GSDA selects subclasses in a global way by clustering the whole
data set rather than one class at a time. GSDA has been compared with the
well-known subclass-based and kernel discriminant analysis methods, and
experimental results on the artificial data and real-world data sets demonstrate
GSDA’s superiority in terms of classification accuracy and run time.
• To enhance the classification performance of the existing classifiers on nonlinear
data, in particular for linear classifiers, a cluster-based data relabelling (CBDR)
method is proposed. The main idea of the CBDR method is to drive classifiers to
learn cluster-based decision boundaries instead of class-based ones. Extensive
experimentation has shown that CBDR can significantly enhance the classification
performance of linear classifiers and even outperform their nonlinear variants on
nonlinear data sets. Further experimentation has demonstrated that CBDR can also
improve the classification performance of nonlinear classifiers.
• To improve the classification performance of the Gaussian mixture model (GMM)
as a classifier, a novel GMM classifier is proposed, which is called SC-GMM
classifier. SC-GMM classifier determines the number of Gaussian components for
each class based on the separability criterion and takes the number of
non-overlapping clusters in every class as the optimal number of Gaussian
components of each class. Experimental results show that the SC-GMM classifier
outperforms the original GMM classifier and three variants of GMM classifier, and
becomes comparable to the commonly used classifiers.
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1.3 Outline of the Thesis
This thesis is organised as follows:
• Chapter I provides an overview of the supervised classification problem, our research
motivations and contributions, and an outline of the thesis.
• Chapter II first reviews many feature extraction methods that are widely used in
supervised classification, including deep feature extraction methods and traditional
feature extraction methods. Then, a review of classifiers is provided. Supervised
classifiers are generally partitioned into two categories: generative classifiers and
discriminative classifiers. Thus, some representative classifiers from these two types
are introduced.
• Chapter III presents an extensive study on within-class multimodal data distribution
and feature extraction methods. This study is guided by five key research questions.
To answer these questions, extensive experiments on a variety of artificial and real-
world data sets are presented.
• Chapter IV presents a new feature extraction method. The proposed method is a
kind of feature extraction method based on discriminant analysis and attempts to
well separate different classes by optimally separating all clusters and concurrently
making these clusters as compact as possible. This new feature extraction method is
evaluated on a wide range of data and compared with the state-of-the-art algorithms.
• Chapter V develops one generic method for classifiers to improve their classification
performance on nonlinear data. The idea of the proposed method is to find global
clusters and employ these clusters to relabel data. In this chapter, the proposed
method is applied to five existing classifiers, and extensive experiments and
comparisons are provided.
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• Chapter VI proposes a new Gaussian mixture model (GMM) classifier. This new
classifier determines the optimal number of Gaussian components for each class by
finding the number of nonoverlapping clusters. In this chapter, the proposed classifier
is compared with the original GMM classifier, other variants of GMM and widely
used classifiers.
• Chapter VII concludes this thesis and discusses future work.
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CHAPTER II
Feature Extraction and Classification Learning
2.1 Introduction
With the rapid development of technology, massive data emerge and grow quickly.
These data provide a lot of utilisable information to help us understand the underlying
patterns, but it is hard for us to use these data effectively. Useful information/features
existing in these data is often overwhelmed by many useless features, such as irrelevant
and redundant/repeated features. These useless features not only consume large amounts
of storage and computation time, but also hinder training of the classifier that is responsible
for obtaining a class label for every datum in the supervised classification problem. So, it is
necessary to remove these useless features from an ocean of data. To achieve this, feature
extraction is needed.
Typically, in order to obtain satisfactory classification performance, data are usually
processed by using a feature extraction method before they are fed into a classifier.
Therefore, the feature extraction method and classifier play important roles in supervised
classification, and this thesis aims to propose new feature extraction methods and
classifiers to achieve high classification accuracy for supervised classification. Before we
introduce the proposed new methods, in this chapter some popular and related feature
extraction methods and classifiers are overviewed. Firstly, a review of some popular
feature extraction methods is presented in Section 2.2, including deep feature extraction
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methods and traditional feature extraction methods. Then, the commonly used classifiers
in the field of supervised classification are reviewed in Section 2.3.
2.2 Feature Extraction
A feature extraction method is an algorithm that seeks to extract useful features and
exclude the irrelevant and repeated features. By doing this, classification accuracy can be
greatly enhanced [27]. Many feature extraction methods have been developed, and they
are generally divided into two classes: deep feature extraction methods and traditional
feature extraction methods. Deep feature extraction methods refer to extracting features
through a deep neural network. Usually, we call features extracted in this way as deep
features. Deep feature extraction methods have become a hotspot in many research areas,
in particular for face recognition. In the field of face recognition, convolutional neural
network (CNN) is a kind of deep neural network that has been widely used for obtaining
deep face features. To extract discriminative features from face images, new deep neural
network architectures and loss functions are designed, since they are two primary elements
in a deep neural network and significantly influence the quality of deep features. Based on
the fact that a deeper network is most likely to produce better deep features, the popular
network architectures tend to have a large number of layers: for example, 7-layers AlexNet
[63], 16-layers VGGNet [109], 22-layers GoogLeNet [114] and 34-layers ResNet [46].
After the architecture of a deep neural network is fixed, in order to achieve higher accuracy,
novel loss functions are designed. The well-known loss functions include Softmax loss
[63], Triplet Loss [105], Centre Loss [122] and A-Softmax Loss [77]. Additionally, there
are other deep feature extraction methods developed in other applications, including long
short-term memory (LSTM) for text classification [75], recurrent neural network (RNN)
for human activity recognition [24], and generative adversarial network (GAN) for data
generation [41, 128]. Although deep feature extraction methods have caught significant
attention recently, they achieve success in only a limited number of applications due to
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the following reasons [42]: 1) deep feature extraction methods require a huge amount of
training data to obtain promising features, but, in many applications, the enormous amounts
of training data required are often hard to obtain; 2) the underlying theory of deep feature
extraction methods is not clear, so that it is hard to find suitable values in a theoretical way
for the key parameters of deep feature extraction methods, such as the number of layers,
the number of nodes in each layer, and the learning rate.
In this thesis, we focus on traditional feature extraction methods. Traditional feature
extraction methods refer to algorithms that extract features based on statistical analysis.
Due to established theory and strong interpretability, this kind of feature extraction
methods has always received attention from different research areas, so that they have
wide-ranging applications. The well-known traditional feature extraction methods include
principal component analysis (PCA) [124], linear discriminant analysis (LDA) [33, 101],
independent component analysis (ICA) [19, 52], non-negative matrix factorization (NMF)
[66], and factor analysis (FA) [65]. In the rest of this section, the LDA algorithm will be
introduced in detail, since our proposed new feature extraction methods are based on
LDA. Additionally, the other two classical and commonly used traditional feature
extraction methods, PCA and ICA methods, will be briefly introduced.
2.2.1 Principal Component Analysis
Principal component analysis (PCA) [124] is an important feature extraction method,
which studies how to transform the data from a high-dimensional space into a
low-dimensional space whilst keeping most of the information of the original features.
From a statistical point of view, PCA is also one of the most important multivariate
statistical methods. It has been commonly used in various fields such as image processing,
pattern recognition, signal processing and data compression.
When using statistical methods to solve multivariate problems, too many variables will
increase the computational complexity and the complexity of the analysis. Analysts tend
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to use fewer variables and try to keep more information. PCA transforms the original
variables into uncorrelated variables and then selects some new variables that are fewer than
the original variables but can explain most of the variations in the original data. These new
variables are the so-called principal components, with which the task of feature extraction
can be achieved.
The basic steps of PCA are summarised as follows:
(i) Given N samples x1,x2, ...,xN , where the ith sample xi = (x1i , x
2
i , ..., x
d
i ) has d






, i = 1, 2, ..., N ; j = 1, 2, ..., d, (2.1)
where µxj is the mean of the jth feature column and σxj is the standard deviation of
the jth feature column.




































We then compute the covariance matrix of X as R = X
TX
N−1 .
(iii) Eigendecomposition is performed on the covariance matrix R, which gives us
m eigenvectors (principal components) v1,v2, ...,vm and m eigenvalues λ1 ≥ λ2 ≥
... ≥ λm.
(iv) The eigenvectors are sorted in descending order by the magnitude of their
corresponding eigenvalues, and we select the top k principal components.
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(v) We then construct the projection matrix P with the k principal components.
(vi) The matrix X is thus transformed from d-dimensional feature space into the
k-dimensional PCA feature space as follows: XPCA = XP, where k ≤ d.
Many variants of PCA have been developed for improving PCA. The most
well-known PCA variant is Kernel PCA (KPCA) [87, 59], which requires a kernel trick.
Compared with the standard PCA, KPCA has better performance on non-linear data, but it
is necessary to select a suitable kernel function and adjust the parameters of the kernel
function when using it. Another commonly used PCA variant is Incremental PCA (IPCA)
[3][4], which is mainly used to solve the problem of limited RAM. Sometimes, the sample
size can be more than one million, and the dimensionality of a sample can be more than
one thousand. Fitting the data directly into the RAM is impossible for the standard PCA.
Therefore, IPCA is proposed to first divide the data into multiple batches, and then use a
partial fitting strategy for each batch recursively, so that the final dimension reduction
matrix is obtained. Compared with the standard PCA, IPCA uses much less memory
while having a similar performance. Different from the aforementioned PCAs, Cai et al.
proposed Sparse PCA [5], which uses L1 normalisation to reduce the influence of the
non-principle components. In this way, the process of dimensionality reduction is mainly
to reduce the dimensionality of the relatively main components, avoiding the influence of
noise on the dimensionality reduction effect. Additionally, in the standard PCA, 2D
images are often represented as a 1D feature vector (as a row in an image matrix), which
leads to the curse of dimensionality and the loss of image structure information in an
image. So, Two Dimensional PCA (2DPCA) [6] was proposed, which allows the 2D
images to be represented as a two-dimensional feature vector. Compared with the original
PCA, 2DPCA performs better on the 2D image data.
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2.2.2 Independent Component Analysis
Based on the statistical characteristics of the input source signal, blind source separation
(BSS) is the process of recovering the individual components of the source signal from only
the observed signal. Derived from BSS, independent component analysis (ICA) [19] is a
multi-dimensional signal processing method, which can find a linear transformation for
non-Gaussian data to make the components relatively independent of each other. ICA aims
to extract the independent features from data, where the independent features can directly
reflect the essential properties of the object being studied. With these features as the input,
the classifier can improve the classification speed and accuracy. ICA has a wide range
of applications in many fields, such as feature extraction, image processing, and speech
processing.
Figure 2.1: The basic idea of ICA.
Figure 2.1 illustrates the basic idea of ICA, where the observed sample matrix X is the
combination of the truth source signal vector s (s = (s1, s2, s3)) and mixing matrix M. The
goal of ICA is to obtain s based only on X. To extract the source signal from X, ICA seeks





closely similar to s is obtained through W.
Therefore, the ICA problem can be formulated as: suppose there are d unknown source
signals s1, s2, ..., sd, then the observed sample matrix X can be represented by





where M = (α1, α2, ..., αd)T is the unknown mixing matrix and s = (s1, s2, ..., sd) is an
unknown d-dimensional source vector. In ICA, source signals s1, s2, ..., sd are assumed to
be statistically independent, and the dimensionality of X is assumed to be larger than or
equal to d to make the mixing matrix M have full rank.
Since the source signals are statistically independent, standard linear ICA estimates a
separating matrix W such that s′ = WX becomes a vector with mutually independent
components. Based on different ways of estimating the separating matrix, many ICA
algorithms have been proposed and can be roughly divided into two categories:
complete/undercomplete ICA and overcomplete ICA. In the case of
complete/undercomplete ICA algorithms, they require that the number of features of
samples is equal to or greater than the number of sources. The well-known
complete/undercomplete ICA algorithms include Fast ICA [51] and JADE (Joint
approximation diagonalization of eigenmatrices) [15]. To obtain the separating matrix,
Fast ICA aims to minimise the mutual information of the estimated components. It uses
the maximum entropy principle to approximate the negative entropy and achieves optimal
performance through an appropriate nonlinear function. Compared with the standard ICA,
Fast ICA converges faster and the optimisation process is more robust. Different from Fast
ICA, JADE aims to extract independent non-Gaussian signals from a data matrix by
constructing the fourth-order cumulants from the original data matrix and minimising the
sum-of-squares of the off-diagonal elements corresponding to the fourth-order cumulants
between the different signals. JADE equates the objective function maximization problem
to the joint diagonalization problem of the characteristic matrix of a set of fourth-order
cumulant matrices. Compared with the standard ICA, JADE greatly simplifies the
computational complexity and also effectively improves separation performance. In the
case of overcomplete ICA algorithms, the number of features of samples is fewer than the
number of sources, hence samples can’t be represented by a unique combination of
sources. To overcome the problem, Michael and Terrence proposed to learn overcomplete
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representations by using a probabilistic model of observed samples and maximising the
probability of each sample based on the probabilistic model [67]. In addition, a
semidefinite programming relaxation has been introduced in [99] for overcomplete
analysis. Other overcomplete ICA algorithms include overcomplete ICA based on sparse
representations [116] and Fourth-Order-Only Blind Identification (FOOBI) algorithm
[22].
2.2.3 Linear Discriminant Analysis
Linear discriminant analysis (LDA) is a classic method for discriminant analysis that
has been widely used in pattern recognition [68, 70] and machine learning [56, 120]. LDA
was originally proposed by Fisher for binary classification in [33] and [34]. It was
generalised by Rao [101] for multiclass classification. The basic idea of LDA is to find a
transformation/projection matrix W that projects data into a new space, LDA space, that
is spanned by LDA features (or LDA dimensions), such that the interclass distance is
maximised and simultaneously the intraclass distance is minimised.
In the LDA algorithm, under the assumption that every class has a normal distribution
and has the same covariance matrix, LDA uses a between-class scatter matrix Sb to measure
the interclass distance, and uses a within-class scatter matrix Sw to measure the intraclass














(xij − µi)(xij − µi)T , (2.5)
where N is the number of training samples, Ni is the number of samples in class i, C
is the number of classes, µi is the mean of class i, µ is the mean of the whole training
samples, and xij denotes the jth sample in class i. According to Equations (2.4) and (2.5),
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we note that Sb employs the distance between the means of classes and the global mean as
the interclass distance (see Figure. 2.2(a)), and Sw utilises the distance between samples
and the mean of their corresponding classes to measure the intraclass distance (see Figure.
2.2(b)).
(a) Sb (b) Sw
Figure 2.2: Visualisation of how the between-class scatter matrix Sb and the within-class
scatter matrix Sw are calculated in the LDA algorithm, where differently
coloured dots represent samples from different classes.





where tr() denotes the trace of a matrix, and W is a projection matrix that projects data
from the data space to the LDA space. In order to find an LDA space that can separate
different classes well, LDA needs to find the optimal projection matrix
W∗ = arg max
W
JLDA(W). To obtain W∗, we assume that F (W) = WTSbW and
G(W) = WTSwW − α = 0, α > 0 is a constant. Then the optimisation of LDA is
equivalent to finding a projection matrix W to maximise F (W) under the G(W)
constraint. For this we employ a Lagrangian function to obtain W∗. Thus, we define
L = F (W)− λG(W), where λ 6= 0 is a Lagrange multiplier. By setting the derivative of
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∂WTSbW − λ(WTSwW − α)
∂W
= 0
⇒ 2SbW − 2λW = 0
⇒ SbW = λSwW.
If Sw is nonsingular, we can obtain
Sw
−1SbW
∗ = λW∗. (2.7)
Therefore, the sought-after projection matrix W∗ is composed of the eigenvectors
corresponding to the largest eigenvalues of Sw−1Sb. To achieve satisfactory performance
of LDA in different applications, researchers have proposed many extended LDA
algorithms. For these LDA extensions, there are three main categories. The first category
tries to enhance the performance of the standard LDA on nonlinear data. As the standard
LDA is a linear optimisation method, it has relatively poor performance on the nonlinear
data. Therefore, the methods, like nonparametric discriminant analysis [73], Kernel LDA
[86] and subclass discriminant analysis (SDA) [137] are proposed. Nonparametric
discriminant analysis obtains the expression ability of nonlinear data by the nonparametric
extensions of the between and within scatter matrices. Kernel LDA solves this problem by
kernel functions and maps the linearly inseparable data to a high-dimensional space where
data become linearly separable. To well separate nonlinear data, SDA divides each class
into a set of subclasses and tries to separate them at subclass-level instead of class-level.
Compared with the standard LDA, the methods of this category shows better performance
on nonlinear data. The second category focuses on solving the small sample size (SSS)
problem, which occurs when the dimension of samples is greater than the number of
samples. The SSS problem makes the within-class scatter matrix Sw singular so that the
sought-after projection matrix W ∗ can’t be obtained by using S−1w Sb. The representative
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LDA extensions in this category include PCA+LDA [7], Regularised LDA (RLDA) [35]
and Null LDA (NLDA) [16]. PCA+LDA solves the problem by reducing the
dimensionality with PCA first to make the data dimension not greater than the number of
samples and then applies LDA. RLDA solves the SSS problem of LDA by adding a small
perturbation to Sw and makes Sw non-singular. Similar to PCA+LDA, NLDA also
overcomes the SSS problem in two stages. NLDA first projects the original data into the
null space of Sw, then obtains W ∗ by maximising |W TSbW |, where | · | denotes the
determinant. The last category consists of the incremental versions of LDA which are
aimed at online learning tasks. The methods in this category include QR
decomposition-based incremental LDA [130], sequential ILDA and chunk ILDA [95], and
incremental subclass discriminant analysis (ISDA) [17]. These methods focus on how to
update the LDA matrix in a fast way when new data are added to the data set. In this case,
the standard LDA needs to recalculate the LDA matrix based on all data while these
methods only require very little computation.
Compared with the unsupervised learning of PCA and ICA, LDA extracts features in
a supervised way, which utilises the classificatory information to construct the objective
function. It is generally believed that when solving the problem of supervised classification,
the performance of LDA tends to be better than that of PCA and ICA [48, 112, 12], because
the former optimises the low-dimensional representation of the original data by focusing on
maximising the separation of different classes, whilst PCA focuses on maximally keeping
the information of the original data, and ICA is dedicated to minimising dependencies of
the features in the original data. However, due to the limitation/assumption that every
class has a normal distribution and shares the same covariance matrix, the classification
performance of LDA suffers degradation when it deals with nonlinear data [137, 73, 119].
In this thesis, one of our goals is to develop cluster-based feature extraction methods based
on LDA to overcome this limitation and obtain high classification accuracy.
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2.3 Classification Learning
In the process of classification learning, a classifier is used to learn the classification
function/decision boundary to map the inputs to a specific class. In supervised
classification, a classifier usually learns the classification function by modelling the
labelled inputs, where these labelled inputs are often called training data. There have been
a number of classifiers developed, which can be roughly divided into two categories:
generative classifiers and discriminative classifiers [92]. Generative classifiers refer to
kinds of classifiers that model the joint probability of the input x and the label c, and make
their predictions by employing Bayes rules to calculate the posterior probability. Then,
generative classifiers assign a new input into the class with the highest posterior
probability. The typical generative classifiers include naive Bayes (NB) [133], hidden
Markov models (HMM) [100], and Bayesian networks (BN) [54]. In contrast,
discriminative classifiers are obtained by modelling the posterior probability directly or by
learning a direct mapping from data to class labels. Linear discriminant analysis classifier
(LDAC) [33, 85], support vector machine (SVM) [111], k-nearest neighbour (kNN) [21],
decision tree (DT) [78], and multilayer perceptron (MLP) [110] are well-known
discriminative classifiers. In this section, NB, LDAC, SVM and MLP are introduced,
which are commonly used and closely related to our work in Chapter V.
2.3.1 Naive Bayes
Naive Bayes (NB) classifiers are supervised classification algorithms based on Bayes
rules and the assumption of conditional independence between each pair of
features/attributes. Given a class label c and a sample x with d features, the probability of
x belonging to class c is the posterior probability, and denoted as P (y = c|x). According
to Bayes rules, the posterior probability is calculated as follows:




where c ∈ {1, 2, 3, . . . , C} denotes the class label, C is the number of classes, P (x|y = c)
is the likelihood, P (c) = Nc
N
is the priori probability that reflects the prior knowledge about
class c, Nc is the number of samples in class c, andN is the number of samples in a training
data set. P (x) =
∑C
c=1 P (x|y = c)P (c) [29] is used to scale the expressions in Equation
(2.8), and it is common for all samples. Thus, in practice, P (y = c|x) is often calculated
without P (x) [117], which results in
P (y = c|x) = P (x|y = c)P (c)
P (x)
∝ P (x|y = c)P (c).
(2.9)
Furthermore, naive Bayes classifiers utilise the assumption that every feature is
conditionally independent, resulting in the calculation of the likelihood P (x|y = c) being
simplified to
P (x|y = c) =
d∏
i=1
P (xi|y = c), (2.10)
where xi denotes the ith feature of sample x. Combining Equations (2.9) and (2.10), the
posterior probability is calculated as
P (y = c|x) = P (c)
d∏
i=1
P (xi|y = c). (2.11)
Finally, the class label of x is the label c that maximises the posterior probability.







P (xi|y = c). (2.12)
Typically, the maximum a posteriori (MAP) method is used to estimate P (xi|y = c).
There have been many different naı̈ve Bayes classifiers produced due to different
assumptions being applied to the distribution of P (xi|y = c). Representative naı̈ve Bayes
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classifiers include: Gaussian NB, assumes that the distribution of every feature is
Gaussian, and is used for classifying Gaussian distributed data; Multinomial NB, assumes
that features of data follow multinomially distribution, and it is often used to separate
classes with discrete features; Bernoulli NB, which was proposed for dealing with
binary-valued features; and kernel NB, which tries to learn the distribution of features by
kernel density estimation.
2.3.2 Linear Discriminant Analysis Classifier
Linear discriminant analysis classifier (LDAC) is a probabilistic discriminative
classifier. Unlike NB classifiers, which indirectly obtain the posterior probability, LDAC
directly calculates the posterior probability P (y = c|x) under the assumption that each
class has a normal distribution and has the same covariance matrix, namely
P (x|y = c) ∼ N (µc,Σ). Thus, the likelihood P (x|y = c) can be calculated as









where µc denotes the mean of class c, Σ denotes the common covariance matrix, d is the
number of features of sample x, and |Σ| and Σ−1 are the determinant and inverse of the
common covariance matrix, respectively. Therefore, based on Equations (2.9) and (2.13),
the posterior probability P (y = c|x) can be directly calculated in LDAC as:






(x− µc)TΣ−1c (x− µc)
)
. (2.14)
Finally, LDAC obtains a classification function fLDAC(x) between class c and class c′,
where c 6= c′, c and c′ ∈ {1, 2, 3, . . . , C} as the following:
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fLDAC(x) = ln(P (y = c|x))− ln(P (y = c′|x)



















then we obtain fLDAC(x) = wTx + b. So, the classification function of LDAC is linear,
where w and b can be interpreted as the normal vector and intercept of fLDAC(x),
respectively. Additionally, similarly to NB classifiers, LDAC assigns sample x with the
class label that corresponds to the largest posterior probability.
2.3.3 Support Vector Machine
In contrast to LDAC, support vector machine (SVM) is a non-probabilistic
discriminative classifier, which obtains the classification function through directly
modelling the mapping from input x to the class label c. The goal of SVM is to find an
optimal separating hyperplane wTx + b = 0 that can maximise the margin between two





s.t. 1− yi(wTxi + b) ≤ 0 ∀i, (2.16)
where xi is the ith sample, ci ∈ {1,−1} is the class label of xi, w is the normal vector
of the hyperlane, and ‖w‖2 denotes the inverse distance between the marginal hyperplanes
wTx + b = 1 and wTx + b = −1.
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To solve this optimisation problem, SVM employs the Karush-Kuhn-Tucker (KKT)





s.t. αi ≥ 0 and
N∑
i=1
αici = 0 ∀i. (2.17)
Therefore, the classification function learnt by SVM is defined by
fSVM(x) = w




s.t. αi ≥ 0 and
N∑
i=1
αici = 0 ∀i,
where αi is a Lagrangian multiplier. According to Equation (2.18), it is readily noted that
the classification function of SVM is also linear. To effectively solve for more complex
data, the linear SVM is often extended to nonlinear SVM (non-SVM). Nonlinear SVM
can be obtained easily using a kernel function K(xi,xj). The main idea of the kernel
functions is to implicitly map the original data into a higher feature space F and calculate
the inner product between two mapped features Φ(xi) and Φ(xj) in F as K(xi,xj) =
〈Φ(xi),Φ(xj)〉. Thus, the resulting classification function of non-SVM is represented by
fnon−SVM(x) = w
Tx + b =
N∑
i=1
αiciK(xi,x) + b (2.19)
s.t. αi ≥ 0 and
N∑
i=1
αici = 0 ∀i.
In non-SVM, the commonly used kernel functions include the radial basis kernel
function (RBF) and the polynomial kernel function (Poly) [10]. In addition, it is known
that SVM and non-SVM were originally designed for binary classification problems. To
handle the multiclass classification problem, the one-against-one scheme and
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one-against-all scheme [61, 62] are utilised.
2.3.4 Multilayer Perceptron
Multilayer perceptron (MLP) is another non-probabilistic discriminative classifier.
Similar to SVM, it obtains the classification function through directly modelling the
mapping from input x to the class label c. An MLP is a kind of feedforward artificial
neural network. It consists of an input layer to receive the sample, an output layer for
making a decision or prediction about the input, and an arbitrary number of hidden layers
between the input layer and the output layer. In practice, the three-layered MLP (an input
layer, one hidden layer and an output layer) is commonly used, since a three-layered MLP
can approximate any mapping relations between inputs and outputs [102, 115].
The classification function (fMLP (x)) [18] of a three-layered MLP can be written as
fMLP (x) = w
T
outh(x) + bout, (2.20)
where wout denotes the weight vector of the output layer, bout is the bias of the output layer,
and h() is the transfer/activation function in the hidden layer. Based on different choices
of h(), different MLP classifiers are generated. The widely used transfer functions include
the sigmoid function, hyperbolic tangent sigmoid function, and rectified linear unit (ReLU)
function. To learn the optimal classification function, MLP employs the gradient descent
method to minimise a given criterion Q(fMLP (x)), which is usually the Mean Squared
Error or Cross-Entropy criterion [8].
2.4 Summary
In this chapter, we have reviewed many feature extraction methods and classifiers that
are widely used in supervised classification. In terms of approaches for extracting
features, deep feature extraction methods and traditional feature extraction methods are
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introduced. We briefly introduce some popular deep feature extraction methods in the field
of face recognition, text classification, human activity recognition and data generation.
Then, we emphasise the traditional feature extraction methods and provide a detailed
introduction to three classical ones: PCA, ICA and LDA. Compared with deep feature
extraction methods, traditional methods do not require high computation time or massive
storage. Moreover, they are supported by forceful theory and strong interpretability. After
this, a review of classifiers is provided. As an algorithm for obtaining class labels for
samples, the quality of the classifier undoubtedly affects the classification performance of
supervised classification. In Section 2.3, some typical generative and discriminative
classifiers are presented, including NB classifiers, LDAC, SVM and MLP. Based on the
analysis and description in this chapter, we note that the feature extraction method and the
classifier are two important factors in achieving high classification accuracy. Thus, in the
rest of this thesis, our contributions to feature extraction and classifiers are presented,




This thesis aims to develop cluster-based feature extraction methods and classifiers to
improve the classification performance of supervised classification. This chapter focuses
on cluster-based feature extraction. A comprehensive study on within-class multimodal
data distribution is presented, which is guided by five key questions about within-class
multimodality. Through systematic experimentation using various artificial and real-world
data, the questions are answered and some interesting findings are obtained.
3.1 Motivation
Understanding the underlying data distribution before applying a machine learning
process is an important step in the analysis of data, as otherwise, wrong choices may be
made in the different stages of the machine learning process. Every single algorithm used
in machine learning has, either explicitly or implicitly, some assumptions about the data
for it to work effectively. For linear regression, the typical assumptions include linearity
(there is a linear relationship between the independent and dependent variables),
exogeneity (the errors between observed and predicted values should have conditional
mean zero), multicollinearity (the independent variables must all be linearly independent),
homoscedasticity (the errors have the same variance in each observation), and normality
(the errors have a normal distribution) [45, 107]. For random forests [13], one assumption
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is that changes in the dependent variable are best described by hyper-rectangles in the
independent variables (because they are based on trees). Another assumption is that no
future value of the dependent variable will be outside the range of values already in the
training data. If the distribution of data can be described as the canonical statistical
distributions, it is possible to gain much inferential and predictive power [79]. The key to
any successful use of data in an analysis or in making a decision is applying the correct
machine learning/statistical modelling technique to the data at hand.
In this chapter we consider a particular type of data distribution where there are
multiple modalities (concentrations/clusters of data) within each class, within-class
multimodality, and study how to choose the most appropriate feature extraction methods
to model such data more effectively. Figure 3.1(a) illustrates within-class multimodality at
a conceptual level, where there are two and three modalities, respectively, in Class One
and Class Two. Within-class multimodality is prevalent in the real world. For example, we
can recognise people under different illuminations, and also in different poses. If we
represent face images of the same person under different illuminations, it is likely that
different images with different illuminations will be in different clusters (see Figure 3.1(b)
for an illustration). Actually, face recognition under varying illuminations is a challenging
problem[135, 118]. The same can be said of face recognition from different head poses
(see Figure 3.1(c) for an illustration). Another potential application is energy
disaggregation of appliances by non-intrusive load monitoring (NILM) [90], namely
disaggregating the total consumption readings into the consumption patterns of each
individual appliance, where the total consumption reading of a house represents a class
and the appliances in a house are the modalities within this class. Therefore, dividing a
class into multiple modalities is similar to disaggregating the total consumption of all
appliances into the consumption of each appliance.
Within-class multimodality has been largely ignored in the literature, or at least
under-studied. The closest studies are linear discriminant analysis (LDA) [33, 101],
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(a) Modalities in two classes (b) Examples of illumination
modalities existing in face
images
(c) Examples of head pose
modalities existing in face
images
Figure 3.1: Illustration of within-class multimodality. (a) There are two modalities in
Class One, and three modalities in Class Two, where different modalities are
denoted by different colours. (b) Each person has three different illumination
modalities: two face images in the green dotted circle are taken under normal
lighting; one face image in the cyan dotted circle is taken under normal lighting
and right light on; one face image in the orange dotted circle is taken under
normal lighting and left light on. (c) Each person has two different head pose
modalities: two face images in the green dotted circle are taken with frontal
head pose, and one face image in the cyan dotted circle is taken with rightwards
head pose.
subclass discriminant analysis (SDA) [137] and separability-oriented subclass
discriminant analysis (SSDA) [119]. LDA is a classical approach to discriminant
dimensionality reduction. It transforms data from the original data space into a lower
dimensional space (LDA space) so that the within-class compactness is maximised whilst
the between-class separation is maximised. This is achieved through maximising the
well-known Fisher objective, which is composed by the within-class scatter matrix and
between-class scatter matrix [33, 101]. In the presence of within-class multimodality,
LDA reduces dimensionality by merging multiple modalities in each class into a single
modality. SDA extends LDA in order to separate classes at a subclass level rather than at a
class level. It transforms data into a lower dimensional SDA space so that the
between-subclass separation is maximised, and within-class compactness is maximised.
The SDA subclasses are discovered using the leave-one-out-test (LOOT) criterion
proposed in [137] or the stability criterion [83]. SSDA extends SDA to minimise the level
of overlap between subclasses within every class; thus the between-class separation is
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maximised, between-subclass separation is maximised, and within-class compactness is
maximised. The SSDA subclasses are discovered by the agglomerative hierarchical
clustering algorithm using a new criterion called the separability criterion [119], which
aims to divide each class into several non-overlapping clusters.
Within-class unimodality classification1 is well understood, where the aim is to build a
model assuming there is one modality per class. It is well-known that simultaneously
minimising intra-class variance and maximising inter-class variance will increase learning
performance [31, 122, 123]. However, not enough is known about within-class
multimodality classification, when the data distribution is within-class multimodal. In this
chapter, we present a study on within-class multimodality classification as guided by the
following questions:
• Question 1: Is it necessary to address within-class multimodality?
• Question 2: How many within-class modalities should we use?
• Question 3: How should we utilise the modalities?
• Question 4: Does considering within-class multimodality bring real benefit?
• Question 5: If we keep increasing the number of modalities, what will happen?
The study of these questions is important for a number of reasons. Firstly, it will reveal a
relationship between the modality of the data distribution and the comparative performance
of the classification, so it is possible to gain an insight into the data through the comparative
model performance using different data dimensionality reduction techniques. Secondly, it
will establish the fact that different dimensionality reduction techniques are suitable for
different data distributions. Thirdly, it will provide a direction for improving other machine
learning algorithms such as neural networks by designing new loss functions.
1Unimodality is when data distribution has one centre of concentration, whereas multimodality is when
data distribution has multiple centres of concentration.
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We create artificial data sets having a range of modalities and conduct extensive
experiments in order to answer Questions 1-3 (and possibly Question 5). We also select
real world data sets that clearly have multiple modalities and conduct extensive
experiments to answer Question 4.
The rest of the chapter is organised as follows. Section 3.2 presents relevant work
considering within-class modalities, including subclass discriminant analysis (SDA) and
separability-oriented subclass discriminant analysis (SSDA). Section 3.3 attempts to
answer various questions about multimodality using artificial data sets, and Section 3.4
attempts to answer other questions using real data sets. Section 3.5 concludes the chapter
with a summary.
Additionally, in the rest of this chapter we use cluster, subclass and modality in different
contexts but these terms are interchangeable.
3.2 Related Work
In this section, we present an overview of related work, including the SDA and SSDA,
to provide the context for this study and introduce the necessary technical notations.
3.2.1 Subclass Discriminant Analysis
Subclass discriminant analysis (SDA) [137] is a variant of LDA that separates classes
at a subclass level rather than at a class level, based on the observation that the data
distribution in a class may be multimodal (i.e., forming clusters). This is achieved by
dividing each class into a set of subclasses and then running an LDA-like optimisation
process to obtain a projection matrix W by maximising between-subclass separation and
within-class compactness.
The between-class scatter matrix Sb of LDA is replaced by the between-subclass scatter
29










pijpln(µij − µln)(µij − µln)T , (3.1)
where C denotes the number of classes, Ki (Kl) denotes the number of subclasses in class
i (l), µij (µln) denotes the mean of the jth (nth) subclass in class i (l), pij =
Nij
N
(pln = NlnN )
denotes the prior of the jth (n)th subclass of class i (l), N is the number of training samples
and Nij (Nln) is the number of samples in the jth (nth) subclass of class i (l).
The within-class scatter matrix of SDA is defined as the sample covariance matrix as






(xj − µ)(xj − µ)T , (3.2)
where N , xj , and µ are the number of training samples, the jth training sample, and the
mean of all training samples, respectively.





In order to divide each class into the same number of subclasses, a leave-one-out-test
(LOOT) criterion [137] or a faster stability criterion [83] is used together with a nearest
neighbour based clustering algorithm [137]. Firstly, the clustering algorithm is used to sort
the samples of each class so that samples with smaller Euclidean distance stay closer. To
achieve this, two samples A and B are found in each class that have the largest Euclidean
distance between each other, and are taken as the 1st and nth samples in the sorted data,
respectively. After that, the samples ranked from 1st to (n/2)th are nearA, and the samples
ranked from (n/2 + 1)th to nth are near B. Then, based on the number of subclasses set
by the user, the sorted samples are divided into the specified number of subclasses for each
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class. Finally, the LOOT criterion or stability criterion is used to find the optimal number
of subclasses for each class.
3.2.2 Separability-oriented Subclass Discriminant Analysis
Separability-oriented subclass discriminant analysis (SSDA) [119] is an extension of
SDA, which also separates classes at subclass level. It aims to (1) maximise the between-
subclass separation within every class; (2) maximise the within-class compactness; and
(3) maximise the overall between-class separation. This is achieved through an LDA-like
optimisation process operating at subclass level and with a different Fisher objective.
The way to find optimal subclasses for each class is very different from SDA. SSDA
aims to find subclasses with no or little overlap through agglomerative hierarchical
clustering guided by a separability criterion [119]. The resulting clustering is one that
maximises the average Euclidean distance (AED) between the mean of a class and the
means of subclasses in the class.
Three versions of SSDA exist [119], each having a different combination of between-
class scatter matrix and within-class scatter matrix. One version is reviewed here. The








(µij − µ)(µij − µ)T , (3.4)
where N is the number of training samples, Ni is the number of samples in class i (i =
1, 2, . . . , C, C is the number of classes) such that
∑C
i=1Ni = N , Ki is the number of
subclasses in class i, µ is the mean of all training samples, and µij is the mean of subclass
j of class i.
The within-class scatter matrix is the standard LDA within-class matrix, SSSDAw = Sw.
Therefore, the Fisher objective of SSDA, JSSDA(W) is below, replacing Sb by SSSDAb .
Moreover, we summarise the idea of SSDA in Algorithm 1 and show the main steps of the
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SSDA algorithm using a flowchart in Figure 3.2. Here, the notations used in the flowchart








Algorithm 1 SSDA: In this algorithm, C is the number of classes, AEDik is the average
Euclidean distance between the mean of class i and the means of subclasses in class i, and
K∗i is the number of subclasses found by SSDA for class i
Input: A set of training samples X with class labels and the maximum number of
subclasses K.
Output: Projection matrix W∗.
1: for i = 1 to C do
2: for k = 1 to K do
3: Calculate AEDik using the agglomerative hierarchical clustering guided by a
separability criterion.
4: end for
5: K∗i = argmaxk(AEDik).
6: Calculate SSSDAb with K
∗
i subclasses using Eq.(3.4).
7: Calculate Sw using Eq.(2.5).
8: end for
9: The columns of transformation matrix W∗ is given by the eigenvectors corresponding




Figure 3.2: The flowchart of SSDA algorithm.
3.3 Multimodality in Artificial Data
3.3.1 Details of Artificial Data
In order to answer the research questions mentioned above, we generate four types of
artificial data.
• Type 1 consists of two different classes, and samples in each class are from a single
multivariate normal distribution. This type is denoted by C2M1.
• Type 2 consists of two different classes, and every class has two subclasses of
samples generated from two multivariate normal distributions. This type is denoted
by C2M2.
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• Type 3 consists of two different classes, and every class has three subclasses of
samples generated from three multivariate normal distributions. This type is
denoted by C2M3.
• Type 4 consists of three different classes, and every class has three subclasses of
samples generated from three multivariate normal distributions. This type is denoted
by C3M3.
The number of variables is one parameter in a multivariate normal distribution, which
is empirically set to 30 for all types of artificial data in our studies. Two other important
parameters are: the mean µ and covariance Σ, which are needed to generate artificial data
from a multivariate normal distribution. In our studies, the mean µ is a 1-by-30 vector
and the values of the mean vector are integers chosen randomly from the range [1, 10].
Covariance Σ is a 30-by-30 diagonal matrix. There are two covariance matrices for C2M1,
one for each class. The values of one covariance matrix for C2M1 are integers chosen
randomly from the range [10, 21], and the values of the other covariance matrix are integers
chosen randomly from the range [20, 41].
There are four covariance matrices for C2M2, one for each subclass and two for each
class (there are two subclasses in each class). For class one, the values of the covariance
matrices for the two subclasses are integers chosen randomly from the range [10, 21], and
the values of the covariance matrices for the two subclasses of class two are integers chosen
randomly from the range [20, 41].
There are six covariance matrices for C2M3, one for each subclass and three for each
class. For class one, the values of the covariance matrices for the three subclasses are
integers chosen from the range [10, 21] randomly. For class two, the values of the
covariance matrices for the three subclasses are integers chosen randomly from the range
[20, 41].
There are nine covariance matrices for C3M3, one for each subclass and three for each
class. For class one, the values of the covariance matrices for the three subclasses are
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integers chosen from the range [1, 10] randomly. For class two and class three, the values
of the covariance matrices for the three subclasses are integers chosen randomly from the
ranges [10, 21] and [20, 41], respectively.
In total, 10 data sets are generated for each type, and every class of every artificial data
set (any type) has 1000 samples. Therefore, C2M1, C2M2 and C2M3 each has a total
of 2000 samples with 1000 per class. For C2M2 and C2M3, the samples in each class
are randomly placed into two and three subclasses, respectively, according to a probability
distribution that varies from data set 1 to 10. C3M3 has a total of 3000 samples with 1000
per class. The samples in each class are randomly placed into three subclasses in the same
way as for C2M2 and C2M3. The actual numbers of samples per subclass are shown in
Table 3.2, Table 3.3 and Table 3.4.
Multiple modalities exist in data. In order to have full insight about the issue of
within-class multimodality, various questions can be asked and answered. In Section 3.1,
some questions are posed explicitly, and the rest of this chapter is to seek answers to these
questions. Some questions will be answered using artificial data in this section. Other
questions will be answered using real-world data in the next section.
3.3.2 Q1: Is it necessary to address within-class multimodality?
To answer this question we consider and compare experimentally three approaches in
the presence of within-class multimodality:
• separating within-class modalities for every class through the extraction of features
by dimensionality reduction methods such as SDA and SSDA;
• merging within-class modalities as a uni-modality for every class in the process of
feature extraction using a dimensionality reduction method such as LDA; and
• doing nothing about within-class multimodality and using the original data for
classification.
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In order to evaluate these three approaches, we conduct experiments using k-nearest
neighbour (kNN, k=1) as the classifier on all of the artificial data sets. We consider four
cases: (1) Original: the original artificial data sets without any processing for
dimensionality reduction; (2) LDA processed; (3) SDA processed; and (4) SSDA
processed. In addition, we use one half of each data set for training and the other half for
testing.
Table 3.1, Table 3.2, Table 3.3 and Table 3.4 show the experimental results in the four
cases on all of the artificial data sets. From these results, we can observe the following:
• It is apparent that SSDA outperforms Original and LDA on all artificial data sets. In
particular, SSDA improves the classification accuracy over Original by at least 9%
on all of the C2M1, C2M2 and C2M3 data sets, and by at least 14% on the C3M3
data sets.
• LDA, SDA and SSDA outperform Original consistently, so dimensionality
reduction in the style of LDA can indeed improve classification performance
significantly. Whilst this finding is not new, it indicates that doing nothing about
multimodality is suboptimal.
• When there is only one modality per class: From Table 3.1, we can see that both SDA
and SSDA obtain the same classification accuracy as LDA on the data sets C2M1-5
and C2M1-10, which is caused by both SDA and SSDA only find one subclass for
each class of the two data sets. In addition, the differences between LDA, SDA and
SSDA on the rest of C2M1 data sets do not appear to be significant. This suggests
that when there is only one modality per class, doing dimensionality reduction using
SDA or SSDA makes little difference from using LDA.
• As for LDA and its variants, we can rank order them in terms of their performance:
LDA≤SDA≤SSDA on the artificial data sets with within-class multimodality,
36
namely C2M2, C2M3 and C3M3. This suggests that dealing with within-class
multimodality using SSDA is the best approach.
• When there are multiple modalities per class: from Table 3.2, Table 3.3 and Table 3.4,
it is clear that doing dimensionality reduction at the subclass level as in SDA or SSDA
is better than at the class level as in LDA. Furthermore, SSDA clearly outperforms
SDA in these experiments. This suggests that separating subclasses (in other words,
reducing the overlap of different subclasses) within every class and at the same time
separating all classes is a better approach than simply separating subclasses in a class
from the subclasses of other classes.
• When the number of modalities per class increases: according to Table 3.1, Table
3.2 and Table 3.3, in general the classification accuracy drops in all methods,
suggesting that the complexity of the problem increases. This can be seen more
clearly in Figure 3.3. Interestingly, the margin of performance drop is the smallest
with SSDA, suggesting that SSDA is more robust than Original, LDA and SDA
when the number of modalities per class changes.
From these observations we can draw the conclusion that it is indeed necessary to deal
with the issue of within-class multimodality. Furthermore, this conclusion will be
confirmed by using the real data sets in Section 3.4.
37
Table 3.1: Classification accuracy with kNN (k=1) of Original, LDA, SDA and SSDA on
ten C2M1 data sets
Data sets
Methods
Original LDA SDA SSDA
C2M1-1 0.8700 0.9700 0.9750 0.9700
C2M1-2 0.8590 0.9540 0.9640 0.9540
C2M1-3 0.8430 0.9500 0.9580 0.9660
C2M1-4 0.8180 0.9490 0.9610 0.9540
C2M1-5 0.8540 0.9540 0.9540 0.9540
C2M1-6 0.8730 0.9620 0.9650 0.9660
C2M1-7 0.8730 0.9670 0.9750 0.9690
C2M1-8 0.8630 0.9660 0.9660 0.9700
C2M1-9 0.8170 0.9320 0.9380 0.9320
C2M1-10 0.8590 0.9620 0.9620 0.9620
Table 3.2: Classification accuracy with kNN (k=1) of Original, LDA, SDA and SSDA on
ten C2M2 data sets, along with the ratio between the numbers of samples from
different subclasses in each class.
Data sets
Methods
Original LDA SDA SSDA
ratio
Class One Class Two
C2M2-1 0.7850 0.8390 0.9190 0.9370 684:316 701:299
C2M2-2 0.8430 0.9070 0.9410 0.9600 676:324 693:307
C2M2-3 0.8630 0.9500 0.9690 0.9750 521:479 508:492
C2M2-4 0.7970 0.8900 0.9430 0.9610 479:521 499:501
C2M2-5 0.8180 0.8770 0.8770 0.9300 491:509 497:503
C2M2-6 0.8530 0.9220 0.9430 0.9520 486:514 512:488
C2M2-7 0.8640 0.9190 0.9560 0.9590 289:711 305:695
C2M2-8 0.8000 0.9020 0.9250 0.9300 274:726 294:706
C2M2-9 0.7600 0.8860 0.9080 0.9100 186:814 208:792
C2M2-10 0.8230 0.9230 0.9270 0.9450 793:207 796:204
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Table 3.3: Classification accuracy with kNN (k=1) of Original, LDA, SDA and SSDA on
ten C2M3 data sets, along with the ratio between the numbers of samples from
different subclasses in each class.
Data sets
Methods
Original LDA SDA SSDA
ratio
Class One Class Two
C2M3-1 0.7720 0.8370 0.8740 0.9250 208:531:261 189:535:276
C2M3-2 0.8380 0.8750 0.8810 0.9490 359:187:454 362:216:422
C2M3-3 0.7450 0.7990 0.8940 0.9220 358:360:282 327:380:293
C2M3-4 0.8090 0.8930 0.9180 0.9490 141:354:505 130:398:472
C2M3-5 0.7830 0.8680 0.9430 0.9490 11:347:642 7:351:642
C2M3-6 0.7850 0.8400 0.8400 0.9190 8:347:645 2:343:655
C2M3-7 0.7960 0.8470 0.8470 0.9290 188:652:160 194:612:194
C2M3-8 0.7830 0.8420 0.8420 0.9330 437:394:169 438:403:159
C2M3-9 0.7840 0.8390 0.8390 0.9200 431:142:427 413:150:437
C2M3-10 0.7710 0.8460 0.8460 0.9060 426:161:413 452:147:401
Table 3.4: Classification accuracy with kNN (k=1) of Original, LDA, SDA and SSDA on
ten C3M3 data sets, along with the ratio between the numbers of samples from
different subclasses in each class.
Data sets
Methods
Original LDA SDA SSDA
ratio
Class One Class Two Class Three
C3M3-1 0.7593 0.8480 0.8947 0.9433 659:127:214 654:155:191 666:131:203
C3M3-2 0.7740 0.8287 0.9053 0.9413 559:114:327 569:115:316 562:107:331
C3M3-3 0.7773 0.8587 0.9080 0.9400 776:147:77 785:152:63 736:174:90
C3M3-4 0.7120 0.7267 0.7267 0.9220 313:278:409 326:237:437 321:246:433
C3M3-5 0.7767 0.8067 0.8067 0.9393 330:262:408 265:287:448 317:284:399
C3M3-6 0.7273 0.7647 0.8800 0.9253 425:243:332 449:242:309 400:260:340
C3M3-7 0.7847 0.8180 0.8920 0.9280 168:435:397 195:425:380 176:441:383
C3M3-8 0.7720 0.8560 0.8560 0.9413 165:405:430 183:412:405 163:450:387
C3M3-9 0.7840 0.8680 0.8893 0.9433 36:613:351 46:622:332 47:601:352














































Figure 3.3: The classification performance of Original, LDA, SDA and SSDA on ten C2M1
data sets, ten C2M2 data sets and ten C2M3 data sets: In the line charts, the
horizontal axis shows the ten data sets from C2M1, C2M2 and C2M3, and the
vertical axis shows the classification accuracy.
3.3.3 Q2: How many within-class modalities should we use?
There is a clear difference between SDA and SSDA in terms of classification accuracy,
as shown in Table 3.1, Table 3.2, Table 3.3 and Table 3.4. SDA and SSDA are both trying
to separate classes at subclass level, but they are different in two ways: (1) how to find
the within-class multimodalities; (2) once found, how to make use of these modalities. We
examine the first issue in this subsection and discuss the second issue in Section 3.3.4 .
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SDA uses a stability criterion to find class modalities, whereas SSDA uses a
separability criterion. Table 3.5, Table 3.6, Table 3.7 and Table 3.8 show the numbers of
class modalities found by SDA and SSDA for the 10 data sets, of type C2M1, C2M2,
C2M3 and C3M3, respectively. It is clear that the numbers are quite different for SDA and
SSDA. The numbers found by SSDA in general are quite close to the true numbers of
within-class modalities, and identical in most of the data sets. Apart from in a few cases,
the numbers found by SDA are quite different from the true numbers.
Furthermore, SSDA can even find true within-class modalities for classes with
imbalanced proportions of data between subclasses. For example, SSDA separates each of
Class One, Class Two and Class Three of C3M3-10 into three modalities, when their
subclass ratios are 16 : 500 : 484, 23 : 462 : 515 and 20 : 487 : 493 respectively.
All of these observations suggest that (1) steadily good classification performance is
guaranteed by the correct number of modalities found; and (2) SSDA can find the number
of within-class modalities more correctly than SDA, which will be verified on the two face
databases in Section 3.4.2




Class One Class Two Class One Class Two
C2M1-1 3 3 1 1
C2M1-2 3 3 1 1
C2M1-3 3 3 2 2
C2M1-4 4 4 2 2
C2M1-5 1 1 1 1
C2M1-6 3 3 2 2
C2M1-7 2 2 4 4
C2M1-8 1 1 2 2
C2M1-9 2 2 1 1
C2M1-10 1 1 1 1
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Class One Class Two Class One Class Two
C2M2-1 5 5 4 2
C2M2-2 6 6 2 2
C2M2-3 4 4 2 2
C2M2-4 6 6 2 2
C2M2-5 1 1 3 3
C2M2-6 4 4 2 2
C2M2-7 4 4 3 2
C2M2-8 6 6 2 2
C2M2-9 3 3 2 2
C2M2-10 2 2 4 2




Class One Class Two Class One Class Two
C2M3-1 8 8 3 3
C2M3-2 10 10 3 3
C2M3-3 3 3 3 3
C2M3-4 6 6 2 3
C2M3-5 3 3 3 3
C2M3-6 15 15 3 3
C2M3-7 1 1 3 3
C2M3-8 1 1 3 3
C2M3-9 1 1 3 3
C2M3-10 1 1 4 4
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Class One Class Two Class Three Class One Class Two Class Three
C3M3-1 4 4 4 3 3 3
C3M3-2 5 5 5 3 3 3
C3M3-3 3 3 3 3 3 3
C3M3-4 1 1 1 3 4 3
C3M3-5 1 1 1 3 3 3
C3M3-6 2 2 2 3 3 3
C3M3-7 5 5 5 3 3 3
C3M3-8 1 1 1 3 3 3
C3M3-9 6 6 6 3 3 3
C3M3-10 1 1 1 3 3 3
3.3.4 Q3: How should we utilise the modalities?
After the multiple within-class modalities are found, we need to utilise them in order to
reduce dimensionality for the purpose of effective classification. SDA and SSDA provide
different solutions, both based on the LDA optimisation process but with different Fisher
objectives. To compare these two solutions, we apply the SDA and SSDA optimisation
processes to the artificial data sets that consist of within-class modalities (i.e., C2M2, C2M3
and C3M3). In addition, the true number of within-class modalities (True-MN) is used in
both SDA and SSDA. The experimental results are presented in Table 3.9, Table 3.10 and
Table 3.11.
From Tables 3.9, 3.10 and 3.11, it is clear that the performance of SSDA with True-MN
is consistently higher than SDA with True-MN. This suggests that the SSDA optimisation
process could better utilise the modalities than the SDA optimisation process. Furthermore,
it shows that maximising inter-subclass and inter-class separation at the same time is a
worthwhile goal of LDA-like dimensionality reduction when the true modalities are found
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in the data.
Table 3.9: The classification accuracy with kNN (k=1) of SDA and SSDA using the true
number of within-class modalities on the C2M2 data sets
Data sets
Methods











Table 3.10: The classification accuracy with kNN (k=1) of SDA and SSDA using the true
number of within-class modalities on the C2M3 data sets
Data sets
Methods












Table 3.11: The classification accuracy with kNN (k=1) of SDA and SSDA using the true
number of within-class modalities on the C3M3 data sets
Data sets
Methods











3.4 Multimodality in Real Data
Separating within-class multimodalities results in good performance on artificial data
when the modality of the data is known. For real-world data, the modality of the data is
unknown even if we believe that there should be multimodality, e.g., as in the problem of
face recognition discussed in Section 3.1. Can we obtain real benefits by addressing
within-class multimodality in real-world data in the same way as for artificial data? This is
the question we want to answer in this section. We consider two types of data. One is
general data from the UCI data repository [25]; the other is face image data, as it is
intuitively plausible that there is within-class multimodality associated with different
lighting conditions and different head poses.
In our experiments, we consider k-nearest neighbour (kNN, k=1) as the classifier. We
conduct a study on the within-class classification problem by focusing on extracting
discriminant features. Some commonly used classifiers have built-in feature
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selection/extraction functions. For example, support vector machine and decision tree
select features as part of the learning process. The kNN classifier does not have any
built-in feature selection/extraction function, so it is selected and used in our experiments.
Additionally, we use ten-fold cross-validation as the evaluation framework, and Estimated





, where pi denotes the percentage of correct classification in the
ith fold validation; SEM = δ√
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. So, the higher EMA and
lower SEM, the better is classification performance. Moreover, to make the evaluation
results more reliable, we ran each experiment 10 times using ten-fold cross-validation, and
reported the average EMA (AEMA) and average SEM (ASEM).
3.4.1 General Data
We select eleven UCI data sets using two criteria: (1) all attributes must be numerical;
(2) there must be many attributes so that dimensionality reduction is meaningful. General
information about the eleven UCI data sets is shown in Table 3.12.
Furthermore, we compare SSDA and SDA against adaptive local linear discriminant
analysis (ALLDA) [93]. To compare ALLDA as fairly as possible, we follow the
experimental settings used in [93] since we do not have the source code of ALLDA. In
[93], four UCI data sets are used to test the performance of ALLDA. They are Australian,
Heart, Pima and Diabetes, respectively. We could not find the Diabetes data set
corresponding to the description in the [93], so we compare SDA and SSDA with ALLDA
on the remaining three data sets. The experimental settings used in [93] are: (1) several
samples are randomly selected from every class, with the same proportion used as training
data and the rest of the samples used as testing data. The splits of Australian, Heart and
Pima data sets are described in Table 3.13; (2)1-nearest neighbour is used as the classifier,
and each experiment is conducted using 20 random splits; (3) the mean accuracy (Macc)
and standard deviation (Std) are the evaluation metrics for classification performance.
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Table 3.12: General information about the eleven UCI data sets used, where #I denotes the
number of instances, #C denotes the number of classes and #A denotes the
number of attributes
Name of data set (Acronym) #I #C #A
QSAR Biolodegradation (QSAR-B) 1055 2 41
Climate Model Simulation Crashes (CMSC) 540 2 18
Diabetic Retinopathy (DR) 1151 2 19
Multiple Feature-fou (MF-fou) 2000 10 76
Musk(Version 1)-Clearn1 (M1-C1) 476 2 166
Parkinsons 195 2 22
Statlog Project (SP) 846 4 18
White Wine Quality (WWQ) 4898 7 11
Yeast 1484 10 8
Isolet 7797 26 617
Vertebral 310 2 6
Table 3.13: General information and the split about Australian, Heart and Pima data set,
where #C denotes the number of classes, #Training denotes the number of
training samples, #Testing denotes the number of testing samples and #A
denotes the number of attributes
Name of data set #C #Training #Testing #A
Australian 2 207 483 14
Heart 2 54 216 13
Pima 2 149 619 8
Table 3.14: AEMA±ASEM values with kNN (k=1) of Original, LDA, SDA and SSDA on
Eleven UCI data sets
Data sets
Methods Original LDA SDA SSDA
AEMA ± ASEM AEMA ± ASEM AEMA ± ASEM AEMA ± ASEM
QSAR-B 0.7928 ± 0.0139 0.7954 ± 0.0111 0.7580 ± 0.0132 0.8381 ± 0.0102
CMSC 0.8895 ± 0.0106 0.9384 ± 0.0087 0.9389 ± 0.0074 0.9454 ± 0.0093
DR 0.6172 ± 0.0129 0.6448 ± 0.0138 0.6451 ± 0.0148 0.6796 ± 0.0122
MF-fou 0.8269 ± 0.0068 0.8152 ± 0.0071 0.8374 ± 0.0067 0.8343 ± 0.0063
M1-C1 0.8578 ± 0.0142 0.7881 ± 0.0193 0.7462 ± 0.0219 0.8814 ± 0.0149
Parkinsons 0.8454 ± 0.0254 0.8389 ± 0.0219 0.8424 ± 0.0255 0.8616 ± 0.0213
SP 0.7020 ± 0.0136 0.7879 ± 0.0116 0.7744 ± 0.0122 0.8313 ± 0.0105
WWQ 0.5980 ± 0.0058 0.6254 ± 0.0062 0.6096 ± 0.0066 0.6339 ± 0.0080
Yeast 0.5238 ± 0.0152 0.5217 ± 0.0137 0.5295 ± 0.0133 0.5328 ± 0.0148
Isolet 0.8967 ± 0.0030 0.9469 ± 0.0260 0.9488 ± 0.0025 0.9594 ± 0.0022
Vertebral 0.8390 ± 0.0188 0.7742 ± 0.0203 0.8265 ± 0.0198 0.8119 ± 0.0229
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Table 3.15: Macc±Std values with kNN (k=1) of Original, LDA, SDA, SSDA and ALLDA
on Australian, Heart and Pima data set, where the results of ALLDA are cited
from [93]
Data sets
Methods Original LDA SDA SSDA ALLDA
Macc±Std Macc±Std Macc±Std Macc±Std Macc±Std
Australian 0.6340±0.0163 0.8000±0.0247 0.6262±0.0184 0.8148±0.0164 0.7775±0.0198
Heart 0.6116±0.0279 0.7750±0.0328 0.7303±0.0254 0.7887±0.0207 0.7431±0.0064
Pima 0.6670±0.0167 0.6845±0.0181 0.6945±0.0187 0.6933±0.0162 0.6763±0.0249
Experimental results are presented in Table 3.14 and Table 3.15. The experimental
results of ALLDA in Table 3.15 are cited from [93]. From these results we note the
following observations:
• LDA, SDA and SSDA achieve better performance than Original on the majority of
the UCI data sets. This further verifies the conclusion drawn by using artificial data
sets that it is necessary to deal with the issue of within-class multimodality.
• From Table 3.14, it is clear that SSDA achieves better classification performance
than Original and SDA on 10 out of 11 data sets. Moreover, SSDA outperforms
LDA on all UCI data sets. However, it is interesting to see that Original obtains
the best classification accuracy on the Vertebral data set. This could result from
the few number of features in this data set, which makes dimensionality reduction
meaningless.
• Compared with Original and LDA, both SDA and SSDA have superior performance
on CMSC, DR, MF-fou, Parkinsons, Yeast and Isolet. This suggests that these data
sets are likely to have salient within-class multimodalities. Figure 3.4 provides a
visualisation of these data sets in a two-dimensional space by t-SNE [80], where
different colours represent different classes. t-SNE is a technique for visualising
high-dimensional data sets by giving each sample a location in a two- or
three-dimensional space. It can be observed that these data sets comprise different
classes and some class clusters consist of several clusters, which correspond to
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within-class modalities. In particular, the presence of multimodality is clear in
Parkinsons, where Class 1 consists of several red clusters and Class 2 consists of
several cyan clusters.
3.4.2 Face Image Data
We conduct face recognition experiments on two widely used face databases: AR face
database [82] and FERET face database [98]. Face Recognition is a multi-class
classification problem, where each person is regarded as a class. Face recognition attempts
to determine whether a face image is from someone in the database when we have a
collection of images for each person in the database. A person’s set of face images may
contain multiple modalities when they are captured in different illumination conditions or
head poses. So, the purpose of this study is to test whether the within-class multimodality
methods discussed can bring benefit to this problem.
In our experiments, the images are represented using their pixel values, resulting in a
large numbers of features. Therefore, our face recognition task becomes a small sample
size (SSS) problem [108]. To deal with this problem, a two stage PCA + LDA method [7]
is used. We use PCA to reduce data dimensionality, retaining principal components that
can explain 90% of the variance, before LDA, SDA and SSDA are used. Details of the two
face databases used in our experiments are given below:
• AR face database: The AR face database contains frontal-view face images of 126
different persons (70 males and 56 females). Each person was photographed under
different lighting conditions (normal lighting, normal lighting and left light on,
normal lighting and right light on, normal lighting and both left and right lights on)
and distinct facial expressions (neutral expression, smile, anger, and scream), and
some images have partial occlusions (sunglasses or scarf). For each person, a total
of 13 images were taken in each session for a total of two sessions, which were
separated by an interval of two weeks. Hence, there are 26 frontal face images per
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(a) QSAR-B (b) CMSC (c) DR
(d) MF-fou (e) M1-C1 (f) Parkinsons
(g) SP (h) WWQ (i) Yeast
(j) Isolet (k) Verbebral
Figure 3.4: The data visualisation of QSAR-B, CMSC, DR, MF-fou, M1-C1, Parkinsons,
WWQ, SP, Yeast, Isolet and Vertebral in a two-dimensional space.
50
(a) Examples of images in the AR face database
(b) Examples of images in the FERET face database
Figure 3.5: Sample images from the face databases.
person. In our experiments, we use a subset of the AR face data set, which
comprises 700 face images from 100 persons. We use 7 non-occluded face images
of each person taken under different lighting conditions and different facial
expressions from the first session. Further, we crop the face part of the image and
then resize all images to a standard image size of 80 x 100 pixels (see Figure 3.5(a)
for some examples). Thus, every face image in the AR database has 8000 features.
• FERET face database: The FERET face database includes over 10,000 face images,
which have different head poses, lighting conditions and expressions. In our
experiments, we use a subset of the FERET face database that consists of 700
images from 100 people, with 7 images per person. Again the face portion of each
image is cropped out and normalised to a standard image size of 100 x 100 pixels
(see Figure 3.5(b) for some examples). So, we have 10000 features for each image
of FERET.
We run experiments with Original, LDA, SDA and SSDA on the AR and FERET face
databases 10 times using ten-fold cross-validation. Experimental results are shown in Table
3.16 and Table 3.17. It is clear that SSDA achieves higher face recognition accuracy than
the other three methods on both face image databases; SDA also outperforms Original and
LDA on both face databases. These results suggest that within-class multimodality does
exist in these image databases, and tackling within-class multimodality in the manner of
SDA and SSDA does bring benefits.
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Table 3.16: EMA ±SEM values with kNN (k=1) of Original,LDA, SDA and SSDA on the
AR face database
AR
Methods Original LDA SDA SSDA
EMA ± SEM EMA ± SEM EMA ± SEM EMA ± SEM
1 0.5099 ± 0.0158 0.5978 ± 0.0195 0.7806 ± 0.0249 0.8397 ± 0.0076
2 0.5107 ± 0.0117 0.5706 ± 0.0339 0.7822 ± 0.0276 0.8511 ± 0.0182
3 0.5092 ± 0.0173 0.5866 ± 0.0187 0.7188 ± 0.0352 0.8431 ± 0.0159
4 0.5081 ± 0.0195 0.5647 ± 0.0250 0.8052 ± 0.0220 0.8356 ± 0.0195
5 0.5068 ± 0.0203 0.5877 ± 0.0225 0.7682 ± 0.0393 0.8517 ± 0.0156
6 0.5129 ± 0.0186 0.5912 ± 0.0237 0.7814 ± 0.0317 0.8432 ± 0.0129
7 0.5128 ± 0.0168 0.5761 ± 0.0218 0.7366 ± 0.0240 0.8309 ± 0.0103
8 0.5136 ± 0.0132 0.5716 ± 0.0221 0.7402 ± 0.0307 0.8326 ± 0.0208
9 0.5115 ± 0.0162 0.5770 ± 0.0270 0.7830 ± 0.0085 0.8539 ± 0.0127
10 0.5088 ± 0.0183 0.5636 ± 0.0285 0.7939 ± 0.0183 0.8459 ± 0.0125
Average 0.5104 ± 0.0168 0.5787 ± 0.0243 0.7690 ± 0.0262 0.8428 ± 0.0146
Table 3.17: EMA ±SEM values with kNN (k=1) of Original,LDA, SDA and SSDA on the
FERET face database
FERET
Methods Original LDA SDA SSDA
EMA ± SEM EMA ± SEM EMA ± SEM EMA ± SEM
1 0.5381 ± 0.0109 0.6065 ± 0.0158 0.6131 ± 0.0179 0.6844 ± 0.0110
2 0.5465 ± 0.0167 0.5646 ± 0.0187 0.6059 ± 0.0196 0.6912 ± 0.0192
3 0.5375 ± 0.0147 0.5866 ± 0.0161 0.5961 ± 0.0218 0.6836 ± 0.0199
4 0.5328 ± 0.0155 0.5898 ± 0.0172 0.6172 ± 0.0153 0.6798 ± 0.0147
5 0.5394 ± 0.0190 0.5979 ± 0.0147 0.6118 ± 0.0234 0.6902 ± 0.0102
6 0.5425 ± 0.0163 0.6038 ± 0.0192 0.6130 ± 0.0221 0.7095 ± 0.0179
7 0.5349 ± 0.0250 0.5867 ± 0.0217 0.6065 ± 0.0160 0.6884 ± 0.0229
8 0.5340 ± 0.0240 0.5913 ± 0.0179 0.6061 ± 0.0166 0.6747 ± 0.0187
9 0.5400 ± 0.0255 0.5961 ± 0.0191 0.6071 ± 0.0185 0.6979 ± 0.0197
10 0.5311 ± 0.0174 0.5710 ± 0.0212 0.6025 ± 0.0223 0.6868 ± 0.0187
Average 0.5377 ± 0.0185 0.5894 ± 0.0182 0.6079 ± 0.0193 0.6887 ± 0.0173
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Furthermore, we want to see what within-class modalities SDA and SSDA can find for
AR and FERET, and if the modalities found are consistent with reality. To achieve this,
we apply SDA and SSDA to all images of AR and FERET, respectively. Therefore, the
maximum number of modalities for each class is set as 7 for both methods, since every
person only has 7 images in AR and FERET databases. According to the within-modalities
found by SDA and SSDA shown in Figure 3.6 and Figure 3.7, we obtain the following
observations:
• From Figure 3.6, it is readily seen that the four modalities found by SSDA
correspond to four different illumination conditions existing in the AR database:
normal lighting, normal lighting and left light on, normal lighting and right light on,
normal lighting and both left and right light on. Although SDA successfully finds
two types of illumination modalities: normal lighting and left light on, normal
lighting and both left and right light on, it mixes up the images with normal lighting
and left light on.
• For the FERET database, both SDA and SSDA find different types of within-class
modalities for different classes, as shown in Figure 3.7. Again, SSDA identifies two
types of illumination modalities for each class: normal lighting and low lighting, but
SDA fails to find the modality with low lighting for some classes, such as Figure
3.7(a)(2).
• Apart from identifying the illumination modalities in the FERET database, SSDA can
find all correct head pose modalities for some classes (see Figure 3.7(b)(3)): frontal
modality, leftwards modalities with two different angles and rightwards modalities
with two different angles. In addition, SDA also can find some correct head pose
modalities for some classes, for example, the modalities represented by the cyan and
purple dotted circles shown in Figure 3.7(a)(3).
Therefore, all results from these experiments on two real face databases are consistent
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with the results on the artificial data sets. When there is within-class multimodality in the
data, dealing with the multimodality problem in the manner of either SDA or SSDA is
beneficial, and, furthermore, the SSDA approach is better than the SDA approach.
Interestingly, we have shown that SDA and SSDA offer potential solutions to a
challenging problem – face recognition under different lighting and head pose conditions.
(a) Modality distributions found by SDA
(b) Modality distributions found by SSDA
Figure 3.6: Examples of modality distributions found by SDA and SSDA on the AR
face database, where dotted circles with different colours represent different
modalities found by SDA and SSDA. In (b), the green dotted circle represents
the illumination modality with normal lighting; the cyan dotted circle
represents the illumination modality with normal lighting and right light on; the
orange dotted circle represents the illumination modality with normal lighting
and left light on; the red dotted circle represents the illumination modality with
normal lighting and both left and right light on.
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(a) Modality distributions found by SDA
(b) Modality distributions found by SSDA
Figure 3.7: Examples of modality distributions found by SDA and SSDA on the FERET
face database, where dotted circles with different colours represent different
modalities found by SDA and SSDA.
Table 3.18: Running time, in seconds, of Original, LDA, SDA and SSDA on eleven UCI
data sets and two face databases 10 times using ten-fold cross-validation
Data sets
Methods
Original LDA SDA SSDA
QSAR-B 1.7328 2.6739 20.6197 9.7620
CMSC 0.6416 1.0664 6.7935 2.4880
DR 0.7180 1.2667 17.6121 12.0517
MF-fou 1.7049 3.4528 42.9585 10.1369
M1-C1 0.8752 4.4181 17.4592 12.0827
Parkinsons 0.6188 0.9393 8.4054 1.8269
SP 0.6151 1.2622 17.6392 4.5284
WWQ 1.9772 2.8096 87.9767 117.6188
Yeast 0.9834 1.6027 16.4443 9.5505
Isolet 134.1505 1057.5846 1951.6677 1140.4812
Verbebral 0.6817 1.0112 3.8639 3.7453
AR 34.3839 19.2355 63.6227 42.9422
FERET 43.3403 21.9655 306.4279 65.8793
55
3.4.3 The Results: Runtime Performance
Runtime results of Original, LDA, SDA and SSDA are shown in Table 3.18. It is clear
that SSDA is slower than Original and LDA, but faster than SDA in most of the data sets.
3.5 Summary
Within-class multimodality exists in real-world data and was first studied by [137] and
more recently by [119], but many questions are unanswered about within-class
multimodality, and its true value is not uncovered fully. This chapter presents an extensive
study of the within-class multimodality problem through experiments on both artificial
data and real data in order to establish a strong case for within-class multimodal
classification.
It has been shown using both artificial data and real data that when within-class
multimodality is present, maximising between-subclass separation, between-class
separation and within-class compactness at the same time in the manner of SDA or SSDA
increases classification performance, with SSDA being the better approach. It is also
shown that addressing within-class multimodality this way is optimal if the true number of
modalities is known. Interestingly, the experiment on face image databases suggests that
SDA and SSDA offer an alternative approach to addressing face recognition under
different lighting and head pose conditions.
We believe that a strong case for within-class multimodal classification has been
established. We also believe that this classification approach offers a new perspective on
improving existing classification algorithms such as Gaussian mixture model and
convolutional neural networks, and even devising new classification algorithms.
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CHAPTER IV
Global Subclass Discriminant Analysis
In the previous chapter, it was found that when within-class multimodality is present,
the concurrent maximisation of between-class separation, between-subclass separation and
within-class compactness can lead to significant classification performance gains. Based on
this, in this chapter, we propose a novel feature extraction method, called global subclass
discriminant analysis (GSDA), which is a variant of subclass-based LDA.
4.1 Motivation
The goal of LDA is to find a subspace where the interclass distance is maximised and
simultaneously the intraclass distance is minimised. Analytic solutions to this
optimisation problem exist under the assumption that all classes of data have equal
covariance matrices. This assumption implies that the data are linearly separable [131] so
the analytic solutions are indeed solutions to the LDA optimisation problem when this
assumption is true, possible solutions when the data are linearly separable, but definitely
not solutions when the data are not linearly separable.
In real world applications, however, it is possible that the classes of data have different
covariance matrices or that the classes are not linearly separable. Thus, LDA may suffer
from dramatic performance degradation. We call this the nonlinear data problem.
To address this issue, Mika et al.[86] proposed kernel discriminant analysis (KDA),
57
which is a nonlinear generalisation of LDA for binary classification based on the kernel
trick, the commonly used technique to design nonlinear classifiers from linear ones. The
kernel trick was originally used in support vector machines (SVM) [14] and kernel
principal component analysis (PCA) [104]. The idea of the kernel trick is to use Mercer
kernels (e.g. a Gaussian kernel) to implicitly map nonlinear data to a high-dimensional
space F where the classes of data become linearly separable. In [86], KDA employs a
Gaussian kernel and polynomial kernel of degree two to implicitly map the original data
into the space F . Then, in the space F , KDA defines a between-class scatter matrix and a
regularised within-class scatter matrix as the measurements of interclass distance and
intraclass distance, respectively. Finally, KDA extracts discriminant features by using the
LDA optimisation process. KDA is better than LDA on nonlinear data, and so many
variants of KDA have been proposed [97, 113, 53]. However, there is a problem with
KDA and its variants. There is no kernel function that works well for all data sets, so it is
necessary to identify a suitable kernel for each specific data set before KDA is applied.
There are, however, no general guidelines for doing this, so trial and error has to be used
to identify a suitable kernel for a specific data set.
Subclass-based methods are a class of alternative solutions to the optimisation
problem of LDA, which do not rely on the assumption that all classes have equal
covariance matrices. The main idea of subclass-based methods is to partition a class into
several subclasses, and seek to maximise interclass distance and minimise intraclass
distance based on subclasses. As a result, nonlinear data become linearly separable at the
subclass-level. Take the two classes in Figure 4.1 as an example. It is clear that Class One
and Class Two cannot be separated linearly at the class-level, but the four subclasses are
linearly separable.
Zhu and Martinez [137] proposed subclass discriminant analysis (SDA), a variant of
LDA, to solve the nonlinear data problem. SDA utilises a nearest neighbour-based
clustering algorithm and a stability criterion to partition every class into the same number
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Figure 4.1: Linear separation at class and subclass levels. (a) A data set with two classes, in
green and red respectively, which can not be linearly separated. (b) The same
data set with classes partitioned into subclasses: subclass-One1 and subclass-
One2 in Class One, subclass-Two1 and subclass-Two2 in Class Two. Each
subclass is represented by an orange dashed circle.
of subclasses. SDA measures interclass distance by using a between-subclass scatter
matrix, and intraclass distance by using a sample covariance matrix. Finally, SDA finds
the subspace that maximises interclass distance and minimises intraclass distance through
the LDA optimisation mechanism.
Mixture subclass discriminant analysis (MSDA) [38] is another variant of LDA of the
same kind. MSDA partitions a class into subclasses only when this class does not have
a Gaussian distribution according to the non-Gaussianity criterion the authors proposed,
where the number of subclasses is determined according to the same stability criterion
as in SDA [137]. As a result, different classes may have different numbers of subclasses.
MSDA uses the same between-subclass scatter matrix as in SDA and a new within-subclass
scatter matrix to measure the intraclass distance.
Unlike SDA and MSDA, separability-oriented subclass discriminant analysis (SSDA)
[119] employs a separability criterion to partition every class into a number of
non-overlapping subclasses. Based on these non-overlapping subclasses, SSDA defines a
new between-subclass scatter matrix and uses the LDA optimisation mechanism to find a
subspace that simultaneously maximises between-class distance and between-subclass
distance, and minimises within-class distance.
We note that all of the proposed subclass-based methods restrict themselves to finding
subclasses within a class. Although they can find a subspace to linearly separate data at
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the subclass level, they select subclasses within every class separately, i.e., locally.
Consequently, some subclasses may not form clusters within a class so they may not be
found. Consequently they are not sufficiently separated from other classes or subclasses,
resulting in missed opportunities and hence reduction in performance. We call this the
local separation problem, see Figure 4.2 for an illustration of this problem. The two
classes, in red and green, have substantial overlap. If we partition Class One based on only
Class One data (in green), we will get two local clusters (LC), LC1 and LC2 (Figure
4.2(b), top), which are taken as two subclasses of Class One. Similarly, if we partition
Class Two based on only Class Two data (in red), we will get two local clusters, LC3 and
LC4 (Figure 4.2(b), bottom), which are taken as two subclasses of Class Two. However, if
we partition the whole data set we will get five global clusters (GC), see GC1-GC5 in
Figure 4.2(a). When we look at the classes separately, we have four global clusters for
Class One (GC2-1, GC3, GC4, GC5-1) and three global clusters for Class Two (GC1,
GC2-2, GC5-2). Note that GC2-1 and GC2-2 (also GC5-1 and GC5-2) are substantially
overlapping, and they belong to different classes. So, if we take them as separate
subclasses, then a subclass based method would push them apart (i.e. separate them) as
much as possible, resulting in higher classification performance. This motivated us to
search for a new method which clusters the whole data to find subclasses of every class
before we apply the LDA mechanism. This effort results in Global Subclass Discriminant
Analysis (GSDA), the subject of this chapter.
4.2 Global Subclass Discriminant Analysis
Similar to SDA, MSDA and SSDA, GSDA also uses the idea of subclass. However,
SDA, MSDA and SSDA generate subclasses by clustering each class into clusters without
considering other classes and taking these clusters as subclasses, so these clusters and
subclasses are local. In contrast, GSDA generates subclasses by clustering the whole data




Figure 4.2: Class partition at global and local levels. Class one and Class two are shown
in green and red, respectively, while the samples shown in black describe the
global clusters GC1-GC5. (a) Global class partition: resulting in four and three
global clusters (GC) in Class One and Class Two , respectively. (b) Local class
partition: resulting in two local clusters (LC) in each class.
so these clusters and subclasses are global. If a global cluster consists of data from
different classes, it is a boundary cluster. It is well known that boundary data are hard to
separate by their class memberships, and the performance of a classifier is to a large extent
dependent on how it handles boundary data [43]. GSDA seeks to separate boundary data
explicitly by their class memberships using the LDA mechanism in order to improve
classification performance. GSDA takes a global cluster that contains data from multiple
classes as multiple subclasses, one for each class, which are called global subclasses or
G-subclasses for short. Similarly, subclasses in SDA/MSDA/SSDA are called local
subclasses or L-subclasses for short.
We propose an efficient clustering method for GSDA, rough-refine clustering, for
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finding G-subclasses. The goal of GSDA is then to maximise the separation of the
G-subclasses and the compactness of all G-subclasses. In the rest of this section we
present details of the rough-refine clustering method and our way of composing the
Fisher-Rao’s criterion.
4.2.1 Rough-Refine Clustering
We need a clustering algorithm with the following qualities: (1) it should be fast, as it
is used as part of our discriminant analysis; (2) it should be able to automatically
determine the number of clusters. Off-the-shelf clustering algorithms mostly require the
number of clusters to be given a priori. Some clustering algorithms can determine this
number automatically, but are generally quite complicated. Therefore, we design a new
algorithm to find G-subclasses, rough-refine clustering, which is a mixture of clustering
and post-processing.
The rough-refine clustering method consists of two parts: rough clustering and refine
clustering. Rough clustering clusters the whole data set irrespective of their class
memberships, resulting in global clusters, while refine clustering creates class-specific
clusters from the global clusters. We use the HC-SC clustering strategy [119] for rough
clustering, which applies hierarchical clustering and stops according to the separability
criterion, resulting in an ‘optimal’ set of global clusters.
In refine clustering, a global cluster GC that contains data from different classes is
separated into different sets GCi = {x ∈ GC : x belongs to class i}, one for each class i.
Each GCi is taken as one G-subclass for class i. If GC contains only data from one class
i, then GC is taken as a G-subclass for class i.
The rough-refine clustering process is summarised in Algorithm 2. The algorithm is
illustrated by an example in Figure 4.3. It is clear from this example that the number of
G-subclasses obtained by the rough-refine clustering algorithm varies for different classes.
This is different to SDA, which requires the same number of L-subclasses be found for
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every class. This generalisation is important as there is nothing to guarantee that every
class comprises the same number of subclasses/clusters/distributions (i.e. Gaussian
distributions).
Algorithm 2 Rough-refine clustering.
Input: Tset and kmax. Tset = {sij|i = 1, 2, ..., n; j = 1, 2, ..., ni} denotes the training set,
where sij represents the jth sample of the ith class, n is the class number and ni is the
sample number of the ith class. kmax is the maximum number of subclasses, which
is a parameter in HC-SC clustering method.
Output: Gsubclass. Gsubclass = {bikm|i = 1, 2, ..., n; k = 1, 2, ..., ki;m =
1, 2, ...,mik} denotes the subclass set, where bikm represents the mth sample of the
kth subclass in the ith class, ki is the subclass number in the ith class and mik is the
sample number of the kth subclass in the ith class.
1: Apply HC-SC on Tset with kmax to obtain cluster labels – CluLabel = {lij|i =
1, 2, .., n; j = 1, 2, ..., ni}, where lij represents the cluster label of the jth sample in
the ith class.
2: CluLabel = HC-SC(Tset, kmax);
3: Gsubclass = {};
4: for i = 1 to n do
5: k = 1; ki = 0; mik = 0; subclass = {};
6: for j = 1 to ni do
7: if the cluster label of any element in subclass equals lij then
8: return the subclass label of the first found element to k;
9: mik = mik + 1;
10: bikmik = sij;
11: subclass = subclass ∪ {bikmik};
12: else
13: ki = ki + 1; miki = 1;
14: bikimiki = sij;
15: subclass = subclass ∪ {bikimiki};
16: end if
17: end for




Figure 4.3: An illustration of how the rough-refine algorithm finds G-subclasses. (a) A data
set in which there are two classes in green and red. (b) Five non-overlapping
global clusters as a result of rough clustering, denoted by dashed orange circles.
(c) G-subclasses denoted by dashed orange and black circles: 4 in Class One
and 3 in Class Two, as a result of refine clustering.
Figure 4.4: An illustration of how to get L-subclasses. (a) The same data set as in Figure
4.3(a), in which there are two classes in green and red, and each class consists of
two clusters. (b) Clusters in each of the two classes separately. (c) L-subclasses
denoted by the dashed orange circles, each corresponding to a cluster in (b).
Figure 4.4 illustrates a local separation process on the same data but uses the clustering
method only on class-level to produce L-subclasses. Comparing the G-subclasses in Figure
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4.3(c) with L-subclasses in Figure 4.4(c), it is clear that our global approach, through the
rough-refine clustering algorithm, can identify not only more subclasses but also boundary
subclasses at the intersection of different classes. For example, the dashed black circles in
Figure 4.3(c) are boundary subclasses. It is well known that boundary data are notoriously
hard to separate correctly, and are usually the culprits for incorrect classifications.
Once G-subclasses are identified, we seek to separate them in order to maximise the
distance between these G-subclasses and minimise the distance within these G-subclasses.
This is achieved through the LDA optimisation process with new scatter matrices, which
are described in the next subsection.
4.2.2 The Re-defined Fisher-Rao’s Criterion





where matrices A and B can be defined for different purposes. In GSDA, A is taken
to be a scatter matrix between different G-subclasses, SbGsb, and B is taken to be a scatter












(xkl − µk)(xkl − µk)T , (4.2)
where K is the total number of G-subclasses in a data set, µk is the mean of G-subclass k
and µ is the global mean of the data set, Nk is the number of samples in G-subclass k and
xkl is the lth sample in G-subclass k.
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W∗ is the sought-after transformation matrix, which transforms data from the original
space to GSDA’s LDA space, or simply the GSDA space, which is spanned by the
eigenvectors of matrix SwGsb−1SbGsb.
According to the definition of SbGsb and SwGsb in Equations (4.1) and (4.2), GSDA
aims to maximise between-class separation and within-class compactness at the subclass
level rather than the class level. If this is achieved, separation and compactness should also
be optimal at the class level. Additionally, instead of trying only to compact G-subclasses,
GSDA also tries to separate G-subclasses.
4.3 Evaluation Using Artificial Data
To evaluate GSDA, we first use an artificial data set. We compare GSDA with
SDA/MSDA/SSDA by visualising data in the original data space as well as the feature
spaces by different methods, and by measuring the separability of the transformed data in
different ways. For clarity, we visualise data in two-dimensional space. Since the data are
high dimensional, we use the T-distributed Stochastic Neighbour Embedding (t-SNE)
algorithm [80] to reduce dimensions. t-SNE is a nonlinear dimensionality reduction
technique and is widely used to visualise high-dimensional data in a low-dimensional




Figure 4.5: Sample distribution in the original space using the first two t-SNE dimensions.
(a) Both classes, green for Class One and red for Class Two. (b) Both classes
with boundary points marked by black circles. (c) Class One, where dots
in three different colours represent samples generated by three different 5-
variate normal distributions (d) Class Two, where dots in three different colours
represent samples generated by three different 5-variate normal distributions.
The artificial data were created to contain two classes. Each class has 300 samples, in
three subclasses with 100 samples per subclass. Samples in each subclass are generated by
a 5-variate normal distribution, thus every sample is a vector of 5 feature values. So, this
artificial data set is a 600 x 5 matrix, named as artifi-600. The sample distribution in the




Figure 4.6: Sample distribution in the original space with subclasses found by SDA and
MSDA methods. Subclasses are indicated by black circles, and represented by




Figure 4.7: Sample distribution in the original space with subclasses found by SSDA and
GSDA methods. Subclasses are indicated by black circles, and represented by
sample dots in different colours.
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4.3.1 Comparison in the Original Space
We compare the subclasses found by different methods as they are shown in the original
data space. We use SDA, MSDA, SSDA, GSDA on artifi-600 to find subclasses, which are
shown in Figure 4.6 and Figure 4.7. According to Figure 4.5, Figure 4.6 and Figure 4.7,
we have the following observations.
• Qualitatively, the subclasses found by GSDA are more clearly separable than those
found by other methods. We visually inspect and compare the subclasses found by
different methods. The subclasses found by SSDA and GSDA overlap much less
than those found by SDA and MSDA. In particular, the subclasses found by GSDA
are the least overlapping.
• Quantitatively, the separability of subclasses found by GSDA is higher than that of
other methods, which is consistent with the visual perception from Figure 4.6 and
Figure 4.7. We use the Dunn Index [30] to measure the degree of separability
between subclasses. Dunn Index (DI) is commonly used to evaluate clustering
algorithms. A higher DI indicates better clustering in that clusters are compact and
well-separated from each other. The DIs of the subclasses in the original space
found by SDA, MSDA, SSDA and GSDA are 0.0046, 0.0059, 0.0188 and 0.0222,
respectively.
• Again, quantitatively, the known subclasses in the original space are better separated
in GSDA space than in other space. The DIs of the six known subclasses in SDA,
MSDA, SSDA and GSDA spaces are 0.0016, 0.0141, 0.0072 and 0.0144,
respectively.
• GSDA can find natural clusters of data as subclasses, since it clusters (using the
rough-refine algorithm) the whole data set rather than one class of data at a time.
One example is the cluster of data in colour cyan at the top left corner of Figure
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4.5(c). This cluster is part of one subclass generated by one normal distribution,
and is well separated from other clusters in the original space. This cluster has been
correctly identified as a single subclass by GSDA, which is represented by red dots
in Figure 4.7(b), but not by any of the other methods.
• In terms of boundary data, GSDA can find boundary data and place them in separate
subclasses, while this is not the case with SDA, MSDA and SSDA. For example,
in Figure 4.7(b), two boundary subclasses are clearly marked, which contains Class
Two samples that are mixed up with Class One samples, see Figure 4.5(b).
• In terms of the numbers of subclasses, GSDA finds more subclasses than SDA,
MSDA and SSDA. For example, SDA/MSDA/SSDA found three subclasses for
each of the classes, whereas GSDA found four subclasses and five subclasses for
Class One and Class Two, respectively. (See Figure 4.6 and Figure 4.7). This
provides evidence for the conclusion in Section 4.2.1 that the rough-refine algorithm
of GSDA enables finding more subclasses for classes.
4.3.2 Comparison in the LDA Spaces
Now we compare the results of the different methods in different LDA spaces. These
methods project data into respective LDA spaces spanned by a number of extracted LDA
features. SDA found 4 LDA features, and MSDA, SSDA and GSDA all found 5 LDA
features. In order to visualise data in the LDA space, we again use t-SNE to find two
dimensions from each LDA space and plot data against these two dimensions (see Figure
4.8). Note that the classical LDA finds C − 1 LDA features for a data set with C classes,
so the LDA space in Figure 4.8(b) has only one feature.
In Figure 4.8, the data samples are plotted in different spaces, with green and red
representing the two classes. Comparing the original space with the classical LDA space,
it is clear that the two classes are completely joined up in the classical LDA space, which
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confirms the nonlinear data problem with the classical LDA. In the SDA space, the class
separability does not improve much. However, the separability clearly improves
substantially in MSDA, SSDA and GSDA spaces (see Figure 4.8(d-f)). Furthermore, three
clusters in each class are clearly observable in these three spaces, which correspond to the
three multivariate normal distributions in each class. In particular, six clusters in the
GSDA space are more apparent than in the other spaces. Moreover, it is also clear that the
two classes are better separated in the GSDA space than in MSDA and SSDA spaces: only
a few green samples are mixed into the red class in GSDA, whereas some red and green
samples are still mutually mixed in both the MSDA and SSDA spaces.
4.3.3 Summary
The comparative evaluations above support the following conclusions.
• GSDA can find subclasses that are less overlapping in the original data space than
SDA/MSDA/SSDA.
• GSDA can find some subclasses at the class boundary, such as the two boundary
subclasses shown in Figure 4.7(b).
We can then use the LDA optimisation process, coupled with the newly defined
between-subclass and within-subclass scatter matrices, to more effectively separate
different classes and also separate subclasses with every class.
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(a) Original Space (b) Classical LDA Space
(c) SDA Space (d) MSDA Space
(e) SSDA Space (f) GSDA Space
Figure 4.8: Sample distribution in different spaces, where different colours represent
different classes.
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4.4 Evaluations Using Real Data
In this section we use real data to evaluate the proposed GSDA through a series of
experiments. Again we compare GSDA with four closely related linear discriminant
analysis (DA) methods: LDA, SDA, MSDA and SSDA. We also compare GSDA with
other nonlinear DA methods: Kernel LDA (KDA)[6], Kernel SDA (KSDA)[131] and
Kernel MSDA (KMSDA)[39]. For these nonlinear methods, we employ five commonly
used kernels: Gaussian radial basis (RBF) kernel, Gaussian kernel, Polynomial (Poly)
kernel, PolyPlus kernel and Linear kernel. In our experiments, we consider a range of
classification tasks: imbalanced classification, general classification and face recognition.
Five data sets are selected from the KEEL [2] repository for imbalanced classification; ten
data sets from the UCI Data Repository [28] for general classification; and YouTube faces
database [125] for face recognition.
4.4.1 Data Sets and Notation
Five imbalanced data sets and ten UCI data sets are selected in the experiments. The
data sets are all numerical, due to the need to compute the mean and distance. General
information about these data sets is shown in Table 4.1 and Table 4.2, respectively.
Table 4.1: General information about the five imbalanced data sets used in experiments. In
this table, #Class denotes the number of classes, #Attribute denotes the number
of attributes, #Instance is the number of instances and IR means imbalanced
ratio.
Name of dataset #Class #Attribute #Instance IR
Dermatology 6 34 366 5.55
Glass1 2 9 214 1.82
Hayes-roth(HR) 3 4 132 1.7
New-thyroid1(NT) 2 5 215 5.15
Wisconsin 2 9 683 1.86
We also use the YouTube faces database for the face recognition task. It contains 3,425
videos of 1,595 different people collected from YouTube. The average length of each video
clip is 181.3 frames, and there are large variations in expression, pose and illumination in
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Table 4.2: General information about ten UCI datasets used in experiments. Where FTM
and WDBC are acronyms for forest type mapping and Wisconsin diagnostic
breast cancer, respectively. #Class denotes the number of classes, #Attribute
denotes the number of attribute and #Instance is the number of instances.
Name of dataset (Acronym) #Class # Attribute #Instance
Diabetic 2 19 1,151
FTM 4 27 523
Glass 6 9 214
Haberman(HM) 2 3 306
Leaf 30 14 340
Pageblock(PB) 2 10 5,472
Penbased(Pen) 10 16 1,100
Pima 2 8 768
Seeds 3 7 210
WDBC 2 30 569
each video. In our experiments, we use the aligned images database, which contains aligned
face frames broken from videos, and we use CenterSymmetric LBP (CSLBP) descriptor
[47] provided by the YouTube faces database website to represent each face frame.
4.4.2 Experimental Results
In our experiments, every DA method mentioned above is applied to find a subspace
where different classes are most separated based on the method’s criteria. We project a
data set to this subspace, use k-nearest neighbour (kNN, k=1) as the classifier and ten-
fold cross-validation as the evaluation framework. The evaluation metrics are: estimated










. For the face recognition task, we use PCA to reduce data
dimensionality and keep 95% of variance before the DA method is used.
4.4.2.1 Classification Accuracy: All Methods
Imbalanced Data: The classification accuracies of the linear and nonlinear DA methods
on the five imbalanced data sets are shown in Table 4.3 and Table 4.4, respectively. We see
from Table 4.3 that GSDA obtains the best classification accuracy on all imbalanced data
75
sets. In particular, GSDA outperforms LDA on Glass1 by over 20%. Moreover, compared
with the nonlinear DA methods, GSDA is the best on 4 out of 5 imbalanced data sets and
second best on 1 (only 0.01% inferior to the best) according to Table 4.4.
Table 4.3: EMA±SEM of linear DA methods on five imbalanced data sets
Methods
Datasets
Dermatology Glass1 HR NT Wisconsin
LDA 0.9645±0.0134 0.6119±0.0226 0.7725±0.0499 0.9483±0.0150 0.9635±0.0090
GSDA 0.9726±0.0072 0.8459±0.0197 0.8401±0.0437 1.0000±0.0000 0.9663±0.0038
SSDA 0.9673±0.0068 0.7716±0.0318 0.8099±0.0478 0.9859±0.0072 0.9649±0.0082
SDA 0.9534±0.0092 0.7708±0.0317 0.7495±0.0374 0.9673±0.0142 0.9487±0.0059
MSDA 0.9679±0.0087 0.7721±0.0347 0.8099±0.0492 0.9952±0.0048 0.9634±0.0062
Table 4.4: EMA±SEM of GSDA and nonlinear DA methods on five imbalanced data sets
Methods
Datasets
Dermatology Glass1 HR NT Wisconsin
GSDA 0.9726±0.0072 0.8459±0.0197 0.8401±0.0437 1.0000±0.0000 0.9663±0.0038
KSDA(RBF) 0.9589± 0.0103 0.7987±0.0237 0.8176±0.0366 0.9907±0.0062 0.9619±0.0054
KMSDA(Gaussian) 0.3441±0.0285 0.6165±0.0330 0.6957±0.0244 0.5652±0.0022 0.4621±0.0440
KMSDA(Linear) 0.9589±0.0109 0.6972±0.0280 0.7495±0.0399 0.9812±0.0105 0.9605±0.0038
KMSDA(Poly) 0.9672±0.0037 0.7236±0.0284 0.8033±0.0323 0.9907±0.0062 0.9575±0.0051
KMSDA(PolyPlus) 0.9727±0.0041 0.7286±0.0317 0.8258±0.0318 0.9859±0.0072 0.9531±0.0084
KDA(Gaussian) 0.3135±0.0288 0.7236±0.0283 0.8104±0.0349 0.8556±0.0163 0.9194±0.0074
KDA(Linear) 0.9672±0.0068 0.7102±0.0182 0.7335±0.0491 0.9578±0.0111 0.9590±0.0081
KDA(Poly) 0.9482±0.0094 0.6732±0.0189 0.8176±0.0308 0.9859±0.0072 0.9517±0.0044
KDA(PolyPlus) 0.9453±0.0071 0.6405±0.0293 0.8110±0.0361 0.9905±0.0063 0.9663±0.0085
UCI Data: Results on the ten UCI data sets are shown in Table 4.5 and Table 4.6.
It can be observed from Table 4.5 that GSDA achieves better classification accuracy than
SDA and MSDA on the majority of data sets. Furthermore, GSDA outperforms LDA on
all ten data sets. In addition, compared with SSDA, GSDA appears to be on a par with it
on these UCI data sets. As can be seen from Table 4.5, GSDA and SSDA were close in
classification performance on all of the UCI data sets. In particular, for HM, and Pen data
sets, the difference between GSDA and SSDA is less than 0.001. Additionally, comparing
GSDA with kernel DA methods, it is noted that GSDA is superior than KSDA and different
types of KMSDA on 6 out of 10 and 8 out of 10 UCI data sets, respectively. Compared
with different types of KDA, GSDA outperforms linear or poly KDA and polyplus KDA
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Table 4.5: EMA±SEM of linear DA methods on ten UCI data sets
Methods
Datasets




























































































































































Table 4.6: EMA±SEM of GSDA and nonlinear DA methods on ten UCI data sets
Methods
Datasets
























































































































































































































































































































on 9 out of 10 and 7 out of 10 data sets, respectively. Furthermore, GSDA achieves better
classification accuracy than Gaussian KDA on all UCI data sets.
Face data: Results for linear DA and nonlinear DA on YouTube are presented in Table
4.7 and Table 4.8, respectively. It can be readily seen that GSDA is superior to LDA,
SDA, MSDA and SSDA on YouTube data set. Compared with the nonlinear DA methods,
GSDA is also quite competitive. From Table 4.8 we can observe that GSDA obtains better
classification accuracy than the majority of the nonlinear DA methods on YouTube data set.





LDA 0.9790 ± 0.0043
GSDA 0.9820 ± 0.0035
SSDA 0.9790 ± 0.0050
SDA 0.9760 ± 0.0050
MSDA 0.9790 ± 0.0043
Table 4.8: EMA±SEM of GSDA and





GSDA 0.9820 ± 0.0035
KSDA(RBF) 0.9750 ± 0.0050
KMSDA(Gaussian) 0.9850 ± 0.0040
KMSDA(Linear) 0.9780 ± 0.0039
KMSDA(Poly) 0.9810 ± 0.0043
KMSDA(Polyplus) 0.9840 ± 0.0034
KDA(Gaussian) 0.9740 ± 0.0033
KDA(Linear) 0.9780 ± 0.0049
KDA(Poly) 0.9790 ± 0.0041
KDA(PolyPlus) 0.9850 ± 0.0034
4.4.2.2 Runtime Performance
Runtime results for all DA methods used in our experiments are shown in Table 4.9,
4.10, 4.11 and 4.12. It is not surprising that GSDA is slower than LDA on all data sets.
However, GSDA is faster than SDA, MSDA, SSDA and all nonlinear DA methods on most
of the data sets. In particular, GSDA is faster than KSDA and all KMSDAs on all data
sets. Furthermore, GSDA is much faster than all nonlinear DA methods on data sets that
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have large numbers of samples, such as Diabetic, Pageblock, Penbased and YouTube. This
is because constructing the Gram matrix, needed in these nonlinear DA methods, is time
consuming with time complexity of O(N2), where N is the number of samples.
Table 4.9: Running time,in seconds, of the DA methods on five imbalanced data sets
Methods
Datasets
Dermatology Glass1 HR NT Wisconsin
LDA 1.6557 0.2300 0.1300 0.1229 0.1543
SDA 2.7748 1.1478 0.2902 0.3631 0.9264
MSDA 52.4797 5.2600 0.9648 0.3930 0.6126
SSDA 2.2682 0.3298 0.6505 0.2223 0.3368
GSDA 2.1623 0.7536 0.4642 0.2219 0.6060
KSDA(RBF) 19.0836 7.4625 15.6092 4.7507 594.8892
KMSDA(Gaussian) 141.0202 20.3256 13.2208 4.0478 150.7365
KMSDA(Linear) 131.7647 17.7479 31.5338 7.5950 123.1154
KMSDA(Poly) 66.0409 24.4430 31.4333 9.7744 75.2237
KMSDA(PolyPlus) 86.8109 26.2986 7.8135 13.1022 165.4497
KDA(Gaussian) 5.5623 1.1765 0.3752 1.6523 20.2635
KDA(Linear) 3.3656 0.3266 0.2306 0.3068 7.0781
KDA(Poly) 3.5787 0.3447 0.3278 0.7560 7.2276
KDA(PolyPlus) 3.5375 0.3404 0.3437 0.7405 7.3179
Table 4.10: Running time,in seconds, of the DA methods on the first five UCI data sets
Methods
Datasets
Diabetic FTM Glass HM Leaf
LDA 0.1900 0.1650 0.1424 0.1233 0.3886
SDA 2.6287 0.8241 0.3431 0.4253 1.5963
MSDA 3.3307 8.1953 2.6736 1.5004 212.4678
SSDA 3.0190 0.6298 0.4516 0.4313 1.7393
GSDA 1.7140 0.3242 0.7146 0.2269 0.4141
KSDA(RBF) 213.2813 23.6540 6.0525 3.6151 42.7697
KMSDA(Gaussian) 349.3192 10.5250 7.0517 37.7344 222.6590
KMSDA(Linear) 297.0769 102.6789 12.4334 31.2964 213.6003
KMSDA(Poly) 355.0283 51.244 12.9038 15.4441 219.3206
KMSDA(PolyPlus) 228.5800 106.9702 6.3781 19.3184 215.7691
KDA(Gaussian) 169.3253 7.2256 1.3528 2.9344 2.4062
KDA(Linear) 41.3916 1.2954 0.4064 0.4665 1.9036
KDA(Poly) 48.3372 4.9327 0.3643 0.4720 2.2376
KDA(PolyPlus) 52.6573 6.5416 0.3680 0.4465 2.0935
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Table 4.11: Running time,in seconds, of the DA methods on the rest of UCI data sets
Methods
Datasets
PB Pen Pima Seeds WDBC
LDA 0.4218 0.1937 0.1383 0.1140 0.1590
SDA 27.0573 1.3301 2.2941 0.3595 1.3104
MSDA 11.7562 3.7752 2.3198 0.2801 0.9236
SSDA 23.9614 1.0710 1.0191 0.2708 0.8599
GSDA 29.9126 3.1126 0.8809 0.2380 1.2136
KSDA(RBF) 8093.8562 209.9351 46.0343 1.3690 181.9985
KMSDA(Gaussian) 60107.4813 410.1540 249.0932 86.4801 149.7931
KMSDA(Linear) 23502.7624 362.4776 205.7105 26.2279 107.4712
KMSDA(Poly) 30886.4855 399.8886 113.1669 31.4010 82.2190
KMSDA(PolyPlus) 38842.8943 136.9045 169.2872 3.5144 70.4129
KDA(Gaussian) 13601.9607 53.0902 48.3499 1.7390 14.8941
KDA(Linear) 2979.7338 8.0055 13.7801 0.2875 0.5328
KDA(Poly) 3859.043 35.6853 12.2930 0.3103 7.3115
KDA(PolyPlus) 3444.0761 35.6975 13.2514 0.3010 6.3650




















This chapter has presented a new subclass-based variant of LDA, global subclass
discriminant analysis (GSDA), to deal with the nonlinear data problem when different
classes can not be linearly separated in the original data space. The new method is
designed to address a problem with existing subclass-based LDA variants when subclasses
are selected locally, i.e. based on data only from individual classes, thus missing
opportunities. GSDA finds subclasses for each class by applying a rough-refine clustering
algorithm to the whole data set, rather than one class of data at a time. These subclasses
are thus called global subclasses or G-subclasses. Then GSDA finds a subspace that
maximises the average distance between these G-subclasses and concurrently minimises
the average distance within every G-subclass, where data become linearly separable at the
subclass level. This is achieved by re-defining the Fisher-Rao’s criterion using new scatter
matrices, one for between G-subclasses and one for within G-subclasses, and then
applying the LDA optimisation process.
Extensive experiments using a variety of challenging data sets and a mixture of linear
discriminant analysis methods and non-linear ones have produced convincing results to
conclude that GSDA is a new state-of-the-art method for discriminant analysis. GSDA has
outperformed linear DA methods consistently, and also outperformed non-linear DA
methods in most of our experiments in terms of both accuracy and runtime. In particular,
GSDA has outperformed both linear and non-linear DA methods on imbalanced data sets.
This suggests that GSDA is a competitive solution to the challenging problem of
imbalanced classification.
We have argued, using examples, that this superior performance is due to the fact that
GSDA is able to find some clusters of class boundary data, and then uses the powerful
LDA mechanism to push different classes apart more effectively, which is supported by our
experiments in Section 4.3.
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CHAPTER V
Cluster-based Data Relabelling for Classifier
In Chapter IV it was found that, by finding global clusters including those that contain
multiple classes (i.e. boundary clusters) and then extracting features that separate classes
based on these global clusters, significant classification performance gains have been
achieved. In this chapter, we generalise this cluster-based idea to benefit all classifiers
especially linear classifiers, in a new method called cluster-based data relabelling
(CBDR).
5.1 Motivation
The classifier is a key process in supervised classification that aims to learn
classification functions/decision boundaries to classify samples into different classes. It is
used in many different applications such as text classification [60, 89], computer vision
[121, 129] and pattern recognition [132, 94]. There are many classifiers in the literature,
broadly grouped into linear classifiers and nonlinear classifiers. Linear classifiers are a
class of classifiers that use linear classification functions to classify data. Well-known
linear classifiers include linear discriminant analysis classifier (LDAC) [33, 85], linear
support vector machine (LSVM) [14] and linear multilayer perceptron (LMLP) [110].
Linear classifiers are simple to train and use, and work well on linearly separable data,
or linear data for short. However, they tend to have unsatisfactory classification
82
Figure 5.1: Examples of nonlinear data, where different colour dots represent samples from
different classes, dashed black lines represent linear decision boundaries.
performance on linearly inseparable data, or nonlinear data for short, since linear decision
boundaries have limited discriminative power. Consider, for example, the nonlinear data
sets in Figure 5.1. Clearly it is difficult to find a linear decision boundary to separate the
two classes in each data set. We call this the nonlinear problem of linear classifiers. There
are many real data sets that are linearly inseparable, therefore, linear classifiers have
restricted applications.
Linear classifiers can be extended to work on nonlinear data, resulting in their
nonlinear variants. LSVM has been extended using a technique called the kernel trick.
The idea of the kernel trick is to use Mercer kernel functions such as radial basis kernel
function (RBF) and polynomial kernel function (Poly) [10], to implicitly map nonlinear
data to a high-dimensional space F , where data become linearly separable. Then LSVM
is able to separate the data well in the space F . The decision boundaries found by LSVM
based on RBF and Poly kernel functions are linear in the space F , but nonlinear in the
original space, so the extended LSVM is a nonlinear classifier, denoted by NLSVM for
short. Although NLSVM outperforms LSVM on nonlinear data, it comes with an
additional hyper parameter, the kernel function. There is no kernel function that works
well for all data sets, so it is necessary to identify a suitable kernel function for a specific
data set before NLSVM is applied. There is no general guideline for this, so trial and error
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is usually needed. Unlike nonlinear SVM, quadratic discriminant analysis (QDA) [44]
extends LDAC to work on nonlinear data by relaxing the assumption of LDAC, that is,
that each class has a normal distribution with the same covariance matrix. QDA allows
every class to have a different covariance matrix, thus resulting in a nonlinear discriminant
analysis classifier. A common method to extend LMLP as a nonlinear classifier is to use a
nonlinear activation function (e.g. sigmoid or hyperbolic tangent) to replace the linear
activation function used in LMLP. Apart from linear to nonlinear extensions as explained
above, there are other extensions of the classifiers such as piecewise-linear discriminant
analysis [40], quasi-linear SVM [136], mixing linear SVM [36], and locally linear SVM
[127].
Although there are many methods for extending linear classifiers to deal with
nonlinear data or other complex data, most of them are specific to a particular linear
classifier and so are not applicable to other classifiers. It is therefore desirable to have a
method that can be applied to extend any linear classifier and simultaneously enhance
their classification performance on nonlinear data. In this chapter, we propose to extend
linear classifiers to work on nonlinear data by restructuring the data instead of modifying
the classifier. Motivated by separability-oriented subclass discriminant analysis (SSDA)
[119] and global subclass discriminant analysis (GSDA), we further propose to
restructure the data by clustering data into class-specific clusters, taking the class-specific
clusters as separate classes, and relabelling data by the cluster they belong to. We call this
method cluster-based data relabelling (CBDR). More specifically, CBDR partitions the
whole data set into several non-overlapping class-specific clusters, so that data samples in
different clusters are linearly separable. Each cluster is taken as a separate class, and data
samples are relabelled by the cluster they belong to. Since clustering is done on a
per-class basis, there is a simple mapping between the original class labels and the new
labels. After the data set is relabelled in this way, a linear classifier, in fact any classifier,
can be applied to build a classification model. The class labels generated by this model are
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new labels which must be converted into the original labels. It is worth noting that the
classification model built from a relabelled data set has cluster-based decision boundaries
instead of class-based ones.
The proposed data relabelling method has some advantages:
• A linear classifier equipped with CBDR preserves all its original benefits, including
efficiency and interpretability but can effectively handle nonlinear data.
• CBDR is a generic method for extending linear classifiers.
• CBDR can also be used with nonlinear classifiers.
We conducted extensive experimentation using CBDR together with three classic linear
classifiers, LDAC, LSVM and LMLP, and two nonlinear classifiers, decision trees and naive
Bayes, on a wide range of real data. Significant improvements have been demonstrated,
showing the utility of the proposed CBDR-based classification.
The rest of this chapter is organised as follows. Section 5.2 describes the details of the
CBDR-based classification method. Section 5.3 presents the experimental results. Section
5.4 concludes the chapter.
5.2 Cluster-based Data Relabelling
Linear classifiers are extended to work on nonlinear data usually by modifying the
algorithms, resulting in their nonlinear variants. These extension methods tend to be
specific to the classification algorithms, so they may not be applicable to extend other
linear classifiers. We propose to enable linear classifiers to work on nonlinear data by
restructuring data in such a way that the restructured data can be linearly separated. Since
we do not modify the classifier, this extension method works for any linear classifier.
In this section we present a data restructuring method, cluster-based data relabelling
(CBDR), which is motivated by SSDA [119] and GSDA. CBDR applies a clustering
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algorithm to the whole data set, dividing the data set into several non-overlapping
class-specific clusters. It then relabels data by the clusters they belong to. Since clusters
are class-specific, there is a simple mapping between new class labels and original ones.
The CBDR method is described in detail in Algorithm 3.
Figure 5.2: Illustration of CBDR, which enables separation of nonlinear data in a linear
way, through clustering and relabelling. (a) shows samples of training data from
the class perspective, where there are two classes, blue dots represent samples
from Class One, red dots represent samples from Class Two, and the black
straight line represents a class-based decision boundary. (b) shows samples
of training data from the cluster perspective, where there are four clusters;
different coloured dots represent samples from different clusters. (c) shows
the cluster-based decision boundaries found by linear classifiers equipped with
CBDR, where the black straight lines represent the cluster-based decision
boundaries.
To justify CBDR, consider the example in Figure 5.2. It is clear that Class One and
Class Two in Figure 5.2(a) can’t be separated by a straight line. However, there are clearly
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Algorithm 3 Cluster-based data relabelling (CBDR).
Input: Tset and kmax. Tset = {sij|i = 1, 2, ..., n; j = 1, 2, ..., ni} is the training set, where
sij represents the jth sample of the ith class, n is the number of classes and ni is the
number of samples in the ith class. kmax is the maximum number of clusters, which
is a parameter of the rough-refine clustering algorithm (RRC).
Output: Lclass. Lclass = {lij|i = 1, 2, ..., n, j = 1, 2, ..., ni} is the predicted class label
set, where lij represents the class label of the jth sample in the ith class.
1: Apply RRC algorithm on Tset with kmax to obtain global cluster labels –GCluLabel =
{aij|i = 1, 2, .., n; j = 1, 2, ..., ni}, and the distribution of cluster – Dclu = {Mi|i =
1, 2, .., n}, where aij represents the cluster label of the jth sample in the ith class,
Mi = {lik|i = 1, 2, .., n; k = 1, 2, ..., Ki} consists of the cluster labels belonging to the
ith class, lik is the cluster label of the kth cluster in the ith class, Ki is the number of
clusters in the ith class.
2: GCluLabel, Dclu = RRC(Tset, kmax);
3: Relabel Tset by using GCluLabel as new class labels, then apply the classifier to find
the cluster-based decision boundaries Ds.
4: Ds = Classifier(Tset, GCluLabel);
5: Utilise the found Ds to obtain the predicted cluster labels of Tset. Lcluster = {bij|i =
1, 2, .., n; j = 1, 2, ..., ni} is the set of the predicted cluster labels, where bij represents
the predicted cluster label of the jth sample in the ith class by Ds.
6: Lcluster = Ds(Tset);
7: Lclass = {};
8: for i = 1 to n do
9: for j = 1 to ni do
10: if cluster label bij belongs to Mi then
11: lij = i;
12: Lclass = Lclass ∪ {lij};
13: else
14: lij = null;






four clusters (see Figure 5.2(b)) in this data set, and they can be separated by a set of straight
lines or, in other words, they are linearly separable. Therefore, although the two classes are
not linearly separable, the four clusters are. If the mapping between the clusters and the
classes is established, we can build a linear classifier to classify data by cluster labels and,
based on the cluster mapping, to further classify by class labels. Figure 5.2(c) shows the
cluster-based decision boundaries, which perfectly separate Class One and Class Two in an
indirect way.
Clustering is a key operation in CBDR. A straightforward approach is to cluster every
class into several clusters in the same way as in SSDA [119]. This approach considers
only the data distribution of a class, without considering any other classes, thus losing the
class separating information at class boundaries that is important for accurate classification.
What matters most is the data distribution of the whole data set. This leads to the rough-
refine clustering approach proposed in GSDA, which is adopted in this chapter. Instead of
clustering every class, we cluster the whole data set into several clusters and then create
class-specific clusters. More specifically, the clustering process is divided into two parts,
namely rough clustering and refine clustering. The rough clustering clusters the whole
data set irrespective of their class memberships, resulting in global clusters. These global
clusters carry the important class separating information at the class boundaries. The refine
clustering obtains class-specific clusters from the global clusters, and these class-specific
clusters carry the structure information of each class. The rough-refine clustering algorithm
is presented in detail in Chapter IV.
5.3 Experiments
In this section, we evaluate the performance of CBDR using a variety of artificial and
real-world data. Without loss of generality, we use CBDR along with one of three classic
linear classifiers, LDAC, LSVM and LMLP, resulting in three “extended” classifiers,
LDAC-CBDR, LSVM-CBDR and LMLP-CBDR. Generalisation to other linear classifiers
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is straightforward. The linear classifiers used in the experiments can be found in
MATLAB R2016b [84].
5.3.1 Evaluation Using Artificial Data
To evaluate the utility of CBDR and visually illustrate how CBDR works, we first use
three typical nonlinear data sets: xor, moon and circle. In this section, we evaluate CBDR
from two perspectives: 1) we compare the linear classifiers with their CBDR-based
extensions on decision boundaries and classification accuracies, including LDAC vs
LDAC-CBDR, LSVM vs LSVM-CBDR and LMLP vs LMLP-CBDR; 2) the linear
classifiers equipped with CBDR are compared against common nonlinear classifiers,
including LDAC-CBDR vs QDA, LSVM-CBDR vs RSVM and PSVM, and
LMLP-CBDR vs TSMLP, where RSVM, PSVM and TSMLP denote SVM with RBF
kernel, SVM with Poly kernel of degree two, and MLP with hyperbolic tangent sigmoid
function, respectively.
There are two classes in each of xor, moon and circle. Every class has 200 samples and
each sample has two features. So, these three nonlinear data sets are 400 x 2 matrices. The
sample distributions of the three data sets are shown in Figure 5.3, where different colours
represent different classes. We can note from Figure 5.3 that it is hard to separate the two
classes by using one straight line. In our experiments, each data set is split into the training
data set and the testing data set. There are 200 samples in the training data set, where 100
samples are randomly chosen from each class. The remaining data is taken as the testing
data.
Comparisons between linear classifiers and their CBDR-equipped extensions: From
Figure 5.4(a), Figure 5.5(a) and Figure 5.6(a), it does not surprise us that the decision
boundaries found by LDAC, LSVM and LMLP for the three nonlinear data sets are all
straight lines, and that they all fail to separate the classes. There are blue dots and red dots
misplaced on each side of decision boundaries. In particular, for the xor data set, all three
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Figure 5.3: Sample distributions of three typical nonlinear data sets.
linear classifiers perform poorly, since one half of the training data is misclassified. By
contrast, the decision boundaries found by LDAC-CBDR, LSVM-CBDR and
LMLP-CBDR are much better. We can see clearly from Figure 5.4(b), Figure 5.5(b) and
Figure 5.6(b) that red dots and blue dots are separately distributed on the each side of
every decision boundary, which means that samples from each class are well separated.
So, qualitatively, we can conclude that decision boundaries found by linear classifiers
equipped with CBDR are superior to the ones found by the linear classifiers without
CBDR. Furthermore, we evaluate these decision boundaries on the testing data, and
compare them in terms of classification accuracy. The classification accuracies of all
classifiers on the three artificial data sets are shown in Figure 5.7, Figure 5.8 and Figure
5.9, respectively. It is clearly seen from the bar charts that linear classifiers equipped with
CBDR significantly outperform the linear classifiers without CBDR on all three data sets.
LDAC-CBDR, LMLP-CBDR and LSVM-CBDR surpass their corresponding linear
classifiers by over 40% on the xor data set, and LDAC-CBDR even surpasses LDAC by
over 54% on the circle data set. Both qualitative and quantitative analyses consistently
demonstrate that CBDR can enhance the classification performance of linear classifier on
nonlinear data.
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(a) Decision boundaries found by LDAC
(b) Decision boundaries found by LDAC-CBDR
(c) Decision boundaries found by QDA
Figure 5.4: Decision boundaries found by LDAC, LDAC-CBDR and QDA, where
differently coloured dots represent samples from different classes, and black
straight lines represent decision boundaries.
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(a) Decision boundaries found by LMLP
(b) Decision boundaries found by LMLP-CBDR
(c) Decision boundaries found by TSMLP
Figure 5.5: Decision boundaries found by LMLP, LMLP-CBDR and TSMLP, where
differently coloured dots represent samples from different classes, and black
straight or curved lines represent decision boundaries.
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(a) Decision boundaries found by LSVM
(b) Decision boundaries found by LSVM-CBDR
(c) Decision boundaries found by RSVM
(d) Decision boundaries found by PSVM
Figure 5.6: Decision boundaries found by LSVM, LSVM-CBDR, RSVM and PSVM,
where differently coloured dots represent samples from different classes, and
black straight or curved lines represent decision boundaries.
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Comparisons between linear classifiers equipped with CBDR and nonlinear
classifiers: We first compare the decision boundaries found by linear classifiers equipped
with CBDR against the ones found by nonlinear classifiers. It is easily observed from
Figure 5.4(b-c), Figure 5.5(b-c) and Figure 5.6(b-d) that the decision boundaries found by
the two types of classifier are quite different. Although the decision boundaries found by
linear classifiers based on CBDR are straight lines, they achieve classification results that
are similar to those obtained by the curved decision boundaries found by nonliear
classifiers, and they are even better than some nonlinear classifiers. For example, the
curved decision boundaries found by QDA and PSVM fail to separate well the two classes
of the moon data set, but LDAC-CBDR and LSVM-CBDR do. Additionally, based on the
classification accuracies shown in Figure 5.7, Figure 5.8 and Figure 5.9, we see that
CBDR enhances the linear classifiers to be better or comparable to the nonlinear
















Figure 5.7: Classification accuracies of LDAC, LDAC-CBDR and QDA classifiers on xor,















Figure 5.8: Classification accuracies of LMLP, LMLP-CBDR and TSMLP classifiers on
















LSVM LSVM-CBDR RSVM PSVM
Figure 5.9: Classification accuracies of LSVM, LSVM-CBDR, RSVM and PSVM
classifiers on xor, moon and circle data sets.
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5.3.2 Evaluation Using Real-World Data
In this section, we evaluate the proposed CBDR on real-world data. Again we
compare linear classifiers equipped with CBDR against linear classifiers alone and
nonlinear classifiers. To test the strong generality of CBDR, furthermore, we combine
CBDR with each of two inherently nonlinear classifiers: naive Bayes with kernel density
estimation (NB) and Decision Tree (DT), resulting in NB-CBDR and DT-CBDR,
respectively. We consider two classification tasks: imbalanced classification and general
classification. For the imbalanced classification task, we select six imbalanced data sets
from the KEEL repository [2]. Ten data sets are chosen from UCI Data Repository [28]
for general classification. The criteria of our selection are: (1) all attributes/features must
be numerical; (2) the number of features is small or moderate so that the study of the
nonlinear problem is meaningful, since data in the high-dimensional feature space are
more likely to be linearly separable. General information about the six imbalanced and ten
UCI datasets is shown in Table 5.1 and Table 5.2, respectively. To make the evaluation
results reliable, we use ten-fold cross-validation and Estimated Mean Accuracy (EMA)





where pi denotes the percentage of correct classification in the ith fold validation; SEM =
σ√
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. So, the higher EMA and lower SEM, the better
classification performance is.
Table 5.1: General information about the six imbalanced data sets used in the experiments.
In this table, #Class denotes the number of classes, #Attribute denotes the number
of attributes, #Sample is the number of samples and IR means imbalanced ratio.
Name of dataset #Class #Attribute #Sample IR
Glass1 2 9 214 1.82
Pima 2 8 768 1.87
Wisconsin 2 9 683 1.86
Vowel0 2 13 988 9.98
Autos 6 15 159 16.0
Penbased 10 16 1100 1.95
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Table 5.2: General information about ten UCI datasets used in the experiments. In this table,
#Class denotes the number of classes, #Attribute denotes the number of attribute
and #Sample is the number of samples.
Name of dataset (acronyms) #Class # Attribute #Sample
Musk version 1 (Musk) 2 166 476
SPECTF heart (SHeart) 2 44 267
Wisconsin diagnotic breast cancer (WDBC) 2 30 569
Banknote 2 4 1,372
Sonar 2 60 208
Haberman 2 3 306
Seeds 3 7 210
Statlog vechicle Sihouettes (SVS) 4 18 846
Glass 6 9 214
Urban land cover (ULC) 9 147 675
Experimental Results on Real-World Data: The EMA±SEM values of all classifiers are
shown in Table 5.3, Table 5.4, Table 5.5 and Table 5.6. In addition, the best result among
all algorithms is in bold type in all tables. Firstly, we compare linear classifiers equipped
with CBDR against linear classifiers alone and their nonlinear variants. According to Table
5.3, Table 5.4, Table 5.5, we have the following observations:
• Linear classifiers equipped with CBDR obtain the best results on the majority of all
data sets. In particular, LSVM-CBDR achieves the best results on 12 out of 16 data
sets.
• From Table 5.3, it can be seen that LDAC-CBDR outperforms LDAC on 5 out 6
imbalanced data sets and 8 out of 10 UCI datasets, demonstrating that LDAC-CBDR
is better than LDAC. For Pima, Haberman and ULC, LDAC-CBDR only finds one
subclass for each class so that LDAC-CBDR obtains the same classification accuracy
as LDAC. In addition, comparing LDAC-CBDR with QDA, it is easily observed that
LDAC-CBDR is better than QDA on the majority of imbalanced and UCI data sets.
Furthermore, LDAC-CBDR is significantly superior to QDA on some data sets. In
particular, QDA only achieves 0.6405, 0.4771, 0.6700 and 0.5652 for Glass1, Autos,
Musk and Glass data set, respectively. But, LDAC-CBDR obtains 0.7894, 0.6492,
0.8758 and 0.6870 for them, respectively.
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• Based on the classification accuracy shown in Table 5.4, similar to LDAC-CBDR,
LMLP-CBDR improves LMLP on the majority of imbalanced and UCI data sets.
Additionally, comparing LMLP-CBDR with TSMLP, it is clear that LMLP-CBDR
outperforms TSMLP on 5 out 6 imbalanced data sets. However, for UCI data sets, it
is interestingly found that LMLP-CBDR is better than TSMLP on most of data sets
with more than two classes and achieves similar classification accuracy as TSMLP
on the UCI data sets with two classes.
• From Table 5.5, we find that LSVM-CBDR enhances the classification accuracy of
LSVM on most data sets and makes significant improvement on more than two
classes. For instance, LSVM-CBDR improves the classification accuracy of LSVM
on Autos from 0.4279 to 0.5904 and ULC from 0.3689 to 0.6325. Moreover, we can
note that LSVM-CBDR achieves better results than RSVM and PSVM on 12 out of
16 data sets and 13 out of 16 data sets, respectively; in particular, LSVM-CBDR
outperforms RSVM on all imbalanced data sets.
Therefore, based on these observations on the real-world data sets, they further confirm
that CBDR can enhance the classification accuracy of the linear classifier, especially for
classifying imbalanced data sets.
Then we apply CBDR on two inherently nonlinear classifiers: NB and DT classifiers.
We compare NB with NB-CBDR, and DT with DT-CBDR. From Table 5.6, it is easily
seen that CBDR enhances classification accuracies of both NB and DT on the majority of
imbalanced and UCI data sets. In particular, CBDR significantly improves the NB
classifier. NB-CBDR increases the classification accuracies of NB on most data sets by
over 5%, and NB-CBDR even outperforms NB on Haberman by over 27%.
In summary, we note the following observations:
• CBDR enabled three classical linear classifiers to work well on nonlinear data —
significantly outperforming these linear classifiers on their own, with performance
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Table 5.3: EMA±SEM values of LDAC, LDAC-CBDR and QDA on all imbalanced and
UCI datasets
Datasets
Methods LDAC LDAC-CBDR QDA
EMA ± SEM EMA ± SEM EMA ± SEM
Imbalanced Data Sets
Glass1 0.6359±0.0199 0.7894±0.0297 0.6405±0.0291
Pima 0.7783±0.0234 0.7783±0.0234 0.7472±0.0202
Wisconsin 0.9605±0.0069 0.9620±0.0062 0.9546±0.0083
Vowel0 0.9514±0.0026 0.9828±0.0043 0.9980±0.0013
Autos 0.5596±0.0362 0.6492±0.0381 0.4771±0.0562
Penbased 0.8800±0.0090 0.9573±0.0056 0.9664±0.0043
UCI Data Sets
Musk 0.8109±0.0125 0.8758±0.0122 0.6700±0.0129
SHeart 0.7610±0.0230 0.7869±0.0188 0.7942±0.0055
WDBC 0.9561±0.0075 0.9684±0.0057 0.9579±0.0134
Banknote 0.9759±0.0050 0.9825±0.0038 0.9832±0.0039
Sonar 0.7498±0.0376 0.8648±0.0229 0.7555±0.0333
Haberman 0.7481±0.0181 0.7580±0.0214 0.7484±0.0174
Seeds 0.9667±0.0102 0.9667±0.0102 0.9429±0.0156
SVS 0.7966±0.0107 0.8191±0.0124 0.8569±0.0101
Glass 0.6530±0.0356 0.6870±0.0197 0.5652±0.0282
ULC 0.8090±0.0098 0.8090±0.0098 0.3362±0.0174
Table 5.4: EMA±SEM values of LMLP, LMLP-CBDR and TSMLP on all imbalanced and
UCI datasets
Datasets
Methods LMLP LMLP-CBDR TSMLP
EMA ± SEM EMA ± SEM EMA ± SEM
Imbalanced Data Sets
Glass1 0.6628±0.0305 0.7433±0.0207 0.7431±0.0213
Pima 0.7783±0.0242 0.7888±0.0205 0.7706±0.0224
Wisconsin 0.9663±0.0079 0.9692±0.0074 0.9678±0.0057
Vowel0 0.9737±0.0027 0.9737±0.0027 0.9909±0.0028
Autos 0.5538±0.0385 0.5788±0.0261 0.5517±0.0442
Penbased 0.8636±0.0121 0.8745±0.0094 0.8745±0.0112
UCI Data Sets
Musk 0.8171±0.0159 0.8465±0.0165 0.9159±0.0090
SHeart 0.7755±0.0204 0.7865±0.0112 0.8093±0.0201
WDBC 0.9701±0.0053 0.9701±0.0053 0.9702±0.0074
Banknote 0.9811±0.0048 0.9905±0.0034 0.9964±0.0016
Sonar 0.7783±0.0367 0.8317±0.0228 0.8890±0.0229
Haberman 0.7414±0.0192 0.7477±0.0228 0.7351±0.0236
Seeds 0.9381±0.0214 0.9476±0.0180 0.9286±0.0216
SVS 0.7552±0.0109 0.7552±0.0109 0.7400±0.0154
Glass 0.6494±0.0309 0.6632±0.0310 0.6262±0.0288
ULC 0.7511±0.0195 0.7511±0.0195 0.8074±0.0135
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Table 5.5: EMA±SEM values of LSVM, SVM-CBDR, RSVM and PSVM on all
imbalanced and UCI datasets
Datasets
Methods LSVM LSVM-CBDR RSVM PSVM
EMA ± SEM EMA ± SEM EMA ± SEM EMA ± SEM
Imbalanced Data Sets
Glass1 0.6403±0.0095 0.7853±0.0254 0.7706±0.0136 0.7249±0.0295
Pima 0.7757±0.0246 0.7783±0.0236 0.6509±0.0216 0.6534±0.0207
Wisconsin 0.9678±0.0081 0.9678±0.0081 0.8813±0.0116 0.9327±0.0085
Vowel0 0.9717±0.0036 1.0000±0.0000 0.9980±0.0013 1.0000±0.0000
Autos 0.4279±0.0551 0.5904±0.0363 0.2888±0.0335 0.2892±0.0210
Penbased 0.9709±0.0057 0.9773±0.0045 0.0691±0.0028 0.7027±0.0136
UCI Data Sets
Musk 0.8363±0.0197 0.9011±0.0185 0.5652±0.0022 0.5551±0.0276
SHeart 0.7647±0.0225 0.7869±0.0231 0.7942±0.0055 0.7120±0.0181
WDBC 0.9525±0.0095 0.9578±0.0095 0.6274±0.0171 0.6274±0.0171
Banknote 0.9884±0.0036 1.0000±0.0000 1.0000±0.0000 0.9985±0.0010
Sonar 0.7926±0.0138 0.8167±0.0231 0.8695±0.0152 0.8457±0.0176
Haberman 0.7186±0.0190 0.7611±0.0214 0.7351±0.0213 0.5257±0.0496
Seeds 0.9095±0.0218 0.9143±0.0254 0.8857±0.0227 0.9619±0.0138
SVS 0.8227±0.0095 0.8534±0.0103 0.4066±0.0111 0.2045±0.0126
Glass 0.6448±0.0273 0.7015±0.0234 0.7100±0.0172 0.6872±0.0308
ULC 0.3689±0.0294 0.6325±0.0186 0.1466±0.0141 0.1154±0.0189
Table 5.6: EMA ±SEM values of NB, NB-CBDR, DT and DT-CBDR on all imbalanced
and UCI datasets
Datasets
Methods NB NB-CBDR DT DT-CBDR
EMA ± SEM EMA ± SEM EMA ± SEM EMA ± SEM
Imbalanced Data Sets
Glass1 0.7160±0.0324 0.8136±0.0315 0.7606±0.0338 0.8132±0.0331
Pima 0.7355±0.0171 0.7614±0.0260 0.7019±0.0191 0.7121±0.0191
Wisconsin 0.9678±0.0061 0.9678±0.0061 0.9502±0.0090 0.9590±0.0075
Vowel0 0.9767±0.0030 0.9909±0.0035 0.9818±0.0039 0.9889±0.0024
Autos 0.5733±0.0265 0.6417±0.0307 0.7863±0.0311 0.7863±0.0311
Penbased 0.8573±0.0129 0.9391±0.0043 0.8636±0.0125 0.8945±0.0136
UCI Data Sets
Musk 0.8319±0.0137 0.9095±0.0115 0.7668±0.0218 0.8512±0.0247
SHeart 0.7303±0.0302 0.8017±0.0193 0.7604±0.0247 0.7868±0.0242
WDBC 0.9438±0.0100 0.9438±0.0100 0.9192±0.0131 0.9579±0.0047
Banknote 0.9176±0.0038 0.9789±0.0054 0.9854±0.0029 0.9854±0.0029
Sonar 0.7788±0.0146 0.8357±0.0214 0.7164±0.0249 0.7929±0.0194
Haberman 0.4600±0.0480 0.7382±0.0184 0.6731±0.0263 0.7022±0.0219
Seeds 0.9143±0.0138 0.9238±0.0162 0.9286±0.0177 0.9286±0.0177
SVS 0.6205±0.0125 0.7092±0.0115 0.7506±0.0189 0.7540±0.0161
Glass 0.6543±070343 0.7097±0.0148 0.7006±0.0257 0.7106±0.0234
ULC 0.8236±0.0151 0.8369±0.0115 0.7733±0.0107 0.7895±0.0144
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that is competitive with or even better their nonlinear variants.
• CBDR improved performance of two additional inherent nonlinear classifiers.
• In particular, CBDR led to consistent and significant outperformance on imbalanced
data.
5.4 Summary
In this chapter, we have proposed a general method, cluster-based data relabelling
(CBDR), to improve the classification performance of linear classifiers as well as
nonlinear ones, and demonstrated its achievement of this goal through extensive
experimentation using a large number of classifiers on a wide range of artificial and real
data sets. CBDR seeks to find non-overlapping class-specific clusters, relabel data by the
clusters they belong to in order to learn cluster-based decision boundaries rather than
class-based decision boundaries. A mapping between new class labels and original ones
can be easily set up since each cluster belongs to one and only one class. A linear
classifier, in fact any classifier, can be applied to the relabelled data. Experiments on
artificial nonlinear data sets (xor, moon and circle) have illustrated the cluster-based
decision boundaries and have demonstrated superior classification performance by CBDR.
Further extensive experiments on real data sets have demonstrated significant performance
gains due to the use of CBDR. These experiments provide strong evidence for us to
conclude that CBDR is an effective generic method for enhancing the classification
performance of linear classifiers as well as nonlinear classifiers. In particular, this method
could potentially offer an excellent solution to the class imbalanced classification problem.
101
CHAPTER VI
A Novel Gaussian Mixture Model for Classification
To further demonstrate the value of cluster-based supervised classification, we present
a novel extension of the original Gaussian mixture model (GMM) classifier, called
separability criterion based GMM (SC-GMM) classifier.
6.1 Motivation
Gaussian mixture models are a probabilistic model for representing normally
distributed subpopulations within an overall population. Mixture models in general do not
require knowledge of which subpopulation a data point belongs to, allowing the model to
learn the subpopulations automatically. Since subpopulation assignment is not known, this
constitutes a form of unsupervised learning.
In statistics and machine learning, classification is the problem of assigning a data
sample to one of a group of categories based on the information available in a set of data
samples whose class labels are known. Classification is studied in many areas, including
pattern recognition, computer vision and natural language processing. Many methods
have been proposed to learn to perform classification. Some aim to separate different
classes by maximising the margins of decision boundaries between classes, for example
SVM [20]. Some methods utilise Bayes decision theory to calculate class posterior
probabilities from class prior probabilities and class-conditional densities. In the real
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world, however, the boundaries between different classes are complex, and the estimates
of the class-conditional densities may not be accurate enough. This may be caused by a
lack of information about the true functional form of the class-conditional density or an
insufficient number of samples that can be used to estimate the parameters of the
class-conditional densities [81]. Fortunately, mixture models can be used to represent
arbitrarily complex probability density functions [32], which makes mixture models a
suitable candidate to represent complex class-conditional densities. In particular, it has
been demonstrated that Gaussian Mixture Model (GMM) can approximate any target
density with arbitrary precision [72]. GMM is usually used for unsupervised learning, but
is also used for supervised learning or classification. However, the performance of GMM
as a classifier is not impressive compared with other conventional classifiers such as
k-nearest neighbours, support vector machine, decision tree and naive Bayes.
In order to improve the performance of GMM as a classifier, we need to answer an
important question. How many Gaussian components should be used to approximate the
data distribution? A GMM with too many Gaussian components may overfit the data,
whilst a GMM with too few components may not be flexible enough to approximate the
true underlying density distribution. Therefore, it is necessary for a GMM classifier to
choose the optimal number of Gaussian components for different data sets.
In this chapter, we seek to answer the above question to improve GMM in its
classification performance. We propose a GMM classifier, SC-GMM, based on a
separability criterion, which can automatically find the optimal number of Gaussian
components for a given data set. The separability criterion [119] aims to find the
clustering of each class that maximises the average distance between the mean of a class
and the means of clusters in this class. So, the clusters found by the separability criterion
for each class are mutually as separate as possible, like the clusters shown in Figure 6.1.
SC-GMM takes the number of clusters as the optimal number of Gaussian components for
each class, and uses it as the input to the Expectation-Maximisation (EM) algorithm [23]
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to obtain the final GMM. This final GMM is our SC-GMM classifier.
Figure 6.1: Illustration of clusters found by the separability criterion, where the orange
circles in each class represent clusters.
The remainder of this chapter is organised as follows. Section 6.2 presents related
work, which briefly introduces GMM and the selection of GMM. The details of the SC-
GMM classifier are described in Section 6.3. Experiments on a set of machine learning
data sets are provided in Section 6.4. Finally, Section 6.5 concludes this chapter.
6.2 Related Work
6.2.1 Gaussian Mixture Model
A Gaussian Mixture Model (GMM) is a category of probabilistic model which states
that all generated data samples are derived from a mixture of finite Gaussian densities. So,
GMM models the distribution of a data set by using a number of Gaussian densities. In





(x− µ)TΣ−1(x− µ)), (6.1)
where x represents a d-dimensional data vector, µ ∈ Rd is the mean of a Gaussian density
and Σ is the d× d covariance matrix of the Gaussian density. In GMM, a Gaussian density
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where wk is the mixing weight of the kth component, with
∑K
k=1wk = 1 and
wk ≥ 0, k = 1, 2, · · · , K. According to Equation (6.2), if the mean µk and covariance
matrix Σk of components as well as mixing weights wk are known, then we can easily
model the distribution of a data set by using GMM. Unfortunately, wk, µk and Σk are
unknown in most cases. So, wk, µk and Σk are the parameters of GMM, and we use the
notation θ to collectively denote the parameters of GMM as:
θ = {wk, µk,Σk}, k = 1, 2, · · · , K.
To estimate θ, the well known Expectation-Maximisation (EM) algorithm [23] is
commonly used. The EM algorithm is a maximum likelihood estimation method, which
finds the maximum likelihood of a model through iteration. There are two steps in the EM
algorithm: expectation step and maximisation step. The EM algorithm alternates between
performing an expectation step and a maximisation step to achieve the maximum
likelihood until a certain stop condition is satisfied or a specified number of iterations is
completed.
For a given K-component GMM with respect to a data set X = {x1,x2, · · · ,xn} and
all xi ∈ Rd, the algorithm is given as follows:
• Expectation step: the EM algorithm calculates the likelihoods that the components
generate each sample. The likelihood L(Ck|xi) that the kth component Ck generates





• Maximisation step: the EM algorithm updates the mean and covariance of each
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component as well as the mixing weights based on the likelihoods calculated in the













i=1 L(Ck|xi)(xi − µk)(xi − µk)T
nwk
, (6.6)
where n is the number of samples. Through the iterative application of Equation
(6.3) and Equations (6.4), (6.5) and (6.6) for all components Ck, we complete the
estimation of the parameters θ.
6.2.2 Gaussian Mixture Model Selection
For a given set of data which includes classes ci, i = 1, 2, · · · , C, the task of a classifier
is to assign a sample x to one of the C classes. Based on Bayes decision theory, which
aims to minimise the probability of error, the classifier assigns x to the class ci that yields
the maximum posteriori probability P (ci|x). Usually, P (ci|x) is unknown, but according
to Bayes rule, P (ci|x) can be calculated by using the class-conditional probability P (x|ci)
and the prior probability of the class P (ci). So, the main idea of a classifier based on Bayes
decision theory can be stated as:
x ∈ ci if ci = arg max
cj
P (x|cj)P (cj). (6.7)
As a classifier that is based on Bayes decision theory, the GMM classifier uses several
Gaussian distributions to approach the true density of a class. It obtains class-conditional
probability based on these Gaussian distributions, and then computes posteriori probability.
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How many Gaussian distributions should be used for each class? There are many GMM
selections for every class. So, we assume that there are Li candidate Gaussian mixture
models for class ci and denote them as Mil, l = 1, 2, · · · , Li. Here, each Mil consists of
the parameters of the model θil and the number of Gaussian components Kil. Thus, each
model Mil implements the class-conditional probability P (x|ci) as
∑Kil
k=1 P (x|θil, k). The
best model Mij is selected to model the data distribution of class ci, when it satisfies the
following condition:





P (x|θil, k). (6.8)
Therefore, the selection of the Gaussian mixture model is significant for the GMM
classifier, which includes the selection of θil and Kil. According to the description of
GMM above, the parameter θij of Mij can be estimated by the EM algorithm. But, how do
we find the number of Gaussian components K of model Mij? This is a big problem for a
GMM classifier, as the mixture may overfit the data if there are too many components,
whilst a mixture with too few components may not be flexible enough to approximate the
true underlying model. So, the selection of K significantly influences the performance of
the GMM classifier. There are many criteria proposed for GMM to select K: the
well-known and commonly used criteria are Akaike information criterion (AIC) [1] and
Bayesian information criterion (BIC) [106].
Both AIC and BIC select the optimal value for K by introducing a penalty term to find
the trade-off between the goodness of fit of the model and the simplicity of the model. They
are respectively defined as:
SAIC = 2p− 2ln(L̂) (6.9)
SBIC = pln(n)− 2ln(L̂) (6.10)
where ln() is the logarithm function, p is the number of estimated parameters in the
model, L̂ is the maximum value of the likelihood function for the model, and n denotes
the number of samples in a data set. AIC takes the number of components of the model
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which minimises SAIC as the optimal number of components Kopt. Similarly to AIC, BIC
prefers the model with the lowest SBIC and takes the corresponding number of
components as Kopt.
The algorithm based on AIC or BIC to find the optimal number of components Kopt for
each class is summarised in Algorithm 4. Given a maximum value Kmax, we run the EM
algorithm Kmax times with k = 1 to Kmax, calculating SAIC or SBIC for every k and then
take the k corresponding to the lowest value of SAIC or SBIC as the optimal value Kopt.
Algorithm 4 Finding the optimal number of components Kopt based on the AIC or BIC
criterion. In this algorithm, C is the number of classes,Kmax denotes the maximum number
of Gaussian components to consider for a class andKiopt is the optimal number of Gaussian
components of the ith class.
Input: A set of training samples Tset and Kmax.
Output: Kopt.
1: Kopt = {};
2: for i = 1 to C do
3: for k = 1 to Kmax do
4: Apply GMM with k on Tset.
5: p, L̂ = GMM(Tset, k);
6: SAIC = 2p− 2ln(L̂) or SBIC = pln(n)− 2ln(L̂);
7: end for
8: Kiopt = arg min
k
(SAIC or SBIC);
9: Kopt = Kopt ∪ {Kiopt};
10: end for
11: return Kopt
Based on the values of Kopt found by AIC or BIC as well as the EM algorithm, we can
obtain the final GMMs of a data set. We denote the final GMMs as AIC-GMM classifier
and BIC-GMM classifier, respectively.
108
6.3 Separability Criterion for GMM Classifier
6.3.1 SC-GMM Classifier
In this section, we give the details of the GMM classifier based on a separability
criterion, which is called SC-GMM classifier. SC-GMM classifier uses the separability
criterion [119] and an agglomerative hierarchical clustering algorithm to find Kopt for
each class. The separability criterion attempts to find the clustering that maximises the
average distance between the mean of a class and the means of clusters in this class, which
is defined as follows:
K∗i = arg max
k
(AEDik), (6.11)
where K∗i is the optimal number of clusters in class i. We take K
∗
i as the optimal number
of Gaussian components Kopt for class i, and AEDik is the average Euclidean distance






‖µij − µi‖22, (6.12)
where µij is the mean of the jth cluster in class i and µi is the mean of class i. It is clear
that the larger AED, the more separated the clusters are from each other. The algorithm
based on the separability criterion to find Kopt for each class is described in Algorithm 5.
After obtaining the values of Kopt, we use these Kopt values and the EM algorithm to
obtain the final GMM of a data set. The final GMM is the SC-GMM classifier. Apart from
the AIC-GMM classifier and BIC-GMM classifier, we also compare SC-GMM classifier
with variational Bayesian Gaussian mixture (VBGM). VBGM is a state-of-the-art variant
of the GMM with variational inference algorithms [5] that maximises a lower bound on
model evidence instead of data likelihood. To get the values of Kopt for each class, VBGM
uses the Dirichlet process inference algorithm (DP) [9].
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Algorithm 5 Finding the optimal number of components Kopt based on the separability
criterion. In this algorithm, C is the number of classes, µi is the mean of the ith class,
µik is the mean of the kth cluster in the ith class, Kmax denotes the maximum number of
components to consider for a class, and Kiopt is the optimal number of components of the
ith class.
Input: A set of training samples Tset and Kmax.
Output: Kopt.
1: Kopt = {}
2: for i = 1 to C do
3: AEDi = {}
4: Calculate µi.
5: for k = 1 to Kmax do
6: Apply agglomerative hierarchical clustering (HC) and obtain Clusters:
7: Clusters = HC(Tset, k);






10: AEDi = AEDi ∪ {AEDik};
11: end for
12: Kiopt = arg max
k
(AEDi).




6.3.2 Comparison of AIC-GMM Classifier, BIC-GMM Classifier, SC-GMM
Classifier and VBGM Classifier
Firstly, we compare the selected GMMs separately based on AIC, BIC, SC criteria and
DP on an artificial dataset. The artificial dataset is composed of data from three normal
distributions. The details of the three normal distributions are shown in the Table 6.1. We
apply Algorithm 4 and Algorithm 5 to the artificial dataset. We set C = 1 and Kmax = 6.
A visualisation of the selected GMM based on AIC, BIC, SC and DP is shown in Figure
6.2. From Figure 6.2 (a) and (b) we see that SAIC and SBIC achieve the lowest values
when Kopt = 6, so both AIC-GMM classifier and BIC-GMM classifier for the artificial
dataset are composed of six components. In contrast, SC-GMM classifier consists of four
components as the SC criterion achieves the largest AED when Kopt = 4. In addition,
VBGM also finds four components for the artificial data based on DP. Comparing these
GMMs for the artificial dataset, we find that the GMMs of the SC-GMM classifier and
VBGM classifier are closer to the actual distribution of the artificial data.
Table 6.1: Details of the artificial data used



















We also compare the computational times that AIC-GMM, BIC-GMM and SC-GMM
classifiers spend on determining Kopt. According to Algorithm 4 and Algorithm 5, we can
calculate their computational complexities as C ∗ Kmax ∗ t ∗ O(kiniD2) and C ∗ Kmax ∗
O(n2i logni), respectively. Here, t is the number of iterations of the EM algorithm in GMM,
O(kiniD
2) is the time expense per iteration of the EM algorithm [88], ki is the number of
components of class i, ni is the number of samples of class i, D is the dimension of the
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(a) Selected GMM based on AIC criterion (b) Selected GMM based on BIC criterion
(c) Selected GMM based on SC criterion (d) Selected GMM based on DP
Figure 6.2: Visualisations of selected GMM based on AIC, BIC, SC criteria and DP on the
artificial data set. Circles with different colours denote different components
sample, andO(n2i logni) is the time complexity of the agglomerative hierarchical clustering
algorithm [11]. We note that the increase in time complexity of Algorithm 5 is only affected
by ni except C and Kmax, whereas Algorithm 4 is influenced by the growth of t, ki, ni and
particularly D. Therefore, the AIC-GMM classifier and the BIC-GMM classifier both need
much more time to find Kopt for each class than the SC-GMM classifier, especially for data
sets with high dimensionality, such as a face dataset. Furthermore, extensive experiments
on real data sets confirm this, as discussed in Section 6.4.2.
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6.4 Experiments
In our experiments we consider two classification tasks to evaluate the SC-GMM
classifier: general data mining and face verification. For general data mining, we conduct
experiments on ten data sets from the UCI machine learning repository [74] and the KEEL
Data Repository [3][2]. The details of the ten data sets are shown in Table 6.2. For face
verification, we use face images from the Labeled Faces in the Wild (LFW) face database
[49].
Table 6.2: General information about the ten data sets used
Name of data set (Acronym) #Instances #Classes #Attributes
Climate 540 2 18
Dermatology 366 6 34
Glass1 214 2 9
Ionosphere 351 2 33
Musk(Version 1)-Clearn1 (M1-C1) 476 2 166
Seeds 210 3 7
Sonar 208 2 60
Spectheart 267 2 44
Hayes-roth 132 3 4
Multi-feature-fou(MF-fou) 2000 10 76
Face verification is a binary classification problem that aims to decide whether two
given face images belong to the same person (matched pair) or not (mismatched pair).
LFW is an important benchmark database in the face verification area. It comprises 13,233
face images of 5,749 people, which are collected from the Internet with large intra-personal
variations (see Figure 6.3 for some examples). The LFW database is grouped into two
views. View One is a development set of 3,200 pairs, which is used to build models and
select features. View Two is a ten-fold cross-validation set of 6,000 pairs for evaluation.
The size of each image is 250 by 250 pixels. There are three versions of LFW: original,
funneled and aligned. In our experiments, we use the aligned version [126] and a subset of
View Two of LFW. We randomly select 200 matched face pairs and 200 mismatched face
pairs from View Two and crop each image to a size of 80 by 150 pixels as in [58]. Hence, we
have 24,000 features for each image of LFW. Also, we implement dimensionality reduction
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for face images before using the classifiers. We use PCA to reduce data dimensionality and
retain principal components that can explain 95 percent of the variance.
(a) Examples of matched pairs (b) Examples of mismatched pairs
Figure 6.3: Sample images from the LFW face databases
We verify the classification performance of the SC-GMM classifier from three
perspectives: 1) comparing SC-GMM with the original GMM classifier, which does not
use any criteria to find the optimal number of Gaussian components for each class and just
models each class using one Gaussian component; 2) comparing SC-GMM with
AIC-GMM, BIC-GMM and VBGM; 3) comparing SC-GMM with five other widely used
classifiers, namely k-nearest neighbours (kNN), linear support vector machine
(Linear-SVM), radial basis function kernel SVM (RBF-SVM), decision tree (DT) and
naive Bayes (NB). All of these five classifiers can be found in Scikit-learn [96]. In
addition, in our experiments we use ten-fold cross-validation as the evaluation framework
and take estimated mean accuracy (EMA) and standard error of the mean (SEM) as













6.4.1 SC-GMM vs GMM
Firstly, we compare the SC-GMM classifier with the original GMM classifier on the
ten general data sets and LFW face database. The classification accuracies of the original
GMM and SC-GMM classifiers are shown in Table 6.3. From Table 6.3 it is clear that
SC-GMM achieves higher classification accuracy than the original GMM on all ten data
sets. Furthermore, SC-GMM dramatically improves the classification performance of the
original GMM on most of the data sets. For example, SC-GMM improves EMA: 0.5682
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of original GMM to EMA: 0.7955 on Glass1 data set, an increase of 22.73%, and
improves the classification accuracy of GMM on Sonar data set from EMA: 0.6905 to
EMA: 0.8619, an increase of 17.14%. For the face verification task, the SC-GMM
classifier also has superior verification performance to the original GMM. These
observations show that it is insufficient to model the data distribution of a class with only
one Gaussian component. Furthermore, the classification performance of the GMM
classifier has been improved significantly through modelling the data distribution of every
class using several Gaussian components.
Table 6.3: The classification accuracies of original GMM and SC-GMM on all data sets
Data sets
Methods original GMM SC-GMM
EMA ± SEM EMA ± SEM
Climate 0.8870 ± 0.0384 0.9259 ± 0.0406
Dermatology 0.8973 ± 0.0495 0.9622 ± 0.0367
Glass1 0.5682 ± 0.1483 0.7955 ± 0.0547
Ionosphere 0.8944 ± 0.0553 0.9250 ± 0.0431
M1-C1 0.7500 ± 0.0618 0.8854 ± 0.0429
Seeds 0.8857 ± 0.0646 0.9333 ± 0.0680
Sonar 0.6905 ± 0.1300 0.8619 ± 0.0655
Spectheart 0.6741 ± 0.0737 0.7778 ± 0.0794
Hayes-roth 0.6571 ± 0.1187 0.7643 ± 0.1062
MF-fou 0.7500 ± 0.0257 0.8150 ± 0.0266
LFW 0.6250 ± 0.0750 0.6450 ± 0.0678
6.4.2 SC-GMM vs AIC-GMM, BIC-GMM and VBGM
In this subsection SC-GMM is compared with AIC-GMM, BIC-GMM and VBGM.
According to the classification accuracy shown in the Table 6.4, it can be seen that the
SC-GMM classifier and the AIC-GMM classifier obtain close classification accuracy on
all data sets, and SC-GMM outperforms both BIC-GMM and VBGM on 7 out of 11 data
sets. In particular, SC-GMM achieves best face verification performance. Additionally, we
compare SC-GMM with AIC-GMM and BIC-GMM in the speed of finding the optimal
number of Gaussian components. Based on the computation time shown in Table 6.5, it is
clear from this table that the separability criterion used in the SC-GMM classifier is faster
than the AIC criterion used in AIC-GMM and BIC criterion used in BIC-GMM on all data
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sets, which further confirms the abovementioned analysis of time complexity. Moreover,
for the data set with high dimensionality, AIC-GMM and BIC-GMM are time-consuming.
For example, the computation time of AIC-GMM and BIC-GMM on the LFW data set is
47.1232 seconds and 17.6830 seconds, respectively. In contrast, SC-GMM only consumes
0.4886 seconds. Hence, we can conclude that the SC-GMM is more efficient than the
AIC-GMM classifier and BIC-GMM classifier.
Table 6.4: The classification accuracy of AIC-GMM, BIC-GMM, SC-GMM and VBGM
on all data sets
Data sets
Methods AIC-GMM BIC-GMM SC-GMM VBGM
EMA ± SEM EMA ± SEM EMA ± SEM EMA ± SEM
Climate 0.9222 ± 0.0560 0.9167 ± 0.0334 0.9259 ± 0.0406 0.9481 ± 0.0329
Dermatology 0.9649 ± 0.0272 0.9649 ± 0.0272 0.9622 ± 0.0367 0.9459 ± 0.0342
Glass1 0.7727 ± 0.0643 0.7636 ± 0.0698 0.7955 ± 0.0547 0.7045 ± 0.1412
Ionosphere 0.9278 ± 0.0377 0.9278 ± 0.0377 0.9250 ± 0.0431 0.9167 ± 0.0448
M1-C1 0.8937 ± 0.0342 0.8937 ± 0.0342 0.8854 ± 0.0429 0.8229 ± 0.0504
Seeds 0.9381 ± 0.0641 0.9238 ± 0.0883 0.9333 ± 0.0680 0.9524 ± 0.0563
Sonar 0.8667 ± 0.0513 0.8381 ± 0.0680 0.8619 ± 0.0655 0.7571 ± 0.0837
Spectheart 0.7704 ± 0.0569 0.7704 ± 0.0569 0.7778 ± 0.0794 0.7852 ± 0.0679
Hayes-roth 0.7643 ± 0.1239 0.7643 ± 0.1239 0.7643 ± 0.1062 0.8143 ± 0.0795
MF-fou 0.8165 ± 0.0258 0.8135 ± 0.0182 0.8150 ± 0.0266 0.7485 ± 0.0258
LFW 0.6275 ± 0.0647 0.6275 ± 0.0728 0.6450 ± 0.0678 0.6275 ± 0.0596
Table 6.5: The computation time to find the optimal number of components by using AIC,




Climate 37.0739 21.0488 3.8669
Dermatology 10.8137 10.8571 0.3709
Glass1 10.2785 6.8076 0.2877
Ionosphere 5.3044 5.5403 0.6093
M1-C1 42.3008 42.7811 2.3338
Seeds 9.9542 2.1960 0.2048
Sonar 6.7193 8.5999 0.2048
Spectheart 26.3953 26.5191 0.8569
Hayes-roth 26.0510 26.8905 0.2479
MF-fou 71.2184 68.7672 3.6695
LFW 47.1232 17.6830 0.4886
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6.4.3 SC-GMM vs Five Other Classical Classifiers
Finally, we conduct experiments to compare SC-GMM with five widely used
classifiers: kNN(k=1), Linear-SVM, RBF-SVM, DT and NB on all data sets. The
classification accuracy of different classifiers are shown in Table 6.6, and the best
classification accuracy is in bold. Based on the comparison of classification accuracy
shown in Table 6.6, we observe that:
• Separately comparing the SC-GMM classifier with kNN, Linear-SVM, RBF-SVM
and NB, the SC-GMM classifier achieves higher classification accuracy on 8 out of
11 data sets, 10 out of 11 data sets, 8 out of 11 data sets and 10 out 11 data sets,
respectively. Moreover, the SC-GMM classifier outperforms DT on all eleven data
sets.
• Collectively comparing the SC-GMM classifier with the five classifiers, it is
observed from Table 6.6 that the SC-GMM classifier obtains the best classification
accuracy on 4 out of 11 data sets and second best on 7 out of 11 data sets, whilst
kNN, Linear-SVM, RBF-SVM, DT and NB are only the best on 2 out of 11, 1 out of
11, 3 out of 11, 0 out of 11 and 1 out of 11, respectively. Moreover, the second best
classification accuracy achieved by the SC-GMM classifier is close to the best one.
For example, the best classification accuracy for Spectheart and LFW data set are
0.7852 and 0.6525, respectively, and the SC-GMM classifier obtains 0.7778 and
0.6450 (only 0.0074 and 0.0075 inferior to the best).
These observations show that SC-GMM is a competitive classifier.
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Table 6.6: The classification accuracies of kNN, Linear-SVM, RBF-SVM, DT, NB and SC-
GMM on all data sets
Data sets
Methods




















































































































































































































In this chapter we propose a novel GMM classifier, called SC-GMM, which quickly
finds the optimal number of Gaussian components for each class, and classifies a new
sample by utilising these Gaussian components of each class. Extensive experiments show
that SC-GMM significantly improves the classification performance of the original GMM
classifier. Compared with three variants of the original GMM classifier, namely,
AIC-GMM, BIC-GMM and VBGM, SC-GMM is more efficient since it not only finds the
optimal number of Gaussian components for each class far more quickly than AIC-GMM
and BIC-GMM, but also can achieve classification accuracy that is competitive with them.
In addition, compared with five other widely used classifiers, SC-GMM enables the
original GMM classifier to become competitive with them.
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CHAPTER VII
Conclusions and Future Work
This chapter concludes the thesis with a summary of the studies and contributions, and
an outlook for future work.
7.1 Conclusions
In this thesis, we focus on cluster-based supervised classification with the aim of
developing cluster-based feature extraction methods and classifiers to improve the
performance of supervised classification. Details of our contributions are summarised in
the following:
Chapter III conducted a study on the importance of considering within-class
multimodality in the process of feature extraction. In our real-world classification
problems there exist multiple subclasses (or clusters) within a class; in other words, the
underlying data distribution is within-class multimodal. One example is face recognition,
where a face (i.e. a class) may be presented in frontal view or side view, corresponding to
different modalities. But, how to address the within-class multimodality issue is still an
unsolved problem. To resolve this problem, this study is guided by five key questions, and
conducted through experimentation on artificial data and real data. In addition, we
established a case for within-class multimodal classification that is characterised by the
concurrent maximisation of between-class separation, between-subclass separation and
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within-class compactness. The extensive experimental results led to the following useful
findings: 1) when within-class multimodality is present, the concurrent maximisation of
between-class separation, between-subclass separation and within-class compactness can
lead to significant performance gains; 2) within-class multimodal classification offers a
competitive solution to face recognition under different lighting and face pose conditions,
where each lighting/pose condition corresponds to a separate modality in the data space;
3) there is a correlation between multimodality and performance gain in within-class
multimodality classification. Optimal performance can be expected if the number of
modalities in the within-class multimodality classification algorithm is the same as the
true number of within-class modalities.
Chapter IV proposed a new cluster-based feature extraction method, which is called
global subclass discriminant analysis (GSDA). It is well known that linear discriminant
analysis (LDA) provides an analytic solution to the mathematical problem of finding a
subspace that maximises interclass distance and concurrently minimises intraclass
distance. It works very well on linearly separable data, but not well on data that are not
linearly separable. A number of variants have been proposed in the literature to address
the nonlinear data problem, including subclass-based LDAs. An important problem with
these variants is that subclasses are selected in a local, class-specific way, and the
optimisation objective becomes complex and thus the meaning of the optimisation process
is less clear. To solve this problem, GSDA is developed. GSDA selects subclasses in a
global way by clustering the whole data set, rather than one class at a time, and derives
class-specific subclasses on the basis of these global subclasses. It then seeks to maximise
interclass distance and minimise intraclass distance based on these class-specific
subclasses, which means that it is optimally trying to separate all subclasses and
concurrently to make them as compact as possible. Clustering is done using an algorithm
called rough-refine clustering, which is proposed in this thesis. GSDA is extensively
evaluated on a wide range of data through comparison with the state-of-the-art in LDA
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algorithms, including subclass-based LDA variants such as SDA, MSDA and SSDA, as
well as kernel-based nonlinear LDA variants, including KDA, KMSDA and KSDA.
Experimental results demonstrated clear advantages of GSDA over these benchmarks in
terms of accuracy and run time.
Chapter V presented the cluster-based data relabelling (CBDR) method to enable
linear classifiers to work on nonlinear data. It is well known that linear classifiers are
generally simpler and more explainable than their nonlinear variants, and they can achieve
satisfactory classification performance on linearly separable data. However, not
surprisingly, performance can be unsatisfactory on data that is not linearly separable, or
nonlinear data for short. Linear classifiers can be extended to deal with nonlinear data,
and one common approach is to introduce kernels into linear classifiers. However, this has
to be done on a case-by-case basis. In contrast, CBDR is a generic method. CBDR can be
easily applied to different linear classifiers. To achieve this, CBDR partitions the data set
into several nonoverlapping class-specific clusters, relabels each cluster separately, and
then applies a linear classifier to the relabelled data to seek cluster-based linear decision
boundaries instead of class-based decision boundaries. CBDR has been evaluated along
with three classic linear classifiers: linear discriminant analysis classifier (LDAC), linear
support vector machine (LSVM), and linear multilayer perceptron (LMLP). Experimental
results using a large number of real data sets and artificial data sets demonstrated the
utility of CBDR, which significantly enhanced the classification performance of these
three linear classifiers. Additionally, we compared some CBDR-equipped nonlinear
classifiers, naive Bayes classifier and decision tree, with these classifiers alone by
experiments. Extensive experimental results show that the CBDR-equipped classifiers are
always better than or comparable to these classifiers alone in classification performance.
Furthermore, the most significant outperformance is observed on imbalanced data in both
cases.
Chapter VI proposed a novel Gaussian mixture model (GMM), called SC-GMM
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classifier, where SC denotes separability criterion. GMM is usually used for unsupervised
learning to learn the subpopulations and the subpopulation assignment automatically. It is
also used for supervised learning or classification to learn the boundary of subpopulations.
However, the performance of GMM as a classifier is not impressive compared with other
conventional classifiers such as k-nearest neighbours, support vector machine, decision
tree and naive Bayes. To enhance the classification performance of GMM on the
supervised classification problem, in this chapter we developed the SC-GMM classifier.
The SC-GMM classifier finds the optimal number of Gaussian components for each class
based on the separability criterion and then determines the parameters of these Gaussian
components by using the Expectation Maximisation algorithm. Extensive experiments
have been carried out on classification tasks from general data mining to face verification.
Results show that SC-GMM significantly outperforms the original GMM classifier. In
addition, experimental results also show that SC-GMM is comparable in classification
accuracy to three variants of GMM classifier: Akaike information criterion-based GMM
(AIC-GMM), Bayesian information criterion-based GMM (BIC-GMM), and variational
Bayesian Gaussian mixture (VBGM). However, SC-GMM is significantly more efficient
than both AIC-GMM and BIC-GMM. Furthermore, compared with k-nearest neighbours,
support vector machine, decision tree and naive Bayes, SC-GMM classifier achieves
competitive classification performance.
7.2 Future Work
The research presented in this thesis focuses mainly on general classification tasks.
However, the idea of applying clustering to classification has huge potential in many
specific scenarios. Image-based face recognition is one such scenario, as face data is
structured. With an appropriate feature extraction method, the face images of a person
tend to form multiple clusters according to properties of the faces, for example, age and
pose. Future work will study how to apply cluster-based classification (CBC) to
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age-related face recognition (ARFR) and pose-related face recognition (PRFR).
In ARFR, we will focus on two aspects: age-invariant face recognition (AIFR) and age
estimation in face recognition (AEFR). Facial ageing affects the shape and texture of the
face and thus the accuracy of face recognition. AIFR refers to an automatic face
recognition technology that can recognise faces despite the appearance variations on age.
AIFR methods are very important in some applications, including identifying missing
children, law enforcement, and multiple registration detection. The existing AIFR
techniques include generative approaches, discriminative methods and deep
learning-based methods [103]. Generative approaches rely on age normalisation before
matching, namely transforming the testing face image to the same age as the gallery face
image. Discriminative methods mainly refer to the age invariant feature descriptors, which
encode the visual clues in face images. In recent years, deep learning-based methods,
especially Convolutional Neural Networks (CNN), have emerged as a powerful machine
learning model. Experimental results show that CNN outperform the generative and
discriminative methods. In our future work, we will use the deep learning method to
extract the features of the face images but will integrate the CBC idea, so as to perform
more local optimisation of the data space in terms of age to achieve better recognition
performance. In AEFR, we will attempt to establish the classification boundary between
the clusters, so that face images can be classified and sorted according to age while
recognising the identity of the face.
In PRFR, we will focus on two aspects: pose-invariant face recognition (PIFR) and
pose estimation in face recognition (PEFR). PIFR is the process of recognising people
using facial images captured in arbitrary poses, which is of great application value in some
scenarios like train stations, airports and banks. The subject’s attention is rarely focused
on the surveillance cameras, so the camera in these public places usually capture only
non-frontal face images. When the non-frontal face images are used to match the frontal
face images in the gallery, the accuracy of face recognition is typically greatly reduced.
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Therefore, PIFR methods are needed to solve this problem. The existing PIFR methods can
be divided into four categories [26]: (a) pose transformation for face matching; (b) finding
a shared subspace of different poses; (c) pose-invariant features; (d) hybrid methods of the
above strategies. With CBC, we will try to obtain the clusters of different poses. Once the
pose clusters are obtained, the pose-invariant features can be extracted by local and global
data space optimisation. In PEFR, we will attempt to establish the classification boundary
between clusters, so that the face images can be classified and sorted according to pose
while recognising the identity of the face.
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