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Introduction
The development of sophisticated computational models for many science and engineering applications, in combination with the availability of fast off-the-shelf computing systems, makes it possible to employ computational optimization techniques in various design, development and analysis processes in science and engineering.
Currently the most commonly used techniques are population-based, biologically inspired algorithms which derive their popularity from their comparatively good performance and their ability to adapt to a wide variety of optimization problems without requiring exhaustive a priori knowledge. In addition, these methods usually provide good scalability for parallel and distributed computation due to their population-based approach.
A relatively new group of methods within this class is Particle Swarm Optimization (PSO) and its various derivatives. PSO was originally developed by Kennedy and Eberhart, who derived the biological inspiration from behavioural models of swarming animals such as bird flocks and fish schools (Kennedy and Eberhart 1995, Shi and Eberhart 1998) . In PSO this behaviour is modelled by a set of individual particles swarming in the parameter space of the optimization problem and for each particle an objective function value is calculated. Each of the particles maintains a memory of the best solution it has found so far and the swarm maintains a similar memory for either the entire swarm (gbest PSO) or a set of local neighbourhoods of particles within the swarm (lbest PSO). These memories are commonly denoted as the cognitive and social components, respectively. Based on these components, in combination with an inertia given by the weighted previous velocity of the particle, a new velocity vector for each particle is calculated in each iteration and used to determine its next position in the parameter space.
Based on single-objective PSO a variety of algorithms have been developed to adapt PSO to optimization problems with several objectives. These algorithms are commonly referred to as Multi-Objective Particle Swarm Optimization (MOPSO) algorithms. Some of the most common MOPSO variations are presented in Moore and Chapman (1999) , Coello and Lechuga (2002) , Fieldsend and Singh (2002) and Reyes-Sierra and Coello (2006) .
In multi-objective optimization the goal is to find an optimal trade-off between several competing objectives for which usually no single optimal solution exists that minimizes all objective function values at the same time. Such an optimization problem can be formally defined as
where F is the feasible space within the search space S based on a set of given constraints. To determine whether one solution is better than another, multi-objective optimization techniques commonly use the concept of Pareto-dominance. A parameter vector x 1 is said to dominate another parameter vector x 2 if and only if f k ( x 1 ) ≤ f k ( x 2 ), ∀k ∈ 1, . . . , n k ∃k ∈ 1, . . . , n k : f k ( x 1 ) < f k ( x 2 ).
All non-dominated solutions form the Pareto-optimal set in parameter space
The set of vectors in objective space corresponding to the parameter vectors of the Pareto-optimal set are denoted as the Pareto-front
For two different solutions from the Pareto-front there exists, however, no generally applicable definition to distinguish their quality further. Doing so requires a human decision maker to select those solutions he or she considers best for the desired purpose. Hwang and Masud (1979) distinguish between three different stages of the optimization process where this selection can take place.
A priori selection is applied before the optimization process is started. Usually this is achieved by using a weighting function which provides a mapping of all objectives to a one-dimensional fitness value. While these individual weights are usually well known, on certain types of Pareto-fronts this approach often fails to find all solutions.
A posteriori based approaches employ the optimization heuristic to discover as many nondominated solutions as possible. They mainly aim for a wide and even spread of these solutions Engineering Optimization 3 over the entire Pareto-front. After the algorithm has terminated the decision maker is presented with all available solutions and can then select the ones preferred.
The third category is formed by the progressive methods which employ the decision maker to articulate preferences during the optimization process allowing dynamic change of preferences as new solutions arise. Many methods that fall into this category are of the Interactive Evolutionary Computation (IEC) paradigm. This paradigm includes all evolutionary computation-based methods that involve human interaction of some sort. The progressive methods belong to a subclass of IEC which Takagi (2001) describes as the 'broader definition' of interactive evolutionary computation. Takagi considers all methods involving a human-machine interface fall into this broader definition, whereas those methods falling into his 'narrow definition' only include those that employ the decision maker as a source of objective function values directly.
Involving a human decision maker during the optimization process for a multi-objective problem provides several significant advantages. Assuming the human decision maker has some knowledge of the field the optimization problem belongs to, he or she can evaluate trial solutions based on a large set of criteria at the same time and include criteria for which no mathematical formulation exists. Such criteria can on the one hand render solutions unfeasible that otherwise perform well in terms of the mathematically defined objectives, but they can also make solutions more preferable even though their performance might otherwise be slightly inferior to other solutions. For an example of the benefit from this, the reader is referred to Kamalian et al. (2004) where user interaction is applied to a microelectromechanical systems (MEMS) design problem.
Although the majority of publications focus on IEC in Takagi's narrow definition, an increasing number of works have been published on progressive optimization using IEC (Takagi 2001 , Kamalian et al. 2004 . In contrast, very few efforts have been made to date to adapt particle swarm optimization for user interaction, even though PSO has several interesting properties which can improve user-fatigue-related problems common to IEC-based methods. It may be noted at this point that there is no clear agreement in the literature on whether particle swarm optimization should be classified as a concept within evolutionary computation or stand by itself. This article follows the line of argument detailed in Engelbrecht (2005, p. 126 ) that it be treated as a separate paradigm within the biologically-inspired, population-based heuristics, as the structural and conceptual differences from common EC techniques are particularly relevant for the proposed approach to interactive optimization.
To date, the authors were able to find only two other approaches to Interactive Particle Swarm Optimization (IPSO) (Máder et al. 2005 , Agrawal et al. 2008 and one approach that uses a priori articulated user preferences in a PSO algorithm (Wickramasinghe and Li 2008) . These approaches will be briefly discussed in Section 2. The small number of approaches can partially be attributed to the fact that PSO is a relatively new optimization technique but also to the problem of incorporating a decision maker into the social interaction model of PSO which, in contrast to other IEC algorithms, has a memory of previous good solutions. However, despite the additional hurdle of incorporating interactivity, these previous works show that the social interaction paradigm in PSO also allows for uniquely different ways of merging user interaction with a population based optimization heuristic.
This article introduces a new approach to Interactive Multi-Objective Particle Swarm Optimization (IMOPSO) which potentially improves human-fatigue-related problems by means of a new user interaction model in combination with a novel user interface concept, based on Heatmap Visualization (HV) (Pryke et al. 2007 ) and ideas from visual analytics (Card et al. 1999, Thomas and Cook 2006) . With an MOPSO algorithm as its basis the method described also employs Paretodominance as a measure of solution quality whereas the majority of progressive optimization methods use aggregation-based approaches in combination with single-objective optimization methods. This allows the human decision maker to effectively guide the swarm with minimal effort.
The following section will describe the modified MOPSO algorithm as well as the graphical user interface. The remainder of the article will provide an evaluation of the method in comparison to a standard MOPSO algorithm.
Interactive Multi-Objective Particle Swarm Optimization (IMOPSO)
IMOPSO aims to combine the capabilities and advantages of MOPSO with the domain-specific knowledge and experience of a human decision maker. This allows optimization of problems based on mathematically formulated objectives as well as guiding optimization based on objectives for which no computational model exists but which may be simple for a human decision maker to evaluate.
Related work
The number of user-preference-based PSO methods is still reasonably small and most methods today rely on a posteriori selection of results. Among the user-preference-based methods, Wickramasinghe and Li (2008) introduced an MOPSO algorithm that is based on a priori selected reference points in objective space. The proximity of globally non-dominated solutions to these reference points then influences their ability to be selected as global guide solutions during the optimization process.
A first progressive approach to PSO was developed by Máder et al. (2005) who used a singleobjective PSO in which the user selects the global and local guides. The approach can be considered as an aggregated approach with an implicit aggregation function presented through the user selections. Their IPSO algorithm, however, requires the user to evaluate every single solution, which effectively severely reduces the possible number of particles and iterations in order to avoid loss of quality due to human fatigue.
Another progressive approach aiming at developing an IMOPSO method was made by Agrawal et al. (2008) . In essence, this approach attempts to reduce the workload on the decision maker by querying the decision maker only after a finitely large archive of non-dominated solutions reaches a set capacity limit. The decision maker is then presented with known non-dominated solutions which are further filtered using a weighting function that is constructed from previous selections. The role of the human decision maker is then to select preferable solutions from this filtered set of non-dominated solutions by means of pair-wise comparison. The approach also incorporates adaptive grid principles to bias the algorithm's selection of guide particles in each iteration.
The method presented in this article is distinctively different in several key aspects from the aforementioned methods. The most significant of these is the way the interaction with the human decision maker is carried out. To allow a more effective user interaction with less restrictions in terms of swarm size and user fatigue, the proposed IMOPSO method employs a novel user interface design to limit the workload on the decision maker by presenting the data in a way more suitable for the human brain to process. This user interface, in contrast to the user interfaces used for the methods of Agrawal et al. and Máder et al., imposes only a minimum of restrictions on the number of solutions presented to the decision maker and the size of the swarm without aggravating human fatigue. While the method of Agrawal et al. does not restrict the size of the swarm, it severely limits the number of solutions the decision maker may choose from. Based on the work by Kamalian et al. (2004) this appears to be undesirable -as a human decision maker might apply criteria to evaluate the quality of a solution which may not be tractable by the mathematical critera applied, i.e. the objective functions. Such criteria might, for example, make a dominated solution preferable to a non-dominated solution.
Apart from the different ways user interaction is implemented, the aim of the IPSO approach of Agrawal et al. was to achieve a more even distribution of solutions over the entire Pareto-front, whereas the method presented in this article is an attempt to provide a high level of influence to the human decision maker, allowing the search to be focused on any interesting region of the Pareto-front and obtain faster convergence and improved spread and solution density in this region.
IMOPSO algorithm
The IMOPSO algorithm presented in this article is based on a standard gbest MOPSO algorithm and incorporates user interaction via the velocity vector update equation. The choice of a gbest approach was made since it allows the swarm to react rapidly to changes in the decision maker's preferences and is generally faster to converge than lbest MOPSO approaches (Engelbrecht 2005) .
In non-interactive MOPSO the velocity update is based on the following equation:
The new velocity is therefore based on the statically weighted previous velocity and pbest and gbest guide solutions which are each weighted with a constant factor and a random value. Commonly the constant factors are chosen to be two and the random factor to be evenly distributed between zero and one. This causes the overall factor to either over-or undershoot the guide with the same probability. A variety of different strategies exists for selecting a guide from the archive, among which random selection still remains the most generally applicable without imposing problem-specific preferences (Coello and Lechuga 2002 , Fieldsend and Singh 2002 , Mostaghim and Teich 2003 , Ireland et al. 2006 . Based on the previous position in parameter space and the new velocity, a new position is calculated in each iteration as
To add user interaction to MOPSO the proposed method replaces the social component of the swarm with a new component which, rather than being chosen from an archive of previouslyfound good solutions, is chosen from a set of solutions that a human decision maker has selected. Each particle in the swarm randomly chooses its gbest guide from this set instead of from the gbest archive. This set of selected solutions is denoted as the gbestselected. The gbest archive of nondominated solutions is, however, still maintained to supply information on globally non-dominated solutions to the decision maker but it no longer influences the velocity update. The velocity update equation in IMOPSO therefore takes the following form (the indices of the coefficients of the new component are incremented to three to make the change apparent)
The pbest component in IMOPSO was left unchanged to limit the input required from the human decision maker. However, in contrast to most MOPSO approaches, it is based on an archive of non-dominated solutions for each particle rather than a single solution memory. Furthermore the pbest guide for each particle in each iteration is selected to be the solution with the closest nearest-neighbour-method proximity to any one of the solutions in the gbestselected group, based on Euclidean distance. Formally expressed, the selection is based on the following equation:
Performing the guide particle selection like this ensures fast convergence to the area of the parameter space which the decision maker is interested in without requiring him to provide any further guidance than choosing the gbestselected solutions. An unwanted side effect of this is, however, that in some cases where the decision maker selects only a very small number of solutions in an early stage of the optimization, all particles assume a similar value for a parameter and the swarm ceases to move in that dimension of parameter space. To compensate for such 'clinging'behaviour, a 'craziness' component (Kennedy and Eberhart 1995) , which adds a random turbulence to the velocities, was added to the position update equation:
For the craziness component a new approach was chosen which bases existence and intensity of the turbulence on the relative movement of each particle in each dimension of parameter space. Essentially such turbulence only occurs when the velocity of the particle in a particular parameter n slows down to a value that causes less than 8% change in relation to the feasible range of this parameter. The following equation formally defines this turbulence:
The intensity of the turbulence is given by f X (0, σ ), a Gaussian distributed random variable with an average of zero and a standard deviation
which decreases the probability of high turbulence with increasing velocity. Preliminary tests of the method showed that, due to the convergence to a specific region, the number of solutions in the pbest archive remained small implying little immediate need for size limitations or additional archiving strategies. In fact, keeping a reasonable number of solutions in the archive appears to be beneficial in case the decision maker redirects the swarm into a different area during the optimization process. However, even though the memory requirement for the archives is reasonably low, for problems with a large number of objectives it may become necessary at some point to constrain the size of the archives in order to limit the time required for sorting and selecting solutions within the archive. A potential solution to this could lie in the adaptive grid approach of Knowles and Corne (2000) .
The reader is directed to Algorithm 1 for a pseudocode implementation and Figure 1 for a flowchart outline of the proposed method.
The structure of the IMOPSO algorithm allows guiding the optimization by only selecting some non-zero number of solutions which the decision maker considers best, based on professional experience, domain knowledge and problem-specific preferences. It also eliminates the need for the decision maker to review every solution in detail which potentially reduces the workload significantly. While the algorithm provides an effective basis for this, the actual workload reduction is achieved by the user interface. The next section will discuss a novel approach to user interaction which was designed specifically for this purpose.
User interface
The user interface is a crucial component of any interactive optimization technique. A good user interface can support the user in making good decisions and reaching these decisions in a short time. The majority of user interfaces in IEC present all results to the user, usually in the form of a plot or graphical representation of each individual design (Kamalian et al. 2004 , Máder et al. 2005 or by a tabular representation of the data (Todd and Sen 1999 (8) Update velocity using equation (7); Update position using equation (9); end for Evaluate S; for each particle p in S do Update p.pbest; end for Update gbest archive; t = t + 1; until t == t max or decision maker stops manually approaches require the user to review every individual solution to make a selection or come to a rating. The design goal for the user interface in IMOPSO was to avoid the need for the user to review all solutions to come to a decision. With only a small number of guide particles necessary for the IMOPSO algorithm the user should be able to focus on the solutions of interest within a very short amount of time and only review those particular solutions more closely. A solution to this is provided by the concept of Visualized IEC (VIEC) (Hayashida and Takagi 2000, Takagi 2000) which uses graphical representations of solution spaces to supply the user with additional information.
A key concept of VIEC is to support the decision maker with a graphical representation of the objective space as opposed to presenting only individual solutions to the decision maker. Combining the graphical representation of the objective space with visual and numerical representations of individual solutions allows a decision maker to understand structural properties of the solutions space, discover relationships of objectives and parameters, and grasp the distribution of solutions during the optimization process.
Typical visualization methods for this are 2D and 3D space plots and self-organized maps. Space plots, however, are limited to problems with two or three objectives only and cannot represent the parameters and objectives for each candidate solution in the same plot. Self-organized maps do not suffer from this limitation but, as with space plots, are usually restricted to visualizing either the objective space or the parameter space, thereby losing the visual correlation of the two as a supplemental source of information.
To make as much information as possible easily accessible raised the need for another visualization method which overcomes the shortcomings of the aforementioned methods. To be effective it had to incorporate basic principles of visual analytics (Card et al. 1999 , Thomas and Cook 2006) and allow extension to an interactive visualization method also based on visual analytics principles. A major reason for continuously assessing the GUI design against these principles is to allow objective evaluation of its quality. Furthermore, a mainly visual interface is capable of reducing the workload on the decision maker by providing the information in a form that is most suitable for a human user. Human information processing is, to a large extent, a visual process and the human brain can easily process large amounts of visual data and recognize patterns and structures that would likely be less apparent if presented non-graphically. Card et al. (1999) summarize the main points of how data visualization can be designed in order to support these capabilities as follows.
• Increased resources: visualization allows for humans to process information in parallel which is usually not possible for data in textual form. In addition, visually presented information increases the available working memory and allows presentation of large amounts of information that is easily accessible when used appropriately.
• Reduced search: the high information density possible in visual representations reduces the need for searching within the data.
• Enhanced recognition of patterns: organizing data by structural relationships enhances the recognition of patterns.
• Perceptual inference: visualized data can support reasoning on data relationships and patterns which in other forms of presentation may not be apparent.
• Perceptual monitoring: visualization can allow monitoring of a large number of potential events.
• Manipulable medium: a manipulable presentation allows the user to explore the data in the given space.
The user interface proposed in this article will use a modified VIEC approach for the user interaction to accommodate the benefits of the underlying IMOPSO algorithms. Rather than using the visualization of the result space as supplementary information to the user, it will be used as the primary means of data representation. This allows a decision maker to identify rapidly those solutions that have interesting properties and ignore all other solutions. Presenting the information graphically also allows the size of the swarm to be increased significantly in comparison to the IPSO approach by Máder et al., as the review of all solutions is reduced to identifying interesting patterns and a close up review is only required for the (usually) small set of interesting solutions. Limitations on the swarm size caused by the interaction are therefore mainly limited to the capabilities of the visualization method.
Among the visualization methods that allow visualization of higher-dimensional spaces the HV by Pryke et al. (2007) seemed to provide an ideal basis for the user interface as it has virtually no limitations on the size of the visualized space. In addition, it is the only visualization method that incorporates a structural correlation between input parameters and their corresponding objective function values. These properties particularly support the concepts of perceptual inference and enhanced recognition. Self-organized maps, though also a highly interesting visualization method, did not provide the same flexibility as HV and also do not incorporate the input parameters in the same plot. Approaches that use two self-organized maps and include plots of solutions in these (Obayashi and Sasaki 2003) partially solve this problem but contradict the idea of keeping the user interface simple and straightforward.
In the standard view of HV, the data is organized in rows and columns, each row representing a candidate solution and each column either a parameter or an objective to the optimization problem. To support the perception of visual patterns the data, by default, is hierarchically clustered based on the Euclidean distance in parameter space of the solutions to each other. For the user interface the HV was extended with sorting capabilities so that a user can sort the data by any of the columns or several columns hierarchically. The columns were also designed to be interchangeable, allowing the user to organize and group parameters and objectives manually. With these enhancements the user interface becomes a manipulable medium which allows the user to explore the available solutions interactively.
A key issue of integration of the user interface and the IMOPSO algorithm is what type of solutions the user should be able to select from. It is safe to assume that in a multi-objective optimization problem the non-dominated solutions are more interesting to a user than other solutions unless solutions are interesting for other reasons, such as their parameter values or non-computationally tractable properties. The user interface therefore presents solutions from the archive of globally non-dominated solutions, the solutions selected in the previous iteration and all particles of the swarm at their current positions. Assuming that a decision maker will select interesting solutions this subset of all known candidate solutions effectively limits the number of solutions to a feasible amount without discarding any relevant solutions. An additional column was introduced in the heatmap view that graphically indicates whether a solution is non-dominated, previously selected, both or neither.
To accommodate problem-or user-specific needs, the heatmap colour scale can be changed to a greyscale colour scale and a red and blue colour scale. In addition, the mapping to the selected colour scale can be changed from linear to logarithmic for each column individually to provide easier handling for columns with solutions spanning orders of magnitudes.
An example of the HV-based user interface can be seen in Figure 2 . The example uses the standard colour scale. The first column provides colour-coded meta-information about non-dominance and previously selected solutions. These are indicated by blue/dark grey (depending of whether colour is used for the presentation) and yellow/light grey fields respectively. Solutions belonging to both these categories are marked with both colours half and half.
In addition to the graphical view the user interface also provides the underlying data in a table and a plot of the design for each solution should there be one available. Both these alternative representations of the data are automatically represented to the user when a solution is selected. However, the heatmap view always remains on the screen as well, allowing location of the current solution in the space of available solutions. Ideally the decision maker will only review this additional data for a few solutions that appear particularly interesting.
As the GUI design makes use of modified HV to present the data to the user, it inherits some of its properties regarding user perception of the data. In the terminology of visual analytics these are explicitly increased resources and reduced search, mainly for the reason that large amounts of data can be presented in a way that is easy to view, parse and search. In fact, the possibility to visualize large amounts of data conveniently without overwhelming the user with information but also without omitting relevant parts of the data make it a quite popular graph type in many applications that involve excessive amounts of data, such as the DNA microarray analysis in biology. As one of the primary causes of human fatigue is dealing with an overwhelming amount of information, the usage of HV provides a possible means of reducing human fatigue by presenting the information in a more appropriate way.
In additon, enhanced recognition of patterns and perceptual inference are implicitly supported by the GUI as a secondary result of the presentation in a heatmap chart. Heatmaps as a chart type make the recognition of patterns particularly easy as the data is organized in rows and columns for the candidate solutions and the parameters and objectives. Solutions and properties can therefore be arranged and sorted to make their similarities and differences visually apparent. For example, sorting the heatmap by a parameter or objective makes structural properties of the surface, such as discrete breaks, immediately apparent to the decision maker. Clustering, on the other hand, orders solutions by their similarity and can therefore assists in visually analysing correlations between the parameter space and the objective space. Also, the mapping of numerical data to a temperature-like scale enhances intuitive recognition of patterns within the parameter and the objective space.
In contrast to other types of visualization, reasoning and pattern recognition is therefore not limited to either the parameter or objective space. Instead, the interface allows effective review of the complete set of candidate solutions at the same time without overwhelming the user with the amount of information. This particular property is one of the main arguments that distinguished the proposed HV-based GUI from other user interfaces for interactive optimization. Another is that despite viewing large numbers of candidate solutions, the user can still clearly identify and select each individual solution in a very simple and straightforward fashion.
By employing HV the proposed user interface therefore implicitly makes use of a variety of concepts of visual information processing. The proposed additions to HV to turn it into a user interface for interactive optimization that has virtually no limitations on the size of the visualized space. It also allows active exploration and reasoning on the data by making the medium manipulable in each iteration, and to some extent it facilitates perceptual monitoring, as over the course of several iterations the user is provided with the ability to keep track of and analyse changes in a number of areas of the candidate solution space. In addition, it is the only visualization method that incorporates a structural correlation between input parameters and their corresponding objective function.
In summary, the usage of HV as a component for IMOPSO allows a decision maker to understand the structural properties of an n-dimensional Pareto-front and to analyse the correlations between the parameter space and the objective space. It therefore allows a 'top-down' approach for the selection of solutions where the decision maker only needs to review those solutions which appear interesting in the overview of all solutions, instead of reviewing every solution, as is common in most interactive optimization techniques. While the method is conceptually related to the previous VIEC approaches, it exhibits several important additions. Instead of the graph types used in VIEC, the visualization method allows visualization of the correlations of parameters and objectives and does so with only very few restrictions in terms of the dimensionality of these spaces. Furthermore, the combination with the IMOPSO algorithm presented eliminates the need to review every solution or to preselect solutions before the presentation. As a consequence the visualization of the solution space can become the primary component of the user interface which the decision maker then employs to select those solutions with interesting properties for an individual review as opposed to a necessary preselection before the presentation.
Evaluation
The proposed method was evaluated on a set of well known test problems. The design of the tests was slightly different from other tests for multi-objective optimization methods since its main focus was to test the difference between the proposed interactive MOPSO approach and a non-interactive MOPSO in a region of the decision maker's interest. To do so, the human decision maker was instructed to guide the search to a particular region of the Pareto-front which simulated a preference he or she would have in a real-life optimization problem. The region was essentially randomly chosen from the known Pareto-front except that extremal areas of the objective space were intentionally excluded to avoid possible algorithm-specific biases. In the following, the selected region will be denoted as the 'focus region'. This test approach for an interactive optimization method is based on a similar test design previously used by Todd and Sen (1999) .
Test cases
To demonstrate the capabilities of IMOPSO, three common test functions, each featuring typical challenges to multi-objective optimization algorithms, were chosen. The test functions were taken from Zitzler (1999) and follow the same general structure:
where x = (x 1 , . . . , x n ) . (12) 3.1.1.
Test function 1
The test function, denoted by Zitzler as t 1 , has a convex Pareto-front:
with n = 30 and x 1 ∈ [0, 1]. The global Pareto-front is formed with g = 1.
Test function 2
The test function, denoted by Zitzler as t 2 , has a non-convex Pareto-front:
Test function 3
The test function, denoted by Zitzler as t 3 , has a discontinuous Pareto-front consisting of several convex parts:
with n = 30 and x 1 ∈ [0, 1]. The global Pareto-front is formed with g = 1. The discontinuity of the Pareto-front does not extend to the objective space itself and is caused by the sine function in h(f 1 , g ). Following the arguments by Deb (1999) , test functions with two objectives are sufficient to evaluate a multi-objective optimization method and results from such tests are also valid for higher-dimensional problems. The number of iterations used for the tests was relatively low, given that most algorithms used on Zitzler (1999) needed 250 or more iterations to find solutions on the actual Pareto-front. This was done for two reasons. Firstly, it allowed a qualitative comparison of the interactive and non-interactive MOPSO algorithms by giving a clear indication of the speed with which each algorithm converges towards the Pareto-front, or some selected region of it, and it also provided for an analysis of the number of solutions found in a particular area. Secondly, the quality of interactive optimization methods is influenced by human fatigue when the number of ratings or selections that the user has to make becomes excessively large. A relatively small number of such ratings, however, can be considered free of such an influence and therefore provides a fairer comparison of algorithmic capabilities. Future research will focus on improvements to compensate for human fatigue-related problems and allow increasing numbers of iterations. Based on the fact that both methods are 'anytime' algorithms, that is, they can be stopped at any time and return the best known solution at the time of interruption, it is safe to assume that limiting the number of iterations has no influence on the validity of the test results. The majority of tests were therefore conducted with 25 iterations. However, to illustrate that the IMOPSO algorithm retains its capabilities at higher iterations as well, an additional run with 100 iterations was performed for each of the test functions. Table 1 provides a summary of the parameters used for the tests.
Performance measures
Multi-objective optimization problems are usually compared based on their convergence towards the Pareto-optimal set and the diversity and spread over the Pareto-front that the solutions obtained provide. Deb et al. (2002) argue that no single metric can be used to assess both these qualities at the same time and therefore two metrics are necessary to evaluate the result set of an algorithm. One of these is employed to evaluate the distance to the actual Pareto-front, the second to measure the coverage of the approximated front in comparison to the full extent of the actual Pareto-front.
As the actual Pareto-fronts were known for all three test functions, the ϒ metric of Deb et al. (2002) was used to measure the convergence towards the Pareto-front. To calculate the score for this metric, a large but finite set of equally spaced points covering the actual Paretofront had to be known. For each of the solutions in the set of solutions obtained by the algorithm evaluated, the Euclidean distance to the nearest point of a set of points sampled from the true Pareto-front is calculated. The average of all these distances is defined as the ϒ score for the approximated Pareto-front.
To evaluate the coverage of each method, a new performance measure is introduced here. For a two-dimensional problem, one of the objectives is selected and the respective dimension of the objective space is split into a number of equally sized intervals ψ n , where the number of intervals is defined as the maximum of the size of the swarm and the size of the archive. Each of these intervals is inspected to see if a non-dominated solution lies between the upper and lower bounds of the interval. If at least one such particle exists, the interval is scored '1', otherwise its score is set to zero. The metric is given by the percentage of 'occupied' intervals. It is thus a measure of the total extent of the Pareto-front covered, and the uniformity of the coverage. Figure 3 illustrates this metric. The calculation can be formalized as
where A and S represent the size of the archive and the size of the swarm, respectively. The individual 'buckets' ψ n are then defined as
with f 1 being one of the objectives and β n defining the upper boundary for bucket n. Any objective can be chosen to be f 1 but the same objective has to be used for all the buckets for obvious reasons. The upper boundaries for the buckets β n are defined as
where U and L mark the upper and lower boundaries of the analysed portion of the Pareto-front based on the chosen Objective f 1 . The lower boundary for bucket n is defined as β n−1 . Higherorder problems can be scored by extending the bucket definition to the respective number of dimensions.
To demonstrate the abilities of the interactive MOPSO to focus the search on a particular area of the Pareto-front, the was calculated for the focus and non-focus regions of the Pareto-front and used to calculate a ratio between the coverage within and outside the focus region. The bucket size for the non-focus area was chosen to be identical with the bucket size inside the focus region. For anisotropic Pareto-fronts the selection of only one dimension may cause a bias in the results. In such cases it is advisable to calculate the metric for each objective.
In the test cases provided, such bias is virtually non-existent as the structural properties of the true Pareto-fronts and the direct mapping of the first parameter to the first objective require the algorithm to find solutions with a wide spread over Objective 1 and high convergence in Objective 2 for optimal results. The results for IMOPSO on test functions t 1 and t 3 consistently show a greater convergence towards the actual Pareto-front after 25 iterations as well as after 100 iterations. The coverage within the focus region is also higher than for the standard MOPSO. The values for t 1 are only slightly better after 25 iterations but increase significantly with further progress. The focus / non−focus ratio for all results shows that the interactive MOPSO could be effectively concentrated on the focus region for both functions. Figures 4 and 6 provide illustration of the approximate Pareto-fronts acquired by interactive-and non-interactive MOPSO on test functions t 1 and t 3 . On the second test function an unexpected behaviour of the non-interactive MOPSO could be observed. While the algorithm showed good convergence for very low values of Objective 1, it failed to achieve an acceptable coverage in other parts of the Pareto-front. In fact, only one of the four runs with 25 iterations was able to find solutions within the defined focus area. As Figure 7 illustrates, this effect appears to increase with the number of iterations. Based on the dynamics of standard MOPSO given in equation (5) this effect seems to be caused by the social component of the velocity update which causes a strong attraction towards low values of Objective 1 and very little orthogonal movement towards the Pareto-front. Since the value of the first objective is identical with the value of the first parameter, this bias cannot be caused by a specific bias within Objective 1 but appears to be inherent from the non-convex structure of this Pareto-front.
While the lack of results from the non-interactive MOPSO in the focus region of t 2 makes a quantitative comparison impossible, it clearly shows that the proposed interactive MOPSO can be guided into regions of the objective space which are otherwise inaccessible and provide good convergence and coverage within these as Figure 5 illustrates.
In summary, an interactive MOPSO could provide better results within the focus region compared with a non-interactive MOPSO in all three test cases. The tests also show that it is easy to guide the swarm to the region of interest with reasonably low effort on the part of the human decision maker. Figure 7 . The plots illustrate the results from all test runs of test function t 2 (see equation 14) with 25 and 100 iterations, respectively, on the full range of the Pareto-front. The oval shapes mark the areas where the non-interactive MOPSO found solutions, the rectangular shape indicates the area displayed in the respective plot of the focus area in Figure 5 . The locations of the oval shapes clearly show the incapacity of the non-interactive MOPSO to find a significant number of non-dominated solutions outside the small area between 0 and 0.15 of Objective 1. This effect seems to increase with an increasing number of iterations.
Conclusion
This article introduced a new method for finding solutions interactively to a multi-objective optimization problem using multi-objective particle swarm optimization as a foundation. The proposed method is a combined approach of a modified MOPSO algorithm and a novel user interface based on HV that graphically presents the space of available solutions to a human decision maker. Such a method allows the decision maker to find solutions of interest quickly and guide the algorithm towards these regions. The combination of user interface and algorithm, in contrast to common IEC based approaches, eliminates the need for the decision maker to review or rate all available solutions. Instead, only those solutions that appear most feasible from the graphical overview need to be reviewed.
The method was tested against a standard MOPSO algorithm on three common multi-objective test problems which represent typical challenges as they are encountered in real-life optimization problems. For each test problem the human decision maker was instructed to focus the search on a particular region. On all three test functions the decision maker was able to focus the search on a region of interest and gather significantly better results there. Furthermore, the interactive MOPSO was able to achieve good results in regions within which the non-interactive MOPSO was unable to find any solutions at all.
The results indicate that the method can be highly beneficial for problems where the computation of a single solution is expensive or very time consuming so that reducing the overall time by involving a human decision maker reduces the total cost for the optimization. This is particularly relevant to engineering applications, which often require complex simulations based on FEM or FDM to acquire a single solution. In addition, user interaction appears to be a desirable feature for optimization problems where non-interactive optimization techniques fail to find a sufficient number of non-dominated solutions.
Potentially interesting applications also lie in such areas as MEMS design, where Kamalian et al. (2004) have already demonstrated the usefulness of interactive optimization approaches to guide the search more efficiently in a design problem for which a number of objectives could not be modelled mathematically and also some limitations of the design regarding the manufacturing process could not be expressed as constraints. The authors also see potential use for many-objective problems, a class of problems for which is it usually impossible to find non-dominated solutions and trade-offs based on other criteria, such as degree of dominance, have to be made. For such problems, interactivity could provide an alternative way for dynamically assessing the quality of solutions based on the domain knowledge of the decision maker instead of, or in addition to, the degree of dominance.
