Abstract. The derivation of a-priori decay bounds for the entries of functions of banded matrices is of interest in a variety of applications. While decay bounds for functions of Hermitian banded matrices have been known for some time, the non-Hermitian case is an especially challenging setting. By using Faber polynomial series we explore the bounds obtainable by extending results for Hermitian matrices to banded non-Hermitian (not necessarily diagonalizable) matrices. Several special cases are treated, together with an application to the inexact Krylov approximation of matrix function evaluations. Numerical experiments illustrate the quality of all new bounds.
1. Introduction. Matrix functions have arisen as a reliable and a computationally attractive tool for solving a large variety of application problems; we refer the reader to [18] for a thorough discussion and references. The analysis of their properties and structure has recently attracted the interest of many practitioners. In particular, for a given square banded matrix A, the entries of the matrix function f (A) for a sufficiently regular function f are characterized by a -typically exponential -decay pattern as they move away from the main diagonal. This phenomenon has been known for a long time, and it is at the basis of approximations and estimation strategies in many fields, from signal processing to quantum dynamics and multivariate statistics; see, e.g., [2, 3, 6] and their references. The interest in a-priori estimates that can accurately predict the decay rate of matrix functions has significantly grown in the past decades, and it has mainly focused on Hermitian matrices [13, 15, 25, 4, 33, 6, 11, 8] ; the inverse and exponential functions have been given particular attention, due to their relevance in numerical analysis and other fields. Upper bounds usually take the form
where ρ ∈ (0, 1); both ρ and c depend on the spectral properties of A and on the domain of f , while ρ also strongly depends on the bandwidth of A. The analysis of the decay pattern for banded non-Hermitian A is significantly harder, especially for non-normal matrices. In [5] Benzi and Razouk addressed this challenging case for diagonalizable matrices. They developed a bound of the type (1.1), where c also contains the eigenvector matrix condition number. In [22] the authors derive several qualitative bounds, mostly under the assumption that A is diagonally dominant. The exponential function provides a special setting, which has been explored in [20] and very recently by Wang in his PhD thesis [31] . In all these last three articles, and also in our approach, bounds on the decay pattern of banded nonHermitian matrices are derived that avoid the explicit reference to the possibly large condition number of the eigenvector matrix. Specialized off-diagonal decay results have been obtained for certain normal matrices, see, e.g., [17, 11] , and for analytic functions of banded matrices over C * -algebras [2] . Starting with the pioneering work [12] , most estimates for the decay behavior of the entries have relied on Chebyshev and Faber polynomials as technical tool, mainly for two reasons. Firstly, polynomials of banded matrices are again banded matrices, although the bandwidth increases with the polynomial degree. Secondly, sufficiently regular matrix functions can be written in terms of Chebyshev and Faber series, whose polynomial truncations enjoy nice approximation properties for a large class of matrices, from which an accurate description of the matrix function entries can be deduced.
We use Faber polynomials to obtain new bounds for functions that are analytic on the field of values of A, where A is a general non-Hermitian (not necessarily diagonalizable or diagonally dominant) matrix; see section 2 for the definition of field of values. The new estimates are able to capture the true decay pattern of matrix functions for a large class of functions, and can be combined with functions defined by the Laplace-Stieltjes transform. As an application, we consider the use of our results in the inexact Krylov approximation of matrix function evaluations; in particular, our new bounds can be used to devise a-priori relaxing thresholds for the inexact matrixvector multiplications with A, whenever A is not available explicitly. These last results generalize a recently theory developed for f (z) = z −1 and for the eigenvalue problem [29] , [28] . Throughout the paper numerical experiments illustrate the quality of the new bounds.
The paper is organized as follows. Section 2 introduces some basic definitions and properties. In section 3 we use Faber polynomials to give a bound that can be adapted to approximate the entries of several matrix functions; as a sample we consider the functions e A , A 
− √
A . Then we use the result for the exponential function to obtain bounds for functions defined by the Laplace-Stieltjes transform (subsection 3.1) and of Kronecker sums of banded matrices (subsection 3.2). In section 4 we first show that the new bounds can be used for a residual-type bound in the approximation of f (A)v, for certain functions f by means of the Arnoldi algorithm. Then we describe how to employ this bound to reliably estimate the quality of the approximation when in the Arnoldi iteration the accuracy in the matrix-vector product is relaxed. We conclude with some remarks in section 5.
All our numerical experiments were performed using Matlab (R2013b) [23] . In all our experiments, the computation of the field of values employed the code in [9] .
When f is analytic Definition 2.1 is equivalent to other common definitions; see [26, section 2.3] . In what follows we will also consider certain matrix functions defined by integral measure transforms.
For v ∈ C n we denote with ||v|| the Euclidean vector norm, and for any matrix A ∈ C n×n , with ||A|| the induced matrix norm, that is ||A|| = sup ||v||=1 ||Av||. C
+ denotes the open right-half complex plane. Moreover, we recall that the field of values of A is defined as the set W (A) = {v * Av | v ∈ C n , ||v|| = 1}, where v * is the conjugate transpose of v. We remark that the field of values of a matrix is a bounded convex subset of C. In the following sections we need an approximation for the matrix norm of a matrix function. As proved by Crouzeix in [10] , if A is a matrix with field of values W (A), then for any function f in the Banach algebra of the functions analytic in the interior of W (A) it holds
with C = 11.08, conjecturing the stricter value C = 2. Notice that for some functions and some classes of matrices it does hold that C = 2. In the following we approximate the field of values of a matrix A with a subset E ⊂ C, such that W (A) ⊆ E. Unless explicitly stated, E does not need to be symmetric with respect to the real axis. If E is a continuum (i.e., a non-empty, compact and connected subset of C) with a connected complement, then by Riemann's mapping theorem there exists a function φ that maps the exterior of E conformally onto the exterior of the unitary disk {|z| ≤ 1}. Subsets like E, the relative conformal maps φ, and their inverses ψ play a key role in the definition of Faber polynomials, which are a main tool in our analysis. For this reason from now on the notations E, φ, and ψ will be reserved to the objects defined above. For the sake of simplicity and without loss of generality, our numerical experiments will mainly use Toeplitz matrices, which are constant along their diagonals. These matrices allow us to explore a large variety of spectral scenarios and non-normality properties, while providing a fully replicable experimental framework.
The (k, ℓ) element of a matrix A will be denoted by (A) k,ℓ . The set of banded matrices is defined as follows.
Definition 2.2. The notation B n (β, γ) defines the set of banded matrices A ∈ C n×n with upper bandwidth β ≥ 0 and lower bandwidth γ ≥ 0, i.e., (A) k,ℓ = 0 for ℓ − k > β or k − ℓ > γ.
We observe that if A ∈ B n (β, γ) with β, γ = 0, for
This characterization of banded matrices is a classical fundamental tool to prove the decay property of matrix functions, as sufficiently regular functions can be expanded in power series. Since we are interested in nontrivial banded matrices, in the following we shall assume that both β and γ are nonzero.
Remark 2.3. All our decay bounds describe the influence of the upper and lower bandwidths on the off-diagonal entry decay pattern. Numerical evidence indicates that the decay rate may also be influenced by the magnitude of the matrix nonzero entries, and in particular by the different magnitude of the elements in the upper and lower parts of the matrix. This property may determine a different decay rate for the two sides of the main diagonal, even for equal bandwidths β and γ. This asymmetry in the entry magnitude is partially accounted for by the shape of the field of values, and thus by our bounds. As a result, however, our estimates capture the slowest off-diagonal decay between the two sides.
Relation (2.3) can be extended to the case of a sparse, not necessarily banded, matrix A. Indeed, following the approach in [5] we can define the graph G(A) describing the nonzero pattern of A, i.e, G(A) is such that the vertex set of G(A) consists of the indexes of the matrix 1, . . . , n and an edge (k, ℓ) is part of the graph if and only if A k,ℓ = 0. It thus follows that our analysis still holds if ξ is replaced by d(k, ℓ), the geodesic distance, i.e., the length of the shortest path between the nodes ℓ and k.
3. Decay bounds for analytic functions by Faber polynomials expansion. Faber polynomials extend the theory of power series to sets different from the disk, and can be effectively used to bound the entries of matrix functions.
Let E be a continuum with connected complement, and let us consider the relative conformal map φ satisfying the following conditions
Hence, φ can be expressed by a Laurent expansion φ(z)
Then, the Faber polynomial for the domain E is defined by (see, e.g., [30] )
0 , for n ≥ 0. If f is analytic on E then it can be expanded in a series of Faber polynomials for E, that is
[30, Theorem 2, p. 52]. Moreover, if the spectrum of A is contained in E and f is a function analytic in E, then the matrix function f (A) can be expanded as follows (see, e.g., [30, p. 272 
By properly extending the set E, this expansion allows us to establish a first intermediate result.
Theorem 3.1. Let A ∈ B n (β, γ) with field of values contained in a convex continuum E with connected complement. Moreover, let f (z) = ∞ j=0 f j Φ j (z) be the Faber expansion of f , in which Φ j are Faber polynomials for E. Then
Proof. Let us consider super-diagonal elements of (f (A)) k,ℓ (for the sub-diagonal elements the proof is the same). Then e T k p m−1 (A)e ℓ = 0 for every polynomial p m−1 of degree at most m − 1, with m ≥ |ℓ − k|/β. Hence, we get
Since E is convex, we conclude the proof using the inequality
The approach used in the proof of Theorem 3.1 is novel and it is based on the expansion of f (A) in a series of polynomials of A.
Notice that in [31, Theorem 3.8] a similar bound for the exponential function is derived in a different way. In [22] an analogous result is discussed, although our presentation is more complete and the proof different. By using Theorem 3.1 we can give general decay bounds for a large class of matrix functions.
Theorem 3.2. Let A ∈ B n (β, γ) with field of values contained in a convex continuum E with connected complement whose boundary is Γ. Moreover, let φ be the conformal mapping of E, ψ be its inverse and G τ = {w : |φ(w)| < τ }. Let us assume that τ > 1, f is analytic in G τ and f is bounded on Γ τ , the boundary of G τ . Then 
We notice the similarity of this theorem with the one given in [16, Corollary 2.2] on the approximation error of analytic functions in terms of partial Faber series. . Consider a diagonalizable matrix A ∈ B n (β, γ) whose spectrum is contained in a convex continuum F with connected complement, and a function f analytic in {ψ(z) : |z| < τ }, with τ > 1 and ψ the inverse of the conformal map of F . Moreover let κ(X) = X X −1 be the spectral condition number of the matrix X of eigenvectors of A. For a sufficiently large ξ and for every ε > 0 we can rewrite the bound in Theorem 3.5 of [5] as
with q = τ −1 and R > (q + ε) −1 . In this bound F needs to contain the spectrum of A, so it may be smaller than the set E we considered in Theorem 3.2 (which must contain W (A)). Hence, the value of τ may be allowed to be greater than the one in our bound. On the other hand, the bound (3.1) contains the factor κ(X) which can be enormous. When A is a normal matrix, i.e., AA * = A * A, the two bounds have a similar rate. Indeed, in this case the convex hull of the spectrum is equal to the field of values and κ(X) = 1. However, in the non-normal case the two bounds can significantly differ. In particular, κ(X) can be huge even when W (A) is not much bigger than the spectrum. This can consistently be appreciated in our numerical experiments, where we report κ(X) for completeness. For this reason, the new bound of Theorem 3.2 turns out to always be more descriptive than (3.1).
The choice of τ in Theorem 3.2, and thus the sharpness of the derived estimate, depends on the trade-off between the possible large size of f on the given region, and the exponential decay of (1/τ ) ξ , and thus it produces an infinite family of bounds depending on the problem considered. As an example, we apply Theorem 3.2 to the approximation of three functions:
z , with z in a properly chosen domain.
Corollary 3.4. Let A ∈ B n (β, γ) with field of values contained in a closed set E whose boundary is a horizontal ellipse with semi-axes a ≥ b > 0 and center
and ξ as in (2.2).
Before we prove this result, we notice that for ξ large enough, the decay rate is of the form ((a + b)/(2ξ)) ξ , that is, the decay is super-exponential. Proof. Let ρ = √ a 2 − b 2 be the distance between the foci and the center, and
and its inverse is
see, e.g., [30, chapter II, Example 3] . Notice that
Hence by Theorem 3.2 we get
The optimal value of τ > 1 that minimizes e ρ 2 (Rτ+
Moreover the condition τ > 1 is satisfied if and only if ξ >
and collecting ξ the proof is completed.
In the Hermitian, case, this bound is similar to bounds available in the literature. Indeed, let A ∈ B n (β, γ) be Hermitian and such that W (A) ⊂ [−2a, 0], a > 0. The following bound was obtained in [6] ,
The bound in Corollary 3.4 has a similar decay rate. Indeed we can let b → 0 in the bound, thus obtaining
. For ξ ≫ a the quantity in parentheses behaves like (ea)/(2ξ). This is consistent with the fact that both estimates are based on Faber polynomial approximation.
Example 3.5. Figure 3 .1 illustrates the quality of the bound in Corollary 3.4 for two different matrices. The top plots refer to A ∈ B 200 (1, 1) with Toeplitz structure, A = Toeplitz(−i, i, −2), where the underlined element is on the diagonal, while the previous (resp. subsequent) values denote the lower (resp. upper) diagonal entries. The bottom plots refer to A ∈ B 100 (2, 1), A = Toeplitz(i, 3i, −i, −i). The left plots report the field of values of A (colored area), its eigenvalues ("×"), and the ellipse used in the bound (dashed line). The right plots show the elements 1 of the t-th column of e A (black solid line), and the corresponding bound from Corollary 3.4 ("×"). In both examples the estimate is able to correctly capture the true (super-exponential) decay rate of the elements. For the two matrices, the condition number κ of the eigenvector matrix is approximately κ = 4.0e + 29 (top) and κ = 5.5e + 13 (bottom) (see Remark 3.3).
Theorem 3.2 can be used to obtain bounds for many other matrix functions. An interesting example is the matrix inverse square root, which cannot be an analytic function in the whole complex plane. This property has crucial effects in the approximation, as the subsequent experiment shows.
Corollary 3.6. Let A ∈ B n (β, γ) with field of values contained in a closed set E ⊂ C + , whose boundary is a horizontal ellipse with semi-axes a ≥ b > 0 and center c ∈ C. Then, for any ε ∈ R with 0 < ε ≤ |c| − a(a + b)
with ξ defined by (2.2) and
.
Proof. In order to uniquely define the square root of a matrix we consider the principal square root function, i.e., arg( √ z) ∈ (−π/2, π/2] (see also [18, Chapter 1] ). Thus the function f (z) = (
. The inverse of the conformal map ψ is given by (3.2) . Hence, by Theorem 3.2 we can determine τ such that
Consider the circle with center the origin and radius ε > 0 and the ellipse {ψ(z), |z| = τ } tangent to the circle and let εe iϕ be the tangent point between the two curves. Notice that since ℜ(c) > 0 the ellipse is contained in C \ (−∞, 0]. If θ is such that τ e iθ = φ(εe iϕ ), then | ψ(τ e iθ )| = √ ε. Finally,τ = |φ(εe iϕ )|, hence we can set
For the condition τ > 1 to hold it must be
We then observe that for ε ≤ |c| and since
Moreover,
The inequality
is satisfied for ε ≤ |c| − 2ρ 2 (1 + R 2 )/2 = |c| − a(a + b), from which (3.3) follows.
For small (a + b)/(|c| − ε), Corollary 3.6 predicts a linear asymptotic decay, in logarithmic scale, that goes like O( ((a+b)/(2|c|)) ξ ). The decay slope is well captured, while the actual rate may differ. In fact, the expression in Corollary 3.6 emphasizes the dependence of the new estimate on the function domain. The best possible τ is constrained by the condition that ψ(z) with |z| = τ should lie inside a subspace in which f is analytic.
Example 3.7. In Figure 3 .2 we report on the quality of the bound of Corollary 3.6 for f (z) = z −1/2 , with z ∈ C + , and the two 100 × 100 matrices A = Toeplitz(i, 3i + 3, −i, −i), and A = Toeplitz (1, 5, 3) ; the eigenvector condition number is respectively κ ≈ 5.5e + 13, 1.2e + 24. The contents of the plots are as in the previous example; here we report on the decay of the 67-th matrix function column. The function A −1/2 was computed via the Matlab command F=eye(n)/sqrtm(A). We set ε = 0.05. The field of values of the second matrix is an ellipse and can be sharply represented by the set E in Corollary 3.6. The obtained bound closely matches the true decay of the slowest decaying elements of the matrix. Also in the first example, however, the decay rate is captured almost correctly.
We conclude with the function f (z) = e − √ z , which will also be used in section 4. Corollary 3.8. Let A ∈ B n (β, γ) with field of values contained in a closed set E ⊂ C + , whose boundary is a horizontal ellipse with semi-axes a ≥ b > 0 and center c ∈ C. Then,
with ξ defined by (2.2) and q 2 as in Corollary 3.6. Proof. The function f (z) = exp(− √ z) is analytic in C \ (−∞, 0). Notice that since we are considering the principal square root, then ℜ( √ z) ≥ 0. Moreover,
Hence, by Theorem 3.2 we can determine τ for which
We conclude the proof noticing that for
the ellipse {ψ(z), |z| = τ } is the maximal one contained in C \ (−∞, 0). Remark 3.9. For the sake of simplicity in the previous corollaries horizontal ellipses were employed. However, more general convex sets E may be considered. The previous bounds will change accordingly, since the optimal value for τ in Theorem 3.2 does depend on the parameters associated with E. For instance, for the exponential function and a vertical ellipse, we can derive the same bound as in Corollary 3.4 by letting b > a (notice that this is different from exchanging the role of a and b in the bound). The proof of this fact is non-trivial but technical, and it is not reported.
Bound for functions defined by the Laplace-Stieltjes transform.
Consider the nondecreasing measure µ(t) and the function defined by the LaplaceStieltjes transform
which is convergent for ℜ(z) ≥ 0. Then, we can define the matrix function
for any matrix A having eigenvalues with positive real part. Typical examples are the inverse, which can be written as z −1 = ∞ 0 e −zt dµ 1 (t) with µ 1 (t) = t, t ≥ 0, and
, with µ 2 (t) = t, for 0 ≤ t < 1 and µ 2 (t) = 1 for t ≥ 1. The bound obtained in Corollary 3.4 for the exponential function can be used to derive new decay bounds for this class of matrix functions. To this end we follow the path proposed in the Hermitian case in [6, section 4.2] . For simplicity of exposition we consider the case when E is a disk. Nonetheless, the result can be easily generalized to an ellipse. Theorem 3.10. Let f be as in (3.4) and let A be a banded matrix whose field of values is contained in a disk E with center c and radius R. Then
Proof. From Corollary 3.4 for the matrix −tA we obtain
We conclude by using this relation in equation (3.5) for t ≤ ξ/R. Notice that the last term in (3.6) can be bounded by relation (2.1),
For the function f (z) = (1 − e −z )/z the integral reduces to that on the interval [0, 1] and the following bound can be obtained 
Bound for functions of Kronecker sums of matrices.
As done in the recent literature (see, e.g., [6] and references therein), the peculiar oscillating decay of functions of Kronecker sums of banded matrices can be captured by exploiting the properties of the exponential function, when the Kronecker structure is present.
Definition 3.12. Let A 1 and A 2 be two complex n × n matrices. The matrix A ∈ C n 2 ×n 2 is the Kronecker sum of A 1 and A 2 if
The definition can be extended to three or more matrices, e.g.,
The Kronecker sum of two matrices satisfies (see, e.g., [18, Theorem 10.9 ])
Functions of Kronecker sums of two banded matrices exhibit the typical decay away from the main diagonal, together with a refined decay associated with the bandwidth of the single matrices A 1 , A 2 , giving rise to local "oscillations". This behavior was characterized in [6, 8] for Hermitian positive definite matrices and a large class of functions. Thanks to the bounds in Theorem 3.10, we can generalize these results to non-Hermitian matrices, for matrix functions defined by (3.5).
It is useful to express the column and row indexes of an n 2 × n 2 matrix A = A 1 ⊕ A 2 using the lexicographic ordering. Let k = (k 1 , k 2 ), ℓ = (ℓ 1 , ℓ 2 ). Then A k,ℓ corresponds to the element in the (k 2 − 1)n + k 1 row and (ℓ 2 − 1)n + ℓ 1 column, with k 1 , k 2 , ℓ 1 , ℓ 2 ∈ {1, . . . , n}. Therefore (see, e.g., [6, .
Let f be defined by (3.4), then
Then, as in the proof of Theorem 3.10, we can bound the two last integrals as follows
As an example, consider the function f (z) = (1 − e −z )/z. From (3.7) we obtain
with
Example 3.13. Figure 3 .4 illustrates the quality of the bound in (3.9) for f (z) = (1−e −z )/z and A = A⊕A. We consider A = Toeplitz(−0.1, 4, 0.9i) ∈ B 30 (1, 1) (κ = 7.8e + 13), (top) and A = Toeplitz(−1, 4, 1, 0.5) ∈ B 30 (2, 1) (κ = 79.0), (bottom), so that A has dimension 900. The Matlab function quadgk was used to numerically evaluate the integral (3.9) for the two matrices. The matrix function A −1 (I − e −A ) was computed in Matlab as F = A\ (eye(n)-expm(-A)). The description of the two plots is as in the previous examples. The bound given by inequality (3.9) is able to predict the local and the global decay rate of the matrix function elements.
4. Bounds for the approximation error of exact and inexact Arnoldi methods. Given a matrix A ∈ C n×n and a vector v ∈ C n , we define the mth Krylov subspace generated by A and v as The Arnoldi approximation to f (A)v is given as V m f (H m )e 1 ; see, e.g., [18, Ch.13] . The case of the matrix exponential has been especially considered. Estimates of the error norm e −tA v − V m e −tHm e 1 for A non-normal have been given for instance by Saad [27] , by Lubich and Hochbruck in [19] , and recently by Wang and Ye in [32] and [31] .
In the Hermitian case, bounds of the Arnoldi approximation have been used to obtain upper estimates for the entries decay; see for instance [6] for the exponential function. With our new results we can again exploit this connection but in the reverse direction. More precisely, let A be a complex n × n matrix and v be a unit norm vector. By using decay bounds for the entries of f (H m )e 1 with H m upper Hessenberg, we next show that we can give a bound for a specifically defined residual associated with the approximation of f (A)v in the case of generic non-Hermitian A and several different functions; these bounds complement those available in the already mentioned literature for the Arnoldi approximation. The quantity |e T m e −tHm e 1 | can be interpreted as the "residual" norm of an associated differential equation, see [7] and references therein; this is true also for other functions, see, e.g., [14, section 6] . Indeed, assume that y(t) = f (tA)v is the solution to the differential equation 
Without loss of generality in the following we consider t = 1. We remark that the property H m = V * m AV m ensures that the field of values of H m is contained in that of A, so that our theory can be applied using A as reference matrix to individuate the spectral region of interest. Let a, b be the semi-axes and c = c 1 + ic 2 the center of an elliptical region E containing the field of values of A and ξ = m − 1. From Corollary 3.4 for m > b + 1 we get the inequality
In [31, 32] a similar bound is proposed, where however a continuum E with rectangular shape is considered, instead of the elliptical one we take in Corollary 3.4. Experiments suggest that the sharpness of these bounds depends on which set E better approximates the matrix field of values. T / √ n. The left figure shows the field of values of the matrix A (yellow area), its eigenvalues (blue crosses), and the horizontal ellipse used in the bound (red dashed line). On the right we plot the residual associated with the Arnoldi approximation as the iteration proceeds (black solid line), and the corresponding values of the bound (blue crosses). Matrix exponentials were compute by the expm Matlab function.
In an inexact Arnoldi procedure A is not known exactly. This may be due for instance to the fact that A is only implicitly available via functional operations with a vector, which can be approximated at some accuracy. To proceed with our analysis we can formalize this inexactness at each iteration k as
Typically, some form of accuracy criterion is implemented, so that w k < ǫ for some ǫ. It may be that a different value of this tolerance is used at each iteration k, so that ǫ = ǫ k . The new vector v k+1 is then orthonormalized with respect to the previous basis vectors to obtain v k+1 . In compact form, the original Arnoldi relation becomes Figure 4 .3 reports on our findings, with the same description as for the previous example. Here s j in (4.4) is obtained from Corollary 3.8, and it is used to relax the accuracy ǫ j . Similar considerations apply.
Conclusions.
We have proved that for a large class of functions sharp bounds on the off-diagonal decay pattern of functions of non-normal matrices can be obtained. Different proof strategies have been adopted, to comply with the analyticity properties T / √ n. Left: spectral information. Right: Residual norm ||r j || with constant accuracy ǫ j = tol/m, and residual norm r j with ǫ j =ǭ j by (4.4) as the inexact Arnoldi method proceeds.
of the considered functions, and the spectral properties of the given matrices. As expected, our bounds are also influenced by the dependence between the predicted decay rate and the shape and dimension of the set enclosing the field of values of A.
The closer E is to the field of values, the sharper the bound. We have shown that our decay estimates can be used in monitoring the inexactness of matrix-vector products in Arnoldi approximations of matrix functions applied to a vector. Similar results can be obtained for other Krylov-type approximations whose projection and restriction matrix H m has a semi-banded structure. This is the case for instance of the Extended Krylov subspace approximation; see, e.g., [21] and references therein.
