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Beru na vědomı́, že Technická univerzita v Liberci (TUL) nezasahuje do mých
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Tato diplomová práce se zabývá problematikou správy vybraných požadavk̊u
z Activiti workflow. Activiti framework je nástroj pro vývoj business aplikaćı za pomoci
proces̊u modelovaných podle pravidel BMPN 2.0. Ćılem práce je navrhnout a imple-
mentovat klient server aplikaci pro správu úkol̊u a proces̊u.
Práce popisuje návrh a implementaci serveru a dále dvou klientských aplikaćı.
Jedna jako desktopová aplikace v jazyce Java, druhá primárně pro mobilńı platformu
Android. Komunikace se serverem je realizována využit́ım REST rozhrańı a datového
formátu JSON. Data jednotlivých klientských aplikaćı jsou centrálně synchronizována
na serveru poskytuj́ıćım webovou službu a komunikuj́ıćım s Activiti workflow.




This diploma thesis deals with the issue of administration of selected requirements
of Activiti workflow. Activiti Framework is a tool used for development of business
applications supported by processes which are modelled according to BMPN 2.0 The
main aim of this thesis is to design and implement a client server application for
administration of tasks and processes.
This thesis describes a design and implementation of a server and two client ap-
plications. One of them is Java (programming) language desktop application and the
other one is primarily intended for Android mobile platform. Communication with
server is realised by using REST interface and JSON data format. Data of individual
client applications are centrally synchronised at the server which provides the web
service and communication with Activiti workflow.
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4.2.1 Bezpečnost interńıch dat . . . . . . . . . . . . . . . . . . . . . . 39
4.2.2 Komunikace . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
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1 Úvod
Využ́ıváńı nových a dostupných technologíı je v dnešńı době téměř nepostrada-
telným aspektem úspěšné firmy zabývaj́ıćı se oblast́ı vývoje softwaru. Aktuálně maj́ı
vývojáři možnost vyv́ıjet aplikace komunikuj́ıćı moderńım zp̊usobem pomoćı webové
služby, dále mohou využ́ıvat možnost́ı mnoha volně dostupných framework̊u, které
výrazným zp̊usobem ulehčuj́ı a zrychluj́ı tvorbu aplikaćı komunikuj́ıćıch po śıti.
Ćılem této práce je úspěšnou implementaćı návrhu aplikace demonstrovat možnost
použit́ı dále popsaných technologíı v souvislosti s Activiti frameworkem. Ten je
v dnešńı době společnost́ı Actis s.r.o. využ́ıván v mnoha aplikaćıch.
Aktuálńı využit́ı Activiti frameworku je vázáno na exterńı aplikaci Lotus Notes
[12], kde jsou data ukládána na tzv. dokumenty. Ovšem v př́ıpadě pádu Activiti fra-
meworku, kdy je proveden interńımi mechanismy přesun workflow zpět do posledńıho
konzistetńıho stavu, již změny dat uložených na dokumentech vráceny nejsou. T́ım je
porušena datová konzistence, jež se muśı následně manuálně a komplikovaně źıskávat
zpět.
Motivaćı této práce bylo předevš́ım využ́ıt Activiti framework jak pro zpracováńı
pr̊uběhu vykonáváńı proces̊u, tak i pro uložeńı všech potřebných dat aplikace. T́ım, že
jsou všechna data př́ımo v Activiti databázi, je zaručena požadovaná konzistence dat.
Základńım ćılem je možnost spravovat požadavky z Activiti workflow pomoćı mo-
bilńıho zař́ızeńı se systémem Android. Požadavkem se rozumı́ správa úkol̊u a start
dostupných proces̊u, které jsou uloženy ve formě procesńı definice v Activiti databázi.
Konečným ćılem práce je vytvořeńı dvou klientských aplikaćı s možnost́ı zpra-
cováńı dat v off–line režimu. Jedna jako desktopová aplikace v jazyce Java a druhá
jako mobilńı aplikace pro platformu Android. Komunikace je zprostředkována webo-
vou službou, jež doposud pro komunikaci s Activiti frameworkem využ́ıvána nebyla.
Aktuálńı stav dat mezi Activiti frameworkem a jednotlivými klientskými databázemi
je zaručen synchronizačńım mechanismem na serveru, který zprostředkovává komuni-
kaci mezi Activiti frameworkem a jednotlivými klienty.
Aplikace byla navržena pro př́ıpadné snadné rozš́ı̌reńı o daľśı datové zdroje. Dále
je implementováno jednotné univerzálńı zobrazeńı dat a jejich následná validace v kli-
entské části aplikace. Součást́ı klientské aplikace je také kompletńı uživatelský manuál.
Po úvodńım seznámeńı s Activiti frameworkem a jeho možnostmi komunikace s ex-
terńımi aplikacemi, které jsou popsány v kapitole 2, je vysvětlen postup návrhu kom-
pletńı aplikace, d̊uvody použit́ı centrálńıho prvku a dále postup návrhu synchronizace
dat, která je nezbytná pro udržováńı aktuálńıho stavu dat v klientských aplikaćıch
(kapitola 3).
Kapitola 4 již popisuje konkrétńı technologie, postupy a řešeńı problémů, které se
vyskytly při samotném vývoji výsledné aplikace.
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Součást́ı práce je také testováńı a oprava př́ıpadných nedostatk̊u výsledné aplikace
popsané v kapitole 5. Aplikaci je možné rozš́ı̌rit o možnosti popsané část́ı 6.
V samotném závěru práce (kapitola 7) jsou zhodnoceny vlastnosti návrhu a im-
plementace aplikace, výsledky testováńı a předevš́ım př́ınos úspěšné implementace pro
společnost Actis s.r.o., která je zadavatelem práce.
Jedná se o diplomovou práci, proto bylo k vytvářeńı této zprávy přistupováno
s předpokladem znalost́ı ćılové problematiky a práce samotná již popisuje řešeńı
konkrétńıho návrhu aplikace a jej́ı implementace.
1.1 Jazykové konvence
Práce obsahuje přeložené anglické termı́ny, jejichž pouhý překlad do českého ja-
zyka nepostihuje plnohodnotný význam slova. Některé termı́ny jsou využ́ıvány bez
překladu, v českém jazyce pro ně zat́ım neexistuje ustálený význam. Proto jsou zde
uvedeny jejich konkrétńı významy:
• workflow – označeńı toku informaćı v podnikovém procesu a jejich automa-
tizované ř́ızeńı, v této práci je tento význam vždy spojován s Activiti work-
flow. Využit́ı workflow má za účel výrazné zjednodušeńı vzájemné komuni-
kace a transparentnosti mezi klientem, softwarovým analytikem a samotným
vývojářem výsledné aplikace,
• framework – softwarová struktura pro podporu vývoje aplikaćı, v práci tento
termı́n označuje Activiti framework,
• úkol (user task) – označuje objekt definuj́ıćı uživatelský úkol z Activiti databáze,
• proces (process) – označuje objekt procesu určený procesńı definićı v Activiti
databázi,
• engine – označeńı jádra vykonávaj́ıćıho základńı funkci Activiti frameworku.




Hlavńım ćılem této práce je správa úkol̊u a proces̊u v Activiti workflow. Tato ka-
pitola popisuje základńı vlastnosti a funkce Activiti frameworku. Bĺıže jsou popsány
části, které nab́ızej́ı př́ıstup pro źıskáńı úkol̊u, proces̊u a možnosti jejich zpracováńı.
Activiti framework je označeńı nástroje nab́ızej́ıćıho vývoj business aplikaćı za
pomoci vizualizovaných proces̊u ve workflow prostřed́ı.
Projekt Activiti založili v roce 2010 vývojáři Tom Baeyens a Joram Barrez. Jejich
ćılem bylo vybudovat robustńı open-source BPMN 2.0 process engine. Již po měśıci
vývoje byla k dispozici prvńı stabilńı verze. Postupem času vznikla rozsáhlá komunita
vývojář̊u, jej́ıž součást́ı se staly i společnosti jako SpringSource, FuseSource nebo Mu-
lesoft, které od této doby vyv́ıjej́ı software na základech Activiti. Nespornou výhodou
při vývoji je možnost využ́ıt flexibilńı komunikace se samotnými vývojáři tohoto fra-
meworku.
Předevš́ım podle požadavk̊u vývojař̊u využ́ıvaj́ıćıch tento produkt je Activiti fra-
mework stále vyv́ıjen a zdokonalován. Aktuálńı verze nese označeńı 5.12. Podle změn
v samotném jádru frameworku jsou také aktualizovány funkce a vlastnosti Activiti
Modeleru a Activiti Designeru, proto je pro vývojáře využ́ıvaj́ıćı Activiti framework
výhodou sledovat aktuálńı vývoj frameworku a použ́ıvat jeho nejnověǰśı nab́ızené
funkce.
Jádro frameworku je napsáno v jazyce Java a š́ı̌reno jako open–source pod li-
cenćı Apache [4]. Activiti je možno využ́ıvat bud’ jako plnohodnotnou aplikaci, nebo
jako součást komplexněǰśıho projektu jak na serveru, tak např́ıklad na clusteru, nebo
v dnešńı aktuálně se rozšǐruj́ıćı technologii zvané cloud.
2.1 Součásti frameworku
Obecný pojem workflow obvykle popisuje technologii ř́ızeńı podniku, nebo
např́ıklad zpracováńı dokument̊u, a jedná se o schéma provedeńı komplexněǰśı činnosti
(procesu). Obecně plat́ı, že je workflow tvořeno předevš́ım pravidly definuj́ıćı procesy,
metrikami proces̊u a předávanými daty. Tato data jsou předávána v podobě tzv. pro-
cesńıch proměnných, které mohou být definovány již v samotné procesńı definici. Pro-
cesy jsou navrhovány a modelovány podle pravidel BPMN 2.0.
2.1.1 BPMN 2.0
Soubor princip̊u a pravidel BPMN, aktuálně ve verzi 2.0 [11], slouž́ı pro grafické
znázorněńı proces̊u v procesńım diagramu. Tento diagram je založen na tzv. flowchart
technologii a graficky znázorňuje jednotlivé kroky algoritmu. Jeho výsledná prezentace
je podobná diagramu activit z jazyka UML.
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BPMN si klade za ćıl stát se jedinou univerzálńı notaćı pro tvorbu model̊u
předevš́ım právě podnikových proces̊u. Za t́ımto účelem je základńım stavebńım prv-
kem jazyk XML. Výsledkem by měl být jednotný a konzistentńı jazyk.
2.1.2 Jádro frameworku
Obecnou funkcionalitu jádra frameworku (enginu) je možné si představit jako
systém, který zajǐst’uje změnu stavu v procesu dle jeho definice v Activiti databázi.
Definice procesu podle pravidel BPMN 2.0 obsahuje:
• events – události, např́ıklad start a ukončeńı procesu,
• tasks – úkoly označuj́ıćı konkrétńı stavy procesu,
• gateways – brány, které spojuj́ı jednotlivé toky,
• sequence flow – toky popisuj́ıćı přechody mezi jednotlivými stavy procesu.
Následuj́ıćı schéma zobrazuje ukázku procesu a jeho částečnou definici v jazyce
XML.
Obrázek 1: BPMN proces
Př́ıklad části procesu v jazyce XML:
<process id="create_new_account" name="Create new account">
<startEvent id="start_process" name="Start"></startEvent>





Celý framework obsahuje sadu komponent, jej́ıž hlavńı součást́ı je process engine.
Toto jádro frameworku poskytuje základńı funkce pro start procesu, přechod mezi de-
finovanými stavy či jeho ukončeńı. Dále obstarává deploy (nahráńı) nových procesńıch
definic a start procesńıch instanćı.
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Activiti komponenty:
• Engine – základńı komponenta frameworku, zaǰst’uje spuštěńı a pr̊uběh BPMN
procesu,
• Modeler – webové modelovaćı prostřed́ı pro tvorbu BPMN 2.0 proces̊u,
• Designer – plugin pro vývojové prostřed́ı Eclipse, který slouž́ı k modelováńı
a definováńı proces̊u,
• Explorer – webová aplikace pro správu Activiti workflow. Umožňuje startovat
nové procesy, spravovat uživatele, vizualizovat samotnou Activiti databázi,
• REST – webová služba poskytuj́ıćı REST API pro komunikaci s enginem z ex-
terńıch aplikaćı.
Obrázek 2: Schéma Activiti frameworku
Activiti framework nab́ıźı dvě možnosti aplikačńıho použit́ı:
• embedded – aplikace př́ımo obsahuje Activiti JAR a využ́ıvá Java API pro př́ıstup
k Activiti enginu. Je nutné engine inicializovat při každém spuštěńı aplikace
pomoćı konfiguračńıho XML souboru,
• standalone – Activiti engine je instanciován pouze v aplikaci na serveru. Ostatńı
aplikace maj́ı možnost př́ıstupu k enginu přes tzv. REST rozhrańı.
2.2 Activiti engine API
Activiti API [20] pro ovládáńı enginu je rozděleno do sedmi základńıch část́ı. Pro
vývojáře je výhodné seznámit se nejprve s architekturou Java API. Poté je mnohem
snažš́ı pochopit př́ıpadné ovládáńı enginu přes REST API.
Př́ıstup k jednotlivým částem enginu je zřejmý z následuj́ıćıho diagramu.
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Obrázek 3: Základńı architektura Process Enginu
Centrálńı část́ı je tř́ıda ProcessEngine. Z této instance lze źıskat všech 7 základńıch
instanćı pro kompletńı ovládáńı Activiti enginu. Źıskáńı základńı instance process en-
ginu je implementováno:
ProcessEngine engine = ProcessEngines.getDefaultProcessEngine();
Po źıskáńı této instance má vývojář snadný př́ıstup ke všem potřebným částem
enginu:
TaskService taskService = processEngine.getTaskService();
2.3 Activiti REST API
Activiti nab́ıźı komunikaci s Activiti enginem distribuovaným zp̊usobem přes
REST rozhrańı. Dı́ky podpoře technologie REST, ve všech aktuálně nejpouž́ıvaněǰśıch
programovaćıch jazyćıch, je volba implementace vzájemné komunikace mezi aplikaćı
a Activiti pouze na samotném vývojáři.
Při komunikaci s REST rozhrańım je kv̊uli bezzstavovosti protokolu HTTP potřeba
autentizovat uživatele. Ověřeńı je realizováno pomoćı HTTP hlavičky, ve které je
přenášeno uživatelské jméno a heslo. REST rozhrańı při každém požadavku ověřuje
uživatele a heslo ve své vlastńı databázi. Po úspěšném ověřeńı je odeslána odpověd’
s požadovanými daty, př́ıpadně chybové ohlášeńı o neúspěšné autentizaci.
URI REST služby je rozděleno v závislosti dle ekvivalent́ıho použit́ı klasického Java
API. Podle defaultńıho nastaveńı REST služby je základńı část URI pro komunikaci
s enginem:
http://IP adresa:port/activiti-rest/service/
Za toto URI jsou intuitivně přidávány části URI pro źıskáńı požadovaných dat.
Pro źıskáńı kompletńıho seznamu proces̊u z Activiti databáze, je vytvořen HTTP
GET požadavek s autentizačńı hlavičkou pro:
http://IP adresa:port/activiti-rest/service/process-definitions
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Odpověd’ na tento požadavek je seznam proces̊u uložených v Activiti databázi.















Přidáńım ?size=2&order=desc k p̊uvodńı části URI je možno źıskat setř́ıděnou
část požadovaných dat.
Ekvivaletńı źıskáńı dat z enginu za pomoci Java API je následuj́ıćı:
repositoryService.createProcessDefinitionQuery().desc().listPage();
2.4 Základńı použit́ı frameworku
Samotné použit́ı Activiti frameworku je rozděleno na několik část́ı. Prvńı z nich je
návrh a vytvořeńı procesu např́ıklad v Actviti Designeru podle pravidel BPMN 2.0.
Hotový předpis procesu (procesńı definice) je poté potřeba nahrát do Activiti databáze
- provést tzv. deploy procesńı definice bud’ využit́ım Java API, nebo pomoćı webové
aplikace pro správu frameworku - Activiti Explorer.
Informace o procesu jsou uloženy v tabulce v Activiti databázi pod jedinečným
identifikátorem. Ten obsahuje také č́ıslo posledńı verze procesu. Z této tabulky je
tedy možný výběr procesńı definice pro start vykonáváńı procesu tzv. execution. Po
startu execution je proces spuštěn a vytvořen prvńı úkol dle konkrétńı definice (také
je možnost startu v́ıce úkol̊u nebo v extrémńım př́ıpadě žádného).
Execution jsou uložena ve vlastńı tabulce, kde jsou uchována potřebná data pro
vykonáváńı procesu. T́ım se rozumı́ předevš́ım ID procesńı definice, podle které je
proces vykonáván, dále aktuálńı ID stavu, ve kterém se proces nacháźı a několik daľśıch
vlastnost́ı definuj́ıćı stav vykonáváńı, jako např́ıklad zda je execution v aktivńım stavu.
Pr̊uběh procesu je realizován přechodem mezi definovanými stavy (úkoly). V Acti-
viti Designeru je možno definovat události právě např́ıklad na start nového úkolu nebo
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na jeho ukončeńı. Každý objekt úkolu má v tabulce své jedinečné ID, ID procesu,
execution ID pod kterou je úkol vykonáván, a dále informace o právech (vlastńık nebo
uživatel, který má právo na ukončeńı konkrétńıho úkolu).
Pr̊uběh přechod̊u v procesu mezi stavy je realizován na základně hodnot procesńıch
proměnných. Workflow podle hodnoty procesńıch proměnných rozhodne, kterou ces-
tou bude vykonáváńı procesu dále pokračovat (např́ıklad rozhodnut́ı na gateway). API
poskytuje několik operaćı s úkoly, jedná se předevš́ım o následuj́ıćı:
• claim – převzet́ı řešeńı úkolu,
• unclaim – odhlášeńı se od řešeńı úkolu,
• complete – dokončeńı úkolu.
Při procesu dokončeńı úkolu je možné (podle procesńı definice př́ıpadně
vyžadováno) předat konkrétńı hodnoty procesńıch proměnných, podle kterých se work-
flow ř́ıd́ı.
Pro komunikaci s uživatelem využ́ıvá Activiti tzv. formuláře (forms) a jejich vlast-
nosti (properties). Vlastnosti formuláře jsou generovány podle procesńıch proměnných
z definice konkrétńıho úkolu a jejich źıskáńı je možné použit́ım standartńıho API.
Výhody použit́ı formulář̊u jsou předevš́ım jednotná komunikace s uživatelem či
možnost kontroly formátu a typu vstupńıch dat.
Obrázek 4: Generováńı formuláře
Mezi vlastnostmi formulář̊u jsou kromě ID a názvu také požadovaný datový typ
a př́ıznak, zda je vyplněńı formulářového pole pro uživatele povinné, či ne.
Vykonáváńı procesu je tedy vždy start úkolu a přǐrazeńı řešitel̊u. Uživatel, který má
práva na dokončeńı úkolu, ho ukonč́ı s př́ıpadnými požadovanými parametry a workflow
rozhodne, který úkol bude nastartován jako následuj́ıćı.
Takto prob́ıhá proces od tzv. startovńı události (start event) až po událost konečnou
(end event).
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2.5 Správa task z pohledu uživatele
Activiti REST rozhrańı nab́ıźı pro správu úkol̊u základńı možnosti: complete, claim
a unclaim. Každý úkol může mı́t definována práva pro př́ıpadné zpracováńı uživatelem.
Uživatel má možnost úkol zpracovat, pokud je jeho uživatelský identifikátor v:
• assignee – pole označuj́ıćı uživatele, kterému je úkol přidělen,
• candidate – pole označuj́ıćı př́ıpadné kandidáty na zpracováńı,
• candidate–group – pole určuj́ıćı skupiny uživatel̊u, kteř́ı maj́ı právo na zpra-
cováńı.
2.6 Webová služba
Jedna z možnost́ı komunikace s Activiti je realizována pomoćı webové služby.
Webová služba označuje systém pro součinnou spolupráci stroj̊u na śıti. Služba sa-
motná je prezentována softwarovým nebo hardwarovým agentem. Schéma komunikace
je vždy stejné, jeden agent o službu žádá a druhý ji poskytuje. Standardy použ́ıvané
webovými službami zajǐst’uj́ı totožnou sémantiku obou agent̊u.
Př́ınosem webových služeb je možnost integrace libovolných aplikaćı provozovaných
na r̊uzných platformách a možnost jejich ovládáńı prostřednictv́ım webového rozhrańı
za použit́ı vzdáleného voláńı procedur přes śıt’. V dnešńı době jsou využ́ıvány dvě
hlavńı architektury pro komunikaci webových služeb: SOAP a REST.
2.6.1 SOAP
SOAP [24] je označeńı protokolu pro výměnu zpráv definovaných v jazyce XML,
předevš́ım pomoćı protokolu HTTP. Právě d́ıky protokolu HTTP má SOAP možnost
pr̊uchodu přes firewall, kde bývá protokol HTTP zpravidla povolen. SOAP tvoř́ı
základńı vrstvu pro komunikaci mezi webovými službami a poskytuje prostřed́ı pro
implementaci složitěǰśı komunikace.
SOAP definuje strukturu a formát zprávy pomoćı XML. Tento formát je využ́ıván
předevš́ım z d̊uvodu dostupnosti r̊uzných parsovaćıch nástroj̊u v mnoha programo-
vaćıch jazyćıch. XML formát disponuje deľśı syntax́ı, což zvyšuje čitelnost zprávy pro
samotného uživatele a umožňuje následnou snadnou validaci obsahu. To umožnuje
předej́ıt chybám při vzájemné komunikaci, ale také zvyšuje pamět’ovou náročnost, v́ıce




REST je označeńı architektonického stylu rozhrańı navrženého pro distribuované
prostřed́ı. Rozhrańı REST je použ́ıvané pro jednotný př́ıstup ke zdroj̊um (takzvaným
resources), přičemž data mohou mı́t odlǐsnou reprezentaci (ATOM, XML, JSON).
Dnešńı moderńı frameworky pro vývoj server-side aplikaćı podporuj́ı tvorbu REST
rozhrańı a dokaž́ı definovat procedury pro všechny potřebné metody, což vývojář̊um
výrazně ulehčuje použ́ıváńı REST rozhrańı.
Aby mohl být systém označován pojmem REST, je nutné, aby splňoval šest
základńıch vlastnost́ı vycházej́ıćıch ze základńı myšlenky jeho použit́ı [3] - klient - ser-
ver architektura, bezstavovost, využit́ı cache paměti, kód na vyžádáńı, vrstvený systém
a jednotné rozhrańı.
REST architektura je na rozd́ıl od SOAP orientována datově, nikoliv procedurálně.
Zdroje (sources) muśı vlastnit jedinečný identifikátor URI a REST definuje čtyři
základńı metody pro př́ıstup k dat̊um.
2.6.3 CRUD
Základńı metody pro př́ıstup k dat̊um jsou vytvořeńı dat (CREATE), źıskáńı
konkrétńıch dat (RETRIEVE), změna dat (UPDATE) a konečně smazáńı dat (DE-
LETE). Tento př́ıstup je implementován dle základńıch metod aplikačńıho protokolu
HTTP.
Implementace CRUD skrze HTTP:
• CREATE – pro vytvořeńı dat slouž́ı metoda POST,
• RETRIEVE – metoda pro źıskáńı zdroje, implementována pomoćı metody GET,
• UPDATE – změna již existuj́ıćıch dat implementována metodou PUT,
• DELETE – smazáńı zdroje HTTP metodou DELETE.
Activiti framework a jeho vrstva zajǐst’uj́ıćı REST rozhrańı jsou stále vyv́ıjeny a t́ım
jsou rozšǐrovány možnosti využit́ı webové komunikace s t́ımto frameworkem.
2.7 Zhodnoceńı aktuálńıho stavu
Zadáńı práce spoč́ıvá ve vytvořeńı klient–server aplikace pro Activiti workflow. Po
upřesněńı požadavk̊u je ćılem práce vytvořit vlastńı server slouž́ıćı pro synchronizaci
dat a dvě klientské části. Tyto klientské části se děĺı na desktopovou, jej́ıž účel je
předevš́ım testováńı komunikace, a na naitivńı aplikaci pro platformu Android.
Klientská aplikace pro platformu Android komunikuj́ıćı s Activiti workflow je do-
stupná na Google Play [8] pod názvem Activiti Explorer Beta. Označeńı beta je vhodné,
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i když popis aplikace slibuje základńı funkcionalitu, po zadáńı přihlašovaćıch údaj̊u se
aplikace, zřejmě kv̊uli interńı chybě, ukonč́ı. Z tohoto d̊uvodu nebylo možné otestovat
možnosti stávaj́ıćı aplikace. Dle dostupného popisu také aplikace nepodporuje možnost
práce v tzv. off–line režimu, což bylo jedńım z požadavk̊u na výslednou aplikaci této
práce.
Celkové zadáńı se ř́ıd́ı požadavky zadavatele, tedy společnost́ı Actis s.r.o. Návrh ko-
munikace, ve které je centrálńım prvkem server obsluhuj́ıćı synchronizaci dat a zároveň
klient pro Activiti workflow, doposud tato společnost nevyuž́ıvá. Úspěšná implemen-
tace je zároveň d̊ukazem možnosti použit́ı dále popsaných technologíı.
Obě klientské části popsané v následuj́ıćıch kapitolách, jsou navrženy a imple-
mentovány dle rozhrańı vlastńıho serveru. Tato vlastnost zaručuje, že jsou klientské
aplikace jedinečným řešeńım ćılové problematiky.
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3 Návrh aplikace
Ćılem práce je navrhnout a implementovat aplikaci pro správu vybraných
požadavk̊u z Activiti workflow. Klientská část aplikace by měla být implementována
předevš́ım jako nativńı aplikace pro platformu Android s možnost́ı práce s daty i bez
internetového připojeńı (tzv. off–line režim). Vybranými požadavky jsou nastartováńı
procesu dle procesńı definice uložené v Activiti databázi a správa úkol̊u, na které má
uživatel právo (task manager). V této kapitole je popsán zp̊usob komunikace, návrh
databáze a synchronizace dat mezi klientem a serverem.
Prvotńım návrhem od zadavatele, který měl být i zadáńım práce, byl návrh a im-
plementace pouze klientské části pro platformu Android. Komunikace s Activiti fra-
meworkem včetně autentizace klient̊u měla být implementována pomoćı REST roz-
hrańı. Data by byla na straně klienta uchována v SQLite databázi. Po konzultaci to-
hoto návrhu byla zvážena možnost využit́ı tzv. centrálńıho prvku, který by umožňoval
klient̊um komunikaci s v́ıce zdroji informaćı.
Tento návrh byl postupně upravován, předevš́ım kv̊uli splněńı nových požadavk̊u
na možnosti aplikace. Těmi byly snadná možnost změny autentizace uživatel̊u,
př́ıpadná snadná a rychlá reakce na změnu Activiti REST rozhrańı. Pro splněńı všech
požadavk̊u byl vytvořen finálńı návrh, ve kterém je centrálńım prvkem reprezentován
vlastńı server s webovou službou.
Obrázek 5: Návrh implementace
Server bude umožňovat klient̊um správu požadavk̊u ve v́ıce zdroj́ıch (databáźıch)
prostřednictv́ım jednoho připojeńı. Dále bude umožněna snadná změna autentizace
na jednom mı́stě. Klientská část aplikace vždy odeśılá autentizačńı data v pevně de-
finovaném formátu, zp̊usob autentizace již bude zprostředkovávat server. Zálež́ı na
samotné konfiguraci serveru, zda ověř́ı uživatele oproti Activiti frameworku, nebo
př́ıpadně oproti LDAPu. Server slouž́ı jako prostředńık pro komunikaci mezi klienty
a Activiti frameworkem, proto se reakce na př́ıpadnou změnu Activiti REST API týká
pouze serverové části.
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Za účelem možnosti využit́ı klientské aplikace také na poč́ıtači (nejen emulátor plat-
formy Android) a pro snadněǰśı možnost testováńı vzájemné komunikace mezi klientem
a serverem je v požadavćıch práce implementace dvou klientských část́ı. Klientská apli-
kace implementována pro platformu Android a druhá jako desktopová aplikace v jazyce
Java. Požadavky na aplikaci jsou snadná rozš́ı̌ritelnost pro př́ıpadné obecněǰśı využit́ı
a využit́ı možnost́ı Activiti frameworku bez zásahu do jeho aktuálńı implementace.
3.1 Návrh komunikace
Po kompletńım návrhu aplikace na nejvyšš́ı úrovni abstrakce (obrázek 5) je potřeba
zvážit a určit možnosti samotné implementace. Jedńım ze stěžejńıch faktor̊u je volba
implementace komunikace.
Komunikaćı mezi serverem a klientem byla zvolena webová služba využ́ıvaj́ıćı
REST rozhrańı. Webová služba byla vybrána předevš́ım pro snadnou rozšǐritelnost
v př́ıpadě potřeby, podporu vývojářských framework̊u a využitelnost ve většině
dnešńıch moderńıch aplikaćı.
Datový komunikačńı model ve formátu JSON [2] poskytuj́ıćı Activiti framework
muśı být zpracován na straně serveru. Server muśı být schopen data nejen přijmout,
ale také odeśılat (autentizačńı informace o uživateĺıch, hodnoty procesńıch proměnných
pro dokončeńı úkol̊u atd.). Proto je vhodným řešeńım využ́ıt alespoň část tohoto
datového modelu ve formátu JSON také pro komunikaci mezi serverem a klientem.
Formát JSON má (podle dostupného porovnáńı od vývojář̊u z MyDevNotes [15]) kratš́ı
délku než formát XML, což je z hlediska objemu přenášených dat výhodné. Pokud
je tento formát využ́ıván Activiti webovou službou, bylo by zbytečné na straně ser-
veru převádět formát JSON např́ıklad do formátu XML. Daľśı a neméně významnou
výhodou je podpora formátu JSON jak v jazyce Java pro vývoj desktopových aplikaćı,
tak i v jazyce Java pro vývoj aplikaćı na platformě Android.
3.2 Návrh databáze
Z požadavku na možnost centrálně spravovat data z v́ıce Activiti databáźı
a následnou synchronizaci s klientem vycháźı určité nároky na uložeńı dat. Data
je nutné uchovávat jak na straně serveru, tak na straně klienta pro možnost práce
s aplikaćı v off–line režimu. Jako databázový systém na straně serveru a desktopové
klientské části v jazyce Java byl pro svoji licenci, multiplatformnost a také využit́ı
v jiných projektech zvolen server MySQL 5.6. [18].
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3.2.1 Server databáze
Na straně serveru je potřeba uchovávat data o URL webových službách jednot-
livých Activiti framework̊u. Dále data o uživateĺıch, kteř́ı maj́ı př́ıstup a možnost
spravovat úkoly a procesy v těchto Activiti databáźıch.
Správa úkol̊u a start nových proces̊u definuj́ı potřebu ukládat a synchronizovat
datové objekty obsahuj́ıćı veškeré informace o úkolech a procesńıch definićıch. Dále
pro možnost dokončeńı úkolu a vyplněńı hodnot př́ıpadných procesńıch proměnných
jsou uchovávány formuláře a jejich vlastnosti.
Z těchto požadavk̊u byl vytvořen následuj́ıćı ERD model databáze na straně serveru
zachycuj́ıćı jednotlivé vazby mezi entitami.
Obrázek 6: ERD model server databáze
Atributy entit úkol (task), proces (proc def), formulář (form) a formulářová vlast-
nost (form properties), jsou určeny již z Activiti databáze. Pro jejich jednoznačnou
identifikaci v databázi jsou tyto entity rozš́ı̌reny o přirozený kĺıč. Dále jsou uloženy
informace o klientech a skupinách, ve kterých je konkrétńı uživatel členem.
Databáze by v př́ıpadném rozš́ı̌reńı aplikace mohla sloužit také jako centrálńı zdroj
informaćı např́ıklad pro statistické přehledy využ́ıváńı jednotlivých Activiti webových
služeb. Výhodou komunikace klient̊u přes server je možnost centrálńı modifikace a va-
lidace uložených dat, př́ıpadně źıskáńı dat z jiného datového zdroje.
3.2.2 Klientská databáze
Požadavkem na klientskou aplikaci bylo také jej́ı využit́ı v takzvaném off–line
režimu (bez připojeńı k internetu). T́ımto požadavkem je nutné uchovávat data nejen
na serveru, ale také v samotné klientské části aplikace. Uložeńı dat muśı být navrženo
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tak, aby klient mohl zpracovávát požadavky a tyto změny zaznamenávat pro následnou
synchronizaci v on–line režimu.
Obrázek 7: ERD model klientské databáze
Pro uložeńı dat v klientské části pro platformu Android byl využit interńı da-
tabázový systém SQLite [21]. MySQL Workbench umožnuje snadný export EER mo-
delu do SQL skriptu. Pro převod tohoto návrhu do SQLite skriptu byl využit on-
line convertor MySQL to SQLite [14]. Výsledek konvertoru bylo potřeba dodatečně
manuálně upravit dle SQLite dokumentace. Desktopová aplikace v jazyce Java využ́ıvá
stejně jako server databázi MySQL ve verzi 5.6.
Výsledný ERD model klientské databáze je, co se týče samotných dat (proces,
úkol, formulář), téměř totožný s modelem databáze na serveru. Rozd́ılné jsou primárńı
kĺıče jednotlivých tabulek. Klientská aplikace je od začátku navrhována jako jed-
nouživatelská, neńı tedy nutné uchovávat data o v́ıce uživateĺıch ani jejich identifikátor
použ́ıvat jako součást kĺıče. Dále je v klientské databázi přidána tabulka user, ve které
jsou uchovávány informace o konkrétńım uživateli. Tato tabulka slouž́ı pro off–line
přihlašováńı a uchováńı stavu aplikace.
3.3 Synchronizace dat
Pokud jsou klientská data uchovávána na straně serveru a zároveň má každý
uživatel svá data ve své klientské databázi (pro možnost práce v off–line režimu),
je nutné tato data synchronizovat a udržovat tak v aktuálńım stavu jak na serveru,
tak v klientské části aplikace.
Synchronizace dat znamená źıskáńı nových úkol̊u a proces̊u pro konkrétńıho kli-
enta. Samozřejmě také smazáńı již vyřešených úkol̊u a proces̊u, které se již v Activiti
databázi nevyskytuj́ı. Během synchronizace je proveden př́ıpadný start proces̊u či do-
končeńı úkol̊u. Při návrhu synchronizace je nutné být seznámen s postupem vykonáváńı
určitých krok̊u v Activiti frameworku a určit prioritu jednotlivých část́ı synchronizace.
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3.3.1 Prvotńı návrh synchronizace
Definice procesu je uložena v databázi a úkoly postupně vznikaj́ı při vykonáváńı
samotného procesu. Detailněǰśı popis základńı funkce Activiti frameworku je uveden
v kapitole Základńı použit́ı frameworku (2.4). Základńı funkcionalita frameworku defi-
nuje určité vlastnosti:
• proces - je určen definićı procesu v Activiti databázi,
• úkol - vzniká při startu procesu nebo po dokončeńı předchoźıho úkolu, jeho de-
finice vycháźı z definice procesu.
Tyto vlastnosti určuj́ı seřazeńı všech 4 krok̊u synchronizace mezi serverem a Acti-
viti frameworkem. Z klientského hlediska má vyšš́ı prioritu start nových proces̊u a do-
končeńı požadovaných úkol̊u. Až poté je dle priority jejich synchronizace. Toto pořad́ı
je také logicky určeno vznikem nových úkol̊u až po dokončeńı předchoźıho úkolu nebo
startem nového procesu. Výsledné kroky synchronizace jsou následuj́ıćı:
• 1. krok – nastartováńı proces̊u,
• 2. krok – dokončeńı všech požadovaných úkol̊u,
• 3. krok – synchronizace proces̊u,
• 4. krok – synchronizace úkol̊u.
Samotná synchronizace dat má být po konzultaci se zadavatelem realizována po-
moćı základńıch operaćı s množinami. Při synchronizaci úkol̊u si server vyžádá pro
konkrétńıho klienta všechny úkoly ze všech Activiti databáźı. Tato data tvoř́ı jednu
množinu M1 (viz obrázek 8). Dále źıská z vlastńı databáze všechny stávaj́ıćı úkoly pro
konkrétńıho uživatele - druhou množinu M2.
Nyńı pokud provedeme množinové odečteńı M1 - M2, źıskáme podmnožinu, jež
tvoř́ı úkoly, které doposud server ve své databázi nemá, tud́ıž se jedná o nová data (ID
100, 101).
Pokud provedeme opačné odečteńı M2 - M1, źıskáme tak podmnožinu, kterou tvoř́ı
úkoly, které se nevyskytuj́ı v žádné Activiti databázi (ID 103, 104). To znamená, že
tato data již byla smazána a můžeme je označit jako stará data. Stejný postup je
možné použ́ıt i při synchronizaci proces̊u.
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Obrázek 8: Znázorněńı množin
Touto část́ı je vyřešena synchronizace mezi serverem a Activiti databázemi. Dále
zbývá navrhnout synchronizaci dat mezi databáźı serveru a klienta. Návrh na syn-
chronizaci se skládal z následuj́ıćıch krok̊u:
1. dle klientského ID synchronizovat data mezi serverem a Activiti databáźı,
2. nová data uložit na serveru a zároveň je odeslat klientské aplikaci s označeńım
nových dat,
3. stará data ze serveru smazat a zároveň je odeslat klientské aplikaci s označeńım
starých dat.
Tento postup byl demonstrativně implementován a otestován. Hlavńım nedostat-
kem testováńı se ovšem prokázala nemožnost sesynchronizovat data s v́ıce klientskými
aplikacemi, které použ́ıvá jeden uživatel. Server měl v tuto chv́ıli ve své databázi
stejná data jako jedna konkrétńı klientská aplikace. Př́ı vývoji druhé klientské části
a požadavku na použ́ıváńı obou dvou klientských aplikaćı jedńım uživatelem zároveň
(mobilńı aplikace i desktopová aplikace využ́ıvána zároveň jedńım uživatelem) bylo
nutné navrhnout a implementovat sofistikovaněǰśı řešeńı, jež by umožňovalo nezávislou
synchronizaci s v́ıce klientskými aplikacemi.
Při synchronizaci úkol̊u jsou vždy současně synchronizovány i ostatńı data s nimi
spojená – formuláře a jejich vlastnosti. Při ukládáńı nových úkol̊u do databáze
jsou vyžádána a uložena také formulářová data. Současně se smazáńım úkol̊u jsou
kaskádově smazána i všechna formulářová data, která jsou na úkol v databázi vázána
ciźım kĺıčem. Tento mechanismus je použit jak na serveru, tak i v klientské části apli-
kace.
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3.3.2 Konečný návrh synchronizace
Výše uvedený návrh neřeš́ı kompletńı problematiku uložeńı dat na straně serveru
a synchronizaci, proto byl návrh upraven do následuj́ıćı podoby.
Obrázek 9: Schéma konečného návrhu synchronizace
Server uchovává aktuálńı data klient̊u v databázi. Každá z klientských aplikaćı
ovšem může mı́t data ve své databázi r̊uzná. Synchronizaci je tedy nutné provádět
s každým klientským zař́ızeńım individuálně. Proto byla ve výsledku navržena syn-
chronizace skládaj́ıćı se ze dvou část́ı. Prvńı část slouž́ı k synchronizaci mezi serve-
rem a Activiti databázemi, ve druhé části jsou sesynchronizována data mezi serverem
a konkrétńım klientem. Klient tedy ve svém požadavku zaśılá serveru informace o da-
tech, které již vlastńı ve své databázi.
V prvńı fázi (fáze 1) na obrázku 9 odeśılá klient požadavek na synchronizaci (po-
drobný popis požadavku a odpovědi v př́ıloze 1.5). Server podle klientského ID sesyn-
chronizuje vlastńı data s Activiti databáźı (s jednou či v́ıce dle konfigurace). Po tomto
kroku jsou data na serveru v aktuálńı podobě.
Ve druhé fázi (fáze 2) docháźı k synchronizaci dat mezi klientem a aktuálńımi daty
na serveru. Klient již ve svém úvodńım požadavku zaśılá informaci o datech, která
má ve své vlastńı databázi. Podle těchto údaj̊u jsou data výše popsaným zp̊usobem
(práce s množinami) sesynchronizována a v posledńım kroku server odeśılá odpověd’
se stavem synchronizace, novými a starými daty.
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3.4 Využit́ı moderńıch programovaćıch prostředk̊u
V souladu s moderńımi př́ıstupy k návrhu aplikace v objektovém jazyce byly
využity při implementaci některé z návrhových vzor̊u nebo jejich část́ı.
Návrhové vzory nab́ıźı svoj́ı koncepćı snadné řešeńı typických programátorských
problémů a zvyšuj́ı efektivitu práce. Nejedná se př́ımo o části zdrojových kód̊u, ale o po-
stup, jak řešit daný problém. Objektové návrhové vzory využ́ıvaj́ı vlastnost́ı objektově
orientovaných jazyk̊u, jako jsou rozhrańı (interface) či polymorfismus. Problematika
a př́ıklady praktického využit́ı návrhových vzor̊u jsou obsaženy v knize Návrhové vzory
od pana Pecinovského [19].
Konkrétńı využit́ı návrhových vzor̊u v této práci je popsáno v kapitole 4.2.6 a 4.2.7.
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4 Implementace
Po kompletńım návrhu aplikace popsané v kapitole 3 se podařilo tento návrh imple-
mentovat. Tato kapitola popisuje kĺıčové postupy, zvolené implementačńı prostředky
a metody samotné implementace jak serverové části aplikace, tak i desktopové a mo-
bilńı klientské aplikace.
Ćılem projektu bylo vytvořit aplikaci, která by byla snadno rozšǐritelná nejen
o REST rozhrańı, ale také o př́ıpadné zpracováńı a synchronizaci dat z jiného da-
tového úložǐstě.
4.1 Server
Serverová aplikace s webovou službou využ́ıvaj́ıćı REST rozhrańı (2.6.2) byla im-
plementována na aplikačńım serveru GlassFish 3.1.2 [16] v jazyce Java. Vývojové
prostřed́ı Eclipse Juno nab́ıźı po instalaci pluginu př́ımou správu tohoto aplikačńıho
serveru a urychluje t́ım vývoj a př́ıpadné testováńı aplikace.
Obrázek 10: Základńı schéma server části
Samotná implementace byla rozdělena do několika krok̊u:
• komunikace – implementace REST rozhrańı pro komunikaci jak s Activiti fra-
meworkem, tak s klientskými aplikacemi,
• synchronizace – implementace synchronizace dat,
• datový model – vytvořeńı konkrétńıch komunikačńıch a datových objekt̊u.
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4.1.1 Komunikace
Aplikačńı server GlassFish nab́ıźı podporu implementace REST rozhrańı. Roz-
hrańı je implementováno Java tř́ıdou s metodami a potřebnými anotacemi, interńı
zpracováńı požadavku již zřizuje aplikačńı framework. Tř́ıda muśı mı́t před svoj́ı de-
klaraćı definovanou tzv. path. Ta určuje, která tř́ıda a metoda má být volána po přijet́ı
požadavku na konkrétńı URL. Následuj́ıćı část znázorňuje deklaraci tř́ıdy a jej́ı metody
pro zpracováńı požadavku na start proces̊u:
@Path("process-definitions")











Po přijet́ı požadavku na URL:
http:/IP SERVER:PORT/process-definitons/start
je tento požadavek zpracován metodou startProcessDefinitions a následně je vrácena
odpověd’ ve formátu JSON.
T́ımto zp̊usobem je implementováno celé REST rozhrańı poskytuj́ıćı metody pro
klientské žádosti na zpracováńı či synchronizaci dat.
4.1.2 Komunikačńı model
Samotné komunikačńı objekty a jejich atributy pro komunikaci mezi serverem
a Activiti webovou službou byly určeny formátem JSON, který webová služba vraćı
(2.3). Podle struktury dat byly implementovány potřebné objekty nejprve pro komu-
nikaci mezi serverem a Activiti webovou službou.
Př́ıklad formátu JSON popsaný v kapitole 2.3 určuje, jak webová služba vraćı
konkrétńı data např́ıklad o objektu proces. Tato data jsou obsažena v poli s názvem
data. Pro přijet́ı a zpracováńı celé odpovědi je potřeba přijmout objekt celý, včetně
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doplňuj́ıćıch údaj̊u (total, start, sort). Proto byly navrženy objekty, u kterých jsou je-
jich atributy shodné s atributy formátu JSON. Postup návrhu a implementace objekt̊u
jsou popsány v následuj́ıćım př́ıkladu.
Po odesláńı požadavku za účelem źıskáńı seznamu proces̊u z Activiti databáze je















Pro zpracováńı těchto dat jsou deklarovány následuj́ıćı tř́ıdy popisuj́ıćı požadované














Výsledná, p̊uvodně požadovaná data, jsou źıskána jako seznam objekt̊u ProcessDe-
finition z přijatého objektu ListProcessDefinitions. T́ımto zp̊usobem je navržena a im-
plementována také komunikace mezi serverem a klientem.
34
4.1.3 Autentizace klient̊u
Aktuálńı zp̊usob autentizace klient̊u zprostředkovává server. Klienti jsou dle svého
klientského ID a hesla ověřováni oproti webové službě Activiti frameworku. Po úspěšné
autentizaci je zaručena následná možnost komunikace konkrétńıho uživatele s danou
webovou službou. Každý daľśı požadavek pro komunikaci s Activiti webovou službou
muśı obsahovat ve své hlavičce klientské ID a heslo.
Pokud má klient nastaven na straně serveru př́ıstup k v́ıce datovým zdroj̊um
(Activiti webových služeb), je při procesu přihlášeńı ověřen oproti všem databáźım.
Výsledek autentizace je nejen přeposlán klientovi, ale také uchován na straně serveru.
Pokud autentizace selže (uživatel již nemá účet v databázi, chybné ID nebo heslo),
synchronizace dat se s touto databáźı dále neprovád́ı.
Každý klient má na straně serveru minimálně jeden záznam v tabulce user source.
Při požadavku na autentizaci server z databáze źıská všechny záznamy pro konkrétńıho
uživatele a provede autentizaci oproti všem webovým službám.
Výsledek autentizace je uložen k odpov́ıdaj́ıćımu záznamu jako atribut isActive.
T́ım je uchován stav posledńı autentizace klienta, který je kontrolován při př́ıpadné
synchronizaci.
Po úspěšné autentizaci klienta si server vyžádá kompletńı seznam skupin, ve
kterých je konkrétńı uživatel členem. Tyto informace jsou uloženy v databázi na straně
serveru a jsou dále využity při datové synchronizaci pro źıskáńı všech dostupných
úkol̊u.
4.1.4 Synchronizace dat
Kompletńı logika aplikace byla při konečném návrhu aplikace přesunuta na stranu
serveru. Klientská část proto nebude muset být ve většině př́ıpad̊u změny modifi-
kována, př́ıpadné změny se budou týkat pouze centrálńıho prvku – serveru.
Server má za úkol nejen autentizaci klient̊u, ale také synchronizaci jejich dat.
Výhodou centrálńı synchronizace je možnost modifikace a kontrola dat, jež jsou
následně odeslány klient̊um.
V této práci byla implementována synchronizace dle konečného návrhu (3.3.2).
V prvńı fázi synchronizace jsou dle požadavku odpov́ıdaj́ıćı data klienta na straně
serveru sesynchronizována s Activiti databáźı, poté jsou synchronizována samotná
data mezi aktuálńımi daty na serveru a koncovým klientem.
Klient vždy pouze odeśılá žádost o synchronizaci (obsahuj́ıćı informaci o vlastńıch
datech) a přijme synchronizačńı odpověd’ s již synchronńımi daty.
Jazyk Java nab́ıźı práci s množinami pomoćı kolekce Set. Při implementaci byla
vytvořena tř́ıda Synchronization, jež svými metodami obaluje práci s množinamy a im-
plementuje metody, jako jsou např́ıklad vzájmené odečteńı množin nebo jejich pr̊unik.
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Výsledný rozd́ıl vraćı opět jako množinu objekt̊u, která je dále zpracována. K tomu,
aby mohla být množina objekt̊u odečtena od jiné, je potřeba, aby konkrétńı objekt
implementoval rozhrańı Comparable a jeho metodu compareTo, ve které již vývojář
muśı implementovat kritérium vzájemného porovnáńı.
V prvotńı implementaci byl, jako kritérium pro porovnáńı, zvolen složený iden-
tifikátor, který se skládal ze dvou část́ı. Prvńı z nich byl identifikátor dat źıskaný
z Activiti databáze ( ID úkolu), část druhou tvořilo URL Activiti webové služby, ze
které data pocháźı. T́ımto identifikátorem byla zaručena jednoznačnost každého da-
tového objektu ve zpracovávané množině.
Během testováńı se ovšem tato implementace prokázala jako nedostačuj́ıćı
z následuj́ıćıho d̊uvodu. Pro zjednodušeńı si lze představit př́ıklad s jediným úkolem
v Activiti databázi a jedńım klientem (obrázek 11). Každý objekt úkol obsahuje několik
atribut̊u (např́ıklad description), které se mohou na základě uživatelské potřeby
změnit, tuto změnu je nutné distribuovat i mezi ostatńı klienty.
Modelová situace vypadá následovně:
• Activiti databáze – obsahuje úkol s ID 100, tento úkol má zpracovat uživatel
user (user ID je v poli assignee viz. 2.4).
• Server – již ve své databázi tento úkol uchovává, při jeho přijet́ı přidal k tomuto
objektu hodnotu atributu URL, pro jeho jedinečnou identifikaci.
• Klient – jehož ID je user již také tento úkol uchovává ve své databázi.
Obrázek 11: Modelová situace problému synchronizace
Nyńı dojde ke změně dat v Activiti databázi (např́ıklad description). Změńı se
pouze description, ID tohoto úkolu z̊ustane nezměněno. Následně klient zažádá o syn-
chronizaci. Server si vyžádá všechny úkoly pro uživatele user. Obdrž́ı pouze jediný
s identifikátorem 100 a s URL activiti url. Tato data sesynchronizuje s daty z vlastńı
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databáze – opět úkoly pro uživatele user s ID 100 a URL activiti url. Porovnávaćı kĺıč
je složen právě z hodnot 100 (ID úkolu) a activiti url(URL webové služby), proto je
synchronizace vyhodnocena s výsledkem data aktuálńı. Klient je tedy informován, že
všechna jeho data jsou v aktuálńı podobě.
Tento výsledek je ovšem nepravdivý, protože p̊uvodně došlo ke změně descrip-
tion. Tato změna nebyla zohledněna během synchronizace, a proto bylo nutné navrh-
nout a implementovat sofistikovaněǰśı řešeńı daného problému, které by zohledňovalo
př́ıpadnou změnu dat v databázi (nejen ID úkolu).
V př́ıpadě shodných ID úkol̊u bylo možné postupné porovnáváńı všech vzájemných
atribut̊u objekt̊u (např́ıklad object1.description vs object2.description atd). Tento po-
stup by byl ovšem velmi neefektivńı předevš́ım z časové a výpočetńı náročnosti. Proto
bylo implementováno následuj́ıćı řešeńı.
Server při přijet́ı úkolu z Activiti databáze k tomuto objektu doplńı nejen acti-
viti url, ale také vypoč́ıtá HASH z požadovaných atribut̊u, u kterých mohlo doj́ıt ke
změně. Při synchronizaci již neńı porovnáńı prováděno na základě ID a URL, ale na
základě vypoč́ıtané hodnoty HASH. Př́ıpadná shoda HASH znač́ı identický úkol včetně
všech atribut̊u, př́ıpadná neshoda znač́ı změnu některého atributu.
V jazyce Java bylo tohoto řešeńı doćıleno využit́ım anotaćı u požadovaných atri-
but̊u. Použit́ı vlastńıho anotačńı rozhrańı TaskHash a java.lang.reflect je umožněno
źıskat hodnoty atribut̊u objektu označené konkrétńı anotaćı. Z těchto hodnot po přijet́ı
dat na serveru vypoč́ıtat hodnotu HASH a uložit ji jako atribut objektu.
Výsledná tř́ıda UserTask je tedy definována s implementaćı Comparable rozhrańı
a jednotlivé atributy, u kterých může doj́ıt ke změně, jsou označeny anotaćı TaskHash:








Z takto označených atribut̊u je vypoč́ıtán HASH, který je následně porovnáván.
Implementace porovnáńı řetězc̊u v jazyce Java je doporučována pomoćı metody equals
(dle Java tutorial [22]). Tento zp̊usob se během následného testu ukázal jako ne-
dostačuj́ıćı. Některé HASH hodnoty, i přesto, že se shodovaly, tato metoda vyhodnotila
jako r̊uzné a synchronizace nezaručovala korektnost dat.
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Tento problém je řešen využit́ım tř́ıdy Collator, která slouž́ı k lingvisticky
správnému porovnáńı textových řetězc̊u. Tato implementace se během testováńı
prokázala jako dostatečně rychlá a ve všech testovaných př́ıpadech poskytovala ko-
rektńı výsledek porovnáńı.
Na UML diagramu č́ıslo 12 je znázorněn vztah mezi tř́ıdami implementuj́ıćımi
př́ıjem požadavku, zpracováńı a odesláńı odpovědi. Schéma zobrazuje tř́ıdy pro zpra-
cováńı požadavku, který má sesynchronizovat uživatelské úkoly.
Aplikace byla vyvinuta pro snadné rozš́ı̌reńı stávaj́ıćı funkcionality. Proto jsou tř́ıdy
implementuj́ıćı zpracováńı konkrétńıch objekt̊u rozš́ı̌reny od tř́ıd abstraktńıch, které
již implementuj́ı společné metody pro práci s datovými objekty, př́ıstup do databáze,
využit́ı logováńı či např́ıklad komunikaci se samotnou webovou službou poskytuj́ıćı
Activiti framework.
Při př́ıpadném roš́ı̌reńı aplikace o REST rozhrańı a např́ıklad zpracováńı nového
požadavku je potřeba pouze rozš́ı̌rit již připravené abstraktńı tř́ıdy a implementovat
konkrétńı metody pro zpracováńı požadavku.
Na straně serveru nebyl využit Entity framework, ale vytvořena vlastńı vrstva
mapuj́ıćı data z databáze do podoby př́ıslušných objekt̊u. Veškeré práce s daty jsou
prováděny pro zaručeńı konzistentnosti dat pomoćı transakćı.
Obrázek 12: UML schéma tř́ıd pro zpracováńı synchronizačńıho požadavku
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4.2 Klient
Tato kapitola popisuje implementaci klientské části aplikace a uvád́ı hlavńı prvky
implementačńıch rozd́ıl̊u mezi vývojem desktopové a mobilńı klientské aplikace.
Ćılem práce bylo implementovat klientskou část primárně pro platformu An-
droid [6]. Pro možnost efektivněǰśıho laděńı aplikace a př́ıstupu do databáze (in-
terńıho v rámci firmy), se ukázalo nejvhodněǰśım řešeńım vytvořit nejprve deskto-
povou klientskou aplikaci v jazyce Java s vlastńı MySQL databáźı. Tato klientská
část slouž́ı předevš́ım pro testováńı komunikace a pro demonstračńı účely v rámci in-
terńıho využ́ıváńı aplikace a byla vytvořena nad rámec p̊uvodńıho zadáńı práce. Až
po schváleńı požadované implementace a funkčnosti desktopové aplikace byla vyv́ıjena
klientská mobilńı aplikace pro platformu Android.
Klientská aplikace byla od počátku navržena jako jednouživatelská s intuitivńım
ovládáńım. Důvodem byl předevš́ım předpoklad práce s mobilńım zař́ızeńım, které je
vlastněno jednou osobou.
4.2.1 Bezpečnost interńıch dat
U platformy Android byl zadavatelem vznesen požadavek na zabezpečeńı lokálńıch
dat v mobilńım zař́ızeńı. Platforma Android nab́ıźı jako interńı úložǐstě neza-
bezpečenou SQLite databázi. Př́ı ztrátě mobilńıho zař́ızeńı nebo instalaci škodlivé
aplikace (např́ıklad z internetu) je bezpečnostńım problémem možnost źıskat neza-
bezpečená data z interńı SQLite databáze. Z tohoto d̊uvodu bylo implementováno
zabezpečeńı databáze, kterou zprostředkovává knihovna SQLCipher [25].
Snahou vývojář̊u této knihovny bylo zvýšeńı bezpečnosti a soukromı́ svých
uživatel̊u. SQLCipher je rozš́ı̌reńı klasické SQLite knihovny, které poskytuje 256-bitové
AES šifrováńı. Nespornou výhodou této knihovny je shodné API, které poskytuje pro
př́ıstup k databázi jako klasické SQLite.
Během vývoje aplikace se nejprve pracovalo s nezabezpečenou databáźı. Po návrhu
databáze (obrázek 7) a otestováńı korektnosti návrhu, které proběhlo na dř́ıve vy-
tvořené desktopové aplikaci, bylo nutné doimplementovat knihovnu SQLCipher.
Při rozš́ı̌reńı projektu o zabezpečeńı lokálńıch dat u mobilńıho klienta byl využit
postup společnosti Zatetic, který popisuje integraci SQLite knihovny do aplikace pro
Android [26]. Prokázalo se, že vývojáři skutečně vytvořili shodné rozhrańı, které po-
skytovala p̊uvodńı SQLite knihovna. Téměř jediným rozd́ılem je nutnost zadat heslo
při práci s databáźı a při startu aplikace nahrát do paměti potřebné knihovny rea-
lizuj́ıćı šifrováńı a dešifrováńı dat. Implementace zabezpečeńı ovšem přinesla nár̊ust
velikosti výsledného apk instalačńıho souboru z p̊uvodńıch 1,1MB na 5,1MB. Dále
jsou při prvńım spuštěńı aplikace rozbaleny na disk potřebné knihovny pro šifrováńı.
Výsledná aplikace t́ım zab́ırá po instalaci a spuštěńı až 15MB. Proto je umožněn jej́ı
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přesun na SD kartu mobilńıho zař́ızeńı (v př́ıpadě podpory verze systému Android).
SD karty v dnešńı době disponuj́ı velikost́ı paměti i několik deśıtek GB.
4.2.2 Komunikace
Obě klientské aplikace implementuj́ı komunikaci přes REST rozhrańı. Komunikačńı
model z̊ustává u obou aplikaćı stejný, ovšem konkrétńı implementace se v některých
částech lǐśı. U desktopové části je komunikace implementována ve v́ıce tř́ıdách a me-
todách. Účelem tohoto postupu je snadná možnost modifikace zp̊usobu odeśıláńı dat,
př́ıjmu dat a změny potřebných parametr̊u pro potřeby laděńı a testováńı. Vývoj ko-
munikačńıho rozhrańı mobilńı aplikace byl realizován již oproti otestovanému rozhrańı
implementovaného serveru. Proto bylo možné navrhnout a implementovat obecněǰśı
rozhrańı pro vzájemnou komunikaci než u desktopového klienta. Nebylo zde nutné
kontrolovat přijatá data ze serveru.
Desktopová klientská část využ́ıvá Jersey framework [17] pro implementaci REST
komunikace se serverem. Tento nástroj vývojář̊um výrazně usnadňuje implementaci
komunikace, odesláńı konkrétńıch objekt̊u a zároveň zpětné mapováńı př́ıchoźıch dat
na př́ıslušné objekty. Daľśı výhodou je př́ımá podpora a využit́ı Jersey frameworku také
na straně serveru. To umožnilo použ́ıt shodné API na obou komunikačńıch stranách.
V pr̊uběhu vývoje se projevil i drobný nedostatek Jersey frameworku. Jersey
framework při vytvářeńı komunikačńıho objektu ve formátu JSON chybně mapuje
jednoprvkové pole, které převád́ı na klasický atribut objektu. Přenos dat je prove-
den korektně, avšak při zpětném složeńı objektu je vrácena v některých př́ıpadech
výjimka. Jersey metoda očekává podle předpisu tř́ıdy atribut pole (uvozený v hra-
natých závorkách) a źıská pod t́ımto jménem pouze jednoprvkový atribut (uvozený
v klasických závorkách). Tento problém byl vyřešen využit́ım knihovny Jackson Ob-
ject Mapper [1]. Jedná se o část frameworku pro práci s JSON objekty, který korektně
převád́ı Java objekty do formátu JSON a zpět.
Součást́ı kouminkace za účelem synchronizace nejsou pouze kompletnı́ objekty
(úkol, proces). Při odesláńı požadavku na synchronizaci klient předává také infor-
mace o tom, jaká data vlastńı ve své databázi. V tuto chv́ıli neńı nutné přenášet
kompletnı́ objekt, ale stač́ı pouze identifikátor slouž́ıćı pro synchronizačńı proces na
serveru. V kontrétńım př́ıpadě pro synchronizaci úkol̊u klient odeśılá ve své zprávě
pouze taskID, activitiURL a HASH. Pr̊uměrná znaková délka objektu úkol ve formátu
JSON se pohybuje mezi 600–800 znak̊u (zálež́ı na délce popisu, URL atd). Synchro-
nizačńı REST požadavek (obsahuj́ıćı taskID, activitiURL a HASH ) má v pr̊uměrném
př́ıpadě délku pouze 150 znak̊u, což je maximálně 1/4 p̊uvodńıho objektu. T́ım je
minimalizován datový přenos a zvýšena rychlost aplikace.
Schéma 13 popisuje obecné vytvořeńı požadavku na synchronizaci, odesláńı
a př́ıjem na straně serveru. Klient nejprve slož́ı požadavek z dat uložených v da-
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tabázi. Pojmem REST data rozumı́me vytvořeńı objekt̊u určených k synchronizaci
(vytvořeńı REST objekt̊u s minimálńım počtem potřebných atribut̊u). Posledńım kro-
kem před odesláńım je složeńı celého požadavku včetně dat o samotném uživateli, který
o synchronizaci žádá (např́ıklad klientský identifikátor a heslo). Následně je požadavek
odeslán na stranu serveru.
Obrázek 13: Schéma vytvořeńı synchronizačńıho požadavku
4.2.3 Generovańı formulář̊u
Jak je popsáno v kapitole 2.4, interakce s uživateli je zajǐstěna pomoćı formulář̊u.
V klientské aplikaci je potřeba z přijatých dat dynamicky sestavit a zobrazit formulář
ke konkrétńımu úkolu. Uživatelem vyplněná data zvalidovat a uložit zpět do databáze.
Uložená data se při následné synchronizaci opět připoj́ı k ukončovanému objektu úkol
a jsou společně odeslána na server.
Generováńı formuláře se skládá z několika krok̊u. Aplikace umožňuje validovat
formulář obsahuj́ıćı pole s datovými typy string, long, enum, boolean. Každé pole je
představováno samostatným objektem, který má např́ıklad vlastńı ID, typ, název,
předvyplněnou hodnotu a př́ıznak, zda je vyplněńı pole povinné.
Pokud neńı pole typu enum ani boolean, je vygenerován klasický editText pro
zadáńı dat. Jako jméno pole je využit atribut název a pokud je pole povinné, je za
název přidána hvězdička. Při zobrazeńı typu enum jsou z databáze źıskána dopňuj́ıćı
data, která jsou uživateli zobrazena jako konečný seznam, ze kterého si uživatel voĺı
konkrétńı hodnotu. Postup vytvořeńı jednoho pole formuláře je zobrazen pomoćı di-
agramu 14. Jako datová struktura pro uchováńı dynamického stavu poĺı formulář̊u
je v jazyce Java využita HashMap s identifikátorem pole a jeho instanćı. Typ pole
boolean je reprezentován checkboxem.
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Před uložeńım dat z formuláře jsou data zvalidována dle typu pole. Pokud je atri-
but pole např́ıklad long a vstupńı data nelze přetypovat na tento typ, je uživatel
informován o chybném vstupu.
Obrázek 14: Diagram vytvořeńı formulářového pole
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4.2.4 Synchronizace klientské části
Synchronizačńı mechanismus na straně serveru je popsán v kapitole 3.3.2. Klientská
část má tedy za úkol pouze odeśılat požadavky a zpracovat př́ıchoźı data v odpovědi.
Synchronizačńı postup se skládá celkem ze 4 krok̊u, přitom prvńı 2 kroky neńı
potřeba vykonávat při každé synchronizaci a zálež́ı na aktuálńım stavu dat v klientské
aplikaci. Postup synchronizace je znázorněný na následuj́ıćım schématu.
Obrázek 15: Kroky synchronizace
Synchronizace se pro uživatele aplikace jev́ı jako jednotná operace, ve které jsou
vykonány postupně následuj́ıćı kroky (přitom je v každém kroku nejprve složen
požadavek dle schématu 13):
• start proces̊u – požadavek je vytvořen a odeslán, pokud uživatel zvolil start
procesu po posledńı synchronizaci. Pokud uživatel nezažádal o start žádného
procesu, neńı nutné požadavek odeśılat,
• dokončeńı úkol̊u – požadavek je vytvořen a odeslán, pokud uživatel v klientské
aplikaci po posledńı synchronizaci dokončil některý úkol, pokud se tak nestalo,
tento požadavek také neńı nutné odeśılat,
• synchronizace proces̊u – tento požadavek je odeśılán při každém procesu syn-
chronizace, složený požadavek obsahuje identifikátor proces̊u, které má klient ve
své databázi,
• synchronizace úkol̊u – požadavek je také odeslán při každé synchronizaci, opět
jsou jeho součást́ı identifikátory úkol̊u, které má již klient uložené ve své lokálńı
databázi.
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4.2.5 Implementačńı rozd́ıly klientských část́ı
V některých částech implementace se desktopová klientská část lǐśı od implemen-
tace aplikace pro platformu Android. Postupováno bylo podle praktických př́ıklad̊u
pana Larse Vogela [23]. Implementace komunikace klientské části pro platformu An-
droid je realizována pomoćı asynchronńıho vlákna, ve kterém je odeslán požadavek.
Tř́ıda, ve které je požadavek odeśılán, implementuje rozhrańı IAsyncActivity. T́ım je
zaručena obsluha společné metody onBackgroundRequestComplete, která je volána po
přijet́ı odpovědi a ukončeńı činnosti asynchronńıho vlákna.
Př́ıklad implementace autentizace klienta pro platformu Android je znázorněna
UML diagramem č́ıslo 16.
Obrázek 16: UML schéma tř́ıd pro odesláńı autentizačńıho požadavku
Znázorněná tř́ıda Login, která zároveň obsluhuje přihlašovaćı formulář, slož́ı
požadavek (zadané uživatelské ID a heslo), nastav́ı tř́ıdě WebService URL, na které je
následný požadavek odeśılán. Odesláńı je realizováno metodou execute, kterou je vy-
tvořeno nové vlákno a tř́ıdou AsyncPost je obslouženo odesláńı požadavku. Po přijet́ı
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odpovědi je d́ıky implementaci společného rozhrańı zavolána právě metoda onBac-
kgroundRequestComplete a předána odpověd’. Ta je poté zpracována a uživateli je na
základě výsledku autentizace př́ıpadně povolen vstup do aplikace.
T́ımto zp̊usobem je přes jednotné univerzálńı rozhrańı implementováno i odeśıláńı
všech synchronizačńıch požadavk̊u.
V klientské desktopové části aplikace je synchronizace prováděna stejnými kroky,
pouze pro tento proces neńı vytvářeno samostatné vlákno a metody pro odeśıláńı či
př́ıjem lze libovolně konfigurovat pro potřeby testováńı. Odeśılaná a přij́ımaná data
klientskou aplikaćı jsou kompletně logována pro př́ıpadné laděńı chyby při přenosu
dat.
Daľśım rozd́ılem ve vývoji je celkový př́ıstup k návrhu výsledné klientské apli-
kace. Zat́ımco u desktopové klientské části je umožněno data mezi objekty předávat
pomoćı konstruktoru, tento př́ıstup ve vývoji pro platformu Android použ́ıt nelze.
Pokud chceme předat nějaké activitě (tř́ıdě obsluhuj́ıćı právě jedno zobrazeńı na mo-
bilńım zař́ızeńı) objekt, je nutné, aby tř́ıda implementovala Parcalable rozhrańı a jeho
metody. Teprve poté je umožněno předáńı instance této tř́ıdy (objektu) jiné aktivitě
při jej́ım startu.
4.2.6 Využit́ı návrhového vzoru Command u desktopové aplikace
Při vývoji aplikace byly využity některé z návrhových vzor̊u nebo jejich část́ı.
U desktopové klientské aplikace byl např́ıklad využit návrhový vzor Command. Tento
vzor je využ́ıván k obsluze stisknut́ı tlač́ıtka uživatelem.
Obrázek 17: UML využit́ı návrhového vzoru Command
UML diagram 17 zachycuje vztahy mezi tř́ıdami po implementaci Command
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návrhového vzoru. Vlastńı tř́ıda ButtonHandler slouž́ı k obsluze metody execute, kte-
rou d́ıky společnému rozhrańı ICommand definuje každá tř́ıda představuj́ıćı konkrétńı
tlač́ıtko v grafickém uživatelském rozhrańı.
4.2.7 Využit́ı návrhového vzoru State u mobilńı aplikace
Při implementaci mobilńı aplikace se ukázalo vhodné použ́ıt návrhový vzor State.
Aktivita pro zobrazeńı seznamu nezpracovaných úkol̊u a aktivita pro zobrazeńı se-
znamu úkol̊u čekaj́ıćıch na synchronizaci se lǐśı pouze v popisku a zobrazovaných
datech. Proto na obě aktivity stač́ı pouze jedna tř́ıda, která popisek a ćılová data
zobrazuje v závislosti na vnitřńım stavu (IState). Vztah mezi tř́ıdami je znázorněn na
následuj́ıćım UML diagramu.
Obrázek 18: UML využit́ı návrhového vzoru State
4.2.8 Mobilńı aplikace – back stack
Platforma Android poskytuje pro práci s activitami tzv. back stack [6] neboli
zásobńık aktivit. Umı́stěńı activity na vrcholu zásobńıku je ř́ızeno podle životńıho
cyklu každé aktivity [9].
Při spuštěńı aplikace je spuštěna tzv. MAIN aktivita, konkrétně přihlašovaćı for-
mulář. Po přihlášeńı je nastartována aktivita se základńım rozcestńıkem aplikace –
main screen. Pokud přecháźıme mezi daľśımi aktivitami (dokončeńı úkol̊u, start pro-
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ces̊u), je vždy minulá aktivita přesunuta do takzvaného back stacku, nová přejde au-
tomaticky do popřed́ı a je zobrazena. Při kliknut́ı na tlač́ıtko back je aktuálńı aktivita
zrušena a zobraźı se posledńı aktivita uložená na vrcholu back stacku.
Pokud uživatel dokonč́ı úkol (complete, claim, unclaim), neńı potřeba se vracet na
předchoźı aktivitu, ve které jsou zobrazeny pouze detaily aktuálně dokončeného úkolu.
Z uživatelského hlediska je flexibilněǰśı zobrazit po dokončeńı úkolu opět základńı
rozcestńık aplikace – main screen.
Tohoto je doćıleno před ukončeńım jedné aktivity nastaveńım tzv. result. Tento
argument je předán aktivitě, jež je na vrcholu back stacku a přecháźı do popřed́ı.
V této aktivitě lze předaný argument zpracovat a zvolit vhodnou reakci. V tomto
př́ıpadě např́ıklad ukončit i aktuálńı aktivitu.
Obrázek 19: Schéma práce s aktivity zásobńıkem [7]
Znázorněńı funkce práce se zásobńıkem je na schématu č́ıslo 19. Po přihlášeńı
uživatele (stav 1) je aktivńı aktivita Hlavńı obrazovka a v zásobńıku (back stacku)
je aktivita předchoźı (Přihlášeńı). Uživatel zvoĺı zobrazeńı seznamu úkol̊u, t́ım je na-
startována nová aktivita, která je zobrazena uživateli (stav 2). Ze seznamu uživatel
zvoĺı konkrétńı úkol a nastartuje daľśı aktivitu (stav 3). Poté klikne na tlač́ıtko zpět,
aktuálńı aktivita je zrušena a aktivńı se stává předchoźı Seznam úkol̊u (stav 4). Znovu
zvoĺı konkrétńı úkol (stav 5) a poté tento úkol dokonč́ı s rozhodnut́ım Claim. Nyńı je
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ovšem na rozd́ıl od funkce tlač́ıtka zpět předán aktivitě Seznam úkol̊u argument, který
je vyhodnocen jako ukončuj́ıćı, a i tato aktivita je zrušena (stav 6). Z Hlavńı obrazovky
lze přej́ıt tlač́ıtkem zpět vždy jen na přihlašovaćı obrazovku.
4.2.9 Možnosti desktopové aplikace
Jak již bylo zmı́něno výše, desktopová aplikace slouž́ı předevš́ım pro interńı tes-
továńı přenosu dat a synchronizačńıho mechanizmu v rámci firmy. Byl proto implemen-
tován jednoduchý uživatelský design a ovládáńı aplikace. Uživateli je při přihlášováńı
zobrazen formulář, ve kterém je možné vložit přihlašovaćı údaje a zvolit mód (on–
line nebo off–line), ve kterém má být aplikace využ́ıvána. Také je možné smazat nebo
přidat nové informace o serveru, ke kterému se má klient následně připojit.
(a) Přihlašovaćı obrazovka (b) Formulář pro přidáńı serveru
Obrázek 20: Přihlášeńı uživatele a konfigurace připojeńı
Důležitou součást́ı obou klientských část́ı je dynamické vygenerováńı formuláře pro
dokončeńı úkolu. Uživatel vyplńı formulář dle požadavk̊u a následně jsou vyplněná data
zvalidována. V př́ıpadě korektńıho formátu vstupńıch dat jsou uložena do klientské
databáze.
Obrázek 21: Dynamicky vygenerovaný formulář
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Dále je práce s aplikaćı vymezena na jedno okno, ve kterém lze pomoćı přeṕınáńı
záložek měnit, zobrazovat a zpracovávat požadovaná data. Záložky jsou celkem tři. Na
prvńı z nich jsou v tabulce zobrazeny aktuálńı úkoly. Ve druhé záložce jsou zobrazeny
úkoly, které již byly ukončeny a čekaj́ı na synchronizaci. V této záložce lze rozhodnut́ı
o ukončeńı úkolu ještě před synchronizaćı změnit. Nakonec jsou pod třet́ı záložkou
zobrazeny procesy včetně doplňuj́ıćıch informaćı.
Obrázek 22: Hlavńı okno pro práci s daty
Pro přehledné testováńı a optimalizováńı aplikace jsou logovány téměř veškeré
práce s daty. Jedná se předevš́ım o práci s databáźı, složeńı a odesláńı synchronizačńıch
požadavk̊u a v neposledńı řadě výpis dat přijatých od serveru. Konfiguraci připojeńı
k databázi a např́ıklad úroveň logováńı lze modifikovat v tzv. properties souboru.
4.2.10 Možnosti mobilńı aplikace
Mobilńı klientská aplikace je dostupná v instalačńım apk souboru pro platformu
Android. Po instalaci je umožněn ve verzi systému, který to umožňuje, přesun aplikace
na SD kartu.
Aplikace je implementována jako jednouživatelská, kde je uživatelské ID
považováno za statický identifikátor. Proto je po prvńım úspěšném přihlášeńı apli-
kace interně registrována na konkrétńı uživatelské ID a jiný uživatel již nemá možnost
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aplikaci využ́ıt. Pokud by ovšem došlo ke změně ID, musela by být aplikace kompletně
odinstalována, znovu nainstalována a registrována na nové ID. Proto je v aplikaci
možnost smazat nejen všechna interně uložená data, ale také celý tzv. profil uživatele.
Poté je možné aplikaci využ́ıt znovu, jako by byla právě nainstalována.
Použit́ı tzv. off–line režimu je uživateli umožněno až po úspešném prvńım přihlášeńı
na server. Do té doby se v interńı databázi nemohou vyskytovat žádná data, která by
uživatel mohl zpracovávat. Ta jsou źıskána až po prvńı synchronizaci se serverem.
Dále jsou přihlašovaćı data po prvńım úspešném přihlášeńı uložena do databáze a jsou
využita při přihlašováńı do tzv. off–line režimu. V základńım nastaveńı aplikace jsou
vyžadovány přihlašovaćı údaje nejen pro on–line režim, ale také pro off–line režim. Toto
ověřeńı lze v nastaveńı aplikace deaktivovat. Uložené přihlašovaćı údaje (uživatelské ID
a heslo) je také možné při následnem spuštěńı automaticky předvyplnit pro rychleǰśı
obsluhu aplikace.
Data uložená v databázi mobilńıho zař́ızeńı jsou šifrována pomoćı SQLCipher
knihovny. Dále byly implementovány pasivńı prvky zabezpečeńı, jako např́ıklad od-
straněńı aplikace z historie spuštěných aplikaćı. Neńı tedy možné přij́ıt k mobilńımu
zař́ızeńı a z historie spuštěných aplikaćı spustit tuto aplikaci. Systém Android obecně
umožňuje při spuštěńı aplikace vráceńı jej́ı posledńı aktivity. To by znamenalo př́ımý
př́ıstup do zabezpečené části aplikace bez nutnosti přihlášeńı. Proto je po startu
aplikace vždy zobrazen pouze přihlašovaćı formulář, at’ už byla aplikace ukončena
v jakékoliv aktivitě (např́ıklad tlač́ıtkem home).
Off–line režim umožňuje spravovat interně uložená data bez možnosti synchronizace
se serverem. Dokončené úkoly v off–line režimu jsou ukládány do interńı databáze.
Všechna data jsou poté hromadně sesynchronizována při následné synchronizaci se
serverem v on–line režimu. V off–line režimu je dále mı́sto ikony zeleného panáčka
indikuj́ıćıho on–line připojeńı, zobrazena ikona panáčka červeného.
Aplikace se připojuje na server, proto je potřebná modifikace konfigurace připojeńı.
Základńı nastaveńı pro připojeńı k serveru je nastaveno testovaćı URL a jeho název.
Pokud bude serverová aplikace spuštěna na jiném serveru, lze před přihlášeńım URL
serveru modifikovat. Při př́ıpadné ztrátě spojeńı se serverem je uživatel informován
o chybě a aplikace je automaticky přepnuta do off–line režimu. Dále je na obrazovce
hlavńıho rozcestńıku aplikace zobrazeno datum a čas posledńı synchronizace se serve-
rem. T́ım má uživatel zaručen přehled o aktuálnosti uložených dat.
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(a) Přihlašovaćı obrazovka (b) Hlavńı rozcestńık aplikace
Obrázek 23: Přihlášeńı uživatele a konfigurace připojeńı
(a) Seznam dostupných proces̊u (b) Dynamicky vygenerovaný formulář
Obrázek 24: Seznam proces̊u a zobrazeńı formuláře
51
Uživatelské rozhrańı bylo, stejně jako u desktopové klientské aplikace, navrženo
s d̊urazem na intuitivńı orientaci v aplikaci s ćılem snadného a rychlého ovládáńı.
Proto je např́ıklad v aplikaci tlač́ıtko zpět (back) umı́stěno v levém dolńım rohu, kde
je jeho ovládáńı palcem nejpřirozeněǰśı při klasickém držeńı mobilńıho zař́ızeńı.
Jedńım z ćıl̊u práce bylo také doplnit výslednou mobilńı aplikaci o uživatelský
manuál. Manuál mobilńı aplikace je v př́ıloze 7. V samotné aplikaci je kompletńı
manuál dostupný ve formě statické webové stránky jak z přihlašovaćıho formuláře,
tak z hlavńıho zobrazeńı aplikace.
Uživatelská aplikace byla vyvinuta pro verzi systému Android 2.2+. Tato verze
spolu s vyšš́ımi jsou dnes dle Android statistik [10] využ́ıvány ve většině mobilńıch
zař́ızeńıch se systémem Android. Aplikace by proto mohla být široce využ́ıvána.
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5 Testováńı aplikace
Výsledná aplikace byla v závěru otestována na aplikačńım serveru GlassFish 3.1.2
s nastaveńım komunikace uživatele s dvěma Activiti frameworky. Pro simulaci reálného
prostřed́ı byla při testováńı zprovozněna webová služba nejen na lokálńım stroji, ale
také na serveru Microsoft Windows Server 2003. Testováńı bylo rozděleno na dvě
části. Prvńı z nich bylo testováńı datového přenosu a korektńı synchronizace na straně
serveru. Následovala druhá týkaj́ıćı se zpracováńı dat v klientské části aplikace a ko-
munikace s uživatelem. Během prvńı fáze testováńı byl kladen d̊uraz předevš́ım na
korektńı:
• přenos dat – sestaveńı a opětovné kompletńı složeńı datových objekt̊u,
• komunikace s databáźı – ověřeńı správné funkcionality předevš́ım při práci s daty
na straně serveru,
• synchronizačńı proces – porovnáńı množin a výsledky celého procesu synchroni-
zace na straně serveru,
• ošetřeńı aplikace – odpověd’ serveru i v př́ıpadě interńı chyby.
Ve druhé části, kdy byla otestována korektnost synchronizace dat mezi v́ıce
klientskými aplikacemi (desktopová aplikace, Android aplikace) použ́ıvané jedńım
uživatelským identifikátorem user ID, bylo testováńı rozděleno do následuj́ıch krok̊u:
• vytvořeńı požadavk̊u – sestaveńı konkrétńıho požadavku na synchronizaci,
• zpracováńı odpovědi – př́ıpadné uložeńı a smazáńı dat po synchronizačńım pro-
cesu,
• komunikace s databáźı – ověřeńı správné funkcionality předevš́ım při práci se
šifrovanou SQLite databáźı,
• ošetřeńı aplikace – při vnitřńı chybě, ztrátě internetového spojeńı atd.
Během testováńı se projevily některé drobné implementačńı chyby a nedostatky
aplikace, které byly následně opraveny a znovu otestovány. Po fázi testováńı je možné
konstatovat, že aplikace plńı body zadáńı a veškeré funkčńı požadavky včetně syn-
chronizace dat s každým zař́ızeńım zvlášt’.
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6 Možnosti rozš́ı̌reńı
Aplikaci lze použ́ıt jako tzv. Task manager – neboli správce úkol̊u z Activiti work-
flow. T́ım je splněn požadovaný ćıl práce. Běhěm návrhu a vývoje byla ovšem zo-
hledňována možnost následného rozš́ı̌reńı stávaj́ıćı funkcionality a bezpečnosti apli-
kace.
Prvńı možnost rozš́ı̌reńı je zabezpečeńı komunikace mezi serverem a klientskými
aplikacemi. V této práci byl kladen d̊uraz na bezpečné uložeńı dat v mobilńı aplikaci.
Komunikace se serverem je realizována zabezpečenou firemńı VPN śıt́ı. Při využit́ı
aplikace ve veřejné śıti by ovšem bylo zabezpečeńı komunikace, např́ıklad protokolem
SSL [5], nezbytné.
Daľśım projektem by mohl být návrh a implementace řešeńı lokálńıho zabezpečeńı
dat aplikace. V aktuálńı implementaci je využita knihovna SQLCipher, jež vyžaduje
pro práci s databáźı př́ıstupové heslo. To je ovšem v projektu součást́ı zdrojových
kód̊u. Pokud by byl instalačńı soubor dekompilován, bylo by útočńıkem př́ıstupové
heslo źıskáno. Na prvńı pohled snadné řešeńı je zaśıláńı hesla ze serveru, což ovšem
nelze realizovat při off–line režimu. Daľśı možnost́ı je např́ıklad vyžadovat heslo pro
př́ıstup do databáze při spuštěńı aplikace. Tato možnost by ovšem vyžadovala redun-
dantńı zadáváńı hesla jak pro př́ıstup k databázi, tak pro samotné on–line ověřeńı
klienta (hesla sice mohou být shodná, ale na rozd́ıl od hesla pro př́ıstup k databázi se
heslo pro ověřeńı může kdykoliv změnit). Z těchto d̊uvod̊u je aktuálńı implementace
z hlediska bezpečnosti dostačuj́ıćı a daľśı př́ıpadná modifikace zálež́ı na reakci klient̊u
při testováńı aplikace a zvážeńı ostatńıch rizik.
Také vzhled samotné klientské aplikace by měl navrhnout profesionálńı grafik mo-
bilńıch aplikaćı. Součást́ı úpravy vzhledu by měla být podpora všech dostupných
mobilńıch zobrazovaćıch rozlǐseńı. Aktuálně je zobrazeńı optimalizováno pro rozlǐseńı
480 x 800 obrazových bod̊u, konkrétně pro mobilńı zař́ızeńı Samsung Nexus S.
Dále lze k serveru př́ıpadně připojit jiný datový zdroj bez nutnosti velkých zásah̊u
do projektu. Dı́ky centrálńımu prvku (serveru), přes který všechna data putuj́ı, lze
např́ıklad po synchronizaci dat k př́ıpadným úkol̊um źıskat doplňuj́ıćı data z Lotus
Notes databáze. Ke konkrétńımu úkolu doplňuj́ıćı data přidat ve formě formulářové
vlastnosti a odeslat klientské aplikaci. Ta z̊ustane d́ıky mechanismu zobrazeńı a zpra-
cováńı formuláře beze změny. Na serveru stač́ı doprogramovat modul pro komunikaci
s jiným úložǐstěm, následně je t́ım umožněno př́ıpadně k dat̊um z Activiti databáze
přidat odpov́ıdaj́ıćı data z jiného datového úložǐstě a klient̊um odeslat kompletńı data
v předem definovaném formátu.
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7 Závěr
Diplomová práce svým obsahem řeš́ı problematiku správy vybraných požadavk̊u
z Activiti workflow pomoćı webové služby a centrálńı synchronizace dat. Teoretická
část práce (kapitola 2) popisuje základńı funkce Activiti frameworku a možnosti ko-
munikace s workflow. Následuj́ıćı kapitola 3 seznamuje s př́ıstupem k návrhu aplikace.
Samotná implementace dvou klientských aplikaćı a serveru, jenž poskytuje vlastńı
webovou službu, je popsána kapitolou 4.
Z počátku bylo nezbytné se nejprve seznámit s Activiti workflow, jeho základńı
funkcionalitou, správou, konfiguraćı a také s aktuálńım stavem jeho využit́ı. Po zhod-
noceńı situace a źıskáńı základńıho přehledu o frameworku bylo potřebné zjistit
možnosti poskytovaného Java a REST API.
Následuj́ıćım krokem se stala tvorba úvodńıho návrhu aplikace, při které byly, po
několika konzultaćıch se zadavatelem práce, určeny základńı dostupné implementačńı
technologie a postupy.
Detailńı návrh aplikace byl několikrát upravován dle potřeb zadavatele po
vzájemné konzultaci. Výsledkem bylo navržeńı správy požadavk̊u skrze klientské
aplikace, které nekomunikuj́ı př́ımo s Activiti workflow, ale s vlastńım serverem,
který zprostředkovává komunikaci s workflow, synchronizuje klientská data a nab́ıźı
v́ıce možnost́ı př́ıpadného rozš́ı̌reńı. Komunikace byla zvolena přes webovou službu,
konkrétně navržeńım a využit́ım REST rozhrańı (2.6.2). Požadavkem na klientskou
aplikaci bylo také možnost jej́ıho využit́ı bez připojeńı k śıti (v tzv. off–line režimu).
Tento požadavek přinesl nutnost navrhnout zp̊usob uložeńı dat v klientských aplikaćıch
a postup synchronizace dat mezi serverem a jednotlivými klienty. Kompletńı postup
návrhu, d̊uvody jeho úprav, návrh databáze a výsledný návrh aplikace jsou popsány
v kapitole 3.
V pvńı fázi implementace byla vyvinuta serverová část (4.1) společně s deskto-
povým klientem, která primárně slouž́ı k testováńı komunikace a nových metod zpra-
cováńı dat (4.2). Postup implementace serveru a datová synchronizace jsou popsány
v kapitole 4.1.4. Po úspěšné implementaci serveru a desktopové aplikace byl zahájen
vývoj mobilńı aplikace, která již mohla být testována oproti vytvořenému serveru.
Mobilńı aplikace byla vyv́ıjena jako jednouživatelská. Zde jsou data ukládána
v interńı nezabezpečené SQLite databázi. Z tohoto d̊uvodu bylo nutné lokálńı data
šifrovat prostřednictv́ım SQLCipher knihovny. K této klientské aplikaci byl vytvořen
uživatelský manuál, který je př́ımo součást́ı mobilńı aplikace a tvoř́ı jednu z př́ıloh této
práce (7).
Při implementaci aplikace byla snaha o využit́ı jak moderńıch postup̊u, které nab́ıźı
dnešńı frameworky a vývojová prostřed́ı, tak o implementaci návrhových vzor̊u nebo
jejich část́ı (4.2.6 a 4.2.7).
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Konečným krokem se stalo testováńı aplikace v reálném prostřed́ı (5), při kterém se
objevily drobné nedostatky, předevš́ım ve smyslu ošetřeńı aplikace na výjimky určitých
testovaćıch scénář̊u. Všechny zjǐstěné nedostatky byly odstraněny a aplikace byla upra-
vena do finálńı podoby.
Kapitola 6 popisuje př́ıpadné návrhy na rozš́ı̌reńı aplikace. Předevš́ım d́ıky
návrhu aplikace je možné rozš́ı̌reńı někola zp̊usoby, jež by se mohly stát některým
z následuj́ıćıch zadáńı projektu.
Součást́ı př́ılohy práce je nejen uživatelská př́ıručka, ale také ukázka synchro-
nizačńıho požadavku, CD s projektem serveru a obou klientkých aplikaćı včetně in-
stalačńıho apk souboru. Dále jsou přiloženy SQL skripty pro vytvořeńı databáze a kom-
pletńı dokumentace ke zdrojovým kód̊um ve formě webových stránek.
Předevš́ım úspěšnou implementaćı byla demonstrována možnost využit́ı Activiti
frameworku s jistotou zachováńı konzistence dat. Výhodou této aplikace je v neposledńı
řadě také možnost správy požadavk̊u mobilńım zař́ızeńım, které se stává zcela běžnou
součást́ı našeho profesńıho i soukromého života.
Práce byla vyv́ıjena podle specifikaćı společnosti Actis s.r.o. Při vývoji aplikace bylo
využito několik open–source knihoven, proto je i samotná výsledná aplikace zveřejněna
pod open–source licenćı MIT [13].
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omg.org/spec/BPMN/2.0.
[12] IBM. IBM Lotus Notes. [online]. 2013 [cit. 2013-08-05]. Dostupné z: http://www-
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sqlcipher.net.
[26] ZETETIC. SQLCipher for Android Application Integration. [online] 2013 [cit.
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Př́ıloha A - Uživatelský manuál - Activiti mobile
v1.0
Activiti Mobile je aplikace pro správu požadavk̊u z Activiti workflow prostřed́ı.
Umožňuje spravovat úkoly a startovat nové procesy na základě procesńı definice
uložene v Activiti databázi. Dále nab́ıźı možnost zpracováńı úkol̊u v off-line režimu
a následnou synchronizaci se serverem. Pro bezpečnost lokálńıch dat je využito 256-
bitové AES šifrováńı databáze. Aplikace komunikuje se serverem a před prvńım
použit́ım je nutné postupovat dle krok̊u doporučených dodavatelem aplikace (př́ıpadně
konfigurovat vlastńı webovou službu).
1.1 Instalace aplikace
Aplikace je vytvořena pro mobilńı platformu Android 2.2+ a je dostupná pro ćılové
uživatele ve formě instalačńıho apk souboru. Apk soubor je nutné nahrát do paměti
telefonu a nainstalovat. Po úspěšné instalaci aplikace, která je automaticky umı́stěna
v paměti telefonu, je možné ji přes správce aplikaćı přesunou na SD kartu.
1.2 Úvodńı nastaveńı aplikace
Obrázek 1: Přihlašovaćı obrazovka
Při prvńım spuštěńı aplikace je nutné
ověřeńı uživatele. To je realizováno po
vyplněńı uživatelského jména (UserID) a
hesla (Password). Tyto informace Vám bu-
dou zaslány po zažádáńı dodavatelem apli-
kace. Úvodńı nastaveńı aplikace obsahuje
informace o připojeńı k hlavńımu serveru.
Po zaškrtnut́ı
”
Save ID and password“ a
úspešném přihlášeńı se při daľśım použit́ı
aplikace tato data automaticky předvyplńı.
Offline mode je umožněn až po úspěšném
prvńım přihlášeńı na server. Př́ıpadná změna
konfigurace připojeńı -> Menu -> Settings
-> Mobile server URL.
Po prvńım přihlášeńı je aplikace regis-
trována z d̊uvodu bezpečnosti na konkrétńı
”
UserID“, od této chv́ıle ji může využ́ıvat





Obrázek 2: Hlavńı obrazovka
Po úspěšném prvńım přihlášeńı je zobra-
zena základńı obrazovka aplikace s informaćı
o uživateli a stavu aplikace (mode).
• Zelený panáček – online režim,
proběhla úspěšná autentizace a je
zpř́ıstupněna synchronizace dat
• Červený panáček – offline režim, je
umožnena práce pouze s lokálńımi daty,
bez možnosti synchronizace dat
Hlavńı rozcestńık aplikace tvoř́ı 4
základńı dlaždice a tlač́ıtko pro synchro-
nizaci dat se serverem, které je dostupné
dle aktuálńıho režimu. Dále je v levém
dolńım rohu zobrazeno datum a čas posledńı
synchronizace se serverem.
1.3.1 Správa proces̊u
Na této obrazovce se nacháźı seznam pro-
ces̊u, které má uživatel právo nastartovat. Při volbě procesu je zobrazen datail procesu
a možnost nastartovat nový proces. Pozn. př́ıznak
”
Start in next synchronization“
znač́ı počet start̊u konkrétńıho procesu při př́ı̌st́ı synchronizaci.
1.3.2 Správa úkol̊u
Na obrazovce (User task) jsou v seznamu zobrazeny vsechny úkoly, které uživatel
doposud neřešil. Kliknut́ım na úkol lze zahájit řešeńı úkolu.
Při volbě na hlavńı obrazovce čekajićı úkoly (Wait task) jsou zobrazeny úkoly,
které uživatel řešil a čekaj́ı na dokončeńı. Tyto úkoly se před dokončeńım stále daj́ı
modifikovat.
Po zahájeńı řešeńı úkolu je zobrazen detail konkrétńıho úkolu a možnost jeho do-
končeńı.
Při dokončeńı úkolu (Complete task) je dynamicky vygenerován př́ıpadný formulář
s doplňuj́ıćımi informacemi. Pole označená hvězdičkou jsou povinná.
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1.3.3 Možnosti aplikace
Obrázek 3: Hlavńı nab́ıdka
Na obrazovce (User task) jsou v seznamu
zobrazeny vsechny úkoly, které uživatel do-
posud neřešil. Kliknut́ım na úkol je možné
zahájit řešeńı úkolu.
Při volbě Wait task (čekajićı úkoly) jsou
zobrazeny úkoly, které uživatel řešil a čekaj́ı
na dokončeńı. Tyto úkoly je možné před do-
končeńım stále modifikovat.
Po zahájeńı řešeńı úkolu je zobrazen de-
tail konkrétńıho úkolu a možnost jeho do-
končeńı.
Při dokončeńı úkolu (Complete task) je
dynamicky vygenerován př́ıpadný formulář
s doplňuj́ıćımi informacemi. Pole označená
hvězdičkou jsou povinná.
Aplikace je vytvořena jako jed-
nouživatelská (z d̊uvodu bezpečnosti),
pokud je registrována na jednoho uživatele,
neńı možné ji použ́ıt uživatelem jiným. Je
ovšem možné aplikaci konfigurovat pro př́ıpadné smazáńı uživatelské registrace.
Aplikace umoňuje následuj́ıćı nastaveńı v menu základńı obrazovky.
• User guide – zobraźı tento manuál.
• Clear local database data – v př́ıpadě chyby nebo pro př́ıpadné zvýšeńı
bezpečnosti vymaže všechna data v lokalńı databázi, po synchronizaci jsou data
opět uložena. Uživatel z̊ustane registrován v aplikaci.
• Delete profile – smaže kompletńı nastaveńı a data aplikace. Je možné využ́ıt
aplikaci jiným uživatelem.
• Security – umožňuje zapnout nebo vypnout ověřeńı uživatele při použit́ı off–line
režimu.
• Logout – odhláśı uživatele z aplikace.
1.4 Odinstalace aplikace
Aplikaci lze odinstalovat klasickým zb̊usobem ve správci aplikaćı v systému An-
droid.
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1.5 Technické specifikace aplikace
• Interńı uložeńı dat – SQLite, 256-bit AES šifrováńı
• Minimálńı verze systému – Android 2.2 Froyo
• Minimum API Level – 8
• Target API level – 17
• Rozlǐseńı optimalizováno pro – Nexus S 480x800
Př́ıloha B - ukázka synchronizačńıho požadavku
Synchronizačńı požadavek (task)
Požadavek na synchronizaci úkol̊u má následuj́ıćı atributy:
• LoginInfo userInfo – informace u uživateli, který o synchronizaci žádá (ID
a heslo),
• ArrayList<RESTTAsk> userTask – seznam identifikátor̊u úkol̊u, které má
uživatel ve své databázi.
Následně je provedena synchronizace na straně serveru, po této akci je vrácena
odpověd’.
Synchronizačńı odpověd’ (task)
Synchronizačńı odpověd’ má náseduj́ıćı atributy:
• int status – informace výsledku synchronizace, př́ıpadné chyby,
• UserTask[] new tasks – kompletńı nové objekty, které si klient ulož́ı ve své da-
tabázi,
• RESTTask[] old tasks – identifikátory starých dat, která klientská část smaže ze
své databáze,
• TaskForm[] new forms – nové formuláře k novým úkol̊um, které budou uloženy
do klientské databáze.
Informace o starých formulář́ıch neńı potřeba zaśılat. Každý formulář je v databázi
navázán na ID úkolu. Pokud je úkol smazán, jsou kaskádově smazány i veškerá for-
mulářová data (pole, enumerátory).
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Př́ıloha C - přiložené CD
Na přiloženém CD se nacháźı:
• DP Jiri Sojka.pdf – tato práce ve formátu pdf,
• server.zip – projekt serverové části aplikace,
• client desktop.zip – projekt desktopové klienstké části aplikace,
• client android.zip – projekt mobilńı klientské části aplikace,
• database script.zip – soubor se skripty pro vytvořeńı serverové a klientské da-
tabáze,
• doc.zip – soubor s dokumentaćı ke zdrojovým kód̊um,
• Mobile client.apk – instalačńı soubor klientské aplikace pro platformu Android.
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