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We investigate the Hall conductance of a two-dimensional Chern insulator coupled to an environment causing
gain and loss. Introducing a biorthogonal linear response theory, we show that sufficiently strong gain and loss
lead to a characteristic non-analytical contribution to the Hall conductance. Near its onset, this contribution ex-
hibits a universal power-law with a power 3/2 as a function of Dirac mass, chemical potential and gain strength.
Our results pave the way for the study of non-Hermitian topology in electronic transport experiments.
Topology is a universal organizing principle complement-
ing Landau’s theory of symmetry-broken phases [1–3]. In
Landau’s theory, different phases are distinguished by local
order parameters. In a similar vein, topologically distinct
phases can be discerned by topological invariants. Unlike lo-
cal order parameters, which take continuous values, topolog-
ical invariants are quantized [2, 4]: they can only change in
discrete steps, and often take values in Z2 or Z [2, 5]. In the-
ory, topological phases can be identified by discrete outcomes
of non-local measurements reflecting the topological invari-
ants [2, 4]. Prototypical examples of topological states are
the integer quantum Hall state in a two-dimensional electron
system [6], and the closely related two-dimensional Chern in-
sulators [4, 7, 8]. The topological invariant of these states is
the (first) Chern number C ∈ Z. In principle, the Chern num-
ber can be experimentally accessed via the Hall conductance
σxy = (e2/h) C [6, 8].
The strict mathematical definition of topological invariants
typically requires isolated systems of infinite size [9]. As ex-
perimental systems with non-trivial topology are neither in-
finite nor completely decoupled from their environment, it is
important to quantify the extent to which they exhibit quan-
tized responses at all. While finite system sizes only lead to
exponentially small corrections to topologically quantized re-
sponse functions [10, 11], the impact of an environment and
thus a coupling to external degrees of freedom is still an im-
portant open problem.
In this Letter, we study the prototypical case of a Chern
insulator coupled to an environment, and consider the sys-
tem in a regime where it can be described by an effective
non-Hermitian Hamiltonian with loss and gain terms [12–15].
Whereas the amplitude of the Hall conductance in such a non-
Hermitian Chern insulator ceases to be quantized [16, 17], we
find that sufficiently strong loss and gain leads to a new type of
universality in the Hall response: a non-analytic dependence
of the Hall conductance on the variation of all relevant system
parameters with the exponent 3/2.
This behavior of the Hall conductance is somewhat similar
to the behavior of the density of states in systems with loss and
gain exhibiting so-called exceptional points. At these points
in parameter space, several of the eigenvectors of the effective
single-particle Hamiltonian coalesce, such that they no longer
form a complete basis [13, 14, 18–20]. In an electronic mea-
surement, exceptional points are reflected in a characteristic
non-analytic contribution to the density of states scaling with
a universal exponent 1/2 [21]. The non-analytic contribution
to the Hall conductance identified in this work has an equally
universal scaling, albeit with the exponent 3/2. While it can
appear in a similar parameter regime as required for excep-
tional points, we show that both phenomena in general occur
independently from one another. Our findings thus not only
provide a new quantized fingerprint of non-Hermitian physics,
but they do so in a transport quantity that is characteristic of
a topological system with otherwise non-quantized response
functions, namely the non-Hermitian Chern insulator.
We begin by presenting a generic theory of open electronic
systems. The starting point is a Hamiltonian describing both
the system and its environment. In many cases, the effect of
the environment can be taken into account by introducing non-
Hermitian terms in an effective system Hamiltonian. Non-
Hermitian Hamiltonians already appear at the level of retarded
Green’s functions with complex self-energies, GR(k, ω) =
[ω − H0(k) + ΣR(k, ω)]−1, where H0 is the Bloch Hamilto-
nian of the isolated system and ΣR is the retarded self-energy
brought about by its coupling to the environment. This can
in turn be used to construct an effective non-Hermitian Bloch
HamiltonianHnh(k) := H0(k) − ΣR(k, 0). Another avenue for
non-Hermitian Hamiltonians is the Lindblad Master equation
∂tρ = i[ρ,H] +
∑
n(LnρL
†
n − {L†nLn, ρ}/2) that allows one to de-
fine a non-Hermitian Hamiltonian as Hnh = H−(i/2) ∑n L†nLn.
Here, ρ(t) denotes the system density matrix and Ln are Lind-
blad operators describing quantum jumps due to the coupling
to the environment. Quite generally, the dynamics of an open
system can thus be described by different forms of effective
non-Hermitian Hamiltonians with loss and gain terms, at least
in suitable approximations [13, 15, 22–27].
In contrast to Hermitian Hamiltonians, non-Hermitian
Hamiltonians Hnh have distinct right and left eigenvectors for
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2the same eigenvalue, i.e., Hnh |φm〉 = m |φm〉 and 〈φ˜m|Hnh =
〈φ˜m| m with |φm〉 , |φ˜m〉. Furthermore, right and left eigenvec-
tors are not necessarily mutually orthogonal, i.e., it is possible
that 〈φm|φn〉 , 0 and 〈φ˜m|φ˜n〉 , 0 for m , n. Instead, the
algebra known from Hermitian systems carries over to nat-
ural combinations of right and left eigenstates. It is for in-
stance possible to choose the eigenstates in such a way that
〈φ˜m|φn〉 = δmn and 1 = ∑m |φm〉 〈φ˜m| [28]. This immediately
raises the question of how objects as basic as expectation val-
ues 〈O〉 of a system operatorO should be interpreted. Whether
the expectation value is taken with respect to right eigenstates
only, left eigenstates only, or a combination of right and left
eigenstates depends on the situation that is modelled by the
non-Hermitian Hamiltonian. Technically, this question can be
condensed into the equation of motion for the density matrix
ρ describing the system [29]. Setups described by a Lind-
blad Master equation have short-term dynamics described by
only right eigenvectors, while non-Hermitian descriptions of
systems with finite lifetimes rather correspond to combining
right and left eigenstates in what is known as a “biorthogonal”
quantum description.
In this Letter, we study electronic transport in a 2D elec-
tronic system with loss and gain. To describe transport in
such an open setup, we consider the system coupled to an
electric field. Assuming the field to be weak, we study the
time evolution of the biorthogonal expectation value of elec-
tric current in linear response. Concretely, we analyze a non-
Hermitian Chern insulator modelled by the effective Hamil-
tonian Hnh =
∑
k Ψ
†(k)Hnh(k)Ψ (k) with the non-Hermitian
Bloch Hamiltonian
Hnh(k) = kx σx + ky σy + mσz − µσ0
− iΓ0 σ0 − i
(
Γx σx + Γy σy + Γz σz
)
. (1)
Here, Ψ†(k) = [c†↑(k), c
†
↓(k)] denotes the spinor of creation
operators for electrons with spin σ =↑, ↓ and momentum k =
(kx, ky)T . In the Bloch Hamiltonian, σx,y,z are Pauli matrices,
and σ0 is the identity matrix. Moreover, m is the Dirac mass
and µ the chemical potential. Loss and gain resulting from the
coupling to the environment are encoded in the non-Hermitian
terms Γ0,x,y,z which we approximate as k-independent. With-
out loss of generality, we will assume Γ0,x,y,z ≥ 0. The system
experiences net loss if Γ0 > |Γ|, whereas one mode has net
gain for Γ0 < |Γ| [15].
A well-known hallmark of non-Hermitian physics is the
presence of exceptional points in the complex band structure.
The Hamiltonian (1) exhibits exceptional points at momenta
satisfying
√
(kx − iΓx)2 + (ky − iΓy)2 + (m − iΓz)2 = 0. Re-
cently, similar exceptional points have gained a lot of attention
in photonic systems with parity-time (PT) symmetry [30–34].
In these systems, the complex refractive index of the mate-
rial plays a similar role as the self-energy in electronic sys-
tems. One salient feature of non-Hermitian photonic systems
is that close to the exceptional points, PT symmetry breaks
down and the system exhibits rather peculiar transport prop-
erties such as reflectionless unidirectional wave propagation
[33–35], loss induced transparency [36], and non-analytic fre-
quency response in terms of the system parameter [37]. In
contrast, the transport properties of electronic systems com-
bining strong loss and gain with non-trivial topology have not
yet been studied in great detail.
The characteristic experimental observable of Chern insu-
lators is their Hall conductance, which is quantized in the ab-
sence of coupling to an environment. To analyze the fate of
the Hall conductance in the presence of loss and gain, we first
define the electric current as j = ∂kHnh(k) = ∂kH0(k), where
H0 is the unperturbed part of the Bloch Hamiltonian (i.e., the
Hamiltonian at vanishing electric field). We then analyze the
time evolution of its expectation value 〈j〉 (t) = 〈φ˜0(t)|j|φ0(t)〉,
where the initial state |φ0〉 is the right eigenstate |φm〉 with
maximal norm of e−βm , whereas |φ˜0〉 denotes the correspond-
ing left state (β is the inverse temperature). Their time evo-
lution follows from the generalized Schro¨dinger equation for
right and left states, i∂t |φ〉 = Hnh |φ〉 and i∂t |φ˜〉 = H†nh |φ˜〉.
Since we allow the non-Hermitian Hamiltonian to describe
both loss and gain, we cannot study the time evolution as
usual assuming that the electric field was switched on at a time
t0 → −∞, but instead need to keep t0 finite. Using a Lehmann
spectral representation, the current 〈 jx〉 in x direction at time
t > t0 due to an electric field E = E0,ye−iω0tey with frequency
ω0 in y direction can then in the zero temperature limit β→ ∞
be written as (see Supplemental Material [15] for details)
〈 jx〉 (t) = E0,yiω0 e
−iω0t
∑
m,n
1
Z
〈φ˜m| jx |φn〉 〈φ˜n| jy |φm〉
× e
−βm − e−βn
ω0 + m − n
(
1 − ei(ω0+m−n)(t−t0)
)
, (2)
where the sums are over all eigenstates of the Hamiltonian
Hnh, β is the inverse temperature and Z = ∑n e−βn is the gen-
eralized partition function. The overall behavior of the cur-
rent, in particular a non-analytic dependence on system pa-
rameters, can be understood as being handed down to Eq. (2)
from the effective conductance
σxy =
1
iω0
∑
m,n
1
Z
〈φ˜m| jx |φn〉 〈φ˜n| jy |φm〉 e
−βm − e−βn
ω0 + m − n . (3)
To evaluate this expression, we now proceed by analytic con-
tinuation to the complex plane. We start from the current-
current correlation function in imaginary time (see Supple-
mental Material [15])
−Tr′
[
e−βHnh Tτ jx(τ) jy(τ′)
]
, (4)
where the trace of an operator O is defined with biorthogonal
states as Tr′O = ∑n 〈φ˜n|O|φn〉. Using a Lehmann represen-
tation, it can easily be shown that the Fourier transform of
this to Matsubara frequencies exactly corresponds to the con-
ductance σxy identified in biorthogonal perturbation theory.
This allows us to formally evaluate the biorthogonal linear re-
sponse in the familiar language of Matsubara Green’s func-
tions G, for which the current takes the form j = −∂kG−1.
3The full definition of our analytic continuation scheme also
includes the complex form of the loss and gain parameters
Γi. For the case of quasiparticle lifetimes encoded in com-
plex self-energies, the loss parameter has the Matsubara ex-
pression Γi(ωn) = Γisgn(ωn). To generalize the framework
of Matsubara-based linear-response theory to describe both
quasiparticle loss and gain, we include a similar sign func-
tion in our continuation of the non-Hermitian Hamiltonian to
the complex plane. It is then straightforward to show that the
Hall response takes the usual form [15, 38–41]
σxy =
e2
h
εµνλ
24pi2
∫
d3qTr
[
(∂µG−1)G(∂νG−1)G(∂λG−1)G
]
, (5)
where q = (kx, ky, iωn) is the three-momentum including the
Matsubara frequency ωn and the trace is over the resulting
2 × 2 matrix.
The quantization of the Hall conductance in the special case
of a Hermitian Chern insulator follows quite elegantly from
the interpretation of Eq. (5) as a topological winding number.
Namely, if G(q) is a smooth function of q, then the integral
in Eq. (5) yields the winding number of the Green’s func-
tion in the space of 2 × 2 matrices GL(C, 2) as q is varied
[39, 42, 43]. This integral is also referred to as Pontryagin
index in the literature, and appears in the study of Yang-Mills
instantons [44], Wess-Zumino-Witten field theories [42, 43],
and Chern-Simons theories [45]. In contrast, if the Green’s
function G(q) is not continuous, the Hall response is gener-
ically non-quantized because the integrand in Eq. (5) is not
smooth [17, 20, 46]. The quantization of the Hall conduc-
tance is already spoiled in the simple case of a Matsubara
self-energy ΣM(kx, ky, iωn) = i sgn(ωn) Σ012, describing for
example the coupling to an itinerant magnet [16, 17], because
this self-energy entails a discontinuous jump of G(q) across
the real axis.
We now show that while the amplitude of the Hall response
of a non-Hermitian Chern insulator is non-universal and non-
quantized, universal behavior of the Hall conductance with a
quantized scaling can still arise if the non-Hermitian part of
the Hamiltonian has a nontrivial matrix structure as in Eq. (1),
provided one of the two modes exhibits gain. In the follow-
ing, we focus on gapped systems with m , 0 and on chemi-
cal potentials near the Dirac point, µ2 ≤ m2 + Γ20. The gen-
eral method to compute the Hall conductance of Chern insu-
lators described by Eq. (1) is given in the Supplemental Ma-
terial [15].
If we consider the case Γx,y = 0 but allow for nonzero
Γz and Γ0, the Hall conductance is the sum of a Fermi sea
contribution σ(sea)xy (Γ0,Γz) and a Fermi surface contribution
σ(surface)xy (Γ0,Γz) [see Eqs. (32) and (30) in the Supplemental
Material]. The former is quantized in the limit of vanishing
net dissipation (Γ0 = 0) as long as the chemical potential is in
the gap (|µ| < |m|).
The situation changes dramatically if either Γx or Γy is suf-
ficiently large. Since the system has rotational symmetry in
the x − y plane, we focus on the case Γy , 0. For simplicity,
we chose Γz = 0 for this discussion. The conductance can be
computed using Eq. (5) and one finds that the Fermi sea con-
tribution consists of two terms [see Eqs. (35) and (36) in the
Supplemental Material], such that
σxy(Γ0,Γy) = σ˜(sea)xy (Γ0) + σ
(surface)
xy (Γ0) + σ
(3/2)
xy (Γ0,Γy). (6)
The key player in our discussion is the new contribution
σ(3/2)xy =
e2
h
m
2pi
∫ ∞
−∞
dkx
∫ ∞
Γ0
dωRe
Θ [A(kx, ω)]
[k2x + m2 + (iµ + ω)2]3/2
,
A(kx, ω) = Γ2y + µ2 − m2 −
µ2ω2
Γ2y
− ω2 − k2x. (7)
Here, the Heaviside function Θ originates from using the
residue theorem when extending the integral over ky to the
upper complex plane. It constrains the new contribution to the
Hall conductance to appear only if
 :=
Γy
Γ0
√
Γ2y + µ
2 − m2
Γ2y + µ
2 > 1. (8)
This condition can only be satisfied for Γy > Γ0, and thus
for a system with net gain in one mode. For µ = Γ0 = 0,
we find that σ(3/2)xy is linked to the appearance of exceptional
points, since both appear for Γ2y ≥ m2. In general, however,
exceptional points in the complex spectrum and the new con-
tribution to the Hall conductance appear independently from
one another. In particular, it is possible to have exceptional
points while σ(3/2)xy = 0 if Γ0 ≥ Γy, or to have no exceptional
points but nonzero σ(3/2)xy if µ , 0 and Γy  Γ0.
To explicitly evaluate Eq. (7), we proceed by performing
the integration over kx, which yields
σ(3/2)xy =
e2
h
m
pi
∫ Γ0
Γ0
dω Re
Θ( − 1)k0(ω)(
Γy + iωµ/Γy
) [
m2 + (ω + iµ)2
]
(9)
with k0(ω) =
√
(Γ2y + µ2 − m2) − µ2ω2/Γ2y − ω2. For µ = 0,
this integral can be performed exactly, and we find near the
onset (i.e. for  ≈ 1) that
σ(3/2)xy (µ = 0) ≈
2e2
√
2m
3pih
Γ2y − m2
Γ3y
Θ( − 1)( − 1)3/2. (10)
The contribution σ(3/2)xy to the Hall conductance thus scales
with a power of 3/2 with the distance to its onset given by
. This non-analytic behavior of the conductance is, however,
by no means restricted to µ = 0. While we did not obtain
a general closed result for the integral for µ > 0, analytic
progress can be made for  ≈ 1. We can then approximateω ≈
Γ0 and neglect terms containing ω − Γ0 in the denominator.
The conductance can then be approximated as
σ(3/2)xy ≈
e2
h
m
pi
∫ Γ0
Γ0
dωRe
Θ( − 1)
√
2Γ20 − ω2
√
µ2/Γ2y + 1(
Γy + iµΓ0/Γy
) [
m2 + (Γ0 + iµ)2
]
∝ Θ( − 1)( − 1)3/2. (11)
410-3 10-2 10-110-5
10-4
10-3
10-2
10-1
δm
σ xy(e²
/h)
δm
δm3/2δm
2σxy(mc -δm)
10-3 10-2 10-1δΓy
δΓy
δΓy3/2
δΓy2σxyΓyc +δΓy
10-3 10-2 10-110-6
10-5
10-4
10-3
10-2
δμ
σ xy(e²
/h)
δμδμ3/2
δμ2σxy(δμ +μc)
FIG. 1: The universal scaling of the Hall conductance contribution
σ(3/2)xy as a function of the system parameters m, Γy and µ. Here, mc,
Γyc and µc denote, respectively, the critical values of the mass, the
non-Hermiticity, and the chemical potential for which  = 1. The
exact function σ(3/2)xy (solid line) is then compared to different power
laws (dashed lines), showing that it scales indeed with an exponent
3/2 as a function of these system parameters. The remaining param-
eters are µ = 0.5, Γy = 1 and m = 1.
This shows that the Hall conductance generically contains a
contribution that is non-analytic in the onset parameter . We
confirmed this non-analytic onset scaling of σ(3/2)xy by evaluat-
ing Eq. (9) numerically upon variation of either the mass, the
chemical potential or the non-Hermiticity Γy. This universal
scaling is depicted in Fig. 1.
An important practical condition for a successful detection
of σ(3/2)xy is that it is not overwhelmed by the residual non-
universal Hall conductance. In particular, the total Hall con-
ductance is dominated by its non-universal contributions if the
constant loss term Γ0 is not much smaller than Γy, see Fig. 2.
The most promising setup for observing the non-analytic con-
tribution to the Hall conductance is thus vanishing chemical
potential and compensated gains and losses (i.e. µ = Γ0 = 0).
The non-analytic contribution to the Hall conductance iden-
tified in this work is fundamentally different from the non-
universality of the Hall response of effective non-Hermitian
Chern insulators resulting from the coupling to an environ-
ment on the level of self-energies [16, 17, 46, 47]. Such kinds
of effective non-Hermitian Hamiltonians have to respect the
causality condition Γ0 > |Γx,y,z|. Physically, this condition en-
codes that self-energies are an effective description of a mi-
croscopically Hermitian system in which low-energy quasi-
particles have a finite lifetime due to scattering into other
states. As heralded by Eq. (8), the universal scaling identi-
fied in this work is in fact absent in such an effectively “lossy”
non-Hermitian system. We thus conclude that non-Hermitian
Chern insulators with Γ0 > |Γx,y,z|, in particular those deriving
from complex self-energies, exhibit a fundamentally unquan-
tized and non-universal Hall response. In open systems, how-
ever, true loss and gain are a physical reality. This is already
apparent on the level of Lindblad Master equations, for which
a gain term of the form iΓ0 σ0 + iΓy σy results from the com-
bination of Lindblad operators L1 =
√
(Γ0 + Γy) (c↑ − i c↓) and
0.0 0.5 1.0 1.5 2.0
0
0.1
0.2
0.3
Γ0
σ xy(u
ni
ts
of
e²
/h) σxy(Γ0)
σxy(3/2)
FIG. 2: Contributions of Hall conductance as a function of the global
loss term Γ0 in units of e2/h, in the regime where the system ex-
periences both loss and gain (Γy = 2), at finite chemical potential
(µ = 0.5). The mass is taken to be unity. σ(Γ0)xy = 1/2 − |σ˜(sea)xy | is the
Fermi sea contribution controlled by Γ0 alone whereas σ
(3/2)
xy is given
in the main text.
L2 =
√
(−Γ0 + Γy) (c†↑−i c†↓). The biorthogonal linear response
theory we set up in the present work generalizes the discus-
sion of non-Hermitian Hamiltonians from spectral properties
to linear response functions.
In summary, we have analyzed a two-dimensional Chern
insulator coupled to an environment that induces loss and
gain of quasiparticles. Starting from the corresponding non-
Hermitian Hamiltonian, we propose a generalized biorthog-
onal linear-response theory for non-Hermitian Hamiltonians,
and show that this scheme can be connected to a Matsubara-
like formalism via analytic continuation. In Chern insulators
with loss, our scheme recovers results derived in the famil-
iar language of complex self-energies stating that the Hall
conductance of a lossy Chern insulator is non-universal and
not quantized. In addition, we also show that the Hall con-
ductance is unaffected by the presence of exceptional points.
Qualitatively new effects only emerge due to suitable combi-
nations of loss and gain, which generally lead to the emer-
gence of a new contribution to the Hall conductance. We
demonstrated that near its onset, this new contribution is non-
analytic and scales with a universal power 3/2 as a function
of all system parameters. This new form of non-analytic be-
havior in open topological quantum systems is independent of
the singularities found near exceptional points in the complex
spectrum of the effective Hamiltonian. Our findings thereby
open a new avenue for using transport as a probe for non-
Hermitian topological phases.
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6Supplemental material
Biorthogonal linear response theory
Biorthogonal quantum mechanics has been reviewed in detail in Ref. [28]. For the derivation of the Matsubara technique and
linear response theory, it is sufficient to take into account that (a) there exists a unique mapping between a given right eigenstate
|φn〉 and its corresponding left eigenstate, labelled |φ˜n〉, (b) left and right eigenstates can be chosen as pairwise orthonormal,
〈φ˜m|φn〉 = δmn, and (c) these states together allow a biorthogonal completeness relation 1 = ∑n |φn〉 〈φ˜n|.
We define the correlation function of two operators A and B in Matsubara space as
CMAB(τ) = −Tr′
[
ρTτA(τ)B(0)
]
. (12)
where ρ = e−βHnh/Z is the density operator of the system, with partition function Z = Tr′e−βHnh . Moreover, Tτ denotes the usual
imaginary-time-ordering. Importantly, the time evolution of the operators is given by A(τ) = eHnhτAe−Hnhτ. These definitions
make it possible to recover most results of the conventional Matsubara technique. In particular, the biorthogonal completeness
relation allows a Lehmann spectral representation resulting in
CMAB(iωn) =
∫ β
0
dτeiωnτCMAB(τ) =
1
Z
∑
m,n
〈φ˜m| A |φn〉 〈φ˜n| B |φm〉 e
−βm − e−βn
iωn + m − n . (13)
The aim of linear response theory is to calculate the expectation value of an operator A to the first order in an external
perturbation which couples to a system operator B. This corresponds to calculating the expectation value,
〈A〉 (t) = Tr′[ρ(t)A], (14)
where ρ(t) is the time-evolved (biorthogonal) density matrix ρ(t) =
∑
n e−βn |φn(t)〉 〈φ˜n(t)|, where the time evolution of |φn〉 and
|φ˜n〉 is given in the main text. Moreover, the external perturbation is switched on at time t0 and leads to an additional term
V(t) = θ(t − t0) f (t)B in the Hamiltonian. Treating this term as a perturbation, we pass to the interaction picture as usually,
〈A〉 (t) = Tr′[ρ0A(t)] + 〈δA〉 (t)
〈δA〉 (t) = −i
∫ t
t0
ds f (s)Tr′ {ρ0[A(t), B(s)]} (15)
where ρ0 = ρ(t0) denotes the initial state density matrix and the time-dependence of the operators is governed by the unperturbed
Hamiltonian, e.g., A(t) = eiHnhtAe−iHnht. Note that the use of biorthogonal expectation values is essential to derive these equations
which are formally identical to conventional linear-response theory, but allow Hnh to be non-hermitian.
The next step is to express 〈δA〉 (t) using a Lehmann spectral representation based on the biorthogonal completeness relation.
Then, assuming an oscillatory perturbation f (t) = e−iω0t and using the time evolution of the left and right eigenstates,
e−iH0t |φm〉 = e−imt |φm〉
〈φ˜m| eiH0t = eimt 〈φ˜m| (16)
makes it possible to perform the time integral and one finds
〈δA〉 (t) = e
−iω0t
Z
∑
m,n
〈φ˜m| A |φn〉 〈φ˜n| B |φm〉 e
−βm − e−βn
ω0 + m − n
(
1 − ei(ω0+m−n)t
)
(17)
where we have set t0 = 0 for simplicity. Specializing for the case of the Hall conductance, one chooses A = jx and B = jy and
arrives at Eq. (2) of the main text.
DC Hall conductance formula for general non-Hermitian Chern insulators
In this section we will outline the method to derive the DC Hall conductance of non-Hermitian Chern insulators of the form
Hnh(k) = [k · σ + mσz] − (µ + iΓ0)σ0 − iΓ · σ. (18)
7This Hamiltonian is to be interpreted as the quasiparticle Hamiltonian describing a system with gain and loss. In the case of
a self-energy being reduced to a non-Hermitian description, the non-Hermitian Hamiltonian is defined based on the inverse
retarded Green’s function. We proceed inversely and postulate a Matsubara Green’s function formulation corresponding to
the biorthogonal linear response in a non-Hermitian Hamiltonian. In this process, the form of the self-energy needs to be
chosen carefully. In the usual case, the real-time formalism is connected to the imaginary time formalism via the replacement
iωn → ω± i0+ (for retarded and advanced Green’s functions), and the self-energy is typically of the form Σ(iωn) ∼ sgn(ωn). The
sign function has the analytic contination sgn(ωn) → sgn(η) for iωn → ω + iη with η → 0, and can be interpreted as ensuring
that both particle and hole excitations decay. We are interested in extending the scenario of loss, which includes the special case
of a self-energy encoding a finite lifetime, to both loss and gain, and therefore define the Matsubara Green’s function as
G(k, iω) = 1
iω − [k · σ + mσz] + [µ + iΓ0(iω)]σ0 + iΓ(iω) · σ , Γµ(iω) := Γµsgn (Imiω) . (19)
From now on, we use the notation z = iω. Using d = k − iΓ, we find
G(z) = 1
z + µ + iΓ0(z) − d(z) · σ =
[z + µ + iΓ0(z)] + d(z) · σ
[z + µ + iΓ0(z)]2 − d(z) · d(z) =
∑
α
Pα(z)
z + µ + iΓ0(z) − dα(z) (20)
with d±(z) = ±d(z) and
Pα(k, z) =
1
2
(
1 +
d(k, z) · σ
dα(k, z)
)
, dα(k, z) = α
√
(kx − iΓx(z))2 + (ky − iΓy(z))2 + (m − iΓz(z))2. (21)
General form of the Hall conductance
The Green’s function are now expressed in terms of their spectral decomposition, whereas the derivatives of inverse Green’s
functions with respect to the momenta are just Pauli matrices. The derivative with respect to the Matsubara frequency is special
because it involves the derivative of the sign function. (Anti)-symmetrizing the Ishikawa-Matsuyama formula in units of ~ = e =
1 w.r.t x and y, the Hall conductance reads:
σxy =
∫
d2k
(2pi)2
∫ i∞
−i∞
dz
2pi
1
2
{
Tr
[
σxPα(k, z)σyPβ(k, z)
(
∂zG−1(k, z)
)
Pγ(k, z)
]
− Tr
[
σyPα(k, z)σxPβ(k, z)
(
∂zG−1(k, z)
)
Pγ(k, z)
]}
× 1
z + µ + iΓ0(z) − dα(k, z)
1
z + µ + iΓ0(z) − dβ(k, z)
1
z + µ + iΓ0(z) − dγ(k, z) . (22)
The inverse Green’s function reads G−1(k, z) = [z + iΓ0(z) + iΓ(z) · σ + (· · · )] where (· · · ) are frequency independent terms. The
derivative of the sign function is given by ∂zsgn(z) = 2δ(z) and hence the derivative of the inverse Green’s function with respect
to the Matsubara frequency gives rise to two contributions:
∂zG−1(k, z) = 1 + 2iδ(z) (Γ0 + Γ · σ) . (23)
The constant term 1 gives rise to Fermi sea contributions since it does not affect the integration over the full frequency range: it
contains contribution from all the occupied states. The second term involving the delta function only gives rise to contributions
for z = 0, that is, from the Fermi surface. We can group the Fermi surface and Fermi sea contributions, and split the DC Hall
conductance into
σxy = σ
(sea)
xy + σ
(surface)
xy , (24)
where σ(surface)xy is the Fermi surface contribution and σ
(sea)
xy the (usual) Fermi sea contribution. In the absence of non-Hermitian
terms, the Fermi surface term vanishes and σ(sea)xy is the quantized Hall conductance.
Fermi surface contributions
Using sgn(0) = 0, the Fermi surface contribution can be written as
σ(surface)xy =i
∫
d2k
(2pi)2
1
2pi
{
Tr
[
σxPα(k)σyPβ(k) (Γ0σ0 + Γ · σ) Pγ(k)
]
− Tr
[
σyPα(k)σxPβ(k)) (Γ0σ0 + Γ · σ) Pγ(k)
]}
1
µ − dα(k)
1
µ − dβ(k)
1
µ − dγ(k) , (25)
8where the projector now takes on the simpler form
Pα(k) =
1
2
(
1 +
d · σ
dα(k)
)
, d(k) = (kx, ky,m), dα(k) = α
√
k2 + m2. (26)
In the trace, contributions from Γxσx and Γyσy are zero due to the anti-symmetry of the conductance tensor. Hence, only terms
∝ Γ0 and Γz will contribute to the trace. We can thus write σ(surface)xy as the sum of two terms,
σ(surface)xy,a = iΓ0
∫
d2k
(2pi)2
1
2pi
{
Tr
[
σxPα(k)σyPβ(k)Pγ(k)
]
− Tr
[
σyPα(k)σxPβ(k))Pγ(k)
]} 1
µ − dα(k)
1
µ − dβ(k)
1
µ − dγ(k) , (27)
and
σ(surface)xy,b = iΓz
∫
d2k
(2pi)2
1
2pi
{
Tr
[
σxPα(k)σyPβ(k)σzPγ(k)
]
− Tr
[
σyPα(k)σxPβ(k))σzPγ(k)
]} 1
µ − dα(k)
1
µ − dβ(k)
1
µ − dγ(k) .
(28)
Performing the trace on both expressions, we find
σ(surface)xy,a = −
4
2pi
Γ0
∫
d2k
(2pi)2
m[
(k2 + m2) − µ2]2 = − 1(2pi)2 2mΓ0m2 − µ2 ,
σ(surface)xy,b = −
4
2pi
Γz
∫
d2k
(2pi)2
µ(
(k2 + m2) − µ2)2 = − 1(2pi)2 2µΓzm2 − µ2 . (29)
Hence, the result of this contribution reads, retrieving units
σ(surface)xy = −
1
pi
e2
h
µΓz + mΓ0
m2 − µ2 . (30)
Fermi sea contributions
Evaluating the trace, the Fermi sea contribution can be brought to the form
σ(sea)xy =
∫
d2k
(2pi)2
∫ i∞
−i∞
dz
2pi
1
2
4i[m − iΓz(z)]
[d2(k, z) − (z + iΓ0(z) + µ)2]2 . (31)
Defining ε±(k) =
√
(kx ∓ iΓx)2 + (ky ∓ iΓy)2 + (m ∓ iΓz)2, we obtain
σ(sea)xy = 2i
∫
d2k
(2pi)2
∫ +i∞
i0+
dz
2pi
{
(m + iΓz)
[ε2−(k) − (z + iΓ0 − µ)2]2
+
(m − iΓz)
[ε2+(k) − (z + iΓ0 + µ)2]2
}
. (32)
The two terms can be interpreted as contributions from the conduction band and valence band of the system. The information
about dissipation and the interaction is contained in the ε±(k) terms. Specializing to the case Γy , 0 but Γx = 0 = Γz, and with
z = iω, we obtain:
σ(sea)xy = −2m
∫
dkx
(2pi)2
∫ ∞
0
dω
2pi
∑
α=±
∫
dky
1[
(ky − iΓy)2 + [k2x + m2 + (αiµ + Γ0 + ω)2]
]2 . (33)
The ky integrals can be evaluated using the residue theorem, which yields
σ(sea)xy = − m
∫
dkx
(2pi)2
∫ ∞
0
dωRe
1√
k2x + m2 + (iµ + Γ0 + ω)23
Θ [−A(kx, ω + Γ0)] . (34)
Using Θ(−x) = 1−Θ(x), we decompose σ(sea)xy as a contribution σ˜(sea)xy without phase-space restriction minus a contribution which
corresponds to the conductance contribution σ(3/2) discussed in the main text,
σ(sea)xy = σ˜
(sea)
xy + σ
(3/2)
xy , (35)
where
σ˜(sea)xy = −
m
|m|
e2
h
1
2pi
pi2 − arctan
Γ20 + µ2 − m22|m|Γ0
 , (36)
as already derived in Refs. [16, 17] and σ(3/2)xy is given, after a shift of variable ω + Γ0 → ω in the main text.
