Abstract. This paper deals with the sampled-data H2 optimal control problem. Given a linear time-invariant continuous-time system, the problem of minimizing the H2 performance over all sampled-data controllers with a fixed sampling period can be reduced to a pure discrete-time H2 optimal control problem. This discrete-time H2 problem is always singular. Motivated by this, in this paper we give a treatment of the discrete-time H2 optimal control problem in its full generality. The results we obtain are then applied to the singular discrete-time H2 problem arising from the sampled-data H2 problem. In particular, we give conditions for the existence of optimal sampled data controllers. We also show that the H2 performance of a continuous-time controller can always be recovered asymptotically by choosing the sampling period sufficiently small. Finally, we show that the optimal sampled-data H2 performance converges to the continuous-time optimal H2 performance as the sampling period converges to zero.
1. Introduction. Recently, much attention has been paid to H2 and H optimal control of linear systems using sampled-data control (see [6] , [7] , [12] , [2] , [4] and [5] , [11] , [10] , [1] , [3] , [17] , [21] ). For a given a continuous-time plant, a sampled-data controller consists of the cascade connection of an A/D converter, a discrete-time controller, and a D/A converter. The A/D device converts the continuous-time measured plant output into a discrete-time signal, which is used as an input for the discretetime controller. The discrete-time controller generates a discrete-time output signal, which, in turn, is converted into a continuous-time signal that is used as a control input for the continuous-time plant.
Apart from a control input and a measurement output, the plant under consideration has an exogenous input and an output to be controlled. The quality of a controller is given by the performance of the corresponding closed-loop system. This performance measures the influence of the exogenous input on the output to be controlled. In the present paper, we will take the H2 performance of the closed-loop system as performance measure. In contrast to the H performance of a sampled-data control system, which in analogy with the pure continuous-time context can simply be defined as the norm of the input/output operator between the exogenous inputs and the outputs to be controlled, it is not clear from the outset how one should define the H2 performance of a sampled-data control system. One definition was proposed in [6] : the H2 perfor-In our opinion, a more natural definition was given independently in [12] and [2] .
In these references, the crucial observation is that the closed-loop system resulting froth a sampled data controller, albeit time-varying, is in fact a periodic system, with period equal to the sampling period. It is then argued that, instead of applying impulsive inputs at time t 0, one should in fact apply these inputs at all time instances between 0 and the sampling period and take the mean of the integral squares of the resulting outputs. This leads to an H2 performance measure that captures the essential features of a sampled-data closed-loop system more satisfactorily. For a given continuous-time plant, the sampled-data H2 optimal control problem is then to minimize the H2 performance of the closed-loop system over all internally stabilizing sampled-data controllers with a fixed sampling period. It is the latter problem that will be studied in this paper.
It was shown in [12] and [2] (see also [4] ) that the sampled-data H2 optimal control problem can be reduced to a pure discrete-time H2 optimal control problem in the following way. First one defines an auxiliary time-invariant discrete-time system (involving the parameters of the original continuous-time plant and the given sampling period). Next, one expresses the sampled-data H2 performance in terms of the 'normal' H2 performance of the closed-loop system obtained by interconnect- ing the auxiliary discrete-time system and the discrete-time controller defining the sampled-data controller. Thus, the sampled-data H2 optimal control problem under consideration is completely resolved once the auxiliary discrete-time H2 problem is. This procedure makes use of the so-called lifting technique (see [20] , [1] , [3] ) Now it turns out that the auxiliary discrete-time H problem obtained in this way is always a singular problem: the direct feedthrough matrix from the exogenous input to the measurement output is always equal to 0. Apart from this, in the auxiliary discrete-time system the direct feedthrough matrix from the control input to the output to be controlled is in general not injective. (Note that, in general, an H. optimal control problem is called regular if the direct feedthrough matrix from the control input to the output to be controlled is injective, and the direct feedthrough matrix frown the exogenous input to the measurement output is surjective. If the problem is not regular it is called singular.) In [12] , this difficulty is partly removed by introducing an additional noise on the sampled measured output signal and by assuming the corresponding feedthrough matrix to be surjective.
In the present paper we want to consider the completely general formulation of the sampled-data H2 problem. As a starting point we will take the auxiliary discrete-time H2 problem derived in [12] and [2] . As noted, this problem is inherently singular. To our best knowledge, no resolution of the discrete-time singular H2 optimal is known in the literature. Therefore, a substantial part of this paper is devoted to a study of the completely general discrete-time H2 problem (no assumptions on the direct feedthrough matrices, no assumptions on the absence of zeros on the unit circle). We will describe a complete resolution to this problem, including a characterization of the optimal performance, and necessary and sufficient conditions for the existence of optimal controllers. The expression for the optimal performance is different from the one that might be expected in analogy with the continuous-time case (see [15] ). Due to the fact that the role of the imaginary axis is taken over by the unit circle, for the discrete-time H2 performance to be finite it is no longer required that the closed-loop transfer matrix is strictly proper. Intuitively, this enlarges the class of admissible controllers and yields a smaller optimal performance.
We will apply our results on the discrete-time H2 optimal control problem to the sampled-data H2 problem by simply applying them to the auxiliary discrete-time system derived in [12] and [2] . Our expression for the optimal sampled-data H2
performance will be an immediate consequence of these results. We will, however, also be interested in conditions guaranteeing the existence of optimal sampled-data [6] . A second, related, question that we will answer is: does the optimal sampled-data H2 performance converge to the optimal continuous-time H2 performance as the sampling period decreases to zero?
The outline of this paper is as follows. In 2 we will define the sampled-data H2
optimal control problem and recall the main results of [12] and [2] . We will also intro- If we control the system E by means of a sampled-data controller with sampling period A, then the resulting closed-loop system will no longer be time-invariant. In [12] and [2] We shall use this theorem as a starting point and study in this paper the discretetime H2 optimal control problem for the discrete-time system EA given by (2.4) . This H2 problem is inherently singular, due to the fact that the direct feedthrough matrix from the disturbance input to the measured output is always equal to zero. [14] Furthermore, if P satisfies this condition, it is the unique real symmetric solution of (3.2) for which this condition holds. In addition, P is positive semidefinite and is in fact the largest real symmetric solution of (3.2). (ii) Equation (3.3) has a real symmetric solution Q with the following property: there exists a matrix K1 such that (3.9)
Furthermore, if Q satisfies this condition, it is the unique real symmetric solution of (3.3) for which this condition holds. In addition, Q is positive semidefinite and is in fact the largest real symmetric solution of (3.3).
In the remainder of this section we will always denote by P and Q the largest real symmetric solution of (3.2) In the remainder of this section we shall prove this theorem. In addition to the system -]dis, consider the system dis,P given by the equations Jra (ris) J*.
We will first study the minimization of (I)(N). Proof. The equations of the compensator are given by (2.8 [14] (A, B, I ). (Here, I denotes the n n identity matrix, and 0 denotes the n rn zero matrix). For > 0, the perturbed system has no zeros. Consequently, the existence of P follows from Theorem 3.1. .To prove the converse inequality note that by using the fact that P and Q satisfy (3.2) and (3.3) we can apply a repeated completion-of-the-squares argument as in 3 to obtain that for any internally stabilizing compensator Fdis we have (4.5) Jrais (rdis) >_ tr (ErpE) + tr (CpQC,) + ,(N*).
Taking the infimum over all such Fdis yields the desired inequality.
Next we will study the question: Under what conditions does there exist an optimal controller? Again, let P and Q be the largest real symmetric solutions of the respective Riccati equations. Define a system dis,P,Q by (3.14). Again, for any internally stabilizing compensator Fdis (K, L, M, N) we have the inequality (4.5). (i) Let ) be a zero of (AA,EA, C,0). Then there exists an uncontrollable eigenvalue # of (A, E) such that (ii) /f (A,E, C1,0) is right-invertible, then also the converse of (i) holds; i.e., if it is an uncontrollable eigenvalue of (A, E), then e "A is a zero of (AA, EA, C, 0). Note that the conditions on E obtained in these theorems are independent of the sampling period. In the remainder of this section we shall prove these results.
In order to study the zeros of (A, B, C2, D2) and (AA,Bzx, C2./, D2,A), consider the system matrices of these systems. Let Recall that .A is a zero of (Azx, BA, C2,zx, D2,A) ifand only if the rank of the complex matrix Pzx(,) is less than the normal rank of PA (see 2). In order to find out in which points A this happens, we will study for A E C the subspace l) := ker PA (/k) C Axo + Buo xo, (5.8) C,xo + D,uo O. Consider the differential equation 2(t) Ax(t) + Buo, x(0) x0; and define z(t):= Cx(t) + Duo. Clearly (A, B, C2, D) . (Indeed, the one-dimensional subspace spanned by the vector xo has the property that (A + BF) C E and (C + D2F) 0 and so must be contained in , the largest subspace for which such F exists.) By extending the linear map F to the whole subspace , we obtain that (A + BF)P C and (C2+D2F)F 0, so A a(A+BF ). We have assumed that A is not azero. This implies h a(A + BF /R) (the latter spectrum is equal to the set of zeros of (A, B, C2, D2); see [19] In order to study the zeros of (A/x, E/x, C, 0), consider the system matrix of this system. Let Qa (z) ( zI C As before, A is a zero of (A/x, E/x, C1,0) if and only if the rank of the complex matrix Q/+/-(A) is less than the normal rank of Q/x (see 2). In order to find out in which points this happens, we will study for A E the subspace W (im Q/x(,))+/-c C+v. Consequently, we can make the following conclusion: the sampled-data linear quadratic problem under consideration is equivalent to the "normal" discrete-time linear quadratic problem of minimizing, for the system xk+l Azxxk + Bzxuk, the cost functional Jdis(Xo, F) := -k=0 I1(C2,Axk -t-D2,zxukll 2 over all F I mxn such that la(Azx + BzxF)I < 1. The latter problem was discussed in 3, remark (3.11) and 4, remark (4.6) . By applying these results to the situation under consideration we can find a characterization of the optimal cost J2x(xo) of the sampled-data linear quadratic problem" LEMMA 6 
