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1CHAPTER 1. INTRODUCTION
If a fingerprint, blood, bullet casing, tool mark, or some other form of physical forensic
evidence is discovered at a crime scene, it becomes the job of a forensic examiner to match
the evidence to a speculated suspect or suspect’s tool. Traditionally, the process of matching
crime scene evidence to a suspect or tool has often relied on the subjective nature of a vi-
sual comparison. Specifically, the comparison of tool marks, especially striated tool marks,
relies on the ability of the forensic examiner to compare a crime scene mark to a mark made
by a tool found in the suspect’s possession, by comparing the marks side-by-side using a
comparison microscope. In this context, a striated tool mark is a tool mark that is charac-
terized by parallel linear impressions left by the peaks and valleys of the tool surface. As
an example, tool marks from two different screwdrivers are displayed in Figure 1.1, where
the wide, flat edge of the screwdriver was pulled (or pushed) vertically, creating the parallel
striae depicted.
Figure 1.1: Examples of striated tool marks from two different screwdrivers. The striae run vertically, implying
that the wide, flat edge of the screwdriver head was pulled (or pushed) from top to bottom (or bottom to top).
2Daubert v. Merrell Dow Pharmaceuticals, Inc. (1993) and Kumho Tire Co. v. Carmichael
(1999) are two court rulings that highlighted the need for a more objective basis for foren-
sic methodology. More recently, the National Research Council (National Research Council
(2009)) concluded that forensic evidence is often “introduced in criminal trials without any
meaningful scientific validation, determination of error rates, or reliability testing to explain
the limits of the discipline". Taken together, these have in many cases lead to expert testi-
mony concerning tool marks being disallowed. Consequently, it has become increasingly
imperative to develop generally accepted statistical methodologies on which to base these
expert testimonies. In addition to these concerns, the success of quantitative techniques de-
veloped for the comparison of fingerprints and DNA, have dramatically raised expectations
for high quality forensic analysis generally, including tool mark comparisons.
Tools producing a striated mark such as screwdrivers, pliers, and guns have received
the bulk of attention in recent efforts to automate tool mark examination due to their clean,
and often relatively reproducible nature. While developing new reliable techniques for these
and other types of forensic tool marks is of critical importance as a result of the afore men-
tioned court cases, this is not to say that there have not been prior attempts to compare
(striated) tool marks quantitatively. As mentioned at the outset, traditionally forensic exam-
iners place the tool marks side-by-side using a comparison microscope and determine how
well they can be aligned and then assess the degree of agreement in the detailed character-
istics of the marks at their best alignment. Due to the striated nature of many tool marks, a
natural procedure is to observe how well the striae align spatially in terms of the number of
striae that agree. In fact, the first such method developed by Biasotti (1959), relied on ana-
lyzing the number of consecutive matching striae on bullets fired from a gun. Since striated
tool marks are characterized by their parallel, linear impressions, this process of consecutive
3matching striae consists of shifting two tool marks with respect to one another and count-
ing the number of consecutive parallel impressions that align between the two tool marks
at a given shift (e.g. shift the tool marks in Figure 1.1 horizontally with respect to one an-
other and determine the maximum number of consecutive matching striae at each shift).
Intuitively, a larger number of consecutive matching striae implies more similarity. Biasotti
noted that for bullets fired from two different guns of the same make and model there was no
instance in his study where more than four consecutive striae aligned, but that this number
was generally larger for two bullets fired from the same gun.
Further elaborating on this work in 1997, Biasotti and Murdock developed a formal quan-
titative index that determined there was evidence of a match for the marks under consider-
ation, i.e. that the same gun fired both bullets, if “at least two different groups of at least
three consecutive matching striae appear in the same relative position, or one group of six
consecutively matching striae are in agreement." Additional alterations to these fundamen-
tal ideas have been suggested, such as that by Neel and Wells (2007) who suggested the use
of relative frequency of consecutive matching striae in a test of proportions. While the main
idea behind tool mark comparison has not changed, namely determine if two tool marks
display a large enough degree of similarity to declare with relative certainty that they were
made by the same tool, criteria such as these are no longer universally accepted in court
unless relevant error rates have been empirically determined (National Research Council
(2009)).
Technology used in surface characterization is constantly evolving and computers are
becoming increasingly more powerful making extensive computations less burdensome,
thus new methodologies are capable of being more sophisticated. Rather than aligning two
photographs or imprints of the tool marks manually, these new methodologies typically in-
4volve first converting the scan of a tool mark to a digitized representation of the striae depth
at fixed distances along the mark, obtained using a profilometer or similar device. Treating
these digital representations of the tool marks as data, Bachrach et al. (2010) quantify the
similarity of two marks by application of a cross-correlation. Chumbley et al. (2010) also
consider the correlation between two marks, but compute it for various fixed size windows
and locations along the mark and use a Mann-Whitney U-statistic applied to two sets of
computed correlations in a test of the ‘no match’ hypothesis. Petraco et al. (2012) quantify
the mark into binary matrices and apply principal components to facilitate comparison.
While these and other methods support quantitative comparison of digitized tool marks
directly using some similarity index, it is worth considering how a tool mark is believed to be
comprised. A striated tool mark is believed to be comprised of class characteristics, subclass
characteristics, and individual characteristics. The National Institute of Justice (National In-
stitute of Justice (2015)) defines class characteristics as “measurable features of an item that
indicate a restricted group source based on design factors determined prior to manufac-
ture," such as the size of a screwdriver head, and subclass characteristics as “discernible
surface features of an object, more restrictive than class characteristics; produced inciden-
tal to manufacture" such as marks produced by a grinding wheel (this causes a screwdriver
to leave a striated imprint). Finally, the most important details are the individual character-
istics such as “marks on an object produced by the random imperfections or irregularities
on the surfaces of the tools used to manufacture the object...may be uniquely identifiable
with a source," such as tool wear and damage. These definitions are closely echoed in a re-
port by the National Research Council (National Research Council (2009)). In practice, it is
common to only talk about class and individual characteristics. Accordingly, we combine
subclass characteristics into the class category and refer to this as class characteristics.
5When two tool marks are placed side-by-side for comparison by a tool mark examiner,
the commonly used visual process is two-fold. Summarizing the National Institute of Justice
(National Institute of Justice (2015)) description of that process, the first step is to compare
the class characteristics of the two marks to determine if it is possible that the two marks
were made by the same tool. This is accomplished by looking at general features of the
tool marks such as their width or the typical distance between striae. If these class char-
acteristics of the two specimens are not consistent, the examination is concluded and the
examiner declares an ‘exclusion’ (i.e. a judgement that there was not a common source). If it
is determined that the class characteristics coincide to a reasonable degree, the second step
compares the individual characteristics believed to uniquely identify the tool. If the class
and the individual characteristics are both determined to match between the tool marks, it
is concluded that they were made by the same tool. While such visual comparison is clearly
not grounded on firm statistical footing, Chumbley et al. (2010) conducted an investigation
with volunteer examiners at the 2008 Association of Firearm and Tool Mark Examiners sem-
inar which found that professional examiners are quite accurate using this visual method.
Based on this we believe that automated tool mark comparison can benefit by mimicking
the approach currently used by examiners and comparing the tool marks according to a de-
composition that may correspond to their class and individual characteristics.
To accomplish this, in Chapter 2 we introduce tool mark normalization, the similarity
index we will consider throughout, and tool mark decomposition as a means of analysis. In
Chapter 3 we present two hypothesis tests for testing whether two tool marks were made
by the same tool, based on this tool mark decomposition. Based on a strict stationarity
assumption these two tests use a distance test statistic and a threshold test statistic, which
avoid potential complications of looking at the value of the maximized similarity index itself.
6Examples of these hypothesis testing procedures applied to various known matching and
non-matching marks are provided, culminating in a summary of results for a larger scale
analysis of tool marks. In Chapter 4 we modify the methods in Chapter 3 through application
of a modeling approach for estimating the similarity for fixed offset values.
Next, we take a more traditional approach of analyzing the value of the maximized sim-
ilarity index itself in Chapter 5, while continuing to utilize the idea of tool mark decompo-
sition. The reference distribution necessary to carry out this hypothesis test is developed
through simulation. In Chapter 6, we summarize the method of Chumbley et al. (2010)
which utilizes a Mann-Whitney U-statistic applied to several similarity measures and sug-
gest alterations to overcome some of the drawbacks of this method. Since this methodology
is defined for the non-decomposed tool mark, and seems to perform better on the normal-
ized tool mark itself, we abandon our decomposition strategy for this chapter only.
Finally, we note that much of the current statistically-based work in forensics is focused
on likelihood ratio procedures that compare a model-based likelihood of a comparison score
under the hypothesis of ‘match’ to another for the same comparison under the hypothesis
of ‘no match’ (Evett et al. (1987), Tang and Srihari (2014), Riva and Champod (2014), Michal-
ska et al. (2015), Wang and Zhang (2015)). This approach may hold substantial promise for
the development of effective new analytical methods. One potential major difficulty with
the likelihood ratio approach is the premise that an appropriate ‘no match’ population of
comparison scores can be identified and characterized in practice. Here, we’ve taken a dif-
ferent approach that deliberately avoids reliance on defining a ‘no match’ distribution. If
appropriate ‘no match’ distributions can be identified that are acceptable to all interested in
a criminal case, this information is clearly valuable and should make likelihood-based ap-
proaches more powerful, but it is not clear (at least to us) that this will always be possible.
7CHAPTER 2. BASICS AND NOTATION
Many factors are involved in the creation of a tool mark which result in mark-to-mark
variability even for marks made by the same tool. Specifically, the National Institute of Jus-
tice training manual (National Institute of Justice (2015)) suggests that “a number of vari-
ables must be considered" when making tool mark comparisons, such as amount of force
applied to the tool, direction of movement, the angle (vertical or horizontal/rotational) be-
tween the surface of the tool and the surface on which the tool mark is made, and other
physical circumstances. Burd and Kirk (1942) suggest that the angle needs to be considered
in detail and Bachrach et al. (2010) and Chumbley et al. (2010) have both shown that angle
is important and marks made by the same tool at substantially differing angles may not be
identifiable as matching. The normalization process described next cannot be expected to
correct for differing angles, but may be useful in accounting for the effects of other nuisance
variables.
2.1 Tool Mark Normalization
To alleviate potential difficulties resulting from some of the factors involved in creating
a tool mark, prior to applying any similarity index to a pair of tool marks we suggest the
digitized tool marks be normalized (Bachrach et al. (2010)). The normalization we apply is
expected to correct for non-uniform pressure applied to the tool when making a mark or for
8small “fixturing errors" when the physical mark is digitized. For our purposes, this normal-
ization is accomplished through the application of a coarse LOWESS smooth applied to the
digitized marks. We refer to the residuals from this smooth as the normalized mark, hence
relatively smooth (or very low-frequency) trends are removed by our normalization. As seen
in Figure 2.1, for an appropriate amount of smoothing, this procedure eliminates long-range
trend from the digitized mark by transforming it to have roughly mean zero throughout the
length of the mark so that two marks normalized in this manner can be treated as if they were
created under similar circumstances (except possibly with respect to the angle). While we
have adopted a long range LOWESS smooth to accomplish this normalization other meth-
ods such as high-pass spectral filtering of the digitized mark might also work well.
Figure 2.1: A digitized tool mark (blue) and its normalized version (red) obtained as the residuals of a coarse
LOWESS smooth applied to the digitized mark using 25% of the data for the smooth at each location.
2.2 Similarity Indices for Normalized Tool Marks
Given two striated tool marks that have been normalized as described in Section 2.1 it
is necessary to develop a quantitative similarity index to represent the degree of agreement
between the two marks. Typically, larger values correspond to a higher degree of agreement
9(similarity) between the marks, suggesting the marks were more likely produced by a com-
mon source. A popular similarity index for this purpose is the correlation, or some variant
of the correlation. Towards the development of a similarity index based on correlation, let
x1(s), s = 1,2, . . . ,S and x2(t ), t = 1,2, . . . ,T , represent two normalized tool marks, where s
and t represent equally spaced pixel locations for the two marks, and there is no require-
ment that the total number of pixels (or normalized tool mark lengths), S and T , be the
same. Based on this, consider a correlation computed for all pairs of windows of a fixed,
pre-specified length along the two marks. That is, for a fixed window of length n, define the
correlations between the two marks for all pairs of windows of size n as
ρn(s, t |x)= cor r (x1(s, . . . , s+n−1), x2(t , . . . , t +n−1)) (2.1)
where s and t denote the lower ends of the windows in the two marks and must be posi-
tive integers such that s +n−1 ≤ S and t +n−1 ≤ T . Throughout this dissertation we use
ρ to denote a sample correlation, i.e. a specific function of the data, rather than its more
common use as a population parameter. In Equation (2.1) if n = 5 then ρ5(1,1|x) is the cor-
relation between x1(1, . . . ,5) and x2(1, . . . ,5), ρ5(1,2|x) is the correlation between x1(1, . . . ,5)
and x2(2, . . . ,6), etc.. An appealing aspect of this similarity measure is that each correlation
is computed on the same number of pairs of data points, so we do not compare correla-
tions based on few data points to correlations based on many. A more traditional cross-
correlation computed from all pairs of data resulting from a given offset would not have this
property.
Using this similarity index, if the maximized (over s and t , for a fixed n) correlation is
large it may suggest that the two marks were made by the same tool, and conversely, if the
maximized correlation is small, it may suggest that the two marks were made by different
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tools. While this is intuitively reasonable, it leads to the question of how large the correlation
should be before we conclude there is enough evidence that the marks were made by the
same tool. By the shear number of correlations being computed between the two marks,
we are bound to find a relatively large correlation by chance even if the marks were made
by different tools, especially if n is small. How are these large values of correlation for non-
matching marks to be separated from large correlations for matching marks? Towards the
goal of addressing these concerns, we next discuss the process of decomposing a tool mark
into class and individual components and the application of this similarity index to each
component of the decomposition.
2.3 Tool Mark Decomposition
Recall that when tool mark examiners visually compare two marks, they are first com-
pared with regards to their class characteristics and then, if warranted, by their individual
characteristics. This might suggest that instead of applying similarity indices like (2.1) di-
rectly to the normalized tool marks, we apply them separately to the class and individual
components of the marks, resulting from a decomposition, and develop a method based on
comparing the results. For example, if the similarity index between the class components
is maximized at a given offset (i.e. value of t − s), and that same similarity index between
the individual components is maximized near that same offset, this might suggest that the
two marks were made by the same tool. The logic for this claim is that if the marks were
made by the same tool, then the class and individual components of the marks should align
at the same, or very similar, offsets. Notice that in this example we did not mention what the
maximized value of the similarity index was, but rather focused on the offset that produced
it. Alternatively, if the similarity between the class components is maximized at a particu-
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lar offset, and the similarity between the individual components is also large at this offset
(with a small proportion of the remaining offsets resulting in a larger similarity value than
this ‘threshold’), this might also suggest that the two marks were made by the same tool. In
either case, we care less about the value of the maximized similarity index itself and more
about the offset at which the maximized value occurs or the number of offsets with a sim-
ilarity above an objectively specified threshold, thus eliminating concerns about the actual
value of the maximized correlation occurring by chance.
Further developing this idea, given two normalized tool marks, x1(s) and x2(t ), we first
separate the marks into two components so that
x1(s)= c1(s)+ r1(s)
x2(t )= c2(t )+ r2(t ) (2.2)
where we regard ck (.) and rk (.) for k = 1,2 to be the class and individual components of
the marks, respectively. To accomplish this decomposition into class and individual com-
ponents it is helpful to recall their definitions. Class characteristics are “distinctive features
shared by many items of the same type" (National Research Council (2009)). This defini-
tion reiterates that we should not be swayed by a large value of the similarity index for the
class components of two marks because class characteristics are representative of a large
set of tool marks. On the other hand, the individual characteristics are “the fine microscopic
markings and textures that are said to be unique to an individual tool..." (National Research
Council (2009)). Thus, the most important information when comparing two tool marks is
contained in the individual characteristics. Our basis for obtaining these two components
of a normalized tool mark is a description by Bachrach et al. (2010) claiming that the class
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characteristics of a tool mark are the “waviness", and the individual characteristics are the
“roughness" or deviations around the waviness. Thus we consider the class component of
the normalized tool mark to be the general, long scale trend of the mark and the individual
component to be the shorter scale residual deviations around this trend.
In application, we achieve this by utilizing a second LOWESS smooth (Bachrach et al.
(2010) use a gaussian bandpass filter), this time applied to the normalized version of the
tool marks with a lower degree of smoothing than the normalization smooth. This results
in a representation of the general trend of the tool marks, which we refer to as the class
component ck (.). The residuals from this smooth, or unique deviations around this general
trend, are what we call the individual component, rk (.). Figure 2.2 displays the normalized
(red) mark from Figure 2.1 with its class (black) and individual (green) components derived
in this way. It should be noted that the three series have been separated vertically to allow
for improved visual comparison. In actuality, these three series all have approximately mean
zero. From this it is clear the class component captures the general shape of the mark and
the individual component is the unique deviations around this trend.
We need to immediately admit that the physical link between our ck (.) and rk (.), and
the meaning tool mark examiners give to the phrases ‘class characteristics’ and ‘individual
characteristics’, is very weak, and depends entirely on the interpretation of Bachrach et al.’s
‘waviness’ as relatively long-range, smooth trend. Further the details of how xk (.) is sepa-
rated into ck (.) and rk (.) depend on the smoothing constant used in the LOWESS procedure,
and we make no physical claim for the values we use for this parameter. Still, we find it use-
ful to view ck (.) and rk (.) as roughly corresponding to at least some of what professional tool
mark examiners might view as class and individual characteristics, as we try to guide our
algorithm development by their experienced view of the problem.
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Figure 2.2: A normalized tool mark (red) decomposed into its class (black) and individual components (green).
The class component is the result of applying a fine LOWESS smooth using 1% of the data at each location to
the normalized mark and the individual component is defined to be the resulting residuals. The three series
have been separated vertically in the figure to improve visual comparison.
2.4 Similarity Index and Optimal Offset for Decomposed Normalized Tool
Marks
In order to utilize the decomposition described in Section 2.3 to our advantage, rather
than applying our similarity index, ρn(s, t |x) in Equation (2.1) directly to the normalized
marks, we instead apply it separately to the class and individual components. Specifically,
the correlation in Equation (2.1) is replaced by
ρn(s, t |c)= cor r (c1(s, . . . , s+n−1),c2(t , . . . , t +n−1))
ρn(s, t |r )= cor r (r1(s, . . . , s+n−1),r2(t , . . . , t +n−1)). (2.3)
While this gives us a measure of the degree of agreement between two marks based on their
class and individual components, as suggested previously, our approach focuses not just on
the value of the maximized similarity index but also on the offset location at which this max-
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imum is found. If the two marks being considered were made by the same tool, regardless
of the maximized correlation values, we expect the offset that produces the largest correla-
tion for the class component and the offset that produces the maximized correlation for the
individual component to be very similar. If the marks were not made by the same tool, there
is no reason to believe these offsets should be systematically similar. As an alternative, if the
class component achieves its maximized similarity at a given offset, we expect the similarity
between the individual components at this offset to be large relative to that found for other
offset values. Thus, we can treat the value of the similarity for the individual component
at the offset corresponding to the maximized class component similarity as a threshold for
comparing the other individual component similarities. These two suggestions based on
offset distance and threshold similarity are further developed in Chapter 3.
For two normalized tool marks, x1(s) and x2(t ), consider first their class components,
c1(s) and c2(t ). The result of applying the correlation for fixed width windows similarity
index in (2.3) to the class components can be expressed as a matrix of correlations given by

ρn(1,1|c) ρn(2,1|c) . . . ρn(S−n+1,1|c)





ρn(1,T −n+1|c) ρn(2,T −n+1|c) . . . ρn(S−n+1,T −n+1|c)

(2.4)
where S and T are the lengths of the c1(s) and c2(t ) series. Fundamentally this is not a tra-
ditional correlation matrix, (e.g. it is not required to be symmetric), but rather a ‘matrix of
correlations’. In this matrix, the columns correspond to windows on c1(s) and the rows cor-
respond to windows on c2(t ). It can be beneficial to visualize this matrix graphically, as is
shown in Figure 2.3, for an example pair of class components. Note that the upper left cor-
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ner of matrix (2.4) corresponds to the lower left corner in Figure 2.3. This image makes it
easy to see that there appears to be an optimal alignment just above the line t = s.
Figure 2.3: Visual representation of the matrix of correlations defined in (2.4) where n is set to be 60% the
length of the shorter mark.
Analogous to the class components matrix of correlations just described, the correlation
applied to the individual components in (2.3) can also be represented in matrix format:

ρn(1,1|r ) ρn(2,1|r ) . . . ρn(S−n+1,1|r )





ρn(1,T −n+1|r ) ρn(2,T −n+1|r ) . . . ρn(S−n+1,T −n+1|r )

(2.5)
Again, it can be beneficial to visualize this matrix graphically; an example of this matrix for
two marks (the same marks used to generate Figure 2.3) is shown in Figure 2.4. As with
the class components, there are appears to be a definitive optimal offset indicated by the
diagonal pink line just above the line t = s. Visually, since these two images both have what
appear to be optimal offsets around the same location, there seems to be evidence that the
tool marks that generated these images were made by the same tool.
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Figure 2.4: Visual representation of the matrix of correlations defined in (2.5) where n is set to be 60% the
length of the shorter mark.
To make this argument more formal, it is necessary to objectively define how we repre-
sent the optimal offsets for the class and individual components. One possible representa-
tion for these optimal offsets between two tool marks, say h∗, is to simply determine which
pair of windows between the two marks results in the maximum correlation value and use
the pixel separation between these two windows as the optimal offset. That is define:
h∗(c)= t∗c − s∗c











ρn(s, t |r ) (2.7)
and the subscripts c and r denote class and individual, respectively. The most appealing
aspect of this definition of the optimal offset is its simplicity; search the matrices of correla-
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tions for the maximum value, and subtract the column index from the row index. However,
an unappealing aspect of this method is that we may declare an offset to be optimal based
on a correlation that was large by chance. As an example, in Figure 2.3 it is clear that the
largest correlations ρn(s, t |c) occur near t = s, which corresponds to an optimal offset of
h∗(c) ≈ 0. Since we are computing a large number of correlations it is possible to find that
the optimal offset as defined in (2.6) is substantially different from what the graphic visu-
ally suggests is optimal. Fortunately, this definition does seem to perform well despite this
potential complication. An alternative method for defining the optimal offset that is more
robust is introduced in Chapter 4. In Chapter 3, we develop two formal hypothesis tests for
testing the null hypothesis that two tool marks have different sources, based on the indices
defined in (2.3) and optimal offsets defined in (2.6) and (2.7).
2.5 Summary
Prior to conducting an analysis of tool marks it is beneficial to normalize the data to
remove long range trend. While this is not expected to account for differences in the an-
gle used to create the marks, it should alleviate major concerns with random mark-to-mark
variability due to some uncontrollable nuisance variables. While most methodologies rely
on applying a similarity index to the normalized (or non-normalized) marks, our approach
decomposes the mark into components associated with class and individual characteristics,
accomplished by application of a LOWESS smooth. Given this decomposition, we apply a
fixed window length correlation separately to the class and individual components. As sug-
gested, two possibilities for a test statistic are the distance between the optimal offsets for
the two components, and the number of individual correlations that exceed that for the op-
timal class offset. Tests based on these two statistics are formalized in the following chapter.
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CHAPTER 3. HYPOTHESIS TESTING
When a suspect who is believed to have committed a crime is brought to court, they
are assumed to be innocent until proven guilty. It is then up to the prosecution to present
enough evidence to warrant rejecting the defendant’s claim of innocence. With the tes-
timonies of expert witnesses coming into question in recent years with rulings on cases
like Daubert v. Merrell Dow Pharmaceuticals, Inc. and subsequently Kumho Tire Co. v.
Carmichael it is increasingly imperative to formulate tests based on similarity indices, such
as those described in the previous chapter, that adhere to courtroom requirements. It should
be kept in mind that the job of a forensic tool mark examiner is much narrower than that of
the court; s/he is trying to determine whether tool mark(s) found at the crime scene corre-
spond to one or more tools found in the suspect’s possession, rather than the guilt or inno-
cence of the suspect.
Lock and Morris (2013) formulated a hypothesis testing approach for determining whether
two tool marks were made by the same tool, although as they pointed out, their hypotheses
were reversed relative to the ‘innocent until proven guilty’ philosophy of the court. In their
approach, the method of Chumbley et al. (2010) was utilized and U-statistics were com-
puted for a set of lab-lab comparisons (tool marks made in the lab, known to be from the
same tool) and field-lab comparisons (tool marks made in the lab compared to a tool mark
from the crime scene, unknown to match the lab marks). Letting µ0 be the mean value of
the U-statistics for the field-lab comparisons and µ1 be the mean for the lab-lab compar-
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isons, the hypotheses tested were H0 : µ0 = µ1 and HA : µ0 < µ1 where the direction of the
alternative hypothesis comes from the fact that the U-statistic should be small if the tools do
not match. Their test was dependent on the large-sample normality of U-statistics. While
their methodology performed well, the null hypothesis assumes the marks were made by
the same tool (i.e guilty) and the alternative hypothesis corresponds to innocence. They
also considered a generalization that takes into account the angle between the tool and the
marked surface.
For our purposes, to determine whether two tool marks were made by the same tool, we
also follow the structure of a hypothesis test, but one in which we are testing the null hy-
pothesis that two marks under consideration were not made by the same tool (analogous to
innocence) against the alternative hypothesis that they were made by the same tool (analo-
gous to guilt):
H0 : The marks were not made by the same tool
HA : The marks were made by the same tool
so that the hypotheses are consistent with the assumptions made in court.
In order to extend the ideas described in Chapter 2 to formal tests of hypotheses it is nec-
essary to make a few assumptions about the data to provide a statistical basis for the test.
We suppose that two physical tool marks have been digitized and normalized as described
in Chapter 2, resulting in x1(s) and x2(t ). These are further decomposed into class and in-
dividual components, c1(s), r1(s) and c2(t ), r2(t ), respectively. Under the null hypothesis of
no common origin for the tool marks, we assume the following:
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1. Each of the four series resulting from the decomposition step is a finite segment of a
realization of a strictly stationary stochastic process over index values
{. . . ,−3,−2,−1,0,1,2,3, . . . }. (We do not require that the four stochastic processes be
the same or related in any specified way.)
2. r1(s) and r2(t ) are each independent of both c1(s) and c2(t ). (This follows from the idea
that individual characteristics of tool marks are thought to be of completely different
physical origin than class characteristics.)
3. r1(s) is independent of r2(t ). (This specifically reflects the null hypothesis of different
tools, each with physically different and unrelated individual characteristics.)
We cannot assume independence of c1(s) and c2(t ) since, even under the null hypothesis
that the tool marks were produced by different tools, those tools might share class charac-
teristics that could be reflected as dependence between these two processes
For fixed window length n, we begin with the assumption that r1(s) and r2(t ) are station-
ary. As a direct result:
•
{
r1(s′ : s′+n−1),r1(s′+u1 : s′+u1+n−1),r1(s′+u2 : s′+u2+n−1), . . .
}
has the same
joint distribution for any s′, for fixed u1,u2, . . . , and
•
{
r2(t ′ : t ′+n−1),r2(t ′+ v1 : t ′+ v1+n−1),r2(t ′+ v2 : t ′+ v2+n−1), . . .
}
has the same
join distribution for any t ′, for fixed v1, v2, . . . .
With the additional assumption that r1(s) and r2(t ) are independent, this allows us to com-
bine the two statements above to say that
•
{
r1(s′ : s′+n−1),r2(t ′ : t ′+n−1);r1(s′+u1 : s′+u1+n−1),r2(t ′+ v1 : t + v1+n−1); . . .
}
has the same joint distribution for any (s′, t ′).
21
Because ρn(s, t ) is a function only of r1(s : s+n−1) and r2(t : t +n−1), this implies that
•
{
ρn(s′, t ′),ρn(s′+u1, t ′+ v1),ρn(s′+u2, t ′+ v2), . . .
}
has the same joint distribution for
any (s′, t ′),
thus ρn(s, t ) is stationary with respect to (s, t ).
Based on these assumptions, we next develop two test statistics that may be used to test
the hypothesis that the two marks were made by different tools. The first is a ‘distance’ test
statistic; the difference between the optimal offsets for the class and individual components.
If the two offsets are similar this is evidence that the two marks were made by the same tool.
The second is a threshold test statistic which locates the optimal class offset, and treats the
value of the similarity index for the individual components at this offset as a threshold. If
only a small number of offsets produce similarity index values for the individual compo-
nents that are larger than this threshold, we have evidence that the two marks were made by
the same tool.
3.1 Distance Test Statistic
Towards the development of a test statistic based on the pixel separation (distance) be-
tween the optimal class and individual component offsets, let (s+c , t+c ) be the location of the
maximized correlation for windows of length n between c1(s) and c2(t ) where
s ∈ {M +1, M +2, ...,S−M } and t ∈ {M +1, M +2, ...,T −M } for some M so that h+(c) = t+c −
s+c . The change in notation here from (s∗c , t∗c ) to (s+c , t+c ) is a result of the introduction of
a search window restriction, characterized by the positive integer M . When the optimal
offsets were defined in (2.6) and (2.7) we made no restriction as to where that offset could
occur. Here we have introduced M to restrict the allowable search region for a maximized
class correlation by disallowing the first and last M rows and columns from matrix (2.4). We
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introduce this restriction so that once the optimal offset is located for the class components,
h+(c)= t+c − s+c , we can search for the best-matching offset for individual components in an
interval of width 2M+1, centered on h+(c). Hence, we condition our analysis on (s+c , t+c ) and






ρn(s, t |r ) (3.1)
creating a diamond search region around (s+c , t+c ) in the matrix of correlations for the indi-
vidual components. To make this procedure more clear, a graphical depiction is provided in
Figure 3.1. In this figure the largest box represents an entire matrix of correlations which in
this example has 10 rows and columns. The inner dashed boxed corresponds to the region
where the optimal class offset was searched for under the restriction of M = 2, for the matrix
of correlations corresponding to the class components. The optimal class offset is denoted
by the dot at (4,5) and the diamond represents the restricted search window for the optimal
individual offset (within the matrix of correlations for the individual components), again re-
stricting to M = 2. From the definition in (3.1), γˆh is the largest correlation between pairs of
windows between the individual series, ρn(s, t |r ), such that t − s = h, i.e. the largest corre-
lation index from among those associated with a specified diagonal in the diamond-shaped
search region.
Because ρn(s, t |r ) is stationary over (s, t ), γˆh has the same distribution for any h (under
the null hypothesis), and further, γˆh is stationary over values of
h ∈ {h+(c)−M ,h+(c)−M +1, ...,h+(c)+M}. We define the optimal offset for individual com-
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Figure 3.1: A graphical depiction of the search region defined by Equation 3.1. The largest solid box represents
an entire matrix of correlations. In this case there are 10 windows in both marks (i.e. 10 rows and columns). The
inner dashed box corresponds to the restricted search window where the optimal class offset was determined
(in its own matrix of correlations), and the optimal offset is represented by the black dot. In this case the
restriction is set to M = 2. Finally, in the individual component matrix, we create a diamond search window
around this location, represented by the solid diamond, in which we search for the optimal individual offset.




If it were the case that γˆh and γˆh′ were independent for h 6= h′, h+(r ) would have a dis-
crete uniform distribution on
{
h+(c)−M ,h+(c)−M +1, ...,h+(c)+M}. The modeling as-
sumptions we have made lead to γˆh being only stationary rather than independent over
h. However, we observe in our examples that γˆh displays relatively weak dependence over h
(i.e. in the direction of the anti-diagonal of the diamond-shaped search region of the matrix
of correlations in Figure 2.4), so we proceed as if h+(r ) is discrete uniform on{
h+(c)−M ,h+(c)−M +1, ...,h+(c)+M}. Notice that we have changed our notation from h∗
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to h+ for the optimal individual offset since we have introduced a restriction, M , that defines
where the optimal offset can occur. A distance test statistic is then defined to be
T = |h+(c)−h+(r )|. (3.3)
If h+(r ) is discrete uniform on
{
h+(c)−M ,h+(c)−M +1, ...,h+(c)+M} then T has a discrete
distribution with
Pr (T = t )=

1
2M+1 t = 0
2
2M+1 t = 1,2, . . . , M
. (3.4)
For tool marks made by the same tool, we expect relatively small values of T , leading to
p-value= Pr (T ≤ t )= 2t +1
2M +1 (3.5)
where t is the realized value of the test statistic.
3.1.1 The Diamond Search Region
The arguments in the previous section strongly rely on the assumption of stationarity
for γˆh which requires that the number of correlations computed for each offset (diagonal)
in the diamond search region be equal. However, upon closer inspection of the diamond
search window it is clear that this sample size requirement is violated due to the rectangular
grid of (s, t ) values being considered. This violation is depicted in the left panel of Figure 3.2
where (s+c , t+c ) is represented by the center black dot and we have defined a diamond search
region around this location with M = 2. It is clear that the diagonals running from lower left
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to upper right alternate in lengths between 2 and 3. One solution to this is to assume that
for large enough M this difference is negligible and ignore it. Another solution is to append
another pixel to the lower left (or upper right) of the shorter diagonals as is done in the right
panel of Figure 3.2. While this makes our ‘diamond’ search region no longer a diamond, we
will continue to refer to it as such. We use this approach in the remainder of this thesis.
Figure 3.2: Depiction of the diamond search region. If we adhere to a strict diamond (left image), the diagonals
running from lower left to upper right are of differing lengths due to the discrete nature of the pixel locations.
Relaxing the diamond shape to allow additional points on the lower left (right image) forces the diagonals to
all have the same length.
3.2 Threshold Test Statistic
Another possibility for a test statistic based on our stationarity and independence as-
sumptions involves the number of offsets for the individual series that result in γˆh defined in
(3.1) being greater than some pre-determined threshold. To this end, again treat (s+c , t+c ) and
h+(c) as given. Compute a threshold value as γˆh+(c), the value of the similarity index between
the individual components at the optimal offset for the class component. Following the ar-
guments put forth for the distance test statistic, compute the remaining γˆh within the spec-
ified diamond search region for given M . Under our modeling assumptions, γˆh is stationary
under the null hypothesis. As in Section 3.1, we proceed as if
{
γˆh : h ∈ h+(c)−M ,h+(c)+M
}
are independent based on their observed weak dependence. Then a test statistic given by
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the number of maximized individual correlations, γˆh , that are at least as large as that at the









has a discrete uniform distribution on {0,1, ...,2M }, and we take this as our test statistic. As
before, if only a small number of offsets from the individual components result in a similarity
value larger than the threshold, we interpret this as evidence against the null hypothesis, and
so take as our p-value:
p-value= Pr (T ≤ t )= t +1
2M +1 (3.7)
where t is the observed value of the test statistic. With a small p-value we will reject the null
hypothesis and conclude that the two marks were made by the same tool. In the next sec-
tions, we provide examples of the distance and threshold tests applied to known matching
and non-matching tool marks.
3.3 Example with Known Matches
Here we provide an example of the two test procedures described above applied to a pair
of tool marks known to have been made by the same tool at the same angle. The normalized
version of these two tool marks along with their decompositions into class and individual
components are displayed in Figure 3.3. Upon first inspection it is difficult to visually de-
tect any difference between these two marks, but if we focus on the individual components
(green) it is clear that these are in fact two different replicates. For these examples, the total
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lengths of the marks are S = 6,637 and T = 6,741 with the window size, n, set to be 60% of
the length of the shorter mark. The search window restriction, M , was set to be 500. The
normalized version of the tool mark was obtained by application of a LOWESS smooth us-
ing 25% of the data points at each location, while the class and individual components were
obtained using a LOWESS smooth with 1% of the data points at each location.
Figure 3.3: The normalized representation (red) of a digitized mark, and its class (black) and individual (green)
components for two tool marks known to have been made by the same tool.
Figure 3.4: Visual representation of the matrices of correlations defined in (2.4) and (2.5) for the class (left)
and individual (right) components. The search window for locating the largest class correlation is given by
the black box in the left image and the search window for locating the largest correlation for the individual
component is given by the black diamond in the right image. The black dot represents to location of the largest
class correlation.
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Applying the correlation for fixed width windows of length n defined in (2.3), to the class
and individual components results in the visual representation of the matrices of correla-
tions shown in Figure 3.4. For the class components (left) the search region as defined by
M = 500 is represented as the area within the black box. It is clear that this restriction re-
moves the first and last M = 500 rows and columns of the matrix of correlations from con-
sideration for the location of the maximized correlation. Visually, there appears to be an
obvious optimal offset corresponding to the narrow pink band just above the line t = s. The
black dot at the lower left edge of this box indicates the location of the maximized correla-
tion between the class series, (s+c , t+c ). We construct a diamond search region around this
point for the individual components, as depicted by the diamond outline in the right panel
of this figure.
3.3.1 Distance Test Statistic
Based on the search windows displayed in Figure 3.4 we find that (s+c , t+c ) = (501,637)
which corresponds to h+(c) = 637− 501 = 136. Now treating this location as known, we
proceed to compute γˆh within a diamond search area with M = 500 around (s+c , t+c ) in the
individual components. Figure 3.5 displays the maximized correlation along each diagonal,
γˆh , within this diamond. The dashed vertical line corresponds to the optimal class offset,
in this case h+(c)= 136, from which it is clear that the optimal individual offset occurs very
close to this line, specifically at h+(r )= 134. Therefore, the distance test statistic and p-value
from (3.3)− (3.5) become
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t = |h+(c)−h+(r )| = |136−134| = 2
and
p-value= Pr (T ≤ 2)




where the 12 in the numerator and denominator are a result of T = 0 receiving half the weight
of all the other values, as argued at the end of Section 3.1. Consequently, since the p-value
is small we reject the null hypothesis and conclude that these two tool marks were made by
the same tool.
Figure 3.5: Depiction of the maximized correlation for each lag in the diamond search window around the
optimal class offset, for the individual components.
3.3.2 Threshold Test Statistic
To compute the threshold test statistic we again treat h+(c)= 136 as known and construct
a diamond search area around the optimal class location, (s+c , t+c ) = (501,637). Computing
γˆh for this region results in the same values as Figure 3.5 since we have not changed any of
the data. However, now we define a threshold to be γˆh+(c) = 0.6097, the value of the similarity
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index between individual components, at the optimal class offset h+(c)= 136. This process
is displayed in Figure 3.6, where the dashed vertical line represents h+(c) and the dashed
horizontal line corresponds to γˆh+(c). To compute the test statistic and p-value defined in
















corresponding to a p-value of
p-value= Pr (T ≤ 5)




and the decision to reject the null hypothesis and conclude that the two marks were made
by the same tool. It should be noted that while in this case both test statistics resulted in the
same decision and conclusion, this does not always happen.
Figure 3.6: Depiction of the maximized correlation for each lag in the diamond search window around the
optimal class offset, for the individual components. The dashed horizontal line represents the threshold value
corresponding to the value of the maximized correlation in the individual components at the location of the
optimal class alignment.
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3.4 Example with Known Non-Matches
Here we apply the distance and threshold test procedures to a pair of tool marks known
to have been made by different tools. As in the known matching marks examples, we con-
tinue to set n to be 60% the length of the shorter mark and M = 500; in this case the mark
lengths are S = 6,800 and T = 5,833. We utilize a LOWESS smooth using 25% of the data at
each point for the normalization and a LOWESS smooth using 1% of the data at each point
for the decomposition. The two non-matching tool marks that we will consider for this ex-
ample are displayed in Figure 3.7. The normalized marks are given in red, while the class
and individual components are given in black and green, respectively. While for the two
matching marks it was difficult to visually distinguish them, it is clear that these two marks
are different.
Applying the correlation for all fixed width windows of length n to the class and individ-
ual components separately, results in the visual representation of the matrices of correla-
tions in Figure 3.8. One of the first things we notice about these two marks is the discrepancy
in tool mark lengths, as is evident by the unequal number of rows and columns portrayed
in this Figure. Another difference from the known match example is that within the search
window defined by M = 500 for the class components, a clear optimal offset is not visually
obvious. The maximized correlation for the class components of these two mark occurs at
(s+c , t+c ) = (605,766), indicated by the black dot, which corresponds to an optimal offset of
h+(c)= 161.
32
Figure 3.7: The normalized representation (red) of a digitized mark, and its class (black) and individual (green)
components for two tool marks known to have been made by the same tool.
Figure 3.8: Visual representation of the matrices of correlations defined in (2.4) and (2.5) for the class (left)
and individual (right) components. The search window for locating the largest class correlation is given by
the black box in the left image and the search window for locating the largest correlation for the individual
component is given by the black diamond in the right image. The black dot represents to location of the largest
class correlation.
3.4.1 Distance Test Statistic
To compute the distance test statistic based on h+(c) = 161, for M = 500 we create a
diamond search area around (s+c , t+c ) for the individual components matrix of correlations.
This region is depicted by the diamond outline in the right panel of Figure 3.8. Computing
the maximized correlation for each lower-left to upper-right diagonal within this this region,
γˆh , results in the correlation values plotted in Figure 3.9. As before, the vertical dotted line
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represents h+(c)= 161. As shown in this graph, the largest value of γˆh occurs at h+(r )= 355
which is much further away from h+(c) than was the case for the known match example.
Specifically, the distance test statistic computed from these offsets is:
t = |h+(c)−h+(r )| = |161−355| = 194
with associated p-value:
p-value= Pr (T ≤ 194)




Consequently, since our p-value is large, we fail to reject the null hypothesis and conclude
that there is not enough evidence to claim that these two tool marks were made by the same
tool.
Figure 3.9: Depiction of the maximized correlation for each lag in the diamond search window around the
optimal class offset, for the individual components.
3.4.2 Threshold Test Statistic
To compute the threshold test statistic we determine the value γˆh at the location of the
optimal class offset, h+(c), to be γˆh+(c) =−0.0264. This information is represented in Figure
3.10 by a vertical dashed line for h+(c) and a horizontal dashed line for γˆh+(c). While for
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the known matching marks example it was not immediately obvious if any of the other γˆh
were larger than the threshold, here it is clear that the majority of the γˆh are larger than this
















p-value= Pr (T ≤ 675)




respectively. Since the p-value is large we fail to reject the null hypothesis and conclude that
we do not have sufficient evidence to claim these two tool marks were made by the same
tool. Again, while we reached the same conclusion with both test statistics, this does not
always occur.
Figure 3.10: Depiction of the maximized correlation for each lag in the diamond search window around the
optimal class offset, for the individual components. The dashed horizontal line represents the threshold value




To evaluate the merit of decomposing tool marks into class and individual components
and applying either the distance or threshold test statistic to the resulting matrices of cor-
relations, we apply both test procedures in an analogous manner to the previous examples,
for a collection of known matching and non-matching tool marks. The data to be used for
this study were generated from a random sample of 10 screwdrivers chosen from 50 sequen-
tially manufactured screwdrivers. While these data do not come from actual forensic case
work, because the screwdrivers are sequentially manufactured and without wear that would
be the result of use, the screwdriver tips should be as similar as pairs of screwdrivers can be
expected to be. While 10 unique screwdrivers were selected, each side of the screwdriver tip
is believed to be unique. Thus, since each screwdriver tip has two sides, we effectively have
a sample of 20 tool surfaces for comparison.
As previously mentioned, the angle at which the screwdriver is held when making the
mark is important. Bachrach et al. (2010) suggest that comparisons of marks made at 15o to
marks made at 45o can be no better than guessing. To take this into account, and potentially
improve upon this finding, each side of the 10 selected screwdrivers was used to create 10
scrapes at each angle ranging from 30o to 55o by increments of 5o and comparisons were
made for known matches and non-matches for the marks at 30o compared to all other an-
gles. Prior to summarizing the results of our study, we give a more detailed description of
the data collection processes.
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3.5.1 Data Collection
Every scrape created by a given screwdriver (from both sides) at a given angle was created
using the apparatus shown in Figure 3.11a with the mechanism locked at the desired angle
above horizontal. The technician attempted to apply equal and constant pressure in the
creation of all marks, but the mark normalization described in Section 2.1 should correct for
any random mark-to-mark deviations associated with these and other inconsistencies. This
jig was used to make tool marks in lead plates like the ones shown in Figure 3.11b. Given
these marks left in the lead plate, we use a profilometer like that shown in Figure 3.11c to
create a digitized version of each tool mark along a linear path running perpendicular to the
striae, as depicted by the red horizontal line in Figure 3.11d, by recording the depths of the
parallel striae along the path.
We assume that: (1) This cross-striae profile is representative of the entire mark due to
the nature of striated marks, and (2) this process repeated at any other fixed plane could
have been chosen for the location of this cross-striae profile with approximately the same
results. One alternative is to record the tool mark depths at all perpendicular plane loca-
tions using a more sophisticated optical profilometer. This would result in an entire three-
dimensional scan of the tool mark, as opposed to a single cross-striae profile. Despite this
process resulting in information about the entire tool mark surface, it is commonly reduced
to a single cross-striae profile by pulling out a plane in the center because most of the infor-
mation in the full image of the tool mark is redundant.
While it is straightforward to create marks of an ideal nature in a laboratory, the crime
scene tool mark is rarely this pristine and other feature extraction methods may be adopted.
Prior to reducing a full three-dimensional tool mark scan to a single cross-striae profile, it
might be beneficial to apply principal component analysis to the tool mark to determine the
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(a) The apparatus used to create the marks. (b) The marks created using the apparatus in
(a).
(c) The Profilometer used to digitize the tool
marks.
(d) Extraction of the cross-striae profile from
the digitized mark.
Figure 3.11: Tool mark creation procedure.
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quality of the mark under consideration. Recall that the principal components are ordered
in decreasing order according to the amount of variability each explains. Since we are re-
ducing the tool mark to a single cross-striae profile it seems reasonable that if the first prin-
cipal component, generally corresponding to an approximate average cross-striae profile,
explains a large percentage of the total variability then the mark is of high quality. The au-
thors attempted to use the first principal component itself as a less arbitrary representative
cross-striae profile but the procedure results in an undesirable amount of feature smoothing
and the algorithms did not perform as well as simply selecting the central column from the
image. Thus, while principal component analysis might be used as a means for assessing
mark quality, we do not recommend its use for constructing a cross-striae profile.
Using a representative cross-striae profile we pre-process the marks (after some clean-
ing) with a relatively ‘coarse’ LOWESS smoother as described above to eliminate the effects
of factors involved in creating a mark such as the force applied and other physical circum-
stances, to create what we have called normalized tool marks. This was done in R using the
lowess function (see Cleveland (1981)), although other smoothers should work as well. The
main argument to the lowess function is f which controls the proportion of the data points
to be used in the smooth at each pixel. This parameter will often need to be tuned to opti-
mize the performance of the algorithm. For our purposes it seems that using a span of 25%
of the data points in the normalization step works well. The tool marks under consideration
are generally about 6000− 7000 pixels in length so that the smoother uses approximately
1750 pixels for the smooth at each location. As mentioned at the start of Section 2.1, the goal
of this smoothing is to eliminate long-range non-informative trends, producing a mean zero
series like that in Figure 2.1.
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The normalized marks were decomposed into class and individual components, satis-
fying Equation (2.2). This was also accomplished by applying a smooth, this time to the
normalized mark just created. However, f is set to a much smaller value to capture the finer-
scale trend of the marks, which we interpret as the class component of the marks c1(s) and
c2(t ). The resulting residuals of these smooths reveal the unique deviations of the tool marks
around this general trend, and we call these the individual components, r1(s) and r2(t ). Sim-
ilar to the normalization of the mark, it is up to the experimenter to determine the value of f
that produces a satisfactory representation; one experimental approach to selecting a value
for f is described in the next subsection. A value of 1% worked well for our marks, resulting
in approximately 70 neighboring pixels being involved in the smooth for a particular loca-
tion. The resulting mark decomposition for a single tool mark is shown in Figure 2.2.
Using our digitized representation of the tool marks made in the laboratory, we proceed
with applying both test procedures for comparing pairs of tool marks made by the same
tool, different tools, and the same tool at different angles. The results of these applications
are presented after a note about choosing smoothing parameters.
3.5.2 Choosing the LOWESS Smoothing Parameter
In application, guidelines for setting the smoothing parameter of the LOWESS procedure
will be important. Because the characteristics of marked surfaces and measurement equip-
ment vary substantially across applications, it is unlikely that a single value will always yield
good results. Some application-specific ‘tuning’ may be necessary. A possible approach
(although one that would drastically increase run time) is to empirically determine which
values of smoothing parameters result in the smallest p-values, on average, for pairs of tool
marks that are known to match. Specifically suppose we have a crime scene tool mark (say
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x1(s)) and the tool we believe was used to make this tool mark in our possession and we
want to conduct a hypothesis test to determine if the crime scene mark was in fact made by
that tool. A basic algorithm to select values for the smoothing parameter follows.
1. Make a set of K tool marks, y1(s1), y2(s2), . . . , yK (sK ), from the suspect’s tool; any two of
these are known to be matches.
2. Select a set of normalization smoothing values and decomposition smoothing values
that you wish to consider. Since the normalization smooth is intended to be coarse
and the decomposition smooth is intended to be fine, we suggest restricting the pa-
rameter for the decomposition to be less than that for the normalization. It is also
important not to over-smooth, so requiring the normalization parameter to be less





pairs of the marks from step 1, perform the testing procedure described
above using either test statistic, with all combinations of smoothing parameters in the
set selected in step 2, and record the p-values.




pairs of marks. The combination resulting in the smallest average p-value should be
used in the comparison of tool marks produced in the laboratory to the crime scene
tool mark.
This procedure can also suggest which of the K marks in step 1 should be used in the
comparison with the crime scene mark, x1(s). Using the smoothing parameter values se-
lected in step 4, it seems reasonable to select the lab-generated mark that results in the
smallest p-values when compared to the others. Since this procedure is very time consum-
ing all of the comparisons in the next four sections were executed using a normalization
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smoothing parameter of 25% and a decomposition smoothing parameter of 1%. However,
in a real world setting with one crime scene mark and one suspect tool, this procedure be-
comes more feasible.
3.5.3 Example of Choosing the Smoothing Parameter
As an example of applying the algorithm for determining the smoothing parameters de-
scribed in Section 3.5.2, we return to the matching tool mark example of Section 3.3. Specif-
ically, in that matching tool mark example we used a normalization smoothing value of 25%
and a decomposition smoothing value of 1%, in large part chosen because they tended to
produced reliable results. Additionally, the two tool marks randomly selected for this exam-
ple were replicates 4 and 7.
If we treat replicate 7 as the crime scene tool mark of unknown origin, the first step in
the algorithm described in Section 3.5.2 is to obtain a set of tool marks made by the sus-
pect’s tool; we treat replicates 1 to 4 as y1(s1), y2(s2), y3(s3), and y4(s4). In step 2 of the al-
gorithm we choose all combinations of smoothing values 1%,5%,10%,15%,20%,25%, and
30% such that the normalization smoothing value is greater than or equal to the decompo-
sition smoothing value, resulting in 21 smoothing parameter combinations. In step 3, the
distance and threshold testing procedures of Sections 3.1 and 3.2 were applied for each of
these smoothing combinations and the resulting p-values were recorded. Finally, in step
4, it was determined that for both testing procedures the smoothing combination that re-
sulted in the smallest average p-values among comparisons of replicates 1 through 4, was
a normalization smooth of 10% and a decomposition smooth of 1%. Furthermore, for both
testing procedures, the tool mark that resulted in the smallest average p-value within this
smoothing combination was replicate 4.
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Applying this algorithm for determining the optimal smoothing values, we end up com-
paring tool mark replicate 4 to 7 as was done in Section 3.3, however the smoothing values
are different. The hope is that re-running the analysis of section 3.3 with these new smooth-
ing parameters will result in improved (smaller) p-values. When the distance and threshold
testing procedures were utilized in Sections 3.3.1 and 3.3.2 with normalization and decom-
position smoothing values of 25% and 1% the p-values were found to be 0.005 and 0.006, re-
spectively. Re-running the analysis with normalization and decomposition smoothing val-
ues of 10% and 1% results in p-values for the distance and threshold testing procedures of
0.005 and 0.005, respectively, where the threshold p-value slightly improved.
While this is by no means a sufficient exploration of the performance of the algorithm
for determining the smoothing parameters, it did improve performance slightly for this sce-
nario. It should be noted that when the smoothing parameters change, the optimal offsets
will typically also change, which is to be expected because different smoothing values will
result in different class and individual tool mark components.
3.6 Results for the Distance Test Statistic
In this section we use the methods described in Sections 3.1 and 3.2, with the correlation
applied to fixed width windows of size 60% of the length of the shorter mark with the dis-
tance test statistic to compare 10 randomly selected pairs of matching and non-matching
marks when one mark is made at 30o , and the other is made at 30o to 55o in increments of
5o . The results of this exercise are displayed in Table 3.1 for hypothesis tests made at the
α= 0.05 level. From this we see that when the two tool marks were made at 30o or when one
was made at 30o and the other was made at 35o , this methodology correctly identified all
marks known to have been made by the same tool as matches, and all marks known to have
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been made by different tools as non-matches. When the marks were made at angles sepa-
rated by 10o we miss-identified one pair of non-matching tool marks as being a match and
when the angles were separated by 15o we incorrectly declared two matching tool marks as
being non-matches. When the angle separation is greater than 15o the performance drasti-
cally declines, which seems to support the claim that as the discrepancy in angles increases,
discriminating between pairs of marks that match and pairs of marks that don’t match be-
comes very difficult (Bachrach et al. (2010), Chumbley et al. (2010)).
Table 3.1: Results of known matching and non-matching tool-mark comparisons at various angles, for a search
window of size M = 500 and the distance test statistics for fixed width (60%) windows of the two marks.
30o to 30o Conclusion
Match No Match
Truth Match 10 0
No Match 0 10
30o to 35o Conclusion
Match No Match
Truth Match 10 0
No Match 0 10
30o to 40o Conclusion
Match No Match
Truth Match 10 0
No Match 1 9
30o to 45o Conclusion
Match No Match
Truth Match 8 2
No Match 0 10
30o to 50o Conclusion
Match No Match
Truth Match 5 5
No Match 1 9
30o to 55o Conclusion
Match No Match
Truth Match 2 8
No Match 3 7
3.7 Results for the Threshold Test Statistic
Next, we summarize the results based on comparison of the same physical tool marks
used in Section 3.6 for the correlation applied to fixed width windows of size 60% of the
length of the shorter mark with the threshold test statistic. The results for tests performed at
the α= 0.05 level are shown in Table 3.2, below. As with the distance test statistic when both
marks were made at 30o or when one was made at 30o and the other at 35o , we correctly
identify all pairs of matching and non-matching tool marks. When the separation between
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the angle increases to 10o we miss-identify one of ten pairs among both true match and true
non-match cases. As with the distance test statistic, the performance of this methodology
decreases as the separation between the angles increases. Overall, there is no clear superi-
ority of either of these test procedures in this limited validation study.
Table 3.2: Results of known matching and non-matching tool-mark comparisons at various angles, for a search
window of size M = 500 and the threshold test statistics for fixed width (60%) windows of the two marks.
30o to 30o Conclusion
Match No Match
Truth Match 10 0
No Match 0 10
30o to 35o Conclusion
Match No Match
Truth Match 10 0
No Match 0 10
30o to 40o Conclusion
Match No Match
Truth Match 9 1
No Match 1 9
30o to 45o Conclusion
Match No Match
Truth Match 8 2
No Match 1 9
30o to 50o Conclusion
Match No Match
Truth Match 5 5
No Match 1 9
30o to 55o Conclusion
Match No Match
Truth Match 3 7
No Match 3 7
3.8 Summary
In this chapter we have formalized two hypothesis testing procedures for testing whether
two tool marks were created by the same source. Specifically, we have corrected the prob-
lem that Lock and Morris (2013) pointed out for their methodology, by formulating tests for
which the null hypothesis is associated with innocence, and the alternative hypothesis with
guilt. Relying on an assumption of strict stationarity and creating appropriate search win-
dows we developed a test statistic based on the distance between the optimal class offset,
h+(c) and the optimal individual offset, h+(c), as well as a test statistic that relies on setting
a threshold value, γˆh+(c). After describing the digitized tool mark collection process for the
marks used in our validation study, we utilized these hypothesis testing procedures for the
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sets of known matching and non-matching marks. We found that both test statistics perform
well at small discrepancies in angle between the tool marks, and performance deteriorated
as the discrepancy increased.
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CHAPTER 4. MODELING THE OPTIMAL OFFSET
As briefly mentioned at the end of Section 2.4, a potential drawback of defining the opti-
mal class offset as h∗(c)= t∗c − s∗c , where (s∗c , t∗c ) is the pair of windows producing the largest
correlation, is that there is no guarantee that all (s, t ) such that h∗(c) = t − s produce large
correlations. As an example, suppose the best match pair of windows of length n = 5 oc-
cur at (s∗c , t∗c ) = (5,10), corresponding to an offset of h∗(c) = 5. However, there are multiple
other window pair locations, (s, t ), that also correspond to an offset of 5. It could even be
the case that (s, t )= (15,20) are the windows that produce the smallest correlation. Thus, we
would conclude that an offset of 5 produces both the most and least similar corresponding
tool mark segments of length 5. To circumvent this contradiction, we would like to con-
sider a modification to our procedure that considers all correlations of a given offset when
determining h∗.
From the visual representations of the matrices of correlations shown in Figures 3.4 and
3.8, it is apparent that the majority of the information contained in these matrices can be
explained by diagonals running from upper left to lower right (or in the figures, from lower
left to upper right). As a matter of fact, each diagonal corresponds to a fixed offset, h = t − s,
which suggests we can convert our (s, t )-dependent correlations into a summary value de-
pendent on only the offset with relatively little loss of information. We will do this by fitting
a model to this matrix predicting correlation based upon row, column, and diagonal effects.
Based on the estimated model, the diagonal parameters with large estimates should corre-
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spond to offsets with a large correlation in general over all (s, t ) resulting in that particular
offset. Since from Figures like 3.4 and 3.8 there do not appear to be any significant row and
column effects, these are included in the model primarily to reduce noise in the diagonal
estimates. However, as was the case in Section 3.1, it is necessary to restrict the allowable
offsets where the optimal class offset can occur. Otherwise, the optimal offset may occur in
a corner, making it impossible to construct a search region for the individual components.
Under the modeling approach, we are concerned with the diagonals of the matrix of
correlations and not the individual cells themselves. Hence we no longer eliminate the first
and last M rows and columns of the matrix of correlations as in Chapter 3, but rather the
largest and smallest 2M indexed offsets, h = t − s. Thus we restrict attention to elements of
the matrix of correlations where h ∈ {min(h)+2M ,min(h)+2M +1, ...,max(h)−2M }. Under
this restriction, for the class components, we model the elements of matrix (2.4) as
ρn(s, t |c)=µc +αcs +βct +γct−s +²cs,t (4.1)
using allρn(s, t |c) such that h = t−s ∈ {min(h)+2M ,min(h)+2M +1, ...,max(h)−2M }, where
the c superscript denotes these estimates are for the class components, c1(s) and c2(t ), and
s and t specify columns and rows in the matrix (or window locations). From this, we now
have all window locations (s, t ) resulting in a common offset,
h = t− s ∈ {min(h)+2M ,min(h)+2M +1, ...,max(h)−2M }, being represented by a common
γct−s . The very large model matrix corresponding to this model and the non-orthogonal
relationships among the model terms make fitting of this simple model by traditional least-
squares algorithms difficult using standard least-squares software. Fortunately, the glmnet
(Friedman et al. (2010)) package in R allows us to create and store the model matrix using a
sparse matrix format with theMatrix (Bates and Maechler (2015)) package, and fit the model
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via Lasso (or Ridge/Elastic Net) regression. Thus, rather than estimating the model param-
eters by non-iterative implementations of least-squares, we are using an iterative algorithm













where if δc is set to zero then there is no penalty and the model is fit by optimizing the
unmodified least-squares criterion. The main reason we have chosen to fit the model with
the glmnet package is computational efficiency. However, with an extremely large model
matrix, this approach will fail due to memory limitations. For a more memory efficient (but
much slower) approach based on the backfitting algorithm applied in a generalized additive
model setting, introduced by Breiman and Friedman (1985), see the Appendix.
The estimated values γ˜ct−s produced by the Lasso regression estimation are then treated
as a new similarity index, based on the correlation for fixed width windows, that can be
used in place of max
s,t
ρn(s, t |c) as described in Chapter 3. Specifically, this similarity index
becomes
γ˜ch (4.3)
where h = t − s defines the offset, and the similarity index is no longer explicitly a single
correlation but rather the h-specific component of an estimated correlation. Using this re-







where the + superscript denotes we have applied a restricted search window to h, by not
including the first and last 2M offsets in the model.
Treating h+(c) as given, we select the midpoint of the associated diagonal in the matrix of
correlations to be the optimal location, so that (s+c , t+c ) is the midpoint of all pairs of windows
resulting in an offset of h+(c). Since h+(c) is the best offset, it should not matter which pair
of windows (s, t ) where h+(c)= t−s we choose as the optimal. We have chosen the midpoint,
so that the resulting search area for comparing the individual components is bounded away
from the corners of the matrix. Given this optimal location, we create a diamond search area
around it in the individual component matrix, in which we search for the optimal individual
offset. Therefore, in an analogous fashion to the class component modeling fitting, we apply
the same modeling procedure to the diamond-shaped search region for the individual com-
ponents. That is, we fit a model predicting the elements of matrix (2.5) (i.e. correlations),
that are located within the restricted region, based on column, row, and diagonal effects:


























To help clarify these search window restrictions, a small example is presented in Figure 4.1.
In this figure with M = 2, the area between the dashed lines represents the search region for
the optimal class offset, h+(c). Once this offset is determined (the dotted line in the figure)
by the modeling procedure, we identify its midpoint, represented by the block dot which
is defined as (s+c , t+c ), in the individual matrix of correlations, and create a diamond search
region around it. Within, this diamond-shaped region, we apply the modeling procedure to
the individual correlations and determine the estimated similarity index, γ˜rh , for each offset
within h∗(c)±M .
Based on the optimal offset locations for the class and individual components it is neces-
sary to develop a procedure for quantifying whether the series are similar enough based on
these offset values to warrant the conclusion that the two marks under consideration were
made by the same tool. As before, we would like to develop a formal hypothesis test for the
null hypothesis that the marks are “not a match" which can be accomplished through the
application of either the distance or threshold test statistics.
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Figure 4.1: A simple example of the search windows used to locate the optimal class and individual offsets for
M = 2. The area between the dashed lines is the search region for the optimal class offset, h+(c), which occurs
at h+(c) = 4 and is denoted by the dotted line. The black dot represents the mid-point of the dotted line and
the diamond shaped search region for the individual component is created around this point.
4.1 Distance and Threshold Test Statistic
Our modified distance and threshold test procedures follow exactly as described in Sec-
tions 3.1 and 3.2, replacing the previous maximized correlation and associated lag in (3.1)
and (3.2) with analogous values based on γ˜h from our fitted model. The justification for our
arguments in Chapter 3 strongly relies on the assumption of strict stationarity of the two
individual components. However, since we are taking a modeling approach in this chapter
and not directly utilizing ρn(s, t |r ), it is not obvious whether γ˜rh in (4.7) is stationary. This is a
theoretical argument that needs further investigation, but that authors have not attempted
to formalize this. However, if γ˜rh were stationary and only weakly dependent across values
of h, then by restricting attention to the diamond shaped search region, where every diago-
nal has the same number of window pairs, h+(r ) in (4.8) can be regarded as approximately
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uniformly distributed over the allowable offsets. As in Section 3.1, the distance test statistic
and p-value are given by:
T = |h+(c)−h+(r )|
p-value= Pr (T ≤ t )= 2t +1
2M +1 (4.9)
where t is the realized value of the test statistic and the p-value is calculated from a dis-
crete distribution on {0,1, ..., M } where T = 0 receives half the weight of the other values as a
consequence of taking the absolute value.
Continuing to treat the optimal class offset h+(c) as known, for the threshold test statis-
tic we determine the model estimate of γ˜rh at the location of the optimal class offset. We
treat γ˜rh+(c) as a threshold for comparison to other γ˜
r
h values for h ∈
[
h+(c)−M ,h+(c)+M].
Under the null hypothesis of ‘no match’, if it can be argued that γ˜rh is stationary, there is
no reason to believe that γ˜rh+(c) should be systematically larger than any other of the γ˜
r
h for
h ∈ [h+(c)−M ,h+(c)+M ] as a result of the observed weak dependence in Figures 3.4 and
3.8. Thus, if only a few of the γ˜rh are larger than the threshold, then there is evidence that the










p− value = Pr (T ≤ t )= t +1
2M +1 (4.11)
where T is regarded as discrete uniformly distributed on {0,1, ...,2M }. To make the method-
ologies for the distance and threshold test statistics more concrete, we next go through ex-
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amples of applying these test statistics to a pair of known matching and and a pair of known
non-matching tool marks.
4.2 Example with Known Matches
Here we apply the distance and threshold test statistics just discussed to a pair of tool
marks known to have been made by the same tool. This pair of matching tool marks are the
same marks used in Section 3.3. See Figure 3.3 for the normalized versions of the marks,
with their class and individual components. For these examples we continue to set n to be
60% the length of the shorter mark where S = 6,637 and T = 6,741, M = 500, a normal-
ization smooth value of 25%, and a decomposition smooth value of 1%. The estimated
penalty parameters for the class and individual components were δc = 3.6877× 10−7 and
δr = 4.2363×10−7. Since the restricted search window is slightly different than it was in Sec-
tion 3.3, the visual representations of the matrices of correlations are recreated in Figure 4.2
below with a depiction of the new search region. Recall that for the class component, we
are eliminating the 2M largest and smallest indexed offsets from consideration; these re-
strictions are demonstrated by the two solid black lines in the left panel of the Figure. After
fitting model 4.1 to the correlations located between these lines, the optimal class offset is
denoted by the dashed line, while the midpoint of this line is represented by the dot. Based
on the location of this dot, a diamond search region is constructed around this location in
the individual component matrix. Model 4.5 is fit only to the individual correlations at loca-
tions that fall within this search area.
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Figure 4.2: Visual representation of the matrices of correlations defined in (2.4) and (2.5) for the class (left) and
individual (right) components. The search window for locating the optimal class offset is the area between the
solid diagonal lines at the top and bottom of the image. The dashed line represents the optimal alignment and
the point denotes the midpoint. The search window for the individual component is constructed as a diamond
around the point identified in the class image.
4.2.1 Distance Test Statistic
Fitting Model 4.1 to the class component matrix of correlations, reveals that the dashed
line in Figure 4.2 corresponds to an optimal offset of h+(c)= 135. This value for the optimal
offset is very similar to what was found in Section 3.3.1. Next, fitting Model 4.5 to the individ-
ual correlations indexed within the diamond search region in the right panel of the figure,
results in the γ˜rh values displayed in Figure 4.3. Typically, when a Lasso penalty is imple-
mented into the optimization criterion we will observe the elimination of γ˜rh ’s that would be
relatively close to zero if estimated by least-squares. However, in this case since the penalties
are so small there is no noticeable elimination in the figure. The vertical dashed line repre-
sents h+(c) and it is clear that the peak of the γ˜rh ’s occurs very close to this line, specifically
at h+(r )= 132. Hence the distance test statistic and p-value for this example are given by:
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t = |h+(c)−h+(r )| = |135−132| = 3
and
p-value= Pr (T ≤ 3)




where the p-value is computed from the discrete distribution on {0,1,2, . . . , M }, with zero
receiving half as much probability as the other values. With a small p-value we reject the
null hypothesis of ‘no match’ and conclude that these two marks were made by the same
tool.
Figure 4.3: Depiction of the model estimated correlation for each lag in the diamond search window around
the optimal class offset, for the individual components.
4.2.2 Threshold Test Statistic
Treating the optimal class offset as known, h+(c)= 135, we fit Model 4.5 to the individual
correlations in the diamond search region and compute a threshold value of γ˜rh+(c) = 0.5934,
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which is displayed as the dashed horizontal line in Figure 4.4. From this, it is clear that only
a few, if any, of the γ˜rh are larger than this threshold. Specifically, 5 of the γ˜
r
h values are larger
















p-value= Pr (T ≤ 5)




and with a small p-value we again reject the null hypothesis of ‘no match’ and conclude that
these two marks were made by the same tool.
Figure 4.4: Depiction of the model estimated correlation for each lag in the diamond search window around
the optimal class offset, for the individual components. The dashed horizontal line represents the threshold
value corresponding to the value of the maximized correlation in the individual components at the location of
the optimal class alignment.
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4.2.3 Example of Choosing the Smoothing Parameter
As in Section 3.5.3, here we apply the smoothing parameter selection algorithm of Sec-
tion 3.5.2 to see if it improves performance. The smoothing parameters tested and the tool
marks used are identical to section 3.5.3. Applying the model based approach for the opti-
mal offset described in this chapter with distance and threshold testing procedures to the 21
combinations of smoothing parameters, we again find that the combination resulting in the
smallest average p-value among comparisons of replicates 1 through 4 for both procedures
was a normalization smooth of 10% and a decomposition smooth of 1%. The tool mark with
the smallest average p-value within this smoothing combination was replicate 4. For the dis-
tance and threshold testing procedures in Sections 4.2.1 and 4.2.2 which used normalization
and decomposition smoothing values of 25% and 1%, the p-values were 0.007 and 0.006, re-
spectively. Using the parameters determined by the algorithm of Section 3.5.2, normaliza-
tion and decomposition values of 10% and 1%, the p-values improve to 0.003 and 0.003 for
the distance and threshold procedures. Thus, while the smoothing values suggested by the
algorithm again improve performance, this is not an exhaustive analysis.
4.3 Example with Known Non-Matches
This subsection repeats the applications of the distance and threshold test statistics in
Section 4.2 using the modeling approach, for the two known non-matching tool marks dis-
played in Figure 3.7. While all of the parameters are the same as they were in the previous
section, with the mark lengths now being S = 6,800 and T = 5,833 and the estimated penalty
parameters δc = 2.1598×10−7 and δr = 1.8294×10−7, we recreate the visual representation
of the matrices of correlations for the class and individual components in Figure 4.5 below,
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since we have changed the allowable search region. As previously, the search area is repre-
sented by the area between the solid black lines in the right panel of the figure, the optimal
offset as determined by Model 4.1 is represented by the dashed line, and it’s midpoint by the
dot.
Figure 4.5: Visual representation of the matrices of correlations defined in (2.4) and (2.5) for the class (left) and
individual (right) components. The search window for locating the optimal class offset is the area between the
solid diagonal lines at the top and bottom of the image. The dashed line represents the optimal alignment and
the point denotes the midpoint. The search window for the individual component is constructed as a diamond
around the point identified in the class image.
4.3.1 Distance Test Statistic
The dashed line representing the optimal class alignment in Figure 4.5 corresponds to an
optimal offset of h+(c)=−1952. Anecdotely, here we have a realization of the note of caution
given at the outset of this chapter. There we said that, in general, it may not be a good idea to
search the matrix of correlations to determine the location of the largest single correlation,
(s+c , t+c ), and declare the optimal offset to be h+(c) = t+c − s+c . The reason given was that
h+(c) may not generally be the best offset. In Section 3.4 we discovered that the maximized
correlation occurred at (605,766) and declared the optimal offset to be h+(c) = 766−605 =
161. However, here where we take a modeling approach that searches for the optimal offset
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in general, over all locations resulting in constant h, we find that the optimal offset is more
extreme, located at h+(c)=−1952. In this case, we will reach the same conclusion as in the
example of Chapter 3, but this serves to illuminate a potential weakness of the first method.
Returning to the example at hand, treating the optimal class offset h+(c) = −1952 as
given, we fit model 4.5 to the individual correlations in the diamond search area represented
in the right panel of Figure 4.5 and obtain the values of γ˜rh shown in Figure 4.6. Similar to
the known match example, there is no noticeable elimination of γ˜rh values by the Lasso al-
gorithm since the estimated penalty parameters were near zero. While the maximized value
appears to occur close to h+(c) it is just far enough away to reach the correct conclusion.
The test statistic and p-value are computed to be:
t = |h+(c)−h+(r )| = |−1952−−1914| = 38
and
p-value= Pr (T ≤ 38)




causing us to fail to reject the null hypothesis of ‘no match’ at theα= 0.05 level and conclude
that there is not enough evidence to claim these two marks were made by the same tool.
4.3.2 Threshold Test Statistic
Finally, we compute the threshold test statistic for this pair of known non-matching
marks. Given the optimal class offset of h+(c)=−1952 we compute the threshold as γ˜rh+(c) =
−0.1249. This threshold is displayed in Figure 4.7 from which it is clear that almost all of the




Figure 4.6: Depiction of the model estimated correlation for each lag in the diamond search window around
the optimal class offset, for the individual components.

















p-value= Pr (T ≤ 973)




and the decision to fail to reject the null hypothesis of ‘no match’. Hence there is not enough
evidence to conclude that these two marks were made by the same tool.
4.3.3 Results for the Distance Test Statistic
In this section we use the correlation applied to fixed width windows of size 60% of the
length of the shorter mark with the distance test statistic, modified with regression esti-
mates, to the same tool mark comparisons summarized in Table 3.1. Below, Table 4.1 sum-
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Figure 4.7: Depiction of the model estimated correlation for each lag in the diamond search window around
the optimal class offset, for the individual components. The dashed horizontal line represents the threshold
value corresponding to the value of the maximized correlation in the individual components at the location of
the optimal class alignment.
marizes the number of pairs of tool marks for which the null hypothesis is and is not rejected
for tests at the α= 0.05 level. For the 30o to 30o comparisons the modeling approach incor-
rectly identified one pair of non matching marks as being a match, for 30o to 35o all pairs
were correctly identified, and for 30o to 40o we again miss-identified one non-matching pair
as being a match. As was the case in Tables 3.1, the performance declines as the discrepancy
in angle increases, although possibly to a somewhat lesser degree.
Table 4.1: Results of known matching and non-matching tool-mark comparisons at various angles, for a search
window of size M = 500 and the distance test statistics for fixed width (60%) windows of the two marks.
30o to 30o Conclusion
Match No Match
Truth Match 10 0
No Match 1 9
30o to 35o Conclusion
Match No Match
Truth Match 10 0
No Match 0 10
30o to 40o Conclusion
Match No Match
Truth Match 10 0
No Match 1 9
30o to 45o Conclusion
Match No Match
Truth Match 8 2
No Match 2 8
30o to 50o Conclusion
Match No Match
Truth Match 7 3
No Match 0 10
30o to 55o Conclusion
Match No Match
Truth Match 2 8
No Match 2 8
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4.3.4 Results for the Threshold Test Statistic
Here, in Table 4.2, we summarize the results for the correlation applied to fixed width
windows of size 60% of the length of the shorter mark with the threshold test statistic, modi-
fied with regression estimates, to the same tool mark comparisons summarized in Table 3.2.
At the α= 0.05 level, the table below shows that this modeling approach does appear to per-
form better than its counterpart; specifically as the angle discrepancy increases, we reach
the incorrect conclusion less often. For example, we get all matching and non-matching
marks correct up to the 40o comparisons while in Table 3.2 we miss-identified one of each
at 40o . Overall, we made fewer miss-classifications at angles greater than 40o than in Table
3.2. However, given the small size of our validation study, this conclusion must be regarded
as tentative.
Table 4.2: Results of known matching and non-matching tool-mark comparisons at various angles, for a search
window of size M = 500 and the threshold test statistics for fixed width (60%) windows of the two marks.
30o to 30o Conclusion
Match No Match
Truth Match 10 0
No Match 0 10
30o to 35o Conclusion
Match No Match
Truth Match 10 0
No Match 0 10
30o to 40o Conclusion
Match No Match
Truth Match 10 0
No Match 0 10
30o to 45o Conclusion
Match No Match
Truth Match 8 2
No Match 1 9
30o to 50o Conclusion
Match No Match
Truth Match 7 3
No Match 1 9
30o to 55o Conclusion
Match No Match
Truth Match 4 6
No Match 1 9
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4.4 Summary
To account for the possibility of defining the optimal offset based on a pair of windows
that produced a single large correlation by chance in Chapter 3, here we have taken a model-
ing approach to determining the optimal offset that considers all pairs of windows with fixed
offset simultaneously. Our strategy is to fit a simple model with row, column, and diagonal
effects (from the matrices of correlations) to predict the correlation value, and ultimately we
treat the estimated diagonal values as our similarity index. As in Chapter 3 we restrict our
attention to appropriate search regions. In problems where the tool marks are short and the
resulting matrices of correlations are relatively small this can be achieved by straight forward
application of a traditional least-squares algorithm. However, as the length of the marks in-
crease, the model matrix for this model grows, requiring that we apply more sophisticated
algorithms, such as the Lasso. Based on the estimated diagonal values, we develop distance
and threshold test statistics for our hypothesis test, following arguments and assumptions
similar to those employed in Chapter 3. The stationarity argument used to justify the ap-
proach of Chapter 3 does not necessarily hold for this modification. Despite this, in Tables
4.1 and 4.2, we find that this modeling approach may perform better at larger discrepancies
in angle than the algorithms presented in Chapter 3.
64
CHAPTER 5. METHODS BASED ON MAXIMIZED ρn(s, t |r )
In Chapters 2−4 our methods have relied on the decomposition of two tool marks into
class and individual components, and the application of a correlation for all pairs of win-
dows of length n separately to each component. Rather than rely on the value of the maxi-
mized correlation itself to conduct the hypothesis test, we introduced two test statistics, one
based on distance and the other based on a similarity threshold, that allowed us to avoid
using the value of the similarity as a test statistic. In this chapter we focus on the value of
the maximized correlation itself. The primary challenge here will be the development of a
procedure for quantifying a critical value, above which the maximized correlation can be
interpreted as significant evidence against the null hypothesis of ‘no match’.
Shifting focus explicitly to the value of the maximized similarity index, there is no longer
a need to model the similarity index to allow it to be indexed by offset, h, as was described in
Chapter 4. Here we return to our original form of the correlation between pairs of windows
of length n that was given in Equations (2.3). These definitions are restated below:
ρn(s, t |c)= cor r (c1(s, . . . , s+n−1),c2(t , . . . , t +n−1))
ρn(s, t |r )= cor r (r1(s, . . . , s+n−1),r2(t , . . . , t +n−1)) (5.1)
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where the set of windows producing the largest correlation is defined by:
(s∗c , t
∗
c )= ar g maxs,tρn(s, t |c)
(s∗r , t
∗
r )= ar g maxs,tρn(s, t |r ) (5.2)
for the class and individual components, respectively. Thus, the largest correlation for the
component under consideration is given by ρn(s∗. , t∗. |.). Notice we have also returned to the
∗ notation introduced in Chapter 2, as we will no longer be considering a window restriction
specifying where the maximized value may occur.
A first-principles derivation of the null distribution for the maximum correlation is not
achievable due to the very large number of sample correlations and the statistical depen-
dence among them. Ideally, we might solve this problem physically by comparing the max-
imized correlation for the pair of tool marks under consideration to a distribution of max-
imized correlations for known non-matching marks. This may not be a practical solution
for many reasons, including the expense that would be involved to create or identify many
appropriate pairs of non-matching marks to use as a reference distribution for each foren-
sic comparison. An alternative solution is to generate the non-matching marks via simu-
lation and compare the maximized correlation for the two marks under consideration to
the distribution of maximized correlations for these simulated non-matches. If the max-
imized correlation for the two marks under consideration is large compared to the set of
simulated values, we would reject the null hypotheses of non-match and conclude that the
two marks were made by the same tool. With that being said, it is imperative to ensure that
the simulated reference distribution accurately represents the appropriate distribution of
true known non-matches.
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To implement the line of reasoning in the previous paragraph, we shall restrict attention
to the individual components, and adopt an additional assumption of multivariate normal-
ity for each of r1(s) and r2(t ). The joint distribution of elements from the first individual
series is then defined by:
r1 = [r1(1),r1(2), . . . ,r1(S)]T (5.3)
E(r1)=µ=
[
µ,µ, . . . ,µ
]T (5.4)
V ar (r1)=σ2C (5.5)
where µ is of length S and C is a correlation matrix with elements depending on the pixel
distance between observations. We assume the same model for r2(t ), the vector of elements
from the second individual series, and under the null hypothesis of no-match, assume that
r1(s) and r2(t ) are independent.
To determine an appropriate form for C we refer to the normalized tool mark presented
in Figure 2.2 with its class and individual components recreated in the left panel of Figure
5.1. To get an idea of what an appropriate correlation function for these data might be, the
right panel of this figure contains the autocorrelation function (acf) for the first 2,000 lags
of the individual component. (Recall that for a normalized tool mark x = c + r , the class
component, c, is determined as a smooth of x, and the individual component, r , is the set of
residuals from that smooth.) It is clear that observations separated by few pixels are highly
correlated and beyond a certain relatively small separation distance the correlation becomes
negative before returning to oscillate around zero.
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One correlation function that allows for this dip below zero is the damped cosine corre-
lation function given by:
cor r (r1(s),r1(s+h))= exp(−λ|h|) · cos(ω|h|) (5.6)
where h is the pixel distance between two observations. This correlation function with esti-
mated values for λ and ω is shown as the red line in the right panel of Figure 5.1. While the
fit is not perfect, it does do a good job of representing the initial dip below zero, followed by
near-zero correlations for larger values of h.
Figure 5.1: The normalized tool mark with its class and individual components from Figure 2.2 (left) with
the autocorrelation function applied to the individual component (right) with the damped cosine function
overlaid.
Since our goal is to simulate independent pairs of tool marks based on the model given
by Equations (5.3)− (5.5), we need to obtain estimates of µ,σ2,λ, and ω. If λ and ω, and
hence C, were known then by generalized least squares, we know that the maximum likeli-










where 1 is a vector of ones of length S and S is the length of r1. Thus, the likelihood optimiza-
tion can be carried out using profile log likelihood to find the maximum likelihood estimates
for λ and ω. For our purposes this was achieved through the use of the optim function in
R with the Brent Method. However, due to what we believe is numerical instability resulting
from computation of large matrix inverses, the estimated damped cosine function as de-
fined in Equation (5.6) did not appear to fit the data well. To avoid this problem we forced
λ = ω so that we are estimating only one covariance parameter instead of two. While this
is undesirable in the sense that it is forcing the short and long term trends to occur on the
same scale, it does seem to result in more reasonable estimates visually. Another issue is
that with a tool mark of length ≈ 6,000 pixels the optimization just described is slow due
to the repeated calculation of inverses and determinants of S ×S matrices. As a result, we
estimated λ for three contiguous subsets (when possible due to the varying mark lengths) of
length 1,000 of non-overlapping pixels for the mark and used the median value of the three
likelihood maximizers as our estimate.
5.1 Simulation of Reference Distribution and P-values
For the tool marks described in Sections 3.5 and 3.6 we randomly selected 50 pairs of
known matching tool marks and 50 pairs of known non-matching tool marks, so that no tool
mark was used in both sets of data. More specifically, the pairs of matching tool marks were
chosen from marks made by a given tool at the same angle, while the pairs of non-matching
marks were chosen from marks made by different tools but created at the same angle. The
angles used varied between 30o , 40o , and 50o . Based on these pairs of matching and non-
matching tool marks, the first step in the procedure outlined is to obtain the maximized
similarity index, ρn(s∗r , t∗r |r ) for each of the pairs of marks under consideration.
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In the methods described in the preceding chapters we used both the class and individ-
ual components of the tool mark decomposition in the development of a test statistic and
p-value. In this chapter, we focus on solely the individual components. Alternatively, we
could more closely mimic a forensic examiner’s analysis by first applying this analysis to the
class components. If the maximized correlation for the class components is large relative
to the simulated non-match distribution we would continue on to analyze the individual
components. If the maximized correlation for the class components is not large enough,
relatively, we would fail to reject the null hypothesis that the marks were made by different
tools. Since the individual components of a tool mark are believed to uniquely identify the
tool, for this analysis we focused on comparing only the individual components of the two
marks under consideration, r1(s) and r2(t ).
The maximized individual component correlations for the 50 pairs of matching and non-
matching tool marks are shown in Figure 5.2. As expected, when the tool marks match the
similarity is relatively large and when the tool marks do not match the similarity is relatively
small, except for a few cases where the tails of the distributions overlap. Again, since it is
not feasible for a forensic tool mark examiner to physically generate many pairs of non-
matching tool marks that are specifically appropriate for each examination, we need to sim-
ulate the appropriate non-match distribution for reference.
In order to demonstrate how this procedure might be performed in practice, for each
pair of marks considered, we randomly selected one of the individual series to be used in
the maximum likelihood estimation of λ. Given the profile likelihood maximizer λˆ and the
associated values for µˆ and σˆ2 in Equations (5.7) and (5.8), we generate P pairs of indepen-
dent (non-matching) tool marks and compute the maximized correlation for windows of
length n, ρn(s∗, t∗|p), for each pair, p = 1,2, . . . ,P . Repeating the premise, if ρn(s∗r , t∗r |r ) is
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Figure 5.2: The maximized correlation associated with the 50 pairs of known matches and non-matches.
large relative to these values, then there is evidence that the two tool marks were made by
the same tool. Therefore, the test statistic and p-value are given by:
T = ρn(s∗r , t∗r |r ) (5.9)







∗, t∗|p)≥ t] (5.10)
where t is the realized test statistic and I [] is the indicator function. For P = 100, Figure 5.3
displays the p-values corresponding to the maximized correlations for the 50 pairs of match-
ing and non-matching tool marks given in Figure 5.2 with the red vertical line representing
a significance level of α= 0.05. All of the relatively large maximized correlations associated
with the 50 matching tool marks resulted in p-values of zero, while the smaller maximized
correlations associated with the 50 non-matching pairs resulted in p-values that are approx-
imately uniformly distributed between 0 and 1. In this case, 3 of the 50 (6%) non-matching
pairs resulted in p-values smaller than 0.05 while all of the matching tool marks resulted in
small p-values.
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Figure 5.3: The distributions of the p-values for known matches and non-matches from the simulation com-
paring the maximized similarity indices. The red vertical line represents a significance level of α= 0.05.
5.2 Reference Distribution Verification
To determine if we are capturing the characteristics of the true non-match distribution,
we recorded the 100 λ estimates that were generated in the exercise described above and
plot them in Figure 5.4 where the estimated λ ranged from 0.02 to slightly larger than 0.05.
We want to determine how the simulated distribution of maximum correlations depends
upon the estimated value of λ.
Figure 5.4: The distribution of maximum likelihood estimates for λ that resulted from the simulations.
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Using the five number summary for the distribution shown in Figure 5.4 we generated
P = 100 pairs of non-matching tool marks and create a QQ-plot comparing the P simulated
maximized correlations to the 50 maximized correlations from the known non-match com-
parisons. These plots, shown in Figure 5.5, reveal that the simulated reference distribution
is dependent on the value of λ. Specifically, for the plots with λ= 0.0294,0.0344, and 0.0386,
corresponding to the first quartile, median, and second quartile, respectively, the simulated
distribution is a good match for the true distribution. However, the tails of theλdistribution,
represented by the remaining panels, show that the reference distribution is not as strongly
representative of the target distribution.
Figure 5.5: QQ-plots comparing the maximized correlations distribution for the known non-matches to the
maximum correlation for simulated non-matches for five λ values corresponding to the quantiles of Figure
5.4. If the value of λ were not important, these plots would suggest no difference between the known and
simulated distributions.
However, Figure 5.5 is a little misleading since the simulated data for each panel was
generated from the fixed λ value specified, while the known non-matches each have their
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own λ value ranging through the distribution in Figure 5.4. Thus, while it looks like the sim-
ulated distributions are a poor fit at the extremes of the λ distribution, we really need to look
at a plot that compares the simulated maximum correlation values to the known maximum
correlation values for comparable values of λ. Figure 5.6 shows a similar set of QQ-plots, but
here we have split the known non-matching results in quintiles according to the estimated
λ values. Thus the first panel corresponds to the 10 non-match comparisons that resulted
in the smallest λ estimates, compared to the 1,000 total simulated maximum correlation
values (P = 100 generated from each of the 10 smallest estimates of λ observed). The sec-
ond panel corresponds to the non-match comparisons with the next 10 smallest λ values,
etc.. These QQ-plots reveal that the simulated distribution is not as poor of a representation
of the true non-match distribution, as it seems to be in Figure 5.5. Since each panel of the
Figure is associated with 10 known non-matching values and 1,000 simulated values, the
tails of the distributions tend to not align especially well since we are bound to obtain more
extreme values in 1,000 replicates as opposed to 10.
5.3 Summary
In this chapter we changed from using both class and individual components of the tool
mark decomposition, to using only the individual component. The reason for this is that
the individual component should uniquely identify the tool mark, although the method de-
scribed in this chapter could be utilized at both the class and individual level. The other
major change was the switch from using a distance or threshold test statistic for executing
the hypothesis test in Chapter 3, to directly using the value of the maximized correlation
itself as a test statistic. The complication that this introduces is that the distribution of this
test statistic under the null hypothesis of ‘no match’ is not obvious from first-principles.
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Figure 5.6: QQ-Plots comparing the maximized correlations distribution for the known non-matches to the
maximized correlation for simulated non-matches for quintiles of the lambda distribution. Unlike, Figure
5.5, the first panel here corresponds to the 10 tool mark comparisons with the smallest estimated λ’s, so that
each data point corresponds to a possibly unique lambda. The second panel corresponds to the 10 tool mark
comparisons resulting in the next 10 smallest values of λ, and so on up to the fifth panel which contains the
comparison for the 10 tool mark comparisons with the largest estimated λ’s.
Consequently, we introduced an additional assumption of the multivariate normality for
the individual components that allowed us to estimate the mean, variance, and correlation
parameters of the components and simulate pairs of non-matching tool marks. From these
simulated pairs of non-matches, we computed the distribution of maximum correlation and
compared the actual maximized correlation to these simulated values. If the actual value
was large relatively to these simulated maxima we rejected the null hypothesis of no match.
To ensure that our simulated reference distribution was modeling the appropriate reference
distribution under the null hypothesis, we constructed QQ-plots to compare the simulated
values to known non-matching values.
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CHAPTER 6. THE METHOD OF CHUMBLEY ET AL. (2010)
An established method that uses the maximized correlation to make a decision regarding
the hypotheses in Chapter 3 is the method of Chumbley et al. (2010). This method also
utilizes the correlation applied to all windows of a fixed prespecified width, n, but operates
on the complete digitized tool mark rather than a decomposition into class and individual
components. To overcome the possibility of obtaining a large correlation by chance due to
the sheer number of correlations computed and the problem of how to determine the value
a maximized correlation must be in order to declare significant similarity, their algorithm
operates in two steps: an optimization step followed by a validation step. The first of these
computes ρn(s, t |x) for every pair of size−n segments for the two marks under consideration





ρn(s, t |x) (6.1)
typically for n a small percentage of the total mark length. In general, n here is much smaller
than the window size we considered in the previous chapters, corresponding to a few hun-
dred pixels.
Admitting that these best match windows for tool marks that actually do not match will
likely produce a large correlation by chance, the algorithm proceeds to the validation step.
If the two marks exhibit a large correlation because they really were made by the same tool,
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then shifting the windows on both tool marks an equal distance and direction away from
the window of maximized correlation should still result in a relatively large correlation. If
the two marks exhibited a large maximum correlation by chance, then in general such a shift
should not result in a relatively large correlation value (again, except by chance). To apply
this idea, a series of equally sized windows are chosen at random but equal distances and
direction away from the optimal window in each mark and the correlation is recomputed
for each of these window-pairs. Additionally, a second set of correlations are computed for
windows shifted a random distance and direction away from the optimal alignment, inde-
pendently in each of the two marks. The assumption is that if the marks really are a match,
the first set of correlations corresponding to equivalent shifts between the two marks should
result in systematically larger correlations than those computed for the set of correlations
corresponding to independent random shifts between the two marks.
In our notation, the validation step compares the set of values generated by ρm(s∗x +
δ, t∗x +δ|x) for randomly selected δ, to the values generated by ρm(s∗x +δ1, t∗x +δ2|x) for in-
dependent random values of both δ1 and δ2. Note the subscript here is now m denoting
that these windows may be a different length than the window used in the optimization step
(m is typically less than n). If the two marks were made by the same tool then the set of
values generated from ρm(s∗x +δ, t∗x +δ|x) should be systematically larger than those values
generated from ρm(s∗x+δ1, t∗x +δ2|x). To determine if these values are in fact significantly dif-
ferent Chumbley et al. applied the Mann-Whitney U-statistic to the two sets of correlations
computed in the validation step.
While this procedure takes into account the problem of obtaining a large correlation in
the optimization step by chance and does well at correctly separating matches and non-
matches, an unsatisfying aspect is the random nature of the U-statistic; running the algo-
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rithm multiple times on the same digitized tool marks can sometimes lead to concluding
the marks were made by the same tool and other times leading to the opposite conclusion.
Also, while the U-statistic takes systematically larger values for true matches than for non-
matches, in empirical tests with real tool marks, the critical values suggested by standard
asymptotic theory do not control error rates in practice in part because of a lack of complete
independence among the correlations computed in the validation step. Consequently, we
propose a modification to this methodology that does not depend on a randomized test, and
that accounts for the apparent lack of independence between the windows selected in the
validation step. This will be accomplished using a simulation based method similar to that
of Chapter 5. Since the method of Chumbley et al. (2010) does not implement a tool mark
decomposition, we will focus our analysis on the normalized version of the digitized mark.
6.1 Proposed Alteration of Window Selection
Recall that when one computes the correlation for all pairs of windows of length n, the
result can be organized as a matrix like those in (2.4) and (2.5) with corresponding visual
representations like those in Figures 2.3 and 2.4. The optimization step of the Chumbley
algorithm locates the pair of windows in this image resulting in the maximized correlation.
The validation step randomly selects correlations along the same diagonal as this optimal
location, denoted by (s∗, t∗) in previous chapters, which result in the same offset value and
treats these as the ‘same-shift’ set of correlations. Next, it randomly selects correlations from
anywhere else in this image and treats these as the ‘different-shift’ set of correlations. Finally,
these two sets of correlations are compared using a Mann-Whitney U-statistic.
Our proposed alteration does not modify the optimization step of the algorithm. Instead,
we modify the validation step by specifying a deterministic (non-random) rule for select-
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ing the shifted samples. By directly specifying which windows we would like to sample, we
eliminate the random nature of the U-statistic obtained and also the problem of analyzing
windows with overlapping pixels (one of the sources of non-independence within samples
in the original formulation). Our proposition is portrayed graphically in Figure 6.1 where
the blue star represents the location of the maximized correlation for windows of width n,
found in the optimization step. The same-shift validation window locations for windows
of size m < n are represented by the green marks along the main diagonal containing the
optimal location, i.e. (s, t ) for which t − s = t∗ − s∗. However, they have been chosen in
such a way so that there are no pixels in common to any pair of computed correlations by
separating s−values and t−values in increments of m. We require our different-shift set of
correlations to occur along a single anti-diagonal from the optimal location which are dis-
played in red. Again, these are chosen so there are no overlapping pixels. The reason for the
empty space in the center of the figure is that the optimization window is much larger than
the validation windows and consequently, the empty space corresponds to pixels involved
in the optimal windows.
Figure 6.1: Here is a visual representation of our proposed alteration to the selection of the validation win-
dows. The blue star denotes the optimized window location, the green locations represent same-shift window
locations in the validation step and the red locations represent different-shift locations for the validation step.
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Given these two sets of window locations, those corresponding to same-shifts and those
to different-shifts, we compute the Mann-Whitney U-statistic as used in the original pro-
cedure of Chumbley et al. (2010). Specifically, we implement a standardized version of the
U-statistic, as follows. Let ns and nd be the number of same-shift and different-shift correla-
tions computed. Additionally, Let Rs(i ) and Rd ( j ) be the ranks associated with correlations
for the same-shift and different-shift correlations, for i = 1,2, . . . ,ns and j = 1,2, . . . ,nd . Then

















2+∑ndj=1 Rd ( j )2]− ns nd (ns+nd+1)24(ns+nd−1)
. (6.3)
as discussed by Conover (1980). Hence, we rely on the random variation in tool marks, rather
than the randomized choice of correlation windows, as the basis for applying the U-statistic.
We apply U˜ to the same 50 pairs of known matching and non-matching tool marks that
were analyzed in the previous chapter. The results of this application are summarized in
Figure 6.2 where we have used an optimization window size of n = 500 and a validation
window size of m = 50. It is visually clear that when the two tool marks match the U-statistic
is relatively large, and when they do not match, the value is small. However, this is not always
the case as there are three pairs of matching tool marks that resulted in a small standardized
value.
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Figure 6.2: The Mann-Whitney U-statistics associated with the 100 total sets of matching and non-matching
pairs of tool marks.
6.2 Simulation of Reference Distribution and P-values
Since it is not reasonable to expect a tool mark examiner to manually construct a non-
matching tool mark reference distribution as a standard of comparison for a U-statistic
value computed for one pair of tool marks, we again turn to simulation to construct this
reference distribution. To accomplish this, we utilize the same model fitting procedure and
simulation as described in Chapter 5 as defined in Equations (5.3)− (5.8). For the P pairs of
simulated non-matching marks we compute U˜p for each. This collection of P values serves
as a reference distribution for the realized value of U˜ for the pair of marks under consider-
ation. Based on this, a test statistic and p-value can be computed in the same manner as
those given in Equations (5.9) and (5.10), as:
T = U˜ (6.4)










where t is the realized value of the standardized U-statistic. It should be noted that since we
have not imposed any restriction on the location of (s∗x , t∗x ) in Equation (6.1), occasionally
it will occur in one of the corners of the matrix of correlations. This can prevent us from
creating either the same-shift windows or the different-shift windows. Since this occurs in-
frequently (4 times out of 10,000 simulated values), these iterations have been dropped from
our simulation summaries so that in some cases P is slightly less than specified. In our case,
for P = 100 the smallest actual sample size as a result of this scenario was 99. The p-values
obtained by applying this simulation procedure to the 100 pairs of marks presented in Chap-
ter 5, are displayed in Figure 6.3. Here we find that the 47 of the 50 pairs of known matching
tool marks resulted in a p-value less than α= 0.05 while 48 of the 50 pairs of non-matching
tool marks were correctly identified. The p-values associated with the known non-matching
tool marks appear to be approximately uniformly distributed between 0 and 1.
Figure 6.3: The distribution of p-values for known matches and non-matches from the simulation comparing
the realized Mann-Whitney U-statistics to those obtained by simulation of non-matches.
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6.3 Reference Distribution Verification
Analogous to the results reported in Chapter 5, we used the damped cosine correlation
function and recorded the estimated λ values involved in the simulation for each of the 100
pairs of tool marks. We next investigate how these λˆ values displayed in Figure 6.4, which
range from 0.0025 to approximately 0.0125, influence the shape of the resulting reference
distribution (Note: The estimated values of λ are much smaller than they were in Figure 5.4.
Recall that in Chapter 5 we used the individual components for analysis and here we are
using the digitized mark without decomposition, so this is to be expected.) Additionally, it is
necessary to analyze how well our simulated reference distribution is portraying the actual
non-match distribution. Thus, based on the five number summary for the distribution of
λ mle’s, we construct QQ-plots comparing the standardized U-statistics for the known non-
matching tool marks with the simulated reference distribution for these five values of λ.
Figure 6.4: The distribution of maximum likelihood estimates for λ that results from the simulations.
This visual comparison is shown in Figure 6.5, from which it appears that the simu-
lated reference distribution is a better representation of the true non-match distribution,
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especially at the tails of the λ distribution, than was the case in Chapter 5 with the maxi-
mized correlation approach. Again, these QQ-plots are misleading because the simulated
values in each panel were generated from the fixed value of λ specified while the true non-
matching marks correspond toλ values that span the distribution in Figure 6.4. In Figure 6.6
we account for this by splitting the known non-match results in quintiles based on the esti-
mated values of λ (lowest 20%, up to the largest 20%) and compare the known non-match
U-statistics to the simulated U-statistics based on the estimated λ values in a given quintile.
This Figure reveals that the simulated non-match reference distribution is accurately rep-
resenting the appropriate reference distribution. Again, the sample size for the simulated
values is much larger so discrepancies at the tails of the distributions are to be expected.
Figure 6.5: QQ-plots comparing the Mann-Whitney U-statistics for the known non-matches to those for simu-
lated non-matches for five λ values corresponding to the quantiles of Figure 6.4. Ideally, these plots will follow
a straight line suggesting no difference between the actual and simulated non-match distributions.
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Figure 6.6: QQ-Plots comparing the U-statistics distribution for the known non-matches to the U-statistics for
simulated non-matches for quintiles of the lambda distribution. Unlike, Figure 6.5, the first panel here corre-
sponds to the 10 tool mark comparisons with the smallest estimated λ’s, so that each data point corresponds
to a possibly unique lambda. The second panel corresponds to the 10 tool mark comparisons resulting in the
next 10 smallest values of λ, and so on up to the fifth panel which contains the comparison for the 10 tool mark
comparisons with the largest estimated λ’s.
6.4 Summary
Throughout this chapter we have proposed modifications to the method of Chumbley
et al. (2010) that eliminate both the random nature of the U-statistic they compute between
same-shift and different-shift sets of correlation, and the non-independence in their sam-
ples due to overlapping correlation windows. Using the non-decomposed digitized tool
mark, our proposed solution is to manually define the set of same-shift and different-shift
windows used in the validation step so that there is no overlap between the windows cho-
sen. This helps to solve both problems mentioned, by fixing the windows that are chosen so
that every time the algorithm is run it picks the same windows and also ensures that there
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are no pixels involved in multiple correlation computations. Using a standardized version
of the Mann-Whitney U-statistic this approach was applied to the same known matching an
non-matching tool marks as were used in Chapter 5 and we found that this methodology
separates matches and non-matches with the specified error rate. Finally, we used QQ-plots
to compare the simulated reference distribution to the appropriate null distribution and
found that the simulated reference distribution is a fairly good match.
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CHAPTER 7. CONCLUSIONS AND DISCUSSION
Rather than developing a new similarity index for comparing tool marks, the focus of this
paper has been on more closely mimicking the steps taken by a tool mark examiner during
a visual comparison. In Chapters 3 and 4 instead of analyzing the tool marks directly, we
developed a procedure that separates the tool marks into what we have referred to through-
out as class and individual components. This was accomplished through the application of
a lowess smoother in R, although other methods such as a spectral decomposition or some
other smoothing procedure might work as well. Given a pair of decomposed tool marks,
Chapters 3 and 4 developed test statistics that allow us to conduct a test of hypotheses of the
form, H0 : the marks were not made by the same tool, with alternative, HA : the marks were
made by the same tool. Specifically in Chapter 3 a distance test statistic and a threshold test
statistic that focused on the location of the maximized similarity index rather than the value
of the similarity index itself. While these two test statistics rely heavily on the assumption of
strict stationarity, Tables 3.1 and 3.2 reveal that they do a good job of leading to the correct
conclusion, especially at small discrepancies in angle incidence between the tool and the
marked surface. For the distance test statistic, when the separation in angles was no more
than 15o the algorithm produced one false positive and two false negatives. The thresh-
old test statistic performed similarly with two false positives and three false negatives. As is
consistent with the observations of Bachrach et al. (2010), when the separation between the
angles increases to more than 15o , the performance of this procedure began to diminish.
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The major addition to Chapter 4, was the introduction of a modeling procedure for es-
timating the optimal offset, in general, rather than relying explicitly on the location of the
maximized similarity index. While we continued to apply the two test statistics of Chapter
3, distance and threshold, the theory behind their application requires further development
since strict stationary can no longer be argued when modeling is introduced. Nevertheless,
Tables 4.1 and 4.2 reveal that the procedure still performs well for small discrepancies in an-
gle. The distance test statistic performs slightly worse than its Chapter 3 counterpart, with
four false positives and two false negatives out of 80 comparisons with the difference in an-
gle no larger than 15o . Alternatively, the threshold test statistic performs slightly better with
two false negatives and one false positive. However, as with the non-modeling approach, the
performance degrades as the angle separation increase to more than 15o , although possibly
to a lesser extent than their Chapter 3 counterparts.
In Chapter 5 we took up a more traditional approach, focusing directly on the value of
the similarity index itself. To circumvent the possibility of obtaining a large correlation by
chance, we implemented a simulation based approach. Continuing to apply the decom-
position idea, we focused on solely the uniquely identifiable individual component and in-
voked an additional assumption of multivariate normality. This allowed for the simulation
of a non-matching tool mark reference distribution, for an appropriately chosen correlation
function. For tool mark comparisons in this chapter that involved marks created at the same
angle (either 30o , 40o , or 50o), out of 100 tool mark comparisons, this procedure resulted in
only 3 false positives.
Finally, in Chapter 6, we suggested an alteration to the method of Chumbley et al. (2010)
to correct for the random nature of the resulting test statistic and the non-independence
present in window selections. We accomplished this by replacing the random same- and
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different-shift windows with windows that are systematically chosen. After selection of these
windows, a simulation procedure similar to that of Chapter 5 was adopted to construct a
reference distribution for the realized test statistic. These alterations resulted in three of 50
false negatives and two of 50 false positives in our validation study.
While we have primarily focused on decomposing the tool mark into two components
in Chapters 2−5, we don’t think there is any reason this process would not work for more
components. The authors have attempted a preliminary analysis with more than two com-
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APPENDIX. ALTERNATIVE MODEL FITTING METHOD
Due to computer memory limitations, depending upon the size of the model matrix gen-
erated by matrix (2.4) or (2.5), it might not be possible to store the model matrix in your sys-
tems memory even with the use of a sparse matrix object from the Matrix package in R. If
this is the case, rather than apply a Lasso regrssion (or some other penalized regression avail-
able from the glmnet package), we can implement results from ordinary least squares and
apply them in a generalized additive model type setting, described by Hastie et al. (2013).
While the run time is much slower, the process is less computational intensive and can han-
dle very large datasets.
Based on ordinary least squares , we know that the best unbiased estimator for a partic-
ular level of a single categorical variable is the sample mean. Based on model (4.1) (with no
penalty term as in (4.2)), treating the model fitting process as an additive model problem,
after correcting for the overall mean, µ˜, we iteratively fit models with just column effects,
just row effects, and just diagonal effects to the residuals of the previous model. That is, to
correct for the overall mean, first fit a model with just an intercept, and treat the residuals
of this model as new data. At the first iteration, l = 1 we fit a model with just column ef-
fects where from ordinary least squares we know the parameter estimates will be the sample
column means for the matrix of correlations, call them α˜c1,s . Using the residuals of this fit
as the new data, we fit a model with just row effects, resulting in estimated parameters that
are the row means, β˜c1,t . Based on the residuals of this fit we fit a model with just diagonal
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effects, to obtain γ˜c1,t−s . This procedure continues until convergence, after iteration L. The





















is less than a pre-
specified tolerance. These final values of γ˜ct−s are then treated as a new similarity index,
based on the correlation for fixed width windows, that replace γ˜ch given in Equation (4.3).
While the preceding procedure specifically focused on the class components, this exact
argument also holds for the individual components substituting the final values of γ˜rt−s into
(4.7).
