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Resumo
A análise de partidas de futebol é de suma importância na definição de programas de
treinamento apropriados e estratégias de jogo. A crescente disponibilidade de dados rela-
cionados ao esporte nos últimos anos, devido ao uso de sistemas de rastreamento moder-
nos, permitiu avanços em análises esportivas, proporcionando aos treinadores informações
valiosas para análise de times e partidas. A disponibilidade desses dados, por outro lado,
desafia a Ciência a desenvolver ferramentas capazes de armazenar, visualizar e analisar
esse grande volume de informações. Análises no futebol são geralmente realizadas usando
estatísticas de partidas, eventos do jogo (por exemplo, passes e finalizações) e os dados
de localização dos jogadores. Estudos relacionados têm representado os eventos dos jogos
como um único grafo, em que os jogadores são vértices e as arestas são ações realizadas
entre eles durante a partida. O grafo é então analisado sob a perspectiva de medidas de
redes complexas. Embora as abordagens existentes ofereçam informações relevantes sobre
as ações táticas ocorridas durante o jogo, revelando alguns padrões táticos, desconsideram
os aspectos espaço-temporais inerentes ao esporte, como o posicionamento dos jogadores
no campo e o momento no tempo que ações relevantes ocorrem.
Esta tese trata destes problemas ao apresentar um framework de análise de jogos de
futebol. Para tanto, propõe-se uma nova abordagem para a análise de partidas de fu-
tebol, baseada em grafos que considera as características espaço-temporais, intrínsecas a
esse esporte dinâmico. As partidas de futebol foram representadas como grafos temporais,
codificando a localização dos jogadores em grafos instantâneos. Nestes grafos, os vértices
representam os jogadores em sua localização real e as arestas são definidas com base na
distância entre eles no campo e na possibilidade de trocas de passes curtos. Demonstramos
que essa representação, denominada Opponent-Aware graph, que leva em consideração a
presença de adversários, e a medida de entropia de diversidade são ferramentas efetivas
para determinar o papel dos jogadores atacantes em uma partida e a probabilidade de
passes bem-sucedidos. Considerando diferentes medidas de redes complexas em grafos
temporais, este estudo também investiga a viabilidade da utilização de medidas de redes
complexas e algoritmos de aprendizado de máquina para caracterizar o papel dos jogado-
res em uma partida. Os resultados permitem caracterizar melhor o processo de tomada
de decisão dos jogadores, fornecendo informações relevantes para treinadores e pesqui-
sadores para, possivelmente, melhorar estratégias de treinamento. Este estudo também
aborda o problema de visualização de grafos temporais, introduzindo o Ritmo Visual de
Grafos (do inglês Graph Visual Rhythm), uma nova representação baseada em imagem
para visualizar padrões de mudança tipicamente encontrados em grafos temporais. Esta
representação é baseada no conceito de ritmos visuais, motivada pela sua capacidade de
codificar uma grande quantidade de informações contextuais sobre a dinâmica de grafos
de forma compacta. A utilização dos ritmos visuais de grafos foi realizada através da
criação de uma ferramenta de análise visual para apoiar o processo de tomada de decisão
com base em análises de partidas de futebol baseadas em redes complexas.
Abstract
Soccer match analysis is of paramount importance in the definition of appropriate train-
ing programs and game strategies. The increasing availability of sport-related data in the
recent years, due to the use of modern tracking systems, has allowed advances in sports
analytics, providing coaches with valuable information for match and team analysis. The
availability of these data, on the other hand, challenges science to develop tools capable of
storing, visualizing, and analyzing this large volume of information. Soccer analyses are
usually performed using matches’ statistics, events (e.g., passes and shots on goal) and
players location data. Related studies have been representing the matches’ events as a sin-
gle graph, where players are vertices and edges are actions performed among them during
the match. The graph is then analyzed from a complex network measurement perspective.
Although this approach provides interesting insights about the tactical actions occurred
during the game, revealing some tactical patterns, it disregards the spatio-temporal as-
pects inherent to the sport, as the positioning of the players on the pitch, and the moment
in time when relevant actions occur.
This thesis addresses these shortcomings by presenting a soccer game analysis frame-
work. We propose a new approach for soccer match analysis, based on graphs, that con-
siders the spatio-temporal characteristics, intrinsic to the dynamic of soccer. We propose
to represent the match as a temporal graph, by encoding players’ location on the pitch
into instant graphs. In these graphs, vertices represent players in their real location and
edges are defined based on their distance in the field and the possibility of short pass ex-
changes. We demonstrate that this representation, named Opponent-Aware graph, which
takes into account the presence of opponents, and the diversity entropy measurement are
effective tools for determining the role of attacking players in a match and the probability
of successful passes. By taking into account different measurements of complex networks
in temporal graphs, this study also investigates the feasibility of using complex network
measurements and machine learning algorithms to characterize the role of players in a
match. The results allow to further characterize the decision-making process of players,
providing interesting insights to coaches and researchers for possibly improving training
strategies. This study also addresses the visualization of temporal graphs problem by
introducing the Graph Visual Rhythm, a novel image-based representation to visualize
changing patterns typically found in temporal graphs. This representation is based on
the concept of visual rhythms, motivated by its capacity of providing a lot of contextual
information about graph dynamics in a compact way. We validate the use of graph visual
rhythms through the creation of a visual analytics tool to support the decision-making
process based on complex-network-oriented soccer match analysis.
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Soccer is one of the most popular and important sport in the world [75]. It is a sport
that can be practiced by men, women, and children. Annually professional and ama-
teur soccer practices move large volumes of money, usually associated with tournaments,
championships, and negotiations of players between teams. The availability of sport-
related data, usually obtained by means of monitoring systems [44, 76], has allowed the
growth of initiatives of the scientific community of different areas targeting the creation
of effective approaches for sport analysis. Frencken et al. [48], for example, claimed that
to better understand the dynamics of a soccer match, it is necessary to identify the vari-
ables that capture the flow of the match. The performance of the teams in matches
depends on a large extent on the strategic actions adopted by coaches [77] along with the
players’ organization on the pitch. The quantitative analysis of the games can provide
accurate information so that coaches can plan more easily appropriate tactical actions in
matches [107], potentially improving the performance of their players and consequently
of their teams. Recent work by Fister et al. [45] suggests, for example, that the use of
computational intelligence techniques may provide tools to support the decision-making
processes of coaches.
The availability of spatio-temporal data from monitoring systems challenges the aca-
demic community to develop tools for storing, processing, analyzing, and visualizing this
kind of information. The processing and analysis mechanisms should consider the large
volume of data generated in order to present summarized and concise results, which im-
prove the quality of historical information for training strategies.
This study presents a review of the literature related to the use of networks for soccer
game modeling, and proposes new approaches to soccer matches modeling, considering
the spatio-temporal characteristics of the sport, presents the use of complex network
measurements as features to characterize matches and players’ actions, and also methods
for summarizing and visualizing temporal graphs.
1.1 Motivation
Several studies have been conducted in recent years with the goal of analyzing the perfor-
mance of players and teams in sport matches, along with game style. It is important to
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highlight that still, there is no formal definition to the concept of style. Hewitt et al. [56]
provide a framework with metrics for assessing game style, in an attempt to give it a
quantitative meaning. Some studies analyze performance, focusing on statistical analysis,
from historical information of team matches during championships, e.g., number of goals
and faults; while others perform analysis based on individual players’ information dur-
ing the matches, such as location data, player role, technical actions performed, among
others. Sarmento et al. [98] provide an overview of the most used techniques for soccer
match analysis.
The analysis of soccer matches requires the exploration of individual and collective in-
formation of players on the pitch, since their performances change according to dynamic
patterns formed with their teammates and their opponents during the match [107]. The
team distribution on the pitch during the match reveals tactical organization and con-
tributes to the productivity of the player [72]. Memmert et al. [72] present an overview
of studies on analysis of position data in soccer. In addition, with position data, captur-
ing the interaction between the players is of paramount importance to understand soccer
game dynamics. If goals are rare events in most matches, passes, on the other hand
are plentiful [55]. Some recent works have been using complex networks (and graphs)
techniques to analyze sports. Those techniques, has already been successfully used on
analysis of complex systems, such as social networks [63]. In these networks, the rela-
tionships between vertices usually reveal interesting patterns [51], which fomented the
development of methods associated with the link mining activity. The link mining activ-
ities also consider the fact that some complex system structures are highly dynamic, and
the understanding of their temporal evolution mechanisms is not yet complete, but can
be improved by extracting quantitative measures from those networks [97]. The use of
complex network concepts in the analysis of real networks was the basis for the studies
of interactions between athletes in collective games, since, in several sports, the relations
between the players are fundamental for the good performance of the team as a whole.
The use of complex networks concepts in sports was presented, for example, in [5,86,93].
Recent researches in soccer analysis have shaped the relationship of players during
a soccer match from different perspectives. A study venue explores the extraction of a
single graph representing the whole match, or a time interval, whose vertices are players
and the edges are relationships between them, such as successful ball passes. From these
graphs, it is possible to extract complex networks measurements. In [38], for example,
flow networks approaches represent the ball passes between players at specific moments
of the game. A second strand of studies analyzes the existence of polygons formed by the
positioning of the players on the pitch [24], and how the positioning of these polygons is
related to match events [29], [77] and [107].
Araujo and Davis [2] have discussed the lack of studies focusing on the dynamic be-
havior of sports when modeled as networks, which can only represent an instant or period
of time, even though the connections are in constant change. Ribeiro et al. [93] contex-
tualized the use of social networks to model sport teams, showing the potential benefits
in the evaluation of interactions and collective performance, as well as some limitations
of their use, especially concerning the use of a single graph to model passes accomplished
between players. The use of a single graph precludes the characterization of dynamic
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aspects of soccer matches.
In fact, soccer matches can be represented as temporal networks, since the interaction
among players occurs in time, and the mechanism of understanding the evolution of events
of interest in a match depends on the temporal ordering of these interactions. Temporal
networks are those in which edges between vertices exist only at specific instants in time,
and whose analysis depends on the knowledge of these instants [57,67]. Several studies on
temporal networks show that there are specific measures that can be extracted from these
networks, considering the activation moment of the edges, such as connectivity, paths,
distance, diameter, centrality, among others [57, 62]. Examples of applications include
social network analysis [16,111], sport analysis [35,38,86,87], and urban planing [80]. Also,
it is important to notice that the availability of very large amounts of data, represented
as temporal networks, demands the development of appropriate tools for analysis and
visualization of temporal pattern changes.
1.2 Hypothesis and Research Questions
By taking into account the importance of the analysis of soccer matches, there is a lack
of studies in the area that consider both the spatial aspects of the players on the pitch,
and the temporal nature of the game that determines the dynamics of actions during the
matches. While a great amount of the related studies use networks and their measures as
features to analyze soccer matches, modeling the entire match using a single graph affects
the effectiveness of conducted analysis as the temporal dynamics of the sport are ignored.
Some concepts, such as the order and the moments of activation of the passes are lost by
compacting all the information into a single representation. This model also neglects the
spatial aspects of the match, evidenced by the players’ positioning on the pitch.
Given the provided context, the main hypothesis addressed in this study is: Temporal
graphs and associated complex-network measurements are effective to model the spatio-
temporal dynamics of soccer matches and potentially improve soccer matches analyses.
Given this hypothesis, the following research questions are defined:
1. Which graph model better captures spatio-temporal aspects of soccer matches based
on players’ location on the pitch?
2. Which information visualization approach would be suitable for supporting the anal-
ysis of temporal changes in dynamic graphs?
3. Which complex networks measurements better characterize events of interest in
soccer matches?
4. Which complex networks measurements better characterize the players’ role? Is
it possible to fully classify players according to their associated complex network
measurements?
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1.3 Contributions
This study provides contributions in different domains, such as Computer Science and
Sport Science. Specific contributions refer to the areas of data science, sports analytics,
and graph visualization and are summarized in the following:
1. Sports analytics framework, based on a complex network modeling, which is vali-
dated on soccer match analysis tasks (Chapter 3);
2. A novel approach for soccer modeling, named Opponent-Aware Graphs, which con-
siders the spatio-temporal aspects of the sport (Chapter 3);
3. A novel approach for visualizing temporal graphs, named Graph Visual Rhythms
(Chapter 4);
4. A soccer analytics visual tool intended to highlight aspects of the game (Chapter 4);
5. Identification of complex network measurements related to relevant events of soccer
matches (Chapter 4);
6. Identification of complex network measurements related to the players’ role charac-
terization (Chapter 5).
1.4 Thesis Organization
The remaining of this text is organized in six chapters. Chapter 2 presents key concepts
about complex networks, measures typically used in their analysis, studies on modeling
and analysis of soccer matches, as well as concepts of visual rhythms. Chapter 3 presents
the Opponent-Aware Graph representation, a novel method for modeling soccer games as
graphs. We also demonstrate the use of Diversity Entropy measurement to assess the roles
of players in a match. Chapter 4 introduces the Graph Visual Rhythm concept, a novel
tool for visualizing temporal graphs. We describe the technique and introduce its use in
soccer match analysis tasks. Chapter 5 presents the classification of players, according
to their roles in the match. We use Opponent-Aware Graphs to extract complex network
measurements, and machine learning algorithms to assign roles to players, according to
their measurements. Graph Visual Rhythm images are generated to assess the results.
Chapter 6 summarizes the main contributions of the thesis and draws possible directions
for future work.
Figure 1.1 presents a schematic flow relating the subjects studied and the main con-
tributions in each chapter.
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Figure 1.1: Schematic distribution of the thesis content along its chapters. Main concepts
colored in Chapter 2 are used as background for Chapters 3, 4, and 5.
Chapter 2
Related Work and Background
Concepts
This chapter presents basic concepts that support this thesis. The first section is dedicated
to the presentation of basic concepts and measures associated with complex networks.
These concepts will be used to model soccer matches, and to characterize events of interest.
Next, we survey the most representative related work, aiming to characterize the main
methodologies that have been used in sports analysis, focusing on soccer. We then present
concepts of graph-based visualization and visual rhythms, which will be explored later
in a novel approach to visualize temporal graphs. Next, we describe related studies
on classification approaches and prediction usually used in soccer analysis. Finally, the
dataset used in this research is detailed.
2.1 Complex Networks
2.1.1 Definition
Complex networks are a representation of systems that have a complex structure of con-
nection among their elements. These systems can be modeled as graphs, where the vertices
represent real elements or abstractions of relevant information, and the edges represent
connections among the vertices. These links can be physical as a power cable linking two
towers, or abstract, as interactions among people in social networks. The analysis of these
networks is originated in graph theory studies, with the extraction of measurements in
small systems. However, the progress in the use of technologies for the acquisition and
storage of large data volumes has allowed the generation of large size graphs, reaching
millions of vertices, which facilitated the perception of common characteristics in graphs
used in several application areas.
The interest of the scientific community for complex networks began with the extrac-
tion of measurements in graphs to characterize the topology of systems. The most relevant
models for the generation of complex networks are:
• the Erdős and Rényi model [92], which is based on the generation of random graphs;
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• the model of Watts and Strogatz [108], which presents the occurrence of loops of or-
der three (also known as clustering or transitivity) in real networks, demonstrating
a significant difference of the Erdős and Rényi random graphs, and the characteri-
zation of the “Small World” phenomenon; and
• the model of Barabási and Albert [6], which differentiates real networks from random
networks. They show that, in real networks, the degree of vertices follows a scale-free
distribution pattern, that is, few network vertices have a high degree of connection,
while most of them have a low degree of connection.
Complex networks have been used to model and analyze systems from different disci-
plines. Among the most common applications are social networks, the internet, metabolic
networks, protein networks and genetic networks, telecommunications systems, brain net-
works, among other areas that have benefited from this approach [13, 33, 81]. Detailed
surveys on the concepts of complex networks, and the main types of measures extracted
from these networks can be found in [1, 13, 34,81].
2.1.2 Basic Concepts on Graphs
Graphs can be classified as directed (digraph) and undirected, considering the existence
of directions on the edges. Let GD = (V,E) be a digraph, V be the vertices of GD, and
E be the edges of GD. For each edge e ∈ E, e = (vi, vt), where vi ∈ V is the starting
vertex, and vt ∈ V is the ending vertex.
Let G = (V,E) be a graph, two vertices vi ∈ V and vj ∈ V are adjacent if there
is an edge eij ∈ E connecting them. For each edge e ∈ E, we may have a weight w(e)
associated. In this case, G is called a weighted graph. If all the edges have equal value
w(e) = 1, than the graph is unweighted. In many cases, the weight can be associated
with the existence of multiple edges between the vertices.
In most networks, any two vertices are usually not adjacent, once only a few number
of all possible edges exists [34]. The reachability of nodes in a network is of paramount
importance in the network analysis, and this concept is present in many network mea-
sures [13]. Considering two non-adjacent vertices of G, vi ∈ V and vj ∈ V , they could be
connected by a chain of edges, interleaved with vertices: W =< vi, ei, vi+1, ei+1, . . . vj >,
called walk. If all the edges and vertex of W are distinct (there is no repetitions), we call
this walk a path. For more details on graph concepts, the reader may refer to [14,109].
2.1.3 Complex Network Measurements
The measurements extracted from complex networks help understanding their behavior,
their main topological characteristics, and allow their comparison. The description of
different measurements in complex networks can be found in [1, 34]. Although there is a
large number of measures, some should be chosen for the analysis of networks according
to the nature of the target application [96].
In the following, we present the most relevant measurements for the development of
this study. They are related to distance, cycles, entropy, centrality.
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Distance Related Measurements
The distance among vertices in a network is an important measure in several types of
applications. It usually reveals relevant structural characteristics, since it has great de-
pendence on the internal structure of the network. Distance-related measures are based
on paths between the vertices of the network. The length of a path between two vertices
is calculated by the number of edges present among vertices.
Average Distance (l): The average distance measurement l is associated with the







where i and j are any two distinct vertices in a network with N vertices. The length
(distance) of the minimum path between i and j is called dij. Low values for l indicate
highly connected networks with small average distances between vertices. This measure is
not representative for networks that have large number of disconnected vertices, because
the value of l will be low, even though the network is disconnected.
Eccentricity (e): The eccentricity is a vertex measurement and corresponds to the
maximum shortest distance from a vertex to all others in the graph. It is usually associated
with how easily accessible a vertex is from other vertices. Considering all the vertices of
a graph (j), except i, the eccentricity of i is calculated as:
ei = max(dij), (2.2)
where dij is the shortest distance between vertex i and j, j ∈ V (G).
Global Efficiency (E): This measure is based on the average distance (l) and indicates
the efficiency of sending information among vertices. The efficiency is proportional to the









Local Efficiency (Eloc): From the Global Efficiency (E) concept (Equation 2.3), it is
possible to derive the concept of Local Efficiency (Eloc), considering the network’s fault
tolerance, by verifying the impact on local communication (direct neighbors) when a







where Gi is the subgraph of neighbors of vertex i and N is the vertices count in Gi.
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Vulnerability : Vulnerability of a vertex i is calculated as the proportional drop in







where Etotal is the Global Efficiency of the graph, and E corresponds to Global Efficiency
after vertex i is removed.
Cycle-Related Measurements
These measures allow the analysis of the structure of cycles and the tendency to form sets
among connected vertices.
Clustering Coefficient (C): Real networks, as opposed to the random ones, usually
present in their structure a great amount of loops of order three (triangles) between the
vertices. The clustering coefficient characterizes the presence of these loops in graphs.
This measure is also known as transitivity. Let i, j, and k be vertices of a graph G. If
there are edges eij and ejk, the transitivity is characterized by the existence of the edge eik.





where N4 is the number of triangles (set of complete subgraphs of 3 vertices), and N3
is the number of connected triples (set of 3 vertices in which each vertex can be reached
from any of the other two). This is a network measure, which encodes the proportion of
times in which, in the existence of a connected triple, there is also a triangle.
One can also calculate the transitivity of each vertex individually, verifying the relation
between the number of connected triples in which a vertex participates as central and the
amount of triangles formed from these connected triples. Let i be a network vertex, the





Rich Club Coefficient (ϕ): This measure is also known as preferential attachment,
and indicates a trend connection among vertices that have many connections (hubs). The
rich club of degree k (R(k)) of a network is the set of vertices that have degree greater
than k: R(k) = {v ∈ V (G)|kv > k}. The Rich Club coefficient is the proportion of edges
(e) between vertices belonging to the Rich Club in relation to the total amount of edges
that could exist between them (|R(k)| × |R(k)| − 1), and is calculated as:
ϕ(k) =
1
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Entropy-related Measures
Entropy-related measures for complex networks give clues on the heterogeneity and re-
silience of networks, helping to understand their properties and operating mechanisms,
since they are based on the connections and possibilities of paths among vertices.
Diversity Entropy (Eh): Diversity Entropy [100, 101] considers the transition proba-
bility (Ph(j, i)) that a vertex i reaches a vertex j after h steps in a self avoiding random
walk. Let Ω be the set of all vertices but i. The normalized diversity entropy of a vertex
i is defined as [101]:





Ph(j, i)log(Ph(j, i)), if Ph(j, i) 6= 0,
0, if Ph(j, i) = 0.
(2.9)
Centrality-related Measures
Measures related to centrality usually considers the vertices or the edges of a graph. These
measures use the premise that a vertex or edge enrolled in many paths of the network is
usually more important.
Degree (K): The degree of a vertex, say i considering undirected networks, is the





Betweenness Centrality (B): The betweenness centrality [34] of a vertex u is quanti-
fied as the sum over all distinct pairs of vertex i,j of the number of shortest paths from i
to j that pass through u (θ(i, u, j)) divided by the total number of shortest paths between







Page Rank (p): Page Rank measures the prestige of a vertice based on the prestige of
adjacent vertices that points to it. Let u be a vertex in a graph G, and Bu be the set of










where n is the number of vertices, Kout(j) is the outdegree of node j, j ∈ Bu, and q is the
damping factor, a probability of performing a random walk or a random jump.












Figure 2.1: Example of a convex hull of a team, based on the location of its players on
the pitch.
2.2 Sport Analysis
This section presents studies related to quantitative analysis of player distribution in
sports, with emphasis on soccer. Some authors model the information through graph
structures to analyze complex network measurements, while others use modeling of geo-
metric structures, taking into account, for example, polygons formed from the physical
position of players on the pitch. The following sections describe each of these approaches,
and a summary table of related studies is presented at the end (Table 2.1).
2.2.1 Polygon-based Analysis
Several approaches have been proposed aiming to characterize the polygons defined in
terms of the location of players on the pitch. Figure 2.1 illustrates a polygon of a team,
defined in terms of the convex hull formed by taking into account the location of its
players, excluding the goal keeper.
Frencken and Lemmink [47], for example, analyzed the patterns of movement of the
centroid and surface area for both teams along the whole match. Their work, however,
handled small-sided games. Frencken et al. [48] also present a study on the correlation of
centroid measurements and surface area of the team at decisive moments of attacking for-
mation, considering reduced teams in training games. This analysis showed the existence
of teams’ centroid movement patterns during the match and at decisive moments, as in
the goal scoring. In another research venue, Clemente et al. [24] analyzed the correlation
between centroid, stretch index, and the surface area of both teams with their tactical
behavior. Clemente et al. [26] also surveys computational metrics (centroid, stretch index,
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Figure 2.2: Example of flow network of a match. Players are represented as vertices,
and edges represent the passes accomplished among them. The number of passes are
represented in the edges’ arrow width.
effective area of play, among others) and their implementation. More recently, Clemente
et al. [31] showed that the goalkeeper position and the use of ball location to determine
weights for players given their proximity leads to more useful centroid information. Moura
et al. [76, 77] studied the efficiency of the organization of teams in attack and defensive
moments, by taking into account the time series related to the surface area and stretch.
The area covered by teams on the pitch was also considered in the study reported in [107].
In that case, the authors investigated the differences among different defensive strategies
and attacking opportunities.
2.2.2 Network-based Analysis
Networks have been successfully used to model interactions between teammates in sports
like basketball [42, 83], aquatic polo [86], cricket [37], among others. Network-based rep-
resentations have been also explored for soccer match analysis [35, 38, 86, 87]. Duch et
al. [38] proposed the construction of a “flow network” of a match. This network is a
directed weighted graph where players are vertices, and passes completed among players
defined weighted edges. The authors used network measurements (e.g., betweenness cen-
trality) to characterize the influence of each player in the match. Figure 2.2 presents an
example of a flow network of ten players in a match. The weight of edges are represented
by the width of arrows (edges).
Cotta et al. [35] conducted an analysis of the successful participation of the Spanish
national team at the 2010 World Cup, taking into account the complex network structure
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and space-time nature of its matches. On the spatial aspect, they considered the fact that
the same player can perform different roles, according to their location on the pitch. They
also considered the fact that a team goes through phases during a match, changing their
playing style. The authors characterized the playing style of the Spanish team in relation
to their opponent teams in terms of centrality measurement, clustering coefficient, and
consecutive passes.
Grund [52] confirmed the hypotheses of previous studies, which state that a high
centralization of interactions in a team leads to a decrease in performance, and that
the greater the number of interactions in a team, the better is its performance. The
experiments were carried out using a data set with 1,520 graphs extracted from 760
matches of the first division of English Premier League, extending previous studies.
Peña and Touchette [87] previously studied the importance of each player in a team
and characterized the team playing style using clicks, page rank, and the clustering coef-
ficient graph measures. The small-world network theory was used previously by Passos
et al. [86] to characterize the dynamic patterns of water polo players during attacking
actions. By using this representation, the authors were able to demonstrate that teams
could be characterized as small-world networks, and therefore, features like preferential
attachments could be observed in key players. The compatibility of small-world networks
concepts and the interactions between soccer players were also investigated in [50].
Networks of passes were explored using several different measurements, which are
related to technical and tactical match events. Clemente et al. [29] used network mea-
surements to show which players have a central role in offensive actions. They also
analyzed the play style and patterns of interactions of the Switzerland national team in
the FIFA World Cup 2014 [30]. In their study, they converted the passes accomplished
between players during attacking actions into network graphs. The measurement results
revealed interesting analysis on the team’s style of play. Clemente and Martins [27] also
investigated whether final outcome, tactical positioning, and season affect centrality, den-
sity, and clustering coefficients. They found out that tactical positioning seems to be
determinant in teammates’ interactions. In another research work, Clemente et al. [28]
investigated the characterization of midfield player as prominent role in the build-up of
attacking plays, when compared to other roles. Malta and Travassos [70] used networks
of passes to assess the most important player in defensive/attacking transitions, and the
pitch areas where they received most passes. Cintia et al. [23] analyzed soccer team per-
formance using flow networks, and the concept of zone passing network, that models ball
displacement among pitch areas. In this case, vertices are zones of the pitch and edges
are ball displacement among zones. This concept can be useful in discovering preferred
areas, and passes distances.
Gudmundsson and Horton [53] presented a survey of team-based invasion sports, with
spatio-temporal data, in which they perform non-trivial computation of these data. Tem-
poral aspects of soccer matches were explored by Gyarmat et al. [55], which propose the
characterization of the sequence of passes patterns in passes networks, the flow motifs, to
reveal teams’ style of playing.
Table 2.1 summarizes research initiatives that exploit complex network measurements
in sport analysis, by taking into account the reference, the modeling representation, the




























Figure 2.3: Related work, considering the three main analysis aspects of this research:
temporal, spatial, and complex networks.
sport, the number of samples considered in the study, and the measurements employed.
Figure 2.3 presents the comparison of related work and this thesis, considering the three
main analysis aspects of this research: temporal, spatial, and complex networks.
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2.3 Graph Visualization
Many research works have been carried out with the purpose of presenting the importance
of visualizing information [40,104]. Wijk [104] suggests that exploration and presentation
of data is the main use of visualization, and the value of visualization in those activities
is hard to quantify. In the exploration activity, visualization provides tools so that the
human vision can perceive patterns in analyzed data. Visual analytics uses the visual-
ization techniques integrated to analysis algorithms in many disciplines, including data
mining, data management and analysis, among others, as defined by Keim et al. [61].
They also claim that one of the visual analytics goals is the possibility of synthesizing
massive information allowing insights.
Information modeled as graphs is usually presented as static graphs. However, some
data must be represented by temporal/dynamic graphs, or graphs that change over time,
specially in areas that observe dynamical or evolving behavior, as social networks, spread
of diseases, among others. This challenges researchers for the development of appropriate
visual analytics tools.
Beck et al. [7,8] present a survey reporting the most representative methods proposed
for visualizing dynamic graphs. According to their survey, the approaches can be sub-
divided in two macro groups: animation and timeline. Animation approaches consist of
a sequence of snapshots of graphs in time, concatenated in an animation. Timeline ap-
proaches, in turn, present the sequence of static graphs in an image. Many studies have
been carried out to provide comparative evaluations of animation and timeline approaches
in different perspectives, as performance, response time, accuracy, among others [3, 39].
Under those macro groups, several approaches have been proposed to the visualization
of temporal graphs [8, 15, 16, 60]. Most of the approaches rely on the use of node-link
diagrams, where different visual marks (typically circle glyphs) are used for representing
vertices and lines to visually represent relations among vertices. Different additional visual
properties associated with visual marks (e.g., position, size, length, angle, slope, color,
gray scale, texture, shape, animation, blink, motion) are employed to highlight properties
associated with both vertices and edges [8]. A typical challenge faced by those initiatives
refers to the visualization of huge volumes of data. In these scenarios, complex interaction
controls have been proposed to handle occlusion and to support browsing activities over
graph data.
2.4 Visual Rhythm
Visual Rhythm is a sampling method widely used to video processing and analysis [21,
54,82]. Its objective is to transform tridimensional information into bidimensional images
by sampling one dimensional information from video frames. Let V be a digital video (in
domain 2D+ t) composed of T frames ft, i.e., V = (ft), t ∈ [1, T ], where T is the number
of frames. Let H and W be, respectively, the height and width from each frame ft.
The visual rhythm computation consists in using a function to map each ft into a
column of an image in domain 1D+t. The final image generated is known as visual rhythm
image (VR). More formally, the computation of the VR image is defined as follows [54,82]:



















Figure 2.4: Example of visual rhythm computed by extracting the pixel values defined by
the central vertical line. In this example, rx = 0, ry = 1, a = W2 , and b = 0. This leads
to a visual rhythm V R = ft(W2 , z), where z ∈ [1, HV R] and t ∈ [1, T ], HV R = H is the
height of the visual rhythm image, and T is its width.
V R(t, z) = ft(rx × z + a, ry × z + b), (2.13)
where z ∈ [1, HV R] and t ∈ [1, T ], HV R and T are, respectively, the height (i.e., HV R = H)
and the width of the visual rhythm image; rx and ry are ratios of pixel sampling; a and
b are shifts on each frame. Figure 2.4 illustrates the computation of visual rhythm based
on the pixel values defined by the vertical line passing in the center of the frame.
A more general definition of visual rhythms assumes that it is possible to use a function
F to represent each frame of a video as point in an n-dimensional space. Let ft be a frame
defined in terms of D, a set of pixels. Function F is defined as F : D → Rn. For
example, a widely used implementation of function F relies on the computation of the
histogram associated with each frame ft [54]. In this case, the visual rhythm image is a
2D representation encoding all frame histograms as vertical lines, i.e.,
V R(t, z) = H(ft), (2.14)
whereH(ft) is a function that computes the histogram of frame ft, t ∈ [1, T ] and z ∈ [1, L],
T is the number of frames and L the number of histogram bins.
2.5 Classification Approaches and Prediction in Soccer
Analysis
In the analysis of soccer matches, several studies have been deepened in the characteriza-
tion of team’s performance, and actions that lead to successful performance, like passes
and goal shots, to obtain classifiers for prediction. Those studies mainly use spatio-
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temporal information with machine learning algorithms to search for patterns in this big
data.1 Usually, they consider players’ trajectories, match events, and networks of flow of
passes.
Bialkowski et al. [12], for example, proposed a method to analyze players’ role, accord-
ing to their location on the pitch along the match. They consider the role to be the area
for which each player is responsible on the pitch. They perform individual analysis and
formations, considering that the players’ role changes on time. Cintia et al. [22] uses flow
networks and zone passing networks to propose classifiers to predict the results of matches
considering pass-based performance indicators, which summarize the passing behavior of
a team, like passes accomplished among players, zone where the passes occurred, among
others.
The teams’ style identity was investigated by Bialkowski et al. [11]. They used match
statistics, location of the ball possession, that they call ball occupancy, and team formation
as descriptors to characterize each team’s style identity, allowing prediction activities.
In this same context, Pappalardo and Cintia [85] used machine learning to investigate
team’s success according to their performance, defined as a vector of features considering
goalkeeping actions, interceptions, passes, shots, among others.
By taking into account successful passes and possibility of goals, Horton et al. [58]
proposed a system to perform evaluation of passes based on spatio-temporal match in-
formation. They extracted features from players’ trajectories to train an SVM classifier
for passes that have been previously evaluated by experts. Van Haaren et al. [102] used
inductive logic programming with match events data to investigate patterns that could
lead to goal attempts. In another research, Van Haaren et al. [103] also investigated event
sequences that could lead to goal attempts, in order to discover attacking strategies. Fer-
nando et al. [41] clustered players’ trajectories to compare scoring methods of different
teams. Lucey et al. [69], in turn, estimated the chances of scoring a goal, using logistic
regression and considering the spatio-temporal information before a shot.
2.6 Data Collection and Dataset
We used a dataset related to ten official soccer matches of the Brazilian Professional First
League Championship. This dataset is comprised of the location (defined in terms of the
coordinate) of players of both teams. The dataset also contains a list of technical actions
performed during a match (e.g., shots on goal and passes) along with a timestamp, which
encodes when that particular event occurred. The players’ location data were collected in
a rate of 30 frames per second, amounting to at least 162,000 frames per match. Notice
that technical actions data are qualitatively and quantitatively different from players
location. The amount of data is smaller, once a technical action is captured when an
event occurs. On the other hand, they lead to rich analysis because they carry details of
the type of event and the location of the player who performed the action [53].
The players’ location was tracked using the Dvideo Software [44]. DVideo software
has an average error of 0.3m for the player position determination, and an average error
1Rein and Memmert [91] provide a relevant discussion on big data and soccer analysis.
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of 1.4% for the distance covered by players [44]. Around 94% of the locations were
determined automatically. Trained operators handled the remaining complex tracking
situations (e.g., occlusions).
Technical actions, in turn, were defined manually by expert operators. The intra-
rater data reproducibility analysis was performed with a 15-day interval between the test
and retest. For inter-rater reproducibility, two independent analyses were performed.
The two raters have at least 70 hours of experience with the registration process of the
technical actions. The operators registered approximately 1,450 events, considering 15
different technical actions. The reliability of the data was evaluated using the kappa
coefficient [32]. The values of agreement were k = 0.9777 for intra- and k = 0.9390 for inter-
rater. The intraclass correlation coefficient (ICC) and the 95% confidence intervals (CI)
were also calculated to verify the agreement of the measurements [71]. The values obtained
were 0.9998 (CI: 0.9995-0.9999) and 0.9995 (CI: 0.9987-0.9998) for intra and inter-rater,
respectively. The kappa coefficient and ICC for both situations are considered almost
perfect agreement according to the interpretation suggested by Landis and Koch [64].
Furthermore, to supplement this assessment, we quantified the errors frame-by-frame and
calculated the percentage error referring to the total frames, for intra (3.36%) and inter-
rater (4.79%). Hughes et al. [59] suggest that an acceptable percentage of error is < 5%.
Further information about this process is available in [76]. In this work, we only used the
first half time of each game in the dataset, as we wanted to avoid dealing with any noisy
data caused by substitutions.
Chapter 3
Opponent-Aware Graphs in Soccer
Analysis
3.1 Introduction
Graph-based approaches have been successfully used for sports analyses. In fact, some
works have been dedicated to the characterization of match dynamics and its complexity
using the complex network theory [5, 86]. One drawback of those initiatives relies on
the fact that the graph representation explored is usually based on passes. Players are
modeled as vertices, while edges linking players are defined if a given player has passed
the ball to a teammate. Furthermore, only one graph is constructed to represent the
whole match, which limits the use of this representation in the understanding of the match
dynamics over time. In fact, a match could be represented as a temporal network, in which
edges only exist in specific instants of time. Using this approach allows the investigation
of the correlation of graph-based specific measures (such as connectivity, paths, distance,
diameter, centrality, among others) with the activation window of the edges [57,62]. These
analysis are important once they improve soccer dynamics comprehension, considering
the temporal aspects of complex players’ interactions. Its use may also be important in
the identification, characterization, understanding, and possibly decision-making process
related to temporal soccer patterns (e.g., passes and tactical strategy).
One of the research questions of this thesis concerns to defining which graph model
better captures spatio-temporal aspects of soccer matches based on players’ location on the
pitch. This chapter addresses this issue by presenting our proposal to the characterization,
over time, of multiple graphs defined in terms of the position of players on the pitch, which
allows the analysis of both spatial and temporal characteristics of soccer matches. We
also propose a novel graph-based representation, named Opponent-aware Graph, which
takes into account the position of opponents in the match dynamic analysis. Finally, we
investigate the use of the complex network diversity entropy measures in the analysis of
those graphs. To the best of our knowledge, this is the first work dedicated to the use of
this measure in the context of soccer match analysis.
Performed analyses considering nine professional soccer matches demonstrated that
the proposed opponent-aware graph representation is appropriate for soccer match dy-
36
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namic analysis. We also demonstrated that there is a correlation between the roles of
players in a match with the diversity entropy scores. Finally, we verified that there is
a correlation between the diversity entropy scores and the frequency of occurrence of
successful passes between players, which is an important issue for the soccer analysis con-
sidering the high demand on the decision-making process of attacking players. Also, it
provides interesting insights to coaches and researchers on training strategies.
The remainder of this chapter is organized as follows. Section 3.2 introduces the
proposed opponent-aware graph representation, as well as the diversity entropy complex
network measure. Next, Section 3.2 describes the analysis framework proposed for soccer
match analysis context. Finally, Section 3.3 discusses results obtained.
3.2 Materials and Methods
This section describes our graph model proposal, the opponent-aware graph representation
(Section 3.2.1), the diversity entropy measure (Section 3.3.2), the analysis framework used
in this work (Section 3.2.3), as well as the statistical analysis performed (Section 3.2.4).
3.2.1 Opponent-Aware Graph-based Analysis
Our analyses are based on the characterization of players according to their location on
the pitch over time. We use a graph-based representation to encode the location change
patterns. Let Gi = (Vi, Ei) be a weighted graph at timestamp ti ∈ T composed of a set
of vertices, Vi, and a set of edges, Ei. According to this representation, a vertex v ∈ Vi
represents a player, whereas an edge ejk ∈ Ei connecting two vertices vj ∈ Ei and vk ∈ Ei
is defined based on the location of players (vj and vk) of the same team at timestamp i.
We refer to the graph defined at a particular timestamp i ( say Gi) as instant graph. The
weight w(ejk) is defined by the Euclidean distance of players j and k in the field.
Our goal is to represent the possibility of passes among players at each instant of a
match. By building one graph per team for each instant of time considering the players’
location, it is possible to capture the space and temporal nature of the match dynamics.
In this study, we propose an opponent-aware graph representation, which encodes the
possibility of passes among players, considering the position of opponents. The presence
of opponent players nearby reduces the chances of successful passes among teammates.
Initially, edges are defined by computing the Delaunay triangulation [46] considering
the location of players of the same team. Note that the Delaunay triangulation, for
the situation in which all the vertices are contained in the same plan, defines a planar
graph, with no edges crossing each other. In this way, we obtain a graph that determines
the neighborhood of each vertex, representing the shortest paths for ball passing among
teammates. In the following, we consider the proximity of opponent players to remove
edges from the triangulation graph, once opponent players nearby disrupt the ball flow
among teammates. Let Lj,k be the segment line bounded by players j and k and p = (x, y)
be the closest opponent player to Lj,k. An edge ejk is removed from Ei, if d(Lj,k, p) ≤
T , where d is the Euclidean distance between the opponent player and Ei and T is a
predefined threshold (in this case, we used 1.0 m as threshold). We also remove edges

























































































































Figure 3.1: Opponent-Aware Graph Computation. (a) Delaunay triangulation graph of
Team A (players 1 to 11), with vertex representing players and edges representing the
possible flow of passes. (b) Observation of the location of opponent players. Yellow
and red vertices (opponents) might block passes, i.e., passes among players of Team A,
which are close to opponents, are less probable to happen. (c) Resulting graph after edge
removals.
based on the proximity of a player and his opponents. Let p = (x, y) be the closest
opponent player to a vertex vj. All the incident edges e to the vertex vj are removed if
d(vj, p) ≤ T (in this case, we used 0.5 m as threshold).
Figure 3.1(a) shows a graph for a team (say A) after computing the Delaunay triangu-
lation considering the location of its players. This figure also includes vertices of a second
team (say B). Players of teams A and B are represented by white and black circles,
respectively, i.e., players labeled from 1 to 11 (1 is the goalkeeper) belong to Team A,
while players whose labels range from 15 to 25 (15 is the goalkeeper) belong to Team B.
Successful performance in soccer matches may depend on a continuous flow of passes
between players. Observing the positions of opponent players in the Delaunay graph, it
is possible to notice that some passes (represented by edges) are less probable to happen.
For example, in Figure 3.1(a), a pass between players 7 and 10 (both from Team A) might
be blocked by player 20 (Team B). The same is true for passes between players 4 and 10,
which might be blocked by player 21. Note also that all passes from player 2 would proba-
bly be blocked by player 19, while all passes from player 8 would be blocked by player 24.
In Figure 3.1(b), opponent players near segment lines of passes between teammates are
represented as yellow vertices, while opponents with short distances from a player (direct
marking) are represented in red. Figure 3.1(c) shows the resulting opponent-aware graph
after the process of removing edges. In Figure 3.2(a), we present players’ position in field
for a specific instant of time, while in Figure 3.2(b), the respective opponent-aware graphs
for both teams. We believe that this approach can represent in a more suitable way the
possibilities of short passes between teammates according to opponent defensive strate-
gies. Note also that this approach is not intended for analysis considering over-the-top
passes among players.
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Figure 3.2: Opponent-Aware graph at an instant of time. (a) Players’ position in field,
considering Team A (players 1 to 11, in blue), and B (players 15 to 25, in red). (b)
Resulting opponent-aware graphs for each team.
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3.2.2 Players’ Diversity Entropy Computation
Dynamics of passes among players in a match is an important characteristic to achieve
successful results. In this study, we use the diversity entropy [100, 101] to characterize
the possibility of passes among players, as well as their roles in a match as a defender,
midfield, or forward. In this context, we used the diversity entropy of each player as a
variable to characterize the dynamic nature of the match.
Diversity Entropy (as defined in Section 2.1.3 – Eq. 2.9) considers the transition prob-
ability Ph(j, i) that a vertex i reaches a vertex j after h steps in a self-avoiding random
walk. Let Ω be the set of all vertices except i. This concept is applied for each player in
an instant graph of the match. Figure 3.3 illustrates two examples of diversity entropy
computation for a midfield and a forward player. In both cases, we are interested in
computing the diversity entropy of the vertex highlighted in yellow. For each scenario, we
represent in red the accessible vertices, i.e., those vertices that might be accessible with a
self-avoiding random walk of size 2 (i.e., h = 2). Each vertex accessed with random walk
has their transition probabilities shown in the figure. For example, from vertex A, there
is a probability of 1
3
to reach each of it’s neighbors (B, C, and D). From vertex B, there is
a probability of 1
2






to reach vertex E from vertex A. On the other hand, from vertex C the probability is
equal to 1 to reach vertex F. From vertex A, it is also possible to reach vertex F from two







scenario depicted in Figure 3.3(a), the diversity entropy calculated, according to Eq. 2.9















Vertex A (in yellow) has a higher diversity entropy (Eh = 0.44) because many more
vertices are accessible (higher diversity). A very different diversity entropy score is ob-
served for the yellow vertex of Figure 3.3(b). In this case, Eh = 0, i.e., no diversity is
observed as only a single vertex is accessible by the random walk. If a player has no edges,
i.e., he is completely marked by opponents, his entropy is also Eh = 0.
3.2.3 Analysis Framework
In order to perform soccer match analysis, we propose the analysis framework shown in
Figure 3.4. This framework is comprised of four steps:
(a) Extraction of players’ location over time: This step is accomplished by using the
DVideo software [44] applied to nine official soccer matches. The role of each player
is then characterized according to their patterns of movements in pitch along the
match. Defensive players are likely to be found in different positions to those ob-
served for offensive players. This phenomenon is illustrated in Figure 3.5, which
shows typical position maps of defensive, midfield, and offensive players based on
their locations. These position maps were used to determine the players’ role in the
match.
(b) Graph construction based on the obtained locations: This step is implemented using
the opponent-aware graph representation approach, described in Section 3.2.1. We















Figure 3.3: Diversity entropy of players in an instant graph, considering a self-avoiding
random walk (h = 2). (a) Diversity entropy of a midfield player (in yellow). In this
case, three players are accessible (in red), leading to a diversity entropy equal to 0.44
(transitions probabilities of each vertex accessed throw random walk are shown). (b)
Diversity entropy of a forward player (in yellow). In this case, only one single player is
accessible, leading to a diversity entropy equal to 0.
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Figure 3.4: Analysis framework.
have computed two graphs (one for each team) in each frame of all matches. For a
half time of a match, we have to handle approximately 83 thousand graphs.
(c) Computation of the diversity entropy for each player: This step considers the ap-
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a b c (a)a b c (b)a b c (c)
Figure 3.5: Typical position map of players on the pitch. The opponent’s goal area is
at the bottom region of each figure. Different players present different location patterns
of movements along the match. (a) Defensive player; (b) Midfield player; (c) Forward
player.
proach described previously. We computed diversity entropy of each player for each
instant of time. Figure 3.6 contains a small excerpt of the variation of the diversity
entropy of a player over time. The figure also presents some of the match events
about which we have information. In this chapter, in special, we analyze the use
of our graph representation to characterize moments when passes among players
are performed. Figure 3.7 depicts an example of a defensive player’s trajectory,
during 330 frames (11 seconds). Red pixels represent high diversity entropy values,
while yellow pixels are associated with low diversity entropy values. In the start-
ing location, the player has a low diversity entropy (0). Figure 3.7(c) presents the
corresponding graph, where player 4 (in blue) is completely blocked by player 20
(from the opponent team). Figure 3.7(b) presents the graph corresponding to the
last player position in the trajectory, where his diversity entropy score is high, and
it is possible to see that the player has many neighbors nearby.
(d) Analyses of diversity entropy scores and their association with match events: this
step concerns the evaluation of players’ performance based on their diversity entropy
scores and match events. We performed two analysis: we verified if the diversity en-
tropy measures observed for players are somehow related to their roles as a defender,
midfield, or forward; and we verify if the players’ mean diversity entropy measures
are correlated with the frequency of their participation in successful passes.
In our analysis, we compare the OA approach with a baseline representation defined
in terms of the Delaunay triangulation graphs (DT) in all analysis performed. The
objective is to demonstrate that considering the position of opponents to construct
CHAPTER 3. OPPONENT-AWARE GRAPHS IN SOCCER ANALYSIS 43
























Figure 3.6: The diversity entropy time series for a forward player during 500 frames.
We highlight in yellow two instants when the forward player recovered the ball from an
opponent. The red line, in turn, indicates the moment when the player lost the ball.
Finally, the blue line indicates that the player receives a ball pass from a teammate.
location-based graphs allows a more comprehensive analysis of complex dynamic
match patterns resulting of the interaction of players and their opponents.
To identify patterns of different players’ roles based on their diversity entropy, we
computed the diversity entropy for all players of the different matches considered
in our study, and also computed the two most important components found by
applying the Principal Component Analysis (PCA) technique. The diversity entropy
time series of each player along the match was used as input of the PCA function.
This approach was applied to the first half time of the nine matches as we did not
want consider the effect of substitutions in our analysis.
Diversity Entropy quantifies the number of effectively accessible vertices at a given
distance in steps. Therefore, it is possible to notice that if a vertex has higher
values of diversity entropy, it can access more vertices, and consequently, it can
spread information with more efficiency. In this sense, in the soccer context, it is
possible to question if players with higher diversity entropy scores are more likely
to be involved with successful passes. We, therefore, also investigate the correlation
between diversity entropy scores and the frequency of occurrence of passes among
players. In order to investigate the relation between the Diversity Entropy measure
and possibility of passes, the Pearson Correlation scores were calculated. We first
computed diversity entropy mean scores for each player, considering both teams from
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Figure 3.7: A small example representing a defensive player’s trajectory and his corre-
sponding diversity entropy scores represented as a heat map. (a) The diversity entropy
for a defensive player according to his trajectory in the field. Dark red pixels represent
high diversity, while light yellow ones represent low diversity. (b) Graph corresponding
to an instant of time in which the defensive player (in blue) has a low diversity entropy
score. (c) Graph corresponding to an instant of time in which the defensive player (in
blue) has a high diversity entropy score.
nine different matches. Also, each player in each match was classified according to
its position on the pitch. Again, our analysis considers only the first half of all
matches. We also do not consider goalkeepers in our evaluation.
3.2.4 Statistical Analysis
We conduced an one-way ANOVA test to assess the complexity of decision making, by
grouping players from the nine matches in three classes: defensive, midfield, and attacking.
We also collected the entropy measures in the moments those players performed a pass.
In this test, we used the entropy measure as the independent variable. We obtained 697,

















































Figure 3.8: Boxplots considering diversity entropy mean values according to players’ role.
(a) Box-plot for the Delaunay triangulation (DT) and (b) Box-plot for the proposed
Opponent-Aware graph representations.
1866, and 622 passes for defensive, midfield, and attacking players, respectively. When
differences were found in the F-test, Tukey’s honestly significant difference criterion was
performed as a post hoc test.
In order to verify the correlation between diversity entropy and passes accomplished
by players, we computed the Spearman’s rank correlation between diversity entropy mean
scores and the frequency of passes by each player. The statistical significance was set at
5% for all analyses.
3.3 Results and Discussion
3.3.1 Diversity Entropy Measures and Players’ Roles
Figure 3.8 shows the boxplots considering both methods, OA and DT, with the distribu-
tion of diversity entropy for players, according to their role. It is possible to observe that
the proposed Opponent-Aware graph technique (OA) leads to differences in results be-
tween groups, specially highlighting the forward players. Figure 3.9 illustrates the same
phenomena with a different perspective. In this figure, we plot the time series related
to the mean diversity entropy scores observed for defensive (red), midfield (green), and
forward (blue) players for Team B in the half time of Match 3. This graph refers to
the first 2000 frames of the match. As we can observe, the average scores observed for
forward players are lower that those observed for defensive and midfield players. Similar
results were observed for the other matches. Lower entropy values mean that there are
few options to pass the ball to.
These circumstances may represent a more complex task to the decision-making pro-
cess, once players need to collect information about the entire environment and then to
select these few teammate options to perform the pass. Previous studies reported that ex-
perienced players are better than novices in terms of decision making, pattern recognition,
anticipation during the game, visual search, and selection [36, 84]. Therefore, attacking
players demands for passing decision-making may be higher than those of other positional
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Figure 3.9: Average diversity entropy time series. Average diversity entropy time series
for defensive (red), midfield (green), and forward (blue) players for Team B in the half
time of Match 3.
groups, as entropy values demonstrated. This result is in accordance with the common
perception that forward players have in general less options to make passes, which lead to
the need of making decisions much faster than players with other roles. Once we found
attacking players has lower entropy measures during the game, it is possible to analyze
the complexity of decision making during ball passing for each class of players.
Table 3.1 presents the mean diversity entropy values and standard deviation for each
group of players (defensive, midfield, and attacking) in the moments those players per-
formed a pass. After performing the ANOVA test, we highlight that there is no statistical
significance difference among defensive and midfield players (p = 0.99). The same is
not true for attacking players, whose entropy scores are significantly different from the
ones observed for defensive and midfield players (p < 0.001 for both). This outcome has
basically two important practical implications. The first one is related to the demands
to decision-making (and consequently to perform the technical actions) according to the
position. Coaches may plan specific drills to each position group, considering that attack-
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Table 3.1: Entropy mean values and standard deviation for defensive, midfield, and at-
tacking groups.
Mean Value Std. Deviation
Defensive players 0.75 0.25
Midfield players 0.75 0.26
Attacking players 0.67 0.30
ing players may lead with more complex conditions, with lower possibilities of teammates
to receive their passes. Secondly, our results provide important insights for researches
interested in evaluating and training players decision-making strategies using video-based
methods, as previously reported in literature [65, 68, 110]. Therefore, videos and anima-
tions may simulate match conditions considering the complexity for decision-making to
each position group.
We performed the Principal Component Analysis (PCA) for 3 matches, as exam-
ple, considering the Opponent-Aware method proposed, and the Delaunay Triangulation
baseline. This analysis helped to highlight the existing diversity entropy measure pat-
terns in time. We used the diversity entropy time series as attributes for each player.
In this sense, each player had his diversity entropy scored around 80 thousand values.
Figures 3.10, 3.11, and 3.12 present the two main components of PCA axes for each
team considering each of the three different matches. In those plots, red, green, and blue
vertices stand for defensive, midfield, and forward players, respectively. As it can be
observed, patterns (highlighted by ellipses) regarding the variation of diversity entropy
over time only can be observed when the proposed OA representation is used (Figures
3.10(b), 3.10(d), 3.11(b), 3.11(d), 3.12(b), and 3.12(d)). For OA plots, midfield players
(highlighted in green) are clustered together, which demonstrates that in general they
have similar diversity entropy variation over time. The same was observed for defensive
players (in red) for all matches considered. According to those plots, it is also possible
to notice that forward players (in blue) are not associated with a common pattern. This
result might be related to the fact that offensive players usually have opponents nearby,
which affects their diversity entropy. In fact, the observed diversity entropy measures for
forward players are usually lower than those observed for midfield and defensive players.
3.3.2 Correlation of Diversity Entropy Scores with the Occur-
rence of passes
Figure 3.13 shows the distribution diagram considering the diversity entropy mean and
frequency of passes performed for each player. Pearson Correlation score is 0.45 (p<
0.001). It is possible to observe that diversity entropy is moderately correlated with
the occurrence of passes for both approaches, and the results are statistically significant.
The higher the diversity entropy score observed for a given player, the greater are the
successful passes he performs. In other words, when a given player has many teammates
as options to perform a pass (high entropy), greater are the chances to perform a correct
pass. Thus, players who move constantly may help the teammate with the ball possession
in creating opportunities to receive the pass. This behavior explains why, when attacking,































































































































Figure 3.10: Match 1: Comparative PCA axes plot. Comparative PCA axes plot of
Delaunay triangulation graphs (DT) and opponent-aware graphs (OA) for each team on
a halftime match. Red points are defensive players, green points are midfield players, and
blue points are attacking players.
teams usually distribute the players across the pitch increasing the surface area and stretch
indexes in order to create passing opportunities [74,76]. On the other hand, the defending
teams try to follow the attacking team, with an in-phase synchronous configuration [79,99],
in order to decrease the passing options of the opponent.
Another possible application of these results refer to the definition of appropriate
marking strategies in defensive actions. A team may opt for a man-to-man marking
with the objective of decreasing the diversity entropy of key players, impacting their
performance in making successful passes. In some situations, on the other side, zonal
marking strategies may be used for specific areas of the pitch in which non-skilled players
(those unable to make fast decisions) are more likely to be present.
We can also observe peculiar behavior of player 4 in Figure 3.10(b) when compared




































































































































Figure 3.11: Match 2: Comparative PCA axes plot. Comparative PCA axes plot of
Delaunay triangulation graphs (DT) and opponent-aware graphs (OA) for each team on
a halftime match. Red points are defensive players, green points are midfield players, and
blue points are attacking players.
to his teammates. Similarly to attacking players, player 4 (a defending player) has a
quite different diversity entropy when compared to defensive players. Table 3.2 shows
pass scores for players of Team A in Match 1. Highlighted in bold, it is possible to see
that, as forward players, player 4 performs less passes than other players. In Table 3.3,
we correlated the match statistics with entropy scores, for this same match. For each
player, we calculated the percentage of right and wrong passes he performed in high and
low entropy. Highlighted in bold, we found that, as attacking players, player 4 performs
many passes in low entropy, which is not the common behavior for a defensive player.
According to these findings, we believe that player 4 performs as a sweeper (or libero).







































































































































Figure 3.12: Match 3: Comparative PCA axes plot. Comparative PCA axes plot of
Delaunay triangulation graphs (DT) and opponent-aware graphs (OA) for each team on
a halftime match. Red points are defensive players, green points are midfield players, and
blue points are attacking players.
Figure 3.14 presents a time series of player 4’s diversity entropy at the moment he performs
his passes. The blue lines refer to successful passes, while the red lines are associated with
unsuccessful passes. In the figure, passes a and c were successful passes with low entropy,
and pass b was an unsuccessful one with low entropy. Thus, individual entropy analysis are
extremely valuable for coaches in order to understand the circumstances that each player
face during the match and how the teammates are organized on the pitch in order to
increase the chances for successful passing sequences. Table 3.2 also shows that attacking
players often make fewer wrong passes proportionally when compared to other players,
even presenting, generally, lower entropy values. We must emphasize, therefore, that those
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Figure 3.13: Distribution diagram for Diversity Entropy Mean and the frequency of passes.
players perform well in situations when they must take highly complex decisions.
Table 3.2: Statistics of passes from different players in Match 1.
P2 P3 P4 P5 P6 P7 P8 P9 P10 P11
Unsuccessful Passes 3 14 6 6 7 10 6 2 9 3
Successful Passes 22 21 10 25 23 21 15 14 10 9
Total Passes 25 35 16 31 30 31 21 16 19 12
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0.04 0.06 0.06 0.00 0.03 0.00 0.00 0.00 0.00 0.08
Successful Passes
Low Entropy 0.04 0.03 0.13 0.07 0.00 0.07 0.05 0.15 0.21 0.25
Total Passes




0.08 0.34 0.31 0.19 0.20 0.32 0.28 0.15 0.47 0.17
Successful Passes
High Entropy 0.84 0.57 0.50 0.74 0.77 0.61 0.67 0.70 0.32 0.50
Total Passes
High Entropy 0.92 0.91 0.81 0.93 0.97 0.93 0.95 0.85 0.79 0.67

















Figure 3.14: Time series of the diversity entropy of Player 4 of Match 1, considering the
occurrence of passes. Blue lines indicate successful passes, while red lines are associated





This chapter addresses the research question related to the investigation of information
visualization approaches which would be suitable for supporting the analysis of temporal
changes in dynamic graphs. In this chapter, we are interested in visually representing
temporal graphs, with the objective of supporting the identification and analysis of tem-
poral pattern changes. In this context, several approaches have been proposed to the
visualization of temporal graphs [8, 15, 16, 60]. Most of the approaches rely on the use
of node-link diagrams, where different visual marks (typically circle glyphs) are used to
represent visually vertices and lines to encode existing relations among vertices. Differ-
ent additional visual properties associated with visual marks (e.g., position, size, length,
angle, and slope) are employed to highlight or emphasize properties of both vertices and
edges [8]. Those initiatives, however, still do not address properly the visualization of
huge volumes of data. In these situations, interaction controls are proposed so that users
may handle occlusion or even perform browse activities over graph data.
Here, this problem is addressed from a different perspective. We propose a graph-to-
image transformation, so that large volumes of sequence graphs can be visually represented
in a compact way, enabling fast and easy visual identification of pattern changes. Our
solution relies on the use of the visual rhythm representation [82], introduced in Section 2.4.
This approach has been typically used for efficient video data processing and analysis [10,
89], as it allows the representation of the whole video content by means of an image,
whose columns are defined by the extraction of features from pixels of frames. In this
chapter, we extend this idea by encoding properties of graph sequences, leading to a
representation we name graph visual rhythm. For each instant of time, graph properties
are represented as a column of an image, allowing the compact representation of important
graph features associated with changes of vertices and edges over time. Our solution is
somehow similar to previous initiatives focusing on encoding graph dynamics using matrix
representations [4, 18, 105]. Different from those initiatives, however, our approach does
not rely on radial layouts, nor on complex representations such as small multiples and
stacked matrices. To the best of our knowledge, this is the first attempt to encode complex
temporal graph changes in an easy-to-interpret single image representation. We validate
the method in the context of soccer match analysis. In this chapter, we describe the use
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of graph visual rhythms defined in terms of complex network measures for understanding
complex temporal patterns associated with the match dynamics.
In summary, the contributions of this chapter are twofold: (i) the introduction of a
novel compact visual representation for temporal graphs, named graph visual rhythm;
and (ii) the presentation of different scenarios of its use in the context of the analysis of
real soccer matches using complex network measures.
4.1.1 Complex Network Measurements
Soccer is one of the most difficult sports to analyze quantitatively due to the complexity of
the play and to the nearly uninterrupted flow of the ball during the match. Indeed, unlike
other sports, in which individual game-related statistics may properly represent player
performance, in soccer it is not trivial to define quantitative measures of an individual
contribution [38]. Moreover, simple statistics such as number of assists or number of
shots may not provide a reliable measure of a player’s true impact on team performance
and, consequently, the outcomes of a match [38, 78]. Instead, the real contribution of a
given player sometimes is hidden in the plays of the team, such as participating from a
passing sequence to a shot on goal [38]. This type of information is important to detail
the role of a team member on team performance. Thus, this study uses complex network
measurements for extracting features from graphs to represent individual behavior and
thus to represent team performance using a visual analytical tool. Two measurements
were considered in this work: Diversity Entropy and Betweenness Centrality, which are
presented in Section 2.1.3.
The dynamic aspects associated with passes among players in a match (such as the ‘ball
flow’ among the players of a team) are important cues for game tactical analysis [38]. We
used the diversity entropy as a variable to characterize the dynamic nature of the match,
characterizing the possibility of passes among players. In this study, the centrality of
players in a match is related to his role in the passing flow along the time. We used
betweenness centrality to characterize the role of players in terms of the graph shortest
paths within which the players are involved.
4.2 Graph Visual Rhythms
We define a temporal graph G as a sequence G = 〈G1, G2, . . . , GT 〉, where Gt = (Vt, Et)
is a weighted graph at timestamp t ∈ [1, T ] composed of a set of vertices, Vt, and a set of
edges, Et. We refer to the graph defined at a particular timestamp t (say Gt) as an instant
graph. The edges Et of an instant graph link vertices according to the Opponent-Aware
Graphs technique defined in Section 3.2.1 By building one graph for each instant of time
considering the vertices’ interaction, it is possible to capture the temporal nature of the
graph dynamics. Our goal is to represent the interaction among vertices at each instant
using a visual rhythm representation GV R. We follow a similar formulation employed in
Eq. 2.14 to define GV R:
GV R(t, z) = F(Gt), (4.1)
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Figure 4.1: Flowchart illustrating how a graph visual rhythm is extracted.
where FGt : G → Rn is a function that represents a graph Gt ∈ G as a point in an
n-dimensional space, t ∈ [1, T ] and z ∈ [1, n].
Figure 4.1 illustrates the computation of a graph visual rhythm for a temporal graph.
Changes in the graph sequence are highlighted in red. For example, at timestamp t2, an
edge linking vertices v2 and v4 is created. At timestamp tn, vertex v5 is created along
with an edge from v5 to v3. In this example, function FGt computes the degree of vertices
for each instant of time (arrows labeled with A). The degree information is later used to
create the graph visual rhythm image (arrows B). Again, different visual properties (e.g.,
color, opacity) may be used to highlight graph changes. In the case of the example, a
heatmap-based color layout is employed (arrow C).

























Figure 4.2: Analysis framework.
4.3 Case Study: Soccer Match Analysis
This study is based on the use of graph visual rhythms for identifying events on temporal
graphs associated with soccer matches.
4.3.1 Soccer Match Analysis Framework
The graph-based soccer match analysis framework defined in Section 3.2.3 is slightly
modified in this chapter. Its four steps, showed in Figure 4.2, are detailed in the following:
(a) Extraction of players’ location in field over time: This step is accomplished using
the DVideo software [43, 44] applied to official soccer matches. This process starts
with soccer match videos and results in files containing players xy location on the
pitch and annotation related to match events, such as passes accomplished, fouls,
shots on goal, among others. The extraction frame rate is 30 frames per second,
so for a typical 45-minute half time of a match, we have 81,000 frames. We used a
dataset related to two official soccer matches (referred to as Match 1 and Match 2
along the chapter) of the Brazilian Professional First League Championship.
(b) Graph Extraction: This step builds graphs from soccer match frames. In our ex-
periments, two different kinds of graphs are built: Opponent-Aware Instant Graphs
and Flow Networks, which are detailed in Section 4.3.2.
(c) Complex Network Measure Computation: This step comprises the approach de-
scribed in Section 4.1.1. Basically, complex network measures are computed from
graphs obtained in Step (b). In this experiment, two measures are considered: Di-
versity Entropy and Betweeness Centrality. In this context, these measures are
extracted by FGt , the function that encodes one graph into a column of a graph
visual rhythm.
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(d) Visual Graph Rhythm Image Computation: Here, the result analysis step defined
in Figure 4.2 is concerned with the creation of graph visual rhythm images. From
those images, it is possible to analyze patterns that represent match events such as
attacking and defensive strategies from each team.
4.3.2 Soccer Temporal Graphs
Our analyses are based on the characterization of interaction among players along the
match. Let G ′ be a sequence G ′ = 〈G1, G2, . . . , GT 〉. A vertex v ∈ Vt is associated with a
player, whereas an edge ejk ∈ Et connecting two vertices vj ∈ Et and vk ∈ Et is defined
based on the location (or any other relation) of players (vj and vk) of the same team
at timestamp t. The weight w(ejk) may encode different properties of the interaction of
players, such as their distance – possibly measured by the Euclidean distance of players
j and k in the field – or the number of passes between them.
Given the importance of interaction between players on soccer matches, we con-
sider two different approaches for constructing temporal graphs: Opponent-Aware In-
stant Graphs and Flow Networks. Both of them take into consideration passes between
players from the same team. Instant graphs represent possibilities of passes according to
the players’ position on the pitch at each timestamp, while Flow Networks represent all
accomplished passes between players in a time interval.
Opponent-Aware Instant Graphs
In this representation, for each time stamp, it is computed the Opponent-Aware Graph
as defined in Section 3.2.1, considering the players’ position and their opponents on the
pitch. Two graphs are computed, one for each team. Figure 4.3 shows examples of instant
graphs. Blue vertices (players labeled from 1 to 11) and edges represent Team A, while
red ones (players labeled from 15 to 25) represent Team B.
Flow Networks
One important research venue refers to the identification of interaction patterns among
players for a given time interval. One common approach relies on the use of Flow Net-
work [38]. Flow network graphs can be defined as Gti,tj(V,E), in which vertices are players
from a team, and weighted edges represent passes accomplished between them during a
time interval [ti, tj].
We extend this approach by proposing ball possession flow networks. Those networks
show paths that only happen in time [19, 97], which means that no instant graph has all
the edges shown in a flow network. Basically, we extract different flow networks, which
represent ball passing among teammate players within the time interval in which they have
ball possession. Figure 4.4 shows two possession flow networks. In Graph (a), the team
has the ball, and accomplishes eight passes among teammates. Graph (b) illustrates the
match situation in which a team has the ball possession, but no passes are accomplished
until losing the ball possession again.
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Figure 4.4: Examples of Ball Possession Flow Networks. (a) Graph from a team that
performed eight passes among teammates during a ball possession interval. (b)In another
ball possession interval, no passes were performed.
4.4 Results and Discussion
This section discusses several usage scenarios in which graph visual rhythms are used to
identify visual temporal patterns related to teams’ strategies when defending or attacking.
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(a) (b)
Figure 4.5: Graph visual rhythm images for teams of Match 1.
4.4.1 Defensive Patterns
The first usage scenario considers the use of graph visual rhythms in the identification of
defensive patterns.
Considering the first half time of a match, we generated the Opponent-Aware Instant
Graphs and computed the Diversity Entropy from each vertex in the instant graph (FGt).
For each instant graph, diversity entropy values were ordered and linked together vertically
resulting in an image GV Rxy, where x is equal to the amount of frames from the match
and y is amount of players from graph (11 players in each team). Diversity Entropy values
between 0 and 1 in GV Rxy were normalized to 0 to 255, generating a grey-scale image.
In this case, lower entropy values are darker, and higher values are lighter. For the player
who has ball possession, entropy values may be associated with the ‘complexity’ of the
decision-making scenario. If entropy is high, it means that the player has many options
(i.e., teammates) to interact with and this is a less complex situation in case that the
player has to perform a pass as fast as possible. On the other hand, lower entropy values
may represent few teammates to interact with. This complex situation requires the player
to evaluate this scenario more carefully, identify who are these few options of interaction,
and thus make the decision to perform a pass.
Figures 4.5 and 4.6 present the resulting graph visual rhythms images obtained for
teams of two matches (Match 1 and Match 2). In both matches, Team A is the same.
It is possible to notice a clear pattern, defined in terms of vertical darker blocks, that
distinguish all images. Given the performance of Team A in both matches, we can observe
that there are darker regions for Match 2, which means that players of Team A in this
match were usually not free, i.e., there were opponents close to them more frequently.
By zooming in the graph visual rhythms of Figure 4.5 for the frames in the range
defined between 55000 and 58000, we obtain the images shown in Figure 4.7. We plotted
the corresponding graph from the instant highlighted in red, to analyze the game strategy
employed in the time period related to a darker block. It is possible to observe that for
a darker block, Team A (in blue) is compressed in a defensive strategy while Team B (in
red) is attacking. Team B is well positioned in the field with many possibilities of passes
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(a) Match 2 – Team A (b) Match 2 – Team C
Figure 4.6: Graph visual rhythm images for teams of Match 2.
among players, which is represented in its own graph visual rhythm image. Thus, entropy
values may represent team strategy both in attacking and defending perspectives. The
distances among teammates define the team compactness on the pitch during attacking
and defending actions [76, 77]. In this case, Team-A players occupy the field in a very
compact way, without clear purpose of performing a man-to-man marking. This strategy
may favor the attacking team in order to allow a greater number of options for passes
between players. If this condition is maintained over time (which is easily detected in the
graph visual rhythm image), it may indicate a technical and tactical superiority for the
team with lower entropy values.
One goal was scored by Team A of Match 1 at frame 24825. Figure 4.8 shows the
graph visual rhythm images associated with this moment. It is interesting to notice that
Team A was attacking, but, differently from the situation depicted in Figure 4.7, both
teams have higher diversity entropy scores. In this case, this phenomenon is observed due
to the fact that the goal was originated from a corner kick.
4.4.2 Most Valued Player: A Centrality-Oriented Perspective
We conducted a preliminary study considering the computation of the betweeness cen-
trality applied to instant graphs. The intention here is to support the identification of
players whose centrality scores are higher during the match, and so they could be consid-
ered more valued than others in the game strategy. Figure 4.9 shows the centrality-based
graph visual rhythm image for Match 2, using darker colors to highlight players with
higher centrality scores. It can be noticed that during almost all the match, centrality
scores are low for most of the players. The low and homogeneous centrality scores show
that there was no ‘star topology.’ Each had nearly the same connectivity, indicating that
the teams did not depend on one single player [25].
We can also notice that for Player 7 of Team A, there were darker pixels along the
match. By analyzing his performance during the game, we could realize that this player
was involved in more passes than all the others (47 passes in the first half time, while the
team’s passes average was 33.1), which could mean that he was well positioned on the
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(a) (b)





























Figure 4.7: Graph Visual Rhythm in details: Highlighted dark block and the correspond-
ing match situation. Team A (in blue) is compressed in a defensive strategy while Team
B (in red) is attacking.
pitch during ball possession.
This same pattern is observed for Team B. It is possible to observe a darker pixel
line for Player 6, who was also the one involved in more passes (42 passes in the first
half time against the team’s passes average of 26.4). We observed similar patterns for
other matches: players with higher centrality scores, when compared to teammates, are
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Figure 4.8: Graph visual rhythms of teams at a goal event timestamp.
involved more frequently with successful passes. Thus, graph visual rhythm images allow
to identify players who had influential contributions in a specific match, and, applied
during the entire tournament, they may help coaches to identify the most important
players. In other words, it helps to answer in an objective manner whether, for example,
the most famous players fulfilled the expectations placed on them [38]. However, in a
collective evaluation, both entropy and centrality may be interpreted with caution. The
work of [52] showed in 760 matches in the English Premier League that high levels of
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(a) Match 2 – Team A (b) Match 2 – Team C
Figure 4.9: Graph visual rhythm images based on the players’ centrality for Match 2.
We highlighted in red the players with higher centrality scores.
interaction (i.e., passing rate) lead to increased team performance. However, centralized
interaction patterns lead to decreased team performance. In fact, even in a social context,
teams with denser networks had a tendency to perform better and remain more viable.
Furthermore, these variables, analyzed over the match, may help also to identify who
are the players more affected by fatigue. By decreasing the number of players involved,
it is possible to allow some players to rest actively. Moreover, it can characterize teams’
attacking strategies. The direct play may increase centrality among some players and
involves a lot of participation from forwards and strikers, for example as discussed in [25].
4.4.3 Patterns of Passes
We also investigated the possibility of using graph visual rhythms for analyzing patterns
of passes. In this case, we have employed graphs defined by Flow Networks. From
soccer matches, we computed the Ball Possession Flow Networks, in which vertices are
players and edges are passes accomplished among teammates while the team has the
ball possession. Considering the first half time from each analyzed match, it is possible
to construct N different flow network graphs, considering all N time intervals in which
each team has the ball possession. We compute the graph visual rhythm image for each
team in a match. This image contains all passes accomplished among teammates in each
ball possession flow network, i.e., in this case, FGt computes the occurrences of passes
among players. Pixels representing an specific pass performed in a network were colored
according to the location on the pitch where the ball passing occurred.
Figure 4.10 shows color patterns used. We divided the pitch in four sections, where
the defensive area of a team was colored in cold colors (light blue and dark blue), while
attacking area of a team (the opponent’s pitch) was colored in hot colors (light red and
dark red). Also, when a network does not have any edges (no passes performed), all its
pixels are grey. Using this color pattern, it is possible to visually understand patterns of
passes for a team.
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Figure 4.10: Pitch color patterns: defensive area in cold colors, while attacking area in
hot colors.
We analyzed the first half time of the same two matches. The resulting graph visual
rhythm images are shown in Figures 4.11 and 4.13. The Y axis has labels of players
involved in successful passes (e.g., passes from player 3 to player 10), and the X axis
refers to the flow networks considering ball possession. It is possible to notice some
patterns in each match. During Match 1 (Figure 4.11), Team A performed more passes
among teammates than Team B (more colored pixels in image of Team A). Also, Team A
has longer vertical lines of pixels colored, which means that for each ball possession, many
passes were activated involving many players. Figure 4.12 presents a graph visual rhythm
for this same match, but now with y-axis representing passes ordered by players (from
player 1 to 11). It is also possible to notice that many passes (vertical pixel lines) involve
both defensive, middle, and forward players, in different field regions. Furthermore, some
passes occurred many times along networks, and some of them only in its defensive area
(cold-colored pixels). Team B has performed less ball passes, and passes in a single ball
possession period involve only two players. Most of those passes occur in the attacking
area (predominance of hot-colored pixels).
During Match 2 (Figure 4.13), Team B has performed more passes than Team A. It is
interesting to notice that many of them occurred in its defensive area (predominance of
cold-colored pixels), while team A performs more passes in the attacking area. Figure 4.14
presents a graph visual rhythm for this same match, but now with y-axis representing
passes ordered by players (from player 1 to 11). It can be noticed that ball possession
involves few players. In this match, Team C performed passes involving more players,
from defensive to forward players. Note also that for two different matches, Team A has
very different performance in terms of patterns of passes (see Figures 4.11(a) and 4.13(a)).
4.4.4 Pass Patterns in Attack Actions
It is also possible to create graph visual rhythm images considering a subset of players.
For example, it might be interesting to show pass patterns involving only forward players.
With this purpose, we created graph visual rhythms from passes involving only players
with role, which is depicted in Figure 4.15. In this case, we refer to Match 1. We can
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(a) Match 1 – Team A (b) Match1 – Team B
Figure 4.11: Graph visual rhythms encoding the patterns of passes of teams in Match 1.
(a) Match 1 – Team A (b) Match1 – Team B
Figure 4.12: Graph visual rhythms (ordered by players) encoding the patterns of passes
of teams in Match 1.
observe that not only did forward players of Team A accomplish more passes than players
of Team B, but also they accomplished those passes in the opponent area (predominance of
hot-colored pixels). We can conclude that Team A exploited more frequently the strategy
of using multiple passes in attacking actions.
4.4.5 Soccer Visual Analytics Tool
We have created a soccer visual analytics tool that integrates the different graph extraction
approaches, and visual rhythm image computation algorithms described in this chapter.
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(a) Match 2 – Team A (b) Match 2 – Team C
Figure 4.13: Graph visual rhythms encoding the patterns of passes of teams in Match 2.
(a) Match 2 – Team A (b) Match 2 – Team C
Figure 4.14: Graph visual rhythms (ordered by players) encoding the patterns of passes
of teams in Match 2.
This tool was developed in the R Shiny web application framework [20].
This tool allows loading data about soccer matches (information about players’ loca-
tion over time, and soccer match events), and encode them into graphs, depending on
the type of analysis defined by the user (opponent aware or passes graphs). All complex
network measures described in this thesis were implemented, so it is possible to visually
analyze them by means of graph visual rhythms.
Figure 4.16 presents a typical usage example. In this case, we have graph visual
rhythm images of two teams considering the diversity entropy measurement of the vertices,
computed from opponent aware instant graphs. By clicking on the side-bar check boxes
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(a) (b)
Figure 4.15: Graph visual rhythms encoding the patterns of passes of forward players
in Match 1.
(area labeled with A), a user can highlight match events, such as goals and attacking
moments, and also, can define a specific period of time in the match for zooming in
targeting specific regions of the images (shown in region B). User can also view the
corresponding opponent aware instant graphs by clicking anywhere on the graph visual
rhythm image, or temporal graphs videos by selecting an area of interest in the image
(field graph view in region C).




Figure 4.16: Screen shot of the soccer visual analytics tool developed.
Chapter 5
Network Measurements for Match
Analysis
5.1 Introduction
One of the research questions addressed in this work refers to the investigation of appro-
priate complex network measurements for complex soccer match analysis. In Chapter 3,
we proposed a novel method for modeling soccer matches, considering spatio-temporal
data, the Opponent-Aware graphs. Using those graphs, we computed the Diversity en-
tropy measure, applied the PCA of this measure for all players, and performed an ANOVA
test, in order to analyze the relation between the measure and players’ role. We also cor-
related this measure to passes performed by players, in order to verify the complexity of
decision-making process of players. In Chapter 4, we propose a novel visualization tool
for temporal graphs that allows to visually analyze the vertices behavior over time. In
this chapter, we extend these previous studies, by proposing the characterization of the
players’ role according to multiple complex network measurements associated with them
over time.
Some existing studies in the literature aim to characterize matches and team’s perfor-
mance [11, 22, 85], while others characterize passes [58] and goal attempts [69, 102, 103].
The studies consider players’ trajectories, match events, and networks of flow of passes,
but lack in considering simultaneously the spatio-temporal characteristics of the sport
with the match events. In this chapter, we address this gap in the literature, extending
the analysis performed in Chapter 3 by evaluating the effectiveness of seven different com-
plex network measurements in the characterization of players according to their role in the
match. Different from the existing studies in the literature, we exploit the spatio-temporal
characteristics of the match as our analyzes are performed using temporal opponent-aware
graphs.
5.2 Material and Methods
In this study, we have analyzed 10 soccer matches from the dataset, corresponding to 220
players, considering both teams of each match. To understand the behavior of players
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in different roles, we classified them into three categories: defenders, midfielders, and
attacking. Players’ role are determined automatically. We first computed the location
distributions of team players on the pitch, and then estimated the relative position of
each player given his team distribution. The team coverage area was divided into regions
(bands), considering his location along the x-axis. Players whose most frequent locations
were in bands 1 and 2 were labeled as defensive players. Those who spent most of their
time in bands 3 and 4 were considered attacking players. The remaining players were
labeled as midfielders.
We again use the same analysis framework defined in Section 3.4. Following this
framework, we computed the opponent-aware graphs from each instant of time of each
match, and extracted the following vertex complex network measurements: centrality,
diversity entropy, pagerank, efficiency, vulnerability, degree, and eccentricity for each
player. All the measures considered in this chapter are defined in Section 2.1. The
extraction time of each measure, considering 45 minutes of play is about one hour. Once
we have the measurement in a database, the training time of the algorithms is about a few
seconds. In this way, once we have a trained model, it is possible to determine players’role
in real time.
As the intention of this study is to investigate the behavior of players considering their
measurement scores, we individually box-plotted these measurements for each team and
match, considering the players grouped according to their roles. Next, we also compute
the Principal Component Analysis (PCA) for all the measures, considering all matches.
Finally, we evaluate the use of four classifiers – Nearest Neighbors, Support Vector Ma-
chines, Neural Networks, and Random Forest – to assign roles to players, according to
their complex network measuremens, which we consider to be their features. All clas-
sification process is implemented using R Project libraries [90]. The Nearest Neighbors
classifier is implemented using the ‘class’ package library [106]; Support Vector Machines
implementation, in turn, considers the use of the ‘e1071’ package [73]; Random forests are
implemented using the ‘randomForest’ package [17]; Neural Networks are implemented
by the use of the ‘neuralnet’ package [49].
5.3 Results and Discussion
5.3.1 Boxplot and PCA Analysis
In the following, we present the analysis of each measure individually. First, we present
a general boxplot of the measure, considering the 220 players, split into three categories
(defensive, midfield, and attacking). Next, we analyze three matches (named Match 1,
Match 2, and Match 3) as examples. We also plot the two principal component from
PCA analysis. It is important to highlight that one of the teams is the same for all three
matches, and will be called Team A, and the opponent teams in each match will be called,
respectively: Team B, Team C, and Team D.
Centrality Analysis: The betweeness centrality measures the centrality of a vertex,
considering the amount of shortest paths containing this vertex. In soccer context, this
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Figure 5.1: General Centrality boxplot, considering all the 220 players of the 10 matches
analyzed.
measure can indicate the players with better positioning in relation to their teammates.
Figure 5.1 presents a complete boxplot of centrality considering all the 220 players of the
10 matches analyzed. In this plot, midfield players present higher centrality scores, which
could mean they are better positioned on the pitch.
Figure 5.2 presents the betweeness centrality boxplots for Team A and its opponent
teams in three matches. The individual match plots present the same structure as pre-
sented in the general one (Figure 5.1). As expected, midfield players seem to be well po-
sitioned, and present higher betweenness centrality scores, while attacking players, which
in attacking moments usually have opponents nearby, have lower scores.
Figure 5.3 presents the PCA analysis for the same teams and matches. For Team A,
we highlight that some midfield players behave very different from others given their
distances in the PCA plot. For Match 1, Figure 5.3(a), almost all the midfield players
are very distant from attacking and defensive players, except for Player 8. It explains the
boxplot in Figure 5.2(a), where midfield players box is higher than others.
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(a) Match 1 - Team A (b) Match 2 - Team A (c) Match 3 - Team A
(d) Match 1 - Team B (e) Match 2 - Team C (f) Match 3 - Team D
Figure 5.2: Typical Centrality boxplots for three matches. Players were grouped into
three classes, according to their role in the match.
(a) Match 1 - Team A (b) Match 2 - Team A (c) Match 3 - Team A
(d) Match 1 - Team B (e) Match 2 - Team C (f) Match 3 - Team D
Figure 5.3: Typical centrality PCA for three matches. Players were colored in red, blue,
and green, representing defensive, midfield, and attacking players, respectively.
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Degree Analysis: The degree measurement quantifies the number of connections among
vertices. In soccer analysis, it could be associated with a greater possibility of short and
direct passes between players, and may indicate the player’s availability for passes. Ob-
serving the plots in Figures 5.4 and 5.5, defensive players seem to have higher mean
degree scores than midfield and attacking players. Also, Team A has similar scores of
degree along the three matches. Analyzing the PCA plots, it seems that the degree scores
organize players in categories, as suggested by the patterns in boxplots.
Comparing the degree and centrality scores of the teams, it is possible to conclude
that, even though defensive players have higher degree scores, which means that they are
connected to many teammates, they do not seem to be in strategic positions to make
plays and ball passes, once their centrality scores are low.
Figure 5.4: General Degree boxplot, considering all the 220 players of the 10 matches
analyzed.
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(a) Match 1 - Team A (b) Match 2 - Team A (c) Match 3 - Team A
(d) Match 1 - Team B (e) Match 2 - Team C (f) Match 3 - Team D
Figure 5.5: Typical degree boxplots for three matches. Players were grouped into three
classes, according to their role in the match.
(a) Match 1 - Team A (b) Match 2 - Team A (c) Match 3 - Team A
(d) Match 1 - Team B (e) Match 2 - Team C (f) Match 3 - Team D
Figure 5.6: Typical Degree PCA for three matches. Players were colored in red, blue,
and, green, representing defensive, midfield and attacking players, respectively.
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Efficiency Analysis: The efficiency assesses the network’s fault tolerance, by verifying
the impact on local communication (direct neighbors) when a vertex and all its associated
edges are removed. In soccer analysis, this can be associated with the players’ importance
for the local ball flow. Figures 5.7 and 5.8 present the Efficiency boxplots. The boxplots
are very similar, for different teams and matches, with the one that takes into account
all players. Similarly to what was observed in the Degree analysis, the Efficiency PCA
graphs, Figure 5.9, provides well-defined groups of players, according to their classes.
Figure 5.7: General Efficiency boxplot, considering all the 220 players of the 10 matches
analyzed.
(a) Match 1 - Team A (b) Match 2 - Team A (c) Match 3 - Team A
(d) Match 1 - Team B (e) Match 2 - Team C (f) Match 3 - Team D
Figure 5.8: Typical efficiency boxplots for three matches. Players were grouped into three
classes, according to their role in the match.
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(a) Match 1 - Team A (b) Match 2 - Team A (c) Match 3 - Team A
(d) Match 1 - Team B (e) Match 2 - Team C (f) Match 3 - Team D
Figure 5.9: Typical Efficiency PCA for three matches. Players were colored in red, blue,
and green, representing defensive, midfield, and attacking players, respectively.
PageRank Analysis: PageRank measures the prestige of a vertex based on the pres-
tige of adjacent vertices. In soccer analysis, we can use this concept to verify if important
players are connected within each other. By analyzing Figures 5.10 and 5.11, we can no-
tice that for all teams and matches, defensive and midfield players present higher scores,
meaning they have connections with important players. This is expected, once attacking
players are usually isolated due to the presence of opponents nearby. The same phe-
nomenon can be observed in the PCA graphics – Figure 5.12.
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Figure 5.10: General PageRank boxplot, considering all the 220 players of the 10 matches
analyzed.
(a) Match 1 - Team A (b) Match 2 - Team A (c) Match 3 - Team A
(d) Match 1 - Team B (e) Match 2 - Team C (f) Match 3 - Team D
Figure 5.11: Typical PageRank boxplots for three matches. Players were grouped into
three classes, according to their role in the match.
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(a) Match 1 - Team A (b) Match 2 - Team A (c) Match 3 - Team A
(d) Match 1 - Team B (e) Match 2 - Team C (f) Match 3 - Team D
Figure 5.12: Typical PageRank PCA for three matches. Players were colored in red, blue,
and green, representing defensive, midfield, and attacking players, respectively
Vulnerability Analysis: The vulnerability of vertices quantifies the overall drop in
global efficiency when one vertex is removed. In the soccer context, it can be used to
measure the importance of a player considering the overall drop in possibility of passes,
in case he is blocked by opponent players. Figures 5.13 and 5.14 show that, for all teams,
on average, midfield players present higher values, meaning they play central roles in
the team efficiency, considering the ball flow. In Figure 5.14, we observe that Team A
presents boxplots with similar values across different matches. Since attacking players
seem to have lower scores, in the PCA analysis shown in Figure 5.15, they appear very
distant from other players.
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Figure 5.13: General Vulnerability boxplot, considering all the 220 players of the 10
matches analyzed.
(a) Match 1 - Team A (b) Match 2 - Team A (c) Match 3 - Team A
(d) Match 1 - Team B (e) Match 2 - Team C (f) Match 3 - Team D
Figure 5.14: Typical vulnerability boxplots for three matches. Players were grouped into
three classes, according to their role in the match.
Eccentricity Analysis: The eccentricity measures how distant (considering connec-
tions) a node is from the most distant vertex of the graph. This concept can be used in
soccer to measure the teams’ spread on the pitch, considering the edges among players.
Vertices with high eccentricity tends to be on the borders, in a non-central position. As
expected, in Figures 5.16 and 5.17, it is possible to notice that midfield players present
lower eccentricity scores, once they tend to be strategically positioned on the pitch in
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(a) Match 1 - Team A (b) Match 2 - Team A (c) Match 3 - Team A
(d) Match 1 - Team B (e) Match 2 - Team C (f) Match 3 - Team D
Figure 5.15: Typical Vulnerability PCA for three matches. Players were colored in red,
blue, and green, representing defensive, midfield, and attacking players, respectively.
central positions acting in both defensive and attacking plays. As suspected by the de-
gree/centrality analysis, defensive players seem to be in the borders, once they present
high values of degree, associated with low centrality.
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Figure 5.16: General Eccentricity boxplot, considering all the 220 players of the 10 matches
analyzed.
(a) Match 1 - Team A (b) Match 2 - Team A (c) Match 3 - Team A
(d) Match 1 - Team B (e) Match 2 - Team C (f) Match 3 - Team D
Figure 5.17: Typical Eccentricity boxplots for three matches. Players were grouped into
three classes, according to their role in the match.
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(a) Match 1 - Team A (b) Match 2 - Team A (c) Match 3 - Team A
(d) Match 1 - Team B (e) Match 2 - Team C (f) Match 3 - Team D
Figure 5.18: Typical Eccentricity PCA for three matches. Players were colored in red,
blue, and green, representing defensive, midfield, and attacking players, respectively.
Diversity Entropy Analysis: The diversity entropy quantifies the number of effec-
tively accessible vertices at a given distance in steps. In soccer, we can use this to mea-
sure the accessibility of a player to his teammates, for ball passing purposes. As proposed
in Chapter 3, diversity entropy highlights the difference among attacking players from
other roles. Figures 5.19, 5.20, and 5.21 present results similar to those discussed in that
chapter.
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Figure 5.19: General Diversity entropy boxplot, considering all the 220 players of the 10
matches analyzed.
(a) Match 1 - Team A (b) Match 2 - Team A (c) Match 3 - Team A
(d) Match 1 - Team B (e) Match 2 - Team C (f) Match 3 - Team D
Figure 5.20: Typical entropy boxplots for three matches. Players were grouped into three
classes, according to their role in the match.
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(a) Match 1 - Team A (b) Match 2 - Team A (c) Match 3 - Team A
(d) Match 1 - Team B (e) Match 2 - Team C (f) Match 3 - Team D
Figure 5.21: Typical diversity entropy PCA for three matches. Players were colored in
red, blue, and green, representing defensive, midfield, and attacking players, respectively.
5.3.2 Classification
The boxplots images and PCA analysis show that some measurements seem to natu-
rally lead to better classification of players according to their role in the match. Based
on those results, we applied machine learning techniques, considering the mean of each
measurement in a match as players’ features. Each player is characterized by seven dif-
ferent features. For each one of the 10 matches, we considered both teams, resulting in
22 different players by match, and 220 players in all matches. These 220 players were
automatically classified considering their positioning on the pitch along each match. Fig-
ure 5.22 presents an exploration view of the dataset, combining all the seven features in
pairs. One relevant observation in this figure is the way players appear tightly grouped
according to their classes, which could lead to an early suspicion that the players’ classi-
fication according to those features is possible.
We evaluate the possibility of using these measurements for the classification of play-
ers. For this analysis, we compared the results of applying four classic machine learning
algorithm commonly used in classification tasks: Nearest Neighbors (KNN), Support Vec-
tor Machines (SVM), Neural Networks, and Random Forest (RF). The algorithms were
tuned to their best performance parameters.
We have performed a 10-fold cross validation to evaluate the algorithms results. The
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Figure 5.22: Dataset exploring plot, combining all the 7 features in pairs. The 220
players of 10 matches were colored according to their role as defensive (in red), midfield
(in green), and attacking (in blue).
Table 5.1: Accuracy of different classification algorithms.
Classifier Accuracy Std. Dev.
KNN 0.85 0.07
SVM 0.86 0.06
Neural Networks 0.71 0.07
Random Forest 0.85 0.05
dataset was split in 10 folds, and therefore, the algorithms were executed 10 times, which
garantees that all folds were used for training, and each fold was used for validation. We
then calculated the mean accuracy scores and the standard deviation of the 10 results for
each classifier. Results are shown in Table 5.1. As we can observe, KNN, SVM, and RF
yield comparable results, which are better than those observed for the Neural Network
classifier.
Figure 5.23 presents the accuracy and purity of each variable in the dataset. It is in
accordance with our previous boxplots and PCA analyses.
Considering the players misclassified by the algorithms, there is still a chance that
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Figure 5.23: Random Forest results of importance of variables and purity of nodes in trees
Table 5.2: Feature vectors of Player 10, compared to mean scores for attacking and
midfield players considering all matches.




0.02 3.10 0.45 0.08 0.12 2.70 0.70
Attacking
Mean Score 0.01 2.77 0.47 0.07 0.10 2.79 0.66
Midifield
Mean Score 0.02 3.58 0.54 0.08 0.13 2.67 0.77
they were incorrectly labeled by the automatic classification algorithm initially used, or
they changed their behavior along the match, according to events related to the success
of the team, as goals scored. To analyze the first situation, we used as an example of
misclassified player, Player 10 from Team A in Match 3. Originally, he was labeled as an
attacking player, but all four algorithms classified him as a midfielder. By analyzing the
PCA images described in Section 5.3.1 for all the measurements, we observe that either
this player is located near midfield players, or he presents a very different behavior from
the other attacking players, which indicates that in spite of being located in the attacking
zone, he behaves as a midfield player. The feature vector for this player is presented
in Table 5.2, and compared to the mean values found for attacking players considering
all matches. For some measurements, as centrality, efficiency and pagerank, Player 10
presents scores that are more likely to be classified in midfield players group.
The different behavior of Player 10 along Match 3 can also be observed in Figure 5.24.
This figure presents the graph visual rhythm images from Team A in Match 3 considering
three measurements: degree, diversity entropy, and pagerank. The figure shows that the
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player’s behavior is consistent along the match, as there are no breaks or color changes
for the line related to this player, for each image. The figure also shows that his behavior
is really different from attacking players, highlighted in red, which could explain his
classification as a midfielder. These graph visual rhythm images allow a different analysis
when compared to the table presented before. The measurement mean scores disregard
the particularities of each match. Figure 5.24 allows to compare the behavior of Player 10
in relation to his teammates, which may be preferred in his performance analysis, since
it privileges the spatio-temporal aspects of that particular match.
We summarize our findings from the conducted analysis as follows:
• Complex Network measurements are suitable for characterizing players’ behavior
according to their roles.
• By taking into account the results obtained by the machine learning algorithms, it
is possible to infer that automatic classification of players according to measures of
complex networks is feasible.
• Some measurements, such as efficiency, centrality, and degree seems to have better
performance in classification algorithms, while others, like entropy, vulnerability,
and pagerank seems to better characterize attacking players.
• Outlier players should be individually analyzed in order to find distinguished be-
haviors, when compared to teammates, considering the spatio-temporal aspects of
a particular match.




Figure 5.24: Graph Visual Rhythm images for three measurements considering Team A
of Match 3: (a) Degree, (b) Diversity Entropy, (c) PageRank. Lines highlighted in red
refer to attacking players.
Chapter 6
Conclusions
In this chapter we summarize the main contributions of this thesis, as well as the possi-
bilities of its extension.
6.1 Contributions
Sport analysis is a growing study area, which takes advantage of the big data made
available through the use of automatic monitoring systems. This big data have been used
to support the knowledge discovery process that might aid the definition of appropriate
match strategies and training programs for several sports, including soccer, a sport that
is very popular worldwide and that drives large volumes of money annually. In this
analysis, the task of combining both spatial and temporal data has been challenging
science to develop systems able to model, visualize, and analyze the dynamic nature
of this sport. Among its contributions, this thesis has investigated the use of complex
network measures for soccer match analysis based on the location of players and their
opponents along the match, which means, considering the spatio-temporal dynamics of
matches. The main goal was to support the knowledge discovery process by offering tools
for modeling, analyzing, and visualizing this kind of information.
This study was developed according to the research questions proposed in Section 1.2.
In the following, we address each research question raised, identifying scientific contribu-
tions developed:
• The first question was concerned with the investigation of which graph model
would better capture the spatio-temporal aspects of soccer matches based
on players’ location on the pitch. We addressed this question by proposing a
novel graph-based representation (Chapter 3), named Opponent-Aware graph, which
takes into account the location of opponents in instant graphs. This representation
considers both spatial and temporal information, since the physical locations of
the players (vertices of the graph) determine the existence of edges between them.
Since the edges represent the possibility of passes between teammate players, the
existence of very close opponents decrease the chance of occurrence of passes, or
make it very difficult to execute them. In this sense, we analyzed the complexity
of making passes decisions for highly marked players, like the ones in forward role.
89
CHAPTER 6. CONCLUSIONS 90
Performed analyses based on professional soccer matches demonstrated that the
proposed graph representation is effective for match characterization. Following
this approach, we also discussed the relationship among diversity entropy measure
and the possibility of performing passes. This measurement was used to characterize
the possibility of passes.
• Another research question concerned the identification of which information vi-
sualization approach would be suitable for supporting the analysis of
temporal changes in dynamic graphs. To address this question, we introduced
a novel visualization approach (Chapter 4), the graph visual rhythm representation,
a compact visual structure to encode changes in temporal graphs, making it a suit-
able solution to handle large volumes of data. We demonstrated its applicability
in several usage scenarios concerning the analysis of soccer matches, whose vari-
ous dynamic aspects were encoded into temporal graphs. The graph visual rhythm
analysis was developed through the implementation of a visual analytics tool.
• Those scenarios exploited in the Chapter 4 also addressed another proposed research
question related to the identification of which complex networks measurements
better characterize events of interest in soccer matches. Through the use of
graph visual rhythm, we demonstrated that events of the match, attacking/defensive
moments were evidenced.
• The remaining question, which refers to the investigation of which complex net-
works measurements better characterize the players’ role. This question
was addressed in Chapter 5. We presented the anlaysis of seven complex network
measurements used as features vectors associated with players. We also proposed a
classification system that considers players’ feature vectors to determine their roles
as defenders, midfield, and forwards. Classification results demonstrated that the
use of measurements was quite effective in determining players’ role, especially for
the Nearest Neighbor, Support Vector Machines, and Random Forest classifiers. We
believe that these findings open new opportunities related to the investigation of the
use of complex network measures for characterizing multiple graphs over time.
In summary, the main contributions of this work are:
1. The proposal of framework for the analysis of soccer matches based on the use of
graph-based representations and complex-network measurements.
2. The proposal of a graph-based representation, named opponent-aware graph, which
takes into account the location of opponents. Performed analyses based on pro-
fessional soccer matches demonstrated that the proposed graph representation is
effective for match characterization. Furthermore, we were able to demonstrate
that there exist a moderate correlation among the frequency of passes and the di-
versity entropy scores of the different players. We also demonstrated that diversity
entropy scores are useful to characterize the roles of attacking players. We believe
that these findings open new opportunities related to the investigation of the use of
complex network measures for characterizing multiple graphs over time.
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3. The proposal of the graph visual rhythm representation, a compact visual structure
to encode changes in temporal graphs, making it a suitable solution to handle large
volumes of data. We demonstrated its applicability in several usage scenarios con-
cerning the analysis of soccer matches, whose several dynamic aspects are encoded
into temporal graphs. We also proposed a soccer analytics visual tool intended to
highlight aspects of the game.
4. Identification of suitable complex-network measurements for the analysis of complex
spatio-temporal patterns of soccer matches.
The main hypothesis that guided this study was: Temporal graphs and associated
complex-network measurements are effective to model the spatio-temporal dynamics of
soccer matches and potentially improve soccer matches analysis. We showed that the
proposed instant Opponent-Aware graphs are suitable for the spatial representation of
players on the pitch, and that the extraction of features (complex network measurements)
from the graphs’ vertices can accurately characterize players role and events of interest of
the match. We believe, therefore, that the raised hypothesis was confirmed.
6.2 Research Limitations
Some limitations already identified of the conducted study are summarized in the following
and may be addressed in future work:
• This study is based on the use of spatio-temporal information of soccer matches.
Tests with sample rates between 20 Hz and 30 Hz were performed, although, sample
rates lower than these values may impact the results obtained.
• In addition, the impact of replacing players during the matches were not considered.
This analysis can provide interesting insights about the dynamics of games.
• All players were considered in the graph extraction process, including goalkeepers.
The positioning of the goalkeeper can add bias in the analysis of the results, since
most of the time, the goalkeeper does not participate actively in the construction of
the plays.
• The use of other graph representation of even the use of different thresholds for the
edge removal step in the Opponent-Aware Graph construction approach can impact
the results of the complex-network measurements. All the measurements consider
existing edges connected to vertices, which are directly dependent on the threshold
value used for edge removal. The use of other graph representation can lead to
different conclusions in the analysis of passes and performance of players as well.
6.3 Future Work
This research opens novel opportunities for investigation like:
CHAPTER 6. CONCLUSIONS 92
• The use of several image processing algorithms to highlight important patterns
in temporal graphs. We plan to follow this research venue in our future work.
We also plan to incorporate matrix reordering methods [9] aiming to improve the
identification of changing patterns in graph visual rhythm representations.
• The implementation of suitable visualization, considering graph visual rhythm im-
ages, to handle players’ substitutions in a match.
• The evaluation of graph-based complex network measurements to characterize mo-
ments of interest like the attacking/defense transition, or defensive strategies poorly
performed.
• By taking into account the characterization of players by means of a feature vector
of complex network measurements, we propose, as future work, the analysis of how
players change their roles in specific periods (e.g., with and without ball possession),
verifying the impact of the opponent’s tactical strategies in the team’s performance.
• Another research venue refers to the mining of frequent subgraphs over time, with
the objective of assessing the most used organization patterns on the pitch for each
team during attack/defense actions.
• Given the analysis framework proposed in this study, some natural extensions are
possible considering its different steps, such as:
– The investigation of different graph models, based for example on the distances
among players, or complete graphs as basis for edge removal, considering the
opponents’ position.
– The evaluation of other complex network measures [34] in soccer match analysis
based on players’ locations over time.
6.4 Published Papers
This study has resulted in the following papers:
• The concept of Opponent-Aware graph computation, presented in Chapter 3, was
presented as a poster, Utilizando Redes complexas para Análise de Jogos
de Futebol [94] in the XVII Congresso Brasileiro de Biomecânica, Daniele Cristina
Uchôa Maia Rodrigues, Felipe Arruda Moura, Sergio Augusto Cunha, and Ricardo
da Silva Torres.
This work was recipient of a honorable mention award.
• The content of Chapter 4 is based on the published full article: Visualizing Tem-
poral Graphs using Visual Rhythms – A Case Study in Soccer Match
Analysis [95]. Daniele Cristina Uchôa Maia Rodrigues, Felipe Arruda Moura, Ser-
gio Augusto Cunha and Ricardo da Silva Torres. In the Proceedings of the 12th In-
ternational Joint Conference on Computer Vision, Imaging and Computer Graphics
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Theory and Applications – Volume 3: IVAPP, (VISIGRAPP 2017), ISBN 978-989-
758-228-8, pages 96-107. DOI: 10.5220/0006153000960107.
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