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1. はじめに 
近年，様々な分野で大量のデータから有用な知識を発掘
するデータマイニングが行われている．これまでに，ニュ
ーラルネットワークや SVM(Support Vector Machine)，アン
サンブル学習やランダムフォレストなどの高性能な分類
器が考案されてきた．しかし，精度が向上するにつれて分
類器は複雑になり，理解性に欠ける．一般に，ルールの理
解性と分類器の精度は相反するものとして捉えられてい
るが，本来これらの両立が望ましいことは当然である． 
ルールの解釈が容易な相関ルールを利用した Emerging 
Pattern(以下 EP)[1][2]は，C5.0 などこれまでに考案された
分類器と遜色ない精度を示し，その有効性が示されてきた．
しかし，そのパターン数は多い．本研究室では，特徴的ル
ール導出手法のカスケードモデル[3]を提案している．こ
れはクラス相関ルールの拡張であり，単一パラメータでル
ールの識別力を定量化し，それを用いてルールを最適化す
るため出力ルール数は相関ルールやEPに比べ1/10～1/100
と少なくなる．しかし依然として出力ルールは数十個あり，
全てのルール視察には負担がかかる．また，分類器になっ
ていないため新事例に対するクラス値の予測ができない． 
本研究では高精度で現実的に視察可能な少数ルール群
を導出し，高性能な分類器の構築を行う． 
2. カスケードモデル 
カスケードモデルは頻出 itemset のラティスを構築し，
ラティス内で識別力の高いリンクをルールとして提示す
る．ルール識別力の表現は，式(1)に示すBSS(Between groups 
sum of squares)を用いる．ただし，n は支持事例数を表し，
p(a)はその属性が値 a を取る確率である．また添え字 U，
L は，ラティスの節点の上側(upper node)と下側(lower node)
に対応する． 
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表 1 のサンプルデータに最小支持度 4 を与えたとき，カ
スケードモデルは Apriori アルゴリズムにより図 1 のアイ
テムセットラティスを構築する．ただし BSS によるリン
クの枝狩りにより実際はより小さなラティスを構築する
が，ここでは省略する． 
表 1  サンプルデータ 
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図 1  アイテムセットラティス 
 
例えば図 1 のアイテムセットラティスにおいて，node [ ]，
node[a2]間のリンクに注目すると，図 2 のルールが得られ
る．ルールの前提条件は upper node [ ]，主条件はリンクに
付加されるアイテム[a2]となる．また，帰結部は目的変数
と付加相関の分布変化と BSS が記載される．ただし，付
加相関は説明変数群で主条件適用前後の分布が大きく変
化するものとする．  
 
 
 
 
図 2 カスケードモデルのルール表現 
3. Emerging Pattern 
Itemset における目的変数のクラス別サポート数の比を
計算し，どちらかのクラスに分布が偏るものを EP と呼ぶ．
パターンの特徴度は，次に示す GrowthRate(GR)を用いる．
sup_y(X)，sup_n(X)はそれぞれ目的変数値が y/n のデータ
セットに対する itemset X のサポート比を示す．  
  sup_y(X)/sup_n(X) 
GR(X) =   0 if sup_n(X)=0 and sup_y(X)=0 
∞ if sup_n(X)=0 and sup_y(X)≠0  
表 1のサンプルデータでGR を求めると以下の様になる．  
(1) { (A=a2) }  sup_y(X2)=5/5，sup_n(X2)=0/3 
 ∴ GR(X2) = (5/5)/(0/3) = ∞ 
(2) { (B=b2) }  sup_y(X3)=1/5，sup_n(X3)=2/3 
 ∴ GR(X3) = (2/3)/(1/5) = 3.33  
この例で，itemset{(A=a2)}は GR が∞で Z=y に特徴的で
あり，itemset{(B=b2)}は GR が 3.33 で Z=n に特徴的な EP
である．一般的には，閾値(default:1.0)を上回る EP を抽出
し，分類ルールの候補として採用する．実際に GR 順にル
ールを適用すると，表 1 のデータから 21 ルールが導出さ
れ，精度 75.0%の分類器が構築された． 
4. ルール群最適化 
本研究では，2 種のルール群最適化手法を提案する．一
つはルールの新規性に注目したルール優先度によるルー
ル選択，他方は広範囲に最適解を探索する Genetic 
Algorithm(以下 GA)によるルール選択である．これに第 2
節，3 節で述べた 2 種のルール導出法(カスケードモデル，
EP)を組み合わせ，表 2 に示す 4 種の分類器を構築し比較
を行う． 
表 2 ルール導出手法とルール群最適化手法の組み合わせ 
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4.1. ルール優先度による選択 
図 3 の四角形は，あるデータセットの事例全体を現して
いる．目的変数は T と F の値を取り，その分布に対応し
て四角形が左右に区切られている．図 3(a)は，既得ルール
Rule1 がサポートする事例を示す．候補ルールとして，図
3(b)の Rule2，図 3(c)の Rule3 が挙げられるとする．このと
き，次に Rule2，3 のいずれを採用するべきであろうか．  
 
 
 
 
     (a) Rule1 
 
 
 
 
(b) Rule1+Rule2            (c) Rule1+Rule3 
図 3 ルールによる事例サポートの様子 
 
Rule2 は目的変数の分類識別力は高いが，そのサポート
事例の多くが Rule1 で既にサポートされている．一方
Rule3 は，目的変数の分類識別力は低いものの，そのサポ
ート事例の多くが Rule1 でもサポートされておらず，新規
性の高いルールである． 
この問題を解決するため，ルールの新規性と分類識別力
を取り入れたルール優先度を設定する必要がある． 
新規度(novelty)を，ルールがサポートする事例中でサポ
ートされていない新規事例の割合とする．ルールの分類識
別力として，ルール強度(strength_CM，strength:EP)を以下
式(2)，式(3)に定義する．  
 
     (2) 
 
     (3) 
 
上で定義した novelty と strength に事例数をかけ合わせ
て，ルール優先度(priority)を式(4)のように定義する．優先
度が最も高いルールを選択し，ルール群へ付加する． 
 
     (4) 
 
ルール群への付加が行われる毎に新規度の更新を行い，
候補ルールの新規度が最小閾値(default:0.1)を下回らない
限りルール選択を繰り返す．分類予測の際，テスト事例が
ルール群のどのルールにも支持されない場合は，データセ
ット全体の majority によって予測値を得る． 
4.2. Genetic Algorithmによる選択 
GA は，解の候補を遺伝子で表現した個体を複数用意し，
適応度の高い個体を優先的に選択して遺伝的操作を繰り
返しながら解を探索する手法である．遺伝的操作は二点交
叉と突然変異を用いる．GA によって候補ルールから最適
なルール選択状況を導出し，分類器に適用する．評価関数
には精度を用い，パラメータは以下の値を用いる． 
表 3 GA パラメータ 
世代数 20 
個体数 50 
交叉率 0.9 
突然変異率 0.1 
5. 計算実験 
提案手法をプログラミング言語 Python により実装し，
精度とルール数の比較を行った．実験データとして，UCI 
Machine Learning Repository に収められている Mushroom
など 16 種類のデータセットを用いる．またシステムのパ
ラメータとしては default 値を用いるが，最小支持度，BSS
の threshold，GR の threshold はデータセットによって最適
値が異なるため，パラメータを変化させながら最も良い結
果を用いることにする． 
ここでは 16 種のデータセットのうち 6 種に対する結果
を示す．表 4 が精度比較結果，表 5 がルール数比較結果で
ある．4 種の手法に加え決定木(C5.0)の結果を付記した．
なお，精度は 10-fold Cross Validation で算出した．   
表 4 精度比較結果 
 
 
 
 
 
表 5 ルール数比較結果 
 
 
 
 
 
表 5 より，カスケードモデルからのルール優先度による
ルール群最適化が最も安定して少数ルール群選択を行え
ていることがわかる．また表 4 より，その精度は他の分類
手法と比べて遜色ない．他の 10 種のデータセットに対し
ても同様のことが言えた．GA ついて，精度は比較的高い
が，ルール数は非常に多い． 
6. まとめ 
本研究では，少数ルール群選択による高性能分類器の構
築を行った．特に新規度を考慮したルール優先度によるル
ール最適化が，現実的に視察可能な少数ルール群の選択に
成功しており，また高精度な分類を行えていた．一方，本
研究の課題として以下の点があげられる．  
・目的，説明変数が数値属性の場合に対応していない． 
・GA の最適化戦略に改良を要する． 
・ルール群最適化手法，中でも GA のための計算時間がボ
トルネックとなっている．  
今回 GA の評価関数として精度を用いたが，ルール数が
少ない時により高い評価が得られる評価関数の設定が必
要である．また初期収束に対応し，ルール数が必然的に少
なくなるようなパラメータの設定と改良が必要である． 
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