Introduction
For a univariate function given by its Taylor series expansion, one can construct a continued fraction expansion with the algorithm of Viscovatov. This continued fraction expansion can also be obtained as the limiting value of a Thiele interpolating continued fraction. For a multivariate function a Viscovatov-like algorithm for the construction of a branched continued fraction expansion was developed independently by Murphy and O'Donohoe [lo] and by Kuchminskaya [5] . On the other hand, multivariate inverse differences to construct Thiele interpolating branched continued fractions were introduced independently by Kuchminskaya in [6] and by the authors in [3] . It is the purpose of the present paper to show the link between these two approaches in the multivariate case: we introduce multivariate reciprocal differences so as to obtain the branched continued fraction expansion as the limiting value of the Thiele interpolating branched continued fraction. Let us point out that multivariate reciprocal differences and their limiting values were already introduced by Siemaszko [12] for another type of branched continued fraction than the one we shall consider here. For a review of the different generalizations of the univariate interpolating and corresponding continued fraction to the multivariate case we refer the reader to PI or PI.
Univariate case
Let us first briefly review the univariate theory. Let f(x) be a univariate function and X(m) = (x0, Xl, x2, . . . } a sequence of distinct real points. If we compute inverse differences for The recursive scheme for the values G,(u) is well-known:
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Thiele interpolation and Viscovatov's algorithm for multivariate functions
We restrict ourselves to the bivariate case in order to simplify the notation. Given two sequences of distinct real points xCrn) = {x0, xi, x2, . . .} and y(") = { y,, y,, y,, . . . } and a bivariate function f(x, y), many types of interpolating branched continued fractions (BCF) for f( x, y) can be constructed, depending on the way in which N2 is enumerated [1, 2, 8] 
we can compute the coefficients +Ju, v) using a Viscovatov-like algorithm. To this end we adapt the formulas given in [5, 10] so as to match the BCF (8) . For a discussion of the existence and uniqueness of (8) we refer to [5, 10] . We assume throughout the text that the conditions to guarantee existence and unicity of the continued fraction expansion (8) 
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( w As indicated further the coefficients $Q~(u, u) can be chosen such that a series expansion for fk(x, y) is of the form
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while gk(x) and h,(y) can be written as
Equating coefficients in formula (9a),
we obtain for i, j > 1,
and doing the same with (9b)
we find for k > 2 and i, j >, 1,
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The values $lk( U, u) and c#B~/( U, u) for I > k, k >, 0 can be computed from the knowledge of the dCk) and eCk), where d!') = ~$1 and ej") = c$' for i, j > 1, by applying the univariate &covatov-algorithm (5) to the series (10a) and (lob). To illustrate this technique we consider the following simple example. Take In this case (u, u) = (0, 0) and since the problem is completely symmetric we need only compute the coefficients &( u, u) for I>, k and k 2 0. Using the formulas (11) we find +,,(u, u> = 1,
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Multivariate Thiele continued fraction expansion
As mentioned above we shall now present a scheme to derive the +,k( u, u) analytically using a method analogous to Thiele's method for the univariate case. We shall therefore first rewrite the bivariate inverse differences of f(x, y) as univariate inverse differences of univariate functions related to f(x, y). For the reader familiar with [12] we point out that there Siemaszko considers N2 as a union of horizontal (or vertical) lines and so his bivariate reciprocal differences are essentially univariate in nature. In our paper N2 is considered as a union of prongs. Going from one prong to the next one involves both coordinates and this will have its implications when introducing bivariate reciprocal differences related to the bivariate inverse differences (7). The following notations will be used throughout the paper to indicate finite subsequences of x(O") = (x0, xi , . ..} and y(")= {y,, yi, . ..}. The bivariate reciprocal differences are thus defined by means of univariate reciprocal differences for the functions d,(x; x(~-~), yCk') and ek(y; xCk), yCkP2)) given by (13). The following properties can therefore easily be checked. and the properties of univariate reciprocal differences. Let us now again turn to the problem of computing the bivariate inverse derivatives c#I,,~( U, v) in (8) . We still assume that the function f(x, y) is formally given by its bivariate Taylor series expansion. We can write, for k >, 1 and 12 k By induction we can show the following lemma. This result will enable us to write down the bivariate inverse derivative as a univariate inverse derivative, but computed for a limit function. 
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Lemma.
dk(X; U, V) =
If the functions dk(x; U, u) and e,(y; u, u) are known, the relations (16) say that the computation of the +[,k( u, u) is essentially reduced to a univariate problem. Indeed, if we apply the univariate scheme (4) to f(x) = dk(x; U, U) we find for k 2 1
and for I> k
It would be nice if we could rewrite this last expression in terms of bivariate reciprocal differences. By a reasoning completely analogous to the one used to derive Lemma 1, we have 
In this way, for k > 1 and 12 k + 1, 
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k-l With this computation scheme for the coefficients +k [(u, u) it is possible to construct the BCF expansion (8) for f(x, y) as the limiting value of the'interpolating BCF (6). However, it should be obvious that there is no guarantee that the constructed BCF expansion will actually converge to the function f(x, y). For convergence results we refer the reader to [7] .
I-k+1
We shall illustrate the technique introduced here by applying it to the function f(x, y) = e"+J'. On the 0th prong we find with (u, u) = (0, 0): 
