Abstract. The decision to use reverse mortgage is influenced by a myriad of factors among which some are behaviourally related. Identification and validation of these behavioural factors are necessary to be able to objectively explain their interrelationships and effect on individual's decision to use the product in the future. This paper reports a pilot survey result that aimed at validating a questionnaire designed specifically to collect data on the behavioural factors that might likely influence individual's intention to use reverse mortgage in the future. Using a convenient sampling strategy, a total number of 102 sampled respondents were used in the study. The data were analyzed with the aid of the Statistical Package for the Social Sciences (SPSS) version 23 where a factor analysis and reliability analyses were conducted. The result revealed that out of the 53 items that originally formed the questionnaire items, only 41 were retained. A total of 10 components emerged from the data which were named in accordance with their underlying constructs. All the factor loadings in reported satisfied the acceptable threshold of .50. The reliabilities of the items and the respective scales were also within the acceptable range of .70. It was therefore concluded that the questionnaire was reliable and can be used for the purpose to which is was designed for.
INTRODUCTION
Reverse mortgage is a financial product that allows elderly homeowners aged 62 years and above to liquidate the accumulated housing equity in their primary residential homes to enable them address various financial needs that might arise during their remaining life. The product is considered an innovative means to tackle the risk of financial insecurity in old-age. Previous studies mostly conducted in United States have shown that the product have market potential to provide millions of older people additional income to fulfil their financial needs [18, 23, 24, 30, 31, 32, 34, 39] . Despite these promising potentials, the mismatch between projected demand and actual market demand for the product persist. Researchers and experts have severally commented on the possible reasons behind the identified wide gap between the actual demand and the hypothesized reverse mortgage product demand [5, 7, 9, 13, 17, 22, 41, 26, 33] . Review of these studies indicated that demand for reverse mortgage is affected by a combination of institutional/political, economic, socio-cultural and behavioural factors [2, 3, 4, 7, 19] . Emphasizing on the behavioural factors, Authors [26] proposed a theoretical model that included six underlying constructs as the determinants of behavioural intention to use reverse mortgage. Therefore, in an attempt to validate the constructs in the model, this paper reports the result of a pilot survey with the view of determining the dimensionality and reliability of the underlying behavioural factors that could potentially affect individual's intention to use reverse mortgage in the future.
Overview on Exploratory Factor Analysis (EFA)
The purpose of conducting factor analysis is to discover the underlying constructs or dimensions in the dataset [16] while reliability analysis measures the performance of the construct. The EFA was conducted following the five methodological steps explained by [10] . These steps involve a series of iterative process that are interrelated to one another and involved evaluation of data suitability for EFA (measure of sampling adequacy), factor extraction method, factor retention method, selection of rotational method and interpretation and labelling [36] . Ensuring sampling adequacy is one of the important steps in EFA. There are arguments on what constitute adequate sample when EFA is considered as analytical tool. Some researchers use the minimum number of cases criterion while others are inclined towards cases-to-variable ratio criterion [1] . In the case of the minimum number of cases criterion, many rules of thumbs had been advanced. Authors [6] considered 50 cases as very poor, 100 cases as poor, 200 as fair, 300 as good, 500 as very good and 1000 and above as excellent sample sizes in EFA. Authors [22] argued that in conducting an EFA the number of observations must be greater than the number of variables and that a sample size of 100 is considered adequate. In respect of the cases-to-items criterion, authors had suggested the ratios of 20:1; 10:1; 5:1 rule of thumbs as the appropriate ratio for EFA [28] . However, the ratio criterion had severally been criticized [1] . Instead, [14] suggested that determining the required sample size in EFA should be based on the strength of the relationship between the factors and the items. Based on this argument, they operationalized the relationship as follows: -if factors have four or more items with loadings of 0.60 or higher; then the size of the sample is not relevant; -if factors have 10 to 12 items that loads moderately (.40 or higher), then a sample size of 150 or more is required; -if factors are defined with few variables and have moderate to low loadings, a sample size of at least 300 is needed [1] .
Supporting this argument, [10] indicated that with a sample as low as 100 cases, a stable solution can be obtained when three or four items have higher loadings of .70 and above. Therefore, being a pilot survey, a total number of 102 samples were used for this analysis. This number meets the recommended minimum sample size advanced by [22] .
Having established the factorability of the dataset, the next step in the factor analytical process is to determine the factor extraction method. Factor extraction involves the task of choosing the most suitable factor analysis method from series of alternative methods in order to ensure the selection of an optimum method that explains the dataset substantially. There are various factor extraction methods from which a researcher can choose when conducting factor analysis: principal component analysis (PCA); principal axis factoring (PAF); maximum likelihood (ML); alpha factoring etc. with each having its own peculiarity and requirements. The PCA and the PAF were identified as the most widely used methods among all the methods [40] . However, there are arguments whether PCA is a factor analysis technique or not. For instance, [28] argued that PCA is a mere data reduction technique and it is not suitable when the goal of the analysis is to detect structure or pattern within a given dataset. On the other hand, PAF is considered the appropriate factor analysis technique when the goal is to detect the underlying latent constructs from many variables. Notwithstanding, others believed that the results of the two converges [37, 38] . In this respect it was advocated that the researcher should apply both methods so that the best result that most accurately depicts the research goal is chosen [1] .
The initial extraction of factors in factor analysis displays results with as many factors as the number of variables in the dataset. However, only a few factors would be considered for retention for further analysis and interpretation. Different criteria have been devised to guide the researcher in making the decision about the number of factors to be retained from factor analysis [10] . Researchers often resort to the use of Kaiser Criterion, scree plot test, variance extracted, or parallel analysis criterion when making decision on the number of factors to be retained [1, 10] .
The Kaiser Criterion has been identified as the most widely used method among researchers [1, 28] . It involves computing the eigenvalues for the correlation matrix of the dataset to determine how many of these eigenvalues are greater than 1 which is then used as the cut-off point for the number of factors to be retained [10] . However, the method has been criticized as being too arbitrary and it is prone to over-factoring and/or under-factoring as the case may be [10, 28] .
The scree plot test involves plotting a graph of the eigenvalues and then examining it to identify the point at which the bend breaks or flattens out. The number of factors retained is usually determined by the number of data points that occurred above the break-point [28] . However, identification of the cut-off point that determines the number of extracted factors has been criticized as being subjective [1, 28] . Notwithstanding, with the presence of strong common factor the scree plot test is considered to functions well [10] . Another method of determining number of factors to retain is variance extracted method. The criterion involves retaining factors that explains certain percent of extracted variance [1] . The decision rule for acceptable percentage benchmark is, however, a subject of debate among researchers. Whereas some suggested as low as 50 percent explained variance as acceptable, other argued that the variance explained should be 75 percent and above [1] . The parallel analysis method is considered the most appropriate method to decide the number of factors to retain in factor analysis [36] . The procedure involves comparing the actual eigenvalues obtained from the working data with the eigenvalues expected from a completely random sample. The decision rule is to retain the factors whose eigenvalue is greater than the eigenvalues expected from the random data [10, 40] . However, the method was also criticized as being arbitrary in the choice of the factors as any factor with eigenvalue that falls marginally below the expected eigenvalue is not considered [10] . In order to avoid bias in the factor retention decision, the use of multiple criteria was advocated [11] . The next step in the factor analytic process is the choice of rotation method. The main goal of rotation in factor analysis is to simplify and clarify the structure of the data [28] . There are different types of rotation that can be performed in factor analysis which broadly categorized into two: orthogonal rotation and oblique rotation. The orthogonal rotation (varimax, equamax, quartimax) is used when no correlation among factors is assumed while the oblique rotation (direct oblimin, quartimin and promax) is used when the researcher assumes correlation among the factors [10, 11, 28] .
The final step in the factor analysis process is the interpretation and labelling the retained factors. The process involves assigning name for a given factor in order to reflect its theoretical or conceptual meaning it is intended to convey [36] .
METHODOLOGY
The indicators that measured the seven (7) constructs were generated through literature review and by modifying the original statements in the TPB questionnaires to reflect the peculiarity and suit the context of the present study. The questionnaire was designed in a Likert-scale type rating scale. This scale type is chosen because of it provides ordinal level measures of multipleindicator measurements of behavioural, attitudinal and psychological concepts which provide greater flexibility for data analysis [20] . Moreover, many studies have used Likert-scale to assess beliefs, attitude and behaviour [12] . The questionnaire contained a total of 53 items measuring the seven constructs. The questionnaire assessed the intensity and direction of respondents' agreement or disagreement with series of statements that measure Attitude (ATT), social influence (SI)' perceived ability (PA); bequest motive (BM), and sense of place attachment (SPA) on a five-point "strongly disagree" (1) to "strongly agree" (5) scale. Reverse mortgage use intention (RMUI) was assessed using a five-point rating scale of "extremely not willing" (1) to "extremely willing" (5) while financial behaviour (FB) was assessed using a five-point rating scale of "never" (1) to "always" (5) . The questionnaire was self-administered to 102 households in Parit Raja District of Batu Pahat, Johor using the convenience sampling strategy. All questionnaires were retrieved and used for the analysis. The collected data was analysed using the Statistical Package for Social Science (SPSS) version 23.
RESULT AND DISCUSSION

Data suitability for EFA
The suitability of the dataset for EFA was evaluated by examining suitability of the dataset for EFA was evaluated by examining the correlation matrix of the variables, the Kaiser-Mayer-Olkin (KMO) Measures of Sampling Adequacy and the Bartlett's Test of Sphericity as recommended by [40] . The decision rule applied in assessing the correlation matrix is to examine the determinant. A non-zero determinant indicates that, at least, a factor can be extracted from the dataset [1] . On the other hand, best practice among researchers recommends the KMO value to be greater than .50 while the Bartlette's Test statistic should be less than .05 [21, 29, 40] . Table 1 shows the determinant, KMO and the Bartlett's statistics from the analysis. As revealed by the result, the determinant of the correlation matrix is 1.15E-020 which is a nonzero, thus indicating that, at least, one factor can be extracted from the dataset. To test whether this value is statistically different from zero at p=.05, the Bartlette's Test of Sphericity is required. The result confirmed that the determinant is statistically different from zero (p=.000).
The KMO returned a value of .750 which also falls within the recommended threshold. Based on these criteria, it can be concluded that the dataset is suitable for EFA.
Factor extraction and rotation method
The extraction follows an iterative procedure where the analysis was conducted 13-times before arriving at a simple solution. The process was conducted using the PAF method with Direct-Oblimin rotation option. The choice of this method was informed by the fact that the main goal of conducting the factor analysis is to identify the underlying constructs that best represent the original variables in the dataset. Identifying the latent constructs will provide a manageable representative data without substantially losing the inherent characteristics of the original data. PAF is considered the appropriate factor analysis technique when the goal is to detect the underlying latent constructs from given number of variables [37, 38] . Other specifications involve the suppression of factor loadings to .50 such that only variables that load .50 or higher would appear in the output. This was based on the recommendation of [21] who suggested that factor loadings can be suppressed to as high as .50. A total number of 14 variables that either substantially cross-loaded or were freestanding (not loading on any factor) were removed from the analysis. Table 2 shows the 10 extracted factors that resulted from the analysis.
Factor retention criteria
Multiple criteria were used to decide the number of factors retained in the present analysis. This is to ensure the retention of "optimal" number of factors. By using multiple criteria, the risk of substantial data loss because of under-factoring was hopefully avoided. In the same vein, the risk of including extraneous factors as a result of overfactoring was likely avoided too. Factor retention decision was based on scree-plot test, the Kaiser Criterion and parallel analysis. Figure 1 shows the scree-plot generated from the data.
Figure 1 -Scree-plot Test
By visual observation the point where apparent break occurs in the graph is at the point where the horizontally inclined line crosses the vertical line. This point coincided with the number 11, which represents the 11th factor in the series. Authors [40] and [11] , explained that factors that occurred above the elbow or point of inflexion should be retained in the scree-plot test. Therefore it is considered that 10 factors can appropriately be extracted for further analysis.
To compliment the scree-test method, the Kaiser Criterion was also used to determine the number of factors to retain. Table 2 shows the eigenvalues of the first 10 factors extracted from the analysis.
The total eigenvalue for 8 out of the 10 factors were all above 1 which is the Kaiser's benchmark for factor retention. The 9th and the 10th factors both yielded values that were less than 1. Strictly following the Kaiser Criterion, only 8 factors should be retained. However, [15] cited in [11] criticized the Kaiser Criterion as being too strict and suggested that factors with eigenvalue as low as .70 should also be retained. Following this argument, 10 factors were retained based on the Kaiser criterion. In addition, parallel analysis was conducted to compare the result from the previously mentioned methods. Lamentably, there is no in-built provision for conducting parallel analysis in the popular software use for factor analysis such as the SPSS; however, the analysis can be conducted using a sort of Monte Carlo simulation. Using a specialized syntax written by O'Connor, (2000) the parallel analysis was executed. Table 3 shows the truncated output obtained from the analysis. The result indicated that from factor 1 to factor 6, the eigenvalues of the original data exceed that of the generated random data while the remaining eigenvalues of the original data were all below the generated eigenvalues of the random data. This indicates that only 6 factors should be retained. However, considering that this is an exploratory study that aimed at detecting the structure of the data and refining a questionnaire that would be used in the full-scale study, 10 factors were retained as indicated by the previous methods. This is to avoid the issue of losing important information which might be required in the research.
factors solution
Interpretation and labelling of factors
The final step in the factor analysis process is the interpretation and labelling the retained factors. The process involves assigning name for the given factor to reflect its theoretical or conceptual meaning it is intended to convey [35] . Table  4 shows the questionnaire items and their loadings on the extracted factors. As shown in the Table the items that load highly on factor 1 were statements that express respondents' willingness to use reverse mortgage in the future, hence the factor can conveniently be labelled "Reverse Mortgage Use Intention (RMUI)". Four items loaded highly on factor 2. The questions associated with these items asked the respondents to indicate who could likely influence them when they are contemplating entering into reverse mortgage contract. As shown in the table all the four items relate to family, therefore factor one was labelled as "Family Influence (FI)". Factor 3 has three items that loaded highly on it. The items related to a question that asked the respondents to indicate the frequency at which they performed some listed financial activities. As indicated in the table, all the three activities coincided with savings, thus the factor was named "Savings Motive (SM)". The fourth factor constitutes of items from a question that test the respondents' reactions about bequeathing their properties to their families. The four items that loaded highly on this factor inclined towards dynastic behaviour, hence the factor was named "Dynastic Bequest Motive (DB)". With regards to the factor 5, the three items that loaded highly on it, formed part of a question that measured the respondents' perception about the idea of reverse mortgage. All the three items tend to portray reverse mortgage product as useful, therefore the factor was labelled "Perceived Usefulness (PU)". Factor number 6 contains eight items that dealt with a question that measured the respondents' sense of place. This factor was tagged "Sense of Place Attachment (SPA)". Factor 7 contains items related to a question that measured the respondents' opinion about their capability to engage in reverse mortgage transaction. A look at the statements from these items, it can be concluded that they can conveniently be labelled as "Perceived Ability (PA)". The items that load on factor 8 relates to the same question asked about factor 2. Examining the statements shows that the items reflect the influence of other people external to the respondent on decision to enter into reverse mortgage transaction in future, hence the factor is labelled "Community Influence (CI)". Other three items that relate to the question that measured the respondents' financial behaviour load highly on factor 9. Examination of the statements reflects respondents' behaviour with respect to insurance. Therefore, the factor was named "Financial Planning (FP)". The items that load on factor 10 also belong to the question that tried to measure the respondents' opinions on bequest. The statements indicated that the factor can conveniently be labelled "Selfish-Lifecyle Bequest Motive (SB)". Table 4 shows the factors and the respective items that loaded on them. Continuation The factor loadings range from a minimum value of .525 associated to RMUI factor to a maximum of .957 associated with SPA factor. Similarly, all the reported communalities are high (.580-.911) which is an indication that the factors are sufficiently explained by the loaded items [11] .
Reliability analysis
Having established the number of factors to be retained it is recommended that the reliability of the items and their respective constructs be examined.in order to establish the validity of the questionnaire scales. In this section the reliability of the constructs was tested using the Cronbach's Alpha method. The acceptable threshold for scale reliability is .70 and above although .60 is also regarded as acceptable when the study is at its exploratory stage. Similarly, another important statistic usually examined is the corrected itemtotal correlation. This measures the internal consistency of the scale and value of .30 and above is recommended [11] . Table 5 show the result of the reliability analysis. The reported Scale's Cronbach's Alphas indicated that all the scales are reliable. Bequest. The result of reliability analysis showed that all the scales were reliable which therefore lead to the conclusion that the questionnaire can be used to gather information from the larger sample in the main survey.
