The Active Appearance Model (AAM) is a class of deformable models, which, in the segmentation process, integrates the priori knowledge on the shape and the texture and deformation of the structures studied. This model in its sequential form is computationally intensive and operates on large data sets. This paper presents another framework to implement the standard version of the AAM model. We suggest a distributed and parallel approach justified by the characteristics of the model and their potentialities. We introduce a schema for the representation of the overall model and we study of operations that can be parallelized. This approach is intended to exploit the benefits build in the area of advanced image processing.
Introduction
The Active Shape Model (ASM) and Active Appearance Model (AAM) were proposed by [1] as two of the more sophisticated deformable models. These models have proven very successful results in the field of image segmentation. These models are applicable to a wide variety of problems and give a useful framework for automatic complex image interpretation, especially for facial and medical image analysis [2] [3] [4] [5] [6] [7] . Until now, ASM and AAM have been treated as two independent methods in most cases, even though they share some basic concepts, such as the linear shape model and the same linear appearance model. Both approaches require an initial statistical shape model for their implementation, and the quality of this initial model is a prime determining factor in ensuring the quality of the final system. The ASM and AAM models are often implemented in a MATLAB environment [1, 3] . In theory, they are robust and their implementation is rarely easy [8, 9] , as they require careful attention being paid to the entire process. The majorities of developed systems [6, 7] are not fully automatic and are computationally intensive. They are costly and their performance depends on the size of the image database, the images quality, image annotation, etc. Furthermore, these applications are developed in a mono site. The database image and the analysis or search algorithms are both in the same system.
We propose in this paper, to theoretically apply a distributed and parallel approach, which is justified by studies on various model properties.
The rest of this paper is structured as follows: we present a brief introduction of the AAM method in Section 2. In Section 3, we present an initiative for the parallelization of the AAM model. In Section 4, an approach for parallelization is presented and focuses on the parallelization of the first operations of the model. In Section 5, we describe the components of distributed and parallel schema of the AAM model. In Section 6, we present some experiments, and the last section concludes this paper.
Background
ASM and AAM are the flexible methodologies that have been used for the segmentation of a wide range of objects. In ASM, shape statistics are computed from a Point Distribution Model (PDM) and a set of local grey-level profiles (normalized first order derivatives) is used to capture the local intensity variations at each landmark point. The AAM handles a full appearance model, which represents both shape and texture variations [1, [10] [11] [12] [13] . Many researchers have focused on these methods to solve many image interpretation problems, especially for facial and medical images [1, 4, 6, 7, [9] [10] [11] [12] [13] [14] [15] . Inspired by [13] , we present in Fig. 1 all of the stages of the ASM-AAM unified model segmentation framework. The first three stages describe building statistical shape and appearance models. The second phase describes how these can be used to interpret new images. The ASM model manipulates a shape model to describe the location of the structures in a target image. The AAM model manipulates a model capable of synthesizing new images of the object of interest. The profile model describes a linear combination of a set of gradient profile vectors. Fig. 2 illustrates examples of the following: (a) landmarks and a normal vector direction at a specific landmark point, (b) the intensity profile, and (c) the gradient profile. 
AAM Model Parallel
We must seriously consider the implementation of parallelism in the implementation of the AAM model as soon as it becomes a significant consumer of system resources. It lends itself well to parallelism because all of its operations can be parallelized [16] (see Fig. 3 ). Furthermore, its parallelization is not a trivial task. We can exploit the efforts built in the area of the parallel algorithms for image processing, such as the GPU edge detection algorithm [17, 18] , a parallel GPU implementation of the iterative PCA algorithm [19] , along with other algorithms proposed in [8, 17, [20] [21] [22] [23] . The AAM model is a sequential model that consists of two sub-models: 1) the statistical shape and appearance model and 2) the active appearance model. It can be regarded as a set of tasks and each task is a collection of primitive operations. All tasks have data dependency and cannot be executed simultaneously. As such, one method for parallelizing the AAM model is to separately parallelize each task contained in it. For each task, a synchronous model, such as a data-parallel model, is perfect for implementing a spatial parallelism. A data-parallel model is an approach that allows copies of one program to run on multiple processing units with different data without requiring that the copies run in synchronization (see Fig. 4) . A data parallel model is equivalent to a MIMD (Multiple Instruction Multiple Data) model in the Flynn classification. 
Parallelization Approach Principle
The principal data of the AAM model consists of the shape vectors, the intensity profiles of each landmark, and the set of global appearance vectors. This data set is robust and building it sometimes requires the application of several processing on the image object. Gathering the local texture data around each landmark and/or the global texture data requires the methods for collecting the texture information inside each shape vector between landmarks. Remarkably, studies on intensity profiles are scarce [16] .
The shape vectors = , and the intensity profiles of each landmark also correspond to the data of the ASM model (see Fig. 5 ).
The set of coordinates , and { } (see Fig. 6 ) undergo the same treatment in the majority of all operations of the model. It is interesting to perform the same processing on x-coordinates in parallel with the same treatment on the y-coordinates. Out of the model operations that are well suited for this type of approach, the alignment procedure and intensity profile are mentioned.
Let a shape vector such as Xi be:
= , for = 1, and for = 1,
Xi is thus composed of two vectors as:
represents the abscissa vector and represents the ordinates vector of Xi. and are two independent elements. Any processing P at point Xi is equivalent to the same treatment P in and .
Thus, the processing P is treated twice on the two different sets of data. By using two different treatment units to process P, Eq. (3) becomes:
P1 and P2 denote two copies of the same treatment P executed on two different units and can be executed simultaneously. Whatever operation is processed, the results of P1 and P2 are the vectors. At the end of each treatment, the results provided by P1 and P2 are concatenated into a single vector for subsequent use. Thus, on the basis of this principle we attempted to parallelize the first operations of the model. The majority of transactions is for building the shape and appearance of the model and lends itself well to such an approach to parallelization [16] .
Alignment Operation
Alignment [25, 26] is achieved by scaling, rotating, and translating the training shapes so that they correspond as closely as possible. We aimed to minimize the weighted sum of square distances between equivalent points on different shapes. To do so, we first aligned a pair of shape vectors. To align a vector shape X1 to another vector X2, the procedure is iterative and based on calculating the pose parameters (i.e., a rotation , a scaling s, and a translation (tx, ty) mapping X1 onto X2) so as to minimize the distance E (the weighted sum) between them [16] :
Eq. (5) is the base for any alignment algorithm. W is a diagonal matrix of weights for each point and M(X2) is a rotation of , a scaling by s, and a translation (tx, ty) applied to all of the points of X2, such as:
Eq. (6) is:
Denoted by:
Otherwise, Eq. (9) can be rewritten as follows:
We finally propose to note:
We thus obtained the equation below for the any point of the vector shape X2:
Applied equally to all abscissa and to the ordinate of vector X2, this results in:
It should be noted that this operation is the same when applied to the abscissa and ordinate. This confirms the idea of data parallelism, which perfectly applies to the alignment operation. Thus, we propose rewriting Eq. (5) as:
Eq. (17) defines the alignment procedure in accordance with the abscissas of two shape vectors, and Eq. (18) defines the alignment procedure in accordance with the ordinates of the same shape vectors. As such, the model of data parallelism is well suited for the parallelization of the alignment procedure, as shown by Eq. (19).
Intensity Profile
The profile point consists of the normalized grayscale derivative. The choice of the normalized derivative can provide invariance to linear lighting disturbances. It is assumed that these local image features are distributed as a multivariate Gaussian for each landmark.
The overall global methodology for constructing the gradient profile (see Fig. 7 ) is centered on the following three points [16]  Computing the gradient at each landmark by taking the derivative of the image at this point. The landmark represents the location of the high gradient magnitude. The use of a gradient-based detector is necessary for delivering the magnitude and the orientation. The derivative of the image may proceed by convolving the image with a number of convolution kernels, such as the difference of Gaussian (DoG).  Generating a point profile for each landmark. Intuitively, the 1-D profile is generated, but the search for another type is also important and will provide another solution.  Computing a gradient profile for each point profile.
Thus, if we denote the intensity level profile (known as the local intensity profile) of point j in image i by the vector of length p (p is the number of pixels of the intensity profile) as:
The profile point will be the vector:
represents the derivative of the k th item of the normal at the landmark j of the image I during training at each landmark. The image is considered to be a discrete function, as there are approximations for its first derivative. In practice, the image gradient is used to denote the first derivative of the image at the given point. The gradient is a vector that has a certain magnitude and a direction. Thus, at point j of coordinates x and y in image i, if we denote its intensity level by Ij, its gradient (see Fig. 8 ) is:
The magnitude and direction are computed as follows:
As such, for every point k (Fig. 8 ) of the profile, its coordinates x' and y' are:
x'= x ± *cos () and y' = y ± *sin () (26)  is the distance between point k and point j. 
Magnitude and orientation are computed as:
This leads to a parallel computation of the first partial derivatives for each landmark and for each point of the profile. Any method of detection can be used, as long as the gradient magnitude and direction are delivered. The image may proceed by convolving it with a number of kernels. Choosing the size p for the profile vector in order to minimize computation is important. By combining these different types of information into a larger vector, these profiles act as feature vectors that could be replaced by any other local features, such as invariant descriptors of SIFT. They can extend inward, outward, or both sides of each landmark. According to these calculations, the local appearance model is
well suited for spatial parallelism. We are proposing the calculation of two types of profiles: a profile in x that represents the partial derivatives in x and a profile in y that represents the partial derivatives in y.
These suggestions confirm the applicability of data parallelism in the method of calculating the profiles [16] (see Fig. 9 ). 
Principal Component Analysis
Principal Component Analysis (PCA) is a statistical procedure concerned with elucidating the covariance structure of a set of variables. It allows for the identification of the principal directions in which the data varies. If the variation in data is caused by a relationship, then the PCA provides a way for reducing the dimensionality of a data set. In computational terms, the principal directions are found by calculating the eigenvectors and eigenvalues of the data covariance matrix (see Fig. 10(a) ). This process is equivalent to finding the axis system in which the covariance matrix is diagonal. There is an orthogonal matrix whose columns are eigenvectors of the covariance matrix and a diagonal matrix whose diagonal elements are the eigenvalues of same covariance matrix. The eigenvector with the largest eigenvalue is the direction of the greatest variation; the one with the second largest eigenvalue is the direction with the next highest variation, and so on. Fig. 10(b) gives a geometrical illustration of the process in two dimensions. If we place this new axis system at the mean of the data, it gives us a compact representation. If we transform each vector into its corresponding in a new system, the data is decorrelated, meaning that the covariance between the new axis is zero. The dual analysis of the ACP is derived from the direct analysis of PCA to construct the factor space of the point cloud associated with the data.
In the case of describing shape variation, the PCA is firs applied to the all aligned shape vectors Xi.
Each data Xi is a vector in a 2m dimensional space (Eq. (1)). The global data X of all shape vectors is then a 2m×n matrix, where n and 2m are the number of shape vectors and the number of variables, respectively. The global data X for all of the shape vectors is a 2m×n matrix (see Eq. (34) This results in two kinds of spaces: a shape vector space and a variable space (see Fig. 11 ). The dimensions of the shape space and the variable space are p and n, respectively. We decomposed the global data X in two matrixes XX and XY as:
XX is the abscissa matrix composed of all vectors and XY is the ordinate matrix composed of all vectors. All operations of computing the ACP method are to be applied to these two matrixes (see  Covariance matrixes SX and SY, which are to be calculated using the following equation:
 For each covariance matrix, we computed the eigenvectors ( = , ) and their corresponding eigenvalues Xk and Yk (sorted so that Xk ≥ Xk+1, Yk ≥ Yk+1) as:
 We computed the total variance from following equations:
 We chose the first largest t eigenvalues as shown by
where, fv defines the proportion of the total variation. 
Proposed Distributed and Parallel Schema
The AAM model described in the previous sections corresponds to a significant computing project. Performance and efficiency are very important when implementing the AAM model. However, it is also of the utmost importance to realize the AAM framework in another environment. We thought that an abstract distributed framework in the form of a parallel server based processing that eases the development of this type of model was necessary. In addition to a distributed schema [16, 24] , we propose integrating parallelism for implementing the model operations. Each component (server) is assumed to have the ability and the right environment that allows data parallelism to occur and to perform a parallel operation model (see Fig. 13 ). All priori and posteriori knowledge is placed in the center of the schema to show the importance and the role of this knowledge for guiding the segmentation approach. The majority of computers employ shared and distributed memory, and programs that exhibit significant amounts of data parallelism can be written using explicit messagepassing commands or shared-memory directives. 
Experimental Study
In the previous section, we proposed an alternative that represents the AAM model in distributed and parallel schema. Our goal is to progressively realize our approach and study its performance by considering several metrics-primarily, the feasibility and the computing the time of the global application. We have already implemented the alignment algorithm in a client server mode in Java RMI [24] . We adopted the object-oriented paradigm. We implemented the first steps of the model in the distributed environment with the idea of rewriting these procedures in the parallel context by adopting multi-core architecture for the server according to the study where we proposed parallelizing these operations (see Figs. 14 and 15) . We used the OpenCV (Open Source Computer Vision) library in the MS Visual C++ ver. 10 and Qt development environments. In the Qt environment, we created applications with a graphical user interface (GUI). To increase the efficiency of our applications, we used the multi-threading option. We used the Japanese Female Facial Expression (JAFFE) database in our experiments. This dataset is used as the benchmark database for research. Each image was 256×256 in size and each face was annotated with a suitable set of 8 landmarks (see Fig. 16(a) ). These implementations provided satisfactory results. Fig. 17 shows the results of the execution of the procedure for calculating intensity profiles. The image gradients were obtained by applying the Sobel filter. The profiles were calculated using the Eq. (26) . We did some testing with other filters like Prewitt and Roberts on the same image from the JAFFE database. We applied these gradient filters at the annotation points. Figs. 18 and 19 show the results of PCA execution. The parallelization of each procedure was performed on a portable machine core, i5. To calculate the execution time, we used the Clock() function. The CLOCK_PER_SEC parameter was 1,000. The parallelization of the PCA process was designed to separately calculate the correlation between the abscissa and the correlation between the ordinates. Therefore, correlation between the abscissa and ordinates was avoided. The total variance resulting from the total variance abscissa and total variance ordinate was smaller than the total variance of the PCA sequence. These first implementations resulted in satisfactory results. The results and relative simplicity of implementation indicate the feasibility of applying this method.
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Conclusion and Future Work
We have proposed a distributed and parallel approach for the AAM model. We theoretically studied the feasibility of paralleling it with our approach. This is proven by the first three proposals in [24] for parallelizing the initial procedures of the model. We have demonstrated that it is possible to apply data parallelism and multithreading. Our implementation project consisted of several bricks. The implementation is still in progress, in order to integrate the possibilities of parallelization and to demonstrate the complete feasibility of this system. The efforts made in a parallel image processing we give the opportunity to explore the field of parallelism [16] . For each distributed implementation of each operation, we performed a virtual parallelization by creating two copies of the same procedure server side and two complementary sets of the same data set on the client side. In practice, the transition to real parallelism requires appropriate hardware and software architectures that have been designed to program the parallelism [16] . We propose integrating intensive calculus via multithreading in a GPU. The studies and experiment results presented in this paper provide a basis for conducting further work in this area. 
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