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a b s t r a c t
A modification of some classical third order methods is studied. The main advantage of
these methods is that they do not need evaluate any Fréchet derivative. A convergence
theorem in Banach spaces, just assuming that the second divided difference is bounded by
a nondecreasing function and a punctual condition, is presented. Fréchet differentiability
is not required. Finally, a particular example is analyzed where our conditions are fulfilled
and the classical ones fail.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Finding zeros of nonlinear equations is a classical mathematical problem. One of the most important techniques to
study these equations is the use of iterative processes, starting from an initial approximation x0, called a pivot, successive
approaches (until some predetermined convergence criterion is satisfied) xn are computed.
Newton’s type methods are the most used and studied [12–14]. Of course, higher order schemes require more
computational cost than other simpler methods, which makes them disadvantageous to be used in general. However, the
existence of a great literature on higher order methods reveal that they are only limited by the nature of the problem to
be solved. For instance, third order methods have been successfully used in the solution of nonlinear integral equations [4,
5] and of quadratic equations [3,8,10]. On the other hand, third-order methods are also interesting from the theoretical
standpoint because they provide results on the existence and uniqueness of a solution that improve the results given by
using Newton’s method [7–9]. In this paper, we are interested in some modifications of some classical third order iterative
schemes.
Let F : B ⊂ X → X be a nonlinear operator, X a Banach space and B an open convex set. We are interested in the
approximation of the solution of a nonlinear equation
F (x) = 0. (1)
The classical Chebyshev (β = 0), Halley (β = 12 ) and Super-Halley (β = 1) methods can be written as
xn+1 = xn −
(
I + 1
2
LF (xn) [I − βLF (xn)]−1
) (
F ′ (xn)
)−1 F (xn) , (2)
where
LF (xn) =
(
F ′ (xn)
)−1 F ′′ (xn) (F ′ (xn))−1 F (xn) ,
β ∈ [0, 1].
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These methods evaluate first and second derivatives. In this paper, we study a modification of these classical third order
iterative methods. The main advantage of the new methods is that they do not need to evaluate any derivative. The user
does not need to know explicitly any derivative and we can consider non-Fréchet differentiable operators. We use first and
second order divided differences.
The modification that we propose is
xn+1 = xn −
(
I + 1
2
LF (xn) [I − βLF (xn)]−1
)
Γ −1n F (xn) , (3)
where
LF (xn) = ΓnDF (xn)ΓnF (xn) ,
DF (xn) = 2[xn − αnF(xn), xn, xn + αnF(xn); F ],
Γ −1n = ([xn − αnF(xn), xn + αnF(xn); F ])−1,
[·, ·; F ], [·, ·, ·; F ] denote the first and the second divided difference of the operator F .
These methods depend, in each iteration, of some parameter αn. These parameters are a control of the good
approximation to the derivatives. In order to control the stability in practice, the αn can be computed such that
tolc  tolu2 ≤ ‖αnF(xn)‖ ≤ tolu,
where tolc is related with the computer precision and tolu is a free parameter for the user.
Usually, the convergence of (2) is established assuming that the second Fréchet derivative satisfies a Lipschitz condition.
In [9] the authors prove the convergence just assuming F ′′ is bounded and a punctual condition.
Our theoretical goal in this paper is to prove the convergence of (3) following [9]. In our case, we can reduce again the
hypothesis. We only should assume bounded second divided differences and a punctual condition. In particular, we can
consider non-Fréchet differentiable operators.
The structure of this paper is as follows: in Section 2, we assert a convergence and uniqueness theorem, just assuming
the second divided difference is bounded by a nondecreasing function and a punctual condition. We apply the theoretical
analysis to a non-Fréchet differentiable operator in Section 3. In this section, we also present a numerical comparison of the
proposed iterative methods with a Steffensen’s type scheme. We summarize our work in the short Section 4.
2. Convergence study
In this section we analyze the convergence of (3). Usually the convergence of this type of iterativemethods is established
assuming that the second Fréchet derivative F ′′ satisfies a Lipschitz condition. Gutiérrez and Hernández [9] obtain the
convergence just assuming F ′′ is bounded. In our case, since we do not evaluate any second derivative, we can reduce this
hypothesis.We assume the second divided difference of F is bounded by a nondecreasing function. In fact, we could consider
not-Fréchet differentiable operators.
Recurrence relations, using a similar strategy that in [9], are considered. Thus the initial problem in a Banach space is
reduced to a simpler problem with real sequences. Moreover, our real sequences will be the same as in [9].
We start considering the following real sequences:
a0 = b0 = 1, c0 = a, d0 = 2+a(1−2β)2(1−aβ) , where a ∈ [0, s0], s0 = 0.32664 . . . be the smallest positive root of
2x4 + 7x3 − 4x2 − 24x+ 8 = 0 and β ∈ [0, 1].
an+1 = an1− aandn ,
bn+1 = aan+1d
2
n
2
(
1+ 4 (1− βcn)
(2+ (1− 2β) cn)2
)
,
cn+1 = aan+1bn+1,
dn+1 = 2+ (1− 2β) cn+12 (1− βcn+1) bn+1.
We will use the following properties of the above defined sequences: βcn < 1, aandn < 1, {cn} is decreasing and {an} is
increasing. Moreover, that dn ≤ d0γ 2n−1 (γ = c1/c0), consequently∑+∞n=0 dn < ∞ and {dn} is a Cauchy sequence. We
refer [9] for the proof of these properties.
Lemma 1. Let us consider β ∈ [0, 1] and a ∈ [0, s0], then the real sequences {an} , {bn} , {cn} and {dn} are positives for
n ∈ N.
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Proof. By definition of the recurrence relations we have:
a0 = b0 = 1 ≥ 0
c0 = a ≥ 0
d0 = 2+ a(1− 2β)2(1− aβ) ≥ 0.
We suppose that for n the sequences are positives and we will prove it for n+ 1. Using that aandn < 1 and βcn < 1,
an+1 = an1− aandn ≥ 0,
bn+1 = aan+1d
2
n
2
(
1+ 4 (1− βcn)
(2+ (1− 2β) cn)2
)
≥ 0,
cn+1 = aan+1bn+1 ≥ 0,
dn+1 = 2+ (1− 2β) cn+12 (1− βcn+1) bn+1
= 2 (1− βcn+1)+ cn+1
2 (1− βcn+1) bn+1 ≥ 0. 
Lemma 2. Let be β ∈ [0, 1] and 0 ≤ a < a˜ ≤ s0, we have that an (a) ≤ an
(
a˜
)
, bn (a) ≤ bn
(
a˜
)
, cn (a) ≤ cn
(
a˜
)
and
dn (a) ≤ dn
(
a˜
)
.
Proof. Firstly, for n = 0, we have
a0 (a) = 1 ≤ a0
(
a˜
) = 1,
b0 (a) = 1 ≤ b0
(
a˜
) = 1,
c0 (a) = a ≤ c0
(
a˜
) = a˜,
d0 (a) ≤ d0
(
a˜
)
since d0 (a)− d0
(
a˜
) = a−a˜
2(1−aβ)(1−a˜β) ≤ 0.
We suppose that for n it is true and we will prove it for n+ 1.
an+1 (a) = an (a)1− aan (a) dn (a)
≤ an+1
(
a˜
)
= an
(
a˜
)
1− a˜an
(
a˜
)
dn
(
a˜
)
since aandn < 1.
On the other hand,
bn+1 (a) = aan+1 (a) d
2
n (a)
2
(
1+ 4 (1− βcn (a))
(2+ (1− 2β) cn (a))2
)
= aan+1 (a) d
2
n (a)
2
+ aan+1 (a) 4 (1− βcn (a))
2 (2+ (1− 2β) cn (a))2
(
2+ (1− 2β) cn (a)
2 (1− βcn (a)) bn (a)
)2
= aan+1 (a) d
2
n (a)
2
+ aan+1 (a) b
2
n (a)
2 (1− βcn (a)) ,
bn+1 (a) ≤ bn+1
(
a˜
)
since βcn < 1.
Finally,
cn+1 (a) = aan+1 (a) bn+1 (a) ≤ cn+1
(
a˜
)
= a˜an+1
(
a˜
)
bn+1
(
a˜
)
and
dn+1 (a) = 2+ (1− 2β) cn+1 (a)2 (1− βcn+1 (a)) bn+1 (a)
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= 2 (1− βcn+1 (a))+ cn+1 (a)
2 (1− βcn+1 (a)) bn+1 (a)
= bn+1 (a)+ cn+1 (a) bn+1 (a)2 (1− βcn+1 (a)) ,
dn+1 (a) ≤ dn+1
(
a˜
)
since βcn < 1. 
In [9] it is showed that
∑+∞
n=0 dn <∞. By the last lemma we have the following result that we use in our main theorem:
r =
+∞∑
n=0
dn+1 (a) ≤
+∞∑
n=0
dn+1 (s0) = r˜ <∞.
Theorem 1. Let be β ∈ [0, 1], X a Banach space and B an open convex set. Let F : B ⊂ X −→ X be a nonlinear operator with
second order divided differences in B. Let us assume that Γ −10 = ([x0 − α0F(x0), x0 + α0F(x0); F ])−1 ∈ L(X, X) exists at some
x0 ∈ B, whereL(X, X) is the set of bounded linear operators from X into X.
We assume that:
(1)
∥∥2[x′, x′′, x′′′; F ]∥∥ ≤ ω (‖x′‖, ‖x′′‖, ‖x′′′‖), with ω : R3+ → R+ continue and nondecreasing in all components, for all
x′, x′′, x′′′ ∈ B such that ‖x′ − x′′‖ ≤ tolu, ‖x′′ − x′′′‖ ≤ tolu, ‖x′ − x′′′‖ ≤ tolu.
(2) ‖Γ0‖ ≤ M
(3) ‖Γ0F(x0)‖ ≤ η.
Let us denote a = ω (‖x0‖ + R+ tolu, ‖x0‖ + R, ‖x0‖ + R+ tolu)Mη where R > η˜r and r˜ = ∑+∞n=0 dn+1 (s0) .We define
the sequences:
a0 = b0 = 1; c0 = a; d0 = 2+ a(1− 2β)2(1− aβ)
an+1 = an1− aandn ;
bn+1 = aan+1d
2
n
2
(
1+ 4(1− βcn)
(2+ (1− 2β)cn)2
)
;
cn+1 = aan+1bn+1;
dn+1 = 2+ (1− 2β)cn+12(1− βcn+1) bn+1.
Suppose that 0 < a ≤ s0 = 0.32664 . . ., where s0 is the smallest positive root of 2x4+ 7x3− 4x2− 24x+ 8 = 0 and (αn) such
that tolu2 ≤ αn ‖Fn‖ ≤ tolu. Then, aanbn < 1, βcn < 1 and dn is a Cauchy sequence (see Section 3 of [9]).
Let us denote r =∑+∞n=0 dn(a). If B(x0, rη) ⊂ B, the sequence (3) is well defined and converges to the unique fixed point x∗ of
F in
B
(
x0,
2
ω (‖x0‖ + R+ tolu, ‖x0‖ + R, ‖x0‖ + R+ tolu)M − rη
)⋂
B.
Furthermore, we can obtain the following error estimates
‖x∗ − xn‖ ≤ d0
γ
+∞∑
k=n
γ 2
k; γ = c1
c0
. (4)
Proof. We are going to prove that
(In) ‖Γ −1n ‖ ≤ anM
(IIn) ‖Γ −1n F(xn)‖ ≤ bnη
(IIIn) ‖LF (xn)‖ ≤ cn
(IVn) ‖xn+1 − xn‖ ≤ dnη.
First, we have
‖[xn − αn ‖Fn‖ , xn, xn + αn ‖Fn‖ ; F ]‖ ≤ ω (‖xn − αnFn‖ , ‖xn‖ , ‖xn + αnFn‖) .
Since ‖xn ± αnFn‖ ≤ ‖xn − x0‖ + ‖x0‖ + ‖αnFn‖ ≤ R+ ‖x0‖ + tolu, we obtain
‖[xn − αn ‖Fn‖ , xn, xn + αn ‖Fn‖ ; F ]‖ ≤ ω (‖x0‖ + R+ tolu, ‖x0‖ + R, ‖x0‖ + R+ tolu)
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(I0), (II0) and (III0) follow immediately from the hypothesis.
Since β‖LF (x0)‖ ≤ βc0 < 1, then [I − βLF (x0)]−1 exists and
‖x1 − x0‖ ≤
(
1+ 1
2
‖LF (x0)‖ · ‖[I − βLF (x0)]−1‖
)
· ‖Γ −10 F(x0)‖
≤
(
1+ 1
2
c0
)
η
= d0η
(IV0) holds.
Since aandn < 1, we obtain
‖I − Γ −1n Γn+1‖ ≤ ‖Γ −1n ‖ · ‖Γn − Γn+1‖
≤ aandn < 1
thus Γ −1n+1 is well defined and
‖Γ −1n+1‖ ≤ an+1M.
On the other hand, we deduce from (3) that
Γn(xn+1 − xn) = −F(xn)− 12DF (xn)Γ
−1
n F(xn)[I − βLF (xn)]−1Γ −1n F(xn)
and then
F(xn+1) = ([xn, xn+1; F ] − Γn)(xn+1 − xn)− 12DF (xn)Γ
−1
n F(xn)[I − βLF (xn)]−1Γ −1n F(xn).
Consequently,
‖Γ −1n+1F(xn+1)‖ ≤ bn+1η,
‖LF (xn+1)‖ ≤ aan+1bn+1 = cn+1
and
‖xn+2 − xn+1‖ ≤ dn+1η.
Since limn dn = 0 then the sequence {xn}will be also convergent. Moreover, using the continuity of F , the estimate
‖Γ −1n+1F(xn+1)‖ ≤ bn+1
and that limn bn = 0, we deduce that the limit x∗ of {xn} verifies that F(x∗) = 0.
From the estimate
‖xn+2 − xn+1‖ ≤ dn+1η
and applying the triangular inequality we obtain the error bound (4).
Finally, to show the uniqueness, suppose that
y∗ ∈ B
(
x0,
2
ω (‖x0‖ + R+ tolu, ‖x0‖ + R, ‖x0‖ + R+ tolu)M − rη
)⋂
B
is another solution of F(x) = 0. Then
0 = F(y∗)− F(x∗) = [y∗, x∗; F ](y∗ − x∗).
Using the invertibility of the operator [y∗, x∗; F ]we conclude that y∗ = x∗.
We refer [9] for more the details, remember that our real sequences have the same definition. 
We would like to remark that the thesis of the theorem is the same that the theorem presented in [9]. But, as we said
before, with less hypothesis.
Next, we give an example where the conditions of our theorem are satisfied and the previous ones fail.
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3. A particular example of non-Fréchet differentiable operator
We consider the following non-differentiable system:{∣∣(x(1))2 − 1∣∣+ x(2) − 1 = 0
(x(2))2 + x(1) − 2 = 0.
The associated nonlinear operator F : R2 → R2 is given by
F(x(1), x(2)) =
(
F1(x(1), x(2))
F2(x(1), x(2))
)
where F1(x(1), x(2)) =
∣∣(x(1))2 − 1∣∣+ x(2) − 1 and F2(x(1), x(2)) = (x(2))2 + x(1) − 2.
We use the infinity norm ‖x‖ = ‖x‖∞ = max(|x(1)|, |x(2)|) and the associated matrix norms.
We consider the following divided difference of F , [u, v; F ] for u, v ∈ R2 and i = 1, 2.
[u, v; F ]i1 = Fi(u
(1), v(2))− Fi(v(1), v(2))
u(1) − v(1) ,
[u, v; F ]i2 = Fi(u
(1), u(2))− Fi(u(1), v(2))
u(2) − v(2) .
For the example we have
[u, v;H] =
∣∣(u(1))2 − 1∣∣− ∣∣(v(1))2 − 1∣∣u(1) − v(1) 1
1 u(2) − v(2)
 .
We consider the following second order divided difference of F , [u, v, w; F ] for u, v, w ∈ R2 and i = 1, 2.
[u, v, w; F ]11i = 2u(1) − w(1) ([u, v; F ]i1 − [w, v; F ]i1)
[u, v, w; F ]12i = [u, v, w; F ]21i = 1u(1) − w(1) ([u, w; F ]i2 − [w, u; F ]i2)
[u, v, w; F ]22i = 2u(2) − w(2) ([u, v; F ]i2 − [v,w; F ]i2).
For the example we obtain
[u, v, w; F ] =
(
B1
B2
)
where
B1 =
 2u(1) − w(1)
(∣∣(u(1))2 − 1∣∣− ∣∣(v(1))2 − 1∣∣
u(1) − v(1) −
∣∣(w(1))2 − 1∣∣− ∣∣(v(1))2 − 1∣∣
w(1) − v(1)
)
0
0 0

and
B2 =
(
0 0
0 2
)
‖[u, v, w; F ]‖ ≤ max
2, 4max
(∣∣u(1)∣∣ , ∣∣v(1)∣∣ , ∣∣w(1)∣∣) (∣∣u(1)∣∣2 + ∣∣v(1)∣∣2 + ∣∣w(1)∣∣2 + 4)∣∣(∣∣u(1)∣∣− ∣∣w(1)∣∣)∣∣ ∣∣(∣∣u(1)∣∣− ∣∣v(1)∣∣)∣∣ ∣∣(∣∣v(1)∣∣− ∣∣w(1)∣∣)∣∣

≤ max
(
2,
6
tolu
4max
(∣∣u(1)∣∣ , ∣∣v(1)∣∣ , ∣∣w(1)∣∣) (∣∣u(1)∣∣2 + ∣∣v(1)∣∣2 + ∣∣w(1)∣∣2 + 4)) .
We consider the function
ω : R3+ → R+
(u, v, w)→ 2max
(
2,
24
tolu
max
(∣∣u(1)∣∣ , ∣∣v(1)∣∣ , ∣∣w(1)∣∣) (∣∣u(1)∣∣2 + ∣∣v(1)∣∣2 + ∣∣w(1)∣∣2 + 4)) .
This function verify the hypothesis of continuity and nondecreasing. Taking η sufficiently small the main theorem give
us the convergence of the scheme (3) to the solution.
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Finally, we implement numerically our method. We use the following algorithm to compute the different αn (tolu ≈
10−4):
αn = 10
−4
mn + 10−3
where
mn = max
(∣∣F1(x(1)n , x(2)n )∣∣ , ∣∣F2(x(1)n , x(2)n )∣∣) .
The solution of our system is x∗ = (1, 1). We consider x0 = (0.5, 0.5).
We compare the obtained results by our scheme with those of a Steffensen’s type method, that is
xn+1 = xn − Γ −1n F (xn) . (5)
Steffensen’s type method gives
n x(1)n x
(2)
n ‖x∗ − xn‖
1 1.25000000000001 1.00000000000002 2.50× 10−01
2 1.03125000000000 0.98437500000000 3.12× 10−02
3 1.00054842054884 0.99984544511802 5.48× 10−04
4 1.00000019241565 0.99999991572276 1.92× 10−07
5 1.00000000000002 0.99999999999999 2.15× 10−14
6 1 1 0
Our iterative scheme (3) for β = 0 gives
n x(1)n x
(2)
n ‖x∗ − xn‖
1 0.84374999998757 1.15624999999894 1.56× 10−01
2 0.99765573263259 1.00147134439858 2.34× 10−03
3 0.99999999490369 1.00000000219855 5.10× 10−09
4 1 1 0
For β = 0.5 gives
n x(1)n x
(2)
n ‖x∗ − xn‖
1 0.94827584897170 1.03448272133944 5.17× 10−02
2 0.99997047173053 1.00001306774420 2.95× 10−05
3 0.99999999999999 1.00000000000000 9.10× 10−15
4 1 1 0
For β = 1 give
n x(1)n x
(2)
n ‖x∗ − xn‖
1 1.02083332849061 0.98958331343348 2.08× 10−02
2 0.99999996867090 1.00000012359406 1.24× 10−07
3 1.00000000000000 1.00000000000000 3.11× 10−15
4 1 1 0
We can see the scheme (3) has order three for all β .
4. Conclusions
In this paper, we have studied a modification of some classical third order methods using divided differences. We have
presented theoretical results than improves the previous ones. We can consider non-Fréchet differentiable operators.
On the other hand, in the smooth case, Taylor series expansions show that the method (3) can be written as
xn+1 = xn −
(
1+ 1
2
LF (xn)+ O(L2F (xn))
) (
F ′ (xn)
)−1 F (xn) , (6)
thus, if the methods converge, they have order three for simple roots [1–11], that is, as (2).
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In practice, the difficulties coming from the evaluation of bilinear operators are usually harder than the advantages
because of the order of these methods. Nevertheless, these methods are interesting in some applications. For instance,
they provide better information on the existence and uniqueness of a root [7,9]. They are also used for solving nonlinear
integral equations [4,5] andquadratic equations [3,8,10]. In [6]we can find an application of third ordermethods to hardware
programming, where these methods are used to evaluate the inverse of an elementary function.
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