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The complete set partitioning problem is the well known set partitioning problem with all 
possible nonzero binary columns in the constraint matrix. A highly specialized enumerative 
algorithm, which never requires the explicit maintenance of the constraint matrix, is presented. 
Computational results, with data reflecting a particular corporate tax payment scenario that can 
be modelled as a complete set partitioning problem, is also given. 
1. Introduction 
The complete set partitioning problem (CSP) [3] is the zero-one integer program: 
CSP minimize Z= i CjXjv (0) 
subject to i1 ajxj=e, (1) 
xj=O or 1 (j=1,2 ,..., n), 
where aj is the m column (ati) of zeros and ones, cj ~0 for j = 1,. . . , n, e is an m 
column of ones, and n = 2”’ - 1. Note that CSP is a classical set partitioning pro- 
blem except for the appearance of every nonzero binary column. Hence the com- 
plete set partitioning problem designation. 
Uses of the complete set partitioning model occur in any scenario where we wish 
to aggregate entities so that each entity is in exactly one aggregation with the cost 
of each aggregation being a function of which entities it contains, and it is desired 
to minimize the total cost. An important application of the complete set partitioning 
problem, is in the area of corporate tax structuring, where an optimal aggregation 
of corporate subsidaries (or entities) prior to paying state unemployment compensa- 
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tion tax is sought. In particular, several states, including Ohio, permit a corporation 
to file its annual unemployment compensation payment on a subsidiary basis or in 
any type of aggregation of subsidaries it so chooses provided that each subsidiary 
has been previously defined with the proper accounting data and each one is placed 
in some aggregation. Moreover, the total unemployment compensation tax payment 
of the parent corporation to the state fund depends on which aggregations are used. 
Thus, we define a column aj in constraints (1) to be a particular aggregation of 
(say) m subsidiaries, where aij is 1 if subsidiary i is in aggregation j and 0 if not. 
As any nonzero binary column defines an aggregation we have n = 2m - 1 columns 
aj. The equalities (1) then ensure that each subsidiary is in exactly one aggregation. 
Also, Xj = 1 (0) naturally means that the corporation uses (does not use) the tax fil- 
ing indicated by aggregation j and the objective function minimizes the total cor- 
porate payment to the state’s unemployment compensation fund. More details of 
this application and illustrative case studies are in [4]. 
Salkin, et al. [7] reported that the complete set partitioning problem can often be 
solved as a linear program. However, the simplex method does not necessarily pro- 
vide integer solutions and thus an integer programming technique is sometimes 
required. The principal integer programming approaches for solving set partitioning 
problems include: implicit enumeration, cutting plane, and group theoretic tech- 
niques (see, e.g., [l] or [6]). A straightforward application of one of these 
algorithms will normally not be efficient for the complete set partitioning problem 
because the exponential increase in the column size prohibits the explicit storage of 
the data. To overcome this difficulty, and allow us to solve larger problems, a highly 
efficient, specialized enumerative algorithm which does not require the explicit 
storage of the columns has been developed and tested. Before presenting the 
approach, an equivalent problem and related results are given. 
2. An equivalent problem 
Prior to presenting an algorithm for the CSP we first construct an equivalent pro- 
blem by the steps described below. 
Step 1. Represent each column aj = (au) by its binary expansion or binary number, 
defined by: 
bj= f 2’-‘aij. 
i=l 
Note that if bj and m are known, aj can be retrieved from bj using repeated 
divisions. 
Step 2. Rearrange the columns aj in lists, SO that aj is in list k if its first unity 
is in row k. (This was originally proposed by Garfinkel and Nemhauser [2], 
and Pierce [5].) 
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Step 3. Within each list order the columns in ascending order of their binary 
numbers. 
Using Steps 1, 2, and 3 we can rewrite CSP as below: 
CSP minimize 2 2 CijXij, 
i=l J=l 
subject to f c ajxij=e, 
i-1 j=I 
(1)’ 
xii=Oor 1 for all i,j, 
where ai is the jth vector in list i, x0 and cij are the corresponding variables and 
costs, respectively, and ni is the number of columns in list i. 
Remarks. (i) As every column in list i has a 0 in the first i- 1 rows and a 1 in row 
i, there are m -i rows which can have either a 0 or a 1 entry. This means that the 
number of columns in list i, denoted by n;, is 2”-’ for i= 1, . . . , m. 
(ii) Using the fact that the columns ai have zeroes in rows 1 through i, a 1 in row 
i, and for a given i the binary number of a: increases with j, it can be shown (see 
Appendix) that the binary number of a! is 6; = (2j - 1)2’- ‘, where i = 1, . . . , m and 
j=l 7 me* *Tli. 
Example. To illustrate the results and the rewritten version of (CSP) we consider 
the coefficient matrix for an m = 3 and n = 2” - 1 = 7 problem. See Fig. 1. 
Original Problem 
Cl c2 c3 c4 C5 C6 Cl +Cost 
Binary al a2 03 04 05 a6 a7 +Column 
equivalent x1 x2 x3 x4 X5 x6 X7 -Variable 
;Y 
1 0 0 1 1 0 1 
0 1 0 1 0 1 1 
Rewritten Version 
List 1 List 2 List 3 
(n,=2”-‘=4) (n,=2-2=2) (n, = 1) 
Fig. 1. 
Suppose now we replace each ai by its binary number @ and the m column e of 
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l’s by 2m - 1, its binary number, then equations (1)’ are satisfied if and only if 
binary xij satisfy: 
(i) Cz, C,?_, bjxij =2m- 1; this guarantees that the columns sum to an m 
column of ones. 
(ii) Cyl, xc = 1; that is, exactly one variable in list 1 has value 1. 
(iii) C~=,xij51 for i=2 ,..., m; that is, at most one variable in each list, other 
than list 1, can have value 1. 
(iv) x=(xjj)eS, where S={xlif xii=xjYj= 1, then aj+aj:~e}; that is, no two 
variables with a 1 coefficient in a common row has value 1. 
Substituting (i)-(iv) for (1)‘in CSP gives the equivalent problem, denoted by BSP, 
which is illustrated below. See Fig. 2. 
List 
1 
2 
Cl1 Cl2 Cl3 Cl4 
b: b: b: b: 
X11 x12 Xl3 x14 
1 3 5 I 
Fig. 2. The problem BSP. 
3. The algorithm 
The algorithm used is a classical single branch search enumeration (see [6]) which 
adopts the binary search approach described in [2] and [5]. Problem BSP, in lieu 
of CSP, is solved. The search is performed in the variables in list 1 of the equivalent 
set partitioning problem BSPS. (Note that a subproblem to BSP is a complete set 
partitioning problem in its own right.) Since the coefficient b,! of the jth variable 
in list 1 of the mth subproblem (mrj) BSP is (2j- l), the search can proceed 
without explicit storage of problem BSP (or CSP). Only the equivalency between 
the coefficients of the subproblem and the original problem need be kept. A feasible 
solution for the BSP is reached when the sum of the coefficients corresponding to 
those variables fixed at 1 is equal to 2m - 1 (constraint (i)). 
Constraint (ii) is met by setting only a variable in list 1 to 1 and all other variables 
in list 1 to 0. Also, constraints (iii) and (iv) of BSP are enforced by limiting the seach 
to the subproblem which, by its creation, only contains variables that satisfy con- 
straint (iii) and (iv) of the parent problem. 
In the listing below, a partial solution PS to BSP is a set of variables xij at value 1, 
0(PS)= c bj, and zps= c co. 
I X,EPS 
Also, the subproblem corresponding to PS, formed by eliminating variables from 
BSP in lists previously examined and reducing the right hand side in (i) to 
2m - 1 - fZ?(PS) is denoted by BSPPS. 
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Step I (Initialization). Set PS = 0, the current best solution z* = 03, and @(PS) = 0. 
Step 2 (Forward Step). In list 1 of the current subproblem BSPPS (initially, the 
original problem BSP) select the first variable Xii such that 
xps+cij<z* and B(PS)+bjr2m- 1; 
if no such variable exists, go to Step 4. Otherwise, set PS = PS U {xij} (a 
new partial solution) and zps = zps + cij. 
Step 3 (Feasibility Test). If f3(PS) = 2”- 1, set z* = zps (an improved solution has 
been found). Go to Step 4. If QPS) <2” - 1, go to Step 2. 
Step 4 (Termination or Backward Step). If PS=O, terminate (an optimal solution 
has been found). Otherwise (backward step), let Xij be the last variable 
included in PS and set PS = PS - {xti>. Go to Step 2. 
Remarks. (1) For each subproblem, constraint (ii) (or list 1) contains exactly half 
of the remaining free variables (a trivial consequence of Result (i)). This implies that 
as the enumeration proceeds down the tree each node has a decreasing number of 
successor candidates. 
(2) In [2] and [5] it is suggested that the variables in each list be ordered according 
to increasing cost coefficients to improve the efficiency of the ceiling test, 
zps + cij <z*. To solve BSP, we have adopted the procedure of arranging the 
variables in each list according to increasing values of the binary numbers. Our 
ordering is used because it allows us to retrieve the binary number of a variable in 
a list from the last variable set to 1 in that list. 
Algorithm improvements 
The effectiveness of the ceiling test 
ZpS+C;j<Z* 
may be promoted in several ways. In particular, 
(1) Initial values for z*, the current best binary solution, may easily be computed. 
For example, the set of identity columns or the column of all ones provide binary 
solutions and thus values for z*. 
(2) The ceiling test should normally become more effective if the higher costs cij 
appear in earlier Iists and especialy in list 1. This agrees with the ordering scheme 
suggested in [2] and [5]. 
(3) The ceiling test can be strengthened by using a lower bound z’, for the sub- 
problem’s optimal solution subsequent to setting the variable xij to 1. Then the ceil- 
ing test becomes the stronger inequality 
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Naturally, a lower bound exists by solving the linear program corresponding to the 
subproblem. However, this is prohibitive for larger subproblems and thus, except 
at lower levels of the tree, it is not suggested. 
4. Computational experience 
Two algorithms have been coded in UNIVAC FORTRAN IV and tested using a 
UNIVAC 1108 computer. The computations reflect data for determining optimal 
unemployment compensation tax payments for several Ohio-based corporations. 
One code contains the basic algorithm listed in Section 3 and the other is a modified 
version of the basic algorithm which incorporates a lower bound in the ceiling test 
derived using certain procedures suggested by the particular application (see [3]). 
The codes require less than 1K words with input values m (number of corporate sub- 
sidiaries), three tax parameters (numbers) for each subsidiary, and a fixed tax rate 
Table 1 
Summary of computations 
Problem Basic Algorithm (z’ = 0) Modified Algorithm (z’>O) 
No. m 
Time Opt. Solution Time Opt. Solution 
n Source* (sec./UNIVAC 1108) 0) (sec./UNIVAC 1108) (S) 
1 4 15 RW 
2 5 31 RW 
3 5 31 RW 
4 5 31 RW 
5 6 63 RW 
6 I 127 RW 
7 8 255 RW 
8 11 2047 RP 
9 12 4095 RP 
10 12 4095 RP 
11 12 4095 RP 
12 12 4095 RP 
13 12 4095 RP 
14 12 4095 RP 
15 12 4095 RP 
16 12 4095 RP 
17 12 4095 RP 
18 12 4095 RP 
19 13 8 191 RP 
20 14 16383 RP 
21 15 32767 RP 
22 16 65 535 RP 
23 20 1048 575 RW 
0.17 
0.23 
0.25 
0.23 
0.34 
0.53 
1.59 
39.81 
- 
125 295.88 
133 544.88 
169 558.81 
8 719.99 
275 295.81 
681.60 
187 125.88 
208 311.50 
0.24 125 295.88 
0.32 133 544.88 
0.30 169 544.88 
0.30 8 719.99 
0.42 275 295.81 
0.51 68 1.60 
1.50 187 125.88 
8.34 208 311.50 
16.84 199 135.31 
31.97 207 377.88 
20.90 207 541.31 
14.17 198 777.00 
25.61 205 921.31 
25.08 205 463.88 
21.38 205 164.31 
23.12 206 291.38 
41.61 206491.31 
22.99 208 492.38 
33.44 198 777.00 
31.99 198 777.00 
109.65 198 692.56 
326.95 198 652.00 
- - 
- 
- - 
- - 
- - 
- - 
- - 
- - 
- - 
- - 
- 
- - 
* RW denotes a real world problem, and RP denotes a problem which is constructed from Problem 23. 
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table. In this application, the costs as well as the columns (binary numbers) may be 
generated from the parameters as needed. The data for all the problems appears in 
[3]. The computations are summarized in Table 1, where I/O time is included in the 
run times listed. The results were used and resulted in substantial dollar savings [3]. 
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Appendix: Proof of result (ii) 
Theorem. Let a; be the jth column in list i. Then the binary expansion bj of a: is 
2’-‘(2j- l), for j= 1, . . . . n;. 
Proof. The column vector a; can be represented as 
aj= ith row 
and its corresponding binary expansion is 
bj=2’-‘. 1 + i 2k-‘ak,j=2’-’ 
k=i+l 
Since bf c bf if I precedes t, we have 
bl<b~c...<bj<...~b~~_,<b~, 
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But for every i= 1, . . ..m. 
(i) bi=2’-‘, since the corresponding column has a one in row i and zeroes 
everywhere else. 
(ii) b:, =2i-1(2m-i+1 - l), since vector ~7:, is a column with zeroes in the first 
i- 1 rows and ones in the remaining rows. 
(iii) bf-bf=CTl{2k+i-1 (ok+ i, I - ak+ i,f) is an even number for lf t, since ak +i,r 
and ak+i,t are 0 or 1, and there is at least one row (i.e., index k) for which 
ak+i,r#ak+i,t or ++j,[-&+,t#O. Thus Since k+i- 1 >O, 2k+i-1 is an even 
number and the result follows. 
(iv) ni=2m-i, this is Result (i) (cf. Section 2). 
From (i) to (iv), { bj}(j = 1, . . . , ni) is a series of nj = 2”-’ numbers incremented by 
an even number (i.e., multiple of 2). Moreover, the first number in the series is 
6; = 2’-’ and the last element is b:, = 2i-1(2m-i+ ’ - 1). The only possible sequence 
{bl,bi ,..., bj ,..., 6L,_,,bi,} is 
{2i-1. 1,2i-l. 3, . . . . 2i-1(2j_ 1), . . . . 2i-r(2m-i- 1),2i-r(2m-;+t_ l)} 
Hence, the binary expansion of column j in list i, ai is bj =2’- ‘(2j- 1). 
