Cardinal functions for Legendre pseudo-spectral method for solving the integro-differential equations  by Khader, M.M. et al.
Journal of the Egyptian Mathematical Society (2014) 22, 511–516Egyptian Mathematical Society
Journal of the Egyptian Mathematical Society
www.etms-eg.org
www.elsevier.com/locate/joemsORIGINAL ARTICLECardinal functions for Legendre pseudo-spectral
method for solving the integro-diﬀerential equations* Corresponding author at: Department of Mathematics, Faculty of
Science, Benha University, Benha, Egypt.
E-mail addresses: mohamedmbd@yahoo.com (M.M. Khader), n_sweilam@
yahoo.com (N.H. Sweilam), wafaa_kota@yahoo.com (W.Y. Kota).
Peer review under responsibility of Egyptian Mathematical Society.
Production and hosting by Elsevier
1110-256X ª 2013 Production and hosting by Elsevier B.V. on behalf of Egyptian Mathematical Society.
http://dx.doi.org/10.1016/j.joems.2013.10.004
Open access under CC BY-NC-ND l
Open access under CC BY-NC-NM.M. Khader a,b,*, N.H. Sweilam c, W.Y. Kota da Department of Mathematics and Statistics, College of Science, Al-Imam Mohammad Ibn Saud Islamic University (IMSIU),
Riyadh 11566, Saudi Arabia
b Department of Mathematics, Faculty of Science, Benha University, Benha, Egypt
c Department of Mathematics, Faculty of Science, Cairo University, Giza, Egypt
d Department of Mathematics, Faculty of Science, Damietta University, Damietta, EgyptReceived 13 October 2012; revised 29 May 2013; accepted 8 October 2013
Available online 2 January 2014KEYWORDS
Legendre cardinal functions;
Integro-differential
equations;
Operational matrix methodAbstract In this article, we present a new numerical method to solve the integro-differential equa-
tions (IDEs). The proposed method uses the Legendre cardinal functions to express the approxi-
mate solution as a ﬁnite series. In our method the operational matrix of derivatives is used to
reduce IDEs to a system of algebraic equations. To demonstrate the validity and applicability of
the proposed method, we present some numerical examples. We compare the obtained numerical
results from the proposed method with some other methods. The results show that the proposed
algorithm is of high accuracy, more simple and effective.
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D license.1. Introduction
The integro-differential equation is an equation that involves
both integrals and derivatives of an unknown function.
Mathematical modeling of real-life problems usually results
in functional equations, like ordinary or partial differentialequations, integral and integro-differential equations and
stochastic equations. Many mathematical formulations of
physical phenomena contain integro-differential equations,
these equations arise in many ﬁelds like ﬂuid dynamics, biolog-
ical models and chemical kinetics [1].
Legendre polynomials occur in the solution of Laplace
equation of the potential, r2UðxÞ ¼ 0, in a charge-free region
of space, using the method of separation of variables, where
the boundary conditions have axial symmetry, the solution
for the potential will be
Uðr; hÞ ¼
X1
l¼0
Alr
l þ Blrðlþ1Þ
 
Plðcos hÞ;
Al and Bl are to be determined according to the boundary
conditions of each problem. They also appear when solvingicense.
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In recent years, there has been a growing interest in IDEs
which are combination of differential and Fredholm–Volterra
integral equations. This is an important branch of modern
mathematics and arise frequently in many applied areas which
include engineering, mechanics, physics, chemistry, astron-
omy, biology, economics, potential theory, electrostatics, etc.
[2–6]. The mentioned IDEs are usually difﬁcult to solve analyt-
ically, so approximate and numerical methods are required
[7–13]. The concept of IDEs has motivated a huge size of re-
search work in recent years. Several numerical methods were
used, such as the successive approximations [14], homotopy
perturbation method [15,16], Chebyshev and Taylor colloca-
tion [17,18], Haar function methods [19], variational iteration
method [20–24], etc., [25–30]. Moreover, the following meth-
ods for IDEs have been presented the Monte Carlo method
by Farnoosh and Ebrahimi [31] and the direct method based
on Fourier and block-pulse functions by Asady et al. [32].
In this paper, by means of the matrix relations between the
Legendre cardinal functions and their derivatives, the above
mentioned methods are modiﬁed and developed for solving
the mth order linear and non-linear integro-differential
equations with variable coefﬁcients
Xm
k¼0
pkðxÞyðkÞðxÞ ¼fðxÞ þ cyðxÞ þ
Z x
1
½gðtÞyðtÞ
þ hðtÞHðyðtÞÞdt; 1 6 x; t 6 1; ð1Þ
under the mixed-boundary conditions
Xm1
k¼0
ðaikyðkÞð1ÞþbikyðkÞð1ÞþcikyðkÞðcÞÞ¼ki; i¼0;1;. . . ;m1; ð2Þ
where aik; bik; cik and ki are suitable constants; 1 6 c 6 1.
The organization of this paper is as follows. In the next
section, the deﬁnition of Legendre cardinal functions is intro-
duced, in Section 3, the procedure of the numerical solution of
the proposed problem is given, in Section 4, two numerical
examples are introduced, in the last Section 5, conclusions
and discussion are presented.
2. Legendre cardinal functions
In this section, to construct the so called Legendre cardinal
functions for the set of orthogonal Legendre polynomials
fPiðxÞg1i¼0, we will use the Taylor expansion of PNþ1ðxÞ in
neighborhood the jth root of PNþ1ðxÞ, which gives
PNþ1ðxÞ ’ PNþ1ðxjÞ þ PNþ1;xðx xjÞ þOðx xjÞ2;
from this relation, since the ﬁrst term in the right hand side
vanishes, then we can deﬁne the cardinal function of degree
N in [1,1] as follows [33]
CjðxÞ ¼ PNþ1ðxÞ
PNþ1;xðxjÞðx xjÞ ; ð3Þ
where the subscript x denotes x-differentiation and xj
ðj ¼ 1; 2; . . . ;Nþ 1Þ are the zeros of PNþ1ðxÞ. Now any func-
tion fðxÞ on [1,1] can be approximated as follows
fðxÞ 
XNþ1
j¼1
fðxjÞCjðxÞ ¼ FTUNðxÞ; ð4Þwhere
F ¼ ½fðx1Þ; fðx2Þ; . . . ; fðxNþ1ÞT; and
UNðxÞ ¼ ½C1ðxÞ;C2ðxÞ; . . . ;CNþ1ðxÞT: ð5Þ
Note that, we can use the expansion of the form (4) on any
interval ½a; b if we use the change of variable
t ¼ ðbaÞ
2
ðxþ 1Þ þ a. For more detail about these functions
and its properties see [27,34].
The ﬁrst derivative of vector UNðxÞ in Eq. (5) can be ex-
pressed into the matrix form
U0NðxÞ ¼ Dð1ÞUNðxÞ; ð6Þ
where Dð1Þ is ðNþ 1Þ  ðNþ 1Þ operational matrix of deriva-
tive for Legendre cardinal functions. The matrix D can be
obtained by the following process.
Let U0NðxÞ ¼ C01ðxÞ;C02ðxÞ; . . . ;C0Nþ1ðxÞ
 T
. Using Eq. (4),
any function C0jðxÞ can be approximated as
C0jðxÞ ¼
XNþ1
k¼1
C0jðxkÞCkðxÞ; ð7Þ
comparing Eqs. (6) and (7) we get
Dð1Þ ¼
C01ðx1Þ    C01ðxNþ1Þ
..
. . .
. ..
.
C0Nþ1ðx1Þ    C0Nþ1ðxNþ1Þ
2
664
3
775: ð8Þ
By the same procedure we can write the nth derivative of vec-
tor UNðxÞ in the following matrix form
UðnÞN ðxÞ¼DðnÞUNðxÞ where DðnÞ ¼
C
ðnÞ
1 ðx1Þ   CðnÞ1 ðxNþ1Þ
..
. . .
. ..
.
C
ðnÞ
Nþ1ðx1Þ   CðnÞNþ1ðxNþ1Þ
2
664
3
775: ð9Þ3. Procedure of the numerical solution
In this section, we are going to construct the fundamental ma-
trix equation corresponding to Eq. (1). We use Eq. (4) to
approximate the function yðxÞ as
yðxÞ ¼ YTUNðxÞ; ð10Þ
where Y is ðNþ 1Þ unknown vector as Y ¼ ½y1; y2; . . . ; yNþ1T
and should be found. Now using Eqs. (9) and (10) we can write
y0ðxÞ ¼ YTU0NðxÞ ¼ YTDð1ÞUNðxÞ; ð11Þ
y00ðxÞ ¼ YTDð1ÞU0NðxÞ ¼ YTDð2ÞUNðxÞ; ð12Þ
and
yðnÞðxÞ ¼ YTDðnÞUNðxÞ: ð13Þ
Using Eqs. (10)–(13) in Eq. (1) we get
Xm
k¼0
pkðxÞYTDðkÞUNðxÞ ¼fðxÞ þ cYTUNðxÞ þ
Z x
1
½gðtÞYTUNðtÞ
þ hðtÞHðYTUNðtÞÞdt: ð14Þ
Collocation of Eq. (14) at some points sjðj ¼ 1; 2; . . . ;Nmþ 1Þ
in the interval ½1; 1 gives
Xm
k¼0
pkðsjÞYTDðkÞUNðsjÞ  fðsjÞ  cYTUNðsjÞ

Z sj
1
½gðtÞYTUNðtÞ þ hðtÞHðYTUNðtÞÞdt ¼ 0: ð15Þ
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Cotes integration rule as
Z sj
1
½gðtÞYTUNðtÞ þ hðtÞHðYTUNðtÞÞdt ﬃ
XM
r¼0
wrXðtrÞ; ð16Þ
with
XðtÞ ¼ gðtÞYTUNðtÞ þ hðtÞHðYTUNðtÞÞ; ð17Þ
where wr and tr; r ¼ 0; 1; . . . ;M are the weights and nodes of
Newton–Cotes integration technique, respectively. Substitut-
ing Eq. (16) in Eq. (15) we have the following equations
Xm
k¼0
pkðsjÞYTDðkÞUNðsjÞ  fðsjÞ  cYTUNðsjÞ 
XM
r¼0
wrXðtrÞ ¼ 0;
j ¼ 1; 2; . . . ;Nmþ 1: ð18Þ
We can obtain the corresponding matrix forms for the con-
ditions (2) as
Xm1
k¼0
ðaik þ bik þ cikÞðDðkÞÞY ¼ ki; i ¼ 0; 1; . . . ;m 1: ð19Þ
Eqs. (18) together with Eqs. (19) give a system of Nþ 1 linear
or non-linear algebraic equations, which can be solved for
yk; k ¼ 1; 2; . . . ;Nþ 1, so the unknown function yðxÞ can be
found using a suitable numerical method.
4. Numerical examples
In this section, to achieve the validity, the accuracy and sup-
port our theoretical discussion in this paper of the proposed
method, we give some computational results of numerical
examples.
Example 1. Consider Eq. (1) with the following functions and
coefﬁcients
piðxÞ¼0; ði¼0;1;2;3Þ; p4ðxÞ¼1; fðxÞ¼xþðxþ3Þex; c¼1;
gðxÞ ¼ 1; hðxÞ ¼ 0; HðyÞ ¼ y2ðxÞ;
subject to the boundary conditions
yð1Þ¼1e1; y00ð1Þ¼ e1; yð1Þ¼1þe; y00ð1Þ¼3e; ð20Þ
i.e., Eq. (1) takes the form
yðivÞðxÞ ¼ fðxÞ þ yðxÞ 
Z x
1
yðtÞdt; 1 < x < 1: ð21Þ
We apply the suggested method with N ¼ 6, and approxi-
mate the solution yðxÞ as follows
y6ðxÞ ﬃ
X7
i¼1
yiCiðxÞ  YTU6ðxÞ: ð22Þ
Using Eq. (15) we have
YTDð4ÞU6ðsjÞ  fðxÞ  YTU6ðsjÞ 
Z sj
1
YTU6ðtÞdt ¼ 0;
j ¼ 1; 2; 3: ð23Þ
We approximate the integral term in Eq. (23) using Newton–
Cotes integration rule as the formula (16) we haveYTDð4ÞU6ðsjÞ fðxÞYTU6ðsjÞ
XM
r¼0
wrXðtrÞ¼0; j¼1;2;3; ð24Þ
where XðtÞ ¼ YTU6ðtÞ, also, the matrix equations of the mixed-
boundary conditions are
YTU6ð1Þ ¼ 1 e1; YTU6ð1Þ ¼ 1þ e; ð25Þ
YTDð2ÞU6ð1Þ ¼ e1; YTDð2ÞU6ð1Þ ¼ 3e: ð26Þ
Eqs. (24)–(26) represent linear system of algebraic equations.
By solving it we obtain
y1 ¼ 1:0209; y2 ¼ 3:4532; y3 ¼ 0:6350; y4 ¼ 2:5631;
y5 ¼ 0:6581; y6 ¼ 1:6236; y7 ¼ 0:7496:
ð27Þ
Therefore, the approximate solution of this example can be
obtained using (22) as
yðxÞﬃ1:021C1ðxÞþ3:453C2ðxÞþ0:635C3ðxÞþ2:563C4ðxÞ
þ0:658C5ðxÞþ1:624C6ðxÞþ0:750C7ðxÞ: ð28Þ
Now, we compare the approximate solution using the pro-
posed method with the well-known approximate variational
iteration method (VIM) as follows.
VIM gives the possibility to write the solution of Eq. (21)
with the aid of the correction functionals
ynþ1ðxÞ¼ynðxÞþ
Z x
0
kðsÞ yðivÞn ðsÞ fðsÞynðsÞþ
Z s
1
~ynðsÞds
 
ds; nP0; ð29Þ
where k is a general Lagrange multiplier. Making the above
correction functional stationary
dynþ1ðxÞ¼dynðxÞþd
Z x
0
kðsÞ yðivÞn ðsÞ fðsÞ ~yðsÞ

þ
Z s
1
~ynðsÞds

ds¼dynþ kðsÞdy000n k0dy00n

þk00ðsÞdy0nk000dyn

s¼xþ
Z x
0
kðivÞðsÞdyn
h i
ds¼0; ð30Þ
where d~yn is considered as a restricted variation, i.e., d~yn ¼ 0,
yields the following stationary conditions (by comparison the
two sides in the above equation)
kðivÞðsÞ ¼ 0; kðsÞjs¼x ¼ k0ðsÞjs¼x ¼ k00ðsÞjs¼x ¼ 0;
1 k000ðsÞjs¼x ¼ 0: ð31Þ
The equations in (31) are called Lagrange–Euler equation and
the natural boundary conditions, respectively, the Lagrange
multiplier can be obtained by solving this equation as follows
kðsÞ ¼ 1
3!
ðs xÞ3: ð32Þ
Now, by substituting from (32) in (29), the following varia-
tional iteration formula can be obtained [20]
ynþ2ðxÞ ¼ynþ1ðxÞ þ
Z x
0
1
3!
ðs xÞ3 fðsÞ  ðynþ1ðsÞ  ynðsÞÞ

þ
Z s
1
ðynþ1ðsÞ  ynðsÞÞds

ds; nP 0: ð33Þ
We start with initial approximation y0ðxÞ ¼ ax3 þ bx2 þ cx
þd, for some constants a; b; c and d which will determine later,
and by using the above iteration formula (33), we can directly
obtain the components of the solution. Now, the ﬁrst two
Table 1 The absolute error of the numerical solution with
different values of N ¼ 3; 5; 7.
x ErrN¼3 ErrN¼5 ErrN¼7
1.0 0.25781e03 0.74215e05 0.36341e07
0.6 0.75850e03 0.36987e05 0.45447e07
0.2 0.26897e03 0.21587e05 0.25874e07
0.2 0.97542e03 0.12354e05 0.21578e07
0.6 0.67894e03 0.21589e05 0.25478e07
1 0.25988e03 0.36981e05 0.32548e07
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are
y0ðxÞ ¼ ax3 þ bx2 þ cxþ d;
y1ðxÞ ¼ y0ðxÞ þ ð1=6Þð6 3x2  2x3 þ exð6þ 6xÞ
 0:0009ax8 þ x7ð0:0072a 0:0024bÞ þ x6ð0:01667b
 0:00833cÞ þ x4ð0:1840þ 0:0625a 0:08333b
þ 0:1250cÞ þ x5ð0:05þ 0:05c 0:05dÞÞ:
Now, to ﬁnd the constants a; b; c, and d we impose the bound-
ary conditions (20) on the n-term approximation y3ðxÞ, we
obtain
a¼ 0:5001107; b¼ 0:995759; c¼ 0:999917; d¼ 1:0031507:
The exact solution of this problem is yðxÞ ¼ 1þ xex.
The behavior of the numerical solutions using the proposed
cardinal function method, with N ¼ 6, compared with the
approximate solution using VIM, yVIM, with three components
ðn ¼ 3Þ are presented in Fig. 1. Also, in Table 1 to show the
effect of the numbers of terms of the series (22), N, we intro-
duced the absolute error of our approximate solution with dif-
ferent values of N ¼ 3; 5; 7 at some values of x. From this
ﬁgure, it is clear that the proposed method can be considered
as an efﬁcient method.
Example 2. Consider Eq. (1) with the following functions and
coefﬁcients
piðxÞ ¼0ði ¼ 0; 1; 2; 3Þ; p4ðxÞ ¼ 1; fðxÞ ¼ e1;
c ¼ 0; gðxÞ ¼ 0; hðxÞ ¼ ex; HðyÞ ¼ y2ðxÞ;
subject to the boundary conditions
yð1Þ ¼ e1; y00ð1Þ ¼ e1; yð1Þ ¼ e; y00ð1Þ ¼ e; ð34Þ
i.e., Eq. (1) takes the form
yðivÞðxÞ ¼ e1 þ
Z x
1
ety2ðtÞdt; 1 < x < 1: ð35Þ
We apply the suggested method with N ¼ 6, and approximate
the solution yðxÞ as followsFig. 1 The behavior of the approximate solution and the exact
solution at N ¼ 6 and comparison with the solution using VIM.y6ðxÞ ﬃ
X7
i¼1
yiCiðxÞ  YTU6ðxÞ: ð36Þ
Using Eq. (15) we have
YTDð4ÞU6ðsjÞe1
Z sj
1
etðYTU6ðtÞÞ2dt¼0; j¼1;2;3: ð37Þ
We approximate the integral term in Eq. (37) using New-
ton–Cotes integration rule as the formula (16) we have
YTDð4ÞU6ðsjÞ  e1 
XM
r¼0
wrXðtrÞ ¼ 0; j ¼ 1; 2; 3; ð38Þ
with XðtÞ ¼ etðYTU6ðtÞÞ2, also, the matrix equations of the
mixed-boundary conditions are
YTU6ð1Þ ¼ e1; YTU6ð1Þ ¼ e; ð39Þ
YTDð2ÞU6ð1Þ ¼ e1 YTDð2ÞU6ð1Þ ¼ e: ð40Þ
Eqs. (38)–(40) represent non-linear system of algebraic equa-
tions. By solving it we obtain
y1 ¼ 1:0044; y2 ¼ 2:5837; y3 ¼ 0:3875; y4 ¼ 2:1007;
y5 ¼ 0:4785; y6 ¼ 1:5039; y7 ¼ 0:6703:
ð41Þ
Therefore, the approximate solution of this example can be ob-
tained using (36) as
yðxÞﬃ1:004C1ðxÞþ2:584C2ðxÞþ0:388C3ðxÞ
þ2:102C4ðxÞþ0:479C5ðxÞþ1:504C6ðxÞþ0:670C7ðxÞ: ð42Þ
Now, we compare the approximate solution using the
proposed method with the well-known VIM as follows.
VIM gives the possibility to write the solution of Eq. (35)
with the aid of the correction functionals
ynþ2ðxÞ¼ynþ1ðxÞþ
Z x
0
kðsÞ yðivÞn ðsÞe1
Z s
1
es~y2nðsÞds
 
ds; nP0; ð43Þ
By the same procedure in the previous example, the
Lagrange multiplier is
kðsÞ ¼ 1
3!
ðs xÞ3: ð44Þ
Now, by substituting from (44) in (43), the following varia-
tional iteration formula can be obtained [20]
ynþ1ðxÞ ¼ynðxÞ þ
Z x
0
1
3!
ðs xÞ3 e1 
Z s
1
esðy2nþ1ðsÞ

y2nðsÞÞds

ds; nP 0: ð45Þ
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for some constants a; b; c, and d which will determine later, and
by using the above iteration formula (45), we can directly obtain
the approximations of the solution.
Now, the ﬁrst two approximations of the solution yðxÞ of
Eq. (35) by using (45) are
y0ðxÞ ¼ ax3 þ bx2 þ cxþ d;
y1ðxÞ ¼ y0ðxÞ þ ð1=6Þð0:091x4 þ 0:081a2x4 þ 0:0001a2x11
 0:00006a2x12 þ 0:00002a2x13  0:186abx4
þ 0:0004abx10  0:0003abx11 þ 0:00006abx12
þ 0:1095b2x4 þ 0:0004a2x9  0:0003b2x10
þ 0:00005b2x11 þ 0:2190acx4 þ 0:0008acx9
 0:0004acx10 þ 0:0002acx11 þ 0:0018bcx8
 0:0008bcx9 þ 0:0002bcx10 þ 0:17083c3x4
 0:2667bcx4 þ 0:0024c3x7  0:0009c3x8
 0:00079adx9 þ 0:00019adx10 þ 0:3417bdx4
 0:0008adx9 þ 0:0002adx10 þ 0:3417bdx4
þþ0:0002c2x9  0:26667adx4 þ 0:0018adx8
þ 0:0048bdx7  0:0018bdx8 þ 0:0004bdx9
 0:4793cdx4 þ 0:01667cdx6  0:0048cdx7
þ 0:0009cdx8 þ 0:41667dx4 þ 0:05d2x5  0:0083d2x6
þ 0:0013d4x7Þ:
Now, to ﬁnd the constants a; b; c and d we impose the bound-
ary conditions (34) on the n-term approximation y3ðxÞ, we
obtain
a ¼ 0:166461; b ¼ 0:50217; c ¼ 1:00021; d ¼ 0:998347:
The exact solution of this problem is yðxÞ ¼ ex.
The behavior of the numerical solutions using the proposed
cardinal function method, with N ¼ 6, compared with the
approximate solution using VIM, yVIM, with three componentsFig. 2 The behavior of the approximate solution and the exact
solution at N ¼ 6 and comparison with the solution using VIM.(n ¼ 3) are presented in Fig. 2. From this ﬁgure, it is clear that
the proposed method can be considered as an efﬁcient method.
5. Conclusions and discussion
In this paper, we presented a new highly accurate approximate
method for solving the integro-differential equations. In the
proposed method we used the cardinal functions with Legen-
dre pseudo-spectral method. Comparison of our obtained re-
sults using the proposed method with that obtained by other
methods reveals that the presented method is very effective
and convenient. The numerical results show that the accuracy
improves by increasing N, the number of terms of the series
(36). Tables and ﬁgures indicate that as N increases the errors
decrease more rapidly; hence for better results, using number
N is recommended. Also, from the comparison we can con-
clude that the approximate solution is in excellent agreement
with the exact solution. All computations are performed by
Matlab 7.1.Acknowledgments
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