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Summary : Neural networks were employed to distinguish between 15 accessions of "coloured" (fruit gives intense red colour 
to the wine) grapevines found in some viticultural zones ofTuscany. Our results enabled us to distinguish, with considerable certainty, 
between 9 accessions and to denote three pairs of synonyms. The use of neural networks opens interesting prospects for ampelography; 
its advantages over traditional ampelographic methods are demonstrated. 
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Introduction 
The definition and the identification ofvarieties are of 
considerable scientific and practical importance in modern 
viticulture and ampelography due to the high nurober of 
varieties (many of ancient origin and genetically heteroge-
neous) and the frequent cases ofhomonyms and synonyms. 
An important contribution to the solution of ampelo-
graphic problems has been made by the OIV-IBPGR-UPOV 
charts (1983), not only for the completeness of the 
descriptors but also because, having been intemationally 
adopted, they offer the possibility of common terminology. 
Recently, statistical methods such as multivariate analysis 
and discriminant functions (CosTACURTA et al. 1996; 
SJLVESTRONI et al. 1996) have been proposed in the area of 
ampelographic data processing. Other interesting perspec-
tives come from the analysis of isoenzymes (SusoEN et al. 
1987; BENIN et al. 1988) and of chemical compounds ofphe-
nolic nature (such as anthocyanins) having taxonomic value 
(EoER et al. 1994 ). Finally, DNA marker technologies (simple 
sequence repeat po1ymorphism, SSRP; randomly amplified 
polymorphic DNA, RAPDs; inverse sequence-tagged re-
peat, ISTR; amplified fragment length polymorphism, AFLP) 
have proven to be useful tools for characterization of varie-
ties (BOWERS et a/. 1993; CüLLINS and SYMONS 1993; THOMAS 
and ScoTT 1993; THüMAS et al. 1994; Xu et a/. 1995; SENS! 
et al. 1996). These analytical techniques, however, aretime 
and money consuming and require special1aboratory equip-
ment. Therefore, the possibility ofusing artificial neural net-
work (ANN) for varietal distinction was examined. 
ANN has been applied in many fields of experimental 
science: in physics for the identification of eiemental parti-
cles (DA WN 1994 ), in medicine for diagnostic purposes (FUJITA 
et a/. 1992; SPRECKELSEN et al. 1994; STER and DosNIKAR 
1996) and in botany for the taxonomic identification of 
plankton (SIMPSON 1992). Moreover, the use of artificial 
neural networks has been shown to be extremely efficient 
in the field ofhandwriting, voice and human face recogni-
tion, and tobe particu1arly adapted to the reso1ution ofprob-
lems which require the discrimination of different shapes 
(HERTZ et a/. 1991). 
To our knowledge, specific studies about the use of 
neural networks for varietal recognition of plant species have 
not been effectuated to date; therefore, it seemed interest-
ing to verify the possibility of applying neural networks for 
varietal identification of grapevines. 
Materialsand methods 
P 1 an t m a t er i a I : The study was carried out with 
15 accessions of "coloured" grapevines (Tab. 1) from the 
grapevine germplasm collection ofthe Department ofHorti-
culture of the University of Florence, which were recently 
the subject ofampelographic sturlies (BANDINELLI et a/. 1993) 
and characterization by DNA marker technology (SENS! et a/. 
1996). The vine genotypes were selected because they of-
fered the possibility ofvalidation ofthe neural network tech-
nique. At the time ofveraison, samples of 10 leaves located 
between the 7th and 11th shoot nodes were removed 
(ALLEWELDT and DETTWEILER 1985). Thirty-one parameters, 
previously used by GALET (1985); SCHNEIDER and ZEPPA 
( 1988) and ALESSANDRI et. a/. ( 1996), were determined for 
each leaf(Fig. 1, Tab. 2) by way ofa computerised system 
(AmpeloCADs) which allowed the integration of digitisation 
and filing of data and its statistical analysis (ALESSANDRI 
et a/. 1996). 
Table l 
List ofthe grapevine accessions used for neural network 
technique 
Abrostine 
Abrusco 
Colorino americano 
Colorino di Lucca 
Colorino di Pisa 
Colorino di Valdamo 
Giacche 
Grandnoir 
Grane 
Granoir 
Morone 
Negratino 
Nereto 
Paspo rosso 
Tinturie 
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Cultivar: Grand noir 
Sampling year: 96 
Sam !in month: 06 
Alpha (N2 0 NI) Pi x 
Beta (N 0 N2) PI x 
Tau (N4 0 N3) Pi x 
Gamma (N6 01 N5) Pi x 
Delta (Ds NI Dd) Pi x 
LxWmm2 
Widthmm 
Lengthmm 
POmm 
ON!mm 
SP-indexmm 
RLW 
Rl 
R2 
R3 
R4 
R5 
Sampling day: 23 
Drawing name: Gnl 
File name: Gnl 
0.29465 
0.30617 
0.28916 
0.31099 
0.61956 
36216.17526 
184.90026 
195.86871 
106.42412 
143.76618 
4.62795 
1.05932 
0.74026 
0.80478 
0.55984 
0.36379 
0.69344 
R6 0.37779 
RSP 0.03219 
Areamm2 22700.57213 
Perimeter mm 1348.94455 
Amp. Area mm2 21954.86267 
Amp. Per. mm 932.76335 
RPf 9.38291 
RAf 1.09831 
RPAf 8.54307 
RPfPam 8.54307 
TB-index 0.07011 
TN -estimate n. 47.00000 
TH-index 0.04060 
STS-index 0.05567 
Digitiz. Time 0.0507 
PDTxlOO 0.00409 
Fig. 1: AmpeloCADs printout. The entire foliar margin has been digitised, including the foliar teeth. The 
foliar shape and the reference length have been drawn and the ampelographic points have been labeled. 
Wh a t i s a n e ur a 1 n e t w o r k ? The most simple 
definition of a neural network, more properly referred to as 
an "artificial" neural network, is provided by the inventor of 
one ofthe first neurocomputers, HECHT-NIELSEN (1989). He 
defines a neural network as " ... a computing system made up 
of simple, highly interconnected processing elements, which 
process information by their dynamic state response to ex-
temal inputs". Although the mathematics involved with 
neural networking is notatrivial matter (for review: BISHOP 
1995), it is possible to easily gain at least an operational 
understanding of their structure and function. 
Many theoretical models ("paradigms"), dating as far 
back as the 1950's, have been developed in an effort to mirnie 
a brain's cerebral activity. Most have had limited real-world 
application potential. The backpropagation paradigm, how-
ever, is an extremely effective leaming tool that can be ap-
plied to a wide variety of problems. Backpropagation related 
paradigms require supervised training. This mean they must 
be taught using a set of training data where known solu-
tions are supplied. 
Neural networks are typically organized in layers which 
are made-up of a number of interconnected "nodes" con-
taining an "activation function". Patternsare presented to 
the network via the "input layer", which communicates to 
one or more "hidden layers" where the actual processing is 
done via a system ofweighted "connections". The hidden 
layers are linked to an "output layer" where the answer is 
output as shown in Fig. 2. During the "training phase", the 
network's response at the output layer is compared to a 
supplied set ofknown answers (training targets). The errors 
are determined and backpropagated through the network in 
an attempt to improve the network's response. The nodal 
weight factors are adjusted by amounts determined by the 
training algorithm. The iterative procedure of processing 
inputs through the network, determining the errors and 
backpropagating the errors through the network to adjust 
the weights, constitutes the leaming process. One training 
iteration is complete when all supplied training cases have 
been processed through the network. Iteration continues 
until the network's response error is kept to a minimum. The 
network can then be tested on new data and if this proves 
successful it can be used to predict the output for a given 
set of input values (for more detailed reviews see HERTZ 
et al. 1991; HINTON 1992). 
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Table 2 
Leaf parameters considered by neural network 
Alpha 
Beta 
Tau 
Garrnna 
Delta 
w 
L 
LxW 
PO 
ON1 
SP-index 
RLW 
~ 
R2 
R3 
R4 
Rs 
R6 
RSP 
Area 
Perimeter 
Amp. area 
Amp. perimeter 
RPf 
RM 
RPAf 
RPtPam 
TN-estimate 
TB-index 
TH-index 
STS-index 
Ampelographie angle N2- O-N1 
(radiants/Pi) 
Ampelographie angle N3- O-N2 
(radiants/Pi) 
Ampelographie angle N4- O-N3 
(radiants/Pi) 
Ampelographie angle N6- O-N5 
(radiants/Pi) 
Ampelographie angle Ds-N1-Dd 
(radiants/Pi) 
Foliarwidth (mm) 
Foliar length (mm) 
Length x width (mm2) 
Distance P-0 (mm) 
Distance O-N1 (mm) 
Distance SPs-SPd (mm) 
Length I width 
PO / ON1 
ON) ON1 
ON3 / 0N1 
ON4 / 0N1 
OIION3 
OS/ON2 
SP-index/ON1 
Area of digitised foliar surface (mm2) 
Length of digitised foliar perimeter (mm) 
Ampelographiepolygon area (mm2) 
Length of ampelographic polygon 
perimeter (mm) 
Perimeter I ON1 
Area / ON1 
(Perimeter I Area) x ON1 
Perimeter I Ampelographieperimeter 
Teeth number estimate1l 
Tooth base index lJ 
Tooth height index1l 
Sum oftooth sides index1l 
I) see ALESSANDRIet a/. 1996 
M e t h o d s : In total, data from 450 leaves (30 per 
vine accessions) were utilised. The learning phase for the 
back- propagation artificial neural network was achieved 
on a P 120 personal computer, by using the phyllometric data. 
The network (Fig. 2) was designed using a total of31 inputs 
represented by the phyllometric parameters (see Tab. 2) and 
15 outputs represented by the accessions under examina-
tion. Output values were 1 or 0 (true or false) . 
In order to optimise the neural network activity, the 
number of "hidden neurons" and the number of iterations 
was modified. Minimum error was reached with a network 
composed of 40 hidden neurons, positioned on three Ievels 
( 15x 1 Ox 15) with a hybrid activation function, composed of a 
sigmoidal function for the first and third hidden layers and a 
gaussian function for the second hidden layer. The learning 
phase was carried out for 70,000 iterations, at the end of 
which the RMS (Root Mean Squared error) was 0.065. This 
Input 
layer 
Hidden layers Output 
layer 
Fig. 2: Diagram ofthe structure ofthe artificial neural network. 
parameter indicates the effectiveness ofthe ANN; the smaller 
the value, the closer the network is to modeHing the input 
data. - The ANN was tested by presenting them with inputs 
(phyllometric parameters) for which the outputwas known, 
so that the predicted and actual outputs could be compared. 
These data had not been used previously to train the net-
work. 
Results and Discussion 
Fig. 3 contains the results of the recognition phase of 
the neural network. Each graph illustrates the network out-
put for input represented by the phyllometric parameters of 
10 Jeaves of a given variety. For example, in diagram 3 A 
output values for the recognition test effectuated on the 
accession Abrostine are reported. Each figure presents in 
the abscissa the names of the 15 studied accessions. The 
name of the unknown accession is given by the accession 
in abscissa, which present the highest output values (i .e. 
the nearest to I). 
By examining the graphs in Fig. 3, it can be noted that 
the artificial neural network succeeded in identifying the 
unknown variety with certainty, except in the case ofGrand 
noir (Fig. 3 H) and Granoir (Fig. 3 L), which is obviously a 
case of synonymy. A considerable similarity between 
Abrusco (Fig. 3 B) and Abrostine (Fig. 3 A) also appears. lt 
is assumed that these are two clones ofthe same vine vari-
ety; the two different denominations are therefore consid-
ered tobe synonyms. Similarity was found between Colorino 
from the province ofPisa (Fig. 3 E) and Morone (Fig. 3 M). 
Negratino (Fig. 3 N) and Nereto (Fig. 3 0) despite a similar 
denomination showed different response. 
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Colorino americano (Fig. 3 C), Colorino del Valdarno 
(Fig. 3 F) and Colorino from the province ofLucca (Fig. 3 D) 
and the other vine accessions examined, Giacche (Fig. 3 G), 
Grane (Fig. 3 1), Raspo rosso (Fig. 3 P) and Tinturie (Fig. 3 Q) 
are clearly differentiated. In agreement with the finding of 
SENS! et al. ( 1996), the response of the accession Colorino 
americano was very different from the others, a hypothesis, 
suggested from the name, could be that this genotype is a 
hybrid of Vitis labrusca. 
The results obtained are interesting, above all, because 
the use ofthe neural network allowed distinction ofthe vine 
accessions, in agreement with the results of studies made 
on the same genetic material, with ampelographic or molecu-
lar marker methods (SENS! et al. 1996). Moreover, it seems 
that the neural network system demonstrates a greater pos-
sibility of distinction compared to the method based on 
ampelographic charts; the two accessions ofColorino found 
in the provinces of Pisa and Lucca were not distinct with 
certainty by the ampelographic chart method while the neu-
ral network identified a clear difference. 
Conclusions 
The results present some aspects to be considered. 
(1) The applied method offers the possibility to compare 
rapidly and objectively a theoretically unlimited number of 
genetic entities on the basis of quantitative taxonomic traits. 
Therefore, on a theoreticallevel, the creation of an interna-
tional data base for varieties could by hypothesised. Moreo-
ver, it would seem possible, once the data base of ampelo-
graphic parameters for a determined varietal assortment is 
created, to ascertain if other genetic entities correspond or 
are similar to one or more ofthe entities already present in 
the data base. (2) The experimental method can be further 
improved by increasing the number of ampelographic pa-
rameters to include quantifiable morphologic and physiologi-
cal traits. (3) It should be pointed out that the use of neural 
networks requires instrumentation which is only limited to 
personal computers of medium potential and that the time 
required is only that of digitising ofthe phyllometric param-
eters (approximately one minute per leat); this time could be 
considerably reduced by a low-cost automated system. 
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