Abstract. The p-adic local Langlands correspondence for GL 2 (Qp) is given by an exact functor from unitary Banach representations of GL 2 (Qp) to representations of the absolute Galois group G Qp of Qp. We prove, using characteristic 0 methods, that this correspondence induces a bijection between absolutely irreducible non-ordinary representations of GL 2 (Qp) and absolutely irreducible 2-dimensional representations of G Qp . This had already been proved, by characteristic p methods, but only for p ≥ 5.
We prove that this functor has all the properties needed to be called the p-adic local Langlands correspondence for G. Theorem 1.1. The functor Π → V(Π) induces a bijection between the isomorphism classes of :
• absolutely irreducible non-ordinary Π ∈ Ban adm G (L), • 2-dimensional absolutely irreducible continuous L-representations of G Qp .
Implicit in the statement of the theorem is the fact that absolutely irreducible Π ∈ Ban adm G (L) are residually of finite length so that one can apply the functor V to them.
Date: October 9, 2013. V.P. is partially supported by the DFG, SFB/TR 45. 1 This means that Π ⊗ L L ′ is topologically irreducible for all finite extensions L ′ of L.
One corollary of the theorem, and of the explicit construction of the representation Π(V ) of G corresponding to a representation V of G Qp (see below), is the compatibility between the p-adic local Langlands correspondence and local class field theory: we let ε : G Qp → Z × p be the cyclotomic character and we view unitary characters of Q × p as characters of G Qp via class field theory 2 (for example, ε corresponds to x → x|x|). Note that, by Schur's lemma [27] , any absolutely irreducible object of Ban adm G (L) admits a central character. Corollary 1.2. If Π is an absolutely irreducible non-ordinary object of Ban adm G (L) with central character δ, then V(Π) has determinant δε.
The next result shows that the p-adic local Langlands correspondence is a refinement of the classical one (that such a statement could be true was Breuil's starting point for his investigations on the existence of a p-adic local Langlands correspondence [10] ).
Let π be an admissible, absolutely irreducible, infinite dimensional, smooth Lrepresentation of G, and let W be an algebraic representation of G (so there exist a ∈ Z and k ≥ 1 such that W = Sym k−1 L 2 ⊗det a ). Let ∆ be the Weil representation corresponding to π via the classical local Langlands correspondence; we view ∆ as a (ϕ, G Qp )-module 3 [40, 13] . Let F (∆, W ) be the space of isomorphism classes of weakly admissible, absolutely irreducible, filtered (ϕ, N, G Qp )-modules [39, Chap. 4] whose underlying (ϕ, G Qp )-module is isomorphic to ∆ and the jumps of the filtration are −a and −a − k: if L ∈ F (∆, W ), the corresponding [22] representation V L of G Qp is absolutely irreducible and its Hodge-Tate weights are a and a + k. If F (∆, W ) is not empty, it is either a point if π is principal series or P 1 (L) if π is supercuspidal or a twist of the Steinberg representation (ii) The functor Π → D pst (V(Π)) induces a bijection between the admissible, absolutely irreducible, non-ordinary, unitary completions of π ⊗ W and F (∆, W ).
The theorem follows from the combination of theorem 1.1, [20, th. 0.20] (or [30] ), [20, If p ≥ 5, the results are not new; they were proven in [54] , building upon [20, 43] , via characteristic p methods, but these methods seemed to be very difficult to extend to the case p = 2 (and also p = 3 in a special case). That we are able to prove the assume that this is already possible over L. 4 In this last case, the filtration corresponding to ∞ ∈ P 1 (L) makes the monodromy operator N on ∆ vanish and V∞ is crystalline (up to twist by a character) whereas, if L = ∞, V L is semi-stable non-crystalline (up to twist by a character). 5 It is a little bit frustrating to have to use global considerations to prove it. By purely local considerations, one could prove it when π is a principal series or a twist of the Steinberg representation. When π is supercuspidal, one could show that there is a set Sπ of (ϕ, G Qp )-modules ∆ such that the functor Π → Dpst(V(Π)) induces a bijection between the admissible, absolutely irreducible, unitary completions of π ⊗ W and the union of the F (∆, W ), for ∆ ∈ Sπ, but we would not know much about Sπ except for the fact that Sπ ∩ S π ′ = ∅ if π ∼ = π ′ .
theorem in full generality relies on a shift to characteristic 0 methods and an array of results which were not available at the time [54] was written:
• The computation [52] of the blocks of the mod p representations of G, in the case p = 2; this computation also uses characteristic 0 methods.
• Schur's lemma for unitary Banach representations of p-adic Lie groups ( [27] which uses results of Ardakov and Wadsley [1] .)
• The computation [21, 44] of the locally analytic vectors of unitary principal series representations of G.
• The computation [30] of the infinitesimal action of G on locally analytic vectors of objects of Rep L (G).
There are 3 issues to tackle if one wants to establish theorem 1.1: one has to prove that absolutely irreducible objects of Ban adm G (L) are residually of finite length and bound this length, and one has to prove surjectivity and injectivity. ss sm . Then π{χ 1 , χ 2 } is typically of length 2, but it may be of length 3, and even 4 when p = 2 or p = 3 (lemma 2.14 gives an explicit description of π{χ 1 , χ 2 }). Recall that a smooth irreducible k-representation is called supersingular if it is not isomorphic to a subquotient of some representation π{χ 1 , χ 2 }. Theorem 1.4. Let Π be an absolutely irreducible object of Ban adm G (L). Then Π is residually of finite length and, after possibly replacing L by a quadratic unramified extension, Π ss is either absolutely irreducible supersingular or a subrepresentation of some π{χ 1 , χ 2 }.
For p ≥ 5, this theorem is proved in [54] . The starting points of the proofs in [54] and in this paper are the same: one starts from an absolutely irreducible mod p representation π of G and considers the projective envelope P of its dual (in a suitable category, cf. § 2.1). Then we are led to try to understand the ring E of endomorphisms of P , as this gives a description of the Banach representations of G which have π as a Jordan-Hölder component of their reduction mod p. After this the strategies of proof differ completely and only some formal parts of [54] are used in this paper (mainly §4 on Banach representations).
To illustrate the differences, let us consider the simplest case where π is supersingular, so that V(π) is an irreducible representation of G Qp . The key point in both approaches to theorem 1.4 is to prove that the ring E[1/p] is commutative. This is done as follows.
In [54] , the functor Π → V(Π) is used to show that E surjects onto the universal deformation ring of V(π), which is commutative. It is then shown that this map is an isomorphism by showing that it induces an isomorphism on the graded rings of E and the universal deformation ring of V(π) with respect to the maximal ideals. To control the dimension of the graded pieces of gr
• E, one needs to be able to compute the dimension of Ext-groups of mod p representations of G. These computations become hard to handle for p = 3 and very hard for p = 2. Moreover, the argument uses that the universal deformation ring of V(π) is formally smooth, which fails if p = 2 and in one case if p = 3.
In this paper we use the functor Π → m(Π), defined in [54, § 4] , from Ban adm G (L) to the category of finitely generated E[1/p]-modules. We show that if Π is the universal unitary completion of locally algebraic unramified principal series representation of G, then the image of E[1/p] → End L (m(Π)) is commutative and then show 6 that the map
is injective, where the product is taken over all such representations. The argument uses the work of Berger-Breuil [5] , that the Π i are admissible and absolutely irreducible, and we can control their reductions modulo p [4, 23] . The injectivity of (1) is morally equivalent to the density of crystalline representations in the universal deformation ring of V(π), and is more or less saying that "polynomials are dense in continuous functions", an observation that was used by Emerton [34] in a global context. However, in our local situation, P is not finitely generated over
, and things are more complicated than what the above sketch would suggest; we refer the reader to §2.1 for a more detailed overview of the proof of the theorem.
Remark 1.5. The approach developed in [54] , when it works, gives more information than theorem 1.4: one gets a complete description of finite length objects of Ban adm G (L), not only of its absolutely irreducible objects and also a complete description of the category of smooth locally admissible representations of G on O-torsion modules. However, the fact that E is commutative is a very useful piece of information, and, when π is either supersingular or generic principal series, in a forthcoming paper [55] we will extend the results of [54] to the cases when p = 2 and p = 3.
Combining theorem 1.4 and the fact [27, cor. 3.14] that an irreducible object of Ban adm G (L) decomposes as the direct sum of finitely many absolutely irreducible objects after a finite extension of L, we obtain the following result: 
then the global sections of this sheaf fit into an exact sequence of G-representations
The proof of the existence of this decomposition is by analytic continuation, using explicit computations to deal with trianguline representations, in which case Π(V ) is the universal completion of a locally analytic principal series [5, 9, 18, 32, 48] , and the Zariski density [17, 43, 7, 15] of trianguline (or even crystalline) representations in the deformation space of V ss . That such a strategy could work was suggested by
Kisin who used a variant [43] to prove surjectivity for p ≥ 5 in a more indirect way. This Zariski density was missing when p = 2 and V ss is scalar: the methods of [17, 43] prove that the Zariski closure of the trianguline (or crystalline) representations is a union of irreducible components of the space of deformations of the residual representation; so what was really missing was an identification of the irreducible components, which is not completely straightforward. This is not an issue anymore as we proved [24] that there are exactly 2 irreducible components and that the crystalline representations are dense in each of them.
Injectivity.
The following result is a strengthening of the injectivity of the p-adic local Langlands correspondence.
, where P is the mirabolic subgroup of G.
For absolutely irreducible non-ordinary objects of Ban adm G (L), the knowledge of V(Π) is equivalent to that of the action of P (this is not true for ordinary objects). So, theorem 1.8 is equivalent to the fact that we can recover an absolutely irreducible non-ordinary object Π from its restriction to P . If we replace P with the Borel subgroup B, then the result follows from [49] (see also [23, remark III.48 ] for a different proof). The key difficulty is therefore controlling the central character, and, thanks to results from [20, 23] , the proof reduces to showing that δ D is the only character δ such that D ⊠ δ P 1 admits a decomposition as in (2) . So assume D ⊠ δ P 1 admits such a decomposition and set η = δ −1 D δ. We need to prove that η = 1 and this is done in two steps: we first prove that η = 1 if it is locally constant, and then we prove that η is locally constant.
The proof of step one splits into two cases: • If D is trianguline then we use techniques of [21, 28] to study locally analytic principal series appearing in the locally analytic vectors in Π 1 and Π 2 , and make use of their universal unitary completions.
• If D is not trianguline then the restriction of global sections D⊠ δ P 1 to any nonempty compact open subset of P 1 is injective on Π(V ) 
, and using the above-mentionned injectivity, that η = 1. To prove that η is locally constant, one can, in most cases, use the formulas [30] for the infinitesimal action of G. In the remaining cases one uses the fact that the characters η sending C α into C αη(p) for all α form a Zariski closed subgroup of the space of all characters, and such a subgroup automatically contains a non-trivial locally constant character if it is not reduced to {1}.
The reader will find a more detailed overview of the proof in §3.2.
Finally, we give a criterion for an absolutely irreducible object of Ban adm G (L) to be non-ordinary; this refines theorem 1.4, by describing in which case the inclusion Π ss ⊂ π{χ 1 , χ 2 } given by this theorem is an equality. It is a consequence of theorems 1.4 and 1.8, and of the compatibility [4, 23] of p-adic and mod p Langlands correspondences.
The following assertions are equivalent 
is equal to the multiplicity with which π occurs as a subquotient of
Let us suppose that we are given a family 
If a i is the kernel of this map then E[1/p]/a i is commutative, and hence if we let a = ∩ i∈I a i , then we deduce that E[1/p]/a is commutative. Let us further assume that a = 0. Then we can conclude that the ring E is commutative. Let Π in Ban adm C(O) be absolutely irreducible, and let E be the image of E[1/p] in End L (m(Π)). Since E[1/p] is commutative, so is E , and using proposition 2.1 (iii) b) we deduce that E is a subring of End cont G (Π). Now comes a new ingredient, not available at the time of writing [54] : by Schur's lemma [27] , since Π is absolutely irreducible we have End
Since m(Π) is an irreducible E[1/p]-module by proposition 2.1 (iii) a), we conclude that dim L m(Π) = 1, and hence by part (ii) of the proposition we conclude that π occurs with multiplicity 1 as subquotient of Θ/̟. If d > 1 one can still run the same argument concluding that π occurs with multiplicity at most d as subquotient of Θ/(̟) by using rings with polynomial identity.
All the previous constructions and the strategy of proof explained above work in great generality (G was any p-adic analytic group), provided certain conditions are satisfied, the hardest of which is finding a family {Π i } i∈I , which enjoys all these nice properties. From now on we let G = GL 2 (Q p ), and let Mod , that π can occur as a subquotient with multiplicity at most 2, and multiplicity one if π is either supersingular or generic principal series.
The statement ∩ i∈I a i = 0 morally is the statement "crystalline points are dense in the universal deformation ring", so one certainly expects it to be true, since on the Galois side this statement is known [17, 43] to be true 8 . In fact, Emerton has proved an analogous global statement "classical crystalline points are dense in the big Hecke algebra" by using GL 2 -methods, [34, cor. 5.4.6] . The Banach representation denoted by Π(P ) in §2.2 is a local analog of Emerton's completed cohomology. However, Emerton's argument does not seem to carry over directly, since although P is projective in Mod pro K (O), it is not a finitely generated O Kmodule, and in our context the locally algebraic vectors in Π(P ) are not a semisimple representation of GL 2 (Q p ). Because of this we do not prove directly that ∩ i a i = 0, but a weaker statement, which suffices for the argument to work. To get around the issue that P is not finitely generated over O K we have to perform some tricks, see propositions 2.18, 2.19.
2.2.
Proof of proposition 2.1.
Part (ii) follows from the proof of [54, Lem. 4.15] , which unfortunately assumes
, where the projective limit is taken over all the finite length quotients. Since P is projective we obtain an isomorphism Hom
Since M i are of finite length, [54, Lem. 3.3] says that dim k Hom C(O) (P, M i ) is equal to the multiplicity with which π ∨ occurs in M i as a subquotient, which is the same as multiplicity with which π occurs in
, which allows to conclude that π occurs with finite multiplicity
is finite, in which case both numbers coincide. Since P is a compact flat O-module and a projective object in
2.3. Rings with polynomial identity. Definition 2.2. Let R be a (possibly non-commutative) ring and let n be a natural number. We say that R satisfies the standard identity s n if for every n-tuple Φ = (φ 1 , . . . , φ n ) of elements of R we have s n (Φ) := σ sgn(σ)φ σ(1) . . . φ σ(n) = 0, where the sum is taken over all the permutations of the set {1, . . . , n}.
, the ring R satisfies the standard identity s 2 if and only if R is commutative.
(ii) We note that R satisfies s n if and only if the opposite ring R op satisfies s n . (iii) Let {a i } i∈I be a family of ideals of R such that i∈I a i = 0. Then R satisfies s n if and only if R/a i satisfies s n for all i ∈ I.
(iv) By a classical result of Amitsur and Levitzki [46, Thm.13.3.3] , for any commutative ring A, the ring M n (A) satisfies the standard identity s 2n .
Lemma 2.4. Let A be a commutative ring, n ≥ 1 and let M be an A-module which is a quotient of A n . Then End A (M ) satisfies the standard identity s 2n .
Proof. By hypothesis there are e 1 , ..., e n ∈ M generating M as an A-module. Let φ 1 , ..., φ 2n ∈ End A (M ) and let X (1) , ..., X (2n) ∈ M n (A) be matrices such that
ji e j for all i ≤ n and k ≤ 2n. Setting X = s 2n (X (1) , ..., X (2n) ), for all i ≤ n we have
By remark 2.3 (iv) we have X = 0 and the result follows.
Lemma 2.5. Let A be a commutative noetherian ring, let M be an A-module, such that every finitely generated submodule is of finite length, and let n be an integer.
, where the sum is taken over all the maximal ideals in A and 
This implies the assertion.
Proof. Let v ∈ M ′ be non-zero. Since {V i } i∈I captures M , lemma 2.7 implies that there exist i ∈ I and φ ∈ Hom
Lemma 2.9. Assume that {V i } i∈I captures M and let φ ∈ End
Proof. The assumption on φ implies that Hom
for all i ∈ I. Since {V i } i∈I captures M , we deduce that M = Coker φ and thus φ = 0.
be an L-Banach space equipped with a supremum norm. Then {V i } i∈I captures M if and only if the image of the evaluation map
Using lemma 2.7 and isomorphisms (3), (4) we deduce that {V i } i∈I does not capture M if and only if the image of the evaluation map
is not a dense subspace.
Lemma 2.11. The following assertions are equivalent:
Proof. (i) implies (ii). Let P be a projective object in Mod pro K (O). Then P ∼ = j∈J P j , where P j is projective indecomposable for every j ∈ J, see [26, V.2.5.4]. For each j ∈ J let p j : P → P j denote the projection. Since {V i } i∈I captures P j by assumption, it follows from lemma 2.7 that Ker p j = ∩ φ Ker φ • p j , where the intersection is taken over all φ ∈ Hom cont O K (P j , V * i ), for all i ∈ I. Since ∩ j∈J Ker p j = 0, we use lemma 2.7 again to deduce that {V i } i∈I captures P .
( [51, prop. 4.2] . The assertion follows from lemma 2.8.
Let G be an affine group scheme of finite type over Z p such that G L is a split connected reductive group over L. Let Alg(G) be the set isomorphism classes of irreducible rational representations of G L , which we view as representations of 
is a dense subspace, where the sum is taken over all V ∈ Alg(G). Lemma 2.10 implies that Alg(V ) captures O K , and the assertion follows from lemma 2.11.
Locally algebraic vectors in Π(P ). From now on let
, and let π be an admissible smooth, absolutely irreducible k-representation of G. Recall that if χ 1 , χ 2 : Q × p → k × are smooth characters, then
Otherwise, there is a unique π{χ 1 , χ 2 } containing π and we let d(π) be the multiplicity of π in π{χ 1 , χ 2 }.
× be smooth characters. Then π{χ 1 , χ 2 } is isomorphic to one of the following:
In particular, d(π) = 1 unless we are in one of the following cases, when
Proof. The representation (Ind [35] implies that every locally admissible representation is a union of its subrepresentations of finite length. So Mod
Then π ֒→ P ∨ is an injective envelope of π in Mod 
We want to use (5) 
On the other hand, if V is a continuous representation of K on a finite dimensional L-vector space and if Θ is a K-invariant lattice in V , then
We note that since V is finite dimensional any L-linear map is continuous. Let Alg(G) be the set of isomorphism classes of irreducible rational representations of GL 2 /L, which we view as representations of GL 2 (Z p ) via the inclusion
In particular, A V is a commutative noetherian ring. Frobenius reciprocity gives
Proposition 2.16. Let V ∈ Alg(G) and let m be a maximal ideal of A V . Then Hom G (κ(m) ⊗ AV c-Ind 
The result follows from (9).
Corollary 2.17. For all V ∈ Alg(G) and all maximal ideals m of A V we have
Proof. By (7) we have Hom
. On the other hand, Frobenius reciprocity gives an isomorphism
The result follows therefore from proposition 2.16.
2.6.
Proof. We claim that there exists a surjection θ : N ։ M in C(O) with N a finitely generated projective O K -module. The claim implies the assertion, since the projectivity of P implies that there exists ψ : P → N , such that θ • ψ = ϕ. The proof of the claim is a variation of the construction, which first appeared in [47] , and then was generalized in [12] and [36] . [36, cor. 3.9] shows that there exists a monic polynomial f ∈ O[t] and a natural number n, such that (̟, f ) is a maximal ideal of A, and the action of A on M factors through A/(f n ). Since f is monic A/(f n ) is a free O-module of finite rank. Hence, the restriction of
K is a finite direct sum of copies of Ω ∨ , which implies that N + is a finitely generated projective O K -module. We put an action of G + on N + by using
Let N := Ind 
such that the A-submodule generated by ψ n is of finite length, and φ ≡ ψ n (mod ̟ n ).
Let φ n be the composition P
Dually we obtain a map φ
∨ is a finite O-module, we deduce that τ is of finite length. Thus φ n factors through P ։ τ ∨ in C(O), with τ ∨ of finite length. Proposition 2.18 implies that this map factors through ψ : P → N with N finitely generated and projective O K -module. Since N is projective, using
is a map of A-modules, which contains ψ n in the image. Since N is a finitely generated O K -module, Hom
is a finite dimensional L-vector space, thus the A-submodule generated by ψ n is of finite length. 
for every maximal ideal m of A V . The assertion follows from lemma 2.5. 
where l is a quadratic extension of k, χ : Q [52] , and consist of either a single supersingular representation, or of all irreducible subquotients of π{χ 1 , χ 2 } for some smooth characters χ 1 , χ 2 : Q × p → k × . These irreducible subquotients are listed explicitly in lemma 2.14. If π is absolutely irreducible, it follows from theorem 2.21 that if π is supersingular then (i) holds, if π is not supersingular then the multiplicity with which π occurs as a subquotient of Θ ⊗ O k is less or equal to the multiplicity with which π occurs in π{χ 1 , χ 2 }, which implies that (iii) holds. If π is not absolutely irreducible, then arguing as in the proof of corollary 5.44 of [54] we deduce that (ii) holds.
Injectivity of the functor Π → V(Π)
In this chapter we prove theorems 1.8 and 1.9 as well as their consequences stated in the introduction. After a few preliminaries devoted to the theory of (ϕ, Γ)-modules and various constructions involved in the p-adic local Langlands correspondence [20] , we give a detailed overview of the (rather technical) proofs. We then go on and supply the technical details of the proofs.
Preliminaries.

(ϕ, Γ)-modules. Let
] the field of fractions of O E and let R be the Robba ring, consisting of those Laurent series n∈Z a n T n ∈ L[[T, T −1 ]] which converge on some annulus 0 < v p (T ) ≤ r, where r > 0 depends on the series.
Let ΦΓ et (E ) be the category ofétale (ϕ, Γ)-modules over E . These are finite dimensional E -vector spaces D endowed with semi-linear 10 and commuting actions of ϕ and Γ = Gal(Q p (µ p ∞ )/Q p ) ∼ = Z × p such that the action of ϕ isétale
11
. Each D ∈ ΦΓ et (E ) is naturally endowed with an operator ψ, which is left-inverse to ϕ and commutes with Γ.
The category ΦΓ et (E ) is equivalent [41] to the category Rep L (G Qp ) of continuous finite dimensional L-representations of G Qp . Cartier duality 12 on Rep L (G Qp ) induces a Cartier duality D →Ď on ΦΓ et (E ). All these constructions have integral and torsion analogues, which will be used without further comment.
The category ΦΓ et (E ) is equivalent, by [16, 6] and [42] , to the category of (ϕ, Γ)-modules of slope 0 on R. For D ∈ ΦΓ et (E ) we let D rig be the associated (ϕ, Γ)-module over R.
Analytic operations on (ϕ, Γ)-modules. The monoid
and for which the restriction map 
exists for all z ∈ D ⊠ U , and it is independent of the system of representatives 
Res p n Zp (
The following result (see § V.1 and V.2 in [19] ) summarizes the main properties of these operators (which also have integral and torsion versions, see loc.cit.). 
We will actually work with the functor D, even though some results will be stated in terms of the more familiar functor V.
In the opposite direction, δ being fixed, there is a functor from ΦΓ et (E ) to the category of G-equivariant sheaves of topological L-vector spaces on 
such that for all D ∈ M F (δ −1 ), we have:
(ii)Ď ∈ M F (δ) and there is an exact sequence 
Proof. This is a restatement of [24, prop. 10 .1].
3.2. Uniqueness of the central character. In this § we explain the steps of the proof of the following theorem, which is the main result of this chapter.
For the rest of this § we let D ∈ ΦΓ et (E ) be as in theorem 3.5. Let D + be the set of z ∈ D such that the sequence (ϕ n (z)) n≥0 is bounded in D. The module D + is the largest finitely generated E + -submodule of D, stable under ϕ and Γ. We say that D is of finite height if D + spans D as E -vector space or, equivalently (since
The classification of representations of finite height given in [3] shows that if D is of finite height, then D is trianguline be the space of locally analytic vectors of Π, for which we refer the reader to [58] and [33] . We first prove that η is locally constant. The argument works for a much more general class of (ϕ, Γ)-modules, namely those corresponding to representations which are not C p -admissible 16 up to a twist (this condition is automatically satisfied by irreducible trianguline (ϕ, Γ)-modules [17, prop. 4.6 
]). The proof uses two ingredients
• By [23, chap . VI] and the hypothesis D ∈ M F (δ −1 ), there is a G-equivariant sheaf of locally analytic representations U → D rig ⊠ δ U attached to (D rig , δ).
• Using [29, 30] , one can describe the action of Lie(GL 2 (Q p )) on the space D rig ⊠ δ P 1 of global sections of this sheaf. The fact that η is locally constant follows easily.
The second part of the proof in the trianguline case consists in analyzing the module D rig ⊠ δ P 1 . More precisely, we prove (lemma 3.20) that if 0 → R(δ 1 ) → D rig → R(δ 2 ) → 0 is a triangulation of D rig , then this exact sequence extends to an exact sequence of topological G-modules
Actually, once we know that η is locally constant, the arguments of [21, 28] (where the case η = 1 is treated) go through without any change.
15 Actually, more is true but will not be needed in the sequel: 
. This is the most technical part of the proof and uses results from [18, 21, 5] (and [48] suitably extended for p = 2). Since D and D ′ are irreducible, the representations Π δ (D ′ ) and Π are admissible and topologically irreducible, hence the morphism Π δ (D ′ ) → Π must be an isomorphism. Using parts (iii) and (iv) of proposition 3.3, we deduce that
rig , which yields δ 1 δ 2 = δ 1 δ 2 η, hence η = 1, and finishes the proof in the trianguline case.
The case
Suppose now that D ∈ M F (δ −1 ) and let η = δ −1 D δ. Unravelling the isomorphism (11) for χ = δ D and χ = δ, we obtain the following key fact
12 of [23] shows that
On the other hand, remark II.1.3 of [20] and part b) of proposition 3.1 yield w χ = w * • m χ and
In view of proposition 3.4, theorem 3.5, in the case D + = 0, is equivalent to the following statement. Proposition 3.7. We have η = 1.
Proof. Let µ(Q p ) be the set of roots of unity in Q p and let
Proposition 3.31 below shows that H is a Zariski closed subgroup ofT 0 (L) and it follows from corollary 3.35 that H is either trivial or it contains a nontrivial character of finite order (this may require replacing L by a finite extension, which we are allowed to do). We haven't used so far the hypothesis D + = {0}, but only the fact that D is absolutely irreducible of dimension ≥ 2. When D + = {0}, we prove (corollary 3.26) that H cannot contain nontrivial locally constant characters. We conclude that H = {1}, which implies that η is of finite order (since any power of η which belongs toT 0 (L) actually belongs to H by proposition 3.6). We conclude that η = 1 using again corollary 3.26.
Remark 3.8. Assume that the Sen operator on D is not scalar 17 . Proposition 3.16 shows that η is locally constant, and proposition 3.6 and corollary 3.26 yield directly the desired result η = 1. The key proposition 3.16 does not work if the Sen operator is scalar, which explains the more indirect approach presented above. Lemma 3.9. If π is either supersingular or π{χ 1 , χ 2 } for some smooth charac-
We will also need to following compatibility between the p-adic and mod p Langlands correspondences. This was first proved (in a slightly different form) in [4] . We will use the following version, taken from [23, prop. III.55, rem. III.56].
and (possibly after replacing L with its quadratic unramified extension) this representation is either absolutely irreducible supersingular or isomorphic to π{χ 1 , χ 2 } for some smooth characters χ 1 , χ 2 : Combined with theorem 1.4 and lemma 3.9, this yields dim D ≤ 2. Next, if Π is ordinary, then Π ss is a subquotient of a smooth parabolic induction and using lemma 3.9 again we conclude that dim D ≤ 1. In particular, D is absolutely irreducible. If Π is not ordinary, we deduce from [23, cor. III.47] and the first paragraph that D is absolutely irreducible and 2-dimensional. The result follows.
Proof. This follows directly from proposition 3.11 and theorem 3.5.
Theorem 3.13. Let Π ∈ Rep L (δ) be absolutely irreducible and let D = D(Π). The following assertions are equivalent (i) Π is non-ordinary.
(iii) After possibly replacing L by its quadratic unramified extension, Π ss is either absolutely irreducible supersingular or isomorphic to some π{χ 1 , χ 2 }. If these assertions hold, then there is a canonical isomorphism Π ∼ = Π δ (Ď).
Proof. (i) and (ii) are equivalent by proposition 3.11. Suppose that (iii) holds. Then D ss ∼ = D(Π ss ) is 2-dimensional by lemma 3.9 and so dim D = 2, that is (ii) holds.
Finally, suppose that (i) holds. Then [23, cor. III.47] yields a canonical isomorphism Π ∼ = Π δ (Ď) and we conclude that (iii) holds using proposition 3.10.
Theorem 3.14.
Proof. If V(Π 1 ) ∼ = V(Π 2 ) = V , then corollary 3.12 shows that Π 1 and Π 2 have the same central character δ and theorem 3.13 yields
Let f : Π 1 → Π 2 be a P -equivariant linear continuous map and let D j = D(Π j ). Since the functor D uses only the restriction to P , f induces a morphism
Since D 1 and D 2 are absolutely irreducible (proposition 3.11), D(f ) is either 0 or an isomorphism. If D(f ) is an isomorphism, then δ 1 = δ 2 by part (i), and we conclude that f is G-equivariant using the following diagram, in which the vertical maps are the isomorphisms given by theorem 3.13 and the map Π δ1 (Ď 1 ) → Π δ1 (Ď 2 ) is G-equivariant since induced by functoriality from the transpose of D(f )
The case D(f ) = 0 is slightly trickier, since we can no longer use part (i) of the theorem to deduce that Π 1 and Π 2 have the same central character. We will prove that f = 0. Let Θ j be the unit ball in Π j and let X j = Res Zp (Θ 
in which the top horizontal map is the transpose f * of f , the vertical maps are the isomorphisms explained above and the horizontal map on the bottom is induced by D(f ) = 0, and thus it is the zero map. We conclude that f * = 0 and thus f = 0, which finishes the proof of theorem 1.8.
The remaining sections will be devoted to the proof of theorem 3.5 in the case D trianguline (see proposition 3.24), and to the proof of the statements (namely proposition 3.31 and corollaries 3.26 and 3.35) that were used in the proof of proposition 3.7 which, as we remarked, is equivalent to theorem 3.5 in the case D + = 0.
3.3. Trianguline representations.
× is a continuous character (not necessarily unitary), let R(δ) be the (ϕ, Γ)-module obtained by twisting the action of ϕ and Γ on R by δ. It has a canonical basis e = 1 ⊗ δ for which ϕ(e) = δ(p)e and σ a (e) = δ(a)e for a ∈ Z × p , where σ a ∈ Γ satisfies σ a (ζ) = ζ a for all ζ ∈ µ p ∞ , so that ε(σ a ) = a. Let R + be the ring of analytic functions on the open unit disk, so
We define R + (δ) as the R + -sumodule of R(δ) generated by e. We let κ(δ) be the derivative of δ at 1 or, equivalently (if δ is unitary), the generalized Hodge-Tate weight of the Galois character corresponding to δ by class field theory.
By
is not of the form x −i or εx i for some i ≥ 0, and dimension 2 in the remaining cases. Moreover, if Ext 1 (R(δ 2 ), R(δ 1 )) is 2-dimensional, then the associated projective space is naturally isomorphic to P 1 (L). Let S be the set of triples (δ 1 , δ 2 , L ), where
Let S * be the subset of S consisting of those s = (
Let S cris * (resp. S st * ) be the set of s ∈ S * for which κ(s) ∈ N * , u(s) < κ(s) and L = ∞ (resp. L = ∞). Let S ng * be the set of s ∈ S * for which κ(s) / ∈ N * and finally let 
. We let D rig ⊠ δ P 1 be the space of global sections of this sheaf. This is naturally an LF space and G acts continuously on it. Moreover, this action extends to a structure of topological
) is the Fréchet-Stein algebra [58] of L-valued distributions on GL 2 (Z p ). In particular, the enveloping algebra of gl 2 = Lie(G) acts on D rig ⊠ δ P 1 . Consider the Casimir element
where h = 
Dévissage of
an be the locally analytic parabolic induction of the character η 2 ⊗ ε −1 η 1 . The recipe giving rise to the sheaf
1 , attached to the pair (R(η 1 ), δ). We will only be interested in the space R(η 1 )⊠ δ P 1 of its global sections, which is described by the following proposition, whose proof is easily deduced from remark 3.7 of [28] . Let
Proposition 3.18. If ε −1 η 1 η 2 = δ for some continuous characters η 1 , η 2 , δ, then there is an exact sequence of topological G-modules 
Lemma 3.20. There is an exact sequence of topological G-modules
Proof. Since κ(δ) = κ(δ D ) by remark 3.17, the desired result is proved in the same way as corollary 3.6 of [28] . For the reader's convenience, we sketch the argument. Let a, b be the Hodge-Tate weights of D. Extension by 0 allows to view
and any element of D rig ⊠ δ P 1 can be written as z 1 + w · z 2 with z 1 , z 2 ∈ D rig . The equality κ(δ) = κ(δ D ) combined with theorem 3.1 in [29] yields
We deduce that X := (
is isomorphic as an L-vector space to the space of solutions of the equation (∇ − a)(∇ − b)z = 0 on D rig . Proposition 2.1 of [28] shows that X is finite dimensional and lemma 2.6 of loc.cit implies that all elements of X are invariant under the action of the upper unipotent subgroup U of G. In particular, if e 1 is a basis of R(δ 1 ) which is an eigenvector of ϕ and Γ, then (0, e 1 ) ∈ X is U -invariant. Then the arguments in § 3.2 of [28] 
The left hand-side is isomorphic to B an (δ 1 , ηδ 2 ) by proposition 3.18 and the right hand-side is isomorphic to Π an by lemma 3.19. Consequently, we obtain a morphism B an (δ 1 , ηδ 2 ) → Π an , whose kernel is a closed subspace of B an (δ 1 , ηδ 2 ), thus a space of compact type. On the other hand, the kernel is isomorphic to the quotient of
is closed in the Fréchet space (Π an ) * , thus it is itself a Fréchet space. Since a Fréchet space which is also a space of compact type is finite dimensional, the result follows. 
The extension D(s) rig of R(δ 2 ) by R(δ 1 ) associated to s gives therefore rise to an extension E L of W (δ 1 , δ 2 ) by B an (δ 1 , δ 2 )/W (δ 1 , δ 2 ) (these extensions were introduced and studied by Breuil [9, 11] ).
If If π is a representation of G on a locally convex L-vector space, we let π be the universal unitary completion of π (if it exists). 
) and E L (according to whether s ∈ S cris * , S ng * or s special) as a quotient Π aut (s) of B(s). Theorem IV.4.12 of [20] (which builds on [5] , [18] , [17] ) shows that D(s) ∈ M F (δ −1 D(s) ) and that Π aut (s) = Π(s), which finishes the proof in this case.
It remains to deal with the exceptional case
21
.
Let Π = Π(s). The description of Π(s)
an given by [21, prop. 4.11] shows that there is an injection
, we obtain a morphism X → Π and an injection B alg (δ 1 , δ 2 ) → X. In particular X = 0, and then the second paragraph of the proof of prop. 2.10 in [52] shows that we can find a non-exceptional point s ′ ∈ S cris * and lattices Θ 1 , Θ 2 in B alg (δ 1 , δ 2 ) and Π(s ′ ) alg , both finitely generated as O[G]-modules and such that
Since Θ 1 , Θ 2 are finitely generated over O[G], their p-adic completions are open, bounded, G-stable lattices in X and Π(s ′ ) = Π(s ′ ) alg , respectively. As s ′ is not exceptional, we know (by the first paragraph) that Θ 2 /̟ is admissible, of finite length, thus X is admissible, of finite length as Banach representation and X ss ∼ = Π(s ′ ) ss . In particular, the image of the morphism X → Π is closed [57] . Since Π is irreducible we obtain an exact sequence 0 [4] or proposition 3.10) implies that this surjection must be an isomorphism, which in turn shows that K ss = 0, hence K = 0. We conclude that X ∼ = Π and we are done.
. We will prove that η = 1.
We start by proving that η = η −1 . Suppose that this is not the case and let alg (δ 1 , ηδ 2 )) yields a nonzero morphism Π(s ′ ) → Π. This must be an isomorphism since both the source and target are topologically irreducible and admissible by proposition 3.3. Applying the functor Π → V(Π) and using proposition 3.3 again yields D(s) ∼ = D(s ′ ), contradicting proposition 3.15. Thus η = η −1 , and the proof also shows that if s ′ is not special, then η = 1.
Assume that s ′ is special. Since η 2 = 1, we have Π δD η −1 (D) = Π and the exact sequence in proposition 3.19 becomes
Proposition 3.18 also gives exact sequences 0 → B an (δ 2 , ηδ 1 )
We are now exactly in the context of the proof of prop. 4.11, part ii) of [21] , which shows that Π an contains an extension E L ′ of W (δ 1 , ηδ 2 ) by B an (δ 1 , ηδ 2 )/W (δ 1 , ηδ 2 ). This extension is necessarily non split since Π an does not contain any finite dimensional G-invariant subspace. If s ′′ = (δ 1 , ηδ 2 , L ′ ), then the inclusion E L ′ → Π an induces via theorem 3.23 a nonzero morphism Π(s ′′ ) → Π. Arguing as in the previous paragraph, we obtain D(s ′′ ) ∼ = D(s) and we conclude using proposition 3.15.
3.4.
Representations of infinite height. 
hence it suffices to check that (Q p /Z p ⊗ ZpWn ) H are O-torsion modules of bounded exponent (as n varies).
Let H = Gal(Q p /Q ab p ). SinceV 0 is absolutely irreducible of dimension ≥ 2, there is N ≥ 1 such that p N kills (Q p /Z p ⊗ ZpV0 ) H . As V 0,un ∼ = S ⊗ O V 0 , with H acting trivially on S, and since S/℘ n α is a finite free O-module, we have
H and the last module is killed by p N . The result follows. Proof. SinceT 0 (L) → Aut L (D ψ=0 ), η → m η is a morphism of groups, H is a subgroup ofT 0 (L). To conclude, it suffices to check that
is Zariski closed for all α ∈ 1 + m L . Let us fix α ∈ 1 + m L and denote C un = (1 − ϕ)D (lemma 3.28), it follows that H α = {η ∈T 0 (L)| {sp 1/αη(p) (ž), m η (sp α (z))} = 0 ∀ž ∈Č un , z ∈ C un }.
Fixž ∈Č un and z ∈ C un . We can writež = k≥0 X kž k withž k ∈Ď 0 . By definition sp 1/αη(p) (ž) = The following result follows immediately from proposition 3.32. (log a, log b) = (0, 0) , then log b · log(1 + X) − log a · log(1 + Y ) vanishes at (a n − 1, b n − 1) for all n ≥ 1.
