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a b s t r a c t
We show that a cellular complex defined by Flöge allows us to determine the integral
homology of the Bianchi groups PSL2(O−m), where O−m is the ring of integers of an
imaginary quadratic number field Q
√−m  for a square-free natural numberm.
In the cases of nontrivial class group, we handle the difficulties arising from the cusps
associated to the nontrivial ideal classes of O−m. We use this to compute the integral
homology of PSL2(O−m) in the casesm = 5, 6, 10, 13 and 15, which previously was known
only in the casesm = 1, 2, 3, 7 and 11 with trivial class group.
© 2010 Published by Elsevier B.V.
1. Introduction
The objects of study of this paper are the PSL2-groupsΓ of the ring of integersO−m := OQ[√−m ] of an imaginary quadratic
number field Q[√−m ], where m is a square-free positive integer. We have O−m = Z[ω] with ω = √−m for m congruent
to 1 or 2 modulo 4, and ω = − 12 + 12
√−m form congruent to 3 modulo 4.
The arithmetic groups under study have often been called Bianchi groups, because Luigi Bianchi [6] computed fundamen-
tal domains for them as early as in 1892. They act on PSL2(C)’s symmetric space, the hyperbolic three-spaceH . Interest in
this action first arose when Felix Klein and Henri Poincaré studied certain groups of Möbius transformations with complex
coefficients [14,18], laying the groundwork for the study of Kleinian groups. The latter are nowadays defined as discrete sub-
groups of PSL2(C). Each non-cocompact arithmetic Kleinian group is commensurable with some Bianchi group [15]. Thus,
the Bianchi groups play a key role in the study of arithmetic Kleinian groups. A wealth of information on the Bianchi groups
can be found in the pertinent monographs [9,8,15].
Poincaré gave an explicit formula for their action on H . However, the virtual cohomological dimension of arithmetic
groups which are lattices in SL2(C) is two, so it is desirable to restrict this proper action onH to a contractible cellular two-
dimensional space. Moreover, this space should be cofinite. In principle, this has been achieved byMendoza [16] and also by
Flöge [10], using reduction theory of Minkowski, Humbert, Harder and others. Their two approaches have in common that
they consider two-dimensional Γ -equivariant retracts which are cocompact and are endowed with a natural CW-structure
such that the action of Γ is cellular and the quotient is a finite CW-complex.
Using Mendoza’s complex, Schwermer and Vogtmann [20] calculated the integral group homology in the cases of trivial
class groupm = 1, 2, 3, 7, 11, and Vogtmann [24] computed the rational homology as the homology of the quotient space
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Fig. 1. Results in the group homology with simple integer coefficients.
in many cases of nontrivial class group. The integral cohomology in the casesm = 2, 3, 5, 6, 7, 10, 11 has been determined
by Berkove [5], based on Flöge’s presentation of the groups with generators and relations. A completely different method
to obtain group presentations has been chosen by Yasaki [26], who has implemented an algorithm of Gunnells [12] to
compute the perfect forms modulo the action of GL2(O−m) and obtained the facets of the Voronoï polyhedron arising from
a construction of Ash [3].
It is the purpose of the present paper to show how Flöge’s complex can be used to obtain the integral homology of
Bianchi groups also when the class group is nontrivial. We obtain the results displayed in Fig. 1. Thus for q ⩾ 2, the torsion
in H∗(PSL2(O−5); Z) is the same as that in H∗(PSL2(O−10); Z), analogous to the cohomology results of Berkove [5]. The free
part of these homology groups is in accordance with the rational homology results of Vogtmann [24].
In the cases of nontrivial ideal class group, there is a difference between the approaches of Mendoza and Flöge. We use
the upper-half-space model of H and identify its boundary with C ∪ ∞ ∼= CP1. The elements of the class group of the
number field are in bijection with the Γ -orbits of the cusps, where the cusps are∞ and the elements of the number field
areQ
√−d , thought of as elements of the canonical boundaryCP1. The cusps which represent a nontrivial element of the
class group are commonly called singular points.WhilstMendoza retracts away from all cusps, Flöge retracts away only from
the non-singular ones. Rather than the spaceH itself, he considers the space H obtained fromH by adjoining the Γ -orbits
of the singular points. We consider an analogous equivariant retraction of Hˆ such that its retract X contains the singular
points. Now it turns out that the quotient space of X by Γ is compact, and X is a suitable contractible two-dimensional
Γ -complex also in the case of nontrivial class group.
With an implementation in Pari/GP [2], due to the first named author, of Swan’s algorithm [23] we obtain a fundamental
polyhedron for Γ inH . In the cases considered, Bianchi has already computed this polyhedron, so we have a control of the
correctness of the implementation.
In the cases m = 5, 6 and 10, Flöge has computed the cell stabilizers and cell identifications; and with our Pari/GP
program, we redo Flöge’s computations and do the same computation in the casesm = 13 and 15. We use the equivariant
Euler characteristic to check our computations. Then we follow the lines of Schwermer and Vogtmann [20], encountering
a spectral sequence which degenerates on the E3-page, in contrast to the cases of the trivial class group where it does so
already on the E2-page. This is because of the singular points in our cell complex X , which have infinite stabilizers. So we
have some additional use of homological algebra to obtain the homology of the Bianchi group. We give the full details for
our homology computation in the casem = 13. We then give slightly fewer details in the casesm = 5, 6, 10 and 15.
The authors would like to thank Philippe Elbaz-Vincent and Bill Allombert for many helpful discussions and hints on the
techniques and the referee for helpful comments.
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2. Flöge’s complex, contractibility and a spectral sequence
Denote the hyperbolic three-space by H ∼= C × R∗+. We will not use its smooth structure, only its structure as a
homogeneous SL2(C)-space. The action is given by the formula
a b
c d

· (z, r) :=

(d− cz)(az − b)− r2ca
|cz − d|2 + r2 |c|2 ,
r
|cz − d|2 + r2 |c|2

where

a b
c d

∈ SL2(C). As usual, we extend the action of SL2(C) to the boundary CP1 which we identify with {r =
0} ∪ ∞ ∼= C ∪ ∞. The action passes continuously to the boundary, where it reduces to the usual action by Möbius
transformations

a b
c d

· z = az−b−cz+d . As −1 ∈ SL2(C) acts trivially, the action passes to PSL2(C). Now, fix a square-free
m ∈ N, letO−m be the ring of integers inQ[√−m ], and define Γ = PSL2(O−m). When the class number ofQ[√−m ] is one,
classical reduction theory provides a natural equivariant deformation retract ofH which is a CW-complex. This complex is
defined as follows. One first considers the union of all hemispheres
Sµ,λ :=

(z, r) :
z − λµ
2 + r2 = 1|µ|2

⊂ H,
for any two µ, λwith µO−m + λO−m = O−m. Then one considers the ‘‘space above the hemispheres’’
B := (z, r) : |cz − d|2 + r2 |c|2 ⩾ 1 for all c, d ∈ O−m, c ≠ 0 such that c O−m + dO−m = O−m
and its boundary ∂B insideH . For a nontrivial class group, the following definition comes to work.
Definition 1. A point s ∈ CP1 − {∞} is called a singular point if for all c, d ∈ O−m, c ≠ 0, c O−m + dO−m = O−m we have
|cs− d| ⩾ 1.
The singular points modulo the action of Γ on CP1 are in bijection with the nontrivial elements of the class group [22].
In [10], Flöge extends the hyperbolic spaceH to a larger space H as follows.
Definition 2. As a set, H ⊂ C×R⩾0 is the closure under the Γ -action of the unionB := B∪{singular points}. The topology
is generated by the topology ofH together with the following neighborhoods of the translates s of singular points:
Uϵ(s) := {s} ∪  s 0−1 s−1

· (z, r) ∈ H : r > ϵ−1 .
Remark 3. The matrix

s 0
−1 s−1

maps the point at infinity into s, thus giving the point s the topology of ∞. The
neighborhoodUϵ(s) is sometimes called a ‘‘horoball’’ because in the upper-half-space model it is a Euclidean ball, but with
the hyperbolic metric it has ‘‘infinite radius’’.
The space H is endowed with the natural Γ -action. Now the essential aspect of Flöge’s construction is the following
consequence of Flöge’s theorem [11, 6.6], which we append as Theorem 28.
Corollary 4. There is a retractionρ from H onto the set X ⊂ H of allΓ -translates of ∂B, i.e. there is a continuousmapρ : H → X
such that ρ(p) = p for all p ∈ X. The set X admits a natural structure as a cellular complex X• on which Γ acts cellularly.
Remark 5. (1) We showwith the lemma below thatρ is a homotopy equivalence, without giving a continuous path ofmapsH → H connecting ρ to the identity on H .
(2) The map ρ is Γ -equivariant because its fibers are geodesics. But we do not make use of this fact, as we do not need to
show that the homotopy type ofΓ \ H is the same as that ofΓ \X . This would be useful in the case of a trivial class group,
i.e. the case of a proper action, to compute the rational homology H∗(Γ ; Q) ∼= H∗(Γ \H; Q).
(3) We will provide X• with a cellular structure which is fine enough to make the cell stabilizers fix the cells pointwise.
Lemma 6. Let Y be a CW-complex which admits an inclusion i into a contractible topological space A, such that i is a
homeomorphism between Y with its cellular topology and the image i(Y ) with the subset topology of A. Let p : A → Y be a
continuous map with p ◦ i = idY . Then p is a homotopy equivalence.
Proof. For all n ∈ N, the induced maps on the homotopy groups (idY )∗ = (p ◦ i)∗ : πn(Y ) → πn(Y ) factor through
πn(A) = 0, hence are the zero map; and πn(Y ) = 0. Denote by c the constant map from A to the one-point space. Then
c ◦ i is a morphism of CW-complexes, and the zero maps it induces on the homotopy groups are isomorphisms. Thus by
Whitehead’s Theorem, c ◦ i is a homotopy equivalence. As A is contractible, the composition (c ◦ i) ◦ p = c is a homotopy
equivalence, so the same holds already for p. 
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Taking Y = X , A = H , p = ρ, and using Lemma 8, we obtain a crucial fact for our computations.
Corollary 7. X• is contractible.
The following is an observation on Flöge’s construction.
Lemma 8. The space H is contractible.
Proof. One can identify the boundary ofH ∼= {(z, r) ∈ C× R | r > 0}with CP1 ∼= C ∪∞ ∼= {r = 0} ∪∞. By viewing the
singular points as part of the boundary, we arrive at an upper-half-space model of H .
Now considerH1 := {(z, r) ∈ H : r ⩾ 1} with the subspace topology of H . The idea of the proof is to consider a vertical
retraction onto H1, and to show by an explicit argument that preimages of open sets are open. Flöge [11, Korollar 5.8]
suggests using the map
φ : H × [0, 1] → H, ((z, r), t) → (z, r) for all t ∈ [0, 1], if r ⩾ 1
(z, r + t(1− r)), if r < 1.
Let us now check that this is a continuous family of continuous maps. Consider the collection of open balls with respect to
the Euclidean metric on C × R+ as soon as they are either contained in C × R∗+, or touch the boundary C × {0} in a cusp
in H −H . This is a basis for the topology of H . Consider one such open ballB, and its preimage under some φt , t ∈ [0, 1).
This either lies entirely inH , and is open, or it has boundary points. In the latter case, consider the inverse of φt on H −H1,
given by
φ−1t =

z,
r − t
1− t

if this is in H . Suppose there is a cusp swith s ∈ H −H and φt(s, 0) ∈ B. AsB is open, we find β > 0 and δ > 0 such that
(s, t + β) and (s+ δ, t) are inB. Sinceφt

s,
β
1− t

= (s, t + β) ∈ B
φt(s+ δ, 0) = (s+ δ, t) ∈ B,
we know that (s, β1−t ) and (s + δ, 0) are in the preimage of B under φt . We deduce that the whole horosphere of
Euclidean diameter min {β, δ} touching at the cusp s is included in the preimage of B. Thus each point of the preimage
has a neighborhood entirely contained in the preimage, which therefore also is open. The continuity at t = 1 as well
as the continuity in the variable t follow from very similar arguments. The space H1 is homeomorphic to C × R+, thus
contractible. 
2.1. The equivariant spectral sequence in group homology
Corollary 7 gives us a contractible complex X• on which Γ acts cellularly. As a consequence, the integral homology
H∗(Γ ; Z) can be computed as the hyperhomologyH∗(Γ ; C•(X)) of Γ with coefficients in the cellular chain complex C•(X)
associated to X . This hyperhomology is computable because there is a spectral sequence as in [7, VII] which is also the one
used in [20]. It is the spectral sequence associated to the double complex ΘΓ• ⊗ZΓ C•(X) computing the hyperhomology,
where we denote byΘΓ• the bar resolution of the group Γ . This spectral sequence can be rewritten (see [20, 1.1]) to yield
E1p,q =

σ ∈Γ \Xp
Hq(Γσ ; Z) =⇒ Hp+q(Γ ; Z),
where Γσ denotes the stabilizer of (the chosen representative for) the p-cell σ . We have stated the above E1-term with
trivial Z-coefficients in Hq(Γσ ; Z), because we use a fundamental domain which is strict enough to give X a cell structure
on which Γ acts without inversion of cells. We shall also make extensive use of the description of the d1-differential given
in [20].
The technical difference to the cases of trivial class group, treated by [20], is that the stabilizers of the singular points
are free abelian groups of rank two. In particular, the Γ -action on our complex X• is not a proper action in the sense that
all stabilizers are finite. As a consequence, the resulting spectral sequence does not degenerate on the E2-level as it does in
Schwermer and Vogtmann’s cases.
So we compute a nontrivial differential d2, making some additional use of homological algebra, in particular the lemma
below and its corollary.
Remark 9. It would be possible to shift the technical difficulty away from homological algebra, using a topological modifi-
cation of our complex. In our cases of class number two, there is one singular point in the fundamental domain, representing
the nontrivial element of the class group. Its stabilizer is free abelian of rank two, and contributes the homology of a torus
to the zeroth column of the E2-term of our spectral sequence: H1(Z2; Z) ∼= Z2, H2(Z2; Z) ∼= Z and Hq(Z2; Z) = 0 for
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q > 2. One could modify our complex in order to make the Γ -action on it proper, by replacing each singular point by an R2
with the former stabilizer Z2 now acting properly. Then the nontriviality of our differential is equivalent to the existence of
a nontrivial homology relation induced by adjoining the torus R2/Z2 to the fundamental domain.
The following lemmawill be useful for computing our d2-differential in situations where cycles for Γσ are given in terms
of the standard resolution ofΓ instead ofΓσ . In order to state it, letΓσ be a finite subgroup ofΓ , letM be aZΓσ -module, and
ℓ : Γ /Γσ → Γ a set-theoretical section of the quotient map π : Γ → Γ /Γσ . Further, denote the standard bar resolution
of a discrete group Γ byΘΓ• . It will be convenient to viewΘΓ• as a complex of ZΓ -right modules resp. ZΓσ -right modules.
Thus,ΘΓq is defined as the freeZ-module generated by the (q+1)-tuples (γ0, . . . , γq) of elements ofΓ with the action given
by (γ0, . . . , γq).γ = (γ0γ , . . . , γqγ ) and the same boundary operator as in the left module case, namely ∂ =∑qi=0(−1)idi
where di(γ0, . . . , γq) = (γ0, . . . ,γi, . . . , γq).
Lemma 10. The section ℓ defines a map of ZΓσ -complexes
εˆℓ : ΘΓ• −→ ΘΓσ•
of degree zero which is a retraction of the resolutionΘΓ• of the group Γ to the resolutionΘΓσ• of Γσ . For each γ ∈ Γ , ℓ(π(γ )) is
in the same orbit of the Γσ -right-action on Γ as γ , so (ℓ(π(γ )))−1γ ∈ Γσ . The map εˆℓ is induced onΘΓ0 = ZΓ by
Γ
εℓ−→ Γσ → ZΓσ ,
γ → (ℓ(π(γ )))−1γ
and is continued as a tensor product εˆℓ = εℓ ⊗ · · · ⊗ εℓ = ε⊗(n+1)ℓ onΘΓn .
Remark 11. (1) Since the group Γσ acts from the right, the map εℓ is ZΓσ -linear.
(2) Note that the resulting isomorphism in homology fromH∗(ΘΓ• ⊗ZΓσ M) to H∗(ΘΓσ• ⊗ZΓσ M) is independent of the choice
of ℓ, and consistent with the canonical isomorphisms of both sides with H∗(Γσ ; M).
(3) Note that in the above lemma, it is not necessary to require ℓ(π(1)) = 1. This would imply that εℓ is the identity on
ΘΓσ• . However, we will choose ℓ(π(1)) = 1 for simplicity.
(4) In explicit terms, the map εℓ is described as follows:
εℓ : ZΓ → ZΓσ ,−
γ∈Γ
aγ γ =
−
γσ∈Γσ
−
ρ∈Γ /Γσ
aγσ ℓ(ρ)γσ ℓ(ρ) →
−
γσ∈Γσ
 −
ρ∈Γ /Γσ
aγσ ℓ(ρ)

γσ ,
where the aγ are coefficients fromZ. Themap εℓ restricts to the identity onZΓσ and gives an isomorphism ofZ-modules
from Z[ℓ(ρ)Γσ ] to ZΓσ for every Γσ -orbit ℓ(ρ)Γσ .
Proof of the Lemma. In fact, the statement holds for any chain map εˆ in the place of εˆℓ that satisfies the following condi-
tions. They are easily checked to hold for the maps εˆℓ.
(1) εˆ is ZΓσ -linear.
(2) The augmentationΘΓ0 → Z is the composition of εˆ with the augmentationΘΓσ0 → Z.
Then the statement follows from the comparison theorem [25, 2.2.6] of fundamental homological algebra. In fact, the proper-
ties imply that εˆ is a chainmap of resolutions lifting the identity on Z. An inverse is given by the canonical inclusionΘΓσ• →
ΘΓ• , and since the composition is unique up to chain homotopy equivalence, it must be homotopic to the identity. 
The group Γσ acts diagonally from the right onΘΓ1 ∼= ZΓ ⊗Z ZΓ , and trivially on Z, so we can considerΘΓ1 ⊗ZΓσ Z. Denote
the commutator quotient map Γσ → (Γσ )ab ∼= H1(Γσ ) by a → a.
Corollary 12. Consider a cycle for H1(Γσ ; Z) of the form∑i(ai ⊗Z bi)⊗ZΓσ 1 ∈ ΘΓ1 ⊗ZΓσ Z where ai, bi ∈ ZΓ . Assume that
all ai and bi are elements of Γ . The ensuing homology class is then given by−
i
εℓ(bi)εℓ(ai)−1 ∈ (Γσ )ab.
By the linearity of the described map, this covers the general case as the cycles of the form appearing in the corollary
generate the submodule of all cycles. Note that the cycle condition on
∑
i(ai⊗Z bi)⊗ZΓσ 1 says that
∑
i(bi−ai)⊗ZΓσ 1 = 0,
which means that
∑
i ai is equivalent to
∑
i bi modulo ZΓσ .
Proof of the Corollary. Using Lemma 10, we apply the map
(εℓ ⊗Z εℓ)⊗ZΓσ 1 : (ZΓ ⊗Z ZΓ )⊗ZΓσ Z −→ (ZΓσ ⊗Z ZΓσ )⊗ZΓσ Z
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to get−
(εℓ ⊗Z εℓ ⊗ZΓσ 1)(ai ⊗Z bi ⊗ZΓσ 1) =
−
(εℓ(ai)⊗Z εℓ(bi))⊗ZΓσ 1.
Denote the augmentation ZΓσ → Z by ε. As ai ∈ Γ , we have εℓ(ai) ∈ Γσ which is invertible in ZΓσ , and ε(εℓ(ai)) = 1. So
the above term equals−
1⊗Z εℓ(bi)(εℓ(ai))−1
⊗ZΓσ ε(εℓ(ai)) =−1⊗Z εℓ(bi)(εℓ(ai))−1⊗ZΓσ 1,
where we take into account that the action of ZΓσ on ZΓσ ⊗Z ZΓσ is the diagonal right action, and that of ZΓσ on Z is
the trivial action a · 1 = ε(a) for a ∈ ZΓσ . In bar notation, we thus obtain the cycle∑εℓ(bi)(εℓ(ai))−1 ⊗ZΓσ 1, which is
mapped to−
i
εℓ(bi)εℓ(ai)−1 ∈ (Γσ )ab
by the map described in [7, page 36]; it is easy to check that an isomorphism H1(ΘG• ⊗G Z) ∼= Gab is described by
(1 ⊗ g) ⊗G 1 = [g] ⊗G 1 → g also in the case where ΘG• is acted on by G from the right. Moreover, this isomorphism
is natural with respect to group inclusions. 
Another property of the spectral sequence is that a part of it can be checked whenever the geometry of the fundamental
domain and a presentation of Γ are known. As Flöge shows, an inspection of the complex X and the associated stabilizer
groups and identifications yields, together with [1, Theorem 4.5], a presentation of Γ by means of generators and relations.
We will use the presentation computed by Flöge form = 5, 6, 10 and that computed by Swan [23] form = 15.
Remark 13. Let us look at the low term short exact sequence
0 / E∞0,1 / Γ ab
ρ / E∞1,0 / 0
of the spectral sequence. We have E∞1,0 = H1(Γ \X) = (π1(Γ \X))ab, and the projection ρ is the abelianization of the map
Γ → π1(Γ \X) given as follows. Choose a fixed base point x ∈ X . For every γ ∈ Γ , choose a continuous path in X from x to
γ x. This gives a well-defined loop in Γ \X since X is contractible.
The abelianization of Γ can be immediately deduced from its presentation. Thus, we can compute the group E∞0,1 = E30,1
as the kernel of the projection ρ and check this with the result obtained from detailed analysis of the d2-differential.
2.2. The homology of the finite subgroups in the Bianchi groups
In order to compute the E1-term of the spectral sequence introduced in Section 2.1, wewill need the isomorphism classes
of the homology groups of the stabilizers.
Lemma 14 (Schwermer/Vogtmann [20]). The only isomorphism classes of finite subgroups in PSL2(O) are the cyclic groups of
orders two and three, the trivial group, the Klein four-groupD2 ∼= Z/2×Z/2, the symmetric group S3 and the alternating group
A4.
The homology with trivial Z, respectively, Z/n-coefficients, n = 2 or 3, of these groups is
Hq(Z/n; Z)∼=

Z, q = 0,
Z/n, q odd,
0, q even, q > 0;
Hq(Z/n; Z/n)∼= Z/n, q ∈ N ∪ {0};
Hq(D2; Z) ∼=

Z, q = 0,
(Z/2)
q+3
2 , q odd,
(Z/2)
q
2 , q even, q > 0;
Hq(D2; Z/2) ∼= (Z/2)q+1 Hq(D2; Z/3)= 0, q ⩾ 1;
Hq(S3; Z) ∼=

Z, q = 0,
Z/2, q ≡ 1 mod 4,
0, q ≡ 2 mod 4,
Z/6, q ≡ 3 mod 4,
0, q ≡ 0 mod 4, q > 0;
Hq(S3; Z/3) ∼=

Z/3, q = 0,
0, q ≡ 1 mod 4,
0, q ≡ 2 mod 4,
Z/3, q ≡ 3 mod 4,
Z/3, q ≡ 0 mod 4, q > 0;
Hq(S3; Z/2) ∼= Z/2, q ∈ N ∪ {0};
Hq(A4; Z) ∼=

Z, q = 0,
(Z/2)k ⊕ Z/3, q = 6k+ 1,
(Z/2)k ⊕ Z/2, q = 6k+ 2,
(Z/2)k ⊕ Z/6, q = 6k+ 3,
(Z/2)k, q = 6k+ 4,
(Z/2)k ⊕ Z/2⊕ Z/6, q = 6k+ 5,
(Z/2)k+1, q = 6k+ 6.
Hq(A4; Z/2) ∼=

Z/2, q = 0,
(Z/2)2k, q = 6k+ 1,
(Z/2)2k+1, q = 6k+ 2,
(Z/2)2k+2, q = 6k+ 3,
(Z/2)2k+1, q = 6k+ 4,
(Z/2)2k+2, q = 6k+ 5,
(Z/2)2k+3, q = 6k+ 6.
Hq(A4; Z/3) ∼= Z/3, q ∈ N ∪ {0}.
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Using the Universal Coefficient Theorem, we see that in degrees q ⩾ 1, the homology with trivial Z/4-coefficients is
isomorphic to the homology with trivial Z/2-coefficients for the groups listed above. The stabilizers of the points inside
H are finite and hence of the above listed types. The stabilizers of the singular points are isomorphic to Z2, which has
homology Hq(Z2; Z) ∼=
0, q ⩾ 3,
Z, q = 2,
Z2, q = 1.
The maps induced on homology by inclusions of the stabilizers determine the d1-differentials of the spectral sequence
from Section 2.1.
Observation 15. The three images inH2(D2; Z/2)of thenontrivial element ofH2(Z/2; Z/2)under themaps inducedby the
inclusions of the three order-2 subgroups ofD2 are linearly independent, but the three images of the nontrivial element of
H2(Z/2; Z/4) are linearly dependent on H2(D2; Z/4). More precisely, there is a canonical basis for H2(D2; Z/2) ∼= (Z/2)3
coming from the resolution for D2 used by [20], associated to the decomposition D2 ∼= Z/2 × Z/2. One checks by direct
calculation that in this basis, the inclusions of the three order-2 subgroups inD2 induce the images
0,
1
0
0

,

0,
1
1
1

, and

0,
0
0
1

in H2(D2; Z/2);
and in the basis coming from the same resolution used for Z/4-coefficients these images are
0,
1
0
0

,

0,
1
0
1

, and

0,
0
0
1

in H2(D2; Z/4).
The difference between the cases Z/2 and Z/4 comes from the behavior of the kernels of the differential maps.
Lemma 16 (Schwermer/Vogtmann [20]). Let C ∈ {Z}∪{Z/n : n = 2, 3, 4}. Consider group homologywith trivial C-coefficients.
Then the following hold.
(1) Any inclusion Z/2→ S3 induces an injection on homology.
(2) An inclusion Z/3→ S3 induces an injection on homology in degrees congruent to 3 or 0 mod 4, and is zero otherwise.
(3) Any inclusion Z/2→ D2 induces an injection on homology in all degrees.
(4) An inclusion Z/3→ A4 induces injections on homology in all degrees.
(5) In the case C ∈ {Z} ∪ {Z/n : n = 2, 3}, an inclusion Z/2 → A4 induces injections on homology in degrees greater than 1,
and is zero on H1.
In the case C = Z/4, the same holds in homology degrees q ≠ 2.
An inclusion Z/2→ A4 induces the zero map on H2(−; Z/4).
Sketch of Proof. Schwermer and Vogtmann prove this for C = Z, and leave it to the reader in the case C = Z/2. Details for
the latter case can be found in [19]. In the following, we are going to give the main arguments.
(1) This follows for all coefficients from the fact that the group extension 1 → Z/3 → S3 → Z/2 → 1 has the property
that any inclusion, Z/2→ S3, composed with its quotient map is the identity on Z/2.
(2) The assertion is trivial for C ∈ {Z/2,Z/4} because then Hq(Z/3; C) = 0 for q ⩾ 1 by the Universal Coefficient Theorem.
For C = Z/3, one computes the Lyndon/Hochschild/Serre spectral sequence with Z/3-coefficients associated to the
extension 1→ Z/3→ S3 → Z/2→ 1. Its E2-term E2p,q = Hp(Z/2; Hq(Z/3; Z/3)) is concentrated in the column
p = 0; special care has to be taken with the action of Z/2 on Hq(Z/3; Z/3). So E2p,q ∼= E∞p,q, and the assertion follows
from a computation of the map Hq(Z/3; Z/3)→ H0(Z/2; Hq(Z/3; Z/3)), i.e. the projection onto the coinvariants.
(3) Similar to (1), this is an immediate consequence of the fact that 1→ Z/2→ D2 → Z/2→ 1 splits.
(4) Similar to (1) and (3), this follows for all coefficients from the fact that any inclusion Z/3 → A4 composed with the
unique quotient mapA4 → Z/3 is an isomorphism, hence induces an isomorphism in homology.
(5) The assertion is trivial for C = Z/3 because then Hq(Z/2; C) = 0 for q ⩾ 1. For C ∈ {Z/2,Z/4}, one considers the
factorization of the inclusion Z/2 → A4 as Z/2 → D2 → A4 where the first map is one out of three possible
inclusions Z/2→ D2, denoted by α, β, γ . By (3), α, β and γ induce injections. Furthermore, one considers the spectral
sequence with C-coefficients associated to the extension 1 → D2 → A4 → Z/3 → 1. Similar to the case considered
in (2), the E2-term E2p,q = Hp(Z/3; Hq(D2; C)) is concentrated in the column p = 0, thus E2p,q ∼= E∞p,q, and the map
Hq(Z/2; C)→ Hq(A4; C) is written as the composition
Hq(Z/2; C)→ Hq(D2; C)→ H0(Z/3; Hq(D2; C)) ∼= Hq(A4; C)
where the first map is α∗, β∗ or γ∗ and the second one is the projection onto the Z/3-coinvariants. From this, the
statement can be directly deduced for q ≠ 2. For the case q = 2, denote the generator of H2(Z/2; C) by x. The action of
Z/3 onD2 comes from conjugation withinA4 and permutes the three nontrivial elements. There is an automorphism
φ of D2 given by the action of a generator of Z/3, such that φ ◦ α = β . Then φ∗(α∗(x)) = (φ ◦ α)∗(x) = β∗(x) and
φ∗(β∗(x)) = γ∗(x). For C = Z/4, Observation 15 implies that α∗(x) = γ∗(x)− β∗(x) = γ∗(x)− (φ2)∗(γ∗(x)), and thus
α∗(x) is in Im(1−φ∗) = Im(1− (φ2)∗), hence is zero in the coinvariants. Therefore, the same holds for β∗(x) and γ∗(x),
and the assertion follows. For C = Z/2, one computes with the help of Observation 15 that α∗(x) ∉ Im(1 − φ∗); thus,
the same holds for β∗(x) and γ∗(x) and the assertion follows. 
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2.3. The mass formula for the equivariant Euler characteristic
We will use the Euler characteristic to check the geometry of the quotient Γ \X . Recall the following definitions and
proposition, which we include for the reader’s convenience.
Definition 17 (Euler Characteristic). Suppose Γ ′ is a torsion-free group. Then we define its Euler characteristic as
χ(Γ ′) =
−
i
(−1)i dimHi(Γ ′; Q).
Suppose further that Γ ′ is a torsion-free subgroup of finite index in a group Γ . Then we define the Euler characteristic of Γ
as
χ(Γ ) = χ(Γ
′)
[Γ : Γ ′] .
This is well defined because of [7, IX.6.3].
Definition 18 (Equivariant Euler Characteristic). Suppose X is a Γ -complex such that
(1) every isotropy group Γσ is of finite homological type;
(2) X has only finitely many cells mod Γ .
Then we define the Γ -equivariant Euler characteristic of X as
χΓ (X) :=
−
σ
(−1)dimσχ(Γσ ),
where σ runs over the orbit representatives of cells of X .
Proposition 19 ([7, IX.7.3 e’]). Suppose X is a Γ -complex such that χΓ (X) is defined. If Γ is virtually torsion-free, then Γ is of
finite homological type and χ(Γ ) = χΓ (X).
Now letΓ be PSL2

OQ[√−m ]

. Then the above proposition applies to X taken to be Flöge’s (or still, Mendoza’s)Γ -equivariant
deformation retract ofH , because Γ is virtually torsion-free by Selberg’s lemma. Using χ(Γσ ) = 1card(Γσ ) for Γσ finite, the
fact that the singular points have stabilizer Z2, and the torsion-free Euler characteristic
χ(Z2) =
−
i
(−1)i rankZ(Hi Z2) = 1− 2+ 1 = 0,
we get the formula
χ(Γ ) =
−
σ
(−1)dimσ 1
card(Γσ )
,
where σ runs over the orbit representatives of cells of X with finite stabilizers.
Proposition 20. The Euler characteristic χ(Γ ) vanishes.
Remark 21. Thus, the formula
0 =
−
σ
(−1)dimσ 1
card(Γσ )
,
allows us to check the joint data of the geometry of the fundamental domain, cell stabilizers and cell identifications.
Proof of Proposition 20. Denote by ζK the Dedekind ζ -function associated to the number field K := Q
√−m . Brown
[7, below (IX.8.7)] deduces the following from Harder’s result [13, p. 453]:
χ(SLn(OK )) =
n∏
j=2
ζK (1− j),
so especially we have χ(SL2(OK )) = ζK (−1). As Γ is a quotient of SL2(OK ) by a group of order two, it follows [4] that
χ(Γ ) = 2 · χ(SL2(OK )) = 2 · ζK (−1).
Using the functional equation of ζK [17] and the fact that K has no real embeddings because it is imaginary quadratic, we
get ζK (−1) = 0. 
Remark 22. One can prove the above proposition without using the Dedekind zeta function. This alternative proof applies
to any cofinite arithmetically defined subgroup Γ of PSL(2,C). Let Γ ′ denote a torsion-free subgroup of Γ of finite index.
It is themain theoremofHarder’s article on theGauss–Bonnet theorem [13] that the Euler characteristic ofΓ ′ is its covolume
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Fig. 2. The fundamental domain form = 13.
with respect to the Euler–Poincaré form µ on H , i.e. χ(Γ ′) = Y dµ, where Y is a fundamental domain for the action of
Γ ′ onH . This extends the classical Gauss–Bonnet theorem from the theory of the Euler–Poincaré form, see [21, paragraph
3] (where the theorem is hidden as the existence assertion of the Euler–Poincaré measure) to non-cocompact but cofinite
discrete subgroups. The measure µ is a fundamental datum associated to the symmetric space, without reference to any
discrete group. In [21, paragraph 3,2a] it is shown that µ = 0 on any odd-dimensional space. Since dimH = 3, we have
χ(Γ ′) = χ(Γ ) = 0.
3. Computations of the integral homology of PSL2(OQ[√−m ])
Throughout this section, the action on the homology coefficients is trivial because the stabilizers fix the cells pointwise.
We mean Z-coefficients wherever we do not mention the coefficients. Throughout, we label the singular point in the
fundamental domain by s and use the notation
⊗σ := ⊗Z[Γσ ].
We write D2 for the Klein four group, S3 for the permutation group on three objects and A4 for the alternating group on
four objects.
We have Γ = PSL2(OQ[√−m ]) = PSL2(Z[ω]) with ω :=
√−m in the cases m = 5, 6, 10, 13. The coordinates in
hyperbolic space of the vertices of the fundamental domains have been computed by Bianchi [6]. There, they are listed up to
complex conjugation form = 5, 6, 15; and form = 10, 13, the reader has to divide out reflection called riflessione impropria
by Bianchi.
3.1. m = 13
We make the following definitions.
A := ±

9 7ω
ω −10

, B := ±
−2− ω 2− ω
4 2+ 1ω

, C := ±
−1− ω 8− ω
3 1+ 2ω

,
D := ±

5 2ω
ω −5

, E := ±
−ω 6
2 ω

, J := ±

1
−1

,
S := ±
 −1
1 1

, K := ±

11+ 4ω −17+ 7ω
−8+ ω −10− 3ω

, M := ±

4− 2ω 12+ ω
4+ ω −4+ 2ω

,
U := ±

1 ω
1

, V := ±
−ω 6− ω
2 2+ ω

, W := ±

14− ω 13+ 6ω
2ω −12+ ω

,
P := V−1D, T := P−1S2, R := TU−1S2U .
Vertices with the same letter in the fundamental domain displayed in Fig. 2 are identified by the action of Γ , for instance,
y is identifiedwith y′ and y′′ and so on. This yields relations between thematrices in the sameway as shownby [10]. Amongst
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these relations, we will use T = CKCA(CKC)−1, V−1 = CAC−1M and S2 = BS−1BS in our further calculations, in particular in
the computation of the d2-differential. Note that the 2-cell (y′′, a′′, u′, x′, b′′, v′′) is identified with the 2-cell (y, a, u, x, b, v),
hence only one of them can be in the fundamental domain. The matrix U acts as a vertical translation by−ω. Furthermore,
we will use the identifications C · x′ = x, U · j′ = j, C · y′ = y and K · z = z ′.
Amongst the edge identifications, we will use CAC−1 · (c, z) = (c ′, z), V−1 · (s, c) = (s, c ′), CAC−1 · (b, x) = (b′, x),
V−1 · (b, v) = (b′, v′), P · (y, v) = (y′, v′), S2 · (a, y) = (a′, y′), and B · (a, u) = (a′, u). There are seventeen orbits of vertices,
which have the following stabilizers.
Γo = ⟨J|J2 = 1⟩ ∼= Z/2,
Γa = ⟨S−1BS|(S−1BS)2 = 1⟩ ∼= Z/2,
Γb = Γc = ⟨M|M2 = 1⟩ ∼= Z/2,
Γu = ⟨B|B2 = 1⟩ ∼= Z/2,
Γv = ⟨D|D2 = 1⟩ ∼= Z/2,
Γf = ⟨D, E|D2 = E2 = (DE)2 = 1⟩ ∼= D2,
Γh = ⟨E, AU−1JU|E2 = (AU−1JU)2 = (EAU−1JU)2 = 1⟩ ∼= D2,
Γe = ⟨A,U−1JU|A3 = (U−1JU)2 = (AU−1JU)2 = 1⟩ ∼= S3,
Γg = ⟨J, T |J2 = T 3 = (JT )2 = 1⟩ ∼= S3,
Γt = ⟨R,U−1SU|R2 = (U−1SU)3 = (RU−1SU)2 = 1⟩ ∼= S3,
Γw = ⟨B, S|B2 = S3 = (BS)2 = 1⟩ ∼= S3,
Γj = ⟨S|S3 = 1⟩ ∼= Z/3,
Γx = Γz = ⟨CAC−1|(CAC−1)3 = 1⟩ ∼= Z/3,
Γy = ⟨T |T 3 = 1⟩ ∼= Z/3,
Γs = ⟨V ,W |VW = WV ⟩ ∼= Z2.
There are twenty-eight orbits of edges.
The edge stabilizers isomorphic to Z/3 are given on the chosen representatives as
Γ(e,x′) = ⟨A|A3 = 1⟩ ∼= Z/3,
Γ(x,z) = ⟨CAC−1|(CAC−1)3 = 1⟩ ∼= Z/3,
Γ(g,y) = ⟨T |T 3 = 1⟩ ∼= Z/3,
Γ(j,w) = ⟨S|S3 = 1⟩ ∼= Z/3,
Γ(t,j′) = ⟨U−1SU|(U−1SU)3 = 1⟩ ∼= Z/3,
Γ(y′,z′) = ⟨KCA(KC)−1|(KCA(KC)−1)3 = 1⟩ ∼= Z/3,
and the edge stabilizers isomorphic to Z/2 are given on the chosen representatives as
Γ(f ,v) = ⟨D|D2 = 1⟩ ∼= Z/2,
Γ(h,u′) = ⟨EAU−1JU|(EAU−1JU)2 = 1⟩ ∼= Z/2,
Γ(t,b′′) = ⟨R|R2 = 1⟩ ∼= Z/2,
Γ(w,a) = ⟨S−1BS|(S−1BS)2 = 1⟩ ∼= Z/2,
Γ(b,c) = ⟨M|M2 = 1⟩ ∼= Z/2,
Γ(a′′,c′′) = ⟨C−1S−1BSC |(C−1S−1BSC)2 = 1⟩ ∼= Z/2,
Γ(v′,t) = ⟨RU−1SU|(RU−1SU)2 = 1⟩ ∼= Z/2,
Γ(w,u) = ⟨B|B2 = 1⟩ ∼= Z/2,
Γ(h,e) = ⟨AU−1JU|(AU−1JU)2 = 1⟩ ∼= Z/2,
Γ(g,f ) = ⟨DE|(DE)2 = 1⟩ ∼= Z/2,
Γ(f ,h) = ⟨E|E2 = 1⟩ ∼= Z/2,
Γ(o,g) = ⟨J|J2 = 1⟩ ∼= Z/2,
Γ(o′,e) = ⟨U−1JU|(U−1JU)2 = 1⟩ ∼= Z/2.
We find nine edge orbits with the trivial stabilizer, thirteen edge orbit representatives with stabilizer type Z/2, and six with
stabilizer type Z/3. The singular vertex has stabilizer type Z2, and there are six vertex orbit representatives with stabilizer
type Z/2, two withD2, four with S3 and four with Z/3. Furthermore, there are twelve orbits of faces with trivial stabilizers.
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Fig. 3. (d11,q)(2) .
Fig. 4. (d11,q)(3) .
The above data gives the Γ -equivariant Euler characteristic of X , in accordance with Remark 21:
χΓ (X) = 62 +
4
3
+ 2
4
+ 4
6
− 9− 13
2
− 6
3
+ 12 = 0.
3.1.1. The bottom row of the E1-term
We obtain for the row q = 0 in the columns p = 0, 1, 2:
Z17
d11,0←−− Z28 d
1
2,0←−− Z12,
where the only occurring elementary divisor is 1, with multiplicity sixteen for d11,0, and with multiplicity ten for d
1
2,0.
3.1.2. The odd rows of the E1-term
We set the goal to determine the morphism

σ∈Γ \X0 Hq(Γσ )
d11,q←−− σ∈Γ \X1 Hq(Γσ ) for odd q ⩾ 1. By Lemma 14,
the torsion only occurs at the primes 2 and 3. For each m, we are going to treat these primes separately. For each of them,
Lemma 16 specifies the effect on homology of the vertex inclusion, thus allowing us to determine the matrix of d11,q in the
basis determined by the edge respectively vertex stabilizers in a row-by-row fashion. Form = 13 and odd q, the map d11,q is
on the 2-primary part a homomorphism (Z/2)q+13 ←− (Z/2)13 given by the q+13-by-13matrix in Fig. 3, wherewe replace
the dotted entries ‘‘
...’’ by q−12 lines with a ‘‘1’’ in the column of the dots, and zeroes in the rest of these lines. Therefore, we
have to distinguish the case q = 1, where d11,q has rank 12, and the case q ⩾ 3, where it has rank 13. On the 3-primary part,
d11,q is a homomorphism

(Z/3)4 ←− (Z/3)6 for q ≡ 1 mod 4,
(Z/3)8 ←− (Z/3)6 for q ≡ 3 mod 4.
It is given by the matrix displayed in Fig. 4, where α = 1 for q ≡ 3 mod 4 and α = 0 otherwise. This matrix has full
rank 6 (injectivity) for q ≡ 3 mod 4, and rank 4 (surjectivity) for q ≡ 1 mod 4. For q = 1, there is an additional module
H1(Γs) ∼= Z2 on the target side, which cannot be hit because the edge stabilizers are only torsion.
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Remark 23. So, the 3-torsion in H1(Γ ) has already been killed by the d1-differential. This is useful for showing that themap
H1(PSL2(Z)) → H1(Γ ) is not injective. In fact, the matrix S of order 3 defines a non-zero element in the abelianization of
PSL2(Z) but becomes subject to the relation S2 = BS−1BS in Γ where B is the matrix of order two defined above. Thus, the
class of S is zero in Γ ab.
3.1.3. The even rows of the E1-term
There is a zero map arriving at

σ∈Γ \X0 Hq(Γσ ) ∼= (Z/2)q for q bigger than 2, and respectively at
σ∈Γ \X0
H2(Γσ ) ∼= Z⊕ (Z/2)2.
3.1.4. The E2-term
In the rows with q ⩾ 2, E2p,q is concentrated in the columns p = 0 and p = 1 given as follows:
q = 4k+ 1, q ⩾ 5 (Z/2)q (Z/3)2
q even, q ⩾ 4 (Z/2)q 0
q = 4k+ 3, q ⩾ 3 (Z/3)2 ⊕ (Z/2)q 0
. . . . . . . . .
q = 2 Z⊕ (Z/2)2 0
In the rows q = 0 and q = 1, E2p,q is concentrated in the columns p = 0, 1, 2:
q = 1 Z2 ⊕ (Z/2)2 (Z/3)2 ⊕ Z/2 0
q = 0 Z Z2 Z2
d2
kVVVVVVVVVVVVVVVVVVVVVVV
3.1.5. The differential d2
The only nontrivial d2-arrow is determined on the E0-level by the following maps connecting E02,0 with E
0
0,1:

σ∈Γ \X0
Θ1 ⊗σ Z

σ∈Γ \X1
Θ1 ⊗σ Z1⊗δo
dΘ⊗1

σ∈Γ \X1
Θ0 ⊗σ Z

σ∈Γ \X2
Θ0 ⊗σ Z1⊗δo
where dΘ is the differential of the bar resolution Θ• for Γ , and δ is the differential of Flöge’s cellular complex. The
generators of the abelian group E22,0 ∼= Z2 are represented by the face (c, s, c ′, z) and the union of two faces
(b, x, b′, v′, y′, a′, u, a, y, v) =: F , whose quotients by Γ are homeomorphic to 2-spheres.
Using the identifications stated in 3.1, we compute that the above d2-arrow is induced by
δ

(c, s, c ′, z)
 = (CAC−1 − 1) · (c, z)+ (V−1 − 1) · (s, c)
and
δ

(b, x, b′, v′, y′, a′, u, a, y, v)
 = (CAC−1 − 1) · (x, b)+ (V−1 − 1) · (b, v)+ (P − 1) · (v, y)
+ (S2 − 1) · (y, a)+ (B− 1) · (a, u).
The lift 1⊗F 1 in E02,0 of the generator of E22,0 represented by F = (b, x, b′, v′, y′, a′, u, a, y, v) is mapped as follows:
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(1, CAC−1)⊗b 1− (1, CAC−1)⊗x 1
+(1, V−1)⊗v 1− (1, V−1)⊗b 1
+(1, P)⊗y 1− (1, P)⊗v 1
+(1, S2)⊗a 1− (1, S2)⊗y 1
+(1, B)⊗u 1− (1, B)⊗a 1
(1, CAC−1)⊗(x,b) 1
+(1, V−1)⊗(b,v) 1
+(1, P)⊗(v,y) 1
+(1, S2)⊗(y,a) 1
+(1, B)⊗(a,u) 1
1⊗δo
dΘ⊗1

(CAC−1 − 1)⊗(x,b) 1
+(V−1 − 1)⊗(b,v) 1
+(P − 1)⊗(v,y) 1
+(S2 − 1)⊗(y,a) 1
+(B− 1)⊗(a,u) 1
1⊗F 11⊗δo
The passage to E1
We attribute the symbols tσ to the part of this sum lying inΘ1 ⊗σ Z:
tx := −(1, CAC−1)⊗x 1,
tb := (1, CAC−1)⊗b 1− (1, V−1)⊗b 1,
tv := (1, V−1)⊗v 1− (1, P)⊗v 1,
ty := (1, P)⊗y 1− (1, S2)⊗y 1,
ta := (1, S2)⊗a 1− (1, B)⊗a 1,
tu := (1, B)⊗u 1.
With the formula in our Corollary 12, we find the classes t¯σ in H1(Θ∗ ⊗σ Z) as follows:
As V−1M = CAC−1 and Γb = ⟨M| M2 = 1⟩,
tb = [CAC−1] ⊗b 1− [V−1] ⊗b 1 = [V−1M] ⊗b 1− [V−1] ⊗b 1
gives the cycle
VV−1M − VV−1 = M ∈ ⟨M| 2M = 0⟩ ∼= H1(Γb;Z).
As V−1 = PD and Γv = ⟨D| D2 = 1⟩,
tv = [V−1] ⊗v 1− [P] ⊗v 1 = [PD] ⊗v 1− [P] ⊗v 1
gives the cycle
P−1PD− P−1P = D ∈ ⟨D| 2D = 0⟩ ∼= H1(Γv; Z).
As S2 = BS−1BS and Γa = ⟨S−1BS| (S−1BS)2 = 1⟩,
ta = [S2] ⊗a 1− [B] ⊗a 1 = [BS−1BS] ⊗a 1− [B] ⊗a 1
gives the cycle
B−1BS−1BS − B−1B = S−1BS ∈ ⟨S−1BS| 2S−1BS = 0⟩ ∼= H1(Γa; Z).
Finally, tu = [B] ⊗u 1 gives the cycle
B ∈ ⟨B| 2B = 0⟩ ∼= H1(Γu; Z).
The term E20,1 has no 3-torsion, so the 3-torsion part t¯x + t¯y of the above sum makes no contribution to the image of d2.
The 2-torsion part, tb + ta + tv + tu, equals the image
d11,1(t(b,c) + t(c′′,a′′) + t(v,f ) + t(f ,h) + t(h,u′)),
where tσ stands for the generator of H1(Γσ ; Z) ∼= Z/2. Thus it is a boundary and is quotiented to zero on the E2-page. Hence
it makes no contribution either to the image of d2, so we obtain that d2(F) = 0.
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The lift 1⊗(c,s,c′,z) 1 of the generator (c, s, c ′, z) is mapped as follows:
(1, CAC−1)⊗z 1
−(1, CAC−1)⊗c 1
+(1, V−1)⊗c 1
−(1, V−1)⊗s 1
(1, CAC−1)⊗(c,z) 1
+(1, V−1)⊗(s,c) 1
1⊗δo
dΘ⊗1

(CAC−1 − 1)⊗(c,z) 1
+(V−1 − 1)⊗(s,c) 1 1⊗(c,s,c′,z) 1
1⊗δo
The passage to E1
We attribute the symbols tσ to the part of this sum lying inΘ1 ⊗σ Z:
tz := (1, CAC−1)⊗z 1,
tc := (1, V−1)⊗c 1− (1, CAC−1)⊗c 1,
ts := −(1, V−1)⊗s 1.
With the formula in our Corollary 12, we find the classes t¯σ in H1(Θ∗ ⊗σ Z) as follows: As V−1M = CAC−1 and Γc =
⟨M| M2 = 1⟩,
tc = [V−1] ⊗c 1− [CAC−1] ⊗c 1 = [V−1] ⊗c 1− [V−1M] ⊗c 1
gives the cycle
VV−1 − VV−1M = −M ∈ ⟨M| 2M = 0⟩ ∼= H1(Γc; Z).
Finally,
ts = −[V−1] ⊗s 1
gives the cycle
V ∈ ⟨V ,W ⟩ ∼= H1(Γs; Z) ∼= Z2.
The term E20,1 has no 3-torsion, so the 3-torsion part tz of the above sum makes no contribution to the image of d
2.
However the 2-torsion part, tc = M , passes to the E2-page because no chain of edges can have the single point c as its
boundary. Furthermore, V is one of the generators of the free part of E20,1 ∼= Z2 ⊕ (Z/2)2, so we obtain d2

(c, s, c ′, z)
 =
M + V , which is of infinite order and has the following property: there is no element η ∈ E20,1 with kη = M + V for an
integer k > 1. As we have seen that d2(F) = 0,we obtain the quotient
E30,1 ∼= Z⊕ (Z/2)2.
Hence we obtain for integral homology the following short exact sequences:
0→ (Z/2)q → Hq(Γ ; Z)→ (Z/3)2 → 0, q = 4k+ 2,
0→ (Z/2)q → Hq(Γ ; Z)→ 0, q = 4k+ 1,
0→ (Z/2)q → Hq(Γ ; Z)→ 0, q = 4k+ 4,
0→ (Z/3)2 ⊕ (Z/2)q → Hq(Γ ; Z)→ 0, q = 4k+ 3,
0→ Z⊕ (Z/2)2 → H2(Γ ; Z)→ Z⊕ (Z/3)2 ⊕ Z/2→ 0,
0→ Z⊕ (Z/2)2 → H1(Γ ; Z)→ Z2 → 0.
We will resolve the ambiguity in the torsion part of the group extension H2(Γ ; Z) by a reflection like the one in [20,
page 587], for which we have to recompute the spectral sequence with Z/2-, Z/3- and Z/4-coefficients. The free part is
unambiguous, as we can see from tensoring with Q.
3.1.6. The E1-term with Z/2-coefficients
We can apply the functor−⊗ Z/2 to the row q = 0 and obtain in the columns p = 0, 1, 2:
(Z/2)17
d11,0←−− (Z/2)28 d
1
2,0←−− (Z/2)12.
The rest of this row are zeroes. The matrix d11,0 has rank 16 and the matrix d
1
2,0 has rank 10.
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In the rows with q > 0, the differential d1 is given by a single arrow d11,q from
E11,q ∼= (Hq(Z/2; Z/2))13 ⊕ (Hq(Z/3; Z/2))6 ∼= (Z/2)13 to
E10,q ∼= Hq(Z2; Z/2)⊕ (Hq(Z/2; Z/2))6 ⊕ (Hq(D2; Z/2))2 ⊕ (Hq(S3; Z/2))4,
and the rest of these rows are zeroes. For q = 1, we have d11,1 of rank 12 arriving at E10,1 ∼= (Z/2)16. For q ⩾ 3, we have d11,q
of rank 13 arriving at E10,q ∼= (Z/2)12+2q. For q = 2, we have d11,2 of rank 13 arriving at E10,2 ∼= (Z/2)17. The only difficulty in
seeing this is to compare the maps from Hq(Z/2; Z/2) to Hq(D2; Z/2) induced by the different inclusions Z/2 → D2; we
use Observation 15 for this purpose.
3.1.7. The E2-term with Z/2-coefficients
We obtain in the rows with q ⩾ 2 the E2-term concentrated in the column p = 0,
q ⩾ 3 (Z/2)2q−1
q = 2 (Z/2)4,
and in the rows q = 0, q = 1 it is concentrated in the columns p = 0, 1, 2:
q = 1 (Z/2)4 Z/2 0
q = 0 Z/2 (Z/2)2 (Z/2)2.
d22,0
iTTTTTTTTTTTTTTTTT
The differential d22,0 with Z/2-coefficients
The basis {(c, s, c ′, z), F} of E22,0 withZ-coefficients induces a basis of E22,0 withZ/2-coefficients. TheUniversal Coefficient
Theorem yields an isomorphism from H1(Γσ ; Z) ⊗Z Z/2 to H1(Γσ ; Z/2), which we will use to transfer the elements
tσ ∈ H1(Γσ ; Z) computed in Section 3.1.5 to H1(Γσ ; Z/2).
For d22,0((c, s, c
′, z)) the computation is as follows. As tc generates H1(Γc; Z) ∼= Z/2, it is transferred to the generator
of H1(Γc; Z/2) ∼= Z/2. Since ts can be completed with a second element to a Z-basis of H1(Γs; Z) ∼= Z2, it is transferred
to a nontrivial element of H1(Γs; Z/2) ∼= (Z/2)2. The element tz vanishes because H1(Γz; Z) ⊗ Z/2 ∼= Z/3 ⊗ Z/2 = 0.
The sum tc + ts is quotiented to a nontrivial element on the E2-page because H1(Γs; Z/2) is not hit by the d1-differential.
So d22,0(⟨(c, s, c ′, z)⟩) ∼= Z/2.
For d22,0(F), the computation is as follows. Since the 3-torsion vanishes when tensored with Z/2, the 3-torsion part t¯x+ t¯y
of the sum makes no contribution to the image of d2. The 2-torsion part, tb + ta + tv + tu, equals the image
d11,1(t(b,c) + t(c′′,a′′) + t(v,f ) + t(f ,h) + t(h,u′)),
where tσ , σ ∈ {b, a, v, u, (b, c), (c ′′, a′′), (v, f ), (f , h), (h, u′)} is the generator of H1(Γσ ; Z/2) ∼= Z/2. Hence it makes no
contribution either, and we obtain d2(F) = 0. Thus d22,0 has rank 1.
AsZ/2-modules are vector spaces over the field with two elements F2, the E3 = E∞-page yields immediately the results.
We do an analogous computation with Z/3- and Z/4- coefficients and obtain
dimF2 Hq(Γ ; Z/2) =

2q− 1, q ⩾ 3,
6, q = 2,
5, q = 1,
dimF3 Hq(Γ ; Z/3) =

2, q ≡ 0 or 2 mod 4, q > 2,
4, q ≡ 3 mod 4,
0, q ≡ 1 mod 4, q > 2;
and the exact sequence 1→ (Z/2)5 → H3(Γ ; Z/4)→ Z/2→ 1. The short exact sequence
1→ Z⊕ (Z/2)2 → H2(Γ ; Z)→ Z⊕ (Z/3)2 ⊕ Z/2→ 1
tells us that H2(Γ ; Z) is one of the group extensions

Z2 ⊕ (Z/3)2 ⊕ (Z/2)3,
Z2 ⊕ (Z/3)2 ⊕ (Z/2)2,
Z2 ⊕ Z/3⊕ (Z/2)3,
Z2 ⊕ (Z/3)2 ⊕ Z/2⊕ Z/4,
Z2 ⊕ Z/3⊕ Z/2⊕ Z/4.
Using the Universal Coefficient Theorem in the form
Hq(Γ ; Z/n) ∼= Hq(Γ ; Z)⊗ (Z/n)⊕ TorZ1 (Hq−1(Γ ; Z),Z/n)
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with n = 2, 3 and 4, we can now eliminate all the wrong answers and retain
Hq(PSL2(O−13); Z) ∼=

Z3 ⊕ (Z/2)2, q = 1,
Z2 ⊕ Z/4⊕ (Z/3)2 ⊕ Z/2, q = 2,
(Z/2)q ⊕ (Z/3)2, q = 4k+ 3, k ⩾ 0,
(Z/2)q, q = 4k+ 4, k ⩾ 0,
(Z/2)q, q = 4k+ 1, k ⩾ 1,
(Z/2)q ⊕ (Z/3)2, q = 4k+ 2, k ⩾ 1.
3.2. m = 5
We will make use of the following matrices, which agree with those in [10]:
A := ±
 −1
1

, B := ±
−ω 2
2 ω

, M := ±
−ω 4
1 ω

, S := ±
 −1
1 1

,
U := ±

1 ω
1

, V := ±
−ω 2− ω
2 2+ ω

, W := ±

6− ω 5+ 2ω
2ω ω − 4

.
These are subject to the relations UMU−1 = A, UWS(UW )−1 = S, WABW−1 = MB and S = ABV . A fundamental domain is
displayed in Fig. 5. There are five orbits of vertices, with stabilizers
Γb = ⟨A, B|A2 = B2 = 1⟩ ∼= D2,
Γu = ⟨B,M|B2 = M2 = 1⟩ ∼= D2,
Γa = ⟨AB|AB2 = 1⟩ ∼= Z/2,
Γv = ⟨S|S3 = 1⟩ ∼= Z/3,
Γs = ⟨V ,W |VW = WV ⟩ ∼= Z2.
As in the casem = 13, vertices with the same letter in the fundamental domain are identified by the action of Γ . Amongst
the identifications of the vertices, wewill use the following.UW ·a = a1, V−1 ·a = a2, S2 ·a = a2,U ·u = u1 andUW ·v = v1.
There are seven orbits of edges, with stabilizers
Γ(b,a) = ⟨AB|AB2 = 1⟩ ∼= Z/2,
Γ(v,v1) = ⟨S|S3 = 1⟩ ∼= Z/3,
Γ(a3,u) = ⟨MB|MB2 = 1⟩ ∼= Z/2,
Γ(u,b) = ⟨B|B2 = 1⟩ ∼= Z/2,
Γ(u1,b) = ⟨A|A2 = 1⟩ ∼= Z/2;
(a, v) and (a, s) having the trivial stabilizer. There are three orbits of faces, with trivial stabilizers. The above data gives the
Γ -equivariant Euler characteristic of X:
χΓ (X) = 12 +
1
3
+ 2
4
− 2− 4
2
− 1
3
+ 3 = 0,
in accordance with Remark 21.
3.2.1. The bottom row of the E1-term
This row identifies with the cellular chain complex of the quotient complex Γ \X .
We obtain for the row q = 0 in the columns p = 0, 1, 2:
Z5
d11,0←−− Z7 d
1
2,0←−− Z3
where 1 is the only elementary divisor of the differential matrices, with multiplicity four for d11,0, and multiplicity two for
d12,0. The homology of Γ \X is generated in degree 1 by the loop represented by the edge (v, v1), and in degree 2 by the
quotient of the face (a2, s, a, v), which is homeomorphic to a 2-sphere.
3.2.2. The odd rows of the E1-term
We start by investigating the morphism
Z2 ⊕ Z/3⊕ (Z/2)5 d
1
1,1←−−− Z/3⊕ (Z/2)4
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Fig. 5. The fundamental domain form = 5.
Fig. 6. (d11,q)(2) .
and the morphism
Z/3⊕ (Z/2)q+4 d
1
1,q←−−− Z/3⊕ (Z/2)4
for q ⩾ 3. On the 3-torsion, d11,q is zero.
On the 2-torsion, d11,q is given by the matrix (d
1
1,q)(2) of Fig. 6, where we replace the
q−1
2 dotted entries between the two
1’s with 1’s, and the q−12 dotted entries between the−1’s with−1’s. The rest is filled with zeroes. Thus (d11,1)(2) has rank 3
and (d11,q)(2) has rank 4 for q ⩾ 3.
3.2.3. The even rows of the E1-term
There is a zero map arriving at E10,2 ∼= Z⊕ (Z/2)2. For q ⩾ 4, there is a zero map arriving at E10,q ∼= (Z/2)q. The rest of the
E1-page are zeroes.
3.2.4. The E2-term
In the rows with q ⩾ 2, the E2-page is concentrated in the columns p = 0 and p = 1:
q ⩾ 4 even (Z/2)q 0
q ⩾ 3 odd (Z/2)q ⊕ Z/3 Z/3
q = 2 Z⊕ (Z/2)2 0
Its lowest two rows are concentrated in the columns p = 0, 1, 2:
q = 1 Z2 ⊕ (Z/2)2 ⊕ Z/3 Z/2⊕ Z/3 0
q = 0 Z Z Z
d2
kVVVVVVVVVVVVVVVVVVVVVVV
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Let us compute the only nontrivial d2-arrow. The generator of E22,0 comes from the 2-cell (a2, s, a, v). Using the identifications
listed in 3.2, we see that the lift 1⊗(a2,s,a,v) 1 of the generator of E22,0 is mapped as follows in the E0-page:
−(1, V−1)⊗s 1+ (1, V−1)⊗a 1
+(1, S2)⊗v 1− (1, S2)⊗a 1
−(1, V−1)⊗(a,s) 1
+(1, S2)⊗(a,v) 1
1⊗δo
dΘ⊗1

1⊗(a,s) 1− V−1 ⊗(a,s) 1
+S2 ⊗(a,v) 1− 1⊗(a,v) 1 1⊗(a2,s,a,v) 1
1⊗δo
As S = ABV , the part lying inΘ1⊗aZ is [V−1]⊗a 1−[S2]⊗a 1 = [S2AB]⊗a 1−[S2]⊗a 1; and goes to S−1S2AB−S−1S2 = AB,
the generator of H1(Γa; Z). So, our image in E00,1 passes to
(V , 2S, AB) ∈ ⟨V ,W ⟩ ⊕ ⟨S | 3S = 0⟩ ⊕ (Z/2)2 ∼= E20,1,
which is of infinite order and has the following property: There is no element η ∈ E20,1 with kη = (V , 2S, AB) for an integer
k > 1. So,
E30,1 ∼= Z⊕ (Z/2)2 ⊕ Z/3.
Thus the E∞-page yields the following short exact sequences:
0→ (Z/2)q → Hq(Γ ; Z)→ Z/3→ 0 q ⩾ 4 even,
0→ Z/3⊕ (Z/2)q → Hq(Γ ; Z)→ 0 q ⩾ 3 odd,
0→ Z⊕ (Z/2)2 → H2(Γ ; Z)→ Z/3⊕ Z/2→ 0,
0→ Z⊕ Z/3⊕ (Z/2)2 → H1(Γ ; Z)→ Z→ 0.
To resolve the ambiguity at the group extension H2(Γ ; Z), we compute
dimF2 Hq(Γ ; Z/2) =

4 q = 1,
5 q = 2,
2q− 1 q ⩾ 3
Hq(Γ ; Z/3) ∼= (Z/3)2, q > 2,

1→ (Z/2)5 → H3(Γ ; Z/4)→ Z/2→ 1,
1→ (Z/2)4 ⊕ Z/4→ H2(Γ ; Z/4)→ Z/2→ 1;
where the last two sequences are exact; and get the result
Hq(PSL2(O−5); Z) ∼=

Z2 ⊕ Z/3⊕ (Z/2)2 q = 1,
Z⊕ Z/4⊕ Z/3⊕ Z/2 q = 2,
Z/3⊕ (Z/2)q q ⩾ 3.
Remark 24. Form = 5, the check introduced in Remark 13 takes the following form.
The abelianization is Γ ab ∼= ⟨A, B, S,U, V : 2A = 0, 2B = 0, 3S = 0⟩. The fundamental group of the quotient space is
free, so only the parabolic elements U and V can define nontrivial loops in the quotient space. The element U generates a
nontrivial loop, while V generates a trivial loop. It follows that E∞0,1 ∼= Z⊕ (Z/2)2 ⊕ Z/3, generated by V , A, B and S. This is
consistent with the computation above, involving the detailed analysis of the d2-differential.
3.3. m = 10
Let ω := √−10. We will use the following definitions:
A := ±
 −1
1

, B := ±
−ω 3
3 ω

, C := ±
−1− ω 4− ω
2 1+ ω

, D := ±

ω − 1 −4
3 1+ ω

,
L := ±

ω 3
3 −ω

, R := ±

5+ ω 2ω − 3
ω − 3 −4− ω

, S := ±
 −1
1 1

, U := ±

1 ω
1

,
V := ±

1− ω 5
2 1+ ω

, W := ±

11 5ω
2ω −9

, Y := ±

ω − 2 −5
3 2+ ω

.
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Fig. 7. The fundamental domain form = 10.
Vertices with the same letter are identified by the action. The matrix U acts as a vertical translation by −ω on the
fundamental domain, which is shown in Fig. 7. There are nine orbits of vertices, labelled a, b, r, u, v, w, x, y, s. We have
the following identifications: UWa = a1, Wa = a2, Va = a3; S−1v = v1, U−1Dv = v2; Dw = w1, U−1Dw = w2; Db = b1,
Cb = b2; Dr = r1; UWx = x1. On the vertices of (a, s, a3, x) , we have the identifications B · a = a3 and V · a = a3, where
the matrix B fixes x and the matrix V fixes s. For (v1, b2, r, b, v, w), we have the identifications of vertices Cb = b2, Cr = r ,
S2v = v1 and S2w = w; and we pay particular attention to the matrix CR = S2AB identifying the edge (b, v) ∼= (b2, v1).
The stabilizers of the vertex orbit representatives are
Γa = Γb =

R| R3 = 1 ∼= Z/3,
Γw =

S | S3 = 1 ∼= Z/3,
Γy =

A, L| A2 = L2 = (AL)2 = 1 ∼= D2,
Γu =

A, B | A2 = B2 = (AB)2 = 1 ∼= D2,
Γr =

C | C2 = 1 ∼= Z/2,
Γv =

AB| (AB)2 = 1 ∼= Z/2,
Γx =

B | B2 = 1 ∼= Z/2,
Γs = ⟨V ,W | VW = WV ⟩ ∼= Z2.
There are fifteen orbits of edges, labelled (b, v), (r, w), (b, r), (v,w), (a2, w2), (y, r1), (x, a), (u, y), (a, b), (u, v), (a, s),
(w, b1), (r, v2), (y, x1), (x, u).
Amongst their stabilizers only
Γ(a2,w2) = Γa2 = W−1ΓaW =

W−1RW
 (W−1RW )3 = 1 ∼= Z/3,
Γ(a,b) = Γa = Γb =

R| R3 = 1 ∼= Z/3,
Γ(w,b1) = Γb1 = Γw =

S | S3 = 1 ∼= Z/3,
Γ(y,r1) = Γr1 = DΓrD−1 =

AL = DCD−1  (DCD−1)2 = 1 ∼= Z/2,
Γ(u,v) = Γv =

AB | (AB)2 = 1 ∼= Z/2,
Γ(r,v2) = Γv2 = Γr =

C | C2 = 1 ∼= Z/2,
Γ(y,x1) = Γx1 = UWΓx(UW )−1 =

L | L2 = 1 ∼= Z/2,
Γ(x,u) = Γx =

B | B2 = 1 ∼= Z/2,
Γ(u,y) =

A | A2 = 1 ∼= Z/2
are nontrivial. Furthermore, there are seven orbits of faces, with trivial stabilizers. With the above information on the
isomorphism types of the cell stabilizers, we get the Γ -equivariant Euler characteristic of X:
χΓ (X) = 33 +
2
4
+ 3
2
− 3
3
− 6
2
− 6+ 7 = 0,
in accordance with Remark 21.
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3.3.1. The bottom row q = 0 of the E1-term
We obtain for the row q = 0 in the columns p = 0, 1, 2:
Z9
d11,0←−− Z15 d
1
2,0←−− Z7,
where 1 is the only elementary divisor of the differential matrices, with multiplicity eight for d11,0, and multiplicity five for
d12,0. The rest of this row is zero.
3.3.2. The odd rows of the E1-term
For odd q, the morphism
σ∈Γ \X0
Hq(Γσ )
d11,q←−−

σ∈Γ \X1
Hq(Γσ )
is for q ⩾ 3 of the form
(Z/3)3 ⊕ (Z/2)q+6 ←− (Z/3)3 ⊕ (Z/2)6.
For q = 1, we have to add H1(Γs) ∼= Z2 on the target side of the morphism d11,q, but the incoming torsion must reach it
trivially. On the 3-primary part, d11,q is given by the matrix
(d11,q)(3) =
(a, b) (Db, w) (Wa,U−1Dw)
a −1 0 −1
w 0 1 1
b 1 −1 0.
This matrix has rank 2, so its image is isomorphic to (Z/3)2 and its kernel is Z/3.
On the 2-primary part, d11,q is for odd q given by the matrix
(d11,q)(2) =
(y, r1) (u, v) (r, v2) (y, x1) (x, u) (u, y)
u 0 −1 0 0 0 −1
...
...
...
...
...
...
...
u 0 −1 0 0 1 0
y −1 0 0 0 0 1
...
...
...
...
...
...
...
y −1 0 0 −1 0 0
x 0 0 0 1 −1 0
r 1 0 −1 0 0 0
v 0 1 1 0 0 0,
wherewe replace, as in the computation form = 13, the q−12 dotted entries between the two 1’s with 1’s, and the q−12 dotted
entries between the −1’s with −1’s. The rest is filled with zeroes. The resulting matrix (d11,q)(2) has rank 5 for q = 1, and
full rank 6 for q ⩾ 3.
3.3.3. The even rows of the E1-term
These rows are given by zero maps into

σ∈Γ \X0 Hq(Γσ ) ∼= (Z/2)q for q > 2, respectively into

σ∈Γ \X0 H2(Γσ ) ∼=
Z⊕ (Z/2)2 for q = 2.
3.3.4. The E2-term
In the rows with q ⩾ 2, the E2-page is concentrated in the columns p = 0 and p = 1:
q ⩾ 4 even (Z/2)q 0
q ⩾ 3 odd (Z/2)q ⊕ Z/3 Z/3
q = 2 Z⊕ (Z/2)2 0
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Its lowest two rows are concentrated in the columns p = 0, 1, 2:
q = 1 Z2 ⊕ (Z/2)2 ⊕ Z/3 Z/2⊕ Z/3 0
q = 0 Z Z2 Z2
d2
kVVVVVVVVVVVVVVVVVVVVVVV
3.3.5. The differential d2
The generators of the abelian group E22,0 ∼= Z2 are represented by the 2-cell (a, s, a3, x) and the union of two 2-cells
(v1, b2, r, b, v, w), whose quotients by Γ are homeomorphic to 2-spheres. Using the identifications given in 3.3, we see
that the only nontrivial d2-arrow is induced by
δ((a, s, a3, x)) = (a, s)+ V · (s, a)+ B · (a, x)+ (x, a)
and
δ((v1, b2, r, b, v, w)) = (b, r)− C · (b, r)+ CR · (b, v)+ S2 · (v,w)− (v,w)− (b, v).
The lift 1⊗(v1,b2,r,b,v,w) 1 of the generator obtained from (v1, b2, r, b, v, w) is mapped as follows:
(C, 1)⊗r 1− (C, 1)⊗b 1
+(1, CR)⊗v 1− (1, CR)⊗b 1
+(1, S2)⊗w 1− (1, S2)⊗v 1
(C, 1)⊗(b,r) 1
+(1, CR)⊗(b,v) 1
+(1, S2)⊗(v,w) 1
1⊗δo
dΘ⊗1

1⊗(b,r) 1− C ⊗(b,r) 1
+CR⊗(b,v) 1− 1⊗(b,v) 1
+S2 ⊗(v,w) 1− 1⊗(v,w) 1
1⊗(v1,b2,r,b,v,w) 11⊗δo
We obtain d22,0(⟨(v1, b2, r, b, v, w)⟩) ∼= Z/3.
The lift 1⊗(a,s,a3,x) 1 of the generator obtained from (a, s, a3, x) is mapped
(V , 1)⊗s 1− (V , 1)⊗a 1
+(1, B)⊗x 1− (1, B)⊗a 1
(V , 1)⊗(a,s) 1
+(1, B)⊗(a,x) 1
1⊗δo
dΘ⊗1

1⊗(a,s) 1− V ⊗(a,s) 1
+B⊗(a,x) 1− 1⊗(a,x) 1 1⊗(a,s,a3,x) 1
1⊗δo
We attribute the symbols tσ to the part of this sum lying inΘ1 ⊗σ Z,
ts := (V , 1)⊗s 1,
tx := (1, B)⊗x 1,
ta := −(V , 1)⊗a 1− (1, B)⊗a 1.
We find the class ts = −V ∈ ⟨V ,W ⟩ = Γ abs ∼= H1(Γs; Z) ∼= Z2,which is a generator of the free part of E10,1. It cannot be the
image of a torsion element from E11,1 = (Z/3)3⊕ (Z/2)2. Therefore, it is preserved when passing from E10,1 to E20,1. The cycles
tx and ta are torsion, so the fact that ts is a generator of the free part determines that the image d22,0(⟨(a, s, a3, x)⟩) is of infinite
order and has the following property: There is no element η ∈ E20,1 ∼= Z2 ⊕ Z/3⊕ (Z/2)2 with kη = d22,0(⟨(a, s, a3, x)⟩) for
an integer k > 1. Together with the isomorphism d22,0(⟨(v1, b2, r, b, v, w)⟩) ∼= Z/3, we obtain
E30,1 ∼= Z⊕ (Z/2)2.
Thus the E∞-page gives the following short exact sequences:
0→ (Z/2)q → Hq(Γ ; Z)→ Z/3→ 0, for q ⩾ 4 even,
0→ Z/3⊕ (Z/2)q → Hq(Γ ; Z)→ 0, for q ⩾ 3 odd,
0→ Z⊕ (Z/2)2 → H2(Γ ; Z)→ Z⊕ Z/3⊕ Z/2→ 0,
0→ Z⊕ (Z/2)2 → H1(Γ ; Z)→ Z2 → 0.
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Fig. 8. The fundamental domain form = 6.
Therefore, there is ambiguity in the 3-torsion and the 2-torsion of the short exact sequence for H2(Γ ; Z). To identify the
correct group extension, we compute
dimF2 Hq(Γ ; Z/2) ∼=

2q− 1, q ⩾ 3
6, q = 2,
5, q = 1.
Furthermore, we findHq(Γ ; Z/3) ∼= (Z/3)2 for all q ⩾ 3 and the exact sequence 1→ (Z/2)5 → H3(Γ ; Z/4)→ Z/2→ 1.
From here, we easily see the results,
Hq(PSL2(O−10); Z) ∼=

Z3 ⊕ (Z/2)2, q = 1,
Z2 ⊕ Z/4⊕ Z/3⊕ Z/2, q = 2,
Z/3⊕ (Z/2)q, q ⩾ 3;
Remark 25. For m = 10, the check introduced in Remark 13 takes the following form. The abelianization is the group
Γ ab ∼= ⟨A, B,D,U,W : 2A = 2B = 0⟩. The elements of infinite order are D, U and W . The elements U and U−1D give the
cycles generating H1(Γ \X), whileW generates a trivial loop. So it follows that E∞0,1 = Z⊕ (Z/2)2, generated byW , A and B.
This is consistent with the computation above.
3.4. m = 6
We obtain the fundamental domain for Γ = PSL2(Z[
√−6 ]) displayed in Fig. 8. The matrix U := ±

1 ω
1

performs
a vertical translation by−ω of the fundamental domain. The following matrices occur in the cell stabilizers.
A := ±
 −1
1

, B := ±
−1− ω 2− ω
2 1+ ω

, R := ±
−ω 5− ω
1 1+ ω

,
S := ±
 −1
1 1

, V := ±

1− ω 3
3 1+ ω

, W := ±

7 3ω
2ω −5

.
There are five orbits of vertices, labelled b, a, u, v, s, with stabilizers
Γu =

B, S| B2 = S3 = (BS)3 = 1 ∼= A4,
Γv =

B, R| B2 = R3 = (BR)3 = 1 ∼= A4,
Γa =

SB | (SB)3 = 1 ∼= Z/3,
Γb =

A| A2 = 1 ∼= Z/2,
Γs = ⟨V ,W | VW = WV ⟩ ∼= Z2,
and identifications UW · a = a1, W · a = a2, V · a = a3, A · a = a3, UW · b = b1 and U · v = v1. There are seven orbits of
edges, labelled (b, a), (a, s), (a, u), (u, v), (a2, v), (b, b1) and (u, v1), amongst whose stabilizers only
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Γ(a2,v) =

RB | (RB)3 = 1 = Γa2 ∼= Z/3,
Γ(u,v1) =

S | S3 = 1 ∼= Z/3,
Γ(a,u) =

SB | (SB)3 = 1 = Γa ∼= Z/3,
Γ(u,v) =

B | B2 = 1 ∼= Z/2,
Γ(b,b1) =

A | A2 = 1 = Γb = Γb1 ∼= Z/2
are nontrivial; and three orbits of faces with trivial stabilizers. The above data gives the Γ -equivariant Euler characteristic
of X:
χΓ (X) = 212 +
1
3
+ 1
2
− 2− 3
3
− 2
2
+ 3 = 0,
in accordance with Remark 21.
3.4.1. The bottom row of the E1-term
We obtain in the columns p = 0, 1, 2:
Z5
d11,0←−− Z7 d
1
2,0←−− Z3
where 1 is the only occurring elementary divisor of the differential matrices, with multiplicity four for d11,0, and multiplicity
two for d12,0. The homology of this sequence is generated by the cycle (b, b1) in degree one and by the face (a, s, a3, b) in
degree two.
3.4.2. The odd rows of the E1-term
The map d11,q is on the 2-primary part induced by the inclusion of Γ(u,v) ∼= Z/2 into Γv and Γu which are isomorphic to
A4. By [20, Lemma 4.5(2)], every inclusion of Z/2 intoA4 induces injections on homology in degrees greater than 1, and is
zero on H1. So the morphism
Z2 ⊕ Z/2⊕ (Z/3)3 d
1
1,1←−− (Z/2)2 ⊕ (Z/3)3
has Z/2-rank 0 on the 2-primary part, and
Z/3⊕ Z/2⊕ (Hq(A4))2
d11,q←−− (Z/2)2 ⊕ (Z/3)3
in the odd rows of degree q ⩾ 3 has Z/2-rank 1 on the 2-primary part.
On the 3-primary part, d11,q is for all odd q given by the following rank 2 matrix
(d11,q)(3) =
(a, u) (a2, v) (u, v1)
a −1 −1 0
u 1 0 −1
v 0 1 1.
In order to determine its rank, we make use of the following facts.
First, by [20, Lemma 4.5], each of the occurring group inclusions induces an injection in homology. So we have to
determine the relative positions of the images coming from the edges in each direct summand over the points. In order
to find out if cancellation occurs between terms with positive and negative signs, let us look at the following diagram.
The symbol ∆W denotes the isomorphism given by conjugation with W , δ denotes an inner automorphism, ι denotes any
canonical inclusion, and the arrows emanating from Z/3 are labelled with the image of the canonical generator.
Γ(a2,v)
id
vlll
lll
lll
lll
lll
ι
)SSS
SSSS
SSSS
SSSS
SSS
Γa2
∆W

Z/3
RB
O
RB
o
RB
/
SB
vlll
lll
lll
lll
lll
ll
SUBU−1 )S
SSS
SSS
SSS
SSS
SSS
SS
SB
|zz
zz
zz
zz
zz
zz
zz
zz
zz
zz
S
5
55
55
55
55
55
55
55
5
SB








S
#G
GG
GG
GG
GG
GG
GG
GG
GG
GG
GG
G
S

Γv
∆U

Γa Γv1
Γ(a,u)
id
O
ι
/ Γu
δ
/ Γu Γ(u,v1) ι
/
ι
o Γv1
δ
O
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Applying homology Hq for odd q and taking into account the fact that inner automorphisms act trivially on homology, we get
a similar slightly smaller commutative diagram. One can then unambiguously identify all occurring groups Hq(Z/3) ∼= Z/3
and its images in Hq(A4)with the ‘‘abstract’’ Hq(Z/3) ∼= Z/3 in the middle. This gives a basis for the 3-primary parts of the
source and a subspace of the image. In this basis, the 3-primary map is given by the above matrix (d11,q)(3), followed by an
injection which does not influence the homology.
3.4.3. The even rows of the E1-term
The even rows are the zero map to E10,2 ∼= Z⊕ (Z/2)2, and to E10,q ∼= (Hq(A4))2 for degree q ⩾ 4.
3.4.4. The E2-term
In the rows with q ⩾ 2, the E2-page is concentrated in the columns p = 0 and p = 1:
q = 6k+ 8 (Z/2)2k+4 0
q = 6k+ 7 (Z/2)2k+2 ⊕ Z/3 Z/2⊕ Z/3
q = 6k+ 6 (Z/2)2k+2 0
q = 6k+ 5 (Z/2)2k+4 ⊕ Z/3 Z/2⊕ Z/3
q = 6k+ 4 (Z/2)2k 0
q = 6k+ 3 (Z/2)2k+2 ⊕ Z/3 Z/2⊕ Z/3
q = 2 Z⊕ (Z/2)2 0
Its lowest two rows are concentrated in the columns p = 0, 1, 2:
q = 1 Z2 ⊕ Z/2⊕ Z/3 (Z/2)2 ⊕ Z/3 0
q = 0 Z Z Z
kWWWWWWWWWWWWWWWWWWWWWWWW
3.4.5. The E3 = E∞-term
For the calculation of the d2-differential, we have
δ(a, s, a3, b) = (a3, s)+ (s, a)+ (a, b)+ (b, a3)
= (V · a, s)+ (s, a)+ (a, b)+ (b, A · a)
= V · (a, s)− (a, s)− (b, a)+ A · (b, a),
(1⊗ δ)(1⊗(a,s,a3,b) 1) = 1⊗V ·(a,s) 1− 1⊗(a,s) 1− 1⊗(b,a) 1+ 1⊗A·(b,a) 1
= (V − 1)⊗(a,s) 1+ (A− 1)⊗(b,a) 1
= (dΘ ⊗ 1)

(1, V )⊗(a,s) 1+ (1, A)⊗(b,a) 1

= (dΘ ⊗ 1)
[V ] ⊗(a,s) 1+ [A] ⊗(b,a) 1 .
We then get
(1⊗ δ) [V ] ⊗(a,s) 1+ [A] ⊗(b,a) 1 = [V ] ⊗s 1− [V ] ⊗a 1+ [A] ⊗a 1− [A] ⊗b 1.
As [V ] ⊗s 1 and [W ] ⊗s 1 represent the generators of the torsion-free part of E20,1 ∼= Z2⊕ Z/2⊕ Z/3, we see that the above
computed element of E00,1 represents an element ν ∈ E20,1 of infinite order with the following property: there is no element
η ∈ E20,1 with kη = ν for an integer k > 1. So, E30,1 ∼= Z⊕ Z/3⊕ Z/2 and E32,0 = 0.
3.4.6. The short exact sequences
We thus obtain for integral homology the following short exact sequences:
0→ (Z/2)2k+4 → Hq(Γ ; Z)→ Z/3⊕ Z/2→ 0, q = 6k+ 8
0→ (Z/2)2k+2 ⊕ Z/3→ Hq(Γ ; Z)→ 0, q = 6k+ 7
0→ (Z/2)2k+2 → Hq(Γ ; Z)→ Z/3⊕ Z/2→ 0, q = 6k+ 6,
0→ (Z/2)2k+4 ⊕ Z/3→ Hq(Γ ; Z)→ 0, q = 6k+ 5,
0→ (Z/2)2k → Hq(Γ ; Z)→ Z/3⊕ Z/2→ 0, q = 6k+ 4,
0→ (Z/2)2k+2 ⊕ Z/3→ Hq(Γ ; Z)→ 0, q = 6k+ 3,
0→ Z⊕ (Z/2)2 → H2(Γ ; Z)→ Z/3⊕ (Z/2)2 → 0,
0→ Z⊕ Z/3⊕ Z/2→ H1(Γ ; Z)→ Z→ 0.
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Fig. 9. The fundamental domain form = 15.
Thus, there is ambiguity similar to the casem = 10 in the 3-torsion of the short exact sequence for H2(Γ ; Z) and in the
2-torsion for all even degrees. To resolve it, we compute
dimF2 Hq(Γ ; Z/2) ∼=

3, q = 1,
5, q = 2,
4k+ 5, q = 6k+ 3,
4k+ 3, q = 6k+ 4,
4k+ 5, q = 6k+ 5,
4k+ 7, q = 6k+ 6,
4k+ 5, q = 6k+ 7
4k+ 7, q = 6k+ 8,
Hq(Γ ; Z/3) ∼= (Z/3)2 for all q ⩾ 3,
and the exact sequences
1→ (Z/2)4 → H3(Γ ; Z/4)→ (Z/2)2 → 1,
1→ Z/4⊕ (Z/2)3 → H2(Γ ; Z/4)→ (Z/2)2 → 1.
Summarizing, we have resolved the ambiguities and obtain:
Hq(PSL2(O−6); Z) ∼=

Z2 ⊕ Z/3⊕ Z/2, q = 1,
Z⊕ Z/4⊕ Z/3⊕ (Z/2)2, q = 2,
Z/3⊕ (Z/2)2k+2, q = 6k+ 3,
Z/3⊕ (Z/2)2k+1, q = 6k+ 4,
Z/3⊕ (Z/2)2k+4, q = 6k+ 5,
Z/3⊕ (Z/2)2k+3, q = 6k+ 6,
Z/3⊕ (Z/2)2k+2, q = 6k+ 7,
Z/3⊕ (Z/2)2k+5, q = 6k+ 8, q ⩾ 8.
Remark 26. For m = 6, the check introduced in Remark 13 takes the following form. The abelianization is Γ ab ∼=
⟨A, R,U,W : 2A = 0, 3R = 0⟩. The parabolic element U gives the cycle generating H1(Γ \X), while the parabolic element
W generates a trivial loop in the quotient space. So it follows that E∞0,1 ∼= Z⊕ Z/2⊕ Z/3, generated byW , A and R. This is
consistent with the computation above.
3.5. m = 15
We have OQ[
√−15 ] = Z[ω]with ω := − 12 + 12
√−15. Writing Γ := PSL2(Z[ω]) and
A := ±
 −1
1

, C := ±

4 −1− 2ω
1+ 2ω 4

, T := ±
 −3+ ω −3− 2ω
−1− 2ω 4

,
U := ±

1 1+ ω
1

, V := ±
−1− 2ω 3− ω
4 3+ 2ω

, W := ±
−1− 2ω 4
4+ ω −1+ 2ω

,
S := ±
 −1
1 1

,
we have the identifications U−1A · (o, c) = (o′, c ′), T · (a, b′) = (a′, b), W · (s, b′) = (s, b), and V−1 · (s, a) = (s, a′) in
the fundamental domain displayed in Fig. 9. There is no identification between the edges (b, c) and (b′, c ′), nor between the
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edges (a, o) and (a′, o′). Thus the quotient by the Γ -action is homeomorphic to the sum of a Möbius band and a 2-sphere,
with a disk amalgamated. There are five orbits of vertices, labelled o, a, b, c, s, with stabilizers
Γo = Γa =

A | A2 = 1 ∼= Z/2,
Γc = Γb =

S | S3 = 1 ∼= Z/3,
Γs = ⟨V ,W | VW = WV ⟩ ∼= Z2.
There are eight orbits of edges, labelled (o, a), (o′, a′),(a, s), (a, b′), (b, s), (b, c), (b′, c ′) and (o, c), amongst whose stabilizers
only
Γ(o,a) =

A | A2 = 1 = Γo = Γa ∼= Z/2,
Γ(o′,a′) =

V−1AV
 (V−1AV )2 = 1 = Γo′ = Γa′ ∼= Z/2,
Γ(b,c) =

S | S3 = 1 = Γb = Γc ∼= Z/3,
Γ(b′,c′) =

U−1ASA−1U
 (U−1ASA−1U)3 = 1 = Γb′ = Γc′ ∼= Z/3
are nontrivial; and four orbits of faces with trivial stabilizers. The above data gives the Γ -equivariant Euler characteristic of
X , in accordance with Remark 21:
χΓ (X) = 22 +
2
3
− 4− 2
2
− 2
3
+ 4 = 0.
3.5.1. The bottom row of the E1-term
We obtain in the columns p = 0, 1, 2:
Z5
d11,0←−− Z8 d
1
2,0←−− Z4
where 1 is the only occurring elementary divisor of the differential matrices, with multiplicity four for d11,0, and multiplicity
three for d12,0. The homology of this sequence is generated by the cycle (o, a)+ (a, b′)+ (b′, c ′)+ (c ′, o′) in degree one and
by the cycle (a, s, b′)− (a′, s, b) in degree two.
3.5.2. The odd rows of the E1-term
The maps
(Z/2)2 ⊕ (Z/3)2 d
1
1,q←−− (Z/2)2 ⊕ (Z/3)2
for q ⩾ 3, and
Z2 ⊕ (Z/2)2 ⊕ (Z/3)2 d
1
1,1←−− (Z/2)2 ⊕ (Z/3)2
are on the 2-primary part induced by the identitymapsΓ(o,a) = Γo = Γa andΓ(o′,a′) = Γo′ = Γa′ . So, we obtain the following
rank 1 matrix for the 2-primary part:
(d11,q)(2) =
(o, a) (o′, a′)
a −1 −1
o 1 1
On the 3-primary part, they are induced by the identity maps Γ(b,c) = Γb = Γc and Γ(b′,c′) = Γb′ = Γc′ . So, we obtain the
following rank 1 matrix for the 3-primary part:
(d11,q)(3) =
(b, c) (b′, c ′)
b −1 −1
c 1 1
3.5.3. The even rows of the E1-term
The even rows are the zero map to E10,2 ∼= Z, and to E10,q = 0 for q ⩾ 4.
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3.5.4. The E2-term
In the rows with q ⩾ 2, the E2-page is concentrated in the columns p = 0 and p = 1:
q ⩾ 4 even 0 0
q ⩾ 3 odd Z/2⊕ Z/3 Z/2⊕ Z/3
q = 2 Z 0
Its lowest two rows are concentrated in the columns p = 0, 1, 2:
q = 1 Z2 ⊕ Z/2⊕ Z/3 Z/2⊕ Z/3 0
q = 0 Z Z Z
d22,0
jVVVVVVVVVVVVVVVVVVVVVV
3.5.5. The E3 = E∞-term
For the calculation of the d2-differential, we have
δ

(a, s, b′)− (a′, s, b) = (a, s)+ (s, b′)+ (b′, a)− (a′, s)− (s, b)− (b, a′)
= (a, s)+W−1 · (s, b)+ (b′, a)− V−1 · (a, s)− (s, b)− T · (b′, a),
(1⊗ δ)(1⊗(a,s,b′)−(a′,s,b) 1) = −(V−1 − 1)⊗(a,s) 1+ (W−1 − 1)⊗(s,b) 1− (T − 1)⊗(b′,a) 1
= (dΘ ⊗ 1)
−(1, V−1)⊗(a,s) 1+ (1,W−1)⊗(s,b) 1− (1, T )⊗(b′,a) 1
= (dΘ ⊗ 1)
−[V−1] ⊗(a,s) 1+ [W−1] ⊗(s,b) 1− [T ] ⊗(b′,a) 1 .
We then get
1⊗ δ −[V−1] ⊗(a,s) 1+ [W−1] ⊗(s,b) 1− [T ] ⊗(b′,a) 1
= [V−1] ⊗a 1− [V−1] ⊗s 1+ [W−1] ⊗b 1− [W−1] ⊗s 1+ [T ] ⊗b′ 1− [T ] ⊗a 1.
As the generators of the torsion-free part of E20,1 ∼= Z2 ⊕ Z/2⊕ Z/3 are represented by−[V−1] ⊗s 1 and−[W−1] ⊗s 1, we
see that the above computed element of E00,1 represents an element ν ∈ E20,1 of infinite order with the following property:
There is no element η ∈ E20,1 with kη = ν for an integer k > 1. So, E30,1 ∼= Z⊕ Z/3⊕ Z/2 and E32,0 = 0.
3.5.6. The short exact sequences
We thus obtain for integral homology the following short exact sequences:
0→ Z/2⊕ Z/3→ Hq(Γ ; Z)→ 0, q ⩾ 3,
0→ Z→ H2(Γ ; Z)→ Z/2⊕ Z/3→ 0,
0→ Z⊕ Z/2⊕ Z/3→ H1(Γ ; Z)→ Z→ 0.
Thus, there is ambiguity in the 2- and 3-torsion in H2(Γ ; Z), similar to the casesm = 10 andm = 6. In order to resolve
it, we only need to compute the homology with Z/2- and Z/3-coefficients,
Hq(Γ ; Z/2) ∼=

(Z/2)3, q ∈ {1, 2},
(Z/2)2, q ⩾ 3.
Hq(Γ ; Z/3) ∼=

(Z/3)3, q ∈ {1, 2},
(Z/3)2, q ⩾ 3
and then use the Universal Coefficient Theorem to compare. This yields the result:
Hq(PSL2(O−15); Z) ∼=

Z2 ⊕ Z/3⊕ Z/2, q = 1,
Z⊕ Z/3⊕ Z/2, q = 2,
Z/3⊕ Z/2, q ⩾ 3.
Remark 27. For m = 15, the check introduced in Remark 13 takes the following form. The abelianization is Γ ab ∼=
⟨AS, C,U : 6AS = 0⟩. The elements of infinite order U and C−1 give the same cycle, which generates H1(Γ \X). However,
the element U−1C−1 has infinite order as well, and generates a trivial loop in the quotient space. So it follows that
E∞0,1 ∼= Z⊕ Z/2⊕ Z/3, generated by U−1C−1 and AS. This is consistent with the computation above.
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Fig. 10. Flöge’s sketch.
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Appendix. The equivariant retraction
In this section, we give Flöge’s proof of the existence of a retraction ρ from H to the cell complex X•. We do not show
the fact that ρ is Γ -equivariant, which can be observed since the fibers of ρ are geodesic arcs.
Theorem 28 ([11, Theorem 6.6]). X is a retract of H , i.e. there is a continuous map ρ : H → X such that ρ(p) = p for all p ∈ X.
The map ρ is first defined as the orthogonal projection π fromB to ∂B, and is then continued to the whole of H by Γ .
Bianchi [6] has shown that a nearly strict fundamental domain for the action of Γ on H can be chosen in the form of a
Euclidean vertical column D inside B. DefineD := {(z, r) ∈B | 0 ⩽ Re(z) ⩽ 1, 0 ⩽ Im(z) ⩽ √m},
and denote by S the set of singular points inD. Finally, D :=D− S.
Remark 29 ([11], D is Γ -normal). For every p ∈ H , there exists a neighborhood U of p in H such that there are at most
finitely many g ∈ Γ with gD ∩ U ≠ ∅.
We will use the following lemmas to prove Theorem 28.
Lemma 30 ([11, Lemma 6.5]). For any subset A ⊂ D which is closed inH and any p ∈ H , there exists an open neighborhood Up
of p such that we have for all g ∈ Γ : gA ∩ Up ≠ ∅ if and only if p ∈ gA.
Proof. By Remark 29, there is a neighborhood U of p inH for which {g ∈ Γ | gD ∩ U ≠ ∅ } is finite. In particular, its subset
Γo := {g ∈ Γ | gA ∩ U ≠ ∅ and p /∈ gA }
is finite. Therefore, A being closed,

g∈Γo gA is closed in H . Thus Up := U − (

g∈Γo gA) is open in H and satisfies the
requested condition. 
Lemma 31 ([11, Lemma 6.3]). There is an ε0 > 0 such that for all singular points s, s′ ∈ S, for all ε ⩽ ε0 and g ∈ Γ we have the
following statement: gUε(s) ∩Uε(s′) ≠ ∅ implies gs = s′.
For class number two, as we obtain a fundamental domain for the action of Γ on H (stricter thanD) containing just one
singular point, this lemma states only that Γ acts discontinuously on H (with respect to its topology which is finer than the
subset topology of R3); and we skip Flöge’s proof which is useful for class number three or greater.
Lemma 32 ([11, Lemma 6.4]). There exists an ε1 > 0 with the following property: If ε ⩽ ε1 and (z, r) ∈ D with r < ε, then
there is an s′ ∈ S such that (z, r) ∈ U2ε(s′).
Flöge draws the sketch of the situation in a vertical half plane, which we reproduce in Fig. 10 with his kind permission.
He gives only some hints on the proof, which we want to make slightly more explicit here.
Sketch of Proof. Weconsider the Euclidean geometry of the upper-half-spacemodel for H andwrite coordinates inC×R⩾0.
Denote by ε1 the ‘‘height of the lowest non-singular vertex’’, more precisely the minimum of the values r > 0 occurring as
the real coordinate of the non-singular vertices (z, r) ∈ H of the fundamental domain ρ(D) for Γ . Then {(z, r) ∈D | r < ε1}
consists of one connected component for each singular point s′ ∈ S. We will denote by Ds′ the connected component
containing s′. Now fix s′ ∈ S. There are finitelymanyhemispheres limitingD frombelowand touching s′.Wewill consider the
situation in a vertical half plane containing s′. The most critical vertical half planes for our assertion contain the intersection
arc of two such hemispheres, because the other vertical half planes contain circle segments of ∂D of greater radius. The
intersection of two non-identical Euclidean 2-spheres which have more than one point in common, is a circle with center
on the line segment connecting the two 2-sphere centers. Thus the intersection of the two hemispheres mentioned above
is a semicircle with center in the plane r = 0 . Denote by ζ the radius of this semicircle. Then ε1 ⩽ ζ , because an edge of
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our fundamental domain, connecting s′ with a non-singular vertex, lies on this semicircle. Now it is easy to see thatDs′ is a
subset of the truncated cone obtained as the convex envelope of s′ and the horizontal disk with radius ζ and center (s′, ζ ).
We conclude that for all ε < ε1, ε > 0, the set {(z, r) ∈Ds′ | r < ε} is a subset of the horoballU2ε(s′). So we have seen that
ε1 has the property claimed in the lemma. 
Proof of Theorem 28. For any (z, r) ∈ D there is a unique rz ⩾ 0 such that (z, rz) ∈ D ∩ ∂B =: G, in fact rz = min {r ′ :
(z, r ′) ∈ D}. We can thus define the map π : D → G by π(z, r) := (z, rz). The map π is continuous with respect
to the subset topology of R3, and by [11, Corollary 5.10] also with respect to the topology of H . Furthermore, we have
π(p) = p for all p ∈G. We now extend π to a map ρ : H → X as follows. Because of 1 b1

: b ∈ R

·D =G, we find
for any p ∈ H a γ ∈ Γ such that γ (p) ∈D. We set ρ(p) := γ−1 ◦ π ◦ γ (p). In order to show that this makes sense, we have
to show that p ∈ γ−1D ∩ ξ−1D implies γ−1 ◦ π ◦ γ (p) = ξ−1 ◦ π ◦ ξ(p), where γ , ξ ∈ Γ . We have ξ(p) ∈ ξγ−1D ∩D,
then γ ξ−1(ξ(p)) = γ (p) ∈D ∩ γ ξ−1D, and either ξ(p), γ (p) are both from G, or both from D ∩ B◦. In the first case, it
immediately follows that γ−1 ◦ π ◦ γ (p) = ξ−1 ◦ π ◦ ξ(p) = p, and ξ−1 ◦ ξ(p) = p. In the second case, we have by [11,
Lemma 3.4] that if γ ξ−1 =

a b
c d

, the entry c must vanish. So γ ξ−1 is the product

a 0
0 d

1 db
0 1.

. Both of the latter
two matrices commute with π since any such element ζ satisfies ζ (∂B) = ∂B, and ζ maps vertical half lines to vertical half
lines.
So we have (γ ξ−1 ◦ π ◦ ξγ−1)p′ = πp′ for all p′ ∈Dwith ξγ−1p′ ∈D, and then it follows that
ξ−1 ◦ π ◦ ξ(p) = γ ∈ γ (ξ−1 ◦ π ◦ ξ)γ−1γ (p) = γ−1 ◦ π ◦ γ (p) = γ−1 ◦ π ◦ γ (p).
Thus, ρ is well defined. Furthermore, π(p) = p for all p ∈ G implies ρ(p) = p for all p ∈ X . It remains to show that ρ is
continuous at any p ∈ H .
1st case. In the case p ∈ H , by Lemma 30, p has an open neighborhood Up such that: for any γ ∈ Γ , we have
γUp ∩ D ≠ ∅ ⇐⇒ γ (p) ∈ D. Furthermore, the set {γ ∈ Γ : γ (p) ∈ D} is finite [11, Remark 3.6], say γ1, . . . , γn.
Now let V be an open neighborhood of ρ(p). Because of the continuity of all γi, γ−1i and the continuity of π :D →G, there
exist neighborhoods Ui of p such that γ−1i ◦ π ◦ γi(Ui) ⊂ V . Note that for all γi we have γ−1i ◦ π ◦ γi(p) = ρ(p). Setting
U := Up ∩ (ni=1 Ui), we have ρ(U) ⊂ V , i.e. ρ is continuous at the point p.
2nd case. In the case p ∈ H ∩ C, let ϵ0, ϵ1 and ϵs for s ∈ S be positive real numbers as in Lemma 6.3, Lemma 6.4 and
[11, Lemma 5.9]; and let ϵ > 0 be less than the minimum of ϵ02 , ϵ1, ϵs for s ∈ S. Because of

1 b
1

: b ∈ R

·D =G,
there exist s ∈ S, ξ =

a b
c d

such that ξ s = p and by [11, Remark 5.5(a)], we have ξUϵ(s) = U ϵ|cs−d|2 (p). Let us now
show that ρ(U ϵ
|cs−d|2
(p)) ⊂ U2ϵ(p). Let p′ ∈ U ϵ|cs−d|2 (p), and let γ ∈ Γ with γ p′ ∈ D. Then ρ(p′) = γ−1 ◦ π ◦ γ (p′). By
[11, Remark 5.5(b)], applied to s and γ ξ it follows that γ p′ = γ ξ(ξ−1p′) ∈ Uϵ(γ ξ s) = Uϵ(γ p), and by [11, Remark 5.6] all
conditions of Lemma 6.4 are satisfied. So there is an s′ ∈ S such that γ p′ ∈ U2ϵ(s′). This means that γ ξ(U2ϵ(s))∩U2ϵ(s′) ≠ ∅,
and by Lemma 6.3 it follows that s′ = γ ξ s = γ p. Let us now consider γ p′ again.
Since γ p′ ∈ Uϵ(γ p)) = Uϵ(s′) = Uϵ(s′) and π(Uϵ(s′)) ⊂ Uϵ(s′); and by [11, Lemma 5.9] we have Uϵ(s′) ∩B ⊂ U2ϵ(s′).
So π ◦ γ p′ ∈ U2ϵ(s′). By [11, Remark 5.5(b)] it finally follows that
ρ(p′) = γ−1 ◦ π ◦ γ p′ ∈ γ−1U2ϵ(s′) ⊂ U2ϵ(γ−1s′) = U2ϵ(p),
and we are done. 
References
[1] Herbert Abels, Generators and relations for groups of homeomorphisms, in: Transformation Groups, (Proc. Conf., Univ. Newcastle upon Tyne, 1976),
in: London Math. Soc. Lecture Note Series, vol. 26, Cambridge Univ. Press, Cambridge, 1977, pp. 3–20. MR 0474339 (57 #13985), Zbl 0344.57014.
[2] Bill Allombert, Karim Belabas, Henri Cohen, Xavier Roblot, Ilya Zakharevitch, the PARI group, PARI/GP, specialized computer algebra system, Freely
available at: http://pari.math.u-bordeaux.fr/, 2008.
[3] Avner Ash, Deformation retractswith lowest possible dimension of arithmetic quotients of self-adjoint homogeneous cones,Math. Ann. 225 (1) (1977)
69–76. MR 0427490 (55 #522), Zbl 0343.20026.
[4] Hyman Bass, Euler characteristics and characters of discrete groups, Invent. Math. 35 (1976) 155–196. MR 0432781 (55 #5764).
[5] Ethan Berkove, The integral cohomology of the Bianchi groups, Trans. Amer. Math. Soc. 358 (3) (2006) 1033–1049 (electronic) MR 2187644
(2006h:20073), Zbl pre02237880.
[6] Luigi Bianchi, Sui gruppi di sostituzioni lineari con coefficienti appartenenti a corpi quadratici immaginarî, Math. Ann. 40 (3) (1892) 332–412 (in
Italian) MR 1510727, JFM 24.0188.02.
[7] Kenneth S. Brown, Cohomology of Groups, in: Graduate Texts in Mathematics, vol. 87, Springer-Verlag, New York, 1982, MR 672956 (83k:20002), Zbl
0584.20036.
[8] Jürgen Elstrodt, Fritz Grunewald, JensMennicke, Groups acting on hyperbolic space, in: SpringerMonographs inMathematics, Springer-Verlag, Berlin,
1998, MR 1483315 (98g:11058), Zbl 0888.11001.
1472 A.D. Rahm, M. Fuchs / Journal of Pure and Applied Algebra 215 (2011) 1443–1472
[9] Benjamin Fine, Algebraic theory of the Bianchi groups, in: Monographs and Textbooks in Pure and Applied Mathematics, vol. 129, Marcel Dekker Inc.,
New York, 1989, MR 1010229 (90h:20002), Zbl 0760.20014.
[10] Dieter Flöge, Zur Struktur der PSL2 über einigen imaginär-quadratischen Zahlringen, Math. Z. 183 (2) (1983) 255–279 (in German) MR 704107
(85c:11043), Zbl 0498.20036.
[11] Dieter Flöge, Dissertation: Zur Struktur der PSL2 über einigen imaginär-quadratischen Zahlringen, Johann-Wolfgang-Goethe-Universität, Fachbereich
Mathematik, Frankfurt am Main, 1980 (in German), Zbl 0482.20032.
[12] Paul E. Gunnells,Modular symbols forQ-rank one groups andVoronoı˘ reduction, J. Number Theory 75 (2) (1999) 198–219.MR1681629 (2000c:11084),
Zbl 0977.11023.
[13] Günter Harder, A Gauss–Bonnet formula for discrete arithmetically defined groups, Ann. Sci. École Norm. Sup. (4) 4 (1971) 409–455. MR 0309145 (46
#8255), Zbl 0232.20088.
[14] Felix Klein, Vorlesungen über die Theorie der elliptischen Modulfunktionen. Band I: Grundlegung der Theorie, Ausgearbeitet und vervollständigt von
Robert Fricke. Nachdruck der ersten Auflage. Bibliotheca Mathematica Teubneriana, vol. 10, Johnson Reprint Corp., New York, 1966 (in German) MR
0247996 (40#1254a).
[15] Colin Maclachlan, Alan W. Reid, The arithmetic of hyperbolic 3-manifolds, in: Graduate Texts in Mathematics, vol. 219, Springer-Verlag, New York,
2003, MR 1937957 (2004i:57021), Zbl 1025.57001.
[16] Eduardo R. Mendoza, Cohomology of PGL2 over imaginary quadratic integers, Bonner Mathematische Schriften [Bonn Mathematical Publications],
vol. 128, Dissertation, Rheinische Friedrich-Wilhelms-Universität, Mathematisches Institut, Bonn, 1979, MR 611515 (82g:22012), Zbl 0464.12005.
[17] Władysław Narkiewicz, Elementary and Analytic Theory of Algebraic Numbers, 3rd ed., in: Springer Monographs in Mathematics, Springer-Verlag,
Berlin, 2004, MR 2078267 (2005c:11131), Zbl 0717.11045.
[18] H. Poincaré, Mémoire, Acta Math. 3 (1) (1966) 49–92. Les groupes kleinéens (in French), MR 1554613.
[19] Alexander Rahm, Ph.D. Thesis, Institut Fourier, Grenoble, 2010 (in press).
[20] Joachim Schwermer, Karen Vogtmann, The integral homology of SL2 and PSL2 of Euclidean imaginary quadratic integers, Comment. Math. Helv. 58
(4) (1983) 573–598. MR 728453 (86d:11046) Zbl 0545.20031.
[21] Jean-Pierre Serre, Cohomologie des groupes discrets, in: Prospects in Mathematics, (Proc. Sympos., Princeton Univ., Princeton, N.J., 1970), in: Ann. of
Math. Studies, No. 70, Princeton Univ. Press, Princeton, NJ, 1971, pp. 77–169 (in French) MR 0385006 (52 #5876), Zbl 0235.22020.
[22] Jean-Pierre Serre, Le problème des groupes de congruence pour SL2, Ann. of Math. (2) 92 (1970) 489–527. MR 0272790 (42 #7671), Zbl 0239.20063.
[23] Richard G. Swan, Generators and relations for certain special linear groups, Adv. Math. 6 (1971) 1–77. MR 0284516 (44 #1741), Zbl 0221.20060.
[24] Karen Vogtmann, Rational homology of Bianchi groups, Math. Ann. 272 (3) (1985) 399–419. MR 799670 (87a:22025), Zbl 0545.20031.
[25] Charles A. Weibel, An Introduction to Homological Algebra, in: Cambridge Studies in Advanced Mathematics, vol. 38, Cambridge University Press,
Cambridge, 1994, MR 1269324 (95f:18001), Zbl 0797.18001.
[26] Dan Yasaki, Hyperbolic tessellations associated to Bianchi groups, in: Algorithmic Number Theory, 9th International Symposium, Nancy, France,
ANTS-IX, July 190-23, 2010, Proceedings.
