In this paper we consider a panel data model with error components that are both spatially and time-wise correlated. The model blends specifications typically considered in the spatial literature with those considered in the error components literature. We introduce generalizations of the generalized moments estimators suggested in Kelejian and Prucha (1999) for estimating the spatial autoregressive parameter and the variance components of the disturbance process. We then use those estimators to define a feasible generalized least squares procedure for the regression parameters. We give formal large sample results for the proposed estimators. We emphasize that our estimators remain computationally feasible even in large samples.
Introduction

5
This paper considers the estimation of spatial models from panel data. Spatial models are important tools in economics, regional science and geography in analyzing a wide range of empirical issues. Spatial interactions could be due to competition between cross sectional units, copy-cat policies, net work issues, spill-overs, externalities, regional issues, etc. Applications in the recent literature include, for example, the determinants of various forms of productivity, various categories of local public expenditures, vote seeking and tax setting behavior, population and employment growth, contagion problems, and the determinants of welfare expenditures. 6 To facilitate the empirical analysis of spatial issues the formal development of estimation methods for spatial models has received increasing attention in recent years. 7 In spatial models, interactions between cross sectional units are typically modeled in terms of some measure of distance between them. By far the most widely used spatial models are variants of the ones considered in Ord (1973, 1981) . One method of estimation of these models is maximum likelihood, (ML). However, even in its simplest form, the ML estimation of Cliff-Ord-type models entails substantial, and even forbidding, computational problems if the number of cross sectional units is large. Against this background, Kelejian and Prucha (1998) suggested an alternative instrumental variable estimation procedure for these models, which is based on a generalized moments (GM) estimator of a parameter in the spatial autoregressive process. This GM estimator was suggested by Kelejian and Prucha (1999) in an earlier paper. 8 The procedures suggested in Prucha (1998, 1999) are computationally feasible even for large 5 Kelejian and Prucha gratefully acknowledge financial support from the National Science Foundation through grant SES-0001780. We would like to thank Badi Baltagi and two referees for their helpful comments. 6 Some applications along these lines are, e.g., Audretsch and Feldmann (1996) , Bernat (1996) , Besley and Case (1995) , Bollinger and Ihlanfeldt (1997) , Buettner (1999) , Case (1991) , Case, Hines, and Rosen (1993), Dowd and LeSage (1997) , Holtz-Eakin (1994) , LeSage (1999) , Robinson (2000, 1997) , Pinkse and Slade (2002) , Pinkse, Slade, and Brett (2000) , Shroder (1995) , and Vigil (1998) . 7 Recent theoretical contributions include Li (2001a,b, 1999) , Baltagi, Song and Koh (2003) , Conley (1999) , Das, Kelejian and Prucha (2003) , Kelejian and Prucha (2004 , 2001 , 1998 , 1997 , Lee (2004 Lee ( , 2003 Lee ( , 2002 Lee ( , 2001a , LeSage (2000 LeSage ( , 1997 , Pace and Barry (1997) , Pinkse and Slade (1998) , Pinkse, Slade, and Brett (2002) , and Rey and Boarnet (2004) . Classic references concerning spatial models are Anselin (1988) , Ord (1981, 1973) , and Cressie (1993) . 8 Due to publication lags, Kelejian and Prucha (1999) was published at a later date than Kelejian and Prucha (1998) , even though it was written at an earlier point in time.
sample sizes. Also, Kelejian and Prucha gave formal large sample results for their procedures. 9 As in most of the spatial literature, they consider the case where a single cross section of data is available. Monte Carlo results in Das, Kelejian, and Prucha (2003) suggest that both the GM and the instrumental variable estimators are "virtually" as efficient as the corresponding ML estimators in small samples.
The purpose of this paper is two-fold. First, we introduce generalizations of the GM procedure in Kelejian and Prucha (1999) to panel data models involving a first order spatially autoregressive disturbance term, whose innovations have an error component structure. In particular, we introduce three GM estimators which correspond to alternative weighting schemes for the moments. Our specifications are such that the model's disturbances are potentially both spatially and time-wise autocorrelated, as well as heteroskedastic. These specifications merge those typically considered in the spatial literature with those considered in the error component literature.
Second, we define a feasible generalized least squares (FGLS) estimator for our model's regression parameters. This FGLS estimator is based on a spatial counterpart to the Cochrane-Orcutt transformation, as well as transformations utilized in the estimation of classical error component models. 10 We give formal results relating to our suggested procedures. Let T and N denote the sample sizes in the time and cross sectional dimensions, respectively. Then our analysis corresponds to the case where T is fixed and N → ∞ and thus is geared towards samples where N is large relative to T , as is frequently the case. In more detail, we first demonstrate that our generalizations of the GM approach lead to consistent estimators of the parameters of the disturbance process. Second, we formally derive the large sample distribution of our FGLS estimators. In doing this we demonstrate that the parameters of the disturbance process are nuisance parameters. That is, we show that the true and feasible generalized least squares estimators have the same large sample distribution.
The model is specified and discussed in Section 2. Results relating to the GM procedures are given in Section 3, and those relating to the FGLS estimators are given in Section 4. Monte Carlo results relating to our sug- 9 The instrumental variable estimator suggested in Kelejian and Prucha (1998) is based on an approximation of the ideal instruments. In a recent paper Lee (2003) extends their approach towards the ideal instruments. 10 See, e.g., Balestra and Nerlove (1966) , Wallace and Hussain (1969) , Amemiya (1971) and Nerlove (1971) for seminal contributions to the literature on error components models. Early extensions to the systems case include Baltagi (1981 Baltagi ( , 1980 and Prucha (1984 Prucha ( , 1985 . Baltagi (2001) and Hsiao (2003) provide excellent reviews.. gested GM estimators are given in Section 5. Section 6 contains suggestions for future research. Technical details are relegated to the appendix.
The Model
Notation
In this section we specify the panel data model and then interpret its assumptions. We assume that the data are available for spatial units i = 1, . . . , N for time periods t = 1, . . . , T . It proves helpful to introduce the following notation: Let A N (t) be some matrix; then we denote the (i, j)-th element of A N (t) as a ijt,N . Similarly N should be interpreted as the generalized inverse of A N . Now let B N , N ≥ 1, be some sequence of kN × kN matrices with k some fixed positive integer. We will then say that the row and column sums of the (sequence of) matrices B N are bounded uniformly in absolute value if there exists a constant c < ∞ , that does not depend on N , such that
As a point of interest, we note that the above condition is identical to the condition that the sequences of the maximum column sum matrix norms and maximum row sum matrix norms of B N are bounded; cp. Horn and Johnson (1985, pp. 294-5) . Finally, we denote the unit vector of dimension S × 1 as e S .
Model Specification
As remarked, in this paper we consider a linear regression panel data model that allows for the disturbances to be correlated over time and across spatial units. In particular, we assume that in each time period t = 1, . . . , T the data are generated according to the following model:
where y N (t) denotes the N × 1 vector of observation on the dependent variable in period t, X N (t) denotes the N × K matrix of observations on exogenous regressors in period t (which may contain the constant term), β is the corresponding K × 1 vector of regression parameters, and u N (t) denotes the N × 1 vector of disturbance terms. We conditionalize our model on the realized value of the regressors and so we will view X N (t), t = 1, . . . , T as matrices of constants. A widely used approach to model spatial dependence is that of Ord (1973, 1981) . We follow this approach in modelling the disturbance process in each period as the following first order spatial autoregressive process
where W N is an N × N weighting matrix of known constants which does not involve t, ρ is a scalar autoregressive parameter, and ε N (t) is an N × 1 vector of innovations in period t. For reasons of generality, we permit the elements of y N (t), X N (t), u N (t), ε N (t) and W N to depend on N , that is, to form triangular arrays. Stacking the observations in (1) and (2) we have
and
where
To allow for the innovations to be correlated over time we assume the following error component structure for the innovation vector ε N :
where μ N represents the vector of unit specific error components, and
contains the error components that vary over both the cross-sectional units and time periods. In scalar notation we have
We note that the specification of ε N corresponds to that of a classical oneway error component model; see, e.g., Baltagi (2001, pp. 10) . However, in contrast to much of the classical error component literature we group the data by time periods rather than units because this grouping is more convenient for modelling spatial correlation via (2) . We maintain the following assumptions.
Assumption 1 Let T be a fixed positive integer. (a) For all 1 ≤ t ≤ T and 1 ≤ i ≤ N, N ≥ 1 the error components ν it,N are identically distributed with zero mean and variance σ 2 ν , 0 < σ 2 ν < b ν < ∞, and finite fourth moments. In addition for each N ≥ 1 and 1 ≤ t ≤ T, 1 ≤ i ≤ N the error components ν it,N are independently distributed. (b) For all 1 ≤ i ≤ N, N ≥ 1 the unit specific error components μ i,N are identically distributed with zero mean and variance σ 2 μ , 0 < σ 2 μ < b μ < ∞, and finite fourth moments. In addition for each N ≥ 1 and 1 ≤ i ≤ N the unit specific error components 
Assumption Implications
In light of (5) or (6) it is readily seen that Assumption 1 implies Eε it,N = 0 and
The innovations ε it,N are autocorrelated over time, but are not spatially correlated across units. In matrix notation we have E(ε N ) = 0 and the variance-covariance matrix of ε N is
where σ 2 1 = σ 2 ν + T σ 2 μ and
and where J T = e T e 0 T is a T ×T matrix of unit elements. The matrices Q 0,N and Q 1,N are standard transformation matrices utilized in the error component literature, with the appropriate adjustments implied by our adopted ordering of the data; compare, e.g., Baltagi (2001, pp. 10) . The matrices Q 0,N and Q 1,N are symmetric and idempotent, and orthogonal to each other. Furthermore Q 0,N + Q 1,N = I NT , tr(Q 0,N ) = N (T − 1), and tr(Q 1,N ) = N . Also Q 0,N (e T ⊗ I N ) = 0 and Q 1,N (e T ⊗ I N ) = (e T ⊗ I N ). Given these properties it is readily seen that
which is important in that it facilitates the computation of Ω −1 ε,N even for large sample sizes N . As an illustration of the transformations implied by Q 0,N and Q 1,N consider the transformed vectors Q 0,N ε N and Q 1,N ε N . It is readily seen that the (i, t)-th element of those vectors is equal to ε it,N − ε i.,N and ε i.,N , respectively, where ε i.,N = T −1 P T t=1 ε it,N denotes the sample mean taken over time corresponding to the i-th unit. This shows that the Q 0,N transformation subtracts unit specific sample means from the original variable. Clearly, Q 0,N ε N = Q 0,N ν N , i.e., the Q 0,N transformation eliminates the unit specific error components.
Assumption 2, part (a) is a normalization of the model. The nonzero elements of the weighting matrix are typically specified to be those which correspond to units which are related in a meaningful way. Such units are said to be neighbors. Therefore, part (a) of Assumption 2 also implies that no unit is a neighbor to itself. Note that although the elements of W N are assumed not to depend on t, we do allow them to form triangular arrays. Among other things, this is consistent with models in which the weighting matrix is row normalized and the number of neighbors a given unit may have depends on the sample size. Parts (b) and (c) of Assumption 2 ensure that the model is closed in that it can be uniquely solved for the disturbance vector u N (t) in terms of the innovation vector, ε N (t), and therefore for the dependent vector, y N (t), in terms of the exogenous regressor matrix, X N (t), and the innovation vector, ε N (t). Specifically, we have in light of (1) and (2) 
or in stacked notation
It follows from (10) that the model disturbances are such that E(u N ) = 0 and E(u N u 0 N ) = Ω u,N where
Clearly our assumptions imply that the model disturbances are, unless ρ = 0, both spatially and time-wise autocorrelated. In particular
We also note that, in general, the elements of (I N − ρW N ) −1 will form triangular arrays in that they will depend on the sample size, N . Consequently, the elements of u N and y N as well as the elements of their variance covariance matrices will also form triangular arrays. Finally, we note that the model disturbances will generally be heteroskedastic. Anselin (1988, pp. 153) , and more recently Baltagi and Li (1999) and Baltagi, Song and Koh (2003) , have also considered error component specifications within the context of spatial models. 11 We note that our specification differs somewhat from theirs in that we allow for spatial interactions involving not only the error components v it,N , but also the unit specific error components, μ i . We note that for T = 1 our specification reduces to the standard Cliff-Ord first order spatial autoregressive model.
A Generalized Moments Procedure
In the following we define three generalized moments (GM) estimators of ρ, σ 2 ν and σ 2 μ , or equivalently of ρ, σ 2 ν and σ 2 1 , since in our analysis T is fixed and N → ∞. These GM estimators are defined in terms of six moment conditions. The first of these estimators provides initial estimates of ρ, σ 2 ν and σ 2 1 , and is only based on a subset of the moment conditions. The initial estimates for σ 2 ν and σ 2 1 are then used in the formulation of the other two GM estimators. More specifically, our second GM estimator is based on all six moment conditions with the sample moments weighted by an approximation to the inverse of their variance covariance matrix. 12 The third GM estimator is based on a simplified weighting scheme. The reason for considering the simplified weighting scheme is that the corresponding estimator is very easy to compute even in large samples. The considered GM estimators generalize, in essence, the GM estimators given in Kelejian and Prucha (1999) for the case of a single cross section, which are based on three moment conditions, 11 In contrast to this paper, which introduces generalizations of the GM estimation procedure for the spatial autoregressive parameter and aims at establishing the asymptotic properties of the considered estimators, their analysis had a different focus. 12 Under normality the approximation is perfect.
giving equal weight to each sample moment. For notational convenience, let
Moment Conditions
Given Assumptions 1 and 2 we demonstrate in the appendix that, for (finite)
Our three GM estimators of ρ, σ 2 ν , and σ 2 1 are based on these moment relationships. They naturally generalize the moment relationships introduced in Prucha (1998, 1999 ) for a single cross section to the case of a panel of cross sections. If ε N were observed, then ε 0 N Q 0,N ε N /(N (T − 1)) and ε 0 N Q 1,N ε N /N represent the (unbiased) analysis of variance estimators of σ 2 v and σ 2 1 , respectively; compare, e.g., Amemiya (1971) . In case of a single cross section, i.e., T = 1, the innovations ε N are i.i.d. with variance σ 2 1 (where σ 2 1 = σ 2 v +σ 2 μ ), and in this case it is intuitively clear that we would only be able to identify σ 2 1 and not both σ 2 v and σ 2 1 . This is also reflected by the moment conditions (13) in that if T = 1 we have Q 0,N = 0 and the first three moment conditions become uninformative, and the last three equations reduce to those considered in Prucha (1998, 1999) . In the following we maintain T ≥ 2.
Towards defining our GM estimators we note that in light of (4) and (12) 
Substituting these expressions for ε N and ε N into (13) we obtain a system of six equations involving the second moments of u N , u N and u N . This system involves ρ, σ 2 ν , and σ 2 1 and can be expressed as
and (i = 0, 1)
The equations underlying our GM procedures are the sample counterparts to the six equations in (15) based on estimated disturbances. In particular, letβ N be an estimator of β, and let
Then a sample analogue to (15) in terms of e u N , e u N and e u N is
where 
) is a vector of residuals. Towards defining our GM procedures it proves helpful to observe that the first three equations in (15) do not involve σ 2 1 , while the last three do not
,
Additional Assumptions
We need the following additional assumptions.
Assumption 3
The elements of X N are bounded uniformly in absolute value by k x < ∞. Furthermore, for i = 0, 1, the matrices
with X * N (ρ) = [I T ⊗ (I N − ρW N )]X N , are finite, and the matrices
) are finite and nonsingular.
Assumption 4
The row and column sums of W N and P N (ρ) = (I N − ρW N ) −1 are bounded uniformly in absolute value by, respectively, k w < ∞ and k p < ∞ where k p may depend on ρ.
Assumption 5 The smallest eigen values of
, where λ * may depend on ρ, σ 2 ν and σ 2 1 .
Conditions like those maintained in Assumption 3 are typical in large sample analysis, see e.g., Prucha (1998, 1999) . The large sample properties of the generalized least squares (GLS) estimator of β considered below will involve the limit of (NT )
Recalling the expression for Ω −1 ε,N in (9) and utilizing Assumption 3 it then follows that
Assumption 4 has two parts. The first relates directly to the weighting matrix and restricts the extent of neighborliness of the cross sectional units. In practice this part should be satisfied if each unit has only a limited number of neighbors, and is itself a neighbor to a limited number of other unitsi.e., W N is sparse. It will also be satisfied if W N is not sparse, but its elements decline with a distance measure that increases sufficiently rapidly as the sample increases. The second component of Assumption 4 relates to (I N − ρW N ) −1 . From (11) and the subsequent discussion, the variance covariance matrix of the disturbance vector u N (t) is seen to be proportional
The second component of Assumption 4 implies that row and column sums of this matrix are bounded uniformly in absolute value, since this property is preserved under matrix multiplication; see Remark A2 in the appendix. Assumption 4 thus restricts the degree of cross sectional correlation between the model disturbances. For perspective, we note that in virtually all large sample theory it is necessary to restrict the degree of permissible correlations, see e.g., Amemiya (1985, ch. 3,4) or Pötscher and Prucha (1997, ch. 5,6) .
Assumption 5 ensures identifiable uniqueness of the parameters ρ, σ 2 ν , and σ 2 1 . As demonstrated in the appendix, it implies that also the smallest eigen value of Γ 0 N Γ N is bounded away from zero. A similar assumption was made in Kelejian and Prucha (1999) . 13 
The GM Estimators
As remarked, we consider three GM estimators of ρ, σ 2 ν , and σ 2 1 . The first set of GM estimators will be denoted asρ N ,σ (15) or (18) . In particular, the estimatorsρ N andσ 2 ν,N use only the first three sample moments to estimate ρ and σ 2 ν , giving equal weights to each of those moments. They are defined as the unweighted nonlinear least squares estimators based on the first three equations in (17) or (19):
If the bound a defining the optimization space is sufficiently large, thenρ N is essentially the unconstrained nonlinear least squares estimator of ρ. 14 The assumption of a compact optimization space is standard in the literature on nonlinear estimation; see, e.g., Gallant and White (1988) and Pötscher and Prucha (1997) . Lee (2004) also maintains a compactness assumption in deriving the asymptotic properties of the ML estimator for the spatial autoregressive parameter in a cross section framework. We note that in contrast to the ML estimator, the objective function of the GM estimator remains well defined for values ρ for which I N − ρW N is singular. 13 For a further discussion of the identifiable uniqueness assumption in nonlinear estimation see, e.g., Gallant and White (1988) and Pötscher and Prucha (1997) . 14 We note that in small samples we may obtain estimatesρ N with |ρ N | ≥ 1. To force the estimator into the interval (−1, 1) one may consider the reparameterization ρ = κ/(1+κ 2 ) and optimize w.r.t. κ. This reparameterization should have no effect on the asymptotics of our estimator.
For clarity we note that ξ
The elements of the G 0 N and g 0 N are observed. The estimator in (24) can thus be computed from a nonlinear regression of the "dependent" variable g 0 N on the three "independent" variables composing G 0 N , based on three observations on those variables. The nonlinearity arises because of the restriction between the first two elements of the parameter vector (ρ, ρ 2 , σ 2 ν ). It follows that the procedure described in (24) can be implemented in any software package which contains a nonlinear least squares option. It should also be clear that an over-parameterized ordinary least squares (OLS) estimator can be obtained as
In their study dealing with only a single cross section, Kelejian and Prucha (1999) found that their over-parameterized OLS estimator was less efficient than their nonlinear least squares estimator, and so we will not further consider this estimator here.
Givenρ N andσ 2 ν,N we can estimate σ 2 1 from the fourth moment condition asσ
The fourth moment condition corresponds to the fourth equation in (17) or (19) . We note that the estimatorσ (24) and (25) . The proof of the theorem is given in the appendix.
We show in the appendix that Assumptions 1-4 imply that the OLS estimator of β corresponding to (3) is consistent, and thus it can be used to calculate the estimated disturbances employed in the GM procedure described by (24) and (25) .
It is well known from the literature on generalized method of moments estimators that for purposes of asymptotic efficiency it is optimal to use the inverse of the (properly normalized) variance covariance matrix of the sample moments at the true parameter values as a weighting matrix. In our case the sample moments at the true parameter value are given by the first vector in (13) with the expectations operator suppressed. In the appendix we derive the following expression for the variance covariance matrix of those sample moments, after multiplication by N :
The above variance covariance matrix was derived under the assumption that the innovations are normally distributed. Hence the use of this matrix will not be strictly optimal in the absence of normality. However this matrix has the advantage of relative simplicity. In the absence of normality the variance covariance matrix in (26) can be viewed as an approximation to the more complex true variance covariance matrix. We note that our consistency results below do not depend upon the normality assumption.
The variance covariance matrix Ξ N depends on σ 2 ν and σ 2 1 , and is hence unobserved. It seems natural to define our estimatorΞ N to be identical to Ξ N except that σ 4 ν and σ 4 1 are replaced by estimators. ClearlyΞ N is a consistent estimator for Ξ N , if the estimators for σ 2 ν and σ 2 1 are consistent. Our second GM estimator is then defined as the nonlinear least squares estimators based on (17) with the sample moments weighted byΞ
We refer to this estimator in the following as the weighted GM estimator. A discussion analogous to that after the definition of the initial GM estimator also applies here. In particular, the weighted GM estimator defined in (27) can be computed by running a weighted nonlinear regression of g N on G N withΞ −1 N as the weights matrix. In light of Theorem 1 above we can use, in particular, the initial GM estimatorsσ The next theorem establishes the consistency of the weighted GM estimator defined by (27) . The proof of the theorem is given in the appendix.
Theorem 2 Suppose Assumptions 1-5 hold and the smallest and largest eigenvalues of the matrices Ξ −1
Suppose furthermore thatβ N andΞ N are consistent estimators of β and Ξ N , respectively. Then, the GM estimatorsρ N ,σ (27) are consistent for ρ, σ 2 ν , σ 2 1 , i.e.,
The assumptions relating to the eigenvalues of Ξ −1
N together with Assumption 5 ensure the identifiably uniqueness of the parameters ρ, σ 2 ν , σ 2 1 . They also ensure that the elements of Ξ −1
The third GM estimator considered here is motivated mostly by computational considerations. To calculate the estimatorΞ N considered above we have to compute the elements of T W . While T W can be computed accurately even for large n, nevertheless it is readily seen that the computation of, in particular, the (2, 2) element of that matrix involves a computational count of up to O(n 3 ). Thus it seems of interest to also consider an alternative estimator that is computationally simpler. Let
and letΥ N be the corresponding estimator where σ 2 ν and σ 2 1 are replaced by estimators. That is, Υ N andΥ N have the same form as Ξ N andΞ N , except that T W is replaced by the identity matrix I 3 . Our third GM estimator is then defined as the nonlinear least squares estimators based on (17) where the sample moments are weighted byΥ
We refer to this estimator as the partially weighted GM estimator. It places the same weight on each of the first three moment equations, and the same weight on each of the last three moment equations, but the weight given to the first three moment equations is different than that given to the last three moment equations. This weighting scheme is motivated by the estimator considered in Prucha (1998, 1999) , which is based on three equally weighted moment equations. Those studies report that that estimator exhibits a small sample behavior that is quite similar to the maximum likelihood estimator both for a set of idealized and real world weighting matrices W N . This suggest that, at least for some matrices W N , the weighting scheme implied by T
−1
W as compared to the identity matrix is of lesser importance. The Monte Carlo results given below provide some support for this conjecture also in the present context of panel data. In light of Theorem 1 above we can use again the initial GM estimatorsσ The next theorem establishes the consistency of the partially weighted GM estimator defined by (29) . The proof of the theorem is given in the appendix. A more extreme simplified weighting scheme would be to give equal weight to all six moment equations. The corresponding GM estimator is also readily seen to be consistent. However, preliminary Monte Carlo results suggest that the small sample behavior of this estimator can be substantially worse than that of the other three estimators, and hence we do not further consider this estimator in this study.
Spatial GLS Estimation
Consider again the regression model in (3) -(5) . The true generalized least squares (GLS) estimator of β is given bŷ
and where we have denoted the explicit dependence of Ω (30) is obtained by utilizing the expression for Ω u,N given in (11) . The variables y * N (ρ) and X * N (ρ) can be viewed as the result of a spatial Cochrane-Orcutt type transformation of the original model. More specifically, premultiplication of (3) and (4) with
In light of (9) and the properties of Q 0,N and Q 1,N we have Ω
Guided by the classical error component literature, we note that a convenient way of computing the GLS estimatorβ GLS,N is to further transform the model in (32) by premultiplying it by Ω −1/2 ε,N , or equivalently by
where θ = 1 − σ ν /σ 1 . The GLS estimator of β is then identical to the OLS estimator of β computed from the resulting transformed model. We note that the transformation based on (34) simply amounts to subtracting from each variable its sample mean over time multiplied by θ. Letρ N ,σ 2 ν,N ,σ 2 1,N be estimators of ρ, σ 2 ν,N , σ 2 1,N . The corresponding feasible GLS estimator of β, sayβ F GLS,N , is then obtained by replacing ρ, σ 2 ν,N , σ 2 1,N by those estimators in the expression for the GLS estimator, i.e.,β
This estimator can again be computed conveniently as the OLS estimator after transforming the model in a way analogously to what was described for the GLS estimator. The next theorem establishes consistency and asymptotic normality of the true and feasible GLS estimators. The proof of the theorem is given in the appendix.
Theorem 4 Given Assumptions 1 to 4 hold:
Part (a) implies that the true GLS estimator,β GLS,N , is consistent and asymptotically normal. Part (b) implies that if the feasible GLS estimator, β F GLS,N , is based on any consistent estimators of ρ, σ 2 ν , σ 2 1 , thenβ GLS,N andβ F GLS,N are asymptotically equivalent, and henceβ F GLS,N is also consistent and asymptotically normal with the same asymptotic distribution aŝ β GLS,N . Therefore, ρ, σ 2 ν , σ 2 1 are "nuisance" parameters. Together with part (c), these results suggest that small sample inferences can be based on the approximationβ
In Theorems 2 and 3 we establish the consistency of the weighted and partially weighted GM estimators for ρ, σ 2 ν , and σ 2 1 , respectively. Therefore, these estimators can be used to construct the feasible GLS estimator considered in Theorem 4.
A Monte Carlo Investigation
In the following we report on a small Monte Carlo study of the small sample properties of the estimators suggested in this paper. We consider the three suggested GM estimators of the spatial autoregressive parameter ρ and variances σ 2 μ and σ 2 1 , and corresponding feasible GLS estimators for β. We also consider iterated versions of these estimators. For purposes of comparison, we also consider the maximum likelihood estimator of these parameters. A larger Monte Carlo study relating to a wider set of experiments than those described below is left for future research.
In all of our Monte Carlo experiments N = 100 and T = 5. The data are generated according to (3)- (5) with the regressor matrix containing two regressors x 1 and x 2 with corresponding parameters β 1 and β 2 . In our illustrative experiments we take x 1 to be the constant term. The observations on x 2 corresponds to per capita income (measured in $1000) in 100 contiguous counties in Virginia over the periods 1996-2000. The parameters β 1 and β 2 are taken to be equal to one. We assume that both of the error components, μ N and ν N , are normally distributed. The generation of the disturbance vector u N requires the specification of σ 2 μ , σ 2 ν , ρ, and the weighting matrix W N . In all of our Monte Carlo experiments σ 2 μ = σ 2 ν = 1 and thus σ 2 1 = 6. 16 As in Kelejian and Prucha (1999) , we consider seven values of ρ, namely −.9, −.5, −.25, 0, .25, .5, and .9. Also, as in the earlier study we consider three weighting matrices which essentially differ in their degrees of sparseness. The first matrix is such that it's i-th row, 1 < i < N, has non-zero elements in positions i + 1 and i − 1 so that the i-th element of u N (t), 1 < i < N, is directly related to the one immediately after it, and the one immediately before it. This matrix is defined in a circular world so that the non-zero elements in rows 1 and N are, respectively, in positions (2, N) and (1, N −1). This matrix is row normalized so that all of it's non-zero elements are equal to 1/2. As in Kelejian and Prucha (1999, p. 520) we refer to this specification of the weighting matrix as "1 ahead and 1 behind". The other 16 We considered other values of the ratio σ two weighting matrices we consider are defined in a corresponding way as 3 ahead and 3 behind, and 5 ahead and 5 behind. The non-zero elements in these matrices are, respectively 1/6 and 1/10. In Tables 1-5 below we reference these three weighting matrices by J = 2, 6, 10, where J is the number of non-zero elements in a given row. To summarize, our experimental design contains 21 cases, which result from 7 selections of ρ and 3 specifications of the weighting matrix. We have also calculated R 2 values (obtained from a simple least squares regression of y on the regressors). The median R 2 values for respective experiments ranges between .61-.95, .77-.95 and .83-.95 for J = 2, 6 and 10, respectively.
Recall that (ρ,σ
, and (ρ,σ 2 ν ,σ 2 1 ), defined in (24), (27) , and (29) denote the initial (unweighted), the weighted and the partially weighted GM estimators for (ρ, σ 2 ν , σ 2 1 ), respectively. 17 These estimators are computed from OLS residuals. Based on the respective sets of GM estimators for (ρ, σ 2 ν , σ 2 1 ) we compute feasible GLS estimators for β 1 and β 2 by substituting into the formula for the feasible GLS estimator in (35) the respective sets of GM estimators for (ρ, σ 2 ν , σ 2 1 ). We denote the corresponding feasible GLS estimators asβ i,F GLS ,β i,F GLS andβ i,F GLS , i = 1, 2, respectively. We also compute iterated version of these estimators. Towards computing these iterated estimators we first compute feasible GLS residuals corresponding toβ i,F GLS ,β i,F GLS andβ i,F GLS , i = 1, 2, respectively. We then use those residuals to compute new sets of the initial (unweighted), the weighted, and the partially weighted GM estimators for (ρ, σ 2 ν , σ 2 1 ). These estimators will be denoted as (ρ (1) ,σ
1 ), and (ρ (1) ,σ
2(1)
ν ,σ 2(1) 1 ). 18 In computing the matricesΞ N andΥ N that enter into the objective function for the weighted and the partially weighted GM estimators we use (σ 2 ν ,σ 2 1 ), and (σ 2 ν ,σ 2 1 ). Using the (once) iterated initial (unweighted), the weighted, and the partially weighted GM estimators for (ρ, σ 2 ν , σ 2 1 ) we compute the (once) iterated feasible GLS estimators which we denote asβ Table 1 contains results on a measure of dispersion relating to the small sample distributions of the GM estimatorsρ,ρ,ρ, the corresponding iterated GM estimators, and the maximum likelihood (ML) estimator,ρ ML , for each 17 For simplicity of notation we drop the index corresponding to the sample size here and in the following. 18 We have called the GM estimators (ρ,σ 2 ν ,σ 2 ν ), which correspond to the first four unweighted moment conditions, the initial (unweighted) GM estimators. In slight abuse of language, we call the GM estimators (ρ (1) ,σ
), which correspond to the first four unweighted moment conditions based on feasible GLS disturbances corresponding tõ β i,F GLS , the once iterated initial (unweighted) GM estimators. of 21 cases. Our adopted measure of dispersion is closely related to the standard measure of the root mean squared error (RMSE), but is based on quantiles rather than moments, because, unlike moments, quantiles are assured to exit. For ease of presentation, we also refer to our measure as the RMSE. It is defined as
where bias is the difference between the median and the true value of ρ, and IQ is the interquantile range defined as c 1 − c 2 , where c 1 is the .75 quantile and c 2 is the .25 quantile. Clearly, if the distribution is normal the median is the mean and, aside from a slight rounding error, IQ/1.35 is the standard deviation. In this case our measure reduces to the standard RMSE measure. The figures in Table 1 are Monte Carlo estimates of the RMSE based on a 1000 replications for each of the indicated 21 cases. The setup of Tables 2-5 is analogous. A glance at Table 1 suggests that, on average, the RMSEs of the ML, the weighted GM, the partially weighted GM estimators, and of the iterated GM estimators are quite similar. The RMSEs of the initial (unweighted) GM estimator are, on average, approximately 17 % and 14 % larger, respectively, than those of the weighted and partially weighted GM estimators. The results relating to the weighted and partially weighted GM estimators are encouraging and suggest that the computational benefits associated with their use, which are considerable in large samples, does not appear to have much cost in terms of efficiency. For example, in terms of column averages, the RMSEs of the weighted and partially weighted GM estimator are, approximately, only 1 and 4 % larger than those of the ML estimator. The RMSEs of the iterated GM estimators for ρ are on average very similar to those of the non-iterated GM estimators.
The similarity of the RMSEs of the weighted and partially weighted GM estimators suggests that, at least for the weighting matrices considered in our experiments, the covariance structure of the weighting variance covariance matrix in (26) is not "very important" in determining the efficiency of the corresponding GM estimator. The variance factors, however, are important. Results of experiments, which are not reported here, reinforce this conjecture. For example, we also explored the small sample properties of an unweighted GM estimator of ρ based on all six moments, and found that this estimator is much less efficient than any of the other estimators, including the initial unweighted GM estimator based only on the first three moments.
Upon reflection the reason for this is evident. The variance factors in the variance covariance weighting matrix in (26) are σ 4 ν /(T − 1) and σ 4 1 , where
, the values of σ 4 ν /(T − 1) and σ 4 1 corresponding to (σ 2 μ , σ 2 ν ) = (1, 1) are, respectively .25 and 36, implying a ratio of .25/36 = .0069. The unweighted GM estimator based on six equations gives equal weight to each of the six equations.
As remarked, our GM estimators for ρ are not confined to the interval (−1, 1) . However, in our Monte Carlo study we only observed such outliers in less that 1 %. As described above, our RMSE measure is based on quantiles, and hence it is not effected by those infrequent outliers.
In Tables 2 and 3 we report RMSEs for the GM estimatorsσ , respectively. The RMSEs for the initial GM estimators are again larger than those for the weighted and partially weighted GM estimators. In contrast to the GM estimators for ρ, the iterated GM estimators for σ 2 ν and σ 2 1 exhibit smaller RMSEs than their non-iterated counter parts. The RMSEs of the weighted GM estimatorsσ 2 ν andσ 2 1 are on average 2 and 6 % higher than the RMSEs of the ML estimators. The difference between the average RMSEs of the iterated weighted GM estimators and the RMSEs of the ML estimators is less than 1 %. The difference between the average RMSEs of the iterated partially weighted GM estimators and the RMSEs of the ML estimators is less than 2 %.
In Tables 4 and 5 we report RMSEs for the feasible GLS estimators β i,F GLS ,β i,F GLS andβ i,F GLS , i = 1, 2, respectively, and iterated versions thereof. Those tables reveal that the RMSEs of the various feasible GLS estimators and the ML estimators for the regression parameters β 1 and β 2 , respectively, are very similar. These results and those given for the GM estimators of ρ, σ 2 v and σ 2 1 are encouraging, given the computational simplicity of our suggested estimators relative to the ML estimator. 
MLρρρρ (1)ρ (1) (1) . . . Initial (unweighted) GM estimator, iterated oncê ρ (1) . . . Weighted GM estimator, iterated oncě ρ (1) . . . Partially weighted GM estimator, iterated once 
(1) 1β (1) 1β (1 . . . Feasible GLS estimator based on initial GM estimatorŝ β 1 . . . Feasible GLS estimator based on weighted GM estimatorš β 1 . . . Feasible GLS estimator based on partially weighted GM estimators
. . . Feasible GLS estimator based on initial GM estimators, iterated oncê
. . . Feasible GLS estimator based on weighted GM estimators, iterated oncě
. . . Feasible GLS estimator based on partially weighted GM estimators, iterated once 
(1) 2β
(1 . . . Feasible GLS estimator based on partially weighted GM estimators
. . . Feasible GLS estimator based on partially weighted GM estimator, iterated once
Future Research
Several suggestions for future research come to mind. First, on a theoretical level, it would be of interest to also consider fixed effects specifications. Furthermore it would be of interest to extend the results of this paper to models containing spatially lagged dependent variables, as well as to systems of equations. In doing this it would certainly be of interest to consider higher order spatial lags. Another area of interest would be to extend our results to nonlinear models. Secondly, a Monte Carlo study relating to a wider set of experiments, as well as corresponding estimators, than those considered in this paper would be of interest.
A Appendix
Remark A1: In the following we make repeated use of the properties of the matrices Q 0,N and Q 1,N discussed after (8) . In particular those matrices are symmetric, idempotent and orthogonal, and
Furthermore, let R N be any N × N matrix, then it is readily seen that
2) observing that for any T ×T matrix S T we have tr(S T ⊗R N ) = tr(S T )tr(R T ).
Remark A2: In the following we shall make repeated use of the following observations. 19 (a) Let R N be a (sequence of) N × N matrices whose row and column sums are bounded uniformly in absolute value, and let S be some k × k matrix (with k ≥ 1 fixed). Then the row and column sums of S ⊗ R N are bounded uniformly in absolute value.
(b) If A N and B N are (sequences of) kN × kN matrices (with k ≥ 1 fixed), whose row and column sums are bounded uniformly in absolute value, then so are the row and column sums of A N B N and A N + B N . If Z N is a (sequence of) kN × p matrices whose elements are uniformly bounded in absolute value, then so are the elements of A N Z N and (kN )
Derivation of the Moment Conditions in (13) : Given the error component specification (5) for ε N and utilizing the properties of Q 0,N and Q 1,N described in Remark A1 it follows that
Recall that by Assumption 1, Eμ N μ 0 N = σ 2 μ I N , Eν N ν 0 N = σ 2 ν I NT , and Eμ N ν 0 N = 0. Also recall that for any random vector η and conformable matrix A we have E(η 0 Aη) = tr(AEηη 0 ). Given this, Remark A1, and (A. 3) we have
with σ 2 1 = T σ 2 μ + σ 2 ν . The moment equations given in (13) now follow immediately from (A.4) and (A.5).
We now give a sequence of lemmata which are needed for the proof of Theorem 1-3.
Lemma A1 Let S T be some T × T matrix (with T fixed), and let R N be some N × N matrix whose row and column sums are bounded uniformly in absolute value. Let ε N = (e T ⊗ I N )μ N + ν N where μ N and ν N satisfy Assumption 1. Consider the quadratic form
Then Eϕ N = O(1) and var(ϕ N ) = o(1), and as a consequence
Since the first matrix of the Kronecker product in (A.6) does not depend on N it follows immediately from the maintained assumption concerning R N and Remark A2 that the row and column sums (and hence the elements) of C N are bounded uniformly in absolute value by, say k c < ∞. Next observe that in light of Assumption 1 the (T + 1)N × 1 vector ξ N has mean zero, variance covariance matrix
σ 2 ν I NTa nd finite fourth moments. In the following let 1 < k η < ∞ denote an upper bound for the variances and fourth moments of the elements of μ N and ν N , and thus of the elements of ξ N . Then 
Given Remark A2, it is clear that the row and column sums of the absolute values of the matrix
Hence, using the triangle inequality, we have Proof: Note from (4) that
Then, recalling the definition of Q 0,N and Q 1,N in (8) it is not difficult to verify that the respective quadratic forms in u N , u N , and u N involved in G * N and g * N are, apart from a constant, expressible as
with j = 0, 1. In light of Assumptions 2 and 4 the row and column sums of W N and P N , and hence those of the matrices R i,N (i = 1, . . . , 6), are bounded uniformly in absolute value; compare Remark A2. The lemma now follows by applying Lemma A1 to each of the quadratic forms in (A.9) which compose G * N and g * N .
Lemma A3 Let G * N and g * N be as defined in Lemma A2. Then, given Assumptions 1 -4
Proof: The quadratic forms composing the elements of G * N and g * N have been collected in (A.9) and are seen to be of the form (i = 1, . . . , 6, j = 1, 2):
where the C ij,N are nonstochastic NT × NT matrices. Since the row and column sums of the elements of W N are uniformly bounded in absolute value it follows that also the row and columns sums of the matrices C ij,N have that property; compare Remark A2. The quadratic forms composing the elements of G N and g N defined in (17) are given bỹ
To proof the lemma we now show thatφ ij,N −ϕ ij,N P → 0 as N → ∞. Clearly 13) where
Consider the first term on the right hand side of (A.14). Since the row and column sums of C ij,N are bounded uniformly in absolute value and since the elements of X N are uniformly bounded in absolute value it follows -see Remark A2 -that all K 2 elements of N −1 X 0 N C ij,N X N are O(1). Therefore, the first term on the right hand side of (A.14) converges to zero in probability since ∆ N P → 0. Now consider the second term on the right hand side of (A.14). In particular, consider the vector ζ N = N −1 X 0 N C ij,N u N . Clearly, the mean of ζ N is zero and its variance covariance matrix is given by
where Ω u,N is given by (7) and (11) . Given the maintained assumptions the row and column sums of Ω u,N are uniformly bounded in absolute value, and therefore so are those of C 0 ij,N Ω u,N C ij,N . Observing that the elements of X N are uniformly bounded in absolute value, it follows again from the observations in Remark A2 that all K 2 elements of
. This implies that the variance covariance matrix of ζ N given in (A.15) converges to zero, and hence ζ N converges to zero in probability. This establishes that also the second term on the right hand side of (A.14) converges to zero in probability. Thusφ ij,N − ϕ ij,N P → 0 as N → ∞, which completes the proof.
Proof of Theorem 1:
Observe that by combining Lemmata A2 and A3 we have
We are now ready for the final step in the proof of Theorem 1. We first demonstrate the consistency ofρ N andσ 2 ν,N defined in (24) . 20 The existence and measurability ofρ N andσ Pötscher and Prucha (1997) are satisfied for the problem at hand. Let θ = (ρ, σ 2 ν ) and θ = (ρ, σ 2 ν ). We first show that the true parameter vector θ is identifiably unique. The objective function of the nonlinear least squares estimator and its corresponding nonstochastic counterpart are given by, respectively,
Observe that in light of (15) or (18) we have R 0 20 This step is analogous to that taken by Kelejian and Prucha (1999) in their consistency proof. We adopt the following notation: Let A be some vector or matrix, then kAk = [tr(A 0 A)] 1/2 . We note that this norm is submultiplicative, i.e., kABk ≤ kAk kBk.
in light of Assumption 5. Hence, for every > 0 and any N,
which proves that θ is identifiably unique. Next, let
Hence for ρ ∈ [−a, a] and 
as N → ∞. The consistency ofρ N andσ 2 ν,N now follows directly from Lemma 3.1 in Pötscher and Prucha (1997).
Next considerσ 
Proof of Consistency of OLS:
The least squares estimator of β based on (3) 
Under the maintained Assumptions 1-4 the estimator is clearly unbiased and its variance covariance matrix is given by
By Assumption 3, (NT ) −1 X 0 N X N converges to a finite positive definite matrix. As a special case of the discussion surrounding (A.15) it is seen that the
. Therefore, the variance covariance matrix in (A.17) converges to zero as N → ∞, and the consistency of the least squares estimator follows from Chebyshev's inequality. 
As an illustration we compute the (2,1)-element of Ξ N . Recall that ε N = (I T ⊗ W N )ε N and Ω ε,N = σ 2 ν Q 0,N + σ 2 1 Q 1,N . In light of Remark A1 it is not difficult to see that this element can be computed as follows:
The derivation of the remaining elements of Ξ N is analogous.
Proof of Theorem 2:
The existence and measurability of the weighted GM estimatorsρ N ,σ . The objective function of the weighted GM estimator and its corresponding nonstochastic counterpart are then given by, respectively,
We now establish two preliminary results implied by the assumptions. First we show that 21 An inspection of the proof of that theorem shows that the theorem also holds if the innovations are allowed to form a triangular array and the sample index n is replaced by rn. 
