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This paper describes the method of representation of the Dynamic Social Network. Authors begin the discussion with a formal introduction where they 
had brought out the need of the emergence of the Dynamic Social Network and its application in the various fields of science. Authors has carried 
forward the discussion with description of the two models of the Dynamic Social Network. Portions of the paper is a review work. In the followed 
section of this work, discussion is carried about how these models can be represented as one of the basic type of Finite State Machine. Finally the paper 
concludes with a real life example and the application of Dynamic Social Network in MANETS. 
 





Social network explains the group of connections amongst individuals, where every individual is a social entity. The assembly of 
ties amongst people and the power of those ties is demarcated by social network. From the mathematical aspect, this social framework 
consists of nodes (individuals or organizations) and they are related by single or multiple precise kinds of association rules, for instance 
principles, visions, facts, financial exchange, companionship, sexual relationships, kinship, dislike, conflict or trade are inferred by 
means of Social Network [15]. 
Social networks may also be dynamic by nature. Ties are constructed, they may flourish and might produce close relationships, and 
they can also liquefy silently, or abruptly turn sour and go with a bang. These interactive alterations may be reflected in the outcome of 
the structural locations of the actors surrounded by the network considering the example, when friends of friends become friends –, 
features of the actors (‘actor covariates’), features of pairs of actors (‘dyadic covariates’), and enduring haphazard impacts in order to 
signify inexplicable impacts. 
A dynamic social network comprises of relations amongst actors that alters with phase. An initial postulation of a few of the model 
which are conferred fleetingly in this paper recommends that the network connections are not only momentary occasions, but can 
frequently be considered as states with a propensity to endure with phase. Numerous associations universally studied in network scrutiny 
naturally gratify this necessity of consistent alteration, for instance friendship, trust, and cooperation. Other networks more toughly bear 
a resemblance to the ‘event data’, an instance can be sighted as the set of all telephone calls midst an assembly of actors at any given 
time point, or the set of all e-mails being propelled at any given time point. While it is expressive to deduce these networks as needles 
of communication, it is not reasonable to treat their links as persistent states, although there lies the possibility of accumulating the 
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Considering the fact that, the network connections under study denote states, it is further undertaken, as a rough calculation, that 
the varying network can be deduced as the consequence of a Markov process [17] , i.e., that for any point in time, the present state of 
the network regulates probabilistically its extra evolution, and there are no further influences of the earlier past. All pertinent information 
is consequently undertaken to be included in the current state. This postulation often can be made more conceivable by choosing eloquent 
autonomous variables that integrate applicable information from the past. This paper is review in nature. 
 
2. The need of its emergence 
 
Information networks, in some special context can also be defined as social networks, are interrelated files classically demonstrated 
graphically in which the information points are represented as vertices and relationships among them are represented by edges. These 
networks are not independent and identically distributed (IID) and thus there arises the necessity of a different analysis approach than 
those traditionally used on the IID. data. A social network can also be represented as a communication network between individuals 
wherein they are often connected among themselves by a relationship. When viewed externally, these interactions may seem to be 
simpler, but when performed an internal study through inspection and closed observation they seem to form remarkable structures. For 
instance, a relevant structure materializing social networks forms the concept of a community. Although community has no clear 
definition, but still a practical explanation puts forward the fact that the nodes in a particular community are more connected to among 
themselves than to other nodes of the different community in the network. There lies some common feature among the relationships 
between nodes in a particular community that separates them from other nodes [8,19]. 
The change in the underlying population largely affects the communities of a real social network. By keeping a track and an 
underlying study provides us the way to understand these changes plays a valuable role in a wide range of areas including sociology, 
anthropology, bio-informatics, sociolinguistics, geography, information science, politics, marketing, etc. As an example, the when an 
informal group develop within a large organization, it can prove to be handy as far as global decision making behaviour of an 
organization is concerned. Another instance which can be cited includes tracking of an epidemic disease within a specific subpopulation 
during the early stages of its widespread. Although a few research work has been done on community mining aspect of static social 
networks, very little has been done using the concept of dynamic social networks. However, it was observed that it is a very important 
application to track the evolution of a community, or the relationships of an individual, over a period of time [19]. 
 
3. A framework for Dynamic Social Network 
 
The framework permits the tracking of both community based as well as the individual occurrences. In order to describe events or 
rather the occurrences a fresh time termed as the community flag is referred which would cover all the possible transitions within the 
scope of a community [8]. On the basis of this concept, in order to shield all probable conversions of a community event definitions 
term has been put forward. 
In nature, it is observed that all the individuals within the community have shared common interests which form the basis of their 
interaction. Considering an example where members physically or virtually gather for a discussion on a topic or for sharing an idea. 
This helps in the identification of members and non-members. Although human communities are more sensible in this aspect, but still 
artificial communities are seen to have the same structural patterns. Thus an autonomous individuality for a community can be assumed 
on the basis of the shared interests. This identity is being called the community flag, and it visualizes the categorization of community 
and its constituent associates. This community flag is matchless and cannot be separated or duplicated. 
The life cycle of a community flag can be demarcated as a few stages as follows.  
1. A community forms in a snapshot: Flag has been raised.  
2. It may be stable from a snapshot to another: Flag is still there.  
3. It could attract new members or lose some members: Flag is waving.  
4. It may incorporate another community: Dominant flag takes control.  
5. It may divide into two or more smaller communities, with each new part having its own independence: The most significant part 
carries the flag with itself.  
6. Finally it can break apart into pieces while no piece preserves the identity of the community: Flag has been vanished [19].  
 
The individuality of a community can be well demarcated by an important share that resides within that specific community. 
However, this share could be contextually differentiated. Thus our proposed event definitions will consist of parameters which will be 
based on this share, and will be denoted by k. 
For usage of our projected framework, the social network should initially be transformed into a time series graph, where the static 
graph on every occasion will capture the data at that exact instant. Then, community mining algorithm is applied which will 
independently obtain the communities in each snapshot. In the end the conversion of the communities amongst two successive snapshots 
will be attained by the vital occasions expressed within the framework. 
In the following, the graph G = (V, E) will denote a dynamic social network where V and E will respectively denote the total 
individuals and total interactions. A snapshot ( , )i i iS V E  of G will represent a graph consisting of the set of individuals and interactions 
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at a particular time interval i. Each snapshot iS  contains ik communities 1 2{ , ,.... }kii i i iC C C C  where the community jiC  is also a graph 
denoted by ( , )j ji iV E . For each of the two successive snapshots a total of 11 events are defined out of which seven events will occupy 
communities and remaining four individuals in the network [8, 19]. 
 
4. The meta-group model for Dynamic Social Network:- 
 
Input Data: In order to answer queries about dynamic social structure, the authors had assumed a scrutinized population of 
individuals over a time period. Communications amongst individuals are documented at every single time phase. For this paper, the 
input is assumed to be in the practice of partitioning the individuals into clusters for every time step. For a given population X ={x1, ..., 
xn}, we define a group g, to be a subset g  X. The input is assumed to be consisting of a set of panels P1, P2, ..., PT of X, one panel for 
every time step. Each panel, Pi, consists of a set of disjoint groups. P(g) is denoted as the directory of the barrier in which g belongs.  
That is, if g ЄPi then P(g) = i. 
Being provided for two groups g and h, a set similarity measure sim(g,h), and a turnover threshold β, then two groups are defined 
to be similar if sim(g,h) ≥ β. The definition being provided by us is viewed to be autonomous of any specific set of similarity measure. 
There is a presence of numerous possible measures, which even includes the standard Jaccard similarity measured [17] (which decides 
on the size of the intersection above union). It has been assumed that the similarity measure being defined is computed efficiently along 
with the existence of the following properties: 
1. sim(g, g) has the similarity value which is maximum. 
2. Keeping |h| + |g| fixed, sim(h, g) is found to be increasing monotonically as |h ∩ g| increases. 
3. Keeping |h ∩ g| fixed, sim(h, g) is found to be increasing monotonically as |h| + |g| decreases. 
 
Furthermore the definition of a meta-group which forms the main concept of our framework comes [20,21]. 
 
Definition 1. Being provided with the partitions P1, ..., PT of a set of individuals X, a set similarity measure sim(, ), a turnover threshold 
β and a functionD (T), a metagroup MG is a sequence of groups MG =(g1, ..., gl), ( )T l TD d d such that 
1. No two groups in MG are in the same partition and the groups are ordered by the partition time steps: 
 i, j, 1 ≤ i < j ≤ l, P(gi) < P(gj), 
2. The consecutive groups in MG are “similar” in that: 
 i, 1 ≤ i < l, sim(gi, gi+1) ≥ β .We call the parameter the persistence of a metagroup. 
Note, that the intersection between g1 and gl may be null by this definition; our only constraint is that the groups change gradually (as 
defined by β). 
 
Definition 2. An individual x ЄX is a member of a metagroup MG = (g1, ..., gl) if the number of groups g1, ..., gl to which x belongs is at 
least an a priori chosen membership threshold function J  (which may be a function of T, the total number of individuals associated 
with MG, and other parameters). 
The values of D (persistence), E  (turnover) and  J  (membership), give the sense of a “group”. Our framework is independent 
of these definitions and is capable of providing significant answers for a wide range of applications. We use a weighted multipartite 
directed graph for the conceptual representation: G = (V1, ..., VT ,E) where Vi is the set of groups in partition Pi and (gi, gj) Є E if P(gi) 
< P(gj) and sim(gi, gj) ≥β. Note that this is a directed acyclic graph (DAG) since all the edges are directed from an earlier time step to a 
later one. The weight w(gi, gj) = sim(gi, gj). 
 
A metagroup in this graph is a path of length at least (T). We shall call this graph a metagroup β graph [20]. 
 
5. The Dynamic Social Network in Latent space (DSNL) model 
 
Let dij=|xi-xj| be the Euclidian distance between a set of two entities i and j within the latent space defined at time t. The linkage 
at time t is defined by i~j and the absence of a link by i ~ j. P(i~j) or P ij denotes the probability of observing the link [18]. 
 
5.1 Observation model 
 






ij dp e D
 
 
Where α is a constant to be defined i a later period of time. 
P(Gt|Xt) is then simply 
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( | ) (1 )t t ij ij
i j i j
p G X p p

    
The likelihood score function instinctively provides the measurement about the fineness of the model for explaining the entity 
pair in the training graph for both connected and unconnected cases. Till this point model is similar to [18]. However for an extension 
of this model for making it work in dynamic case, the authors have proposed to make two important alterations. 
Firstly, approving the entities for their social variation. While some entities are seen to participate in many links, others are seen 
in few. A radius is being provided to each entity for using them as a sphere of interaction within latent space, for example entity i's radius 
is denoted as ri. 
The authors also introduced the term rij to replace α in the above equation rij is the maximum of the radii i and j. Naturally larger 
radius is seen an entity with a higher degree. Thus the radius of entity i with degree δi is defined as c(δi +l) so that rij is c u  (max(δi,δj)+l) 
and  data would determine the value of c. Generally constant c is estimated by a simple line-search on the score function. The constant 
l would ensure a non-zero radius [22]. 
Secondly, a change is being made to weigh the link probabilities using a kernel function, where alteration is done on the simple 
logistic link probability Lijp  for the fact that the two entities have high linkage probability on the condition that their latent coordinates 
must be within radius rij of each other. Further than this range there is an existence of constant noise probability ρ of linkage. For later 
optimization the kernelized function is required to be continuous and differentiable at dij=rij, thus we the biquadratic kernel is picked as: 
2 2( ) (1 ( / ) )ij ij ijK d d r   , When ij ijd rd     
       = 0,               otherwise 
Using this function link probability is redefined as 
( )
1 ( ) (1 ( ))
1 ij ijij ij ijd r
p K d K d
e
U    
This is equivalent to having 
( ) (1 ( ))Lij ij ij ijp p K d K dU     when ij ijd rd  
       = U  otherwise 
Thus the full expression of the first part of the model log-likelihood is given by 
log ( | )t tP G X  
log ( ) log ( )
i j i j
p i j p i j

  ¦ ¦  
, ,
log ( ) log ( )
ij ij ij iji j d r i j d r
p i j p i j
  
  ¦ ¦ #( , ) log #( , ) log(1 )ij ij ij iji j d r p i j d r U !  !   
Where # (expression) denotes the number of pairs satisfying the expression [18, 22]. 
 
5.2 Transition model 
 
In the second part, there is a punishment in large displacements of score from the preceding time step. The Gaussian model is being 
used here: each coordinate of each latent position is independently forwarded to a Gaussian perturbation of mean 0 and variance 2V . 
Thus 
2 2
1 , , 1
1
log ( | ) | | / 2
n
t t i t i t
i
P X X X X constV 
 
   ¦  
  Here log-likelihood of the graphs 1:tG is tried to be optimized, conditioned on the latent positions X1:t , where t ≤ T, T being the 
total number of time steps. This is a forward inference, since the positional constrains is done on each time step to be similar to last time 
step only [22]. 
 
6. A representation of the models of Dynamic Social Network 
 
Occurrence based network demonstration is generated from the weighted social graph xG , where friends are signified as nodes 
and connection between friends are signified as edges: 
( , , )xG V E Z  
Where x is the current user and: 
{ | }mV v m Social Network m x   z  
{( , ) , ( , ) 0}m n m n m nE u v u v V u vZ   z  
     ( , ) ( , )m nu v TieStrength m nZ   
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Weights are being used to direct a band of tie strengths amongst friends, subsequently two friends might be connected in several 
ways, and therefore every connection has a diverse semantic denotation. Following Gilbert and Karahalios [16], Table 1 entitles a few 
characteristics of the most widely used social network Facebook which are possibly used for computing the strength of a tie. Following 
the formation of the graph, it is segregated using a clustering detection algorithm. For each of the subsequent clusters a representative 
is selected. Table 2 enlist a few probable ways for selecting the representative. 
 
Table 1. A sample of features of the Facebook social network that can be used to predict tie strength. 
User Profile Features 
Age difference 
Distance between hometowns 




Table 2. Cluster representing selection methods, C is the centroid of the Cluster and d is a distant function. 
 
Centroid argmin ( , )u d u C  
Cluster Edge argmax ( , )u d u C  
Connectivity 
Heaviness 
arg max ( , )u v u vZ¦  
Connectivity 
Lightness 
arg min ( , )u v u vZ¦  
7. Our Proposed Model 
 
A Dynamic Social Network can also be represented by a Finite State Model like -NFA. A Non-Deterministic Finite Automata 
with - transitions is a 5-tuple (Q, Σ, qo, δ, F) where Q is a non-empty finite set of states, Σ is a finite alphabet of symbols, qoQ is 
the start state, FQ is the set of accepting states, and δ is a transition function mapping from Q x (Σ U {}) to 2Q. 
The properties of the Dynamic SN from the time being considered can be clustered to form the start state of the -NFA. As there 
is a change in the properties, the Dynamic SN forms the new state by the change in properties which acts as the input transition symbol. 
Even if the change in the property is too small or negligible to the outer world, it may be represented as ε symbol. This process continues 
the time till there occurs some change in the properties of Dynamic Social network, and gradually we get new and new states. Even if 
the change occurs in different parameters or for same parameters in different amount, we get 2 or more state from a particular state, 
which is permitted by -NFA. This process continues till the time when no change occurs in any of the input parameters. That specific 
state can be told as the Final or End state of the -NFA. The entire demonstration is being given in figure 1. 
 
Fig 1: States of the Dynamic Social Network 
 
In the given figure, the machine 0( , , , , )FM Q q q ¦ w  
Where,  
x Q is the non empty finite set of states of the -NFA. Or rather we can say that the dynamic social networks at a particular 
instance of time is combined together to obtain each particular states of the machine M. 
x ¦ denotes the nonempty finite set of input alphabets, here the change in certain constraints due to which the social entities 
change, for example change in relationship, or difference in opinion is viewed as the input alphabets here. Now even if there is 
no change in association of any social entity, a particular type of relationship may grow older or firmer. Such type of change in 
the entities of dynamic social network is denoted as  in the place of¦ . 
x w , which is the transition function mapping from {Q X (¦ )} to 2Q . That means from any state of the dynamic social 
network, we can transit from 2Q states of the machine with or without the acceptance of the transition symbol¦ . 
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x 0q  is the start state of the machine, here the point from which the dynamic social network is taken into consideration is denoted 
as 0q . 
x Fq is the final or end state of the machine, here the point upto which the dynamic social network is taken into consideration is 
called as Fq . 
 
7.1 A  Real-life Example 
 
Let us assume the case of an educational institution where 4 levels of entities are described as Director in the first, HOD’s (Head of the 
Department) in the second, and faculties in the third and students in the last level. Let us also assume the case where a particular 
instruction such as the deadline of project submission of the final year Master in Technology: students and some general instructions 
regarding the project are to be conveyed to the students from the highest level. The Director does not have a direct link with the students. 
So the instruction is to be conveyed step by step from one level to another so that it finally reaches the students. This hierarchical order 
of transfer of message is demonstrated in figure 2. 
The director has a direct link with the HOD’s of all the departments of the institution and so he can easily convey the set of 
instructions to the HOD’s of all departments. This forms the first level of relationship where the information is passed from one level to 
another. In the next level, the HOD has a direct link with faculties of his concerned department under him. So now he can easily convey 
the information that he has received from the Director to his subordinate faculties. During the process of passing the information any 
new additions or deletions to the original set of instructions can be made. The faculty has a direct link with the students and so he 
conveys the instruction to the students in order to guide them for submitting the project at an appropriate date. This forms the final level 
of the relationship and there lies the possibility that the instructions can be added, deleted or modified before it finally reaches the 
students. Thus we visualize that even though the Director has no direct link with the students, the set of instructions generated by him 
is conveyed to the students through an orderly manner in a stepwise process. 
Assuming a different scenario, where a particular student feels that a specific instruction with regards to project submission is too 
hard to follow and needs to be immediately modified. Except for some exceptional instances, the student can’t go directly to the Director 
to speak regarding his concerned problem. He has to inform the faculty since he has a direct link with him only. The faculty may convey 
the matter to the HOD, if he feels so or may resolve the matter by himself also. The similar situation may arise with the HOD also. 
Now considering the case where a visiting faculty or a guest lecturer comes to visit the college for a talk which might extend up 
to a few days. Now till the faculty is within the boundaries of the college, or till his session in the college is over as shown in case of fig 
3(a), the students might wish to communicate with him directly. After the finishing of his tenure in the college, the students can’t 
communicate with him directly. So in this scenario we see that as soon as the visiting faculty or a guest lecturer leaves the college, the 
social network created between the specified faculty and the students breaks down as seen in fig 3(b). This type of social network 
between any visiting faculty or a guest lecturer and a student can be viewed as an example of a dynamic social network whose existence 
is limited up to a certain period of time. 
 
Fig 2: Transfer of Information through different levels in case of Regular Faculty 
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Fig 3: Transfer of Information through different levels in case of Guest Faculty (formation of Dynamic Social Network) 
 
8. Application of Dynamic Social Network: Social-aware routing in MANET 
 
This segment will demonstrate an application wherein the routing approaches in Mobile Ad Hoc Networks are detected by the 
network community structures. A MANET can be defined as a dynamic wireless network where the fundamental organization may be 
present or absent. Here each node can travel liberally at any way but should result in an organized random movement. Owing to the 
suppleness of the nodes and the presence of an unstable link in a MANET, the main challenge lies on the designing a competent routing 
scheme. Latest researches have demonstrated that the belongings of social networks and social-aware algorithms are viewed in 
MANETs, so it bears a great potential in network routing. The main reason behind this lies on the fact of having a natural tendency of 
people in forming small groups or communities within the large communication networks for frequent communication than that with 
outside people. Through the existence of the group of nodes which are densely connected, the social property is pleasantly imitated to 
the underlying MANETs. With this the basic idea of community structure in Mobile Ad hoc Networks generates. This also gave rise to 
the multiple routing strategies which have provided considerable improvement over traditional methods. Due to the recomputation of 
the social structure due to network topology change, these community detection methods exploits those approaches which were not 
pertinent for dynamic MANETs as this would results in a major computational charges and dispensation time[23,24,25]. Therefore, 
when an adaptive community structure detection algorithm is employed, the core of the network will speed up along with the 
improvement of the robustness to routing approaches in MANETs. The following five routing strategies have been evaluated: 
(1)  WAIT: the source node will initiate the message transfer and would forward the message after waiting till the destination is reached.  
(2)  MCP: Till the point where the maximum number of hops is reached, a node keeps on forwarding the messages.  
(3)  LABEL: The message is forwarded to all members in the terminus community from a particular node.  
(4)  QCA: A QCA utilizing label version as the dynamic community detection method and lastly,  




This paper visualizes various aspects of Dynamic Social Networks. The discussion started with the need of its emergence, a 
social framework for its representation. A brief discussion and review is covered with various models of Dynamic Social Network with 
a special emphasis on how these models can be represented by the Finite State Machines. Furthermore detailed study is being carried 
on by the researchers on the other representative framework for Dynamic Social Network. This work is concluded with a real life 
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