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Canonical superdiffusion and energy fluctuation divergence
Ken-ichi Okubo∗ and Ken Umeno
Department of Applied Mathematics and Physics,
Graduate School of Informatics, Kyoto University
(Dated: May 2016)
We propose a noble physical model obtained from a Hamiltonian with periodic potential. This
model is canonical, reversible and brings about chaotic superdiffusion with energy fluctuation di-
vergence. The analytical formula of invariant density can be obtained in some parameter range. In
the range it is proved that the map is Anosov diffeomorphism and the invariant measure is a SRB
measure. We calculate the analytical formula of Lyapunov exponent.
PACS numbers: 45.05.+x, 46.40.Ff, 96.12.De
Introduction Sinai-Ruelle-Bowen (SRB) measure
which is a special case of Gibbs measure [1] plays an
important role in dynamical system and statistical
dynamics points of view. In the case of He´non map,
Logistic map or Baker’s map, it is proved that there is a
SRB measure [2–4] although in former two explicit form
do not given and Baker’s map does not have timereversal
symmetry.
Superdiffusion is also an important phenomenon in dy-
namical system and statistical dynamics.
In classical systems, there is no symplectic map in
which it is proved analytically that superdiffusion occurs
with measure unity. For example, in Standard map [5], it
is said that superdiffusion occurs in some part of domain
not in the whole domain.
In this paper, (i) new classical model whose SRB mea-
sure is given in explicit form in some parameter range
is proposed. (ii) On the way to prove the existence of
SRB measure, it is also proved that the map is Anosov
diffeomorphism and mixing in the parameter range. (iii)
It is proved that energy fluctuation diverges because ac-
tion variables are in accordance with Cauchy distribu-
tion. (iv) Lyapunov exponent is obtained using these
properties.
At first Hamiltonian is introduced by
H(I1, I2, θ1, θ2)
=
1
2
(
I21 + I
2
2
)− ε log |cos(pi(θ1 − θ2))| . (1)
Let an interval I be as I =
[− 12 , 12) and the map T is
obtained by the Hamiltonian by leap frog method
T : I2 × R2 → I2 × R2, (2)
T


I1
θ1
I2
θ2

 =


I1 − ε tan(pi(I1 + θ1 − I2 − θ2))
I1 + θ1 mod [−1/2, 1/2)
I2 + ε tan(pi(I1 + θ1 − I2 − θ2))
I2 + θ2 (mod [−1/2, 1/2))

 .(3)
A two dimensional symplectic map with tangent func-
tion is also researched in [6]. Figures 1 and 2 show the
behavior of the potential V (θ1, θ2). The absolute value of
V (θ1, θ2) diverges in {(θ1, θ2)| cos(pi(θ1 − θ2)) = 0}. This
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FIG. 1. The shape of potential V (θ1, θ2) = −ε log | cos(pi(θ1−
θ2))| for ε = 2.0. The potential diverges in
{(θ1, θ2)| cos(pi(θ1 − θ2)) = 0}.
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FIG. 2. The shape of potential V (θ1, θ2) = −ε log | cos(pi(θ1−
θ2))| for ε = −2.0.
map has a conserved quantity for momentum C such that
C ≡ I1(0) + I2(0) = · · · = I1(n) + I2(n) = · · · .
We can reduce dgree of freedom by using C as
I2(n) = C − I1(n), (4)
θ1(n) + θ2(n) = θ1(0) + θ2(0) + nC,
2Then, we get such formulus as Equations (5) and (6).
By subtracting Eq. (6) from Eq. (5), we obatain Eq. (7)
Now by changing variables as
pn ≡ θ1(n− 1)− θ2(n− 1) mod [−1/2, 1/2),
qn ≡ θ1(n)− θ2(n) mod [−1/2, 1/2), (8)
we get another equation which is topologically conjugate
with Eq. (5) as
T˜ : xn 7−→ T˜ xn, xn ∈ I × I, (9)
(
pn+1
qn+1
)
= T˜
(
pn
qn
)
=
(
qn mod [−1/2, 1/2)
2qn − pn − 2ε tan(piqn) mod [−1/2, 1/2)
)(10)
The Jacobian of Eq. (10) is given as
J(n) =
(
0 1
−1 2− 2piεcos2(piqn)
)
(11)
The local instability condition (for at least one eigenvalue
of the matrix 11, its absolute value is larger than unity)
for (11) is as
ε < 0,
2
pi
< ε. (12)
Theorem 1. The uniform distribution
ρ(p, q) = 1 (13)
is an invariant density of the map Tε on the manifold
I × I.
Proof. We prove the proposition by showing the uniform
distribution ρ is a solution of Perron-Frobenius Equation
f(x, y) =
∫ ∫ 1/2
−1/2
f(p, q)δ (X − Tε(Y )) dpdq,
where X = (x, y),
Y = (p, q).
(14)
When a uniform distribution satisfies Perron-
Frobenius Equation, uniform distribution (13) is an
invariant density for (I × I, T˜ε). Because the values of
ρ(x, y) and ρ(p, q) is equivalent, we show for any point
X = (x, y) there is only one point (p′, q′) which satisfies
X − Tε(p′, q′) = 0.
First, X is fixed. x is on the I = [−1/2, 1/2). Then we
can determine only one q ∈ I which satisfies x − q = 0.
Then x, y and q are fixed. Then there is only one p ∈ I
to satisfies
y − [2q − p− 2ε tan(piq) mod [−1/2, 1/2)] = 0.(15)
Therefore uniform distribution is a solution of the
Perron-Frobenius Equation.
When p and q distribute uniformly, ε tan(pip) or
ε tan(piq) are in accordance with the Cauchy distribution
as
f(x) =
1
pi
|ε|
x2 + |ε|2 . (16)
Theorem 2. The probability variables p and q are inde-
pendent.
Proof. For any L1 class function A and B,
E[A(p)B(q)] =
∫
p
∫
q
A(p)B(q)
(
1
4
dpdq
)
,
=
∫
p
A(p)
(
1
2
dp
)∫
q
B(q)
(
1
2
dq
)
,
= E[A(p)]E[B(q)].
Then, p and q are independent.
Mixing property Let consider a set A defined by
A =
{
(p, q)|∃n ∈ Z s.t. q′ = ±1/2, (p′, q′) = T˜ nε (p, q)
}
.
Then, define manifold M = (I × I)\A.
Definition 3. A diffeomorphism f : M → M where
M is a closed manifold is Anosov diffeomorphism when
there exists a direct sum decomposition of the tangent
bundle TxM at each point x into complementary subspace
Eux , E
s
x such that
(Dxf)E
u
x = E
u
f(x), (17)
(Dxf)E
s
x = E
s
f(x), (18)
ξ ∈ Eux =⇒ ‖(Dxfn)Eux‖ ≥ Kλn‖ξ‖, (19)
ξ ∈ Esx =⇒ ‖(Dxfn)Esx‖ ≤ Kλn‖ξ‖, (20)
where K > 0, 0 < λ < 1 are determined by x not by ξ or
n.
Lemma 4. When the condition (12) is satisfied, the map
T˜ε on M is an Anosov diffeomorphism.
According to [7, 8], for any normalized two dimensional
vector
a = (a1(n), a2(n)),
consider cones L+ and L− such that
L+ = {(a1(n), a2(n)); ‖J(n)a‖ > ‖a‖},
L− = {(a1(n), a2(n)); ‖J(n)a‖ < ‖a‖}.
The goal is to prove
J(n)a ∈ L+(T˜εxn), ∀a ∈ L+(xn), (21)
J(n− 1)−1a ∈ L−(T˜−1ε xn), ∀a ∈ L−(xn). (22)
3θ1(n+ 1) − 2θ1(n) + θ1(n− 1) = −ε tan (pi(θ1(n)− θ2(n))) , (5)
θ2(n+ 1) − 2θ2(n) + θ2(n− 1) = ε tan (pi(θ1(n)− θ2(n))) . (6)
[θ1(n+ 1) − θ2(n+ 1)]− 2 [θ1(n)− θ2(n)] + [θ1(n− 1) − θ2(n− 1)] = −2ε tan [pi(θ1(n)− θ2(n))] , (7)
Proof. In the case of (21), the condition that a ∈ L+(xn)
is expressed by
a ∈ L+(xn)⇔
{
a1(n)
a2(n)
> 1− piεcos2(piqn) , ε > 2pi
a1(n)
a2(n)
< 1− piεcos2(piqn) , ε < 0.
(23)
Let define a′ ≡ J(n)a = (a1(n + 1), a2(n + 1)). The
condition that a′ ∈ L+(xn+1) is expressed by
J(n)a ∈ L+(T˜εxn),
⇔
{
a1(n+1)
a2(n+1)
> 1− piεcos2(piqn+1) , ε > 2pi
a1(n+1)
a2(n+1)
< 1− piεcos2(piqn+1) , ε < 0.
(24)
By substituting a1(n + 1) = a2(n) and a2(n + 1) =
−a1(n) + 2
(
1− piεcos2(piqn)
)
a2(n) and considering
a1(n+ 1)
a2(n+ 1)
=
a2(n)
−a1(n) + 2
(
1− piεcos2(piqn)
)
a2(n)
,
=
1
−a1(n)a2(n) + 2
(
1− piεcos2(piqn)
)
Then, when the condition (23) is satisfied, it holds that
1− piε
cos2(piqk)
<
a1(k)
a2(k)
< 0, ∀k ≥ n+ 1, ε > 2
pi
, (25)
0 <
a1(k)
a2(k)
< 1− piε
cos2(piqk)
, ∀k ≥ n+ 1, ε < 0(26)
Therefore the condition (21) holds. Then consider a sub-
set LL+(xn) of L
+(xn) defined by
LL+(xn) =
{
(a1(n), a2(n))
∣∣∣∣∣1− piεcos2(piqn) <
a1(n)
a2(n)
< 0
}
when ε > 2pi and
LL+(xn) =
{
(a1(n), a2(n))
∣∣∣∣∣0 < a1(n)a2(n) < 1−
piε
cos2(piqn)
}
when ε < 0. It holds that
J(n)a ∈ LL+(T˜εxn), ∀a ∈ LL+(xn). (27)
In the case of (22), it holds that
a ∈ L−(xn)⇔
{
a1
a2
> 1− piεcos2(piqn) , ε > 2pi ,
a1
a2
< 1− piεcos2(piqn) , ε < 0.
(28)
Then,
J(n− 1)−1a ∈ L−(T˜−1ε xn),
⇔
{
a1(n−1)
a2(n−1)
> 1− piεcos2(piqn−1) , ε > 2pi
a1(n−1)
a2(n−1)
< 1− piεcos2(piqn−1) , ε < 0.
(29)
By substituting a1(n − 1) = 2
(
1− piεcos2(piqn−1)
)
a1(n) −
a2(n) and a2(n− 1) = a1(n), one can see condition (29)
holds when condition (28) holds.
Then, by considering a orbit {xn}∞n=−∞ there exists a
cone L−(x∞) and l
−(xn) such that
L−(xn) ⊃ J−1(n)L−(xn+1),
⊃ J−1(n)J−1(n+ 1)L−(xn+2),
· · ·
⊃ l−(xn),
l−(xn) ≡
(
∞∏
k=n
J−1(k)
)
L−(x∞),
Then, one can choose any eigenvector spaces Eux and
Esx from LL
+(xn) and l
−(x) each other by
Euxn ⊂ LL+(xn), Esxn ⊂ l−(xn). (30)
It is established that
(
Dxn T˜ε
)
Euxn ⊂ LL+(xn+1) and(
Dxn T˜ε
)
Esxn ⊂ L−(xn+1). Then, one can define Euxn+1 ,
Esxn+1 by
Euxn+1 ≡
(
Dxn T˜ε
)
Euxn , E
s
xn+1 ≡
(
Dxn T˜ε
)
Esxn . (31)
Euxn and E
s
xn are independent by theire definition so that,
it holds that
TxnM = E
u
xn ⊕ Esxn .
Next let’s determine K,λ. Stretching rate σ is defined
by
σ(xn,a) =
‖J(n)a‖2
‖a‖2 ,
=
a21 + a
2
2 − 4a1a2
(
1− piε
cos2(piqn)
)
+ 4
(
1− piε
cos2(piqn)
)2
a22
a21 + a
2
2
,
= 1− 4 a1a2
a21 + a
2
2
(
1− piε
cos2(piqn)
)
+ 4
(
1− piε
cos2(piqn)
)2
a22
a21 + a
2
2
,
= 1 + 4
(
1− piε
cos2(piqn)
){(
1− piε
cos2(piqn)
)
sin2 φ− sinφ cos φ
}
,
4where sin2 φ ≡ a22
a2
1
+a2
2
, sinφ cosφ ≡ a1a2
a2
1
+a2
2
, − pi < φ ≤ pi.
Then, it holds that if a ∈ LL+(xn),(
1− piε
cos2(piqn)
)
sin2 φ− sinφ cosφ
{
< 0, ε > 2
pi
,
> 0, ε < 0,
(32)
Let define αn ≡
(
1− piεcos2(piqn)
)
, and
g(φ) ≡ αn sin2 φ− sinφ cosφ,
g′(φ) = αn sin(2φ)− cos(2φ),
= sin(2φ) (αn − cot(2φ)) .
(I) Case of ε > 2pi ,
Considering αn <
a1(n)
a2(n)
= cotφn < 0, the range of φn
is expressed by
pi
2
< φn < ψn,−pi
2
< φn < ψn − pi, (33)
where cotψn = αn. Since g
′(φ) is positive in this range,
It becomes
g(φn) < g(ψn) =
2αn
1 + α2n
< 0,
σ(xn,a) < 1 + 4αn · 2αn
1 + α2n
< 1 +
16(1− piε)2
1 + (1 − piε)2
Then by defining K = 1 and λ =
√
1 + 16(1−piε)
2
1+(1−piε)2 , con-
dition (19) is satisfied.
(II) Case of ε < 0,
Considering 0 < cotφn < αn, the range of φn is ex-
pressed by
ψn < φn <
pi
2
, ψn − pi < φn < −pi
2
, (34)
Since g′(φ) is positive in this range, It becomes
g(φn) > g(ψn) =
2αn
1 + α2n
> 0,
σ(xn,a) > 1 + 4αn · 2αn
1 + α2n
> 1 +
16(1− piε)2
1 + (1 − piε)2
Then by defining K = 1 and λ =
√
1 + 16(1−piε)
2
1+(1−piε)2 , con-
dition (19) is satisfied.
For a symplectic map, since the shrinking rate is a
inverse of stretching rate, condition (20) is also holds.
Therefore, the map T˜ε on M is an Anosov diffeomor-
phism.
According to [8], Anosov diffeomorphism is K-system.
Therefore the theorem below holds.
Theorem 5. When the condition (12) is satisfied, dy-
namical system (M, T˜ε,
1
4dpdq) has the mixing property.
According to [1], if (M, T˜ε) is a Anosov diffeomor-
phism, M is also a Axiom A attractor. Since Lebesgue
measure dpdq is preserved by T˜ε on M , and dynamical
system (M, T˜ε, dpdq) is ergodic for ε < 0,
2
pi < ε. There-
fore, Lebesgue measure is a unique SRB measure.
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FIG. 3. The density function f(x) of x = I1(100). Initial
points {(p0, q0)} are uniformly distributed and I1(100) is ob-
tained by I1(100) = −ε
∑99
i=0 tan(piqi). g(x) and parameter aˆ
obtained by least squares method is aˆ = 68.01 ≃ 100 × 0.65.
µ = 2.64,
√
σ = 3.93 × 104
Cauchy distribution Action variable I1(n) can be ex-
pressed by
I1(n) = I1(0)− ε
n∑
k=1
tan [pi {θ1(k)− θ2(k)}] . (35)
A probability variable sk = {−ε tan [pi {θ1(k)− θ2(k)}]}
is according to the Cauchy distribution whose scale pa-
rameter is |ε| for ε < 0, 2pi < ε. That is {sk} is stationary
and strongly mixing. Then according to [11], {I1(n)}
is in accordance with a stable distribution. Figure 3
shows log-log plot of the distribution f(x) of {I1(100)}
at ε = 0.65 obtained by numerical experiment and fitted
function g(x). The number of initial pointsN isN = 106.
When {I1(100)} are in accordance with Cauchy distribu-
tion whose scale parameter is a, the probability variables
{x = (I1(100) − µ)/
√
σ} are considered to be in accor-
dance with g(x) defined by
g(x) =
1
pi
a
√
σ
(
√
σx)2 + a2
, (36)
where µ and
√
σ are an average and a variance re-
spectively obtained from finite number of probability
variables {I1(100)}. By fitting g(x) to the data using
least squares method, fitted parameter aˆ is obtained as
aˆ = 68.01 ≃ 0.65× 100. This result shows I1 is in accor-
dance with Cauchy distribution, so that the true average
and variance of I1 do not exist.
The fluctuation of Energy In not integrable system,
there is a trade-off relation between the conservation of
Energy and the that of symplecticity [10]. Then, this
symplectic map, the energy cannot be conserved and fluc-
tuates. Especially in this map since the distribution with
I1 and I2 are in accordance with Cauchy distribution,
their variances σ(I1,2) diverge. Then the kinetic energy
and a total one also diverge. The Figure 4 shows the
behavior of the fluctuation of energy.
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FIG. 4. The time behavior of total Energy H(I1, I2, θ1, θ2).
It fluctuates and its variance diverges. The initial condition
is (I1, I2, θ1, θ2) = (1.41, 1.51 +
pi
2
, 0.1,−1.4).
Superdiffusion Considering that I1 is in accordance
with Stable distribution and referring the Figure 3, su-
perdiffusion occurs. Figure 5 shows the log-log plot with
times evolution of Mean Square Displacement (MSD) for
I1 at ε = 0.66 >
2
pi and there occurs superdiffusion. The
inclination of the fitting line is about 1.80 > 1.
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FIG. 5. The mean square displacement (MSD) of map T
for ε = 0.66 (solid line) and its fitting line (broken line). The
inclination of fitting line is about 1.80. Super diffusion occurs.
Lyapunov exponent Since the Lebesgue measure is
unique SRB mesure for ε < 0, 2pi < ε, KS entropy h(T˜ε)
is expressed as
h(T˜ε) =
∫ ∫
log | det
(
DT˜ε|Eu
)
|dpdq, (37)
=
∫ ∫
log |γ|dpdq, (38)
where γ is a eigenvalue of Jacobian J(x) whose absolute
value is larger than unity.
γ =
{
γ−, when ε >
2
pi ,
γ+, when ε < 0,
(39)
γ± = 1− piε
cos2(piq)
±
√(
1− piε
cos2(piq)
)2
− 1. (40)
h(T˜ε) is equivalent to a positive Lyapunov exponent.
Then, in |ε| ≫ 1, the Lyapunov exponent can be ex-
pressed by
λ(ε) = log
∣∣∣2(1− 2ε±√4ε(ε− 1))∣∣∣ . (41)
Figure 6 shows the comparison between the numerical
result and analytical formula of Lyapunov exponent. The
numerical result is consistent with analytic formula in
|ε| ≫ 1.
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FIG. 6. The numerical result (red cross) of Lyapunov expo-
nent and analytical formula (solid line).
Conclusion We proposed canonical deterministic
model with superdiffusion. We showed the condition of
superdiffusion. The analytical formula of invariant den-
sity is obtained and mixing property is shown when this
condition satisfied. We also calculate Lyapunov expo-
nent and it is consistent with a numerical experiment.
The action variables are in accordance with the Cauchy
distribution whose scale parameter is |ε| in ε < 0, 2pi < ε.
Therefore, this model has energy fluctuation divergence.
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