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INTRODUCTION 
L’utilisation de plus en plus grande des systèmes électriques et électroniques dans tous les domaines de 
l’activité humaine actuelle a accru l’attention portée à la Compatibilité ElectroMagnétique (C.E.M.). La 
directive européenne définit ainsi la C.E.M. : il s’agit de « l’aptitude d’un dispositif, d’un appareil ou 
d’un système à fonctionner dans son environnement électromagnétique de façon satisfaisante et sans 
produire lui-même des perturbations électromagnétiques intolérables pour tout ce qui se trouve dans 
cet environnement ». Un appareil est considéré comme compatible du point de vue 
électromagnétique s’il continue à fonctionner dans un environnement électromagnétique perturbé et 
dans le même temps ne contribue pas à ces perturbations. 
Dès lors on conçoit bien qu’il ait fallu en ce domaine réglementer l’utilisation de tout ensemble 
électrique ou électronique en quantifiant les niveaux autorisés en émission et les niveaux supportables 
en susceptibilité. Ces contraintes de CEM, initialement appliquées de manière globale aux appareils, se 
sont peu à peu reportées sur les éléments qui les composent, dans un premier temps sur les systèmes 
complets, puis sur les cartes électroniques (ou équipements) qui les constituent, jusqu’à approcher 
désormais les briques élémentaires de l’électronique actuelle que sont les circuits intégrés. Cette 
tendance à la normalisation a principalement vu le jour dans les domaines des transports où 
« l’incompatibilité électromagnétique » peut se révéler dangereuse, sinon cruciale pour la sécurité.  
 
L’intérêt spécifique pour la Compatibilité Electromagnétique des circuits intégrés est assez récent et 
résulte de la convergence de plusieurs tendances industrielles et technologiques:  
 Les fonctions électroniques qui se trouvaient auparavant sur les cartes électroniques 
sont désormais intégrées sur un même circuit intégré. Ces circuits sont le cœur de la 
carte électronique, d’où l’importance pour la CEM qui leur est accordée. 
 L’apparition des nouvelles matrices de portes logiques à haute densité (plusieurs 
centaines de milliers de portes à plusieurs millions de portes), les nouvelles technologies 
(0.25 µm, 0.18 µm, 0.12 µm et bientôt moins de 0.1µm) et les méthodes de conception 
haut niveau de type système sur puce (ou SoC : System On Chip), autorisent une forte 
intégration de fonctions complexes et rapides tels que Processeurs de Signaux 
Numériques spécialisés, chaînes de traitement de signal, séquenceurs complexes 
d’algorithme de télécommunications, etc. Malgré la diminution des tailles des portes 
logiques élémentaires, qui auraient dû entraîner une diminution de la surface de silicium, 
les possibilités d’intégration de nouvelles fonctions dans une même puce ont conduit à 
l’augmentation de la surface des nouvelles puces et du nombre de transistors.  Ainsi, il 
était possible d'intégrer près de 500 millions de transistors en 0.12µm, avec une 
estimation de 10 milliards de portes dans quelques années. Cela conduira aussi à une 
plus grande puissance consommée par chaque circuit intégré.  [i] 
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Année 1992 1996 2000 2002 2004 2010 
Technologie 0.7µm 0.35µm 0.18µm 0.12µm 0.1µm 0.05µm 
Alimentation 5V 3.3V 1.9V 1.2V 1V 0.5V 
Aire Max  (mm2) 14x14 18x18 20x20 22x22 25x25 30x30 
Puissance max (W) 30 70 100 140 160 218 
Fréquence 
d’horloge[MHz] 100 300 800 1500 3500 10000 
Nbre max de Pads 350 800 1500 1800 3500 6000 
 
 Durant ces dernières années, les progrès en lithogravure ont principalement affecté les 
dimensions des dispositifs actifs et interconnexions. Cependant, les fréquences 
d’horloge utilisées à l’intérieur des composants ont aussi évolué vers des fréquences plus 
élevées (Figure 1- gauche), impactant par le spectre émis de nouvelles gammes de 
fréquences (Figure 1- droite). 
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Figure 1: Evolution de la lithographie, des fréquences d’horloge, et impact sur les émissions 
 
 De manière concomitante à ces évolutions technologiques, on a observé une 
augmentation globale du niveau maximum d’émission des circuits intégrés (Figure 2) : 
cette tendance ne pourra être modifiée que par l’application de techniques de 
conception spécifiques issues de la recherche. Les coûts engendrés par la mise en 
conformité avec les spécifications de la CEM ont crû de manière parallèle. 
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Figure 2: Augmentation des niveaux d’émission avec les nouvelles technologies. 
 
 L’autre phénomène préoccupant pour les questions de compatibilité électromagnétique 
est la diminution des tensions d’alimentation des composants (Figure 3), qui va entraîner 
l’abaissement des seuils de susceptibilité, et par conséquence une contrainte toujours 
plus forte sur les seuils d’émission autorisés. 
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Figure 3: Evolution de la tension d'alimentation avec la réduction des dimensions 
 
Le projet IERSET (Institut Européen de Recherche sur les Systèmes Electroniques pour les 
Transports [ii]) sur la Compatibilité Electromagnétique des Circuits Intégrés  a posé [iii] [iv] les premières 
bases de cette étude, notamment par la compréhension des mécanismes principaux de génération et de 
propagation.  
Ce projet a associé autour du LESIA-INSA (Laboratoire d’Etude des Systèmes Automatiques et 
Informatiques), les industriels : EADS-Airbus, Alcatel Space Industries, Siemens-VDO et Motorola.  
 
Alors que les premières méthodes de mesure normalisées commençaient à se mettre en place dans les 
comités normatifs nationaux et internationaux, le travail réalisé au cours du projet IERSET a fait 
apparaître le besoin de simulation dans le domaine de la CEM des circuits intégrés et les manques 
Emission 
level 
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évidents des modèles alors disponibles pour ces simulations. En particulier, les simulations 
électromagnétiques au niveau des cartes ne prenaient pas en compte les circuits d’alimentation, 
considérés comme parfaits et n’autorisant donc pas la propagation des bruits des composants : le 
circuit intégré intégrait seulement des problèmes d’intégrité de signal, par exemple sous la forme du 
modèle IBIS [v]. Ce sont ces insuffisances au niveau des modèles d’alimentation auxquelles il fallait 
pallier pour maintenir la validité des simulations électromagnétiques des cartes électroniques. 
 
La nécessité d’un modèle d’émission parasite des circuits intégrés est le nœud central autour duquel 
s’articule cette thèse : au point de vue de la relation fabricant/utilisateur de circuit intégré, la définition 
d’un modèle d’émission normalisé et non confidentiel permet de simplifier et de faciliter l’échange de 
données. Pour le fabricant, la livraison d’un modèle d’émission représente une valeur ajoutée au 
produit fourni au client. 
D’autre part, du seul point de vue du fabricant, la volonté de réduction de l’émission parasite des 
circuits intégrés, ou pour le moins la volonté de se conformer à une limite définie, passe 
nécessairement par la possibilité de simuler cette émission, afin d’améliorer si nécessaire le 
comportement du composant par des modifications dès les phases de conception sans attendre la 
fabrication (Figure 4). 
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Figure 4: L’objectif visé est de remplacer la méthode actuelle (à gauche) de validation CEM par une 
nouvelle méthodologie (à droite) incluant des simulations. 
 
Notre contribution en ce domaine tend donc à couvrir les deux aspects évoqués ci-dessus :  
 valider un modèle simple et non-confidentiel, pour le proposer à la normalisation ;  
 développer à Motorola une méthodologie de simulation permettant l’obtention des 
paramètres de ce modèle 
 utiliser les résultats de ce modèle pour l’amélioration des composants dès leur design 
(Figure 4), à l’aide d’outils de simulation, de règles de conception et de formation auprès 
des designers. 
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La méthodologie appliquée dans cette étude a donc été la suivante : nous nous sommes tout d’abord 
intéressés aux origines des émissions parasites et aux méthodes de mesures permettant de les 
caractériser. Nous avons ensuite évalué le processus de conception des circuits intégrés en définissant 
ses manques quant à la possibilité de simuler les émissions parasites et nous avons proposé une 
méthodologie permettant cette simulation. Nous avons comparé les résultats simulés obtenus avec 
ceux résultant de mesures, afin de valider notre modèle. Nous avons d’autre part évalué les avantages 
et les manques des modèles existants et nous nous sommes impliqués dans la proposition d’un 
nouveau modèle normalisé. Enfin, nous avons pu mettre en place et valider, sur un composant de test 
spécifique, quelques règles de réduction de l’émission dont nous avions fait l’hypothèse au cours de 
cette étude. 
 
Le plan suivi ici se déduit de cette méthodologie et consiste en quatre grandes parties : 
1. Les émissions parasites dans les circuits intégrés 
2. Modèle d’émission des circuits intégrés 
3. Expérimentation : mesures et validation des simulations 
4. REGINA : composant de validation des règles de conception 
 
 
D’un point de vue théorique, nous explicitons l’origine des phénomènes d’émission parasite dans les 
circuits intégrés CMOS submicroniques en nous focalisant sur les portes élémentaires, la circulation 
des courants et l’implication de ces courants en terme de fréquence d’émission parasite. Après avoir 
décrit les principes généraux de la mesure de compatibilité électromagnétique, nous approfondissons 
ensuite les différentes méthodes de mesure en cours de normalisation [vi] propres à la caractérisation de 
l’émission conduite et rayonnée des circuits intégrés, en nous intéressant plus particulièrement aux 
méthodes les plus usuelles qui sont celles que nous avons utilisées dans cette étude (sonde 1 Ohm [vii] 
et cellule TEM [viii]). 
 
La deuxième partie de notre travail traite de la modélisation de l’émission parasite et son intégration 
dans un processus de simulation prédictive dans un contexte industriel. Notamment, après avoir décrit 
les méthodes industrielles de conception des circuits intégrés, avec un aperçu particulier de la structure 
d’un microcontrôleur, nous étudions les faiblesses et les manques au niveau outils et modèles, et 
contribuons à l’élaboration d’un modèle générique, baptisé ICEM [ix], et du cookbook [x] qui lui est 
associé. Nous détaillons la structure de ce modèle , ses paramètres et leur signification. Le processus 
d’extraction est explicité sous l’angle de l’amélioration des outils de conception existants pour exploiter 
ce modèle.  
 
En troisième partie, nous décrivons différentes expérimentations en vue de la validation des mesures 
d’émission. Une méthode d’extraction des paramètres du modèle ICEM à partir de la mesure est 
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décrite. On détaille également l’environnement servant à la mise en œuvre du microcontrôleur, 
notamment les cartes de mesure et la programmation. Différentes configurations d’application sont 
traitées, ainsi qu’une comparaison  entre mesures et simulations de l’émission parasite du HC12 de 
1MHz à 1GHz, principalement en mode conduit, avec quelques résultats en mode rayonné.  
 
La dernière partie présente un composant de test destiné à la validation des règles de conception faible 
émission que nous avons inventoriées et caractérisées en simulation. Le circuit spécifique, nommé 
REGINA (Research on EMC Guidelines on INtegrated circuits in Automotive), a été fabriqué en 
technologie Motorola SMARTmos 0.35µm. Nous donnons les détails de la spécification, de la 
structure et de la conception du circuit. Les résultats de mesure présentés permettent une classification 
et la validation des règles, une vérification de certaines hypothèses pour l’émission conduite et 
rayonnée du circuit.  
 
 
 
 
                                                 
i  ITRS SIA roadmap  http://public.itrs.net/  
ii  Institut Européen de Recherche sur les Systèmes Electroniques pour les Transports 
www.ierset.asso.fr  
iii  M.Lubineau, E. Sicard, C. Huet, P. Santana, J.C. Pourteau, L. Bessettes, P. Mounier, J. Logan, A. 
Ottenheimer, C. Marot : “ Vers un modèle CEM de Circuit Intégré”, CEM Compo 2000, Toulouse. 
iv  M.Lubineau, E. Sicard, C. Huet, P. Santana, J.C. Pourteau, L. Bessettes, P. Mounier, J. Logan, A. 
Ottenheimer, C. Marot : “ Influence of Integrated Circuits behavior EMC simulation of electronic 
boards”, Proceedings of CEM Clermont 2000, Clermont-Ferrand.  
v  IBIS I / O Buffer Information Specifications V4.0, July 2002.www.eigroup.org/ibis/ibis.html   
vi  Norme IEC 61967 : www.iec.ch  
vii  Norme IEC 61967-4 
viii  Norme IEC 61967-2 
ix  IEC 62014-3 : ICEM 
x  IEC 62014-4 : ICEM Cookbook 
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Chapitre 1 
LES EMISSIONS PARASITES DANS LES 
CIRCUITS INTEGRES 
Ce chapitre présente les principes généraux sur les émissions parasites des circuits intégrés, en 
s’intéressant tout d’abord aux origines de ces émissions dans les circuits CMOS puis en décrivant les 
méthodes qui permettent de mesurer et de quantifier ces émissions. 
1. Origine des phénomènes d’émission parasite                    
A. Rappels de technologie CMOS 
Différentes technologies à semiconducteurs existent et permettent de fabriquer des circuits 
intégrés. La technologie à base de silicium, et tout particulièrement celle nommée CMOS (Complementary 
Metal Oxide Silicon), est cependant la plus utilisée actuellement pour les applications courantes, fabriquées 
en grande production. On la retrouve ainsi dans des applications de télécommunication, d’informatique et 
de transports, où la compatibilité électromagnétique est un problème crucial. Pour ces raisons et parce que 
les composants de test étudiés à Motorola appartiennent à la catégorie des circuits CMOS, nous avons 
limité le domaine de recherche à cette seule technologie. 
Les principes des circuits CMOS ont été posés et brevetés au début des années 1960, notamment 
par P.K.Weimer et F.Wanlass, mais la théorie décrivant le transistor MOS (Métal Oxyde Semiconducteur) à 
effet de champ avait déjà été proposée dès 1925 par J.Lilienfeld [1]. Il fallut cependant attendre les progrès 
de fabrication des matériaux semiconducteurs et du contrôle de leur qualité pour que les premiers 
composants MOS puis CMOS voient le jour au milieu des années 60. 
1/ Le transistor MOS 
Le fonctionnement du transistor est simple : c’est celui d’un interrupteur. L’ouverture ou la 
fermeture du passage de l’entrée (source) à la sortie (drain) du composant est commandée par un troisième 
port (grille), comme le montre la Figure 1- 1. 
 
Source Drain
Grille (0)
Source Drain
Grille (1)
Courant
Transistor ouvert Transistor fermé  
Substrat
DrainSource
Grille
Symbole du NMOS  
Figure 1- 1 : Représentation schématique du transistor NMOS 
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Le transistor MOS à effet de champ répond à ce principe grâce aux propriétés des matériaux 
semiconducteurs. Dans le cas du transistor NMOS présenté ici (Figure 1- 2), le silicium utilisé comme 
substrat est dopé positivement (P : dopage au Bore le plus souvent, qui augmente les trous, porteurs de 
conduction positifs) ; les contacts du drain et de la source sont des zones fortement dopées négativement 
(N : dopage au Phosphore qui augmente les électrons, porteurs de conduction négatifs). Le canal est situé 
entre ces deux zones de contact. Une mince couche d’oxyde (environ 200 Angström de SiO2 dans les 
technologies jusqu’à 0.18µm) sépare le canal du polysilicium (silicium polycristallin), qui est le contact de la 
grille, et les isole électriquement l’un de l’autre. 
Silicium: substrat dopé P
Silicium: substrat dopé P
Contact N+Contact N+
Grille DrainSource
Canal: couche  d’inversion Substrat
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Figure 1- 2: Schéma de la structure physique du transistor NMOS 
Lorsque le substrat est à la masse, l’application d’une tension positive sur la grille repousse les 
porteurs de charge positive (trous) loin sous l’oxyde vers le substrat plus négatif. Il se forme ainsi sous 
l’oxyde une zone, appelée couche d’inversion, où les porteurs négatifs (électrons) deviennent majoritaires 
et permettent la conduction entre drain et source: c’est là l’effet du champ électrique qui donne son nom à 
ce type de transistor. La tension appliquée sur la grille contrôle ainsi l’ouverture ou la fermeture du canal  
La tension que l’on appliquera entre drain et source permettra également de moduler le courant transitant 
dans le canal en modifiant sa capacité de conduction. Ce comportement, conforme à celui d’un 
interrupteur quasi parfait, est vrai en régime statique et dans une gamme de tensions spécifique, mais 
diffère dès lors qu’on passe en régime dynamique ou que l’on sort du domaine de validité. 
Substrat
DrainSource
Grille
Vgs
Ids
Vds
 
Figure 1- 3: Symbole électrique du transistor NMOS 
On peut décrire plus complètement le comportement d’un transistor MOS en donnant ses 
principales caractéristiques (Figure 1- 3), comme le courant ou la tension drain-source, respectivement IDS 
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ou VDS, en fonction des tensions aux ports du transistor (VGS : tension grille-source ). Quatre régions de 
fonctionnement différentes peuvent être définies au premier ordre (Figure 1- 4):  
 la région de coupure : pour VGS < VT    Ö IDS=0   (VT : tension de seuil).  
Le transistor ne conduit pas. La tension de  grille ne permet pas la formation de la couche 
d’inversion : il y a seulement déplétion (les trous ont migré vers le substrat  sans pour autant 
que les électrons ne soient devenus porteurs majoritaires : la zone sous la grille manque de 
charges conductrices). 
 la région linéaire : pour 0 <VDS <VGS-VT   Ö  ( )  −⋅−= 2
2
DSDSTGSDS
VVVVI β  (Equation 1-1)     
Le courant IDS est quasiment proportionnel à VGS et VDS (pour VDS2<< VGS -VT ), avec un 
gain β fonction de la géométrie du MOS ainsi que de paramètres intrinsèques au matériau . 
La zone d’inversion est créée et conduit. 
 la région de saturation (aussi appelée région de modulation de longueur du canal ou CLM : 
Channel Length Modulation) : pour 0 < VGS -VT <VDS  Ö ( )2
2
TGS
DS
VVI −⋅=β  (Equation 1-2) 
La zone d’inversion est créée et étendue au maximum, mais sa conduction (et donc le 
courant IDS qu’elle peut drainer), limitée par la mobilité des électrons dans le 
semiconducteur, n’augmente plus et reste constante.  
 la région d’avalanche : [ ][ ])(exp)(1 02010 DSDSDSDSDS VVkVVkII −⋅−+=   (Equation 1-3) 
l’accélération des porteurs liée au champ latéral très élevé (fort VDS) se traduit par un effet 
d’ionisation par impact qui génère de très forts courants. 
Région 3: 
saturation
Région 1:
coupure
|Vds|
Ids
Vgs
Ids
Vds
augmente
Vgs
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|Vgs - Vt | = |Vds|
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Région 2:
linéaire Région 2:
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Région 4: 
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Figure 1- 4: Les différentes plages de fonctionnement du transistor MOS. 
2/ Les circuits à CMOS : PMOS et NMOS 
Le transistor MOS présenté ci-dessus est un transistor à canal N (la zone de déplétion contient des 
électrons). Pour créer un transistor MOS à canal P (trous), on utilisera un substrat dopé N et connecté à la 
tension d’alimentation (VDD) et des contacts drain ou source P+. On aura ainsi une zone de déplétion 
peuplée de trous en appliquant à la grille une tension plus faible que VDD – le plus souvent une tension 
nulle. Ce transistor PMOS réagit donc à la commande opposée de celle du transistor NMOS (Figure 1- 5). 
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Source Drain
Grille (1)
Source Drain
Grille (0)
Courant
Transistor ouvertTransistor fermé  
Substrat
DrainSource
Grille
Symbole du PMOS  
Figure 1- 5: Représentation schématique du transistor PMOS 
Chacun des deux types de transistor MOS pourrait être utilisé seul pour créer une logique PMOS 
ou NMOS. Le problème majeur résiderait alors dans la qualité du signal transmis : un NMOS transmet 
correctement un signal logique 0 mais imparfaitement un signal logique 1 (faible). A l’inverse, un PMOS 
transmet bien le niveau 1 mais faiblement le niveau 0. 
Dans l’exemple d’un NMOS pris comme porte de transmission, on considère que le MOS charge 
une capacité (cas typique) sur son drain (Figure 1- 6).  Le transistor va transmettre l’état 0 de sa source vers 
son drain en 3 temps : 
1. A l’instant initial, la capacité est chargée à la tension d’alimentation VDD. Les tensions de 
source et de grille sont nulles. 
2. La grille est à VDD : VGS =VDD et VDS =VDD ; la capacité se décharge via le courant 
IDS au travers du MOS. 
3. La capacité se déchargeant, VGS reste constante, mais VDS diminue progressivement 
jusqu’à devenir nulle : IDS =0 et le transistor est fermé. 
DrainSource
GrilleVgs
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de charge
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 0
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IdsEtat
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1 Ö 0
1
2
3
Vgs 
constante
 
Figure 1- 6: Le NMOS, porte de transmission de l’état 0 à l’état 1. 
Le transistor va également transmettre l’état 1 à sa capacité de charge en 3 temps ; cependant on 
intervertit en ce cas les noms de drain et de source (qui sont interchangeables) afin d’utiliser les mêmes 
courbes I(V)  (Figure 1- 7): 
1. A l’instant initial, la capacité (source) est déchargée. La tension de grille est aussi nulle. La 
tension d’entrée (drain) est à VDD . 
2. La grille est à VDD : VGS =VDD et VDS =VDD ; la capacité va se charger via le courant IDS au 
travers du MOS : la tension drain-capacité VDS  et la tension grille-capacité  VGS vont alors 
diminuer. 
3. La capacité s’est chargée jusqu’à (VDD -VT). La tension grille –capacité VGS vaut alors VT , 
soit [VDD -(VDD -VT)]. Le courant IDS est nul, le transistor est fermé, mais l’état logique 1 aux 
bornes de la capacité est inférieur à VDD et vaut (VDD -VT). 
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Figure 1- 7: Le NMOS, porte de transmission imparfaite de l’état 0 à l’état 1. 
De la même manière, un transistor PMOS donnera un état logique 0 dégradé (VT). 
 
En associant un transistor PMOS et un NMOS dans un même composant, on obtient un 
interrupteur dont la sortie donne des signaux logiques clairs et non dégradés. On crée ainsi la première 
brique d’une logique CMOS (Figure 1- 8 : porte de transmission). 
SortieEntrée
G
- G  
Figure 1- 8: Interrupteur avec NMOS et PMOS 
Cependant, ce type de porte de transmission nécessite l’arrivée sur les grilles des MOS de deux 
signaux de commande complémentaires G et –G et ne régénère pas le signal. Une configuration 
permettant la régénération du signal est celle de l’inverseur CMOS où le même signal commande le PMOS 
et le NMOS qui sont placés en série comme Figure 1- 9. La sortie de l’inverseur est reliée au VDD par le 
PMOS (qui la maintiendra à l’état 1) et à la masse par le NMOS (qui la maintiendra à l’état 0). 
L’ inverseur est l’élément de base de la conception de circuits CMOS.  
NMOS
PMOS
Commande Sortie
Vdd
 
Commande Sortie
0 1 
1 0 
 
Figure 1- 9: Inverseur CMOS et table de vérité 
3/ Technologie CMOS : avantages et inconvénients 
La technologie CMOS représente plus de 80% des ventes de semiconducteurs. D’autres 
techniques existent cependant : on comptera surtout les technologies bipolaire sur silicium, arsénite de 
gallium et autres semiconducteurs III-V, ces dernières étant davantage utilisées pour les circuits incluant de 
l’optoélectronique ou pour les circuits les plus rapides (les temps de commutation des portes sont les plus 
courts). 
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Les principaux avantages que l’on trouve aux technologies CMOS sont : 
 Des niveaux logiques haut et bas parfaitement conservés après chaque porte. 
 Une très faible consommation statique, ce qui fut la première raison de leur 
développement : la puissance n’est dissipée que lors des transitions. 
 L’utilisation de mémoires denses et à faible consommation. 
 Des temps de transition d’un niveau à l’autre relativement courts et similaires en montée et 
en descente. 
 La possibilité de combiner logique et analogique dans un même circuit. 
 Aujourd’hui la très large disponibilité de ces technologies et leur utilisation généralisée en 
ont réduit les coûts de production. 
Pour des applications touchant aux fortes puissances, à grande rapidité, grande précision ou 
linéarité, d’autres technologies sont utilisées, notamment le BiCMOS pour la puissance, l’AsGa pour la 
rapidité et le Bipolaire pour la linéarité. 
B. Origine des émissions parasites : commutation de l’inverseur CMOS 
L’inverseur CMOS décrit plus haut est la brique élémentaire de la logique CMOS, mais c’est aussi 
la cause des émissions parasites produites par les circuits intégrés. On a représenté en Figure 1- 10 un 
inverseur avec les différents courants et tensions associés, ainsi que la réponse en fonction du temps de la 
sortie (front de tension descendant) à un signal de commande (front de tension montant). 
N
M
O
S
PM
O
S
Sortie
Vdd
Ve
Vgp
VsVgn
Commande
Ip
In
Vp
Vn
temps
Ve et Vs
Vdd
Commande
Sortie
0
Vt
 
Figure 1- 10: Transition du signal de commande et de la sortie de l’inverseur en fonction du temps. 
1/ Les réponses I(V) de l’inverseur 
Les réponses I(V) du transistor MOS ont été décrites ci-dessus. Celles de l’inverseur se trouvent en 
associant les réponses du NMOS à celles du PMOS, avec les conditions suivantes, vérifiées à tout instant t :  
 Vn + Vp = VDD  
 Vgn + Vgp = VDD  
Vp et Vn  sont les tensions drain-source respectivement du transistor PMOS et du transistor 
NMOS. Vgp et Vgn sont les tensions de grille du PMOS et du NMOS, respectivement par rapport à VDD 
et à la masse. 
La Figure 1- 11 représente les courants Ip et In qui traversent le PMOS et le NMOS en fonction 
de Vp et de Vn (axes d’abscisse opposés). Les chiffres dans les carrés donnent les états de chacun des 
transistors au même instant. 
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1. A l’instant initial, la sortie est à l’état haut, donc Vn= VDD et Vp=0 : il n’y a pas de 
conduction. 
2. La tension de commande change et passe à l’état haut. Le NMOS conduit, Vn diminue donc 
légèrement et le PMOS est toujours à l’état bloqué. 
3. Vn a diminué jusqu’à 0, tout comme le courant In du NMOS. La sortie est donc à l’état bas, 
Vp est à VDD: on atteint le 2ème état stable de l’inverseur. 
4. La tension de commande change à nouveau et passe à l’état bas. Le PMOS conduit, Vp 
diminue donc légèrement et le NMOS reste à l’état bloqué. 
5. Vp a diminué jusqu’à 0, tout comme le courant Ip du PMOS. La sortie est alors à l’état haut, 
Vn est à VDD: on retrouve l’état stable initial de l’inverseur. 
En observant les courbes des P et NMOS à Vgp maximum, on note la différence de niveau entre 
les courants drainés par le PMOS et le NMOS, qui est due à la différence de mobilité entre porteurs du 
canal du NMOS (électrons plus rapides) et ceux du PMOS (trous plus lents). 
Vn
Vg
n
au
gm
en
te
Avec Vn + Vp = Vdd    ∀ le temps t
et  Vgn + Vgp = Vdd    ∀ t
NMOSPMOSVp
3
4
1
2
5
InIp
2
1 VddVdd 3
4
5V
gp
au
gm
en
te
Courants
 
Figure 1- 11: Courbes de courant lors de la commutation des transistors N et PMOS. 
2/ Le courant transitant dans l’inverseur  
Nous nous s’intéressons dans ce paragraphe à l’aspect temporel de la commutation d’un inverseur. 
En corrélant les courbes I(V) du NMOS (en haut à gauche de la Figure 1- 12) et celle de la transition 
temporelle de la sortie de l’inverseur (en bas à droite de la Figure 1- 12), on obtient la forme temporelle du 
courant consommé par le NMOS lors du changement d’état de l’inverseur. Le courant n’est consommé 
que durant la transition et a la forme d’un pic bref. Le courant transitant au travers du PMOS a une forme 
similaire. 
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I(V) du
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Figure 1- 12: Représentation du pic de courant au travers d’un NMOS lors du passage de la sortie de l’état haut à l’état 
bas. 
Ces appels de courant proviennent des alimentations (VDD ou masse) et chargent ou déchargent la 
sortie, qui peut être assimilée à une capacité (Figure 1- 13), puisque dans un circuit complet, elle est reliée 
par une interconnexion métallique (capacité vers la masse) à l’entrée d’une autre porte (le plus souvent 
capacité de grille). 
Substrat
NMOS
PMOS
Commande Sortie
Vdd
Porte 
suivante
Vdd
Interconnection
Capacité
d’interconnection
Diélectrique
Capacité
d’entrée
 
Figure 1- 13 : Charges placées sur la sortie d’un inverseur. 
Les courants principaux qui circulent à l’ouverture du PMOS ou du NMOS sont donnés Figure 1- 
14, suivant les parcours surlignés. 
NMOS
PMOS
Sortie:
Vdd
Capacité
de sortie
0
Charge 
de 0 à 1
Ip
Ip
NMOS
PMOS
Sortie:
Vdd
Capacité
de sortie
1
Décharge 
de 1 à 0
In In
Vdd
 
Figure 1- 14: courants circulant à l’ouverture du PMOS ou du NMOS 
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3/ Le courant transitant dans les alimentations 
Nous avons observé au paragraphe 1 que les circulations de courant lors du changement d’état 
d’un inverseur ont toujours pour origine les sources d’alimentation du circuit intégré : + (VDD) et – 
(masse). Cette alimentation est presque toujours considérée comme parfaite, immédiate et constante dans 
les schémas électriques. Si tel était le cas, les transferts de charges mis en jeu par les courants 
proviendraient de réservoirs illimités situés à proximité des portes CMOS. En réalité ces sources 
d’alimentation sont situées à l’extérieur du circuit intégré, et le réseau d’alimentation de la puce ne peut 
fournir que partiellement les charges nécessaires : ces appels de courants sur les alimentations des circuits 
intégrés sont les émissions parasites qu’ils produisent. On donne Figure 1- 15 la courbe temporelle de la 
consommation de courant d’un inverseur observée sur ses alimentations: la forme générale est celle d’un 
pic bref et légèrement asymétrique. On note cependant juste avant ce pic une consommation de courant de 
sens opposé : c’est un courant de court-circuit (short-through current) qui survient lorsque l’un des MOS 
de l’inverseur n’est pas encore fermé et que le second MOS est déjà conducteur. 
Pic de courant
mesuré sur les
alimentations
d’un inverseur
Courant de
court-circuit au
début de la
commutation
de l’inverseur
 
Figure 1- 15: Forme temporelle de la consommation de courant d’un inverseur. 
Le cas détaillé jusqu’ici est celui d’un inverseur, mais les autres portes de la logique CMOS 
fonctionnent selon le même principe et produisent des appels de courant similaires. Toutes les portes qui 
vont commuter dans un même circuit sont actionnées par le même signal de commande d’horloge. C’est le 
nombre de ces portes (jusqu’à plusieurs dizaines de milliers) commutant de manière synchrone (en moins 
d’une nanoseconde) qui donne son ampleur au phénomène de l’émission, de l’ordre de 1.5A sur des 
composants de type microcontrôleurs. 
C. Implications spectrales : FFT d’un pic de courant, impact de l’évolution des technologies 
CMOS 
On peut caractériser l’ensemble de ces émissions parasites par la forme temporelle des pics de 
courants qui se propagent sur les alimentations. Cependant cette représentation ne permet pas de 
distinguer aisément toutes les informations qu’elle contient. On lui préfère donc la représentation spectrale 
de ces émissions parasites : leur contenu fréquentiel. 
Si on décrit simplement les pics de courant comme un signal trapézoïdal périodique, on peut en 
donner théoriquement l’amplitude en fonction de la fréquence, en considérant que le pic triangulaire est un 
cas limite du signal trapézoïdal. [2] 
 
Amplitude (A)
temps 
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1/ Transformée de Fourier d’un signal rectangulaire 
A partir d’un signal rectangulaire périodique et parfait (Figure 1- 16), d’amplitude A, de période T 
et de durée du rapport cyclique τ, on peut donner les composantes issue de la décomposition en série de 
Fourier. Cette méthode mathématique permet de décomposer un signal périodique en une série de signaux 
sinusoïdaux d’amplitude, de fréquence et de phase variables. 
Amplitude
temps
A
T
τ
 
Figure 1- 16 : Signal rectangulaire. 
On peut écrire un signal temporel x(t) sous la forme complexe: 
    
T
tnj
n
n ectx
π2
)( ∑∞+
−∞=
⋅=     (Equation 1-4) 
où les coefficients nc  sont les amplitudes complexes des signaux sinusoïdaux de fréquence 
0nf (avec
Tf
10=  la fréquence du signal à décomposer) 
En suivant [2], on trouve : 
Module des coefficients nc  :  Tn
Tn
T
Acn πτ
πττ )sin(=    (Equation 1-5)  
Phase des coefficients nc : ( ) Tncn πτφ =±     (Equation 1-6),  
Le module des coefficients nc  évolue donc à la manière d’une fonction 
x
x)sin(  qui, quand n  varie, 
s’annule lorsque 
T
nτ  est un entier. Ainsi, dans le cas de la Figure 1- 16où le rapport cyclique 
T
τ vaut 1/3,  
les fréquences associées au coefficients 3c , 6c , 9c …  seront annulées. La Figure 1- 17 présente le spectre de 
l’amplitude complexe d’un tel signal rectangulaire et la Figure 1- 18 donne le spectre réel en fonction de 
fréquences positives (les amplitudes sont multipliées par 2 à l’exception du coefficient 0c qui est la valeur 
statique moyenne du signal). 
|Cn|
fréquence
Enveloppe:
Tn
Tn
T
A πτ
πττ )sin(
τ1=f
T
Aτ
τ2=f
0f 02f 03f  
Figure 1- 17 : Spectre théorique d’un signal rectangulaire 
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Figure 1- 18 : Amplitudes réelles du spectre d’un signal rectangulaire 
On comprend ainsi que pour un signal dont le rapport cyclique est exactement de 50% ( T=2τ), 
toutes les harmoniques paires seront nulles. 
2/ Transformée de Fourier d’un signal trapézoïdal 
Si l’on s’intéresse à un signal semblable qui soit réel, il faut alors prendre en compte les temps de 
montée et de descente des signaux, qui ne sont pas nuls comme dans le cas évoqué ci-dessus. Un tel signal 
sera donc trapézoïdal et permettra de décrire aussi bien des signaux d’horloge que les pics de courant qui 
nous intéressent (Figure 1- 19). 
Amplitude
temps
A
T
τ
τr
A/2
τf  
Figure 1- 19 : Signal Trapézoïdal 
On nomme couramment τr et τf les temps de montée et de descente (de l’anglais rise et fall 
times). On compte ici les temps nécessaires au passage de 0 à la pleine amplitude A, bien qu’il soit d’usage, 
pour des raisons de facilité de mesure, de les considérer pris entre 10% et 90% de A. τ est la largeur du 
rapport cyclique à mi-hauteur.  
Pour ces formes de signaux, on obtient les coefficients nc par dérivations successives. 
 

 −−= −+− Tjn
f
f
Tjn
r
r
Tjnn en
Tnen
Tnen
Ajc r τπτπττπ πτ
πτ
πτ
πτ
π
)sin()sin(
2
 (Equation 1-7) 
Cette expression se simplifie pour le cas où τr=τf . On considèrera ici que les temps de montée et 
de descente sont en effet équivalents. On obtient alors : 
 Tjn
r
r
n
reTn
Tn
Tn
Tn
TAc
ττππτ
πτ
πτ
πττ +−



= )sin()sin(    (Equation 1-8) 
 
Tn
Tn
Tn
Tn
TAc r
r
n πτ
πτ
πτ
πττ )sin()sin(2 ⋅=     (Equation 1-9) 
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 Tnc
rn ττπφ +=±)(       (Equation 1-10) 
Les coefficients nc  varient donc comme 2 fonctions  
x
x)sin( où x  augmente avec la fréquence. On 
peut déduire 2 comportements de cette fonction à haute et basse fréquence : 
Lorsque x  est petit : xx ≅)sin(  donc 1)sin( →x
x  
Lorsque ∞→x : xx <<)sin(  donc 
xx
x 1)sin( →  
On peut tracer (Figure 1- 20) l’enveloppe de cette fonction sur un graphique aux échelles 
logarithmiques, par ces deux droites asymptotes qui se coupent à 1=x  soit  rnT πτ=  et πτnT= , ou en 
considérant la variable de fréquence T
nf = , pour 
r
f πτ1=  ou πτ1=f  qui sont donc les fréquences de 
coupure de l’enveloppe.  
La fonction |sin(x)/x|
0,01
0,1
1
0,01 0,1 1 10 100
x
x)sin(
x
0 dB / décade
-20 dB / décade
1=xπτ1=f
π π2 π3
 
Figure 1- 20 : Fonction Sin(x)/x 
La fonction 
x
x)sin( s’annule elle pour πnx= soit 
r
nf τ=  et τnf = , c’est-à-dire pour les 
harmoniques des fréquences associées aux temps de montée et durée du pulse.  
L’Equation 1-9 indique que les coefficients nc sont la combinaison de 2 fonctions du type 
x
x)sin(  
avec des variables différentes. On a représenté en Figure 1- 21 deux de ces fonctions , l’une variant comme 
x
x)sin(  et l’autre comme 
10
)10sin(
x
x , ce qui correspond respectivement à une durée de pulse τ  et à des temps 
de montée/descente de 
10
τ , cas réaliste de signal trapézoïdal. Les deux fonctions ont donc des fréquences 
de coupure différentes, la fréquence de coupure la plus élevée étant générée par les temps les plus courts. 
x 
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Les fonctions 
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Figure 1- 21 : Variation de 2 fonctions Sin(x)/x 
En multipliant ces fonctions l’une par l’autre, on obtient la courbe de la Figure 1- 22, qui présente 
deux fréquences de coupure et deux pentes décrivant l’enveloppe du spectre,  l’une à –20dB/décade, 
l’autre à –40dB/décade. 
La combinaison de 2 fonctions  sin(x)/x : 
0,01
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0,01 0,1 1 10 100
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r
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x
x
x
x ⋅
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x
x
x
x ⋅
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2Aτ /T
Aτ /T
r
f πτ1=πτ1=f
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Figure 1- 22 : Spectre et enveloppe d’un signal résultant de 2 fonctions Sin(x)/x 
Par conséquent : 
  plus la fréquence d’horloge augmente (durée de rapport cyclique qui diminue) plus le niveau 
d’émission augmente 
 plus l’amplitude du pic augmente, plus le niveau d’émission augmente 
 plus les temps de montée ou de descente sont brefs, plus les fréquences de coupure sont 
élevées et plus la zone où le spectre n’est pas atténué est étendue vers les hautes fréquences. 
L’augmentation de la fréquence d’horloge, de l’amplitude du pic de courant et la diminution de s 
temps de montée/descente sont les caractéristiques des nouvelles technologies CMOS : les niveaux 
d’émission parasite augmenteront alors avec l’emploi de ces technologies plus agressives. 
x 
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3/ Pics de courant triangulaires 
Les pics de courant, qui sont les signaux qui nous intéressent puisqu’ils sont mesurés sur les 
alimentations, sont des signaux trapézoïdaux aux limites, c’est-à-dire lorsque les durées de pulse deviennent 
extrêmement réduites et les temps de montée/descente très brefs : les spectres d’émission engendrés sont 
alors très étendus. 
 
Figure 1- 23: Représentation temporelle (gauche) et fréquentielle (droite) d’un pic de courant. 
D. La propagation du bruit et les éléments parasites : le phénomène de résonance 
Les pics de courants générés par les portes CMOS ne sont pas directement transmis vers 
l’extérieur mais rencontrent durant leur propagation des éléments qui les déforment. C’est notamment le 
cas des boîtiers des circuits intégrés, qui génèrent de fortes inductances parasites. L’association de telles 
inductances, aux capacités intrinsèques des circuits intégrés ou aux capacités discrètes externes à ces 
circuits induit le phénomène de résonance 
1/ Signaux d’Entrée/Sortie 
Dans le cas de signaux d’horloge (Figure 1- 24), cette résonance se traduit par des oscillations 
apparaissant après chaque front de montée ou de descente du signal. On retrouve ces oscillations sur les 
spectres d’émission.  
Buffer de
sortie
Capacité
externe
Inductance
boîtier
 
Figure 1- 24: Résonance d’un signal de sortie. 
A partir des enveloppes déterminées au paragraphe précédent, on peut déduire celles où le 
phénomène de résonance existe. Il suffit pour cela de considérer qu’au signal rectangulaire ou trapézoïdal 
initial on superpose une fonction du type sinusoïdal atténué )sin( tKe rt ωα− comme dans l’exemple de la 
Figure 1- 25. La fréquence de ce signal oscillatoire est liée aux inductances L et capacités C parasites 
évoquées plus haut : 
LC
f rr ππ
ω
2
1
2 == . L’atténuation est représentée par le coefficient α et provient de la 
résistance associée aux inductances ou ajoutée en série sur les alimentations, qui diminue l’amplitude des 
oscillations. 
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Figure 1- 25 : Phénomène de résonance sur un signal rectangulaire. 
En considérant ici le cas simple d’un signal rectangulaire parfait avec un rapport cyclique de 50%, 
et où l’oscillation est atténuée en un temps inférieur à T/2 (soit 12<<− Te α ) , on trouve : 
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où 
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
est la fonction modulant le spectre précédemment déterminé. 
On considère pour simplifier que rr ωωαω ≈+= 22 puisque α est petit. Le module de cette 
fonction est alors, en fonction de la fréquence 
T
nf = , du type : 
  
424 rr
r
dffcfbf
fafZ ++=       (Equation 1-13) 
ce qui correspond à un filtre passe-bande centré sur la fréquence rf  de résonance des éléments 
LC (voir Figure 1- 26 où le filtre est centré sur 1=rf ). 
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Réponse spectrale 
de la fonction de résonance lors d'oscillations
0,01
0,1
1
0,01 0,1 1 10 100fréquence
+20 dB / décade -20 dB / décade
 
Figure 1- 26 : Fonction de résonance de l’oscillation. 
En surimposant cette réponse spectrale aux spectres d’émission obtenus pour des signaux 
rectangulaires ou trapézoïdaux, on trouve les nouvelles enveloppes où l’émission est fortement augmentée 
autour de la fréquence de résonance rf  (Figure 1- 27) . 
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(comparé au spectre sans résonance) 
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Figure 1- 27 : Impact de la résonance sur le spectre d’émission. 
2/ Cas des alimentations 
Le cas qui nous occupe principalement ici est celui du bruit sur les alimentations : ce bruit est 
également soumis aux effets de résonance décrits ci-dessus pour le cas d’une sortie. Cependant, les 
éléments résonants mis en jeu dans le cas des signaux d’alimentation sont différents de ceux induisant la 
résonance pour les signaux d’Entrée/Sortie. La résonance se produit entre les éléments inductifs du boîtier 
ou des pistes d’alimentations internes et la capacité de découplage interne au composant (Figure 1- 28). On 
obtient alors un spectre émis (Figure 1- 29) où la résonance se surimpose au spectre d’émission usuel d’un 
pic de courant triangulaire. 
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Figure 1- 28: Résonance d’un signal d’alimentation. 
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Figure 1- 29 : Enveloppe du spectre d’émission avec résonance. 
Après avoir posé les bases théoriques de l’émission des circuits intégrés, on s’intéressera aux 
méthodes actuellement utilisées pour mesurer ces émissions. 
2. Les méthodes de mesure de l’émission parasite 
A. Principes fondamentaux 
On ne saurait aborder le thème de la mesure des émissions parasites sans avoir au préalable 
rappelé quelques notions d’électromagnétisme qui sont à la base des mesures de compatibilité 
électromagnétique. On s’attachera également aux moyens généralement utilisés pour ces mesures, ainsi 
qu’aux conditions d’expérimentation. 
1/ Rappels de la théorie de l’électromagnétisme 
Les ondes parasites auxquelles nous nous intéressons obéissent aux lois de l’électromagnétisme qui 
ont été mises en évidence au XIXème siècle par Oersted, Faraday, Ampère ou encore Gauss, et mises en 
équation par Maxwell. [2] [3]. 
a. LES EQUATIONS DE MAXWELL 
Les champs électrique E (en Volts/m)  et magnétique B  (en Webers/m² ou en Teslas : T) ont 
pour origine les charges électriques et leurs déplacements (on ne considèrera pas ici le cas de particules ou 
de milieux magnétiques). La théorie électromagnétique permet de lier entre elles ces grandeurs qui servent, 
du point de vue macroscopique, à définir complètement l’état électromagnétique d’un milieu en tout point 
et à tout instant t. Ces équations peuvent prendre soit des formes intégrales soit des formes différentielles, 
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dites encore locales ou ponctuelles (vois Table 1- 1). On utilise en outre les équations constitutives : 
ED ε=  et BH µ= , ainsi que la loi d’Ohm : EJ σ= . 
 Forme Intégrale Forme différentielle 
Loi de Faraday 
dsBdt
ddlE
SC
⋅−=⋅ ∫∫  tBE ∂∂−=×∇  
Théorème  
d’Ampère dsDdt
ddsJdlH
SSC
⋅+⋅=⋅ ∫∫∫ tDJH ∂∂+=×∇  
Théorème  de 
Gauss 
dvdsD
v
v
S
⋅=⋅ ∫∫ ρ  vD ρ=⋅∇  
Conservation de la 
charge dvdt
ddsJ
v
v
S
⋅−=⋅ ∫∫ ρ   
 
tJ
v
∂
∂−=⋅∇ ρ . 
Table 1- 1: Equations de Maxwell 
Ces équations sont des équations différentielles générales avec une infinité de solutions : des 
conditions aux limites (d’un milieu à l’autre par exemple) ou des conditions initiales sont alors nécessaires 
pour trouver une solution unique. 
b. PROPAGATION 
Notre intérêt se porte essentiellement sur la façon dont les ondes électromagnétiques se propagent 
dans un milieu représentatif des technologies silicium et de leur environnement (conducteurs-diélectrique). 
On distingue alors trois modes de propagation : 
TE : Transverse Electrique : la composante du champ électrique E suivant z est égale à zéro. 
TM: Transverse Magnétique : la composante du champ magnétique B suivant z est nulle. 
TEM : Transverse Electro-Magnétique : combinaison des deux précédents modes (Figure 1- 1).  
C'est ce dernier mode de propagation qui est traditionnellement considéré et que nous utiliserons 
car il s'applique aux guides d'ondes formés de milieux homogènes. Les modes TM et TE présentent en 
effet des fréquences de coupures basses introduisant une atténuation de l'onde.  
Propagation
 
 
Z
 
 
E
 
B
 
 
 
 
Figure 1- 30: Allure des champs électriques et magnétiques dans un guide d’onde (mode TEM) 
  Chapitre 1 : Emissions parasites
   
1-19 
Par les formulations des équations de Mawxell, on peut extraire les paramètres de ligne à partir de 
l'équivalence ligne de transmission [2], [4]. Celle-ci n'est valable que dans le cas du mode de transmission 
TEM. En considérant que l’on se place dans une propagation d'onde guidée conventionnelle, les 
répartitions de courants et de potentiels sont alors données par les équations télégraphiques qui gouvernent 
les lignes de transmission à l’aide des paramètres R,L, C, G [5] [6]. 
La modélisation d’une ligne de transmission sous forme d’éléments discrets R, L, C est possible à 
la condition que la ligne soit électriquement courte à la plus haute fréquence considérée : la longueur de la 
ligne modélisée à cette fréquence ne doit pas être plus grande qu’une fraction significative de la longueur 
d’onde  λ  (soit λ/10). 
La longueur d’onde dans l’espace libre se définit par : f
v00=λ  où 0v est la vitesse de phase de 
l’onde et est égale à la vitesse de la lumière dans le vide. Pour une propagation dans un matériau caractérisé 
par ε=ε0εr et µ=µ0µr, cette vitesse vaut  µε
1=v  : la propagation est ralentie et la longueur d’onde plus 
petite vaut 
rrεµ
λλ 0= . La Table 1- 2 donne quelques grandeurs de longueur d’onde selon les fréquences et 
les matériaux considérés .  
Fréquence Longueur d’onde dans le vide Longueur d’onde dans un 
matériau  (εr=4) 
300 MHz 1 m 0.5m 
1 GHz 30 cm 15 cm 
30 GHz 1 cm 0.5 cm 
Table 1- 2: Fréquences et longueurs d’onde correspondantes. 
Pour les cas de mesure et de simulation qui nous intéressent, en considérant des matériaux 
typiques (εr=4), la longueur d’onde à 1GHz vaut 15cm : le modèle d’éléments RLC discrets est donc 
valable sur une longueur de 1.5cm, ce qui est de l’ordre des dimensions d’un circuit intégré et de son 
boîtier; au-delà de cette longueur, et notamment pour des modèles de cartes,  il est nécessaire de diviser la 
ligne ou la piste considérée en plusieurs morceaux. 
c. DIPOLES ELECTRIQUES ET MAGNETIQUES. 
L’utilisation des dipôles électriques et magnétiques est fréquente en CEM pour calculer les champs 
émis par des antennes. L’intérêt est la conversion des grandeurs électriques provenant de circuits 
électriques en grandeurs électromagnétiques de rayonnement. On retiendra les deux cas principaux :  
 le dipôle électrique (Herzien) est constitué d’un fil de longueur faible par rapport à la 
longueur d’onde considérée ; son efficacité est faible, mais c’est un cas d’étude intéressant 
car les champs lointains qu’il génère sont très proches de ceux générés par la plupart des 
antennes réelles.  
 le dipôle magnétique est constitué d’une boucle et rend compte de l’émission que génère un 
courant circulant à travers un circuit fermé. 
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2/ Généralités sur les méthodes de mesure en CEM 
On déduit des considérations théoriques évoquées au paragraphe précédent un ensemble de règles 
et de pratiques qui sont utilisées pour les mesures de compatibilité électromagnétique, et particulièrement 
lors de mesures de perturbations émises par les circuits intégrés. 
a. MESURE DE CHAMPS ET DE COURANTS .  
On a vu précédemment que les perturbations électromagnétiques peuvent se propager dans des 
milieux conducteurs ou dans des milieux diélectriques : on différenciera donc les perturbations conduites 
des perturbations rayonnées, bien qu’elles trouvent la plupart du temps leur origine dans le même 
phénomène, dans notre cas la commutation des circuits à logique CMOS. 
 Perturbations conduites : 
On fera là encore la distinction entre deux types de perturbations, selon que le signal à mesurer 
aura une forte amplitude en courant (et faible en tension) ou une forte amplitude en tension (et faible en 
courant). Dans le cas qui nous intéresse principalement, les appels de courants des circuits CMOS se 
propagent sur les circuits d’alimentation qui sont peu résistifs : on mesure alors davantage un courant 
qu’une tension. Les changements d’état des sorties d’un circuit intégré provoqueront en revanche des 
signaux aux fortes variations de tension (de 0V à 5V typiquement) avec de faibles courants (sur des charges 
de 10kΩ par exemple).  
Mesures de courant : Dans ce cas le signal mesuré devra être transformé en tension, puisque les 
appareils usuels mesurent le plus couramment des tensions, avec en outre la nécessité d’une adaptation 
50Ω. Si la tension résultant du courant à mesurer est suffisamment élevée, on pourra utiliser une sonde 
haute impédance (1MΩ) pour la mesure (sonde qui rajoute par ailleurs de la capacité sur le point de 
mesure, de l’ordre de quelques pF à une dizaine de pF). Si la tension à mesurer est trop faible, on peut 
introduire une résistance sur le chemin du courant, aux bornes de laquelle on viendra aisément lire la 
tension ; cependant cette méthode intrusive peut modifier la répartition initiale des courants. Les méthodes 
qui ne nécessitent pas de contact avec le conducteur utilisent le principe de Faraday  : les variations du 
courant dans le conducteur induisent une force électromotrice dans une boucle conductrice proche. La 
sonde est donc une petite boucle qui peut soit être située près du conducteur, soit l’entourer 
complètement. 
Mesures de tension : Cette mesure peut se faire à l’aide des sondes haute impédance citées plus 
haut, ou par des ponts diviseurs de tension permettant l’adaptation 50Ω. De petites antennes pourront 
aussi mesurer ces variations de tension, mais la difficulté consistera alors dans le choix entre la résolution 
spatiale et la sensibilité de la mesure, qui dépendent toute deux de la forme de l’antenne. 
 Perturbations rayonnées: 
On aura là recours à des antennes réceptrices qui transforment les champs électromagnétiques en 
signaux électriques mesurables par les appareils usuels. De nombreuses formes d’antennes existent, depuis 
les dipôles demi-onde, les monopoles quart d’onde, jusqu’aux antennes biconiques et réseau d’antennes, 
pour des applications et des fréquences variées qui dépendent des facteurs d’antennes et des ouvertures 
effectives de ces antennes.  
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b. MODES COMMUN ET DIFFERENTIEL 
Les notions de mesure en mode commun et en mode différentiel, très importantes en 
compatibilité électromagnétique, renvoient à des mesures conduites de perturbations (cf. Figure 1- 31). 
Circuit R
Perturbation
Mode Différentiel Circuit R
Masse
Perturbation
Mode Commun
Masse
 
Figure 1- 31 : Mesure en mode différentiel et en mode commun. 
On appelle perturbation en mode commun une perturbation dont le chemin de retour du signal 
est la référence commune de masse. Une mesure en mode commun est donc une mesure par rapport à la 
référence commune de masse. 
Une perturbation en mode différentiel aura pour chemin de retour du signal un autre chemin que 
la référence commune de masse. Une mesure en mode différentiel est donc faite par rapport à une 
référence autre que la masse. 
On comprend que ces deux types de mesures sont liés, et que la conversion de l’un à l’autre sera 
une fonction des rapports d’impédances vis-à-vis de  la masse et du point de référence choisi [7] . 
 
c. MESURE TEMPORELLE ET MESURE FREQUENTIELLE : 
Que la mesure soit réalisée sur des perturbations conduites ou rayonnées, elle pourra trouver deux 
représentations contenant les mêmes informations mais différemment interprétables : une représentation 
temporelle et une représentation spectrale. C’est la mesure spectrale qui est la plus couramment utilisée, 
puisqu’elle permet aisément de différencier des signaux très semblables dans leur forme temporelle (cf 
Figure 1- 32).[8] 
 
Figure 1- 32: Deux signaux sous formes temporelle et fréquentielle. 
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d. APPAREILS DE MESURE ET GAMMES DE FREQUENCE 
 Appareils de mesure 
Oscilloscope : 
L’oscilloscope est un moyen de mesure utilisé en CEM davantage à des fins d’évaluation 
qualitative que pour une analyse quantitative des émissions. Il y a à cela deux raisons : on mesure à 
l’oscilloscope la forme temporelle des signaux, dont l’exploitation peut s’avérer limitée, puisque deux 
signaux très semblables dans le domaine temporel peuvent avoir des signatures spectrales très différentes. 
D’autre part la bande passante des oscilloscopes, qui pour les plus performants atteint aujourd’hui plusieurs 
GHz, est le plus souvent limitée à quelques centaines de MHz. 
Analyseur de spectre : 
Un analyseur de spectre est un instrument indiquant l’amplitude de signaux périodiques : il s’agit 
d’un récepteur radio dont le filtre passe-bande est modifié pendant le temps de mesure. C’est l’appareil par 
excellence des mesures de CEM, qui permet des mesures précises à chaque fréquence et jusqu’à des 
fréquences élevées, de quelques centaines de MHz à plusieurs dizaines de GHz pour les plus performants. 
 
 Signaux large bande et signaux à bande étroite : 
On distingue deux types de signaux selon leur étalement spectral : ceux à large bande et ceux à 
bande étroite, dont la mesure est différente. 
 La norme IEC 61967-1 [9] précise comment différencier ces signaux : il faut effectuer deux 
mesures, l’une avec la largeur de bande par défaut, l’autre avec cette largeur réduite d’un tiers. Si le niveau 
mesuré des valeurs de crête du spectre est réduit de 5 dB ou plus lorsque la largeur de bande est réduite de 
1/3, les émissions peuvent alors être considérées comme étant majoritairement à large bande.  
Les circuits intégrés numériques commandés par une horloge synchrone constituent des exemples 
de sources à bande étroite. En général, ils produisent un spectre d'émission continu dominé par les 
harmoniques et fractions d'horloge. Pour cette raison, le détecteur choisi n'influence pas les valeurs 
indiquées. Les circuits intégrés produisant un spectre discontinu, tels que convertisseurs et circuit logique 
asynchrone, sont des éventuelles sources à large bande. 
 
Les gammes de fréquence d’intérêt pour la mesure des perturbations émises par les circuits 
intégrés dépendent largement du type de circuits, et notamment de leur fréquence d’horloge. On a en effet 
vu que le spectre émis par un circuit s’étend le plus souvent jusqu’à quelques dizaines d’harmoniques de la 
fréquence d’horloge du circuit. Dans le cas des circuits pour l’automobile que nous étudions, la gamme de 
fréquence 150kHz-1GHz qui est la plus courante est adaptée à des circuits avec des fréquences d’horloge 
inférieures à 100MHz. 
 
La Table 1- 3 présente les largeurs de bande de mesure recommandées par la norme IEC 61967-1 
pour les récepteur RF et analyseurs de spectre selon la gamme de fréquence: 
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Gamme de fréquences 150 kHz – 30 MHz 30 MHz - 1 GHz 
Largeur de bande de résolution du 
récepteur ou de l’analyseur de 
spectre à 6 dB 
9 kHz - 10k Hz 100 kHz -120 kHz 
Table 1- 3: Largeur de bande de mesure selon les gammes de fréquence considérées. 
e. UNITES DE MESURE ET NIVEAUX D’EMISSION 
 Unités 
A cause de la large échelle d’amplitude nécessaire lors de mesures de compatibilité 
électromagnétique, l’échelle logarithmique est d’utilisation courante. La plupart des ratios (sans dimensions) 
et des amplitudes sont ainsi donnés en décibels (dB), définis comme suit : 
Puissance (dB) = 10 log (P2 / P1)    (Equation 1-14) avec P = V² / R 
Puissance (dB) = 20 log (V2 / V1) + 10 log (R1 / R2) (Equation 1-15) 
Si      R1 = R2  , alors  dB = 20 log (V2 / V1) = 20 log (I2 / I1) 
L’expression en dB de la tension ou du courant est obtenue en substituant 1V ou 1A à V1 ou I1:  
dBV = 20 log ( V )      et          dBA = 20 log ( A ) 
VdBµV = 20 log (V/ 1µV) = 20 log (V) + 120  (Equation 1-16) 
PdBmW = 10 log (P/ 1mW) = 10 log (P) + 30  (Equation 1-17) 
 
L’équivalence entre VdBµV et PdBmW (avec P = V ² / Z)  est alors: 
VdBµV = PdBmW + 10 log (Z) + 90   (Equation 1-18) 
VdBµV = PdBmW + 107   pour Z = 50 Ω   (Equation 1-19) 
On a donc les correspondances suivantes entre les différents systèmes d’unités: 
1 µV = 0 dBµV 
1 mW = 0 dBmW   
1 mW sur 50 Ω    <===>   107 dBµV 
 
 Niveaux de mesure 
On peut présenter les mesures effectuées sous la forme d’un simple graphique 
amplitude/fréquence où sont indiqués les niveaux d’émission maximum de la mesure (cf. Figure 1- 33). 
 
Niveaux de Référence des Emissions des Circuits Intégrés 
NIVEAU 3    20 dBµV    10 µV 
dB
( Niveau Ambiant typique ) 
Fréquence 150 kHz 1  GHz 
 0.32 µV 
NIVEAU 2    10 dBµV    3.2 µV 
dB
NIVEAU 1      0 dBµV     1 µV 
dB
-10 dBµV    
dB
NIVEAU 4    
dB
      ….     
dB
 
Figure 1- 33: Niveaux d’émission. 
Chapitre 1 : Emissions parasites   
 
1-24 
Par ailleurs, des méthodes de classement des niveaux d'émission des circuits intégrés ont été 
définies dans la norme IEC 61967 [9] pour des dBµV. 
Ce diagramme des niveaux d'émission proposé suit la théorie d'une réponse à impulsions 
trapézoïdales et propose 3 pentes différentes d'amplitudes d'émission: 
 0 dB/décade (amplitude constante jusqu'à la première fréquence de coude 1/(τ)) 
 -20 dB/décade (réduction d'amplitude jusqu'à la seconde fréquence de coude 1/(τr)) 
 -40 dB/décade (réduction de l'amplitude à des fréquences> 1/(τr)) 
Les fréquences de coude dépendent des temps de montée/descente ainsi que de la durée de 
l'impulsion.  
 
Figure 1- 34: Diagramme des niveaux d’émission selon la fréquence. 
Le diagramme des niveaux d'émission (Figure 1- 34) permet de sélectionner différentes pentes 
pour différentes gammes de fréquences, par exemple uniquement deux pentes, voire même une seule pente 
sur toute la gamme de fréquences. Ces pentes sont repérées par des lettres ou des chiffres. Le niveau 
d’émission déterminé par la courbe rouge de la Figure 1- 34 sera ainsi désigné par EjO. Les niveaux repérés 
sur le diagramme sont distants de 6 dB. 
 
f. IMPEDANCE CARACTERISTIQUE DE MESURE 
On utilise le plus souvent pour les mesures en CEM des adaptations dites 50 Ohms. Ce terme 
désigne en réalité l’impédance caractéristique d’une ligne de transmission ou d’un câble. Le principe de 
l’adaptation 50 Ohms est de ne pas provoquer de discontinuité sur le chemin de mesure, depuis le point de 
test jusqu’à l’appareil de mesure, ce qui, en terme de propagation, revient à éviter la discontinuité du milieu 
propageant l’onde, qui entraînerait des réflexions indésirables modifiant le signal à mesurer. 
L’impédance caractéristique d’un câble ou d’une ligne de transmission est son impédance en 
chacun de ses points par rapport à la masse. Il ne s’agit donc pas de l’impédance série du câble (qui a par 
exemple le plus souvent une résistance série inférieure à 1 Ohm. Si l’on caractérise une petite portion de 
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câble avec des éléments discrets RLCG (cf. Figure 1- 35), on donne alors son impédance caractéristique Zc 
par :  
( ) ( )ωωγ
ω
ω
jCGjLR
jCG
jLRZc
+⋅+=
+
+=
    (Equations 1-20 et 1-21) 
où ω est la fréquence de l’onde considérée et γ est la constante de propagation de cette onde. 
L’impédance caractéristique Zc est donc dépendante de la fréquence à laquelle on se place. 
R L
G C
 
Figure 1- 35: Portion de câble modélisée par des éléments RLCG 
Le choix d’une telle valeur de 50 Ohms résulte d’un consensus sur l’utilisation des câbles. 
Ainsi, pour des câbles ayant le même rapport b/a, où a est le rayon de l’âme du câble et b le rayon 
de son enveloppe de masse (cf. Figure 1- 36), on a : 
 a faible: 
Faible tension de rupture (effet d’un fort rayon de courbure) 
Faible capacité à transmettre de l’énergie 
 a grand: 
Z0 augmente, et la puissance transmise à la charge est réduite. 
Pour des câbles avec des rapports b/a différents : 
1/ Le maximum de puissance peut être fourni en bout de ligne de transmission pour un 
rapport b/a = e , ce qui donne alors Z0= 30 Ω 
2/ Pour minimiser l’atténuation dans la ligne de transmission (cas de signaux faible 
puissance très sensible, comme les signaux de télévision), le rapport est  b/a = 3.6. On 
trouve alors Z0= 77 Ω. 
Un compromis raisonnable entre perte minimum et capacité de transmission de puissance 
maximum est donné par la moyenne de ces deux cas, soit Z0= 50 Ω. 
a
b  
Figure 1- 36: Câbles ayant le même ration b/a et des tailles différentes. 
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g. ENVIRONNEMENT ET PROCEDURES DE MESURES USUELS 
Les conditions d’essai se doivent d’être fixées pour assurer la reproductibilité des mesures. Ainsi, la 
température ambiante doit être de 23 ± 5°C car les émissions de circuits intégrés varient avec la 
température (les courbes de réponse des transistors MOS sont fonction de la température). 
On doit aussi s’assurer du niveau de bruit ambiant, qui doit être au moins de 6 dB inférieur aux 
niveaux d'émission les plus bas devant être mesurés. On le vérifiera en effectuant des mesures avec le 
dispositif en essai mis hors tension. Pour obtenir ces conditions ambiantes, un blindage sera parfois 
nécessaire. Celui-ci dépend de la méthode d'essai spécifique et du niveau de bruit ambiant. Une cage de 
Faraday peut être nécessaire pour contrôler les conditions ambiantes lors de mesures d'émissions. 
Le fonctionnement du circuit intégré testé doit aussi être stable sur la durée de sorte que deux 
mesures, séparées par un intervalle de temps donné, produisent des résultats identiques. Cela implique que 
la vitesse de balayage SV  (intervalle de fréquence mesuré par seconde, en MHz/s) soit plus faible que le 
produit de la fréquence de boucle mf (en Hz) du programme du circuit intégré et de la bande passante de 
résolution RBW  (en MHz), soit :  
   mS fRBWV ⋅⋅≤32     (Equation 1-22) [9] 
Dans le cas des gammes de fréquences de la TABLE XXX, en utilisant les bandes passantes 
conseillées et en considérant le cas d’un programme dont la boucle met 10µs à s’exécuter (soit  
kHzfm 100= ) on obtient les vitesses de balayage maximum de la Table 1- 4 : Conditions de mesure selon 
les fréquences : 
Gamme de fréquences 150 kHz – 30 MHz 30 MHz - 1 GHz 
RBW 9 kHz - 10k Hz 100 kHz -120 kHz 
Vs max 600 – 667  MHz/s 6.67 – 8  GHz/s 
Table 1- 4 : Conditions de mesure selon les fréquences 
La vitesse de balayage alors utilisée est telle qu'une vitesse de balayage plus lente n'entraîne pas de 
modification significative des émissions mesurées. 
 
Si le circuit intégré de test est programmable (cas de plus en plus fréquent), le logiciel qui 
fonctionne en boucle continue dans le circuit intégré peut être de trois types (minimum, représentatif ou 
cas le plus défavorable) et modifiera profondément le spectre mesuré. 
a.  Minimum : exécution de la fonction compteur. 
b. Représentatif : code de production ou de fonctionnement normal - Essais représentatifs, 
exploitation "usuelle" du microprocesseur et des entrées/sorties. 
c. Cas le plus défavorable : exploitation de toutes les entrées/sorties - Utilisé à des fins de 
diagnostic. 
Ce programme utilisé tournera en boucle continue pendant la mesure. 
 
Les conditions de mesure ci-dessus s’appliquent de manière générale aux mesures de compatibilité 
électromagnétique, qu’il s’agissent de tester des systèmes complets ou des circuits intégrés. Certaines 
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normes spécifiques aux circuits intégrés ont cependant tout récemment été créées : elles seront décrites 
dans le paragraphe suivant. 
B. Méthodes de mesures normalisées 
1/ CEM et cadre normatif 
Les normes explicitées ci-dessous ont fait l’objet de proposition au niveau international par l’IEC 
(International Electrotechnical Commission) [10]. Elles s’appliquent spécifiquement aux mesures 
d’émission des circuits intégrés, mais s’imbriquent de manière cohérente dans l’ensemble plus vaste des 
normes de CEM sur les systèmes électroniques. L’IEC assure le lien entre ces normes sur la CEM et 
coordonne les divers comités qui les produisent (Figure 1- 37). 
 
Figure 1- 37: Organisation des différents comités normatifs. 
Deux comités en particulier, TC77 et CISPR, ont produit des documents (IEC61000 et CISPR16 
« Spécifications pour les appareils et les méthodes de mesure du brouillage radioélectrique et de 
l'immunité ») qui posent les bases générales des normes et standards de la CEM. Leurs domaines 
d’application considèrent aussi bien les phénomènes conduits que rayonnés, à haute (>9kHz) et basse 
fréquence (<9kHz), ainsi que les phénomènes de décharge électrostatique (ESD) et les pulses 
électromagnétiques nucléaires de haute altitude (HEMP). Pour les techniques de mesures (qui utilisent le 
plus souvent des moyens similaires en émission et en susceptibilité), on se réfèrera aux publications 
suivantes : 
Techniques de mesure et de test 
Publications IEC Sujet 
Emission  Perturbations conduites/rayonnées haute fréquence 
CISPR 16-1  Perturbation radio et appareillage de mesure d’immunité 
CISPR 16-2  Méthodes de perturbation et mesure d’immunité  
Susceptibilité Perturbations conduites HF 
61000-4-4  Transitoires rapides (bursts), 5/50 ns  
61000-4-5  Surges 1.2/50 µs / 8/20 µs  
61000-4-6  Courants induits, 0.15-80 (230) MHz  
61000-4-12  Ondes oscillantes 
Susceptibilité Perturbations rayonnées HF 
61000-4-3  Champs EM, 80-1000 MHz  
61000-4-9  Pulse de champ magnétique, 6.4/16 µs  
61000-4-10  Champ magnétique oscillant atténué 
61000-4-20  Cellules TEM 
61000-4-21  Chambres à brassage de mode  
61000-4-26  Calibrage des sondes  
Table 1- 5 : Différentes normes de CEM. 
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En particulier, le comité technique TC47 [11] se concentre sur les composants semiconducteurs. 
L’un de ses sous-comités (SC47A) travaille de manière générale sur les circuits intégrés, et le groupe de 
travail WG9 s’intéresse aux procédures de test et aux méthodes de mesure  de compatibilité 
électromagnétique pour les circuits intégrés. La norme IEC 61967  élaborée récemment par ce comité 
SC47A sur les méthodes de mesure en CEM des émissions des circuits intégrés est donnée Table 1- 6. 
 
Référence 
 
Norme internationale IEC 61967                (SC47A / TC47) 
IEC 61967-1 Généralités et Définitions 
IEC 61967-2 Mesure des émissions rayonnées, méthode de cellule TEM 
IEC 61967-3 Mesure des émissions rayonnées, méthode de la sonde de boucle (spécification technique) 
IEC 61967-4 Mesure des émissions conduites, méthodes 1Ω/150Ω  
IEC 61967-5 Mesure des émissions conduites, méthode de la cage de Faraday sur banc de travail 
IEC 61967-6 Mesure des courants RF, méthode de la sonde magnétique 
Table 1- 6 : Normes de mesures pour les circuits intégrés 
Dans la suite, on détaillera ces méthodes en s’intéressant particulièrement à celles qui ont servi de 
support à ce travail.  
2/ Mesure rayonnée – cellule TEM 
a. MESURE RAYONNEE 
Mesurer le rayonnement propre d’un circuit intégré n’est pas simple. Il faut en effet parvenir à 
concilier plusieurs conditions parfois antagonistes :  
 on souhaite mesurer l’émission rayonnée du seul circuit ; il faut donc isoler le circuit intégré 
des composants nécessaires à son activation (alimentation, quartz ou horloge, composants 
discrets etc.) 
 on souhaite mesurer la contribution globale du circuit intégré ; cela nécessite de placer 
l’antenne de mesure à une distance du circuit de test où l’émission reçue est la somme des 
émissions de chaque partie du circuit. 
 on souhaite obtenir des niveaux mesurés suffisamment forts pour être significatifs (au 
minimum 6dB au dessus du niveau de bruit) 
 on souhaite mesurer des gammes de fréquence supérieures à 1MHz (et jusqu’à 1GHz). 
Des mesures de test [12] ont montré que les mesures en champ lointain, courantes dans le 
domaine de la CEM des cartes et systèmes électroniques, ne donnaient pas de résultats probants quant au 
spectre d’émission des circuits intégrés. Ces mesures, réalisées en chambre anéchoïde (cf. Figure 1- 38) 
avec des antennes fouet et biconique placées à 1m du circuit sous test (isolé de ses composants associés par 
un coffret blindé), ont montré de trop faibles niveaux d’émission du composant (trop proches du niveau 
de bruit). On notera également que deux antennes sont nécessaires pour couvrir la gamme de fréquence 
100kHz-1GHz, avec deux  orientations différentes de l’antenne biconique mesurant la polarisation 
verticale et horizontale. 
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Figure 1- 38: Mesures en champ lointain des émissions d’un circuit intégré 
b. PRINCIPE DE LA CELLULE TEM 
Le principe de la cellule TEM [13], issu des travaux de  [14] [15] [16] [17] et du groupe de travail 
américain SAE J1752/3 [18], permet de réaliser les mesures d’émission propre d’un composant, en incluant 
la totalité de ses émissions, avec des niveaux de mesure significatifs couvrant la gamme 150kHz-1GHz, 
sans nécessiter l’utilisation d’une chambre anéchoïde ni d’antennes conventionnelles avec les limitations 
fréquentielles, les non-linéarités de phase, la directivité ou la polarisation qui leur sont propres [19].   
La cellule TEM (Transverse Electromagnetic Mode) [13] est une ligne de transmission, adaptée 
50Ω et élargie, qui propage l’onde TEM d’une source externe ou interne. Cette onde est caractérisée par 
des champs électrique (E) et magnétique (H) orthogonaux entre eux et perpendiculaires à la direction de 
propagation le long de l’axe longitudinal de la cellule (cf. Figure 1- 39). Ce champ simule un champ 
planaire généré dans un espace ouvert avec une impédance de 377 ohms. Ce mode TEM n’a pas de 
fréquence de coupure basse et a également une réponse d’amplitude constante et une phase linéaire en 
fonction de la fréquence. On peut ainsi utiliser la cellule pour générer ou détecter un champ d’intensité 
précise. La fréquence de coupure haute de la cellule sera donnée par la distorsion du signal que provoquent 
les résonances et les modes multiples de propagation de la cellule à haute fréquence. Ces effets sont 
fonction de la taille et de la forme géométrique de la cellule. 
La cellule est refermée à l’une de ses extrémités par une charge de 50 Ω et à l’autre par un 
connecteur coaxial permettant d’amener le signal à l’appareil de mesure (cf. Figure 1- 39). 
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Figure 1- 39: Cellule TEM et schéma. 
L’originalité de la méthode est que la carte carrée où est placé le circuit à tester ne sera pas mise à 
l’intérieur de la cellule, comme dans de nombreux tests de CEM,  mais fera partie intégrante du blindage 
externe de masse de la cellule en le prolongeant. Seul le circuit intégré se trouve ainsi à l’intérieur de la 
cellule, les composants associés étant placés à l’extérieur (Cf Figure 1- 40 pour la vue en coupe de la 
mesure). Le septum, qui est la plaque métallique figurant l’âme de la ligne de transmission et assurant par sa 
géométrie l’adaptation 50Ω sur toute la longueur de la cellule, reçoit l’onde émise par le circuit et la propage 
vers le récepteur de mesure. 
Récepteur de 
mesure 50Ω 
 Composants associés 
50Ω
Composant 
sous test 
Circuit imprimé 
4 couches 
Septum 
Masse 
 Adaptation 50Ω 
 Adaptation 50Ω 
 
Figure 1- 40: Vue en coupe de la mesure en cellule TEM. 
c. MISE EN ŒUVRE DE LA MESURE 
Du fait de la position particulière de la carte dans la cellule, certaines contraintes ont été imposées 
au circuit imprimé nécessaire à la mise en œuvre du circuit intégré. La norme préconise ainsi un circuit 
imprimé  carré (103 x 103 mm) avec quatre couches de métallisation (Figure 1- 41). La couche interne, 
c’est à dire le côté où est implanté le composant sous test, est constituée d’un plan de masse qui réalise la 
continuité avec le boîtier de la cellule TEM, lui aussi à la masse. Vient ensuite un plan d’alimentation au 
potentiel VDD, puis une couche acheminant les différents signaux nécessaires au fonctionnement du circuit. 
Enfin, sur la dernière couche, où sont implantés les composants associés, se côtoient des lignes de signaux 
et de masse. Des vias assurent la continuité des lignes d’alimentation, de masse et de signal à la traversée 
des différentes couches. 
Afin de limiter l’émission des pistes de la couche interne, il a également été proposer d’ajouter 
dans certains cas un plan de masse supplémentaire sur la face où est implanté le composant à tester [20]. 
La méthode TEM à l'avantage d'être facile à mettre en œuvre tout en traduisant correctement les 
changements d'activité du composant testé. Par ailleurs, dans le but de faire des mesures significatives, il est 
nécessaire d'effectuer la mesure selon les quatre orientations géométriques de la carte de test. 
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Couche 4 : masse + signal Couche 3 : signal 
Couche 2 : plan de VDD Couche 1 : plan de masse
Composants associés 
Composant sous test 
 
Figure 1- 41: Vue en coupe de la carte de test. 
d. EVALUATION DES RESULTATS OBTENUS EN CELLULE TEM 
On peut souhaiter transformer les niveaux mesurés, exprimés en dBµV, en terme de champ ou de 
source électrique ou magnétique, afin d’obtenir des comparaisons plus simples ou plus expressives entre 
circuits intégrés. Les moments des dipôles magnétique ou électrique peuvent être des moyens de 
comparaison et servir au calcul du champ lointain. Dans le cas d’une cellule TEM à terminaison simple de 
50 Ohms, l’information sur la nature électrique ou magnétique des dipôles sources équivalents est perdue. 
Cependant, les moments de dipôles magnétique et électrique peuvent être calculés indépendamment en 
supposant que la source est ou magnétique ou électrique.  
 
 Hypothèse du Dipôle Magnétique: 
   50
2377
0 ×
××⋅= ωµDEm p     (Equation 1-23) 
où: Ep est la tension mesurée en sortie de la cellule TEM sur une charge 50 Ohms. 
D est  la distance du septum à la carte sous test en mètres 
 µ0 est la perméabilité du vide (4πx10-7 H/m) 
 ω est la fréquence angulaire en radians/sec (ω = 2πf) 
 f est la fréquence en Hz 
 m est le moment du dipôle magnétique en Ampère-mètres carrés 
ou avec les unités de mesure: 
m(dBµA-m2) = Ep(dBµV) + 20Log[D] - 20Log[f] + 125.6  (Equation 1-24) 
 
 Hypothèse du Dipôle Electrique: 
   50
2×⋅= DEp p      (Equation 1-25) 
p est le moment du dipôle électrique en Ampère-mètres 
ou avec les unités de mesure: 
p(dBµA-m) = Ep(dBµV) + 20Log[D] - 28.0    (Equation 1-26) 
 
e. FAIBLESSES DES MESURES EN CELLULE TEM. 
En [21] est proposée une critique de la méthode de mesure en cellule TEM. En particulier, le 
mécanisme de couplage entre les sources d’émission et le mode TEM de la cellule néglige les boucles de 
courants horizontales (dans le plan du circuit intégré et de la carte de mesure) par rapport aux boucles 
verticales. Ceci s’explique par le fait que le champ électrique généré par une boucle de courant est 
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maximum dans le plan de cette boucle et est polarisé dans ce plan, ce qui est en contradiction avec le mode 
TEM de la cellule. La démonstration s’appuie sur des calculs de résistance de rayonnement (calculée par la 
méthode des moments et figurant le couplage entre source et mode TEM), et est validée à l’aide de 
mesures en chambre anéchoïde. 
Cette constatation des faiblesses de la cellule TEM à représenter tous les couplages possibles, du 
fait de la présence d’un axe de couplage privilégié, a conduit à la création d’une nouvelle cellule TEM plus 
représentative des cas d’applications réels, par l’utilisation des couplages dans les 3 dimensions au moyen 
de 6 septums [22] [23]. Cette cellule, initialement développée pour des cartes et systèmes, pourrait être 
adaptée aux mesures d’émission et de susceptibilité des circuits intégrés.  
f. LA MESURE EN CELLULE GTEM. 
Pour des fréquences allant de 1GHz à 18GHz la cellule TEM sera remplacée par une cellule 
GTEM, plus encombrante et de forme différente (cf. Figure 1- 42), le principe de mesure restant inchangé. 
Comme pour la cellule TEM , la GTEM est adaptée 50 Ohms. On trouve plusieurs tailles de GTEM ayant 
des performances différentes. La GTEM, à la différence de la cellule TEM, comporte des absorbants sur 
une terminaison pour prévenir la réflexion des ondes. 
           
Figure 1- 42: Représentation de la cellule GTEM et des champs dans la cellule 
3/ Mesure conduite – 1 Ohm 
Cette méthode [24], proposée par le comité technique allemand VDE [25] se fonde sur ce 
principe de retour de boucle des courants: les variations de tensions et de courants rapides à l'intérieur du 
circuit intégré entraînent des courants radiofréquence (RF) à l'intérieur et à l'extérieur du circuit intégré. Les 
courants qui se propagent à l’extérieur du circuit sont les perturbations électromagnétiques à mesurer et 
ont nécessairement leur boucle de retour vers le circuit intégré  par l’intermédiaire de la liaison de masse 
(cf. Figure 1- 43) : le trajet de retour commun par l'intermédiaire de la masse constitue un emplacement 
approprié pour mesurer la perturbation conduite. 
masse
Boucle 1
Boucle 2Circuit
Intégré
i1
i2
+i2i1
Entrées/Sorties
Charges
externes
Alimentation
Masse
Sonde
 
Figure 1- 43: Exemple de deux boucles d'émission retournant vers le CI par l'intermédiaire de la masse de référence 
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a. MESURE SUR L’ALIMENTATION 
La norme précise que cette mesure doit être effectuée en utilisant une résistance de 1Ω sous forme 
d'une sonde de courant RF. On mesure la chute de tension dans cette résistance :c’est le niveau total 
d'émission du circuit intégré en essai. La spécification de la sonde est donnée Table 1- 7 et son montage 
Figure 1- 44. Dans le cadre des mesures effectuées à l’INSA pour ce travail, la spécification n’a pas été 
suivie à la lettre mais a été adaptée aux besoins de recherche : la sonde coaxiale spécifique recommandée a 
ainsi été remplacée par des composants montés en surface (CMS) discrets de même valeur placés en 
différents points de l’alimentation du circuit intégré. Cependant l’adaptation spécifique à 50Ω  (cf. Figure 1- 
44) a été conservée pour ne pas provoquer de rupture d’impédance entre le point de mesure et l’appareil de 
mesure. 
 
Gamme de fréquences DC - 1 GHz 
Résistance de mesure Résistance RF (faible inductance) 1Ω(1%).  
La résistance de mesure peut également comprendre des résistances 
montées en parallèle, ce qui accroît l'intensité de courant maximale 
admissible dans la sonde (par exemple 2 Ω//2 Ω) 
Résistance d'adaptation 49 Ω (1%) 
Courant maximal < 0,5 A 
Impédance de sortie Zo 40 - 60 Ω 
Perte d'insertion dans le circuit d'étalonnage 34 dB ± 2 dB 
Liaison câble Câble coaxial souple à double protection avec une impédance de ligne 
de 50Ω ± 2Ω. Le connecteur RF doit être monté avec une faible 
réflexion. La perte d'insertion comprend le câble et la sonde. Les 
variations de la longueur du câble font que les résultats des mesures 
doivent prendre en compte un affaiblissement supplémentaire. 
Montage Sonde coaxiale pouvant être reliée à une prise coaxiale d'une longueur 
de 4 mm. La résistance de mesure doit être le plus près possible de 
l'embout de la sonde. Elle doit être montée de manière à éviter tout 
dommage de nature mécanique. La liaison du câble de sonde doit être 
coaxiale. Bien que les embouts de la sonde puissent généralement être 
remplacés, ils doivent toutefois être solidement reliés au câble. 
Table 1- 7: Spécification de la sonde RF de courant 1 Ohm. 
 
Figure 1- 44: Montage de la sonde de courant RF 
b. MESURE SUR LES ENTREES/SORTIES 
La norme décrit également une mesure permettant d’évaluer les contributions spécifiques des 
entrées/sorties destinées à être reliées à de longs rubans (>10cm) de carte ou de câble. On charge alors ces 
broches par une impédance d’antenne type de 150Ω; un réseau d’adaptation permet d’amener l’impédance 
du point de mesure à 50Ω (cf Figure 1- 45 pour l’implémentation sur un circuit intégré). 
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Figure 1- 45: Schéma d’utilisation des sondes de masse et des sondes de broche sur un circuit intégré. 
Cette méthode a les propriétés suivantes : 
 reproductibilité élevée des mesures 
 évaluation de la contribution conduite totale du circuit intégré 
 évaluation de la contribution des entrées/sorties du circuit broche par broche  
 fonction de transfert linéaire (mesure effectuée sur une impédance résistive)  
 mesure possible à de très basses fréquences 
c. MISE EN ŒUVRE DE LA METHODE: 
Afin d'obtenir une reproductibilité élevée des mesures ainsi que pour comparer différentes cartes 
d’essai, on appliquera les règles de mise en œuvre suivantes : 
La carte pour essai est généralement constituée d'un matériau approprié de type époxydique 
(épaisseur 1,5 mm à 3 mm, constante diélectrique d'environ 4,7). Les côtés supérieur et inférieur sont 
recouverts d'une couche de cuivre de 35 µm. La couche inférieure est généralement utilisée comme masse 
globale, mais il est recommandé de ne pas l'utiliser comme masse du circuit intégré. Il convient que tous les 
composants nécessaires au fonctionnement du dispositif en essai soient montés sur le côté supérieur de la 
carte pour essai et que la plus grande partie possible du câblage soit acheminée vers la couche supérieure ; 
le circuit intégré en essai sera placé au centre de la carte. En règle générale, la sonde de courant RF utilise 
une prise dont le blindage est relié à la masse globale.  
F. Fiori [26] propose une évaluation critique de cette méthode de mesure en montrant que les 
charges 150Ω sur les entrées/sorties et le réseau d’adaptation associé forment une surcharge pour ces 
entrées/sorties et ne présentent pas une fonction de transfert constante en fonction de la fréquence. 
4/ Autres méthodes normalisées 
a. SONDE DE BOUCLE – BALAYAGE EN SURFACE 
Cette méthode [27] de mesure des émissions rayonnées, appelée méthode de balayage en surface 
par sonde de boucle, a été proposée par le groupe de travail américain [28] [29] [30]. C’est une méthode 
d’évaluation en champ proche de la surface du circuit intégré. La précision de la méthode dépend de la 
capacité des sondes utilisées et de la précision du positionnement mécanique de la sonde qui permet le 
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balayage de la surface du circuit. La gamme de fréquence de mesure est comprise entre 1MHz et 3GHz. 
Un exemple de sonde est donné Figure 1- 46. 
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Figure 1- 46: exemple de sonde et de positionnement par rapport à différentes références. 
Pour les mesures de champ magnétique, on utilise une sonde de boucle magnétique faite d’une 
seule boucle de l’ordre du micromètre (par exemple à l’aide de carte à circuit imprimé). Pour les mesures de 
champ électrique, une sonde de taille micrométrique partiellement blindée est utilisée. Un câble coaxial de 
1.194mm peut servir à la fabrication de ces sondes. 
L’acquisition des données se fera par le balayage de la sonde, déplacée au moyen d’un moteur pas 
à pas de précision optique géré par ordinateur. La résolution spatiale est de l'ordre de 100 à 150 
micromètres, avec une hauteur minimale de la sonde au-dessus de la surface du circuit de 100 à 200 
micromètres. On répète les balayages pour plusieurs orientations de la boucle et pour des hauteurs 
différentes. On visualise les résultats obtenus sous forme de cartographies colorées selon les intensités 
mesurées.  
On peut convertir les tensions mesurées en moment de dipôle ou en intensité de champ pour 
caractériser les émissions électromagnétiques du circuit intégré sous test. Cette conversion dépend 
fortement de la hauteur prise comme référence (cf Figure 1- 46), variable selon les cartes et les circuits sous 
test ; pour assurer une cohérence et une bonne répétabilité des mesures, on choisit la plus stable des 
références. 
b. CAGE DE FARADAY SUR BANC DE TRAVAIL 
La norme IEC 61967-5, proposée par [31] et issue de la publication CEI 1000-4-6, concerne elle 
aussi la  mesure des émissions conduites, selon la méthode de couplage en mode commun, au moyen d’une 
cage de Faraday sur banc de travail (WBFC : WorkBench Faraday Cage). Elle décrit une méthode de 
mesure de l'émission électromagnétique conduite des circuits intégrés utilisés avec une carte pour essai 
normalisée ou avec l'application finale de la carte, pour une gamme de fréquence de 150kHZ à 1GHz. 
Comme les mesures ont lieu sur une table sans autre contrainte d’environnement, la méthode est appelée 
méthode sur banc de travail. 
Cette méthode suppose que les câbles reliés à une carte sous test (supposée de faible puissance 
électrique), et ayant des dimensions ≤ λ/2, c'est-à-dire ≤17 cm à 1 GHz, sont les antennes principales: on 
considère alors que l'émission RF se produit davantage par l'intermédiaire de ces antennes que par un 
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rayonnement direct des courants circulant dans le boîtier. La mesure de la tension en mode commun qui 
entraîne ces antennes donnera une indication du champ rayonné. 
Des mesures statistiques (sur plus de 17 000 géométries de câble différentes) ont révélé une 
impédance de mode commun moyenne de 150 ohms. On remplace l'effet de mode commun des câbles par 
des réseaux discrets d'une impédance équivalente de 150 ohms vers le plan de référence (constante jusqu'à 
1 GHz). L'impédance d'entrée de l'analyseur de spectre (50 Ohms) représente une partie de cette 
impédance de 150 ohms. On mesure ainsi une partie de la tension qui excite les câbles. La Figure 1- 47 
présente schématiquement le cas où l’on réalise une mesure sur le câble provenant de la masse de la carte 
sous test. Cette mesure peut également être faite sur les entrées, les sorties et les sources d'alimentation. 
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Figure 1- 47 : Principe de la mesure en WBFC [31] 
Cette méthode permet de montrer l'effet de la disposition de la carte de test, du découplage 
externe ou interne de l'alimentation du circuit intégré, des entrées/sorties, des caractéristiques RF des 
composants discrets utilisés (condensateurs, bobines), etc.  
 Mise en œuvre: 
On a représenté Figure 1- 48 la mise en œuvre de cette méthode. Le banc de travail est un 
montage fermé qui inclut son propre blindage (Cage de Faraday). 
 
Figure 1- 48 : Mise en œuvre de la méthode IEC 61967-5. 
c. BOUCLE MAGNETIQUE 
Cette méthode [32] est issue d’une proposition du Japonais NEC [33] [34]. Elle consiste à utiliser 
une sonde de champ magnétique, réalisée (cf. Figure 1- 49) à l'aide d'un circuit imprimé de 3 couches : 
l'âme de la sonde en couche 2, qui capte et véhicule le signal, est entourée de deux plans de masse en 
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couche 1 et 3, qui écrantent le champ électrique en l’atténuant de 20dB pour des fréquences inférieures à 
1GHz. Afin d’adapter correctement l’impédance de la sonde aux systèmes de mesure, la piste de la couche 
2 a une impédance caractéristique de 50 Ohms. L’aire de la boucle est 0.2x8.4mm et la sonde a pour 
dimensions externes (H,L,P) : 60x12x19mm. Cette méthode permet, pour des signaux de fréquences 
comprises entre 1Mhz et 1 GHz, de détecter les champs magnétiques à la surface d’un circuit intégré ou 
d’un circuit imprimé, et de repérer les zones de forte émission : c’est surtout à ces fins de localisation qu’on 
utilise cette méthode, dont la répétabilité est moindre que celle des méthodes précédemment décrites. Par 
le théorème d’Ampère, on pourra aussi estimer les valeurs du courant circulant sous la sonde à partir du 
champ magnétique mesuré. 
Couche 1
Couche 3
Couche 2
Ouverture sur les
couches 1 et 3
Couche    1    2    3
Vers analyseur de
spectre ou oscilloscope
         
Figure 1- 49: Schéma et photographie de la sonde de champ magnétique. 
C. Autres méthodes de mesure 
1/ Boucle de courant CT6 
Cette méthode permet de mesurer des courants à haute fréquence (250kHz à 2GHz). La sonde 
CT6 [35] utilisée est une petite boucle dans laquelle on doit insérer le conducteur où l’on souhaite mesurer 
le courant. Cette méthode, bien que peu intrusive sur le circuit sous test (l’inductance ajoutée sur le circuit 
est faible : <3nH ; cf. modèle Figure 1- 50), nécessite donc de rajouter en le soudant un fil adapté à la 
sonde. On visualise alors aisément la forme temporelle des émissions parasites. 
L=1.5nH R=1.1 Ohms
 
Figure 1- 50: Modèle d’impédance d’insertion de la sonde CT6. 
2/ TDR: Time Domain Reflectometry 
Cette méthode de mesure proposée par HDT [36] vise à la création de modèles d’éléments 
parasites,  déterminés par le TDR (réflectométrie dans le domaine temporel). Elle consiste à envoyer sur 
l'entrée à caractériser un échelon de tension avec un front de montée très rapide (25ps) (Figure 1- 51). 
L'analyse de la forme du coefficient de réflexion permet de déterminer les différents paramètres du modèle.  
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Figure 1- 51: Principe de la mesure par réflectométrie dans le domaine temporel afin de caractériser le modèle des 
entrées/sorties du composant testé. 
Le coefficient de réflexion ρ est donné par : ZoZ ZoZ+−=ρ  
avec Zo impédance caractéristique du système de mesure, ici 50 ohms. 
Exemple de mesure sur une entrée (Figure 1- 52):  
 0.4  0.6  0.8  1  1.2  1.4  1.6  1.8  2  2.2  2.4  2.60
-1
-0.8
-0.6
-0.4
-0.2
 0
 0.2
 0.4
 0.6
 0.8
 1
ρ
A
B
C
D
Temps (ns)  
Figure 1- 52: Exemple de mesure par TDR sur une entrée. 
La partie A de la courbe représente les éléments parasites dus à la connexion de la sonde sur le 
composant. La partie B traduit les effets du boîtier sur la mesure. Une piste du boîtier peut être modélisée 
par une ligne de transmission d'impédance caractéristique Zo associée à un délai Td (TLM – Transmission 
Line Model). La partie C illustre l'impédance dynamique du composant. Il peut être traduit par un modèle 
comportemental en fonction du temps (BTM – Behavioral Time Model). Enfin en D, il s'agit de la 
résistance de polarisation du composant en parallèle avec la résistance d'entrée du composant. Le modèle 
résultant est illustré Figure 1- 53. En plus des éléments TLM et BTM, le modèle comporte, comme dans le 
cas du modèle IBIS , la description des courbe I(V) des diodes de protection (PVDD et PGND). 
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GND
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Figure 1- 53: Modèle d'une entrée par TDR 
3/ Scanners pour circuits intégrés  
La plupart des méthodes de localisation des émissions à l’aide de sonde dérivent des scanners de 
CEM pour cartes et systèmes, mais leurs dimensions restent toutefois trop grandes et leur précision trop 
faible pour déterminer précisément les zones d’émission sur le silicium même. Diverses études sont 
actuellement menées [37]  pour réaliser des sondes et équipements permettant ces mesures au plus près du 
silicium. Le laboratoire CEM2 de l’Université de Montpellier propose ainsi une méthode de mesure en 
champ proche  dérivée des techniques d’imagerie en champ proche optique [38] [39]. Leur application au 
domaine des circuits intégrés a commencé par des mesures en hyperfréquences (2-10GHz) et s’est 
poursuivi vers les fréquences d’intérêt de cette étude (<1GHz). 
Le circuit sous test est placé sur une table dont le déplacement est contrôlé par ordinateur. La 
sonde est placée au plus près de la surface du circuit, et dans les essais que nous avons réalisés, le dessus du 
boîtier avait été ôté pour mettre à nu la surface du silicium et approcher les sondes à moins de 500µm de 
cette surface. Les mesures sont du type large bande. Deux types de sondes peuvent être utilisées : sonde de 
champ électrique (monopôles) et sonde de champ magnétique (boucles). Les premières ne permettent 
cependant pas d’obtenir des cartographies intéressantes dans notre cas ; la mesure des champs magnétiques 
selon différentes orientations (cf. Figure 1- 54) permet en revanche de localiser les circulations de courant à 
l’intérieur de la puce et de définir qualitativement les zones d’émission.  
 
X 
z 
y 
2 
 3  1   
Champ 
Magnétique 
 
Figure 1- 54: De petites sondes (boucles) permettent de mesurer le champ magnétique proche au dessus du silicium 
selon différentes orientations. 
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3. Conclusion 
Dans ce chapitre, nous nous sommes intéressés aux principes fondamentaux de la Compatibilité 
Electromagnétique des Circuits Intégrés, en détaillant l’origine de ces émissions dans le cas de circuits 
CMOS : les appels de courant générés lors du changement d’état d’une porte logique ont la forme 
temporelle d’un pic, dont nous avons évalué les implications fréquentielles théoriques, en prenant 
également en compte l’influence des éléments parasites de la propagation. 
Dans un deuxième temps, nous avons décrit les différents aspects des méthodes de mesure des 
émissions parasites utilisées en CEM, en nous focalisant sur les méthodes en cours de normalisation, qui 
s’appliquent aux circuits intégrés, avec un aperçu particulier sur les méthodes utilisées par la suite dans cette 
étude. Nous avons également décrit quelques méthodes permettant d’autres types d’évaluation des 
émissions des composants.  
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Chapitre 2 
MODELE D’EMISSION DES CIRCUITS 
INTEGRES 
Après avoir considéré dans le premier chapitre l’origine des émissions parasites dans les circuits 
CMOS et ayant décrit les principes et méthodes de mesures de ces émissions, on présentera ici la 
proposition de modélisation de ces émissions. Le véhicule test de cette étude étant un microcontrôleur 
Motorola de type 68HC12, on s’intéressera tout d’abord à la description de l’architecture de ce circuit 
intégré, dont on détaillera les fonctions, la mise en place sur le silicium, l’horloge et l’alimentation,  puis en 
montrant le flux de dessin d’un tel composant et les simulations et modélisations qui lui sont ordinairement 
associées. La seconde partie présentera la constitution d’un modèle d’émission de ce microcontrôleur : la 
description des modèles existants en ce domaine et de leurs limitations  nous conduira à proposer un 
nouveau modèle d’émission des circuits intégrés. On explicitera ce modèle, ses paramètres, et l’on verra 
l’application au cas du microcontrôleur véhicule test. 
1. Description d’un circuit intégré : le microcontrôleur 
A. Architecture 
Le microcontrôleur Motorola MC9S12DP256 est un circuit intégré principalement digital 
appartenant à la série des 68HC12. Nous décrirons ici ses fonctions principales, puis détaillerons le 
placement sur le silicium, l’horloge ou l’alimentation, qui ont un impact direct sur l’émission parasite. 
1/ Les fonctions 
a. GENERALITES 
De manière simple, un circuit intégré digital ne comprend que des structures de calcul et des 
structures d’interface par lesquelles les résultats ou les requêtes sont échangés avec l’environnement 
extérieur. Tous les circuits intégrés remplissent ces fonctions à des degrés divers : les microprocesseurs 
traitent majoritairement des instructions logicielles, les DSP (Digital Signal Processor) traitent davantage les 
signaux par des calculs complexes et les microcontrôleurs sont quant à eux dédiés à la gestion et à la 
coordination d’autres circuits intégrés, ce qui implique le traitement d’instructions et de protocoles ainsi 
qu’un grand nombre d’interfaces de communication. La polyvalence des microcontrôleurs en fait des 
circuits employés dans de grands nombres d’applications. Leur architecture répond donc à ce besoin  
 Cœur 
L’architecture est organisée autour de l’unité de calcul et de traitement de données, que l’on 
nomme cœur du composant ou CPU (Central Processing Unit). Ce cœur comporte une Unité 
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Arithmétique et Logique (ALU) où sont effectués les calculs. On y trouve aussi des registres de 
configuration, qui stockent les états du système à un instant donné, et des piles où l’on place et ordonne les 
instructions à exécuter. 
 Bus interne 
Le cœur est relié par des bus de données ou de communication aux blocs dédiés à des fonctions 
spécifiques ou à des interfaces. La fréquence de ce bus est un des critères de rapidité d’exécution du 
composant. La taille d’adressage de ce bus permet de classer le microcontrôleur : on trouve ainsi des bus de 
4, 8, 16, 32 voire 64 bits. 
 Mémoire 
Le premier de ces blocs est la zone de mémoire, qui contient de la mémoire vive (RAM : Random 
Access Memory), utilisée pour stocker les données temporaires de calcul ou de transfert, et de la mémoire 
morte (ROM : Read Only Memory) qui sert à conserver des programmes et données de manière 
permanente une fois l’alimentation coupée. Les temps nécessaires pour lire ou écrire en mémoire RAM 
seront bien inférieurs à ceux de la mémoire ROM. 
 Autres blocs 
On citera : des convertisseurs ADC (Convertisseur Analogue Digital), des interfaces de 
communication spécifiques (SPI, SCI, I2C, …), des ports d’interface génériques (données)…  
b. BARRACUDA : MC9S12DP256 
Barracuda est le surnom donné au composant MC9S12DP256 lors de sa conception à Motorola. 
La Figure 2- 1 présente un schéma des différents blocs du microcontrôleur. 
 
Figure 2- 1: Schéma général du microcontrôleur Barracuda. 
Il s’agit d’un microcontrôleur doté d’un cœur adressé sur 16 bits (STAR12 CPU), de 12 kilo-octets 
de mémoire RAM, de 4 kilo-octets de mémoire EEPROM (mémoire électriquement programmable par 
tension normale : Electrically Erasable Programmable ROM), de 256 kilo-octets de mémoire Flash 
EEPROM (mémoire électriquement programmable par une tension supérieure à celle de l’alimentation), de 
2 interfaces asynchrones de communication série (SCI : Serial Communication Interface), de 3 interfaces 
périphériques de communication série (SPI : Serial Peripheral Interfaces), d’un compteur/comparateur 16 
bits sur 8 canaux (ECT : Enhanced Capture Timer), de 2 convertisseurs ADC sur 8 canaux avec une 
précision de 10 bits, d’un modulateur de largeur de pulse (PWM : Pulse-Width Modulator) sur 8 canaux, 
d’un contrôleur numérique BDLC (Byte Data Link Controller), de 29 canaux  digitaux d’Entrée/Sortie 
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(Port A, Port B, Port K, Port E), de 20 lignes d’Entrée/Sortie acceptant les requêtes d’interruption, de 5 
modules logiciels CAN 2.0 A/B (Controller Area Network), et d’un bus I2C (Inter-IC). Un module SIM 
(System Integration Module) gère les allocations de ressources du système, la génération de l’horloge, le 
contrôle des interruptions et les interfaces bus. Un circuit de PLL (Phase Lock Loop: Boucle à verrouillage 
de phase) est aussi présent pour la génération de l’horloge. 
 
Le composant peut fonctionner selon plusieurs modes d’opération : mode single-chip (composant 
seul) ou étendu, normal ou spécial, modes faible consommation (Stop Mode, Wait Mode). 
On trouve de nombreux exemples d’applications du Barracuda, notamment dans l’automobile: 
pour le contrôle des fonctions de l’habitacle; de l’ABS, du volant, ou de la pression des pneus. La Figure 2- 
2 présente un cas d’utilisation du microcontrôleur ( Body Control System) avec 6 types d’interfaces de 
communication. 
 
Figure 2- 2: Exemple d’application du Barracuda. [1] 
2/ Le cœur 
Le cœur Star12 du microcontrôleur comprend différents éléments (Figure 2- 3): 
- le CPU 16 bits Star12, compatible avec les instructions et programmations M68HC11, avec ALU 
calculant sur 20 bits. 
- les blocs MEBI (Multiplexed External Bus Interface), MMC (Module Mapping Control), INT 
(Interrupt control), BKP (Breakpoints), BDM (Background Debug Mode) 
- le bloc de CRG (Clock and Reset Generation Module): oscillateur faible courant, PLL, reset, 
horloges, COP watchdog, interruption temps réel, contrôleur d’horloge. 
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Figure 2- 3: Diagramme des blocs du cœur. 
3/ Les blocs : placement et bus de données 
La Figure 2- 4 donne le schéma détaillé des différents blocs du microcontrôleur. Une grande partie 
de ces blocs contient des fonctions numériques qui utilisent des cellules de la librairie standard digitale. 
Pour des raisons de flux de conception et d’optimisation de la place disponible, ces cellules ont été 
regroupées dans une zone commune appelée zone de cellules standard (Standard Cell Area) qui recouvre 
près de la moitié de la puce. Cette zone comprend donc uniquement des structures logiques. D’autres blocs 
plus spécifiques sont quant à eux nettement séparés, comme les zones de mémoires ou de conversion 
(ATD). Le pourtour du silicium est quant à lui réservé aux pads d’Entrées/Sorties et aux anneaux de 
données et d’alimentation. 
 
Figure 2- 4: Schéma détaillé du microcontrôleur Barracuda. 
  Chapitre 2 : Modèle d’émission
   
2-5 
Le lien entre les différents blocs est assuré par le bus de données (Figure 2- 3 ci-dessus). Pour le 
Barracuda, la structure usuelle de ce bus a été modifiée pour passer d’un bus 3 états long, peu testable, et 
très consommateur de courant du fait de cette longueur, à un bus hiérarchisé plus souple et qui nécessite 
moins d’appels de courant lors des transferts de données (Figure 2- 5). 
Long,
non
testable
Court, testable
Bus 3 états Bus Barracuda
 
Figure 2- 5: Schéma du bus interne, produisant de faibles appels de courant. 
4/ L’horloge 
Le système d’horloge est un des éléments cruciaux dans un composant, et particulièrement pour 
l’émission parasite, puisqu’il est presque continuellement activé et qu’il cadence tout le composant. Pour 
Barracuda, la fréquence d’horloge maximum est de 50MHz, ce qui correspond à 25MHz de fréquence de 
bus interne. 
Trois modes permettent de générer cette horloge. Le premier mode utilise l’oscillation sinusoïdale 
d’un quartz externe pour générer les pulses de l’horloge (moitié de la fréquence du quartz). Le second 
mode met en jeu la PLL qui, à partir d’une horloge externe, crée une horloge interne de fréquence multiple 
(ou sous-multiple) de la fréquence d’entrée. Le dernier mode permet au microcontrôleur de générer en 
interne sa fréquence propre. 
L’horloge générée par le module CRG n’est pas unique et n’est pas uniformément distribuée dans 
le microcontrôleur : la Figure 2- 6 montre qu’une horloge (clk24) servira à alimenter le cœur et que des 
horloges aux fréquences plus faibles (clk3 et clk23) seront dirigées vers les périphériques.  
 
Figure 2- 6: Schéma du module de génération des horloges. 
Une des nouveautés apportées sur le Barracuda est l’utilisation de la technique de « clock gating », 
qui permet de ne pas distribuer l’horloge dans certains blocs périphériques lorsqu’ils sont inactifs (cf Figure 
2- 7). L’émission parasite due aux buffers situés à l’intérieur de ces blocs sera donc évitée grâce à cette 
technique. 
Chapitre 2 : Modèle d’émission   
 
2-6 
Module 
Périphérique
activé
CPU
WRITE
horloge
Activation de l’horloge du module seulement sur commande
Module 
Périphérique
inhibé
CPU
NO
write
horloge
 
Figure 2- 7: Schéma de principe de la technique du « clock gating ». 
Le cœur est cependant traité comme un bloc unique, avec une seule horloge qui le cadence, afin 
d’optimiser la vitesse d’exécution et de minimiser son aire. La technique du clock gating ne s’y applique 
donc pas : l’horloge y est distribuée en permanence (sauf modes particuliers : wait, stop, etc…).  
5/ L’alimentation 
Le boîtier  du Barracuda est de type LQFP  (Low Quad Flat Package) et comporte 112 
Entrées/Sorties, dont 12 sont dévolues à l’alimentation. Celle-ci peut se faire sous alimentation unique de 
5V, ou grâce à deux tensions séparées de 2.5V et 5V. En effet, la technologie 0.25µm utilisée pour le 
Barracuda permet d’alimenter les cellules du cœur digital sous 2.5V ; les I/Os et périphériques d’interface 
travaillent en 5V. On distinguera donc les couples de broches d’alimentation 5V des couples de broches 
d’alimentation 2.5V. 
 Alimentation 5V : 
VDDX/VSSX : alimentation des buffers d’ I/Os 
VDDR/VSSR : alimentation des buffers d’ I/Os et du Régulateur de tension interne Vreg, 
qui peut générer, à partir de l’alimentation externe 5V une alimentation interne de 2.5V pour 
le cœur digital. 
VDDA/VSSA : alimentation des convertisseurs ATD et référence du régulateur de tension 
interne. 
 Alimentation 2.5V : 
VDD1/VSS1 ; VDD2/VSS2 : ces alimentations peuvent être soit en entrée (2.5V générés 
en externe, soit uniquement en sortie, pour permettre le découplage externe de 
l’alimentation interne 2.5V). 
VDDPLL/VSSPLL : alimentation de la PLL, qui peut être soit en entrée, soit fournie de 
manière interne.  
Cette séparation entre les alimentations de différents blocs permet de ne pas propager les bruits 
d’une alimentation sur une autre. 
Régulateur de Tension Interne :
• Régulateur simple
linéaire
• Peut être désactivé
+5V +2.5V VDDS
Sortie pour
découplage
externe
Capacité de
Métal 2/3:
1.2/1.3 nH
Résistances
N well
(10µA)
VDDA
Situé en zone
non bruitée
VDDR
 
Figure 2- 8: Schéma des séparations d’alimentation par le régulateur de tension. 
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De plus, le routage des alimentations dans le cœur digital a été conçu pour augmenter la capacité 
de découplage interne en plaçant les rails (interconnexions métalliques) de Vdd et de Vss côte à côte, 
comme indiqué sur la Figure 2- 9: la proximité de ces pistes de métal crée une capacité de découplage 
additionnelle. Le réseau d’alimentation irrigue la zone de cellules standard selon un quadrillage défini 
Figure 2- 9. 
m2
m1 m3
VDD VSS
m3: alimentations
Routage:
m1 / m2: signaux +
alimentations
 
Figure 2- 9: Schéma du routage des alimentations sur les 3 niveaux de métallisation. 
B. Le flux de conception 
1/ Description des niveaux de conception du circuit intégré. 
La conception d’un circuit intégré s’effectue grâce à plusieurs niveaux de description hiérarchiques 
qui permettent d’obtenir la spécification finale pour fabrication à partir de la spécification initiale du 
composant. On distingue trois domaines de description : comportemental, structurel, physique. Le 
domaine comportemental spécifie la tâche qu’un système particulier doit effectuer. Le domaine structurel 
spécifie la façon dont les entités qui composent ce système doivent être connectées pour réaliser le 
comportement prescrit. Enfin le domaine physique spécifie la manière de construire une structure qui 
respecte la connectivité en accord avec le comportement prévu. 
Chacun de ces trois domaines peut être spécifié à différents niveaux d’abstraction, qui dépendent 
du type de composant et de sa complexité. On retient surtout : un niveau architectural ou fonctionnel,  un 
niveau logique ou de transfert des registres (RTL : Register Transfert Level), et un niveau du circuit. La  
Figure 2- 10 [2] présente le schéma en Y synthétisant ces domaines et niveaux. 
DOMAINE
PHYSIQUE
DOMAINE
COMPORTEMENTAL
DOMAINE
STRUCTUREL
Niveau
Architecture
Niveau
RTL
&
Logique
Niveau
Circuit
Modules
Composants
Cartes
Boîtes
Cellules
Transistors
Transistors
Portes
Registres
Processeurs
Ordinateur
Calculateur
Instructions
Sous-programmes
Routines
Programmes
Systèmes
d’opération
Applications
Equations
Masques
 
Figure 2- 10: Domaines et niveaux de représentation lors de la conception d’un circuit intégré. 
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a. DESCRIPTION COMPORTEMENTALE 
Une représentation comportementale permet de décrire la façon dont un circuit devra répondre à 
des ensembles de données ou de stimuli d’entrée. Le comportement peut être spécifié de différentes 
manières, à l’aide d’équations Booléennes, de tables de valeurs d’entrées et de sorties ou encore 
d’algorithmes écrits en langages de haut niveau (C, Pascal) ou en langages spécifiques HDL (Hardware 
Description Language ) comme VHDL, Verilog ou ELLA, qui prennent en compte de manière native les 
notions de signaux et de temps. 
Ces langages HDL sont les plus courants pour la conception de circuits digitaux. Le cœur logique 
S12 de notre véhicule test « Barracuda » a ainsi été conçu à l’aide du langage Verilog.  
La création d’un module ou d’un composant complet avec les HDL nécessite les points suivants : 
 Flux de contrôle utilisant les termes de sélection « If-Then-Else » ou « Case » 
 Utilisation des itérations 
 Hiérarchisation 
 Longueur des mots ; description des vecteurs de bits  
 Opérations séquentielles ou parallèles 
 Spécification et allocations des registres 
 Opérations arithmétiques, logiques et de comparaison 
Un compilateur RTL prend ensuite en charge la conversion de la description HDL en ensembles 
de registres et en logique combinatoire. On réalise alors une optimisation de cette logique pour tenir 
compte des contraintes initiales posées sur le temps (synchronisation, délais… ) et sur l’espace de silicium 
occupé. L’optimisation consiste surtout à réduire les équations algébriques ou booléennes, à éliminer les 
nœuds constants, les inverseurs redondants, à trouver les opérations ou expressions qui se répètent et 
peuvent être réutilisées, ou à réduire certaines séquences de portes logiques à certaines portes nommées 
« fonctions de base » choisies pour leur compacité ou leur rapidité. 
L’exemple ci-dessous [2] montre le cas d’un module calculant la retenue R dans l’addition binaire 
de A et B (données initiales) avec C, qui est une retenue en entrée dans l’addition. L’équation booléenne de 
cette fonction est : 
     R=A.B+A.C+B.C   Equation 2-1 
 
Le module associé en langage Verilog ® est: 
Module retenue (r, a, b, c) ; 
 Input a,b, c ; 
 Output r ; 
 Assign r = (a&b)|(a&c)|(b&c); 
Endmodule 
 
 
Ces deux descriptions sont indépendantes de la technologie utilisée. Pour inclure les notions de 
temps (timing) et de vitesse, il faudra inclure dans la description des portes des informations temporelles, 
dépendantes de la technologie, sur la durée requise au signal pour traverser la porte . Ainsi, pour signifier 
que le signal r change d’état 10 unités de temps après le changement d’état de a, b et c, on écrira : 
 
  Chapitre 2 : Modèle d’émission
   
2-9 
Module retenue (r, a, b, c) ; 
 Input a,b, c ; 
 Output r ; 
 Wire #10   r = (a&b)|(a&c)|(b&c); 
Endmodule 
b. DESCRIPTION STRUCTURELLE 
La description structurelle spécifie la manière dont les composants du système sont interconnectés 
pour  réaliser une fonction particulière. Cette description consiste le plus souvent en la liste des modules et 
leurs interconnections. Les niveaux d’abstraction dans ce domaine vont du module à la porte logique puis 
au circuit électrique. 
Le module Retenue s’écrit de manière structurelle : 
Module retenue (r, a, b, c) ; 
 Input a,b, c ; 
 Output r ; 
 Wire x, y, z; 
 and g1 (x,a,b); 
 and g2 (y,a,c); 
 and g3 (z,b,c); 
 or g4 (r,x,y,z); 
Endmodule 
a
b
a
c
b
c
g1
g2
g3
g4
x
y
z
r
 
Figure 2- 11: Représentation structurelle : portes et connections. 
Cette description est indépendante de la technologie puisque les portes and et or utilisées sont 
génériques. Le niveau de description inférieur présentera quant à lui les liens entre les transistors, qui 
resteront génériques. La principale différence avec la description comportementale réside dans la présence 
des nœuds et connections entre les portes primitives ou entre les transistors.  
Pour inclure les comportements temporels de cette description, il faut descendre d’un niveau en 
donnant les tailles de transistors et les capacités parasites associées sur les interconnections. On est là très 
lié à la technologie, et ce niveau de description est plus proche de langages comme SPICE que de HDL. 
c. DESCRIPTION PHYSIQUE 
La spécification physique d’un circuit est utilisée pour définir la façon dont une partie doit être 
construite pour rendre compte d’une structure et  permettre un comportement. On distingue là encore 
plusieurs niveaux : on décrira par exemple un circuit au niveau module par ses limites extérieures 
(rectangle, polygone…), par des appels aux sous-modules qui le composent et par la description des ports 
d’entrées/sorties du composant. Au niveau inférieur, la description physique comprendra les transistors et 
les interconnections. Le transistor sera lui-même décrit par des rectangles sur les photo-masques des 
différentes étapes du processus de fabrication : c’est le niveau minimal de spécification physique (cf. Figure 
2- 12).  
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Figure 2- 12: Implémentation physique de la cellule Retenue. 
Le passage du niveau des portes logiques et registres vers le niveau de description physique 
comporte deux phases importantes : le placement et le routage. 
Le placement consiste à positionner des modules côte à côte de façon à minimiser l’aire totale de 
silicium nécessaire ou à optimiser les temps et délais dans les interconnections. Deux principaux 
algorithmes existent pour automatiser cette tâche : l’algorithme « Min-cut » consiste à trouver les blocs 
ayant le minimum d’interconnections et à les placer aux extrémités opposées du layout et ce de manière 
itérative sur les blocs de niveau inférieur. L’autre méthode place initialement les blocs au hasard et évalue la 
qualité du placement par une « mesure » globale sur toute la puce du timing ou de l’aire , avant de déplacer 
les blocs. A l’échelle d’une puce, le placement est appelé floorplanning. 
Le routage a lieu habituellement après le placement  et sert à connecter les blocs ou modules les 
uns aux autres en veillant aux contraintes temporelles ou géométriques. Le routage est dit global s’il a lieu 
pendant le placement et si l’évaluation de ses résultats est prise en compte dans la redistribution des blocs. 
2/ Etapes de la conception 
La conception d’un circuit intégré mettra en jeu les différents niveaux de description vus ci-dessus 
selon l’ordre présenté Figure 2- 13. 
Spécification
=
Niveau
Comportemental
Niveau 
Structurel
Niveau 
Physique
Vérification
=
=
Fonction
Fonction
Fonction
Timing
Puissance
 
Figure 2- 13: Schéma du flux de conception et de vérification d’un design. 
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Avec les méthodes de conception actuelles des circuits, et tout particulièrement pour les circuits 
digitaux, le passage d’un niveau de description à un autre (aussi appelé synthèse) est entièrement 
automatisé : on parle alors de flux « fully synthesized », par opposition aux flux de conception « full 
custom »  où par exemple les étapes RTL, logiques ou encore celles du placement sont réalisées 
manuellement, ce qui a surtout lieu pour des fonctions analogiques très spécifiques. 
Cette méthodologie très automatisée a été employée pour la conception du cœur S12 du 
Barracuda. L’une des conséquences de ce choix est la création d’une mer de portes (« sea of gates ») où les 
blocs et sous-blocs de ce cœur logique ne sont plus séparées sur le layout final du composant. 
La Figure 2- 14 montre le cas de deux générations de microcontrôleurs HC12 de Motorola : sur le 
premier (à gauche), qui est « full custom », on distingue clairement les blocs et les sous-éléments 
hiérarchiques, tandis que son successeur (à droite) est « fully synthesized » et comporte une mer de portes 
(« standard cell area ») où les fonctions sont indifférenciées. 
32 K de Flash EEPROM 28 K de Flash EEPROM
CPU 12LIM
A
TD
A
TDMSCAN
 
Figure 2- 14: Deux générations de composants conçus selon des méthodes différentes. 
3/ Outils de vérification et de simulation 
Chaque étape du flux de conception nécessite des opérations de vérification où s’effectuent des 
comparaisons entre deux niveaux consécutifs : les fonctions sont vérifiées, mais aussi l’aspect temporel ou 
la consommation du circuit dans le cas de la comparaison entre niveau structurel et niveau physique. La 
Figure 2- 15 précise ces étapes : 
Spécification 
Fonctionnelle
RTL / Logique
Layout
=
=
Vérification 
d’équivalence
Vérification 
d’équivalence
B
ac
ka
nn
ot
at
io
n
Silicium  
Figure 2- 15: Vérification. 
Une des vérifications terminales du circuit est appelée LVS (Layout Versus Schematics), ou encore 
comparaison de netlist ou isomorphisme des réseaux. Il s’agit d’extraire du layout un circuit incluant les 
éléments parasites R et C (liés au placement, longueurs d’interconnections etc.), qui représente la 
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description physique, de rajouter ces résistances et capacités extraites aux nœuds électriques auxquels ils se 
rattachent (c’est l’étape de l’annotation en retour ou « back-annotation ») et de comparer le nouveau 
schéma au schéma électrique initial. Cette comparaison se fait à l’aide d’algorithmes de transformations de 
réseaux électriques en graphiques dont on évalue ensuite les différences.  
D’autres vérifications ont lieu après le layout : elles permettent de s’assurer que toutes les règles de 
la technologie (appelées DRC : Design Rules Check) ont été respectées, particulièrement celles concernant 
les distances minimales entre structures ou leur recouvrement nécessaire (par exemple : zones 
d’implantation de dopages, zones d’oxyde, etc.). Ces règles sont le plus souvent automatiques pour des 
parties digitales qui font appel à des librairies de portes standard. Cependant certaines règles peuvent ne 
s’appliquer et n’être vérifiées que sur des ensembles de  plusieurs portes ; on citera notamment la règle de 
l’effet de diode d’antenne, qui impose des longueurs d’interconnexion métallique maximum sur la grille 
d’un transistor pour éviter durant la fabrication le chargement par ionisation de cette antenne qui pourrait 
détruire l’oxyde du transistor. 
A plus haut niveau, on cherchera tout d’abord à vérifier les délais et la synchronisation de chaque 
bloc puis de l’ensemble du système. Les délais peuvent être évalués sur la base des longueurs 
d’interconnexion reliant des portes ou des blocs successifs. Le plus sûr sera d’utiliser des motifs spécifiques 
de signaux test dont la synchronisation devra être assurée en sortie. Cette méthode ne permet cependant 
pas de valider un circuit complet. Il existe alors des vérificateurs de timing qui déterminent le sens des 
signaux sur toutes les branches d’un circuit et analysent statistiquement les éléments parasites, les 
transforment en délai, les ajoutent au circuit et valident l’ensemble sur des signaux d’horloge pour chaque 
branche repérée. Cette méthode a cependant l’inconvénient de méconnaître les chemins complexes de 
certains signaux. Enfin, ces vérifications temporelles pourront avoir été faites avant le layout puisque des 
simulateurs existent désormais, qui associent dans des librairies les portes standard et leur délais respectifs. 
D’autres vérifications peuvent inclure la consommation statique du circuit (applications 
embarquées surtout, où les courants de fuite des CMOS sont cruciaux) ou les réponses aux signaux 
spécifiques aux méthodes de test après fabrication. 
4/ La simulation et ses limites pour les problèmes d’émissions parasites. 
On le voit, alors que l’émission parasite est un problème global, incluant aussi bien des niveaux de 
description élevés (code, routine ou programme d’activation du composant) que des niveaux plus proches 
de l’implémentation physique (transistors, courants, alimentations), le flux de conception ne permet pas de 
simulation regroupant ces différents niveaux : on peut vérifier sur des cas tests que les niveaux de 
description sont identiques, qu’ils forment la même fonction, donnent des résultats en sortie cohérents l’un 
par rapport à l’autre, mais on ne peut simuler d’un même mouvement les éléments de description haut et 
bas niveau nécessaires à la simulation de l’émission parasite : il faut créer des passerelles d’un niveau à 
l’autre, et donc un flux de simulation spécifique à la CEM des circuits intégrés. Les passerelles utilisées 
seront alors les éléments du modèle d’émission décrits dans la seconde partie. 
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2. Proposition d’un modèle d’émission 
A. Modèles existants 
On présente ici les modèles d’émission des circuits intégrés qui existaient au début de cette étude, 
particulièrement les modèles IBIS, surtout orienté intégrité de signal sur carte, et IMIC, davantage tourné 
vers l’émission propre des circuits intégrés. 
1/ Modèle IBIS 
a. DESCRIPTION 
Le modèle IBIS (Input/Output Buffer Information Specification) a été créé par INTEL pour son 
processeur 80386 afin de pouvoir fournir à ses clients les caractéristiques des circuits d’entrée/sortie, sans 
révéler d’information technologique. Ce type de modèle est publique depuis juin 93 (version 1.1), il est 
devenu un standard de l’Electronic Industry Association (EIA) en mars 95 (ANSI/EIA-656) et a subi des 
améliorations successives jusqu’à la 4ème version (juillet 2002) [3] [4]. 
Le modèle IBIS est un modèle comportemental qui caractérise uniquement les entrées/sorties des 
composants numériques. Il permet de décrire un étage d’entrée/sortie sans avoir son schéma électrique ce 
qui garantit au fondeur la confidentialité de la structure interne et des paramètres technologiques. 
Ce modèle est particulièrement destiné à la simulation de cartes ou de systèmes complets, 
notamment au niveau de l’intégrité de signal (synchronisation, délais, diaphonie…). 
 
Le fichier IBIS contient ainsi, dans un format ASCII, toutes les informations sur chacun des 
composants de ces modèles : 
- le boîtier : RBoîtier, LBoîtier, CBoîtier 
- les entrées et sorties: CComp  
- les tableaux I (V) pour les diodes de protection reliées à la masse et au VDD. 
- les tableaux  I (V) pour le Pull-up  et le Pull-down en sortie de l'inverseur. 
- les tableaux des temps de montée (dV/dt_r) et de descente (dV/dt_f).  
Pour la plupart de ces données, le modèle nécessite des valeurs typiques, minimum et maximum 
Un exemple [5] de description IBIS (partie initiale) d'un composant est donné Figure 2- 16. Il s'agit 
d'un fichier texte décrivant les structures actives des paramètres parasites du boîtier. 
[Component]      MICROCONTR ABC 
[Manufacturer]   ABC 
[Package] 
| variable typ min  max 
| 
R_pkg         700m    500m     1000m 
L_pkg         7nH     5.5nH    8nH 
C_pkg         8pF     4pF      10pF 
| 
[Pin]   signal_name     model_name      R_pin   L_pin   C_pin 
| 
  1     RAS0#           Buffer1         200.0m  5.0nH   2.0pF 
  2     RAS1#           Buffer2         209.0m  NA      2.5pF 
  3     EN1#            Input1          NA      6.3nH   NA 
  4     A0              3-state 
  5     D0              I/O1 
  6     RD#             Input2          310.0m  3.0nH   2.0pF 
  7     WR#             Input2 
  8     A1              I/O2 
 
Figure 2- 16 : Description du boîtier et de la puce par le modèle IBIS 
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b. MODÈLE IBIS D’UNE ENTRÉE 
Le modèle d’une entrée est généralement constitué de (Figure 2- 17) : 
 la  liaison entre la puce et la broche externe (boîtier) : elle se caractérise par une capacité de 
boîtier CBoîtier , une résistance RBoîtier et d’une inductance LBoîtier incluant la piste du boîtier et 
de fil d'or de liaison puce/boîtier (bonding). 
 l’étage d’entrée de la puce : il est modélisé par deux diodes de protection reliées à la masse et 
à l'alimentation VDD et par la capacité d’entrée du composant CComp. 
Circuit
Imprimé
Boîtier Circuit
Intégré
VDD
VSS
L Boîtier
C Boîtier
R Boîtier
Diode de
protection
Diode de
protection
Ccomp
 
Figure 2- 17: Modèle IBIS d’une entrée 
c. MODELE IBIS D’UNE SORTIE 
Plutôt que de fournir les paramètres SPICE pour différents modèles standards de dispositifs, le 
modèle IBIS donne la courbe de réponse I(V) de la sortie correspondant pour les buffers à VG = VDD 
(Figure 2- 18). Ceci permet une simulation assez précise tout en préservant le caractère confidentiel des 
paramètres technologiques et en étant indépendant du modèle et de son implémentation logicielle. 
Courbe I(V)
 
Figure 2- 18: Caractéristique I(V) permettant de simuler la réponse d’une sortie tout en préservant la confidentialité des 
paramètres technologiques 
Ces données pourront être déterminées  
 soit par la simulation (réalisée par le fondeur dans la configuration de type DC de IDS(VDS) 
pour VG = VDD -  Figure 2- 19) 
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Figure 2- 19:  Type de caractéristique requise pour identifier la loi I (V) au format IBIS 
 soit par la mesure, en injectant une tension sur la sortie et en mesurant le courant (Figure 2- 
20). 
S o rtie  à  l'é ta t b a s 
V S S 
V
V S S p uce  
V D D
C ircu it 
In tég ré  
1  
ID V G S =  V D D
V D S
0V D D
S ortie  à  l'é ta t h a u t 
V S S 
V
A
V D D  
C ircu it 
In tégré 
0  
ID V G S =  0
V D S
0 V D D
A
 
Figure 2- 20: Principe de l'extraction du courant par la mesure 
Le modèle d’une sortie est alors généralement constitué de (Figure 2- 21) : 
 la  liaison entre la puce et la broche externe (boîtier) 
 L’étage de sortie de la puce : il est modélisé par la capacité de sortie du composant CComp, les 
diodes de protection reliées à la masse et à l'alimentation VDD, et par les caractéristiques I(V) 
de pull-up et de pull-down de l'inverseur de sortie. 
C Boîtier
Circuit
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Boîtier
VSS
L BoîtierR Boîtier
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Figure 2- 21: Modèle IBIS d’une sortie 
d. ELEMENTS DYNAMIQUES 
Le modèle IBIS renseigne également sur les caractéristiques dynamiques du composant : temps de 
montée, temps de descente des signaux, retards etc. On calcule par exemple les pentes de ces signaux 
temporels pour la transition de 20% à 80% (ou inversement) de la tension finale (Figure 2- 22). 
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Figure 2- 22: Forme temporelle typique des signaux de commutation d’une sortie (gauche : montée ; droite :descente) 
e. LIMITATIONS DU MODELE IBIS 
Le modèle IBIS permet de simuler correctement les phénomènes d’intégrité des signaux malgré 
une représentativité limitée dans le domaine fréquentiel. Dans le cadre de composants simples, les résultats 
obtenus par la simulation sont en général relativement proches de ceux mesurés. 
 
Pour les simulations CEM le modèle IBIS est insuffisant. IBIS ne prend en effet pas en compte : 
1. les sources de perturbations sur les entrées/sorties liées à l’activité interne du composant. 
Pour les composants à forte intégration cette activité est souvent à des fréquences beaucoup 
plus élevées que celles des signaux E/S. La Figure 2- 23 illustre le fait que le spectre simulé 
est plus pauvre que le spectre mesuré. 
S im u la t i o n M e s u r e  
Figure 2- 23: Pour les composants complexes le spectre simulé est plus pauvre que le spectre mesuré 
2. les variations du courant d’alimentation dues à la commutation simultanée des buffers et à 
l’activité interne du composant ne sont pas modélisées. Ces perturbations véhiculées par les 
alimentations (« Ground bounce » Figure 2- 24) ont un rôle prépondérant sur le 
comportement en rayonnement des circuits imprimés. 
T em p s 
V o lt
M esu re
V o lt
S im u la tion  
V o lt 
T em ps
 
Figure 2- 24: La forme d'onde simulée n'est pas représentative de celle mesurée. 
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3. le champ électromagnétique émis directement par le composant n’est pas traité. Les effets 
d’antenne des éléments boîtier, l’effet d’antenne du substrat de la puce, ou encore les 
boucles de courant interne à la puce notamment dans les rails d’alimentation ne sont pas 
modélisés. 
2/ Modèle IMIC 
Le modèle Interface Model for Integrated Circuit (IMIC) est proposé par l’Electronic Industries Association 
of Japan (EIAJ) comme une amélioration du modèle IBIS actuel [6]. 
 
Le modèle IMIC inclut la description des interconnexions qui lient à l’intérieur du composant les 
étages de sortie. Cette description des interconnexions est donnée au format SPICE. Il offre aussi la 
possibilité d’ajouter des stimuli sur les étages internes. De plus, il propose de dissocier le modèle en trois 
entités : la puce, le boîtier et le module (Figure 2- 25). Par ailleurs, il permet d’ajouter des informations de 
mutuelle inductance et mutuelle capacité entre les broches du boîtier. En outre, il est capable de générer un 
format IBIS. 
 
Boîtier Circuit 
Intégré 
Broche de signal 
Broche de signal 
Broche de masse 
Buffer 
Buffer 
Signal 
Modèle d’un 
Buffer 
Signal 
 
Figure 2- 25: Schéma  du modèle IMIC 
Le modèle IMIC propose trois niveaux de simulation : 
 Le niveau de base considère l’intégrité du signal, et permet donc d ‘évaluer le bruit des 
signaux en partant des hypothèses suivantes : les circuits de masse et d’alimentation sont 
parfaits, et les structures de boîtiers sont simples. En conséquence, ce niveau est équivalent 
au modèle IBIS. 
 Le niveau intermédiaire est basé sur l’intégrité de l’alimentation. Ici, il est possible de simuler 
les phénomènes de ground bounce et VDD bounce. Ces simulations sont menées en considérant 
des masses non idéales ainsi qu’une structure de boîtier plus complexe. 
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 Le dernier niveau prend en compte les aspects CEM, ce qui en fait le niveau le plus précis. 
En effet, il ne se contente pas de couvrir uniquement les deux précédents niveaux, mais 
prend en compte les aspects tridimensionnels de la structure du boîtier, ainsi que l’ensemble 
des courants qui s’écoulent à travers le composant. 
Etant plus proche de l’implémentation physique du composant, le modèle IMIC présente 
l’avantage d’offrir des simulations plus précises que le modèle IBIS. De plus, il est possible de rajouter des 
générateurs internes. Cependant, ce modèle ne propose aucun moyen d’identifier et de quantifier ces 
sources internes. Enfin, certaines données prises en compte dans le modèle peuvent être considérées par le 
fondeur comme confidentielles : c’est le cas pour les résistances d’accès entre  le plot et le buffer. 
 
D’autres modèles existent mais concernent davantage l’intégrité de signal ou les simulations 
électromagnétiques et ne peuvent donc pas s’appliquer à notre problématique.   
 
B. Description du modèle d’émission proposé : ICEM. 
1/ Le besoin d’un modèle CEM 
a. UN FORMAT D’ECHANGE FABRICANT-UTILISATEUR 
Etre capable de fournir un modèle CEM d’émission d’un composant est aujourd’hui un argument 
commercial pour le fondeur car il permet à l'équipementier de simuler son système électronique complet 
avant même qu'il ne soit fabriqué. L’équipementier peut ainsi s'assurer, sans campagnes de mesures 
coûteuses, de la conformité de son système en cas d'évolution technologique, et peut aussi prendre les 
dispositions nécessaires (circuits imprimés, composants de découplage, filtres), pour satisfaire aux normes 
de son équipement. 
Le modèle doit donc tenir compte des contraintes de cet échange. Il doit être : 
 Non confidentiel 
 Rapide à simuler 
 Facile à mettre en œuvre 
Les méthodes d’obtention des paramètres du modèle devront aussi être variées pour couvrir les 
situations diverses que sont le cas du fondeur, qui peut recourir à ses librairies technologiques et utiliser le 
modèle pour des simulations prédictives d’émission du composant, et le cas de l’utilisateur disposant de 
peu d’information sur son composant et souhaitant obtenir par la mesure les paramètres de ce modèle. 
b. UN STANDARD INTERNATIONAL 
Cependant, afin que cet échange entre fabricants de circuits intégrés et utilisateurs soit possible de 
manière régulière, on aura intérêt à trouver un langage de communication commun entre fondeurs et 
clients : une norme peut remplir cette fonction. Pour cette raison, le modèle ICEM décrit ci-dessus a été 
proposé par le groupe UTE 47A (EMC Task Force) [7] à la normalisation à l’IEC (International 
Electrotechnical Commission), sous la référence « IEC 62014-3 : Models of integrated circuits for EMI 
behavioral simulation, ICEM » [8]. Notre travail a notamment été l’un des supports de cette proposition de 
modèle, par l’intermédiaire de la contribution de l’INSA, de Motorola, et des membres du projet IERSET 
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présents dans le groupe de travail UTE 47A. Un cookbook [9], auquel nous avons contribué au travers de 
résultats de mesures, de modélisations et de simulations, est également proposé pour renseigner ce modèle. 
Tout comme les normes de mesure d’émission des circuits intégrés qui lui sont associées, le 
modèle ICEM n’a pas vocation à imposer des niveaux maximum d’émission, mais seulement à mettre sous 
un format commun des données qui pourront ensuite être comparées et mises en œuvre selon les besoins 
propres des utilisateurs. 
c. L’UTILISATION DANS LES OUTILS DE SIMULATIONS  
L’intérêt d’une telle norme est aussi d’inciter à des évolutions, à des prises de conscience des 
problèmes de CEM, chez les fabricants, les utilisateurs ou encore chez les créateurs de logiciels de 
simulations d’émissions électromagnétiques de cartes électroniques. Ainsi, les logiciels évoqués ci-dessus ne 
prennent aujourd’hui pas encore en compte les alimentations des circuits intégrés et des cartes comme 
éléments importants d’émission. Le modèle ICEM montre la nécessité que les outils de CAO évoluent et 
intègrent des alimentations non parfaites comme les décrit ICEM. 
 
2/ Apports spécifiques du modèle ICEM 
Le modèle d’émission nommé ICEM (Integrated Circuit Electromagnetic Model) [8] [9] est 
complémentaire du modèle IBIS. Il peut notamment utiliser les mêmes modèles de boîtiers ou être inséré 
comme modèle spécifique. 
Eléments 
Actifs
Eléments 
Passifs
 
Figure 2- 26: Le modèle ICEM comprend l’activité interne du composant et les éléments parasites passifs. 
L’apport principal du modèle ICEM, en comparaison des modèles IBIS et IMIC, est la prise en 
compte de l’activité interne du composant, sous la forme d’éléments actifs (Figure 2- 26). Dans les 
composants CMOS (cf. Chapitre 1), la commutation simultanée des portes logiques due  aux activités 
propres du composants (calcul, transferts en mémoire etc.) crée des appels de courants sur les 
alimentations : ce sont les bruits parasites générés par l’activité des circuits intégrés. 
 
Ces bruits se propagent selon deux modes : un mode de conduction et un mode de rayonnement 
direct. On distingue dans la propagation en mode conduit le cas où ces perturbations se couplent aux 
alimentations, et le cas où elles se couplent aux entrées/sorties du composant (Figure 2- 27) [410].  
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Figure 2- 27: Modes de couplage des perturbations internes. 
3/ Description du modèle d’émission 
Un schéma du modèle est donné Figure 2- 28, pour le cas d’un circuit à alimentation unique. Il 
comprend des éléments du boîtier du composant et des éléments internes au composant. 
 
Figure 2- 28: Une représentation du modèle ICEM. 
Les éléments du modèle sont: 
- RpackVdd: résistance de boîtier de l’alimentation positive Vdd, 
- RpackVss: résistance de boîtier de la masse Vss, 
- LpackVdd: inductance de boîtier de l’alimentation positive Vdd, 
- LpackVss: inductance de boîtier de la masse Vss, 
- Cd: capacité parasite entre les broches Vdd et Vss du boîtier, 
- M, inductance mutuelle entre LpackVdd et LpackVss, 
- Rvdd, résistance série de Vdd due au bonding (fil d’or) et aux interconnections sur silicium, 
- Rvss, résistance série de Vss générée par le bonding et les interconnections sur le silicium, 
- Lvdd: inductance série de Vdd générée par le bonding et les interconnections sur le silicium, 
- Lvss: inductance série de Vss générée par le bonding et les interconnections sur le silicium, 
- Cb: capacité interne entre Vdd et Vss sur le silicium. 
- Ib: générateur de courant, 
4/ Différentes formes du modèle : 
A partir des éléments décrits ci-dessus, le modèle ICEM peut suivre certaines variations selon le 
type et la structure de ses alimentations . 
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 Cas d’une alimentation commune aux parties digitales et aux entrées/sorties (Figure 2- 29): 
Ib
Rvdd
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VSS of the IC
Cd
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Rvss Lvss
Cb I/O
model
Ii/o
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R Pack Vdd
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Figure 2- 29 : Alimentation unique pour le digital et les entrées/sorties. 
En ce cas, le modèle des I/Os (entrées/sorties) peut être identique à celui décrit dans IBIS.  
On peut aussi représenter l’activité des I/Os de la même manière que l’activité interne : par un 
générateur de courant équivalent. 
 
 Cas d’ alimentations séparées  (Figure 2- 30): 
Lorsque les alimentations sont séparées, on utilise des structures identiques pour la partie digitale 
et pour la partie I/Os. Ces deux alimentations sont reliées par une impédance Zsub qui rend compte de 
l’impédance du substrat de silicium, qui est commun à toute la puce. Les valeurs typiques de l’impédance 
de substrat sont : 1-10 Ohms. 
 
Figure 2- 30: Alimentations différentes pour le digital et les entrées/sorties. 
 Cas d’ alimentation avec régulateur de tension intégré sur la puce  (Figure 2- 31): 
Lorsqu’un régulateur de tension a été placé sur la puce afin de transformer une tension 
d’alimentation élevée (+5V par exemple) en alimentation plus basse tension pour la partie digitale (cœur du 
composant), on peut avoir recours à la résistance Rvdd pour assurer cette chute de tension. 
 
Figure 2- 31: Alimentation avec régulateur de tension incorporé au silicium. 
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5/ Modèle utilisé pour cette étude : 
Le modèle ICEM décrit ci-dessus est celui qui a été normalisé à l’UTE puis à l’IEC. Il est très 
semblable à celui utilisé dans cette étude, à l’exception de quelques éléments dont l’interprétation diffère 
sensiblement. 
Ainsi, on considère ici que Cd, Rvdd, Rvss, Lvdd, Lvss sont des éléments du silicium, c’est-à-dire 
que : 
 - Cd est la capacité de découplage « on-chip » (sur le silicium), et non la capacité parasite 
entre les broches Vdd et Vss du boîtier, 
 - Rvdd et Rvss sont les résistances série de Vdd et Vss dues seulement aux interconnections 
sur silicium, 
 - Lvdd et Lvss sont les inductances série de Vdd et Vss générées par les seules 
interconnections sur le silicium, 
 - Cb est la capacité interne d’un bloc entre Vdd et Vss sur le silicium. 
En conséquence : 
- RpackVdd est alors la résistance de boîtier et de bonding de Vdd, 
- RpackVss est la résistance de boîtier et de bonding de la masse Vss, 
- LpackVdd devient l’inductance de boîtier et de bonding de Vdd, 
- LpackVss est l’inductance de boîtier et de bonding de la masse Vss. 
Cette approche différente du modèle ICEM, davantage orientée vers les éléments on-chip, 
s’explique par la vision qui a conduit cette étude, plus proche du fondeur que de l’utilisateur du circuit. On 
peut cependant revenir au modèle ICEM standard à partir du modèle ici présenté. 
C. Paramètres du modèle : la source de bruit 
1/ Différentes méthodes de modélisation 
Le générateur de bruit Ib est l’élément essentiel du modèle d’émission parasite ICEM. Il s’agit d’un 
générateur de courant dont les valeurs sont contenues dans une liste (ou un fichier) donnant à chaque 
instant de la simulation les valeurs du courant qui circule sur les alimentations, lorsqu’on se place au plus 
près des zones où ces courants se génèrent. 
Cette source de courant résume en réalité toute l’activité du composant : les contributions 
individuelles de milliers de portes logiques CMOS (cf. Chapitre 1) lors de leur commutation simultanée 
sont additionnées pour donner le courant global transitant entre Vdd et Vss. Cette source unique a 
l’avantage de simplifier la simulation CEM d’une carte électronique puisqu’elle ne nécessite pas de simuler 
en même temps le circuit intégré – simulation qui requiert en soi d’importantes ressources informatiques et 
de nombreuses librairies technologiques, et que par conséquent seul le fondeur peut réaliser. 
 
On peut générer cette source de courant de diverses manières, soit au niveau physique, soit à des 
niveaux plus élevés (interpolation, comportemental etc.), soit par des estimations statistiques. 
Dans tous les cas, la source de courant créée sera liée à une activité spécifique du composant 
(quelles parties ou quels blocs sont utilisés dans le composant ; quel type de fonctionnement : calcul, 
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mémoire) ainsi qu’à la fréquence d’horloge du circuit. On aura donc ces paramètres comme entrées de la 
simulation générant la source de courant ; ils pourront être sous forme de programme ou de stimuli 
électriques.  
La simulation physique, réalisée avec un simulateur de type SPICE, prend en compte chaque 
transistor MOS du circuit intégré. Ce type de simulation n’est possible que sur de très petits circuits, 
comportant au maximum une dizaine de milliers de transistors. 
Il existe des outils permettant de simplifier ces simulations en représentant les transistors par des 
tables de valeurs (tech files) :  les calculs de courant et de tension se font alors par interpolation à partir des 
tensions d’entrée (Figure 2- 32). C’est le cas d’outils commerciaux, comme PowerMill de Synopsys [11]. 
Notre expérience de ce type d’outil s’est avérée peu probante, du fait de la difficulté à mettre en œuvre 
l’outil, les librairies et les liens associés, lorsque la méthodologie de conception n’a pas dès l’origine été 
adaptée à l’utilisation de l’outil. L’autre problème apparu était l’impossibilité de travailler avec cet outil sur 
les phases initiales de la conception du composant, puisque les simulations ne sont possibles qu’une fois le 
layout et les extractions de parasites réalisées. 
Vds 
ids Interpolation du point 
d’opération 
Vgs 
Point 
mémorisé 
 
Figure 2- 32: L’interpolation permet de déterminer les courants des transistors MOS. 
Des langages comportementaux (VHDL, Verilog®), qui travaillent à des niveaux de représentation 
plus élevés, peuvent aussi être utilisés. Les simulations sont alors plus rapides car elles ne font plus appel 
aux valeurs analogiques courant/tension, mais à l’état (haut/bas) des nœuds du circuit en fonction du 
temps. On peut utiliser les courbes résultantes (qui donnent tous les nœuds qui changent d’état au même 
instant –cf. Figure 2- 33) pour créer la source de courant I(t). 
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Figure 2- 33: L’activité d’un circuit : nombre de nœuds changeant d’état au même instant. 
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L’estimation statistique, à l’inverse des méthodes ci-dessus davantage réservées au fondeur, pourra 
aussi être employée par l’utilisateur du circuit intégré. En connaissant la génération technologique, la taille 
ou la surface du circuit intégré, on pourra avec les données de [9] calculer les pics de courant générés à 
chaque front d’horloge. Cette méthode comporte beaucoup d’approximations, mais peut donner une 
indication intéressante des niveaux d’émission d’un circuit lorsque l’utilisateur n’a que peu d’informations à 
sa disposition. 
Enfin, on pourra créer cette source de courant à l’aide de mesures conduites (cf. Chapitre 1) par 
déduction de la perturbation originelle [12]. 
 
2/ Notre approche  de modélisation « haut niveau » 
La méthode de modélisation de l’émission parasite que nous avons développée devait présenter les 
caractéristiques suivantes :  
 rapidité de simulation,  
 précision acceptable,  
 facilité d’utilisation dans le processus de conception du composant,  
 prise en compte des données disponibles et des outils compatibles avec le flux de 
conception, 
 possibilité de simulation prédictive dès les premières phases du design 
La Table 2- 1 résume les avantages de chacune des différentes possibilités de simulations 
disponibles et de l’approche suivie ici. 
 Simulation SPICE Simulation PowerMill 
Approche Activité 
Haut niveau 
Niveau de 
simulation Physique Interpolation 
Comportemental / 
Portes 
Rapidité de 
simulation - - - + +++ 
Précision +++ + + 
Disponibilité 
outils/données +++ - - - +++ 
Simulation 
prédictive possible - - - -  +++ 
Table 2- 1: comparaison des méthodes de simulation de courant. 
a. FLUX DE SIMULATION 
La Figure 2- 34 résume le flux de simulations de l’approche haut niveau, dont les bases ont été 
décrites par [13]. 
La source de courant présentée ici est une approximation du courant qui s’écoule à l’intérieur du 
composant.  Cette approximation est basée sur une évaluation statistique des éléments du cœur : 
 D’après les statistiques d’utilisation de cellules, on extrait la porte la plus utilisée dans le 
circuit, qui est considérée comme la porte typique. 
 On définit une charge typique, qui sera la charge vue en sortie par la porte ; cette charge 
correspond à la capacité d’interconnexion à laquelle s’ajoute la capacité d’entrée de la porte 
suivante. 
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  On simule alors au niveau transistor les éléments ci-dessus assemblés : la porte typique est 
chargée avec la capacité typique et on sauvegarde les valeurs du courant transitant de Vdd  à 
Vss lorsque la porte commute. 
 Au niveau du composant entier (ou du cœur) des simulations haut-niveau (Verilog-RTL) 
sont réalisées : l’entrée de cette simulation est le programme utilisé pour les mesures. Le 
résultat en sortie de ces simulations est la liste des nœuds du circuit qui changent d’état. Ces 
nœuds sont ensuite comptés : on place alors dans un fichier d’activité le nombre de nœuds 
(équivalents à des portes logiques) qui commutent à chaque instant. 
 Le fichier d’activité résultant est multiplié par le fichier du courant typique d’une porte 
déterminé à l’étape 3. Le résultat de cette multiplication donne le courant source recherché. 
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Figure 2- 34: Schéma du flux de simulation pour la détermination du courant. 
b. PORTE TYPIQUE 
Pour déterminer la porte “typique” capable de représenter l’ensemble des portes logiques du 
composant et leur fonctionnement,  une liste des portes standard utilisées dans le cœur logique du  
Barracuda a été dressée par l’équipe de design de Munich  [14]. Cette liste est générée automatiquement par 
les outils de conception. 
Le nombre absolu de cellules standard dans le Barracuda (cœur et  circuits logiques, modules 
périphériques et mémoires non compris) est:  88 690 
Dans la Table 2- 2, les cellules les plus utilisées ont été listées et ordonnées par fréquence 
d’utilisation. 
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Cellule Occurrences 
INVX2 10 610 
NAND2X1 7 532 
SDFFRX1 6 389 
NOR2XL 5 481 
NAND2BX1 4 861 
OAI21XL 4 681 
NOR2BXL 3 864 
MXI2XL 2 696 
AOI21X1 1 906 
MX2X1 1 816 
INVX4 1 621 
AOI22X1 1 537 
NAND2XL 1 458 
OR2X2 1 451 
AND2X2 1 403 
NAND3XL 1 177 
INVXL 1 147 
INVX8 1 023 
CLKBUFX12 1 020 
Table 2- 2: Liste des cellules standard le plus utilisées pour Barracuda. 
La porte la plus fréquente du Barracuda est donc la cellule inverseur INVX2 qui représente 12%  
de toutes les cellules standard. Cette cellule sert principalement à répéter et réamplifier (tout en les 
inversant, d’où leur utilisation le plus souvent par paires) les signaux lorsque ceux-ci doivent être acheminés 
sur de longues distances d’interconnexion. C’est cette cellule qui a été sélectionnée comme étant la « porte 
typique » représentative des portes logiques, et sur laquelle la simulation de consommation de courant 
moyenne sera réalisée. 
L’inconvénient de cette approche est son manque de précision, à 2 niveaux: 
 Considérer un type de porte comme représentatif de la consommation moyenne de courant 
de toutes les portes est une hypothèse et une approximation; une autre méthode plus précise 
serait de caractériser chaque type de porte et de moyenner leurs courants consommés pour 
obtenir le courant typique. 
 La précision pourrait ne pas être améliorée, même par le calcul de cette moyenne des 
courants de tous les types de portes, puisque celle-ci dépend aussi de la fréquence 
d’utilisation de chaque porte : des portes très fréquentes statistiquement dans le design 
peuvent très bien n’être jamais activées par certaines routines de code. La fréquence 
statistique n’est pas la fréquence d’utilisation, même si un lien existe nécessairement entre 
elles. 
L’estimation la plus précise qu’il se pourrait trouver en simulation serait d’associer chaque 
changement d’état d’un nœud avec sa porte propre et son courant de commutation (en tenant aussi compte 
de ce qu’un nœud peut être rattaché à plusieurs portes et peut donc changer d’état par l’action de portes 
différentes). La complexité d’un tel procédé de simulation, ainsi que le temps nécessaire (pour caractériser 
chaque type de porte, mais aussi le temps de simulation sur outils requis) ont rendu cette solution de 
simulation inapplicable dans le cas étudié ici, mais le principe semble prometteur pour améliorer la 
précision de la détermination du courant, mais au détriment de la rapidité de simulation. 
c. CHARGE TYPIQUE 
Ce paramètre est la charge connectée à la sortie de la porte typique: il représente la capacité de 
charge des interconnexions sur la sortie de la porte, ajoutée à la capacité d’entrée de la porte suivante. 
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Sa valeur est un facteur clé dans l’extraction du courant, puisque l’amplitude et la durée du pic de 
courant recherché dépendra fortement de la charge connectée sur la porte typique. 
 
 Capacité d’interconnexion: 
La valeur de la capacité a été extraite du layout complet du Barracuda à l’aide de l’outil d’extraction 
StarRC de Synopsys [11] appliqué aux seules interconnexions de signaux logiques: ont été exclus de cette 
extraction les alimentations et les signaux analogiques pour ne prendre en compte que les interconnexions 
reliant les entrées et sorties des portes logiques. Le fichier résultant de cette extraction de parasites RC, 
pour laquelle les résistances ont été omises, donne la valeur de la capacité vers la masse de chaque point du 
réseau des signaux (équivalent à un nœud dans les simulations haut niveau). Les nœuds avec des capacités 
vers la masse nulles (nœuds connectés à la masse) ont été enlevés volontairement pour faciliter le post 
traitement. Les nœuds restants ont ensuite été classés selon leur appartenance aux modules (classement 
selon leur nom où est indiquée cette information). Les données statistiques résultant sont présentées Table 
2- 3. 
Module S12 S12-CPU only Voltage Reg SRAM Pads EE FEE Total Chip
Total cap (F): 7.59E-10 2.80E-10 7.68E-12 6.97E-10 5.46E-10 1.75E-10 5.44E-10 3.01E-09
Nb of nodes 43326 22765 166 203281 5656 43326 40443 358963
Average Cap on nodes (F) 1.75E-14 1.23E-14 4.60E-14 3.43E-15 9.65E-14 1.22E-14 1.35E-14 8.38E-15
Min Cap (F) 2.28E-16 3.22E-16 4.43E-16 4.32E-16 2.41E-16 3.22E-16 3.22E-16 2.28E-16
Max Cap (F) 3.01E-12 8.64E-13 1.54E-12 6.08E-13 4.28E-12 5.91E-13 1.94E-12 4.28E-12
Ecart type / moyenne (F) 2.44E-14 1.50E-14 6.29E-14 1.47E-13 1.51E-14
 
Table 2- 3: Table des capacités sur les pistes de signaux logiques dans Barracuda. 
Nous nous intéressons au courant généré par le cœur du composant, c’est-à-dire au module 
Star12, qui sera la principale partie activée par les programmes lors des mesures. La capacité moyenne d’un 
nœud dans le module S12 est 1.75e-14F ou 17.5 fF: c’est la capacité que nous considérons comme typique 
des interconnexions entre cellules dans le cœur. 
 
 Capacité d’entrée de porte: 
Cette capacité est celle créée par l’entrée de chaque cellule et provient le plus souvent des capacités 
de grilles des transistors MOS. Un document de synthèse associé à la technologie  donne les capacités 
d’entrée de chaque cellule. La cellule choisie comme cellule typique, INVX2, sera aussi celle qui fournit 
cette capacité d’entrée. La Table 2- 4 donne ces capacités pour la famille des inverseurs INV. INVX2 a une 
capacité typique d’entrée de 0.0095pF, soit 9.5 fF. 
 
INV type XL X1 X2 X3 X4 X8 X12 X16 X20 
Pin Cap. (pF) 0.0036 0.0053 0.0095 0.0136 0.0189 0.0372 0.0101 0.0143 0.0174 
Table 2- 4: Table des capacités d’entrée des cellules INV. 
La capacité totale vue par la porte typique est donc : 17.5 + 9.5 = 27 fF . 
Cette capacité est uniquement une capacité vers la masse du circuit. Toutefois d’autres capacités 
existent sur les interconnexions, notamment une capacité vers les zones chargées à VDD, comme les 
interconnexions d’alimentation ou les puits de dopage connectés à VDD. Les outils d’extraction lors de 
cette étude ne permettaient pas d’extraire ces capacités vers d’autres référentiels que la masse (les nouvelles 
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générations d’outils d’extraction le permettent en revanche). La valeur estimée [15] de la capacité vers VDD 
est de 1/5ème de celle vers la masse. On aura donc  :  27 / 5 = 5.4 fF de capacité vers VDD. 
Il ne sera en revanche pas tenu compte ici des capacités « de bord » (fringe capacitance) des 
interconnexions, puisque qu’il est montré dans [16] que ces capacités ne devenaient prépondérantes qu’à 
partir des technologies 0.18µm et moins, ce qui ne s’applique pas au cas de la technologie 0.25µm du 
Barracuda. 
d. PIC DE COURANT D’UNE PORTE 
Ayant déterminé la porte typique et sa charge typique, il est possible de caractériser le courant 
consommé lors de la commutation de cette porte. Il est pour cela nécessaire de modéliser l’horloge et 
l’alimentation de cette porte. 
 Horloge: 
La vitesse de l’horloge est un facteur important de la consommation de courant d’une porte: plus 
rapide est le temps de montée des signaux d’horloge, plus fort est le pic de courant dans la porte. La Figure 
2- 35 montre les simulations de pics de courant consommé par une porte pour deux types de signaux 
d’horloge, l’un avec des temps de montée/descente de 10ps (courbe orange), et l’autre de 100ps (courbe 
verte) : la hauteur maximale des pics, ainsi que leur forme varie avec les caractéristiques des signaux 
d’horloge. 
 
Figure 2- 35:  Pics de courant d’une porte avec 2 horloges differentes (100ps et 10ps rise time) 
Afin d’obtenir une horloge aux temps de montée/descente réalistes dans la technologie utilisée, on 
place une série de cellules standard dédiées à l’horloge à l’entrée de la porte. Les cellules d’horloge choisies 
l’ont été sur les mêmes critères statistiques que la porte typique : CLKBUFX12 est l’élément d’horloge le 
plus utilisé dans le design (cf. Table 2- 2). On  charge les sorties avec la charge typique déterminée ci-
dessus. 
 
Figure 2- 36: Le pic de courant d’une porte contrôlée par une chaîne de buffers d’horloge est indépendant de l’horloge 
initiale. 
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Sur l’entrée du premier buffer d’horloge de cette chaîne on place une source de tension variable 
(PWL sous Spice) aux fronts de montée/descente très rapide (100ps ou moins) ; après propagation dans la 
chaîne , cette horloge est ralentie et correspond aux caractéristiques standard d’une technologie 0.25µm. La 
Figure 2- 36 montre d’ailleurs que le pic de courant de la porte typique ne dépend plus ni en hauteur ni en 
forme de la vitesse de l’horloge PWL initiale (aux temps de montée de 100ps et 10ps). 
 Alimentations: 
Le courant à déterminer n’est pas directement le courant passant de VDD à VSS à l’intérieur de la 
porte: ce courant rencontre tout d’abord l’environnement à proximité immédiate de la porte; il se propage 
au travers des résistances des rails d’alimentation environnants et est partiellement absorbé par les capacités 
de découplage locales que sont les grilles des transistors MOS, les VDD et VSS routés proches.  
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Figure 2- 37: Schéma du circuit de caractérisation du courant d’une porte. 
Le courant que l’on cherche à simuler est celui qui ne sera pas localement absorbé et qui se 
propagera vers l’extérieur sur les rails d’alimentation globaux du circuit. Sur la Figure 2- 37, ce courant est 
indiqué par les flèches rouges. 
 
Les valeurs des résistances globales et locales ont été estimées à 2 Ohms environ lors de mesures 
de paramètres S réalisées entre 2 broches externes du Barracuda, c’est-à-dire entre VDD1 et VDD2 ou 
entre VSS1 et VSS2. 
R (VDD1-VDD2) = 6.7 Ohms 
R (VSS1-VSS2) = 4.1 Ohms. 
 
Cela indique que le réseau du VSS a une résistance globale d’environ 4 Ohms (les valeurs ci-dessus 
incluent les résistances du boîtier, de l’ordre de la centaine de milliOhms). D’un point à un autre pris au 
hasard dans ce réseau, la résistance peut alors être évaluée à la moitié de la résistance globale du réseau (soit 
2 Ohms pour les résistances globales et de proximité). 
Ces valeurs sont aussi corrélées par les simulations sur l’ensemble du composant de la chute de 
tension sur l’alimentation pour une consommation statique de courant. Pour déterminer ces valeurs de 
résistances, on a aussi eu recours à l’extraction à l’aide StarRC [17] sur les interconnexions d’alimentation. 
Cependant les réseaux de résistances ainsi générés sont très complexes et de taille considérable, si bien qu’il 
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n’est pas possible d’en déduire la résistance globale avec un simulateur de circuit de type Spice, à moins 
d’utiliser des algorithmes de réduction de réseau, ce qui n’a pas été possible dans ce cas. 
Toutefois, les simulations ont montré que les valeurs de résistance n’avaient que peu d’influence 
sur le courant simulé, au contraire du rapport de résistance entre résistances locales et globales : si l’une est 
très inférieure à l’autre, un chemin très faiblement résistif se crée, qui drainera la majeure partie du courant 
et influera fortement sur le courant mesuré sur la résistance globale. En donnant la même valeur aux 
résistances globales et locales, on suppose une répartition équitable du courant entre ces chemins. 
 
 Capacité de découplage: 
La capacité globale de découplage du cœur est d’environ 4nF (voir Paragraphes suivants). 
La capacité de découplage locale (de proximité) est estimée à 4pF: cette capacité résulte des portes 
et des interconnexions environnant la porte étudiée. En considérant que le nombre de portes proches est 
de 100 environ, on obtient un rapport du nombre de portes environnantes sur le nombre de portes total 
(environ 100 000) de 1/1000. En appliquant la même proportion aux capacités de découplage, on obtient 
une capacité de découplage locale de 4nF/1000=4pF. 
 
 Moyenne des courants: 
A cause de l’asymétrie de conception entre PMOS et NMOS nécessaire pour compenser les 
différences de vitesse des porteurs, les tailles des deux types de transistors sont différentes dans le même 
inverseur. Malgré les efforts au niveau design, les courants sont légèrement différents en forme (hauteur et 
amplitude). En conséquence, les courants consommés lors du front montant et lors du front descendant ne 
sont pas identiques. Le courant typique d’une porte lors d’un front d’horloge sera alors la moyenne de ces 
deux courants (réalisée comme indiqué dans la Figure 2- 38), puisque la moitié des portes basculera sa 
sortie de l’état haut à l’état bas (activation du NMOS), et l’autre moitié de l’état bas à l’état haut (activation 
du PMOS). 
Clock
Nmos
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Clock
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Averaged
current
 
Figure 2- 38: Commutation d’une porte et consommation de courant des Nmos et des Pmos. 
 
Ces simulations ont été effectuées à l’aide du simulateur SABER [18] qui permet facilement 
d’obtenir des courbes avec des pas de temps fixes et équitablement répartis, ce qui rend aisée la moyenne 
des courbes, ainsi que leur utilisation par la suite pour la multiplication du courant avec l’activité. 
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Figure 2- 39: Courant moyen d’une porte INVX2. 
La  Figure 2- 39 présente les résultats de ces simulations : le courant au travers des résistances 
globales (voir Figure 2- 37) est présenté dans les deux types de commutation de la porte, puis moyenné 
(courbe 3) : c’est le courant typique de la porte typique. Le pic observé a une amplitude maximum de 
250µA et dure environ 0.3ns. 
e. SIMULATIONS COMPORTEMENTALES DE L’ACTIVITE 
La simulation analogique appliquée à l’échelle d’un composant aussi complexe qu’un 
microcontrôleur est impossible du fait du trop grand nombre de transistors. La simulation au niveau 
comportemental permet de palier à ce problème, tout en prenant en compte les effets du programme 
exécuté à l’intérieur du composant. 
 L’activité 
L’activité du microcontrôleur est le nombre de nœuds logiques qui changent d’état au cours du 
temps lors de l’exécution du programme. Dans l’approche comportementale, on compte ces nœuds à partir 
du simulateur Verilog, au niveau portes (BCS : Best Case ; et WCS : Worst Case) puisque le niveau des 
registres (RTL : Register Transfert Level) ne comprend pas toutes les portes du design final, et notamment 
celles qui sont liées au placement (éloignement entre deux portes par exemple). La Figure 2- 40 présente un 
exemple d’activité donnée par simulation RTL : tous les nœuds considérés changent d’état au même instant 
(en 1 ou 2ps), ce qui crée des pics aigus où les délais de propagation de l’horloge sur le composant ne sont 
pas pris en compte. 
B arracuda 1  
R TL  activity
0
200
400
600
800
1000
1200
1400
11100000 11110000 11120000 11130000 11140000 11150000 11160000 11170000 11180000 11190000 11200000
tim e (ps)
ac
tiv
ity
 (n
b 
of
 n
od
es
)
20  ns 
=  
50 M H z 
R TL peaks: 
sharp  (2ps)
 
Figure 2- 40: Exemple d’activité RTL pour le Barracuda (activité Cœur seulement, horloge 50MHz). 
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La Figure 2- 41 présente un exemple d’activité simulée au niveau portes. Sur un même front 
d’horloge, 1040 nœuds changent d’état en 2ps en simulation RTL, alors qu’ils sont environ 7600 sur une 
durée de 0.3ns en simulation BCS ou WCS au niveau portes. 
Best case
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RTL peak:
1040 nodes7738 nodes 
(in 0.3ns)
7519 nodes 
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Figure 2- 41: Pics d’activité en simulation au niveau portes (BCS ou WCS). 
 
 Configuration et résultats du simulateur Verilog 
Le simulateur Verilog utilisé par l’équipe de design de Munich est contrôlé par HC12sim, outil 
interne de gestion et de configuration des simulations sur des designs de microcontrôleurs HC12. Cet outil 
permet de définir le code (écrit par exemple en assembleur) qui sera exécuté en simulation 
comportementale  par le cœur Star12 et les modules périphériques (on détaillera au Chapitre 3 les 
différents types de codes et mesures associées qui ont été réalisées). Le second paramètre d’entrée 
important est alors la fréquence d’horloge souhaitée pour le cœur (double de la fréquence de bus interne). 
On spécifie aussi la durée de la simulation. 
On spécifie ensuite les paramètres de sortie du simulateur : le résultat sera un fichier « .vcd » 
(Variable Change Drop) qui donne à chaque pas de temps de simulation (la picoseconde en générale) la 
liste des nœuds du circuit qui changent d’état. Il est possible de limiter la simulation à certains blocs du 
composant, ou de l’étendre à son ensemble. Pour conserver la logique de la méthode présentée ici, on  
simulera les seuls blocs logiques, et tout particulièrement le cœur. 
 
 Traitement des résultats  
Afin d’extraire « l’activité » du fichier .vcd de résultat, nous avons développé un programme en 
langage Ada qui, à chaque occurrence d’un temps dans le fichier, associe un nombre de nœuds changeant 
d’état, en comptant les nœuds listés après cette donnée temporelle. (cf. Figure 2- 42). 
Le fichier qui résulte de ce comptage donne l’activité en fonction du temps, et peut être très 
volumineux en mémoire. Il faudra éliminer la partie d’initialisation du microcontrôleur (dont l’émission 
n’est pas mesurée puisqu’à l’inverse des boucles de programme, il s’agit d’un phénomène transitoire), et se 
limiter à ne conserver qu’une seule période du programme exécuté (quelques cycles d’horloge). 
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Figure 2- 42: algorithme de comptage 
f. COURBES DE COURANT FINALES 
Pour obtenir le courant consommé par le composant au cours du temps, le fichier d’activité doit 
être multiplié par le pic de courant typique obtenu dans les paragraphes précédents. 
Cette multiplication se fait à nouveau à l’aide d’un programme spécifique également développé en 
Ada, dont les entrées sont le fichier du pic de courant typique (courant en Ampères en fonction du temps 
en picosecondes) et le fichier d’activité (nombre de nœuds en fonction du temps en picosecondes). Il est 
important que les unités de temps des deux fichiers coïncident. 
Le fichier final ainsi créé est le plus souvent volumineux, surtout s’il détaille les variations du 
courant toutes les picosecondes, ce qui équivaut à des fréquences proches du teraHerz. Cette trop grande 
précision temporelle du courant ralentit considérablement le simulateur lorsque le modèle ICEM est utilisé 
dans un schéma électrique. On a donc recours à un autre programme qui réduit le nombre de points de 
données en faisant des moyennes sur plusieurs points : une précision acceptable pour la gamme de 
fréquence recherchée (1MHz-1GHz) est obtenue pour 1 point toutes les 100ps. 
La Figure 2- 43 présente les courbes de courant résultant de simulation dans le meilleur cas (BCS) 
et le pire cas de procédé de fabrication (WCS). Bien que les activités de ces deux cas de simulation aient été 
très semblables en amplitude, leur conversion en courant génère d’importantes différences (Figure 2- 44). 
L’amplitude maximum des pics de courants de la simulation dans le meilleur cas atteint environ 
700 mA, tandis qu’en simulation dans le pire cas elle est seulement de 400mA. Cette différence entre 
amplitude maximum des pics est maximale pour les pics les plus grands. 
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Figure 2- 43: Courbes de courant obtenues à partir de l’activité  BCS et WCS 
Une telle différence s’explique par le fait que les simulations BCS utilisent le « Best case » (meilleur 
cas) pour la propagation des signaux et pour les délais, ce qui implique une grande synchronisation entre 
portes lors de leur commutation. Dans le pire cas de simulation (WCS: « Worst case »), les délais sont plus 
longs :la commutation des portes est moins synchrone et davantage étalée dans le temps. Toutefois 
l’énergie globale (c’est-à-dire l’intégrale du courant d’un pic) reste la même dans les deux cas : la 
consommation totale de courant est semblable mais les amplitudes maximum ou la répartition dans le 
temps sont différentes. 
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Figure 2- 44: Différence d’amplitude entre pics de courant générés par simulations BCS et WCS. 
La différence entre ces deux cas de simulation doit être prise en compte lors de la simulation 
globale de l ‘émission du microcontrôleur. : le cas réel mesuré se situera entre ces deux extrêmes. 
3/ La porte typique : inverseur et bascule-D 
a. BASCULE-D COMME PORTE TYPIQUE 
La choix de l’inverseur INVX2 comme porte typique s’est trouvé mis en question pour deux 
raisons : 
1/ la forte occurrence de cette porte INVX2 dans le circuit n’implique pas nécessairement  une 
utilisation aussi forte lors de l’exécution de programmes. Ainsi, il apparaît que les bascules-D (ou DFF : D-
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Flip-Flop) sont un des éléments clés des architectures logiques, et sont par conséquent davantage utilisées 
lors de l’exécution de programmes. Il s’agit toutefois là d’une hypothèse guidée par l’expérience des 
concepteurs de circuits, qui demanderait à être vérifiée par des simulations spécifiques que nous n’avons pu 
mener à bien. 
2/ L’implantation des portes INV et DFF n’a pas lieu au même moment de la conception : alors 
que les bascules-D apparaissent dès le niveau RTL, les inverseurs sont pour la plupart mis en place au stade 
de l’implémentation physique et servent notamment à amplifier les signaux reliant des portes 
géographiquement éloignées. L’utilisation des bascules-D comme portes typiques pourrait ainsi permettre, 
après vérification de la validité de cette source de courant dans le modèle d’émission, de procéder à la 
modélisation du courant consommé dès le stade de la conception RTL, sans attendre le stade de 
l’implémentation physique. 
La bascule sélectionnée comme porte typique est SDFFRX1, qui avec 6389 occurrences (sur 88 
690 portes) est  inférieure en nombre d’un tiers environ aux 10 610 portes INVX2. 
b. HORLOGE, TIMINGS ET DONNÉES 
La bascule-D n’a pas la simplicité de comportement de l’inverseur : la sortie de la bascule ne 
commute pas systématiquement à chaque front d’horloge. Il est nécessaire de relever le courant de la porte 
dans plusieurs états d’entrée et de sortie de la porte. La Figure 2- 45 présente un schéma temporel des 
différents pics de courant selon les états de la porte. La Table 2- 5 classe les pics de courant et les états 
correspondants. 
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Figure 2- 45: Schéma temporal des états d’entrée/sortie et du courant de la DFF. 
 
Numéro de pic Horloge D Q 
1 F F 1 
2 R 0 F 
3 F 0 0 
4 R 0 0 
5 F R 0 
6 R 1 R 
7 F 1 1 
8 R 1 1 
Table 2- 5: Pics de courants, horloge et états d’entrée et de sortie pour une DFF. 
R = rising edge (front montant) 
F = falling edge (front descendant) 
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Certains états de la porte n’ont pas été considérés, puisqu’il s’agit d’états instables qui ne 
surviennent pas en fonctionnement normal. Ainsi de l’arrivée d’un front montant sur l’horloge en même 
temps que le changement d’état (montant ou descendant) sur l’entrée de donnée D. 
Dans la méthodologie d’évaluation du courant consommé à partir de l’activité, chaque nœud qui 
change d’état est équivalent au changement d’état d’une porte. Dans le cas de la bascule-D, ce changement 
d’état sera compté lorsque la sortie est modifiée. Ainsi, les seuls pics de courant à considérer pour 
modéliser les pics de courants typiques de la porte seront ceux où la sortie Q produit un front montant (R) 
ou descendant (F) : pics 2 et 6 de la Table 2- 5. 
c. CIRCUIT D’EVALUATION SIMPLE  
Le comportement de la Bascule-D a dans un premier temps été évalué dans un cas simple, afin de 
déterminer les paramètres importants de consommation de courant. Ce circuit est donné Figure 2- 46. 
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Figure 2- 46: Circuit d’évaluation d’une bascule-D. 
Trois entrées de cette porte sont constantes durant les simulations : SE=0; SI=1 et RN=1. 
Les sorties Q et nQ (opposées en signe) sont chargées de la capacité typique (voir ci-dessus), qui 
prend en compte à la fois la capacité d’interconnexion et la capacité d’entrée de la porte suivante ; cette 
capacité (paramètre loadC) est initialement fixée à 27fF, soit 17.5fF d’interconnexion et 9.5fF de capacité 
d’entrée. 
 Différents pics de courant 
Les données d’entrée et d’horloge sont amenées par deux chaînes de 5 buffers d’horloge qui 
permettent d’obtenir une horloge et des données réalistes. Chaque buffer d’horloge n’est chargé que de la 
seule capacité d’interconnexion (paramètre loadclock =17.5fF) car une porte lui est connectée en sortie. Les 
temps de montée/descente de l’horloge initiale qui active ces chaînes d’horloge et de données sont fixés à 
0.1ns(paramètre tr). Les résultats des maxima de chaque type de pic de courant sont donnés Table 2- 6. 
 
Numéro de pic Horloge D Q 
I(t) courant 
maximum sur 
Vss (A) 
I(t) courant 
maximum sur 
Vdd (A) 
1 F F 1 182.9u 210.8u 
2 R 0 F 435.7u 413.4u 
3 F 0 0 161.1u 190.1u 
4 R 0 0 345.1u 169.8u 
5 F R 0 239.5u 211.9u 
6 R 1 R 459.6u 326.5u 
7 F 1 1 175.2u 203.6u 
8 R 1 1 318.7u 142.3u 
Table 2- 6: Pics de courants observés sur une Bascule-D. 
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Deux remarques sur ces amplitudes maximum de pics de courants : 
1/ les pics n’ont pas des maxima équivalents : ceux-ci dépendent des états de données d’entrée et 
d’horloge. Les pics les plus grands sont ceux où la sortie Q se modifie (pics 2 et 6). La Figure 2- 47 donne 
les formes temporelles de ces différents types de pics de courant. 
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Figure 2- 47: Différentes formes temporelles de consommation de courant d’une DFF. 
2/ Les courants observés sur VDD et sur VSS pour un même pic ne sont pas strictement égaux, 
mais présentent des amplitudes et des durées très similaires (Figure 2- 48). 
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Figure 2- 48: Faibles différences entre les courants sur VDD et sur VSS. 
 Variation de l’horloge 
On vérifie là encore en faisant varier les temps de montée/descente de l’horloge (tr) que le pic de 
courant maximum y est insensible (Table 2- 7). 
Pic 2 6 
Tr (ns) VDD VSS VDD VSS 
0.01 413.4u 437.2u 326.4u 449.0u 
0.05 409.9u 450.5u 323.6u 434.1u 
0.1 413.4u 435.7u 326.5u 459.6u 
0.5 413.3u 434.3u 326.4u 453.4u 
Table 2- 7: Variation du maximum du pic de courant sur VDD et VSS pour les pics 2 et 6. 
 Variation de la charge 
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En faisant varier la charge typique de la bascule-D, on observe que seuls les pics 2 et 6 y sont 
sensibles (Figure 2- 49). 
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Figure 2- 49: Variations du courant maximum d’une DFF avec la capacité typique (loadC) 
Le maximum des pics de courant 1,3,4,7 et 8 ne dépend pas de la charge typique cload. Seuls les 
pics 2 et 6 où la sortie Q change d’état en chargeant la capacité cload varient logiquement avec ce paramètre. 
L’invariance des pics 1,3,4,7 et 8 s’explique par la structure de la DFF (cf. Figure 2- 50: schéma électrique 
d’une DFF) : seules des portes internes à la bascule-D commutent et leur charge n’est pas liée aux capacités 
externes. 
 
Figure 2- 50: Schéma électrique d’une bascule-D (SDFFRX1). 
L’addition d’une capacité de charge vers Vdd, équivalente à 1/5ème de la charge typique, n’entraîne 
pas de différence significative dans les résultats observés. 
 
 
 Variation avec les cas du process 
Les librairies des portes standard permettent de simuler différents cas de fabrication, appelés 
« process corners », en considérant les variations possibles des procédés et conditions de fabrication. On 
retrouve ainsi trois cas comme dans les simulations Verilog : le cas typique (typ) et les cas extrêmes WCS et 
BCS. La Figure 2- 51 montre la variation du maximum des pics de courant 2 et 6 avec le process. Ces 
variations atteignent 27 à 50% (par rapport au cas WCS d’amplitude la plus faible ) entre les cas WCS et 
BCS , et le cas typique donne une valeur intermédiaire. 
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Figure 2- 51: Variation des pics de courant 2 et 6 avec les variations de process. 
Ces différents cas de simulations devront être pris en compte dans la simulation finale en les 
combinant avec les cas obtenus par la simulation Verilog. 
Pour obtenir un pic unique correspondant au basculement de la sortie Q de la DFF, on réalise la 
moyenne à chaque instant des pics 2 et 6 au cours desquels Q passe respectivement de l’état 1 à 0 et de 0 à 
1. (cf. Figure 2- 52). On procède en 3 temps : 
1/ le temps t=0 est associé au dernier point du pulse d’horloge à l’état bas avant que le front 
montant ne commence (pour le pic 2 comme pour le pic 6). 
2/ à chaque pas de temps, les courants sur VDD et VSS sont additionnés pour chaque pic 2 
et 6, et divisés par 2 pour obtenir le courant moyen sur les alimentations. 
3/ les courants obtenus à l’étape 2 sont ensuite additionnés et divisés par 2 pour en obtenir 
la moyenne à chaque unité de temps. 
Pour créer le fichier du pic de courant typique qui sera utilisé dans la multiplication par l’activité, 
les 400 premières picosecondes du pic ont été retirées, puisque le pic ne débute pas à t=0. Ces données ne 
sont pas utiles pour créer le courant final : elles rajoutent à toutes les courbes un délai qui n’a pas 
d’influence dans le domaine spectral, mais qui alourdit les fichiers de simulation. 
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Figure 2- 52: Moyenne des pics 2 et 6 lors du basculement de la sortie Q. 
La comparaison du courant consommé par un inverseur et par une bascule-D est donnée Figure 
2- 53. Les pics associés à la DFF ont à la fois de plus grandes amplitudes maximum, un étalement en durée 
plus large et par conséquent une plus grande énergie globale. 
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Figure 2- 53: Comparaison des formes temporelles des pics de courant de l’inverseur et de la bascule-D. 
d. ENVIRONNEMENT DE PROXIMITE  
On reprend à présent le circuit constituant l’environnement de proximité de la porte pour simuler 
le courant typique de la DFF (Figure 2- 54). 
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Figure 2- 54: Circuit avec l’environnement de proximité pour caractériser la bascule-D. 
Dans cet environnement, les pics de courants mesurés sont largement diminués (d’un facteur 4 
environ) par rapport au circuit simple de test  (cf. Table 2- 8– cas typique) : cela est dû à la répartition 
différente des courants dans ce type de circuit où les éléments de proximité en absorbent une partie. 
 
Circuit Numéro de pic 
Horloge D Q 
I(t) courant 
maximum sur 
Vss (A) 
I(t) courant 
maximum sur 
Vdd (A) 
2 R 0 F 435.7u 413.4u 
Simple 
6 R 1 R 459.6u 326.5u 
2 R 0 F 121.8u 117.1u 
Proximité 
6 R 1 R 121.5u 103.4u 
Table 2- 8: Amplitude comparée des pics de courant avec deux types de circuits. 
Les cas de procédés de fabrication jouent également un rôle significatif, bien qu’un peu moins 
évident, sur les amplitudes maximum des pics de courant (cf. Figure 2- 55). La forme des pics est aussi 
modifiée: après le pic initial apparaît un second pic plus lisse qui s’étale sur plusieurs nanosecondes et qui 
correspond à la charge et décharge d’une capacité locale. 
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Figure 2- 55: Comparaison des courants typiques d’une DFF dans l’environnement de proximité et du courant de 
l’inverseur. 
4/ Activité spécifique de l’horloge dans les DFF 
a. PIC DE COURANT D’UNE DFF A UN FRONT D’HORLOGE 
Au paragraphe précédent nous avons considéré le cas où les sorties Q et nQ de la porte 
commutaient. Or les DFF consomment également du courant à chaque front d’horloge, même si aucune 
modification de l’entrée D ou des sorties Q et nQ n’a lieu. Cela correspond aux pics 3 et 4 (fronts montant 
et descendant de l’horloge quand D=0) et 7 et 8 (fronts descendant et montant de l’horloge avec D=1), en 
moucheté dans la Table 2- 9 ci-dessous. 
Ces pics de courant consommé surviennent à chaque front d’horloge pour toutes les bascules-D 
inactives, c’est-à-dire celles qui ne changent pas l’état de leur sortie et qui ne sont donc pas prises en 
compte dans l’activité Verilog. Pour obtenir le courant total consommé par ces portes, on n’utilisera donc 
pas le nombre de nœuds qui changent d’état mais le nombre de DFF qui ne commutent pas. 
 
Pic Horloge D Q 
1 F F 1 
2 R 0 F 
3 F 0 0 
4 R 0 0 
5 F R 0 
6 R 1 R 
7 F 1 1 
8 R 1 1 
Table 2- 9 : Les différents pics de courant d’une bascule D. 
Les pics 1 et 5 (en blanc dans la Table 2- 9) représentent quant à eux le courant consommé lorsque 
l’entrée D change d’état. La valeur maximale de leur amplitude étant proche de celle des pics 3, 4, 7 et 8, on 
les considèrera comme faisant partie du même cas (front d’horloge arrivant sur la DFF inactive). 
On réalise la moyenne de ces pics de la même manière que ci-dessus. Les résultats obtenus sont 
donnés Figure 2- 56 dans le cas du circuit simple de test et Figure 2- 57 dans le cas de la DFF placée dans 
son environnement de proximité. 
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Figure 2- 56: Pic de courant consommé par une DFF dans un simple circuit à l’arrivée d’un front d’horloge (pour 
différents cas de process). 
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Figure 2- 57: Pic de courant consommé par une DFF dans un environnement de proximité à l’arrivée d’un front 
d’horloge (pour différents cas de process) 
 
b. ACTIVITE EQUIVALENTE DES DFF LORS DE FRONTS D’HORLOGE 
Les  pics de courant obtenus au point précédent seront multipliés par une courbe d’activité qui 
doit être créée puisqu’elle n’est pas donnée par l’activité Verilog. On peut utiliser 2 méthodes pour générer 
cette activité. 
 Méthode de la soustraction 
Puisqu’il s’agit ici de considérer les portes qui ne commutent pas et ne sont décomptées par 
l’activité Verilog, on peut de prime abord penser à soustraire du nombre total de DFF le nombre de portes 
données par l’activité Verilog : on a ainsi au cours du temps la courbe des portes DFF inactives. Le 
problème principal est que ces portes ne consomment du courant que lors d’un front d’horloge, et non à 
chaque instant de la courbe. Il ne faut alors garder que ces seules portes, ce qui revient à connaître la 
distribution temporelle des fronts d’horloge, c’est-à-dire l’étalement dans le temps des commutations liées 
aux fronts d’horloge. On touche ici à la limite de cette méthode, qui ne peut s’appliquer que dans le cas où 
il est possible de simuler l’activité Verilog de l’horloge seule. Ce n’est pas la méthode qui a été retenue ici. 
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 Méthode de la reconstruction 
La méthode utilisée simplifie davantage le problème et anticipe la possibilité de simuler le courant 
consommé dès le stade de la conception RTL: sur les 6 389 portes SDFFRX1 que compte le Barracuda, 
seules 1100 peuvent commuter au même instant (ce qu’on trouve dans l’activité RTL par exemple, qui 
prend en compte les DFF mais non les inverseurs liés au placement). En considérant qu’aucune technique 
de clock gating n’a été utilisée sur le cœur même du composant (seulement sur les modules périphériques), 
on peut estimer le nombre minimum de portes SDFFRX1 qui ne changent pas d’état à 5 300. Ce sont ces 
portes qui consomment du courant à chaque front d’horloge. 
 
Une seule horloge (CLK24 ) alimente le cœur du Barracuda. Les pics de courants lors des fronts 
d’horloge surviennent donc à 2 fois la fréquence d’horloge du cœur. 
Les 5300 DFF inactives ne reçoivent pas cette horloge au même instant : un décalage (clock skew) 
existe. On peut en donner une valeur approchée à l’aide de l’activité Verilog (cf Figure 2- 58), en 
déterminant la largeur (durée) à mi-hauteur des pics d’activité dans 2 cas (BCS et WCS) : on trouve une 
largeur à mi-hauteur  de 0.1 à 0.25ns dans le cas BCS et 0.35ns dans le cas WCS. 
On reconstruira un pic d’activité à partir de ces données en considérant que l’étalement d’un pic 
suit une loi gaussienne qui est une loi fréquente en matière de délais, de distribution d’horloge. 
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Figure 2- 58: Activité dans les cas BCS et WCS 
Un programme en Ada a été écrit pour prendre en compte la consommation des portes DFF 
inactives qui reçoivent un front d’horloge. Les données d’entrées sont : 
 la période des pics de courants (T= période de l’horloge/2) 
 le délai initial (t0) 
 la durée totale de l’activité à créer (Tlength) 
 le nombre de portes à considérer à chaque front d’horloge (Gates) 
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La Figure 2- 59 (haut) donne les résultats de ce programme : il s’agit d’une activité semblable à 
celle donnée par une simulation Verilog au niveau RTL, où les pics ne présentent aucun étalement réaliste.  
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Figure 2- 59: Création de l’activité et étalement réaliste. 
 
Un second programme permet d’étaler ces pics d’activité (Figure 2- 59– bas) en utilisant un 
étalement gaussien régi par la loi : 
 


×
−×= 2
2
0
2
)(exp σ
XXMAXY     (Equation 2-2) 
La Figure 2- 60 décrit l’algorithme utilisé. Les variables d’entrée sont (cf. Figure 2- 61): 
 GATES: nombre total de portes qui commutent lors d’un même pic 
 l’étalement du pic (FWHM : Final Width at Half Maximum) 
La variable FWHM est reliée au σ dans l’équation ci-dessus par:  
σσ ×≈×××= 3548.2)2ln(22FWHM   (Equation 2-3) 
soit  
)2ln(8
2
2
×=
FWHMσ  ou 
772588.2
2
2
2 FWHM≈×σ  
 
Les variables internes au programme sont: 
 SUM: aire de la moitié du pic  (cf. Figure 2- 61 droite) 
 MAX: hauteur (en nombre de nœuds) du pic gaussien final. 
 
GATES, SUM et MAX sont des valeurs entières, puisqu’elles représentent un nombre de nœuds. 
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Figure 2- 60: Algorithme du programme transformant un pic “RTL” (Dirac) en pic gaussien. 
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Figure 2- 61: Paramètres du pic et calcul de l’aire. 
Des exemples de résultat sont donnés Figure 2- 62, avec des étalements d’un pic  de 1000 portes 
sur des durées de 2ps, 5ps et 10ps à mi-hauteur. 
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Figure 2- 62: Etalements d’un pic  de 1000 portes sur des durées de 2ps, 5ps et 10 ps à mi-hauteur. 
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Pour un FWHM de 2ps, la largeur totale du pic (instant auquel le nombre de noeuds est nul) est de 
6ps, de 14ps avec FWHM=5ps et 26ps avec FWHM=10ps. 
Le nombre total de nœuds est sensiblement modifié dans cet étalement afin de respecter les 
valeurs entières prises par les nombres de nœuds. 
 
Activité du cœur du Barracuda pour les DFF : 
Pour T=125ns (horloge de 16MHz= ; 5300 DFF ; FWHM=0.15ns en BCS (valeur médiane de 0.1ns et 
0.25ns)  et 0.35ns en WCS ; durée de la routine du microcontrôleur : 750ns ; Délai intial : 3.8ns. 
 
 La Figure 2- 63 présente les résultats pour les deux cas  BCS (FWHM=0.15ns) et WCS 
(FWHM=0.35ns) , avec une comparaison de l’activité Verilog. 
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Figure 2- 63: Comparaison de l’activité Verilog  et de l’activité estimée des DFF due à l’horloge 
Le courant global consommé par le microcontrôleur sera composé du courant déterminé à l’aide 
de l’activité Verilog et du courant de commutation en sortie d’une DFF, additionné au courant consommé 
par les DFF lorsqu’elles reçoivent sans commuter un front d’horloge.  
 
5/ Evaluation fréquentielle des courants modélisés 
L’aspect temporel des courbes de courants finales (cf. Figure 2- 64) permet d’observer des 
différences entre courbes générées à partir de différents cas de process ou à partir de différentes portes 
typiques (DFF ou Inverseur). Le passage dans le domaine fréquentiel permet de visualiser les différences 
des spectres. On présente ici les Transformées de Fourier de ces courants et, en dernier lieu, une évaluation 
de l’impact de ces différentes sources de courant sur un modèle d’émission ICEM simple. 
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Figure 2- 64: Formes temporelles des sources de courant dans différents cas de modélisation. 
a. COMPARAISON DES COURANTS D’INVERSEURS ET DE DFF 
Afin d’évaluer l’influence du type de modélisation du courant, on a comparé les Transformées de 
Fourier des courants générés à partir des inverseurs et à partir des bascules-D. Les courants générés par les 
DFF, dans lesquels sont inclus les courants créés par les fronts d’horloges sur les DFF (courbe rouge 
Figure 2- 65) sont significativement plus élevés (de 10dBµA environ) sur l’ensemble du spectre que les 
courants créés à partir d’inverseurs (courbe bleue). 
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Figure 2- 65: Comparaison des Transformées de Fourier des courants modélisés à partir d’inverseurs ou de DFF. 
b. IMPACT DU COURANT DU A L’HORLOGE SUR LES DFF 
Les courant consommé par les DFF lorsqu’elles ne commutent pas mais qu’un front d’horloge les 
atteint (courbe bleue Figure 2- 66) joue surtout un rôle à haute fréquence (> 150MHz), en s’accroissant 
régulièrement jusqu’à atteindre environ 30dBµA. 
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Figure 2- 66: Comparaison spectrale des courants des DFF avec et sans courant dû à l’horloge. 
c. IMPACT DE L’ENVIRONNEMENT DE SIMULATION : SIMPLE OU DE PROXIMITE 
Deux cas de simulation de la bascule-D ont été évoqués précédemment, l’un ne décrivant pas 
d’environnement à la porte, et l’autre incluant des éléments situés à proximité de cette porte .  
L’influence de cet environnement de simulation de la porte typique n’a d’effet qu’au delà de 
200MHz. 
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Figure 2- 67: Comparaison spectrale des courants modélisés dans un environnement simple ou de proximité. 
d. IMPACT DES CAS DE PROCESS 
A basse fréquence, la différence entre les cas de process est quasi nulle ; elle ne devient 
significative ( environ 10dBµA) qu’au delà de 500MHz. 
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Figure 2- 68: Comparaison des FFT des courants selon différents cas de process. 
D. Paramètres du modèle d’émission: les éléments parasites sur silicium 
1/ Capacité de découplage interne 
Cette capacité de découplage entre Vdd et Vss joue un grand rôle dans l’émission parasite. Cette 
capacité résulte de différentes capacités dues à la technologie : les capacités de jonction polarisées en 
inverse, les capacités intermétalliques de routage, les capacités d’oxyde et les capacités ajoutées. 
a. CAPACITES DE JONCTION PN EN INVERSE 
 La région P est au potentiel le plus bas (VSS) tandis que la région N est au potentiel le plus élevé 
(VDD) : les diodes PN sont polarisées en inverse et sont alors capacitives (Figure 2- 69). 
P+ N+N-
P
N+
VSS VDD 
CJ 
CJSW
 
Figure 2- 69: Contribution capacitive des jonctions PN polarisées en inverse 
La présence dans le substrat P de ces zones dopées N (« Nwells ») et reliées à VDD est due aux 
transistors PMOS qui nécessitent des caissons de dopage N dans lesquels peuvent être implantés les 
contacts P+ de drain et de source. [19] donne des formulations analytiques de calcul de la capacité de diode 
PN en inverse. Cette capacité se calcule comme une capacité plane et dépend de la distance entre les zones 
aux potentiels opposés : elle est donc fonction de la largeur totale de déplétion de la jonction, et par 
conséquent des dopages et profils de dopage des zones N et P, ainsi que de la tension appliquée à la 
jonction. Il est possible d’utiliser ces paramètres technologiques pour modéliser les capacités de jonction, 
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mais dans le cas de technologies matures où les librairies standard sont disponibles, on pourra se référer 
aux paramètres des modèles de transistor MOS (BSIM3 par exemple), desquels on retiendra surtout la 
capacité surfacique de jonction CJ des puits N dans les PMOS, ainsi que la capacité périphérique CJSW . 
Cette dernière peut souvent être négligée lorsque les zones dopées N forment de grandes surfaces planes 
avec peu de surfaces latérales. 
Ainsi, dans le cas du Barracuda, l’aire dans la zone des cellules standard (cœur logique) de ces puits 
de dopages N connectés à Vdd est estimée à 9mm², répartis en 750 lignes de 4mm de longueur, 3µm de 
largeur et 4µm de profondeur.  
CJ = 1.15 e-4 F/m², ce qui correspond à une capacité totale de jonction plane de 1.03nF. 
CJSW = 4.22 e-10 F/m, soit une capacité totale de jonction latérale lorsque l’on prend en compte 
les deux côtés des lignes de puits N, de :  CJSWT = CJSW * 4mm * 2 * 750 = 2.53nF. 
 
Ces capacités supposent une tension nulle aux bornes de la jonction. Or, dans le cas qui nous 
intéresse, la jonction PN est polarisée en inverse sous 2.5V (tension d’alimentation de la logique). [2] donne 
une expression générale décrivant le comportement en fonction de la tension appliquée: 
   ( ) m
b
JJJP V
VCC
−−∗= 10     (Equation 2-4) 
Avec CJP capacité sous polarisation  
 CJ0 capacité sous polarisation nulle 
 VJ  tension de la jonction (négative pour une jonction en inverse) 
 Vb  potentiel intrinsèque de la jonction (environ 0.6V) 
 Et m est une constante qui dépend de la distribution des dopages dans la jonction : de 0.5 
pour le cas d’une jonction très abrupte à 0.3 pour une jonction plus graduelle. 
Dans le cas médian (m=0.4), le coefficient qui multiplie CJ0 vaut 0.518. On obtient alors une 
capacité de jonction totale de 1.84nF. 
Cette capacité n’est cependant pas parfaite : les puits N sont assez résistifs (Rho=580 Ohms), ce 
qui dégrade le comportement en fréquence de cette capacité de découplage, dont la fréquence de coupure 
est de ce fait estimée à 20MHz. On la modélisera donc par une capacité en série avec une résistance pour 
tenir compte de la dégradation en fréquence.  
 
b. CAPACITE DE METAL 
 La capacité inter-métal (Figure 2- 70) résulte du routage des alimentations ; les pistes de métaux 
proches, polarisées à Vdd et à Vss, génèrent une capacité. Sachant l’espacement entre les pistes 
d’alimentation, on peut, à l’aide des formulations de Delorme [20] sur les interconnexions (selon la 
géométrie des pistes : épaisseur, hauteur, largeur), calculer ces capacités, qui peuvent s’exercer d’un niveau 
de métal à l’autre (M2 et M3 par exemple) ou sur le même niveau pour des pistes parallèles et proches. 
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VDD
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Figure 2- 70: Contribution des capacités de routage métallique 
c. CAPACITE D'OXYDE 
 Elle provient des oxydes qui séparent le substrat des grilles des transistors MOS (Figure 2- 71) . 
N+ N+ 
Grille en 
Polysilicium Oxyde mince 
de Grille 
P - 
Drain Source
Cgs Cgd 
Cgb 
 
Figure 2- 71: Contribution des capacités d'oxyde 
Ces capacités d’oxyde peuvent être calculées pour un transistor MOS à l’aide de paramètres 
technologiques tels que l’épaisseur de l’oxyde de grille ou les étendues des zones de diffusion. On pourra 
aussi se référer aux librairies de modèles de transistors, où l’on retiendra les capacités Cgd, Cgs et Cgb. Une 
approche plus simple consistera à utiliser les données statistiques sur la technologie [9], qui donnent des 
valeurs de découplage standard par porte ou par aire de logique. On trouve ainsi pour 100 000 portes 
environ une capacité de découplage de 0.5nF (5fF/ porte en 0.25µm). Cette valeur est cependant assez 
faible, d’autant que le nombre de cellules donné par mm² n’est pas comparable avec le cas qui nous 
occupe : l’aire de la logique digitale dans le Barracuda est de 10.5mm². La table des statistiques donne 18 
000 cellules par mm² ; le découplage par mm² est donc de 90pF en 0.25µm : avec cette valeur, on trouve 
une capacité de découplage proche de 1nF (0.945nF). 
d. CAPACITE AJOUTEE  
 Les fondeurs ont de plus en plus tendance à volontairement ajouter de la capacité (un des 3 types 
décrits ci-dessus) pour diminuer l'émission électromagnétique, car elle joue le rôle de réservoir d'énergie 
pour les appels de courants générés par les cœurs de calcul. Dans le cas du Barracuda, ces capacités, 
appelées CMIM sont réalisées à l’aide de métallisations M2 en vis-à-vis que sépare une mince couche 
(360Angströms) d’oxyde. Comme cette capacité est localisée sur le 2ème niveau métallique, il est possible 
d’utiliser le 3ème niveau pour router d’autres signaux sans perdre de place. Ainsi sur le Barracuda ces 
capacités sont elles en grande majorité réparties sous le réseau d’alimentation du cœur logique, ainsi que 
sous l’anneau d’alimentation situé entre les pads et la zone centrale. Cette capacité ajoutée vaut 1.2nF. 
2/ Résistance et inductance des circuits d’alimentation 
Ces résistances et inductances sont celles des éléments présents sur le silicium (interconnections en 
Aluminium, Cuivre ou alliages). 
Chapitre 2 : Modèle d’émission   
 
2-52 
a. CALCUL DES RESISTANCES : 
L'évaluation des paramètres résistifs peut être obtenue en appliquant les formules [21] [16] 
considérant la résistance par carré (Figure 2- 72). 
La résistance par carré, R , correspond à une portion de conducteur dont la longueur est égale à la 
largeur, vu de haut. La résistance par carré est d’autant plus grande que la section du conducteur est faible. 
 
w
e l
1 carré
w
 
 
eeW
W
S
lR ρρρ =⋅⋅=⋅=⋅⋅     (Equation 2-5) 
 
e = épaisseur du métal (µm) 
w =  côté d’un carré élémentaire (µm) 
l = longueur totale du conducteur (µm) 
S = section du conducteur (µm²) 
 
ρAl = 0,0277 Ω.µm résistivité de l’aluminium 
ρCu = 0,0172 Ω.µm résistivité du cuivre 
ρAu = O,022 Ω.µm résistivité de l’or 
Figure 2- 72: Calcul de la résistance par carré d’un conducteur métallique 
b. CALCUL DE L’INDUCTANCE D’INTERCONNEXION :  
De même, il est possible d'évaluer les paramètres inductifs d’interconnections sur silicium en 
utilisant les formules suivantes [21] [16] (Figure 2- 73). 
 
h  
e  
w  
 


 +⋅⋅=
h
W
W
hL r 4
8ln
2
1
011 πµµ          (Equation 2-6)   
L11 = inductance du conducteur (H/m) 
µ0=1,257 .10-6 H/m et µr=1 pour l’air et le Silicium  
(valable pour tous les matériaux non magnétiques) 
W = largeur du métal (m) 
h = hauteur par rapport au substrat (m) 
Figure 2- 73: Calcul de l’inductance d’un conducteur de type interconnexion au dessus d’un plan de masse. 
 
3/ Limitations du modèle d’interconnexion d’alimentation 
a. LIMITATION EN FREQUENCE :  
Le modèle RLC de l’alimentation considérée comme une ligne de transmission n’est pas valable 
quelle que soit la fréquence du signal : ce modèle considère en effet que le signal est invariant en tout point 
de l’élément d’interconnexion considéré, c’est-à-dire que l’effet de la propagation du signal n’est pas 
sensible, ce qui en terme de rapport entre longueur d’onde du signal λ et longueur l de l’interconnexion 
modélisée s’écrit :  
10
λ<l .  Pour une propagation dans le vide, un signal de 1GHz a une longueur d’onde de 
rf εελ 0
1= =30cm, et de 15cm pour une propagation dans du métal compris entre des diélectriques 
( 4≈rε ). La longueur d’interconnexion pour laquelle le modèle RLC est précis est de l’ordre de 1.5cm pour 
des signaux à l’intérieur de diélectriques.  
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b. EFFET DE PEAU :  
 Modification des propriétés du conducteur par l’effet de peau : 
L’effet de peau [22] [23] [24] désigne la modification avec la fréquence de la propagation du signal 
dans un conducteur : la zone de conduction rétrécit en se concentrant sur les bords du conducteur, ce qui 
augmente la résistance globale et modifie l’inductance. Ainsi, la résistance, qui à faible fréquence est 
fonction de la section du conducteur, sera à plus haute fréquence fonction de la seule « profondeur de 
peau » δ  où la conduction a lieu. δ est une fonction de la fréquence f du signal considéré : 
σµπδ ⋅⋅⋅= 0
1
f
 
(avec σ la conductivité du métal). 
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Figure 2- 74: Profondeur de peau dans les interconnexions du Barracuda. 
On donne Figure 2- 74 la profondeur de peau dans le cas des alliages métalliques utilisés dans les 
interconnexions du Barracuda. La profondeur de peau vaut 100µm à 1MHz et environ 3µm à 1GHz : 
seules les pistes dont les deux dimensions (largeur et épaisseur) sont supérieures à 6µm (deux fois 
l’épaisseur de peau) peuvent donc être affectées par cet effet. Certaines interconnexions d’alimentation 
(principalement celles de l’anneau d’alimentation), larges de 20µm, y seraient sensibles si leur épaisseur 
n’était bien inférieure à l’épaisseur de peau: aucun effet n’est donc visible. Cela est corroboré par [25] où les 
modifications des valeurs de résistance et d’inductance sont données jusqu’à 20GHz et ne sont pas 
significatives jusqu’à 1GHz.  
 Modification du plan de masse : 
On notera que dans le calcul des inductances des interconnexions sur silicium la hauteur par 
rapport au plan de masse est déterminante. Ce plan de masse est le plus souvent le substrat. Une des 
conséquences de l’effet de peau à haute fréquence est de modifier la répartition des charges dans le 
substrat : le plan de masse est alors déplacé, ce qui peut changer de manière modérée les valeurs 
d’inductance. [16] 
c. SIMPLIFICATION DU RESEAU D’INTERCONNEXION :  
Le modèle de l’alimentation présenté ici est une simplification sous une forme linéaire d’un réseau 
d’alimentation complexe. Divers auteurs [22], [25] présentent aujourd’hui des modèles constitués de réseau 
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RC ou RLC, qui rendent comptent plus précisément de l’impédance. Cependant la complexité de telles 
modélisations, qui nécessitent de grandes quantités d’informations et de données, ainsi que d’importants 
moyens de simulation, n’est pas adaptée à l’utilisation de ce modèle CEM dans des applications externes. 
E. Paramètres du modèle : les éléments du boîtier 
1/ Résistance et inductance 
La contribution en série du boîtier (leads) et des fils (d’or le plus souvent) appelés bondings reliant le 
silicium au boîtier n’est pas négligeable : elle est surtout inductive.  Pour la plupart des boîtiers, on calcule 
ces résistances et inductances à l’aide des formulations données Figure 2- 72  et Figure 2- 73. 
Pour les bondings, on mesure typiquement des résistances  de l'ordre de : 
- 50 mΩ/mm pour des fils d'or de 25 µm de diamètre. 
- 38 mΩ/mm pour des fils d'aluminium de 32 µm de diamètre. 
L’inductance d’un fil est donnée par la formulation approchée de la Figure 2- 75, pour un 
conducteur cylindrique sur un plan de masse [5].  
d
h
 


⋅⋅=
d
hL r
4ln
2
1
0 πµµ              (Equation 2-7) 
L : inductance du fil en H/m 
µ0=1,257 .10-6 H/m et µr=1 pour l'air 
d= diamètre du fil (m) 
h = hauteur du fil par rapport au plan de masse (m). 
Figure 2- 75: Calcul de l’inductance d’un conducteur cylindrique au-dessus d’un plan de masse. 
Cette formulation sera utilisée pour la modélisation des fils de bondings (Figure 2- 76). 
Typiquement, la valeur approchée de l’inductance de bonding est de l’ordre de 1nH/mm. 
 
Figure 2- 76: Photographie de bondings . 
2/ Capacité 
Cd est la capacité parasite présente entre les broches des boîtiers (Figure 2- 77). 
h 
e 
w 
d 
puce e 
Lead Cd 
 
Figure 2- 77: Schéma des broches d’un boîtier. 
On détermine cette capacité, notée C12 sur la Figure 2- 78, à l’aide des formules [26] [16] : 
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    (Equation 2-8) 
 
Figure 2- 78: Schéma de la capacité de couplage. 
 
3/ Valeurs usuelles des boîtiers : 
La Table 2- 10 donne les valeurs d’inductance et de capacité pour les boîtiers les plus usuels [9]. 
Boîtier Définition Inductance Capacité 
 
Dual In Line (DIL) 2 – 15 nH 1 – 10 pF 
 
Shrink Dual In Line 
(SDIL) 
1 – 10 nH 1 – 10 pF 
 
Small Outline Package 
(SOP) 
1 – 7 nH 1 – 7 pF 
 
Quad Flat Pack (QFP) 3 – 7 nH 2 – 5 pF 
 
Ball Gate Array (BGA) 0.5 – 10 nH 1 – 10 pF 
 
Fine Pitch Ball Gate 
Array (FBGA) 
0.5 – 10 nH 1 – 20 pF 
 
Mold Chip Scale 
Package (MCSP) 
0.5 – 5 nH 1 – 15 pF 
Table 2- 10 : Valeurs typiques des boîtiers. 
 
4/ Modèles de boîtier développés à Motorola : 
En complément des modèles décrits ci-dessus, il est possible d’effectuer des mesures qui 
permettent de préciser davantage les valeurs des éléments parasites des boîtiers. Une méthode d’extraction 
à base de mesures de paramètres S est ainsi utilisée à Motorola [27] [28] pour définir des modèles dont la 
Figure 2- 79 donne un exemple pour le boîtier TQFP du Barracuda. Y figurent les éléments dus au lead et 
ceux dus au bonding, ainsi que des éléments de couplage (inductance et capacité mutuelles) entre broches 
voisines. Ce modèle, plus précis que celui donné par les formulations ci-dessus, notamment parce qu’il 
tient compte de la fréquence, donne néanmoins des valeurs d’inductance et de résistance assez proches et 
du même ordre de grandeur. 
On donne aussi avec ce modèle la fréquence maximale applicable sur le boîtier ; le temps de 
montée minimum (le plus rapide) est défini par une fonction des éléments LC maximum: )max(5min LCtr ×=− . 
Il est ici de 0.214ns, ce qui correspond à une fréquence maximum applicable de :  GHztf r 64.1
35.0
min
max ==
−
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Figure 2- 79: schéma du modèle de boîtier du Barracuda (éléments voisins de 1er ordre). 
5/ Limitations 
a. PLAN DE REFERENCE : 
L’une des limitations à ces modèles de boîtier est l’absence de plan de masse en dessous du 
composant lorsque celui-ci est mis en œuvre dans une application réelle. C’est le cas notamment dans les 
cartes à couche unique. Il est alors difficile de déterminer la référence de masse et donc de calculer 
inductances et capacités qui dépendent de la distance à la masse. On ne peut utiliser les valeurs données 
Table 2- 10 dans tous les cas. Elles pourront être indicatives, mais une plus grande précision sera obtenue 
par des logiciels de calcul en 3 dimensions.  
b. EFFET DE PEAU : QUANTIFICATION SUR LES BOITIERS. 
L’effet de peau joue un plus grand rôle dans le cas des éléments du boîtier que dans celui des 
interconnexions sur silicium, du fait de la modification de la résistivité (l’or des bondings est par exemple 
plus conducteur), et surtout du fait des différences de dimensions : le diamètre des bondings est de 25µm 
et les leads ont une épaisseur de 130µm. Une épaisseur de peau de 12.5µm survient à 50Mz pour les 
bondings et une épaisseur de peau de 65µm dès  quelques MHz  pour les leads. Les modèles RLC des 
boîtiers peuvent donc être modifiés en conséquence ; cependant, malgré un important accroissement relatif 
de la résistance d’un bonding, sa valeur absolue reste toutefois faible, ce qui permet de négliger l’effet. La 
Figure 2- 80 donne la variation de la résistance d’un bonding.  
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Figure 2- 80: Variation de la résistance d’un bonding avec la fréquence et modèle de l’effet de peau 
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De la même manière, l’inductance du conducteur est diminuée par le rétrécissement de la zone de 
conduction. Davantage de précision sur ces effets se trouve dans [29]. L’auteur présente une synthèse sur 
l’effet de peau: le modèle classique (cf. Figure 2- 80) utilise des échelles de résistances et inductances 
permettant de rendre compte de l’évolution de l’impédance des lignes de transmission. L’auteur propose 
aussi une méthode itérative pour déterminer les valeurs de R et L. 
 
F. Paramètres du modèle : les entrées-sorties 
Les entrées/sorties sont des éléments importants à inclure dans le modèle d’émission. En effet, 
bien qu’ayant des fréquences d’utilisation plus faibles que les fréquences d’horloge du cœur digital 
(typiquement fI/Omax =  ¼ fcoeur), les entrées/sorties sont le plus souvent des buffers connectés à de fortes 
charges et sont conçues pour drainer des courants plus élevés que les portes logiques du cœur. 
L’effet des I/Os sur le spectre mesuré en mode conduit sur une résistance de 1 Ohm sera donc 
très net à basse fréquence (fréquence des I/Os), mais également à plus haute fréquence, comme le montre 
la Figure 2- 81. 
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Figure 2- 81 : Mesures des spectres d’émission en mode conduit (1Ohm) avec et sans Entrées/Sorties activées. 
 
Les Entrées/Sorties peuvent se modéliser de la même manière que dans le modèle IBIS par des 
courbes I(V). On peut aussi se servir d’un modèle plus simple où le buffer d’entrée/sortie est représenté 
par des résistances variables au cours du temps : il y a alors pour chaque MOS une résistance d’état passant 
Ron, et une résistance d’état bloqué Roff (cf. Figure 2- 82).  Les valeurs typiques de ces résistances sont: 
Ron = 50 – 100 Ohms et Roff = 1 – 10 Mohms. 
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Figure 2- 82: Modèle simple avec résistances variables de l’étage de sortie d’une I/O. 
Ces résistances ne sont toutefois pas constantes durant la commutation du MOS : elles dépendent 
des tensions grille-source et drain source. Cela résulte des caractéristiques I(V) du transistor (Figure 2- 83). 
Cependant, après une période transitoire brève (1), le transistor suit en (2) et (3) une caractéristique I(V) où 
sa résistance (pente de la droite en vert) peut être considérée en première approximation comme une 
constante : c’est la résistance Ron. 
I=f(V) of a MOS device
I (µA)
Vds
Vgs
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by a MOS
at switching
MOS Resistance at (I,V)
1
2
3
 
Figure 2- 83: caractéristiques (I,V) d’un transistor MOS. 
La détermination de Ron se fait à l’aide de la netlist SPICE de l’entrée/sortie sélectionnée (E/S 
standard), de la librairie technologique associée et des connexions de configuration de l’E/S. Ainsi, deux 
alimentations distinctes sont nécessaires : 2.5V pour la partie logique de l’E/S (VDD) et 5V pour 
l’alimentation des buffers de sortie (VDDX). On considère que ces alimentations sont parfaites (sources de 
tension DC). La sortie Pad de l’E/S est connectée à une capacité externe discrète de 50pF qui représente 
une charge usuelle de test, assez élevée pour que les buffers atteignent leur courant de saturation. Les 
autres signaux configurant l’E/S sont des signaux logiques (Table 2- 11) ; c’est le signal de commande DO 
qui déclenche l’ouverture ou la fermeture de l’E/S. 
Nom du signal Valeur / Connexion à 
OBE (Output Buffer Enable) VDD 
DO (Data Out) Signal de commande 
DSE (Drive Strength Enable) VDD 
ODE (Open Drain Enable) GND 
IBE (Input Buffer Enable) GND 
IND (Input Digital) VDDX 
INA (Input Analog) VDDX 
PUE (weak Pull Enable) GND 
PUS (Weak Pull Select) GND 
LVI (Low Voltage Inhibit) VDDX 
Table 2- 11: Signaux permettant de configurer l’E/S. 
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Les résultats de cette simulation sont donnés Figure 2- 84 : on remarquera que les courants de 
commutation des PMOS et des NMOS sont différents en amplitude et en durée, ce qui induit des Ron 
différents (dus à des tailles de PMOS et NMOS différentes). 
Tension de sortie
Signal de
commande
Courant de sortie
Commutation
du NMOS
Commutation
du PMOS
 
Figure 2- 84: Résultats de simulation de la commutation d’une E/S sur une charge de 50pF. 
Différentes méthodes de calcul des Ron : 
 Amplitude maximum du pic de courant  
Au moment où l’amplitude du pic de courant est maximum, la conductance du MOS est à son 
maximum. Ron s’obtient alors en divisant la chute de tension (Vds=5V) par ce courant Imax. 
On vérifie (Table 2- 12) en augmentant la capacité de charge que ce courant de saturation est bien 
atteint : Ron doit rester constant (cas du PMOS, mais pas du NMOS). 
 Charge (pF) Imax (mA) Ron (Ohms) 
50 33.3 150 
100 42.8 117 
NMOS 
(front descendant) 
500 41.5 120 
50 16 312 
100 16 312 
PMOS 
(rising edge) 
500 16 312 
Table 2- 12: Détermination du Ron par le courant maximum du pic. 
 Méthode de la constante de temps: 
Un autre méthode de calcul du Ron consiste à calculer la constante de temps de montée/descente 
de la tension de sortie qui suit le comportement d’un circuit RC, selon une loi exponentielle de constante 
de temps RC (Equations 2-9, 2-10 et 2-11 - avec E=5V). 
)1( τ
t
eEV −−×=   Front montant.      (Equation 2-9) 
τteEV −×=    Front descendant.    (Equation 2-10) 
CR ×=τ    Constante de temps.    (Equation 2-11) 
Une telle loi implique que la tension à l’instant t=τ (avec t=0 au début du front) vaut 63.21% de la 
tension finale (front montant), soit 3.16V. Il suffit de déterminer τ (cf. Figure 2- 85) pour calculer R 
(Equation 2-11). On peut également calculer Ron lorsque t=3τ et V vaut alors 95% de Vfinale. 
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Figure 2- 85: Détermination de la constante de temps sur un front montant. 
Les résultats sont présentés Table 2- 13. 
 Charge (pF) Méthode τ (ns) Ron (Ohms) 
τ 5.56 112.2 50 
 3τ 3.19 63.8 
τ 8.53 85.3 100 
3τ 5.21 52.1 
τ 30.47 60.94 
NMOS 
(front 
descendant) 
 
500 
3τ 20.81 41.62 
τ 15.88 317.6 50 
 3τ 15.28 305.6 
τ 30 300 100 
3τ 29.48 294.8 
τ 142.9 285.7 
PMOS 
(front 
montant) 
500 
3τ 139.9 279.8 
Table 2- 13: Détermination de Ron par la méthode de la constante de temps τ. 
Le Ron du PMOS est assez proche de celui de la méthode précédente: environ 310 Ohms. 
Les valeurs pour le NMOS sont plus disparates (de 41 à 112 Ohms) ; on voit là l’effet d’une 
variation lente de la tension de sortie pour de grosses charges, qui permet une variation plus grande du 
Ron. 
On valide ensuite les valeurs de Ron sur un modèle de commutateur de résistances dans SABER 
(Figure 2- 86) en les comparant au simulations SPICE précédentes.  
 
Figure 2- 86: Modèle SABER permettant de valider les valeurs de Ron. 
Les valeurs de Ron donnant les pics de courant les plus semblables (Figure 2- 87) aux simulations 
SPICE sont : Ron (PMOS): 310 Ohms et Ron(NMOS) :100Ohms. Le modèle du commutateur de 
résistance produit de légères différences d’avec le modèle original, mais la forme générale des pics et leur 
amplitude maximum sont similaires.  
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Figure 2- 87: Pics de courant d’une E/S : gauche Ron(PMOS)=300 / droite Ron(NMOS)=100 
G. Paramètres du modèle : résistance substrat – régulateur de tension 
1/ Résistance de substrat 
Les alimentations des diverses parties des composants peuvent être indépendantes, comme par 
exemple l’alimentation spécifique à la logique et celle spécifique aux Entrées/Sorties (cf. Figure 2- 88). Le 
lien entre ces différents jeux d’alimentation n’est alors réalisé que par la connexion substrat qui, le plus 
souvent est commun à toute la puce. On la représente par une impédance Zsub. 
Ib
RvddCore
VDD
Core VSS
Cd
Lvdd
Rvss Lvss
Cb I/O
Zsub
I/O VSS
I/O VDD
Cio
Core I/O
External 
C load
Ii/o
 
Figure 2- 88: Description schématique de la séparation des alimentations. 
Différents travaux [22]  [30] [31]se sont attachés à modéliser cette impédance de substrat. 
[32] propose un modèle applicable aux technologies CMOS à épitaxie P- et substrat fortement 
dopé P+. On considère en effet que ce substrat P+ est très conducteur et qu’il peut être représenté par un 
nœud électrique unique et ce d’autant plus que, comme dans le cas d’un boîtier TQFQ, la face arrière du 
substrat est connectée au support métallique (cf. Figure 2- 89). La connexion substrat sera donc donnée 
par la résistance verticale menant à la couche P+ et au support métallique. 
 
 
puce
 
E/S Digital
Support
m étallique
Résistance
substrat
Capacité support
m étallique / plan de
m asse PCB
 
Figure 2- 89: Représentation de la connexion substrat dans un boîtier TQFP. 
Cette prise en compte du substrat comme nœud électrique conduit également à ajouter au modèle 
du composant une capacité supplémentaire représentant l’interaction du support métallique sous le silicium 
avec le plan de masse situé sur la carte, que l’on calculera à l’aide des formules de capacités planes usuelles. 
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Certains chercheurs incluent aussi cette résistance de substrat dans le modèle des capacités de 
découplage provenant des jonctions polarisées ; la Figure 2- 90 donne un exemple de ce modèle pour les 
alimentations. 
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Figure 2- 90: Modèle d’alimentation avec connexion substrat 
Si la valeur typique de résistances de substrat se situe autour de 10 Ohms, il faut cependant tenir 
compte de la mise en parallèle de nombreuses connexions vers le substrat pour obtenir des résistances 
globales de l’ordre de 1-2 Ohms. 
2/ Régulateur de tension 
Le Barracuda dispose d’un régulateur de tension interne qui permet de convertir la tension 
standard 5V en tension spécifique aux cellules de logique (2.5V) (cf. diagramme Figure 2- 91) 
 
 
Figure 2- 91: Diagramme du régulateur de tension on-chip. 
Son principe est celui d’un amplificateur opérationnel comparant la tension VDD à une tension de 
référence (5V/2 par un pont de résistances diviseur de tension). L’étage de sortie de l’amplificateur 
commande la grille d’un gros (W/L = 7000/1.2um) NMOS dont le drain est à VDDR (5V) et la source à 
VDD(2.5V). 
Le rôle de ce régulateur est de maintenir VDD à 2.5V. On ne pourra pas représenter son action en 
connectant à VDD une source de tension de 2.5V : on créerait ainsi un chemin de faible impédance vers la 
masse pour le courant des alimentations du cœur.  
L’utilisation d’une résistance à la place du NMOS est possible ; elle ne permet cependant d’obtenir 
la chute de tension de 2.5V entre VDD et VDDR en même temps qu’une impédance passante faible, ce 
qui est la caractéristique du NMOS. Dans le cas d’un modèle ICEM, on choisira une résistance identique à 
celle du MOS, au détriment de la tension VDD, afin d’assurer une répartition réaliste des courants sur les 
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différentes alimentations. Cette résistance est donnée par la consommation statique du composant 
(500uA): Kohms
A
V
I
V
R
average
Drop
MOS 5500
5.2 === µ
  
Nous avons ici choisi de conserver dans le modèle final le NMOS pour lequel nous disposons des 
librairies appropriées. Inclure l’AOP comparateur dans le modèle n’est pas cependant pas utile : la boucle 
de régulation de l’AOP a un temps de réaction assez long (>0.1µs) en comparaison des rapides fluctuations 
de tension sur VDD (quelques ns) causées par le générateur de bruit.  
Le NMOS doit être polarisé convenablement pour jouer son rôle : on effectue des simulations 
pour déterminer le point de fonctionnement avec lequel la chute de tension drain source sera de 2.5V. La 
simulation s’effectue avec le modèle d’émission complet afin de tenir compte des impédances environnant 
le NMOS de régulation. On fait varier la tension sur la grille du NMOS et on observe (Figure 2- 92) la 
tension moyenne sur VDD (sans tenir compte des fluctuations rapides dues à la source de courant). La 
tension de grille simulée est de 3.025V, ce qui est sensiblement supérieur à la valeur réelle. La Figure 2- 93 
résume la polarisation du NMOS, utilisé avec une faible tension grille-source et une tension substrat-source 
négative. 
 
 
Figure 2- 92: Détermination de la tension de grille du NMOS. 
Bulk 
Drain 
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2.5 V 
3.025 V 
VDB = 5V  
VBS = - 2.5V  VGS = 0.5V  
 
Figure 2- 93: Polarisation du NMOS. 
H. Paramètres du modèle : rayonnement direct 
Le modèle décrit jusqu’à présent ne rend compte que de l’émission conduite des circuits intégrés. 
Il peut cependant être utilisé pour simuler les émissions rayonnées dans le cas de mesures de rayonnement 
direct comme en cellule TEM (cf. Chapitre 1). 
En première approximation, on renseignera les paramètres du modèle de rayonnement direct en le 
modélisant par des capacités et inductances mutuelles assurant le couplage entre les parties émettrices du 
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composant  (silicium de la puce, boîtier et bondings) et les parties réceptrices de la mesure (septum de la 
cellule TEM). Les capacités de couplage relieront le silicium de la puce au septum et les couplages inductifs 
prendront la forme d’inductances mutuelles entre les inductances de boîtier ou de bondings et l’inductance 
propre du septum (Figure 2- 94). 
 
Cdie_gnd 
Lboîtier 
Lseptum 
50 Ω 50 Ω
Puce sous test 
Cpuce_septum Couplage inductif 
Vers la carte 
DieBondingLeadTrack
Septum
Ground
Ground
50 Ohms50 Ohms
 
Figure 2- 94: Schéma du couplage d’une puce avec le septum de la cellule TEM. 
Les simulations permettant de calculer les paramètres de couplage ont été réalisées à l’aide du 
logiciel ASERIS [33] de simulation 2 Dimensions par calcul des éléments finis. La Figure 2- 95 montre les 
schémas utilisés pour ces simulations : à droite, le schéma de modélisation du couplage entre la surface de 
silicium et le septum, à gauche la modélisation du couplage des éléments du boîtier et de la carte avec la 
cellule. La Table 2- 14 donne les résultats du couplage capacitif entre silicium et septum pour différentes 
tailles de puce. 
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Figure 2- 95: Schémas utilisés pour les calculs des couplages entre le composant et la cellule TEM 
Surface de la puce Capacité septum-puce 
3x3 mm 2.3 fF 
10x10 mm 25.3 fF 
15x15 mm 56.9 fF 
20x20 mm 101.2 fF 
30x30 mm 227.7 fF 
Table 2- 14 : Variation du couplage capacitif vers le septum avec la surface de silicium. 
D’autres modèles de couplage de rayonnement direct sont possibles : on pourra notamment les 
déduire de simulations tridimensionnelles de champs électromagnétiques en les convertissant sous forme 
d’éléments électriques. La Figure 2- 96 présente un exemple d’utilisation d’un de ces outils [34] pour des 
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études ultérieures visant à simuler les champs à l’intérieur de la cellule TEM et à en déduire des modèles de 
couplage avec le modèle ICEM. 
 
 
Figure 2- 96: Modélisation 3D de la cellule TEM pour déterminer les paramètres de couplage avec un composant. 
 
 
3. Conclusion 
Ce chapitre a été consacré à la modélisation des circuits intégrés en vue de la prédiction de 
l’émission parasite. Nous avons principalement détaillé notre méthodologie pour l’obtention du courant 
consommé en fonction du temps. Pour s’affranchir des limitations de la simulation analogique, nous nous 
sommes basés sur une estimation du courant d’après l’activité logique du cœur du circuit. Cette approche 
est adaptable à des circuits de très grande complexité, mais pose différents problèmes que nous avons 
étudiés en détail. Nous avons montré l’intérêt d’une simulation réaliste des portes typiques, d’une approche 
gaussienne des répartitions de courant, et étudié l’impact des portes inverseurs et bascules sur le spectre du 
courant résultant. Les autres paramètres du modèle ont aussi été décrits : la capacité de découplage, les 
éléments R,L,C des alimentations internes, et les boîtiers d’interconnexion. Les limites fréquentielles du 
modèle et le rôle de l’effet de peau ont aussi été évoqués. Enfin, une première approche d’un modèle de 
couplage direct entre le circuit intégré et le septum d’une cellule TEM a été décrite.  
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Chapitre 3 
MESURES ET VALIDATION DES 
SIMULATIONS DE L’EMISSION PARASITE 
Dans ce chapitre, nous détaillons la mise en application des méthodes et modèles décrits dans les 
chapitres précédents. On s’attachera tout d’abord à la validation de l’hypothèse initiale d’émission 
provenant du cœur logique, puis à la validation de certains éléments du modèle d’émission par des mesures 
de paramètres S. On présentera ensuite l’environnement servant à la mesure de l’émission, et notamment 
les cartes à circuits imprimés utilisées, ainsi que les différentes configurations et programmations possibles 
du microcontrôleur. Dans une quatrième partie, nous présenterons les résultats de campagnes de mesures 
obtenus pour de l’émission conduite et rayonnée. Enfin nous tenterons de valider le modèle d’émission en 
comparant les mesures expérimentales avec les simulations découlant de ce modèle.   
 
1. Scanner EM en champ proche pour composants  
A. Intérêt de la mesure 
Les méthodes de mesures de champs électromagnétiques en champ proche (cf. Chapitre 1) sont 
rarement utilisées comme des méthodes d’évaluation globale de l’émission d’un composant, à cause de la 
complexité  des données collectées (mesures en fréquences et selon le positionnement sur 3 axes de la 
sonde). Ces méthodes servent le plus souvent pour la localisation de zones d’émission, particulièrement sur 
les cartes électroniques.  
Dans notre cas, ces méthodes ont permis de valider l’hypothèse initiale de notre méthodologie de 
simulation, qui faisait du cœur logique de la puce la zone centrale de l’émission. 
B. Résultat de la mesure 
Les mesures présentées ci-dessous ont été effectuées au CEM2 de Montpellier [1]. 
Une première mesure large bande avec une sonde horizontale de 2mm de diamètre, sur toute la 
surface du composant et de son boîtier par pas de 1mm, nous permet de vérifier que de manière générale le 
champ magnétique (vertical) est émis d’une part par les broches du boîtier dédiées aux alimentations et aux 
horloges, et d’autre part par les zones de logique et de l’horloge (Figure 3- 1). 
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Figure 3- 1: On distingue les contributions au champ magnétique des alimentations et de l’horloge dans le boîtier, et sur 
le silicium la zone de logique. 
En utilisant une sonde verticale plus fine et placée au plus près du silicium dénudé (distance < 0.5 
mm), avec une résolution X-Y de 500x500µm et selon deux orientations de l’axe de la sonde, on obtient les 
images de la Figure 3- 2: on mesure donc l’effet des courants circulant selon les deux axes X et Y. On 
distingue nettement que, dans ce mode d’activation cœur du composant, seules les parties logiques (CPU) 
et de génération d’horloge (LIM) créent des circulations de courant que l’on observe également sur certains 
rails d’alimentation proches. Nous confirmons ainsi que l’hypothèse initiale de générations des courants 
dans les zones de logique est exacte. 
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Figure 3- 2: Mesures en champ proche selon deux orientations de la boucle de mesure de courant. 
Ces mesures nous permettent d’identifier (Figure 3- 3) dans le cas du D60 les différents blocs où 
se situe l’origine de l’émission parasite et de valider l’implication des rails d’alimentation dans la 
propagation de ces émissions. 
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Figure 3- 3: Les zones hachurées identifient les blocs ou aires d’activité et d’émission. 
2. Validation des paramètres du modèle par mesure de paramètres S 
A. Mesure de Paramètres S 
1/ Principe de la mesure de paramètres S 
Le principe de mesure de paramètres S provient de la théorie de quadripôles ou multipôles 
linéaires dans les domaines hyperfréquences et est analogue aux notations de l’optique (cf. Figure 3- 4).  
Quadripôle
I2I1
V2V1
a1 a2
b1 b2  
Figure 3- 4: Tensions et courants appliqués à un quadripôle et notations sous forme d’ondes. 
Des matrices de transformation courant-tension (d’impédance ou d’admittance) relient un port 
d’entrée à un port de sortie [2] avec [Z] la matrice d’impédance: 
  ( ) ( )( )212221 121121 IIZZ ZZVV ⋅=        (Equation 3-1) 
La définition des éléments Zxx est : 
0=
=
yIx
xxx I
VZ , soit le rapport de Vx sur Ix lorsque Iy est nul. Une 
telle condition implique une mesure en circuit ouvert dans le cas de la matrice [Z] pour annuler les 
courants (et une mesure en court-circuit dans le cas de l’admittance [Y] pour annuler les tensions ). A haute 
fréquence une annulation parfaite des courants/tensions n’est plus possible, du fait des éléments 
(inductances et capacités) parasites. La définition d’une nouvelle matrice [S] s’impose donc. 
On considère pour cela un cas simple : un générateur (source de tension E d’impédance interne 
Z0) branché sur une charge complexe ZL.. On dit qu’il y a adaptation lorsque la charge ZL est le conjugué 
de Z0 ( ZL= Z0*). On appelle courant incident Ii le courant à l’adaptation (
*OOi ZZ
EI +≡ ) et tension incidente 
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Vi la tension à l’adaptation. Le courant et la tension réfléchis sont alors les différences entre les courants et 
tensions sur ZL. et les courants et tensions réfléchis :  
IR.= Ii.-I  et  VR.= Vi.-V  . 
Le coefficient de réflexion S s’écrit alors (dans le cas général où Z0 est réel, soit Z0=Z0*=R0 ) : 
OL
OL
i
R
i
R
RZ
RZ
V
V
I
IS +−==≡ , ou encore, en utilisant l’impédance réduite ORZz≡ , on obtient : bazzS LL =+−= 11  avec a l’onde 
incidente et b l’onde réfléchie. 
On généralise au cas du quadripôle (puis du multipôle) à l’aide des notations matricielles : 
( ) [ ]( )bSa ⋅= . On a alors :  
  2121111 aSaSb ×+×=  et 2221212 aSaSb ×+×=    (Equation 3-2)  
Ce qui se traduit ainsi : 
 S11 est le coefficient de réflexion vu à l’entrée du quadripôle, ou encore le 
rapport de l’onde réfléchie 1 sur l’onde incidente 1 lorsque l’onde incidente 2 est 
nulle :
021
111
=
=
aa
bS  
 S12 est le coefficient de transmission de l’entrée à la sortie, ou encore le rapport 
de l’onde réfléchie 1 sur l’onde incidente 2 lorsque l’onde incidente 1 est 
nulle  :
012
112
=
=
aa
bS  
 Et inversement, S21 est le coefficient de transmission de la sortie à l’entrée, ou 
encore le rapport de l’onde réfléchie 2 sur l’onde incidente 1 lorsque l’onde incidente 2 est 
nulle  :
021
221
=
=
aa
bS  
 S22 est le coefficient de la réflexion vue depuis la sortie, ou encore le rapport de 
l’onde réfléchie 2 sur l’onde incidente 2 lorsque l’onde incidente 1 est nulle :
012
222
=
=
aa
bS  
Dans le cas d’un quadripôle constitué d’une impédance z en série, on montre que les coefficients 
S11 et S22 sont égaux et valent 
2+z z  . On peut ainsi déduire l’impédance du quadripôle par la mesure de ses 
paramètres S. 
La mesure des paramètres S s’effectue à l’aide d’une diode semi-conductrice qui assure les 
fonctions de détection de puissance (détecteur linéaire en puissance) et de mélange. Le mélange est 
l’utilisation du terme quadratique de la réponse de la diode à deux petits signaux hyperfréquences 
superposés: ce terme est une fonction de la différence de leur fréquence, ce qui ramène le signal à mesurer 
à basse fréquence. La limitation des mesures de paramètres S réside donc dans l’utilisation de la zone 
quadratique de réponse de la diode, ce qui n’est réalisé que pour de faibles puissances ou tensions 
incidentes (quelques centaines de milliVolts).  L’autre élément de mesure de paramètres S est le coupleur 
directif qui est un élément à quatre accès permettant de prélever sélectivement une partie de la puissance 
selon qu’elle correspond à une onde entrante ou sortante. Les imperfections de ce coupleur, si elles sont 
connues, permettent par calcul de limiter les erreurs sur la mesure des paramètres S : c’est pourquoi on 
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effectue avant chaque mesure une calibration (avec des circuits étalons de 50 Ohms, de court-circuit et de 
circuit ouvert) permettant de déterminer les erreurs à prendre en compte. Cette étape est cruciale pour la 
validité des résultats obtenus. Parmi les origines de mauvaises calibration ou mesure, on trouvera des 
problèmes dus aux câbles (rayon de courbure trop petit, changement de position trop important), aux 
connecteurs et étalons (mauvais serrage ou prises défectueuses) ou à l’instabilité de l’alimentation et aux 
modifications de la température ambiante.  
2/ Application à la mesure des éléments d’alimentation du composant  
Le principe de cette méthode de mesure est de déterminer les paramètres internes d’un circuit 
intégré à l’aide des paramètres S [3]. 
La gamme de fréquence est 300kHZ –1GHz ou 300kHz-3GHz, selon la précision requise en 
haute ou basse fréquence : par exemple pour déterminer des valeurs de capacités élevées, la précision sera 
davantage nécessaire sur les basses fréquences. L’impédance entre 2 broches du composant est mesurée 
selon le schéma de la Figure 3- 5.  
 
Figure 3- 5: Configuration de mesure de paramètres S (d’après [3]). 
Sur un circuit imprimé 2 couches est placé un connecteur SMA. La patte d’entrée du composant 
est soudée à l’âme du connecteur et la patte de référence est soudée au plan de masse. Les autres broches 
sont laissées flottantes et isolées par un diélectrique.  
SMA 
connector
µC
Entrance pin
Ground pin
S11
(Ze)
To 
Network Analyser
 
Figure 3- 6: Mesure de l’impédance d’entrée. 
L’impédance mesurée est schématisée Figure 3- 4 : il s’agit des composantes S11 (magnitude et 
phase) qui sont converties en impédance d’entrée par les formules suivantes (en considérant une adaptation 
50 Ohms des câbles et une onde incidente nulle sur le second port du quadripôle, c’est-à-dire a2=0, ce qui 
est vrai puisque le port n’est pas connecté). 
   
11
1101 1
1
S
SZZ −+=      (Equation 3-3) 
avec  la magnitude  A=|S11| mesurée en échelle logarithmique 
avec  la mesure de phase ϕ =phase(S11)  (en degrés)    
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Certains simulateurs électriques de type SPICE peuvent utiliser des dipôles ou quadripôles décrits 
à partir des valeurs de paramètres S en fonction de la fréquence. On transforme ces données en éléments 
RLC discrets pour en voir plus clairement la signification physique et pour pouvoir les comparer aux 
éléments du modèle d’émission (Chapitre 2) comme les capacités et inductances sur silicium. 
B. Validation des modèles 
1/ Mesures du connecteur SMA.  
La première étape consiste à déterminer le modèle du connecteur SMA par des mesures sans le 
circuit intégré : le connecteur est placé en court-circuit (Figure 3- 7 - gauche) ou en circuit ouvert (Figure 3- 
7 -droite).  
 
Figure 3- 7: Connecteur SMA en court-circuit (gauche) ou en circuit ouvert (droite) 
Les impédances du connecteur en circuit fermé (courbe bleue : comportement inductif) et en 
circuit ouvert (courbe rouge : comportement capacitif) sont données Figure 3- 8. 
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Figure 3- 8: Impédances du connecteur SMA en circuit fermé et en circuit ouvert. 
 Modèle de comportement inductif : 
L’inductance équivalente d’un comportement inductif (augmentation de l’impédance avec  la 
fréquence) est décrite par fLLZe πω 2×=×= . Le calcul de L sur les fréquences 10MHz-1GHz donne 
une valeur d’inductance constante (2.3nH). On peut aussi déterminer cette valeur par dérivation (utilisation 
de la pente) :   
π
α
π 2)(
)(
2
1 =∆
∆=
f
ZeL .    (Equation 3-4) 
A basse fréquence, l’impédance Ze est constante : c’est un comportement résistif ajouté en série à 
l’inductance. 
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 Modèle de comportement capacitif : 
La capacité équivalente d’un comportement capacitif (diminution de l’impédance avec  la 
fréquence) est décrite par  
fCC
Ze πω 2
11
×==
    (Equation 3-5)  
  
 Le calcul de C sur les fréquences 10MHz-1GHz donne une valeur de capacité constante (0.87pF). 
On ne peut ici utiliser la pente du fait de la non-linéarité en fréquence (1/f). L’impédance constante à basse 
fréquence est modélisée par une résistance parallèle de 14.5kOhms. 
La validation de ces éléments RLC est effectuée en simulation par le modèle de la Figure 3- 9, dont 
l’impédance est comparée à celle mesurée. 
 
Figure 3- 9: Modèle du connecteur SMA (ouvert) et comparaison avec la mesure. 
2/ Mesures des circuits d’alimentation VDD et VSS.  
a. MESURES ENTRE VDD1 ET VDD2 
Dans une deuxième phase, nous cherchons à mesurer l’impédance en série entre les broches 
d’alimentation cœur VDD1 et VDD2  (Figure 3- 10). On détermine surtout la résistance série VDD1-
VDD2 (pour f<10MHz : R=6.7Ω) et l’inductance série globale (pour f entre 100 et 300MHz : L = 20nH) 
en utilisant les équations 3-4 et 3-5, dont il faut déduire l’inductance propre du connecteur SMA. Pour 
respecter la symétrie, on attribue à chaque broche VDD1 et VDD2 la moitié des valeurs R et L trouvées.  
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Figure 3- 10: Mesure de l’impédance entre VDD1 et VDD2 : schéma et impédance. 
Le modèle RL de premier ordre (Figure 3- 11) ainsi déterminé coïncide avec la mesure jusqu’à 
300-400MHz. Pour accroître la précision sur les hautes fréquences, on rajoute des capacités et résistances 
en parallèle (Figure 3- 12) qui correspondent aux éléments parasites liés à la soudure, à la position du 
boîtier par rapport au plan de masse etc. Ces éléments seront à utiliser avec précaution puisqu’ils 
dépendent de la mise en place du composant. 
 
Figure 3- 11: Modèle de la connexion Vdd1-Vdd2 au premier ordre.   
 Connecteur 
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Vdd1 
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Figure 3- 12: Modèle de la connexion Vdd1-Vdd2 au second ordre. 
b. MESURES ENTRE VDD1 ET VSS2 
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Figure 3- 13: Mesure de l’impédance entre VDD1 et VSS2 
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La troisième étape consiste à mesurer l’impédance entre une broche de VDD et une broche de 
VSS. La mesure entre VDD1 et VSS2 est donnée Figure 3- 13: l’élément principal est capacitif (capacité de 
découplage) jusqu’à 20MHz puis inductif jusqu’à 500MHz. De la même manière que précédemment, on 
peut déterminer les valeurs globales C et L de la connexion VDD1-VSS2, dont on soustraira les éléments 
de VDD1 existants pour déduire ceux de VSS2. Un modèle plus complet, valide jusqu’à 600MHz est 
donné Figure 3- 14. 
   
 
Figure 3- 14: Modèle de l’impédance VDD1-VSS2. 
La capacité de découplage déduite de ces mesures vaut 5.3nF, ce qui est d’un ordre proche des 
valeurs extraites par modélisation (4nF). 
c. MODELE DE L’ALIMENTATION DU BARRACUDA : 
 
Figure 3- 15: Modèle  interne (éléments passifs on-chip + boîtier) du Barracuda extrait des mesures de paramètres S. 
Vdd1  
 
Vss2 
Connecteur 
SMA 
   
  Chapitre 3 : Mesures & Validations
   
3-11 
Ce modèle est donné Figure 3- 15: ses éléments sont symétriques pour VDD1-VDD2 et VSS1-
VSS2. Il s’agit ici des seuls éléments passifs du modèle d’émission 
 
3. Environnement de mesure d’émission et configuration du microcontrôleur 
A. Environnement de mesure 
1/ Cartes de test 
a. CARTE DE MESURE D’EMISSION CONDUITE 
La mesure de l’émission conduite nécessite une carte particulière [4] où il est possible d’insérer une 
résistance de 1 Ohm, ainsi que des éléments discrets d’adaptation vers le point de mesure 50 Ohms. Cette 
carte (cf. Figure 3- 16), réalisée à Munich, est un PCB circulaire de 2 couches de 35µm de cuivre, séparées 
par  2mm de diélectrique (FR4) de permittivité relative εr=4. Les pistes ont des largeurs standard de 0.33 
ou 0.5mm. Un connecteur spécifique (à gauche Figure 3- 16) de résistance 1 Ohm a été placé sur le chemin 
de masse de la carte pour mesurer sous 50 Ohms le courant de toutes les masses du composant. D’autres 
sondes peuvent être utilisées pour mesurer les fluctuations de tension directement sur les E/S. 
 
Figure 3- 16: Photo et layout de la carte de mesure conduite. 
L’une des couches de la carte est presque totalement consacrée à créer un plan de masse, à 
l’exception de la zone située directement sous le composant, qui forme une masse locale située en amont 
de la sonde de mesure 1 Ohm. Chaque paire d’alimentation est aussi dotée d’une capacité de découplage 
externe de 100nF. Le quartz utilisé pour ces mesures a une fréquence de 8MHz. 
b. CARTE DE MESURE D’EMISSION RAYONNEE 
 
Couche 1 : Anneau de masse + µC 
Couche 2 : Plan de masse Couche 3 : VDD + Signaux 
Couche 4 : Signaux +Anneau de masse 
MICRO-CONTROLEUR SOUS TEST 
CHARGES 
QUARTZ 
REGULATEUR 
 
Figure 3- 17: Carte de mesure d’émission rayonnée en cellule TEM. 
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Comme l’illustre la Figure 3- 17, la carte de mesure de l’émission en cellule TEM est constituée 
d’un circuit imprimé 4 couches de dimensions 103 x 103 mm. La face de la carte placée à l’intérieur de la 
cellule (couche 1) est réservée au composant à mesurer et l’autre face (couche 4) accueille les éléments 
nécessaires au fonctionnement ou à la mise en application du microcontrôleur (régulateur, quartz, charges 
etc.). La couche 2 est un plan de masse qui réalise la continuité avec le boîtier de la cellule TEM. 
Une proposition d’évolution [5] du type de carte associé à la mesure en cellule TEM demande 
l’ajout d’un 5ème plan par dessus toute la face composant sous test à l’exception d’une ouverture autour du 
composant lui-même (cf Figure 3- 18). Ce type de carte a également été mis en application dans cette étude 
sur plusieurs cartes de mesures. 
 
G N D  +  s ig n a l 
S ig n a l  
V C C  
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S h ie ld  w ith  
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th e  
co m p o n en t  
co m p o n en t 
B lin d  v ias  
co m p o n en t 
p erip h era l v ias  
 
Figure 3- 18: Carte au format TEM utilisant 5 niveaux de métal. 
2/ Modèles des cartes 
a. MODELE DES ELEMENTS DU PCB 
Les pistes de la carte où est placé le composant ne sont pas des conducteurs parfaits : il faut tenir 
compte des éléments parasites introduits. Le calcul de ces éléments RLC est identique à celui décrit au 
Chapitre 2 [6] [7]. 
Résistance d’une piste de longueur L, de largeur W et d’épaisseur T, avec un métal de résistivité ρ: 
   
TW
LR ⋅⋅= ρ
   en Ohms     (Equation 3-6) 
Le calcul de l’inductance est similaire à celui des interconnexions sur silicium. 
Pour le calcul des capacités C de pistes, on négligera les capacités latérales, qui n’ont pas d’effet 
significatif ici. On s’assurera que, comme pour les interconnexions sur silicium, on se situe bien dans le 
domaine de validité donné par les rapports de géométrie des pistes. 
 To 
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Figure 3- 19: Schéma de la carte de mesure d’émission conduite (alimentations). 
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On s’intéresse ici seulement aux chemins d’alimentation : la Figure 3- 19 présente une vue 
schématique de la carte de mesure montrant les alimentations. La Table 3- 1 donne les valeurs RLC 
déterminées pour une piste longue de 1mm sur le réseau d’alimentation. 
Length(mm) W (mm) T (µm) h (µm) R (mOhm) L (nH) C (pF)
1.000 0.33 35 2000 1.489 0.777 0.065
1.000 0.5 35 2000 0.983 0.694 0.071
 
Table 3- 1: Table de calcul des éléments RLC. 
Ce modèle d’éléments RLC discret est valable jusqu’à 1GHz puisque les pistes modélisées ont des 
longueurs inférieures à 1.5cm (cf. Chapitre 1) . 
b. MODELE  DE LA SONDE ET COMPOSANTS DISCRETS 
Dans le cas de la mesure d’émission conduite, la sonde est une résistance de 1Ohm placée sur le 
chemin de masse du composant. Le placement de cette sonde est laissé au choix de l’utilisateur : en 
positionnant la résistance entre une broche de masse du composant et sa capacité de découplage associée, 
on mesurera la contribution particulière de cette connexion de masse et le niveau mesuré sera élevé (non 
atténué par le découplage), tandis qu’en plaçant la sonde après les capacités de découplage et sur la masse 
commune à toutes les masses du composant, on visualisera en une unique mesure l’émission globale du 
circuit intégré et les niveaux mesurés seront plus faibles (atténuation par les capacités de découplage). Ces 
différentes configurations ont été utilisées dans les cartes développées pour plusieurs composants. 
La sonde de mesure ne se limite pas seulement à la résistance 1 Ohm : pour mesurer la tension aux 
bornes de cette résistance, on utilise une résistance d’adaptation de 49 Ohms, suivie d’une capacité de 47nF 
servant à filtrer la composante continue du signal que ne supporte pas l’analyseur de spectre. 
Tout comme les pistes de la carte de mesure, la sonde de mesure et les composants discrets n’ont 
pas une réponse constante en fréquence. Afin de quantifier ces variations d’impédance, on a procédé à des 
mesures à l’aide d’un analyseur de réseau (donnant l’impédance en fonction de la fréquence) [8], puis à des 
simulations sous SPICE (cf. Figure 3- 20). La variation d’impédance de la résistance devient significative à 
partir de 150MHz, ce qui se modélise par l’addition d’une inductance en série de 1.6nH. Le modèle global 
de la sonde est donné Figure 3- 20. 
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Figure 3- 20: Mesure de l’impédance de la résistance 1 Ohm et modèle équivalent de la sonde. 
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De la même manière, les éléments discrets CMS montés sur la carte de mesure, comme les 
capacités de découplage du réseau d’alimentation, ont une impédance variable avec la fréquence, qui est 
surtout due à l’inductance (1 à 3nH) : on trouve ainsi une fréquence de résonance de 40MHz pour les 
capacités de 10nF et de 4MHz pour 15µF (où C et L élevés diminuent f0). Ces valeurs d’inductance sont 
conformes à celles données par les fabricants de composants CMS discrets. 
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Figure 3- 21: Impédance et modèle équivalent des capacités de découplages de la carte. 
3/ Configuration de mesure 
a. CONFIGURATION DE MESURE  
La mesure est effectuée sous 50 Ohms par un analyseur de spectre sur la gamme 1MHz-1GHz. 
Un amplificateur +30dBµV est le plus souvent nécessaire pour étendre la plage de sensibilité de la mesure. 
Deux bandes de fréquences ont été distinguées : de 1MH à 100MHz, la bande passante de mesure de 
l’analyseur est fixée à 10kHz ; elle est de 100kHz de 100MHz à 1GHz, ce qui accélère la mesure mais 
augmente aussi sensiblement son niveau de bruit. 
b. EVALUATION DU NIVEAU DE BRUIT AMBIANT  
Les mesures présentées ici n’ont pas été effectuées à l’intérieur d’une cage de Faraday : les cartes 
de mesures sont donc exposées au bruit électromagnétique ambiant. C’est surtout le cas de la mesure en 
mode conduit avec le circuit standard 2 couches qui présente en outre de longues pistes assimilables à des 
antennes : une mesure « à vide » (où le microcontrôleur n’est pas sous tension) montre que des niveaux 
non négligeables sont mesurés dans les bandes 88 – 106 MHz (radio FM), 930 – 970 MHz (GSM), 3 – 60 
MHz et 550 – 590 MHz (télévision) (cf. Figure 3- 22). Cette courbe nous permet de différencier les 
émissions propres du microcontrôleur de celles du bruit ambiant. 
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Figure 3- 22: Procédure d’évaluation du niveau de bruit de la mesure. 
c. REPETITIVITE DES MESURES 
On détermine aussi la précision de la mesure par l’évaluation de sa répétitivité. Entre deux mesures 
identiques, les différences de niveau peuvent atteindre 1 à 2dBµV. Deux mesures sur deux cartes 
semblables effectuées sur des appareils de mesure différents donnent davantage de disparités ; on trouve 
ainsi des différences de 3-4dBµV sur les pics maximum d’émission entre des mesures effectuées à Munich 
et à Toulouse (cf. Figure 3- 23), et parfois davantage sur des pics intermédiaires. Cependant l’enveloppe 
générale du spectre et son niveau global sont conservés. 
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Figure 3- 23: Comparaison de mesures sur deux analyseurs différents. 
B. Programmation du microcontrôleur 
1/ Environnement de programmation 
 Les microcontrôleurs utilisés dans cette étude (MC68HC912D60 et « Barracuda ») peuvent être 
programmés de différentes façons et dans différents environnements : on peut écrire les programmes à 
exécuter en langage C (environnement Metrowerks [9]) ou bien directement en Assembleur 
(environnement Mcuez).  
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Figure 3- 24: Aspect du logiciel qui gère le micro-contrôleur, son programme, sa mémoire. 
C’est surtout la programmation en Assembleur qui a été retenue, parce qu’elle permet de 
différencier plus aisément les commandes et leur mode d’action. Dans l’environnement Mcuez, un 
assembleur  appelé HC12 vérifie que le code ne contient pas d’erreur au niveau des instructions avant de le 
compiler. Un éditeur de liens ELFLINK, appelé par l’assembleur, crée les fichiers nécessaires au 
chargement du code et au logiciel de debug. L’implantation du programme depuis l’ordinateur se fait par la 
connexion bidirectionnelle série SDI (Serial Debug Interface). Enfin, un debugger MCUez vérifie en mode 
pas à pas que le programme implanté s’exécute selon nos attentes. Par ailleurs les fenêtres du debugger 
(Figure 3- 24) renseignent avant et pendant l’exécution du programme sur l’état général du micro-
contrôleur : contenu des différents registres, allocations mémoires.  
Il existe plusieurs manières d’exécuter un programme, selon le type de mémoire où le code est 
stocké. Le cas le plus simple est de placer le code en mémoire RAM et d’exécuter directement le code, sans 
recourir à un reset du composant. Il faut en ce cas veiller à ce que l’activité du composant liée à la 
connexion SDI soit stoppée avant le lancement du programme, car cette connexion modifie profondément 
le spectre mesuré. On modifie pour cela l’adresse de reset en la faisant pointer sur la RAM. 
On peut aussi stocker le/les programmes à exécuter dans la mémoire Flash EEPROM, ce qui évite 
de recharger le code via la SDI à chaque mise sous tension du composant. Pour exécuter le programme 
depuis la mémoire RAM, la première action doit être la recopie du programme de la FEEPROM vers la 
RAM. On peut aussi exécuter directement les actions depuis la FEEPROM sans passer par le RAM : ce cas 
est moins fréquent dans les applications réelles car il ralentit considérablement l’exécution du programme 
(l’accès à la FEEPROM est plus long). 
Le plus souvent lorsque le code est placé en FEEPROM, celui-ci regroupe l’ensemble des 
différentes routines à tester dont la sélection se fait sur la carte à l’aide de commutateurs (switches) ou de 
connecteurs cavaliers (jumpers). 
2/ Spécification logicielle 
a. ENSEMBLE DES PROGRAMMES UTILISES 
Les codes de routines utilisés ici pour les mesures de CEM visent à activer différentes zones de la 
puce. Des programmes ont été écrits dans les phases initiales de cette étude par [10] et [8] et utilisés sur le 
premier microcontrôleur test : MC68HCS912D60. Ces routines sont classées en 4 groupes (cf.Table 3- 2) 
sélectionnés par des interrupteurs : ALU qui regroupe des routines ne faisant appel qu’à l’unité 
arithmétique et logique, PORTS qui contient les programmes sur les entrées/sorties, MEMOIRE qui est 
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composé de routines utilisant la RAM et l’EEPROM, et DIVERS qui est constitué de programmes limitant 
l’activité du micro-contrôleur. 
Micro-interrupteurs Bloc sélectionné Programme 
sélectionné 1 et 2 3 et 4 
Emul_min_1.0 0 0 
Emul_max_1.0 0 1 
Rot_min_1.0 1 0 
ALU 
Rot_max_1.0 
0 0 
1 1 
Buffer_1.0 0 0 
Load_1.0 0 1 
Loop_1.0 1 0 
PORTS 
Spi_1.0 
0 1 
1 1 
Shft_addr_1.0 0 0 
Shft_data_1.0 0 1 
Shft_all_1.0 1 0 
MEMOIRE 
Read_1.0 
1 0 
1 1 
Nop_1.0 0 0 
Wait_1.0 0 1 
Stop_1.0 1 0 
DIVERS 
Buffer_reduce_1.0 
1 1 
1 1 
Table 3- 2 : Configuration des micro-interrupteurs de sélection du bloc et du programme 
Les routines mises en oeuvre par [11] pour des mesures d’émission conduite utilisent une méthode 
semblable : chaque routine permet d’évaluer l’émission d’un bloc ou d’un cas particulier d’activation du 
composant.  
A l’inverse, le code développé par [12] pour des mesures d’émission rayonnée en cellule TEM 
active en même temps (pour une même mesure) différents blocs et diverses entrées/sorties, ce qui ne 
permet pas de différencier aisément la contribution de chacun pour aider à la modélisation, mais qui se 
rapproche d’un fonctionnement en application réelle. 
b. LES DIFFERENTES ROUTINES 
 Cœur et ALU 
Les mesures d’émission conduite et rayonnée n’ont pas montré de différences significatives entre 
les 4 codes listés à la Table 3- 2. Les deux premières routines réalisent la multiplication de deux mots de 16 
bits de façon cyclique, tandis que les deux routines suivantes effectuent la rotation d’un registre contenant 
un octet (8 bits). Ces dernières (Rotmin et Rotmax) chargent par exemple  l’accumulateur A avec une 
valeur puis effectue la rotation au travers de la retenue (carry ) vers la droite ou vers la gauche, en répétant 
l’opération 5 fois (Figure 3- 25).  
 I n i t ia l i s a t io n  d e  la  c a r r y   
e t  d u  r e g is t r e  A  
B r a n c h e m e n t  
R o ta t io n  v e r s  la  g a u c h e  
x 5  
R o ta t io n  v e r s  la  d r o i te  
R o ta t io n  v e r s  la  g a u c h e  
R o ta t io n  v e r s  la  d r o i te  
Rotation vers la gauche
Carry Registre A CarryRegistre A
Rotation vers la droite
 
Figure 3- 25: Déroulement de la routine et de la rotation dans le registre A. 
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Entre les 2 routines, seule la valeur du contenu de l’accumulateur change : 00h pour Rot_min (le 
registre A ne change pas d’état :faible activité) et AAh pour Rot_max (tous les bits du registre sont 
modifiés : activité élevée). Comme la mesure ne donne pas de différence significative entre les deux 
routines, on peut conclure que le contenu des données modifiées ou échangées dans l’ALU n’a pas 
d’impact sur l’émission, pas plus que le type d’instruction utilisée. L’émission du cœur du microcontrôleur 
semble indépendante de son mode d’utilisation : seule compte son activation ou non. Cela est corroboré 
par le programme utilisé par [11] pour évaluer le bruit du cœur : il s’agit d’une boucle infinie qui n’effectue 
aucune instruction. 
 Ports d’entrées/sorties et charges 
L’utilisation des ports d’entrées/sorties a un impact significatif sur l’émission des 
microcontrôleurs. Les principales différences apparaîtront selon l’utilisation de ports de type standard ou 
spécifique, selon la charge connectée à l’E/S ou selon sa fréquence de commutation. La Figure 3- 26 
présente la différence de chronogramme entre une sortie utilisée en mode standard et une sortie du port 
SPI, qui sert à transférer de façon séquentielle des données à des fréquences élevées par intervalles. 
Commutation d’une 
sortie standard 
Transfert des données 
sur le port SPI  
Figure 3- 26: Chronogrammes de deux sorties : standard et SPI. 
L’utilisation de différents types de charges (R ou C ; 50Ω, 120Ω, 1kΩ ou 10pF , 50pF) a également 
une forte incidence sur les spectres émis. 
 Mémoires 
On cherche là à solliciter les différentes mémoires disponibles sur la puce (RAM et EEPROM) 
pour mesurer la contribution des accès à la mémoire, lorsque l’activité périphérique est nulle et que celle du 
cœur est réduite. On active donc les bus internes d’adresse ou de données du microcontrôleur pour un 
accès en écriture à la mémoire RAM. On compare aussi les accès en lecture aux deux types de mémoire sur 
16 bits en RAM et 8 bits en EEPROM (pour compenser la lecture plus lente sur cette dernière).  
Cependant les résultats mesurés en mode conduit comme en mode rayonné ne donnent pas de 
différences significatives entre ces routines, et le niveau d’émission global est le même que celui des 
routines activant l’ALU. 
 Divers modes d’activation 
Le micro-contrôleur peut être placé dans des modes de fonctionnement où son activité est réduite. 
Ainsi, en utilisant l’instruction WAI (Wait), l’horloge n’est plus distribuée au cœur de la puce, mais reste 
active pour l’ensemble des autres parties de la puce (mémoires, ports série synchrones, port MSCAN…). 
Avec l’instruction STOP on arrête complètement l’activité du micro-contrôleur en ne distribuant plus le 
signal d’horloge et en ne gardant présente que la polarisation de la puce. 
Enfin il est possible de moduler la puissance des buffers de sortie des ports standards, notamment 
lorsque la charge est faible : l’overshoot est moins important et la commutation plus lente (cf. Figure 3- 27). 
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Figure 3- 27: Comparaison des modes normal/réduit des ports E/S pour une charge de 56 pF. 
4. Les mesures d’émission 
A. Mesures d’émission conduite 
1/ Activité du cœur  
L’activité la plus simple est celle d’un programme activant le seul cœur du microcontrôleur par une 
boucle infinie sans action. Le code Assembleur est :  
loop6 bra loop6  
 
La configuration de mesure est simple : un oscillateur à quartz fournit au composant une 
fréquence de 8MHz, l’horloge du cœur est alors de 8MHz et le bus interne à une fréquence de 4MHz. La 
PLL n’est pas activée pour générer l’horloge. Aucune sortie n’est activée. 
Le spectre est uniquement constitué d’harmoniques des fréquences de bus (4MHz) et d’horloge 
interne (8MHz). Afin de clarifier le spectre d’émission initial obtenu (courbe fine), nous traitons les 
résultats bruts à l’aide d’une routine que nous avons développée pour ne retenir que les maximum 
d’amplitude aux fréquences harmoniques de la fréquence du bus (ici : 4MHz, courbe épaisse et points). 
Cette courbe traitée donne alors l’enveloppe générale du spectre d’émission. 
Mesures d'émission conduite
(IEC 61967-4) sur le Barracuda :
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Figure 3- 28: Spectre mesuré d’émission conduite pour l’activation cœur du Barracuda. 
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L’amplitude maximum mesurée ici sur tout le spectre varie de 28dBµV à 52MHz où se situe une 
résonance claire.  
On donne aussi Figure 3- 30 le spectre de l’émission conduite du premier véhicule-test utilisé dans 
cette étude (MC68HC912-D60) : seules les harmoniques de la fréquence d’horloge interne ont été retenues 
pour simplifier le graphique. Deux constatations s’imposent :  
- une résonance dans les basses fréquences (30 et 50 MHz) est présente dans les 2 cas. 
- les niveaux mesurés sur la carte Barracuda sont 40dB plus faibles que sur le D60. Ce 
n’est pas uniquement dû à l’émission propre de chaque composant mais très 
probablement au mode de mesure, et tout particulièrement au placement de la sonde 
1Ohm, située dans le cas du Barracuda après les capacités de découplage (Figure 3- 29- 
droite), et dans le cas du D60 avant ces capacités (Figure 3- 29 – gauche). Cependant, les 
techniques de réduction d’émission appliquées au design du Barracuda ont certainement 
contribué à la réduction de l’émission observée. 
Vdd
Sonde 1 Ohm
Cdécouplage 
externe µC
Vdd
Sonde 1 Ohm
Cdécouplage 
externe µC
 
Figure 3- 29: Deux configurations de mesure d’émission conduite donnant des niveaux différents. 
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Figure 3- 30: Spectre d’émission conduite mesuré sur le premier composant test (MC68HC912-D60). 
 
La Figure 3- 31 donne une mesure temporelle de l’émission sur le VSS du microcontrôleur, où l’on 
peut noter la périodicité du 8 et du 32 MHz. 
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Figure 3- 31 : Mesure temporelle de l’émission parasite sur le VSS du microcontrôleur. 
 
2/ Impact des Entrées/Sorties 
a. INFLUENCE D’UNE ENTREE/SORTIE SUR LE SPECTRE EMIS 
La Figure 3- 32 montre les spectres d’émission conduite dans le cas d’une activation du seul cœur 
du composant et avec l’addition de la commutation d’une sortie à une fréquence de 2MHz. L’impact sur 
l’émission est considérable : de quelques dBµV sur les harmoniques du 8MHz (horloge) à plus de 40dBµV 
sur les harmoniques du 2MHz. On remarquera surtout que malgré leur faible fréquence de commutation 
(jusqu’à 2MHz), l’influence des E/S est présente jusqu’en haute fréquence (> 100MHz). Cela s’explique 
par la rapidité des fronts de montée/descente des E/S qui génèrent des signaux très hautes fréquences. 
Mesures d'émission conduite
(IEC 61967-4) sur le Barracuda :
Comparaison: 
Cœur seul et avec 1 Sortie
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PLL:    off
 
Figure 3- 32: Influence d’une sortie activée sur le spectre émis. 
 
b. INFLUENCE DU CHRONOGRAMME DES ENTREES/SORTIES 
Dans le cas précédent, une seule sortie était activée à 2MHz. En augmentant le nombre de sorties 
(commutation d’un port entier de 8 sorties par exemple), on augmente alors l’amplitude des harmoniques 
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du 2MHz. En revanche, et c’est un cas usuel en application, si les sorties d’un même port ne sont pas 
synchronisées à la même fréquence, on assiste à l’apparition de nouvelles harmoniques qui « remplissent » 
tout le spectre à partir de basses fréquences. C’est le cas de la Figure 3- 33 où l’on incrémente un nombre 
affiché sur un port du microcontrôleur ; toutes les sorties de ce port ne commutent donc pas à chaque 
cycle d’horloge : la sortie PTB0, correspondant au bit de poids faible (« Least significant bit »), change 
d’état le plus fréquemment (à tous les cycles d’incrément) mais PTB7 (bit de poids fort : « most significant 
bit ») ne commute qu’une fois tout les 128 cycles d’incrément. Si la fréquence de commutation de PTB0 est 
de 284kHz, celle de PTB1 est alors de 142kHz, de 71kHz pour PTB2, jusqu’à 2.2kHz pour PTB7. Le 
niveau maximum du spectre n’est pas modifié par comparaison avec celui de l’activité cœur, mais les 
harmoniques du 2.2kHz sont présentes sur tout le spectre. 
Mesures d'émission conduite
(IEC 61967-4) sur le Barracuda :
Comparaison: 
Cœur seul et avec 1 Port 
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Figure 3- 33: Influence d’un port de 8 sorties activées par incrément. 
 
c. SORTIE D’UNE HORLOGE 
La Figure 3- 34 montre la différence d’émission entre deux programmes dont le deuxième génère 
en sortie une horloge à 4MHz. L’augmentation du spectre émis est considérable, jusqu’à 60dBµV sur la 
fréquence de l’horloge (4MHz), et en moyenne 30dBµV. Il faut cependant considérer le fait que la charge 
attachée à cette sortie d’horloge est élevée (120 Ohms), ce qui accroît l’impact sur le spectre. On notera que 
les harmoniques du 4MHz correspondent bien, lorsqu’il y a l’horloge, au spectre théorique décrit au 
Chapitre 1 pour un pulse rectangulaire de rapport cyclique ½ : les harmoniques paires (8MHz, 12MHz, 
16MHz…) sont largement atténuées par rapport aux harmoniques impaires. 
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Mesures d'émission conduite
(IEC 61967-4) sur le Barracuda :
Comparaison: 
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Figure 3- 34: Impact d’une horloge (4MHz) en sortie sur le spectre. 
d. ENTREE/SORTIE UTILISEE EN ENTREE: 
La configuration d’une E/S en entrée ne modifie pas le spectre mesuré, qui reste semblable à celui 
d’une activité cœur. Il n’y a en effet en ce cas pas de commutation des buffers de sortie qui sont la cause de 
l’émission due aux E/S. 
e. INFLUENCE DE LA CHARGE 
La charge reliée à une sortie est un élément déterminant de son émission. La norme [13] la fixe à 
120 Ohms. C’est une valeur élevée, qui entraîne une forte émission. De manière générale, on choisira les 
charges minimum pour une utilisation dans les applications réelles. La Figure 3- 35 en donne un exemple. 
Mesures d'émission conduite
(IEC 61967-4) sur le Barracuda :
Comparaison: 
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Figure 3- 35: Influence de la charge d’une sortie sur l’émission. 
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f. INFLUENCE DU MODE  « REDUCED DRIVE »   
Si la modification de la charge d’une sortie présente sur l’application n’est pas possible, on peut 
contrôler cette sortie pour tenter de l’adapter à la charge en modifiant le nombre d’inverseurs de sortie mis 
en jeu (par exemple 1 seul au lieu de 6). Il s’agit alors de ne pas utiliser une sortie trop forte sur une faible 
charge : on obtiendrait des fronts très rapides et des spectres émis très élevés. L’utilisation du mode 
« Reduced Drive » présent sur les E/S standard du Barracuda permet de diminuer le temps de réponse de 
la sortie. La Figure 3- 36 montre l’influence de ce mode où la transition d’un état à un autre de la sortie est 
plus lente. Le gain (sur une charge 120 Ohms) est de 5dBµV sur le spectre jusqu’à 500MHz.  
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Figure 3- 36: Influence du mode Reduced Drive sur l’émission 
3/ Influence de l’horloge: 
a. IMPACT DE L’HORLOGE DU COEUR:   
Mesures d'émission conduite
(IEC 61967-4) sur le Barracuda :
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Figure 3- 37: Augmentation des niveaux d’émission avec la fréquence. 
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La fréquence de l’horloge du cœur est un facteur majeur de l’émission : la Figure 3- 37 montre que 
pour un même programme, l’augmentation de la fréquence de l’horloge (de 8 à 32 et à 50MHz) entraîne 
une élévation globale du spectre mesuré de 10 et 15dBµV. Pour minimiser l’émission, on choisira donc 
toujours la fréquence la plus basse permise pour une application. 
b. UTILISATION DE LA PLL:   
Le mode de génération de la fréquence d’horloge n’influe pas sur les spectres mesurés : on observe 
en Figure 3- 38 des courbes similaires lorsque l’on génère l’horloge de 8MHz directement à partir d’un 
quartz 8MHz ou à partir d’un quartz de fréquence plus faible (2MHz) et en utilisant la PLL. 
Mesures d'émission conduite
(IEC 61967-4) sur le Barracuda :
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Figure 3- 38: L’utilisation de la PLL n’influe pas sur le spectre émis. 
4/ Conclusion sur l’émission conduite du Barracuda 
Le maximum de l’émission se situe entre 2MHz et 200MHz. Les spectres sont composés des 
harmoniques de la fréquence d’horloge du cœur et de la fréquence des E/S. On identifie des résonances 
dans toutes les mesures autour de 60MHz, ainsi qu’autour de 100MHz. 
 
B. Mesures Rayonnées 
1/ Orientation de la carte 
L’une des spécificités de la mesure rayonnée en cellule TEM est de donner en une seule mesure 
l’ensemble de l’émission d’un composant. On ajoutera toutefois que la réponse de la cellule TEM n’est pas 
isotrope : toutes les orientations d’émission ne sont pas équivalentes. C’est pourquoi il est nécessaire 
d’effectuer la même mesure dans deux orientations de la carte par rapport à l’axe longitudinal de la cellule. 
La Figure 3- 39 montre que pour la seule activité du cœur (sans E/S), les niveaux d’émission sont 
différents dans deux orientations perpendiculaires. 
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Figure 3- 39: Comparaison de l’émission du cœur dans des orientations perpendiculaires. 
On explique ces différences par le positionnement des alimentations sur le composant (Figure 3- 
40) : la boucle de courant formée par ces alimentations crée des champs magnétiques plus ou moins 
couplés avec le septum de la cellule selon l’orientation du composant : un champ magnétique orthogonal à 
l’axe du septum a un couplage maximum, car il participe au mode TEM, qui est le seul à se propager dans 
la cellule .  
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Figure 3- 40: Position des alimentations et orientation dans la cellule TEM. 
Sous un autre aspect, on peut considérer les orientations du composant en terme de couplages 
mutuels (inductifs surtout) entre le septum et les éléments du boîtier (lead et bondings) : un couplage 
maximum s’exerce alors lorsque le septum et les broches sont parallèles (cf. Figure 3- 41). 
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Figure 3- 41: Représentation de l’orientation en terme de couplage. 
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2/ L’influence des Entrées/Sorties 
En mesure rayonnée, l’influence des Entrées/Sorties est importante (jusqu’à 20dBµV ) et 
particulièrement remarquable à haute fréquence (>100MHz). A nouveau, l’utilisation du mode réduit des 
E/S diminue considérablement le spectre (cf. Figure 3- 42). 
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Figure 3- 42: Emission rayonnée avec activité des E/S et en mode « Reduced Drive ». 
L’émission d’une E/S aux environs de 100MHz s’explique en observant la forme de la 
commutation temporelle (cf. Figure 3- 43) : on observe après le front montant une oscillation de fréquence 
100MHz. Cette oscillation résulte de la résonance de la charge de la sortie avec l’inductance propre de 
celle-ci (boîtier) et avec l’inductance des pistes du PCB : on veillera donc à adapter correctement les 
charges et les pistes pour éviter ces oscillations. 
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Figure 3- 43: Oscillations de résonance LC sur le signal de sortie d’une E/S. 
De la même manière que pour les alimentations dans la cellule TEM, l’orientation des sorties qui 
commutent modifie les niveaux mesurés (Figure 3- 44). Il s’agit cependant d’un mode de couplage 
différent : alors que les alimentations créaient un couplage magnétique (dû à la circulation en boucle des 
courants d’alimentation), les sorties créent elles un couplage électrique dû aux variations de potentiel (0-
5V) sur les pistes et charges qui leur sont connectées.  
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Figure 3- 44: Mesure de deux orientations perpendiculaires (axe de E/S perpendiculaire ou parallèle au septum). 
Cela est corroboré par l’application d’un film de blindage en cuivre sur la face placée à l’intérieur 
de la cellule TEM : le spectre alors mesuré ne contient plus que les harmoniques liées à l’activité du cœur 
(Figure 3- 45).  Le blindage n’a pas d’effet sur le champ magnétique (couplage de mutuelle inductance) 
alors qu’il est beaucoup plus actif sur le couplage électrique que l’on peut représenter par un couplage 
capacitif. Cela s’explique d’un point de vue électromagnétique par la condition d’annulation de la 
composante tangentielle du champ électrique aux abords d’un conducteur, ce qui n’a pas lieu pour le 
champ magnétique. 
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Figure 3- 45: Blindage complet de la carte en cellule TEM : élimination du spectre lié aux E/S 
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On retrouve également de manière marquée dans le spectre lié aux entrées/sorties le résultat 
théorique du Chapitre 1 sur la parité des harmoniques des E/S (Figure 3- 46) : les harmoniques paires sont 
très inférieures (en théorie elles sont nulles) en niveau aux harmoniques impaires pour un pulse 
rectangulaire de rapport cyclique ½.  
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Figure 3- 46: Distinction entre les harmoniques paires et impaires résultant des E/S. 
3/ Modes d’activité réduite 
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Figure 3- 47: Emission rayonnée des modes Wait et Reset. 
Les modes d’activité réduite que sont les modes Wait, Reset et Stop ne sont pas équivalents: le 
mode Wait dans lequel l’horloge est distribuée pour une partie seulement du composant présente une 
émission inférieure à une activité cœur. Le mode de Reset est moins bruyant encore (cf. Figure 3- 47) et le 
mode Stop ne donne quant à lui aucune émission, puisque seule la polarisation du composant demeure. 
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5. Comparaison de l’émission mesurée et simulée 
A. Mesure Conduite : Activité cœur seul 
La comparaison que l’on présente ici permet d’évaluer la pertinence du modèle que nous avons 
développé au Chapitre 2 dans le cas d’une mesure conduite sur le composant Barracuda lorsque seul le 
cœur de celui-ci est activé. On étudie particulièrement les différentes propositions de sources de courant 
détaillées au Chapitre 2. 
 
1/ Source de courant à partir d’inverseurs 
La source de courant initiale dans cette étude est simulée à partir du courant calculé sur des 
inverseurs. La Figure 3- 48 montre que le spectre simulé donne une bonne approximation des niveaux 
d’émission sur les premières harmoniques, mais ne rend pas compte de la forme générale de l’enveloppe à 
plus hautes fréquences, en particulier sur les résonances obtenues en mesure. 
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Figure 3- 48: Le modèle basé sur le courant des inverseurs donne le niveau des premières harmoniques. 
 
2/ Source de courant à partir de bascules D 
En utilisant la source de courant modélisée à partir d’une bascule D simple comme porte typique, 
on obtient (Figure 3- 49) une augmentation du niveau sur les harmoniques au-delà de 10MHz (alors que les 
premières harmoniques restent inchangées), ce qui correspond mieux à la mesure, mais n’améliore pas le 
comportement pour les fréquences supérieures à 150MHz. 
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Comparaison entre mesures et simulations:
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Figure 3- 49: L’utilisation de la bascule-D comme porte typique impacte les fréquences intermédiaires du spectre (10-
150 MHz). 
3/ Source de courant à partir de bascules D dans un environnement de proximité 
Notre modèle n’utilise pas directement le courant consommé par la bascule D, mais le courant 
perçu au delà d’une zone proche qui est appelée environnement de proximité de la porte. La simulation 
obtenue en utilisant ce courant (Figure 3- 50) améliore le comportement à haute fréquence (supérieure à 
300MHz) en annulant l’effet de la résonance observée jusqu’ici en simulation vers 500MHz. Les très hautes 
fréquences (600MHz-1GHz) ne sont toutefois pas correctement représentées par le modèle. 
Comparaison entre mesures et simulations:
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Figure 3- 50: L’environnement de la porte typique influe sur le spectre haute fréquence. 
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4/ Modèle de cœur avec deux capacités de découplage 
Le modèle utilisé dans les simulations précédentes ne comptait qu’un seul étage d’éléments 
internes parasites (capacité de découplage et inductances : Figure 3- 51– gauche), en plus de la source de 
courant. Si l’on souhaite prendre en compte l’environnement immédiat des portes qui produisent le 
courant, on peut utiliser un modèle comportant un second étage d’éléments RLC qui représentent les 
éléments très proches du lieu de création du courant (Figure 3- 51– droite). En ce cas, la source de courant 
est générée à partir de portes simples qui ne sont pas placées dans leur environnement de proximité (à 
l’inverse du paragraphe précédent). 
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Figure 3- 51 : modèle simple (gauche) et modèle avec 2 étages de capacités de découplage. 
On obtient (Figure 3- 52) un spectre proche de celui simulé au paragraphe ci-dessus, en niveau 
comme en enveloppe générale dès lors que la seconde capacité (représentant l’environnement proche) vaut 
500pF, soit 10% environ de la capacité totale de découplage. On pourra donc tenir compte des éléments 
proches de la source de bruit de deux manières, soit au travers de la source de courant, soit par 
l’intermédiaire d’éléments RLC. 
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Figure 3- 52: L’effet d’une deuxième capacité de découplage est semblable à l’utilisation d’un courant caractérisé dans 
un environnement de proximité. 
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5/ Addition de la contribution de l’horloge 
Dans le chapitre 2, nous avons décrit comment représenter la consommation de courant due à 
l’horloge dans les bascules-D. On montre Figure 3- 53 que l’ajout de cette source de courant spécifique 
modifie peu le spectre (+1 à 2dBµV sur l’ensemble du spectre) ; cela est conforme à ce nous avions 
observé en simulation au Chapitre 2 dans le cas d’un modèle théorique simple : l’effet n’était sensible qu’à 
haute fréquence. 
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Figure 3- 53: La contribution de l’effet de l’horloge sur les DFF est peu visible sur le spectre émis. 
6/ Evaluation des cas de simulation BCS et WCS 
Comparaison entre mesures et simulations:
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Figure 3- 54: Le cas WCS donne la limite inférieure de l’émission simulée, quand le cas de simulation BCS en donne la 
limite supérieure. 
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Les cas de simulation utilisés jusqu’à présent provenaient tous de simulations du courant pour le 
cas BCS (Best Case). On montre Figure 3- 54 que le cas WCS donne un spectre d’émission de niveau plus 
faible qu’en BCS (figure précédente) et entraîne des modifications mineures de l’enveloppe pour des 
fréquences supérieures à 150 MHz. Dans l’ensemble, le cas WCS (pris pour la simulation de l’activité et du 
courant typique) représente la limite inférieure des niveaux d’émission simulée, et le cas BCS en donne la 
limite supérieure : cela rend bien compte du fait que plus la synchronisation des signaux est bonne (Best 
case), plus l’émission est élevée, et inversement. 
7/ Validation sur un autre composant 
Cette méthode de simulation a été appliquée sur un autre composant de type microcontrôleur 
(D60) et la comparaison de la mesure conduite et de la simulation est donnée Figure 3- 55: le modèle 
donne de bons résultats tant pour les niveaux que pour la forme du spectre jusqu’à 200MHz, et reste une 
bonne approximation jusqu’à 500MHz. 
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Figure 3- 55: Application du modèle et de la méthode de simulation sur le microcontrôleur D60. 
B. Mesure conduite : Validation avec d’autres configurations du composant 
1/ Avec Entrées/Sorties 
L’utilisation d’une sortie est un cas de mesure très fréquent dont le modèle doit rendre compte : 
on simule l’activation d’une sortie à la fréquence de 2MHz, tandis que la fréquence d’horloge du cœur reste 
à 8MHz. La sortie est modélisée (cf. Chapitre 2) par des commutateurs alternés figurant le PMOS et le 
NMOS de l’étage de sortie. La Figure 3- 56 montre que le spectre simulé rend très bien compte de 
l’émission mesurée sur la première dizaine d’harmoniques et reste proche jusqu’à plus de 100MHz, mais 
surestime largement l’émission au-delà : c’est le résultat de la contribution de la sortie. On explique cette 
inadéquation entre mesure et simulation par le fait que le modèle de l’Entrée/Sortie reste trop simple (deux 
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résistances Ron et Roff seulement) pour rendre compte des véritables variations de courants lors de la 
commutation. 
Comparaison entre mesures et simulations:
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Figure 3- 56: L’influence de la sortie est bien prise en compte par le modèle pour les 50 premières harmoniques. 
2/ Autres fréquences 
On valide aussi le modèle par la modification de la fréquence d’horloge du cœur : dans le cas du 
D60 (Figure 3- 57), la mesure est réalisée avec une horloge de 1MHz (contre 8MHz dans le modèle initial), 
et la simulation rend bien compte de l’émission mesurée jusqu’à 100MHz. 
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Figure 3- 57: Le modèle est validé sur une fréquence d’horloge inférieure. 
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Dans le cas du Barracuda (Figure 3- 58), on utilise une fréquence plus élevée (50MHz de 
fréquence du cœur) au moyen de la PLL. Une sortie (identique à celle indiquée ci-dessus) est aussi activée à 
12.5 MHz. Le spectre simulé est très proche de la mesure jusqu’à 100MHz mais demeure trop élevé au-delà 
pour les mêmes raisons (simplicité du modèle d’ E/S). 
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Figure 3- 58: Avec l’augmentation de la fréquence d’horloge et de sortie, la simulation reste validée jusqu’à plus de 
100MHz. 
 
C. Mesure rayonnée (cellule TEM) 
A l’aide des éléments simples de couplage en cellule TEM donnés au Chapitre 2 pour une 
première estimation de l’émission rayonnée, on réalise une simulation à partir du modèle d’émission 
conduite validé ci-dessus. Cette estimation a été faite à partir du modèle du composant D60 dont la carte 
permet à la fois la mesure conduite et la mesure rayonnée, ce qui facilitait le passage de la simulation de 
l’émission conduite à l’émission rayonnée. 
1/ Activité cœur 
L’activité cœur n’implique aucune activation d’entrée ou de sortie : le bruit rayonné mesurable 
dans ce cas n’est propagé que par les seules alimentations ; c’est de leur orientation par rapport au septum 
de la cellule TEM que dépend donc le niveau mesuré. Pour rendre compte de l’orientation en simulation, 
on joue alors sur le couplage inductif mutuel entre les éléments rayonnants du boîtier et le septum. La 
Figure 3- 59 donne la comparaison entre mesures rayonnées en cellule TEM et simulations pour deux cas 
d’orientation : en haut, les broches d’alimentation sont parallèles au septum ; en bas elles sont 
perpendiculaires. 
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Figure 3- 59 : Le modèle peut rendre compte de l’émission rayonnée en cellule TEM selon les orientations du 
composant. 
La corrélation entre mesures et simulations est bonne jusqu’à 150 MHz, mais on se gardera 
d’accorder une trop grande précision à ce modèle rayonné pour deux raisons : le modèle d’émission 
conduite qui sert de base ici est lui-même limité aux fréquences 1-100/200MHz quant à sa précision ; 
d’autre part, la précision sur les éléments du couplage rayonné sont des valeurs utilisables pour une 
première approximation mais demanderont à être confirmés et précisés dans des études ultérieures. 
 
2/ Avec une sortie activée 
Pour valider cette première approche des couplages en cellule TEM, on présente Figure 3- 60 une 
comparaison entre mesure rayonnée et simulation lorsque qu’une sortie est activée (dans le cas où l’axe de 
cette sortie est parallèle au septum). La simulation rend bien compte de l’émission, sur les fréquences 
harmoniques de l’horloge du cœur comme sur les harmoniques de la fréquence de la sortie (2MHz) et ce 
jusqu’à 150MHz. Au-delà, la simulation reste cohérente avec la mesure. Le modèle de couplage en cellule 
TEM utilisant des éléments électriques discrets peut être considéré comme une première approximation 
d’un modèle d’émission rayonnée en cellule TEM. 
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Figure 3- 60: Comparaison de la mesure rayonnée et de la simulation lors de l’activation d’une sortie. 
 
 
6. Conclusion 
Ce chapitre a été consacré à la comparaison entre les mesures et les simulations de l’émission parasite des 
circuits intégrés. Notre première tâche  a été de proposer un modèle de réseau d’alimentation en s’appuyant 
sur les mesures expérimentales à base de paramètres S. Nous avons ensuite modélisé les éléments passifs 
du circuit imprimé, d’après des mesures expérimentales. Enfin nous avons conduit des mesures de 
l’émission conduite et rayonnée sur deux dérivés du 68HC12, le D60 et le Barracuda. La modélisation a 
montré une assez bonne correspondance avec la mesure, surtout dans la prédiction des pics d’énergie 
maximale, autant pour l’amplitude que pour la fréquence. Cependant le modèle rend moins bien compte 
des émissions aux plus hautes fréquences. En mode rayonné, les prédictions de l’énergie émise en cellule 
TEM sont assez proches des niveaux mesurés, mais des améliorations de cette première approximation 
devront être apportées, notamment par l’utilisation de modèles plus complexes. 
Ces résultats expérimentaux ont été présentés à l’UTE, qui a rédigé une proposition de norme visant à 
généraliser le modèle proposé. Le modèle, appelé ICEM, fait actuellement l’objet d’une norme 
internationale auprès de l’IEC, en couplage avec le groupe IBIS. 
D’autres travaux ont été conduits sur la validation du modèle ICEM [14] [15] qui ont confirmé l’intérêt de 
l’approche dans un contexte plus général. 
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Chapitre 4 
REGINA, COMPOSANT DE VALIDATION DE 
REGLES DE CONCEPTION 
Ce dernier chapitre est consacré aux différentes règles de dessin pour une faible émission des 
circuits intégrés. Nous détaillerons ici ces règles et tenterons de les valider grâce à un composant de test 
REGINA (Research on Emc Guidelines for INtegrated circuits in Automotive). La spécification de 
REGINA, ainsi que sa mise en œuvre et les expérimentations résultantes sont présentées et suivies de 
l’évaluation de l’efficacité des règles énoncées. On conclura par l’utilisation de ces règles de dessin dans un 
flux industriel de conception de circuits intégrés.  
1. Règles de dessin pour la faible émission  
Nous nous appuierons ici sur les modèles développés au Chapitre 2 pour caractériser l’émission 
des microcontrôleurs : en faisant varier les valeurs des paramètres des modèles, on peut déduire ceux qui 
influent sur l’émission et proposer des règles simples pour la diminuer. 
A. Variation de la capacité de découplage 
Nous utilisons ici le modèle développé pour le premier microcontrôleur véhicule-test dont le 
spectre d’émission comportait une résonance claire aux alentours de 30MHz. Sur ce modèle, la capacité de 
découplage a été en simulation divisée par dix dans un cas, et multipliée par dix dans l’autre (Figure 4- 1). 
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Figure 4- 1: Simulation des variations du spectre émis avec la capacité de découplage. 
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Dans le cas étudié, on observe en diminuant la capacité de découplage une modification 
importante de la fréquence de résonance, qui se décale vers les plus hautes fréquences (100MHz) et accroît 
significativement (+20dBµV) l’émission à ces fréquences. A l’inverse, en augmentant la capacité de 
découplage, on décale la fréquence de résonance vers les basses fréquences pour lesquelles l’impact est 
négligeable (fréquence de résonance inférieure à la fréquence d’horloge). On se situe donc bien dans le cas 
d’une résonance créée par la capacité de découplage sur la puce et par les éléments inductifs proches (rails 
d’alimentation, boîtier). : la loi de variation de cette fréquence est : 
    
LC
f π2
10= .      (Equation 4-1) 
Avec la capacité  C divisée par dix, on trouve alors 
00 16.310
102
1
10 ff
CL
fC ×≈×=
×
=
π
, soit environ 
100MHz, et avec la capacité  C multipliée par dix, on trouve alors 0010 316.0
10
1
102
1 ff
CL
f C ×≈×=××=⋅ π , 
soit moins de 10MHz. 
En partant d’un modèle simplifié d’émission de composant comme le modèle ICEM (Figure 4- 2 
et Table 4- 1 des paramètres par défaut), on peut aussi évaluer l’impact de la capacité de découplage sur le 
spectre émis. 
 
Figure 4- 2: Schéma électrique du modèle ICEM utilisé. 
Paramètre Définition Valeur par défaut 
freq Fréquence du pic de courant dû à l’horloge 10MHz 
ibmax Amplitude maximum du pic de courant (générateur de bruit) 1A 
tr Temps de montée/descente du pic de courant 1ns 
cb Capacité de découplage de bloc 50pF 
ldie Inductance sur puce (pistes d’alimentation) 1nH 
rdie Résistance sur puce (pistes d’alimentation) 1 Ohm 
cd Capacité de découplage 1nF 
Lpack Inductance du boîtier 1nH 
Table 4- 1: Paramètres par défaut du modèle simple. 
La variation du maximum du spectre en amplitude en fonction de la capacité de découplage est 
donnée  Figure 4- 3 (courbe rouge), ainsi que la variation de la fréquence de ce maximum avec la capacité 
de découplage (courbe bleue) . On retrouve la diminution de la fréquence de résonance avec 
l’augmentation de la capacité de découplage, jusqu’à ce que cette fréquence de résonance soit inférieure à la 
fréquence d’horloge, qui devient alors la fréquence où l’émission est maximum. L’amplitude du maximum 
d’émission suit également une décroissance (linéaire) avec l’augmentation de la capacité de découplage. 
  Chapitre 4 : REGINA
   
4-3 
Variation paramétrique
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Figure 4- 3: Variation de l’amplitude maximum du spectre et de la fréquence associée avec la capacité de découplage. 
On cherchera donc dans la plupart des cas à augmenter la capacité de découplage globale du 
composant. On pourra avoir recours aux différentes capacités utilisables, et surtout la capacité 
intermétallique, que l’on augmentera en routant les alimentations de masse et de Vdd à proximité (côte à 
côte ou l’une sur l’autre) , et la capacité d’oxyde dont on pourra se servir pour remplir les espaces de 
silicium très peu utilisés, notamment sous les routages d’alimentation qui utilisent des niveaux métalliques 
élevés et laissent la place pour des capacités utilisant les bas niveaux de métallisation, les oxydes et les puits 
dopés. Une vue en coupe, donnée Figure 4- 4, précise la structure physique de ces capacités. 
routage
Capacité
ajoutée
 
Figure 4- 4: Utilisation des espaces libres sous les niveaux métalliques de routage. 
B. Variation de l’inductance 
La valeur de l’inductance joue dans l’ Equation 4-1 un rôle symétrique de celui de la capacité de 
découplage  quant à la modification de la fréquence de résonance.  En faisant varier l’inductance de boîtier 
dans le modèle simple, on constate cependant (Figure 4- 5) que la fréquence du maximum ne suit pas la 
même loi que celle de la fréquence de découplage : cette inductance de boîtier n’est pas la seule inductance 
présente en série dans le circuit ; l’inductance du PCB a en effet une valeur nominale semblable (1nH), qui 
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joue aussi un rôle dans le phénomène de résonance avec la capacité de découplage. La modification de la 
fréquence de résonance ne sera donc possible que pour des valeurs d’inductance supérieures à 1nH : au 
delà de 1nH, la fréquence de résonance diminue progressivement ; en deçà, la fréquence du maximum reste 
la fréquence d’horloge. Quant à l’amplitude maximum du spectre, elle suit une loi contraire à celle de la 
capacité de découplage : l’augmentation de l’inductance entraîne une augmentation (linéaire) de l’amplitude 
maximum du spectre. 
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Figure 4- 5: Variation de l’amplitude maximum du spectre et de la fréquence associée avec l’inductance. 
Bien qu’associées pour créer le phénomène de résonance, la capacité de découplage et l’inductance 
ont un rôle inverse sur l’émission : la capacité l’atténue (« absorption ») tandis que l’inductance l’accroît. La 
variation combinée de ces deux paramètres est donc un phénomène complexe, que [1] décrit par un 
graphique à deux axes : selon la taille (et donc la consommation de courant) des buffers produisant le bruit, 
et en fonction de la capacité de découplage sur la puce et de l’inductance du boîtier, on se situera dans une 
région d’atténuation du pic de courant par la capacité de découplage ou dans une région d’oscillation où le 
signal initial du pic de courant est amplifié par la résonance entre inductance et capacité. 
 
Figure 4- 6: domaines d’oscillation ou d’atténuation selon la capacité et l’inductance [1]. 
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Les principaux paramètres introduisant de l’inductance sur les circuits d’alimentation sont le 
boîtier et, dans une moindre mesure, les rails d’alimentation internes. On aura ainsi recours à différentes 
techniques pour diminuer cette inductance : 
 En plaçant les broches d’alimentation au centre des côtés du composant, on raccourcit la 
longueur des bondings et des leads (Figure 4- 7). De manière générale, on utilisera donc les 
broches les plus courtes et on placera autant que possible les masses et les alimentations 
côte à côte, à la fois pour minimiser la surface des boucles de courant ainsi formées et pour 
minimiser les champs perçus à grande distance (annulation des effets des courants opposés). 
Lead &
Bonding
Long
Lead &
Bonding
Court
Placement des alimentations sur un boîtierChoix des broches d ’alimentation sur le boîtier
VDD
VSS
 
Figure 4- 7 : Placement des broches d’alimentation sur un boîtier. 
 En multipliant les broches dédiées aux alimentations, on diminue l’inductance globale par 
la mise en parallèle de leurs inductances respectives. 
 On peut aussi utiliser des bondings doubles pour une même broche (surtout pour les 
applications de puissance),  bien que le coût du composant s’accroisse d’autant. 
 Enfin, le routage de l’alimentation sur le silicium sera étudié de près : on minimisera les 
longueurs des rails d’alimentations menant du bloc concerné au pad d’alimentation. L’une 
des techniques les plus courantes consiste à mettre en place une grille d’alimentation dense 
(Figure 4- 8). 
Bloc activé
 Vss
Vdd
Routage long Routage en grille  
Figure 4- 8: Placement et routage des alimentations sur le silicium 
C. Variation de la résistance  
L’une des solutions envisagées pour diminuer l’impact de la résonance LC est d’utiliser une 
atténuation de type résistif sur l’alimentation. [2] [3] a montré qu’une résistance placée sur les rails 
d’alimentation permet d’obtenir un gain en émission. Afin de décorréler cette résistance de la longueur des 
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pistes d’alimentation (qui influe dans le même temps sur l’inductance), on cherchera à créer des résistances 
en diminuant par endroits la section de la piste métallique ou en plaçant des résistances de polysilicium sur 
les chemins d’alimentation. 
D. Fréquence et désynchronisation 
La fréquence de l’horloge utilisée pour cadencer un composant a une influence déterminante, déjà 
remarquée en mesure au Chapitre 3 et décrite par la théorie des spectres associés aux pics de courant, sur le 
spectre émis : l’amplitude globale du spectre s’élève avec la fréquence. Plus précisément, l’amplitude de 
l’harmonique initiale est proportionnelle  à A/T ou Af, avec A l’amplitude du pic et T la période du signal 
ou f sa fréquence, et le spectre s’étend davantage aux hautes fréquences. En appliquant une telle source de 
courant dans un modèle ICEM simple, on valide cette variation de l’émission avec la fréquence (cf. Figure 
4- 9). L’émission (maximum du spectre en dBµV) augmente de manière logarithmique avec la fréquence 
jusqu’à 100MHz, ce qui rend bien compte de la proportionnalité entre amplitude (linéaire) et fréquence. Au 
delà de 100MHz, cette croissance n’est plus vraie car la période devient proche des temps de 
montée/descente des pics de courant ; cependant le maximum d’émission reste significativement plus élevé 
qu’à basse fréquence. Afin de diminuer au maximum l’émission d’un composant, on utilisera donc la 
fréquence d’horloge la plus faible disponible sur le composant ou nécessaire à l’application. 
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Figure 4- 9: Variation paramétrique sur un modèle ICEM simple : augmentation de l’amplitude du maximum avec la 
fréquence d’horloge. 
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Une autre possibilité de réduction de l’émission consiste à éviter l’apparition du pic de courant (ce 
qu’on désigne en anglais par SSN : Simultaneous Switching Noise – Bruit de commutation simultanée), en 
répartissant les commutations des portes logiques au cours du temps.  
L’application complète de cette méthode conduit à créer des circuits totalement asynchrones et 
sans horloge pour cadencer le fonctionnement mais avec des enchaînements d’événements [4]. Cette 
solution produit des résultats très bénéfiques en terme d’émission ; l’inconvénient majeur réside surtout 
dans la dominance des systèmes synchrones dans l’industrie électronique actuelle, ce qui rend difficile 
l’utilisation et l’insertion de ces circuits asynchrones dans les équipements courants. Les méthodologies de 
conception de tels systèmes bouleverseraient également en profondeur celles actuellement utilisées. 
La répartition des commutations dans le temps peut aussi s’effectuer en conservant un système 
synchrone : il suffit d’éviter une trop grande synchronisation des commutations avec le front d’horloge 
initial. Cette règle est difficile à mettre en application car l’un des critères de fonctionnement explicitement 
recherché dans les designs de circuits digitaux est le parfait cadencement des horloges dans toutes les 
parties de la puce : on souhaite éviter les délais intrinsèques aux arbres d’horloges, que l’on nomme « clock 
skew ». Avec les nouvelles technologies fortement submicroniques, où les fréquences d’horloge sont très 
élevées, les délais tolérés pour le clock skew se sont réduits. 
i i
Synchronisation
des com m utations R épartition  du  courant  
Figure 4- 10: Effet sur le pic de courant de la répartition des commutations dans le temps. 
L’une des solutions envisagées [5] [6] est de travailler non sur la distribution de l’horloge mais sur 
sa génération : [7] propose de faire varier de manière chaotique la fréquence d’horloge autour d’une 
fréquence initiale : l’énergie globale de chaque pic reste identique mais le maximum d’émission à la 
fréquence initiale est diminué au profit de fréquences très proches (Figure 4- 11). Cette méthode 
d’introduction d’un « jitter » peut s’appliquer par exemple au cas d’une PLL. Cette solution, bien que 
prometteuse n’a pas été mise en application dans le composant REGINA du fait de sa complexité. 
dBµV
Sans jitter Avec jitter
fréquence
dBµV
fréquence  
Figure 4- 11: Effet du jitter de l’horloge sur les pics du spectre émis. 
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2. Spécifications du composant de test REGINA 
A. Principe et contexte du composant. 
Nous avons entrepris la réalisation d’un circuit test appelé REGINA pour valider les règles de 
dessin énoncées ci-dessus. Ce nom est l’acronyme de “Research on Emc Guidelines for INtegrated circuits 
in Automotive” (Recherche sur les règles de dessin de CEM pour les circuits intégrés de l’automobile). 
Cette puce de test a été réalisée à Motorola par l’utilisation de versions préliminaires de composants 
commerciaux : de la place était réservée et disponible pour des composants de test sur le masque associé à 
ces composants (masque appelé aussi « pizzamask » - la consonance italienne et culinaire suggéra  le nom 
de la puce). 
REGINA a été dessinée et fabriquée à Toulouse dans la technologie Motorola SmartMOS7 Low 
Voltage utilisée principalement pour des applications analogiques de puissance, notamment pour 
l’automobile (Airbags, systèmes de freinage,…) et pour la téléphonie mobile (gestion de l’énergie, 
applications RF...). La longueur minimale du canal des transistors MOS dessinés dans cette technologie est 
de 0.35µm. 
 
 Les différentes expériences mises en œuvre sur REGINA 
On a souhaité réaliser plusieurs expériences dans les domaines de la CEM et de l’intégrité de signal 
avec le composant REGINA. Une partie de ces expériences concerne les émissions parasites des circuits 
intégrés. Des expériences sur la susceptibilité des circuits et sur l’intégrité du signal ont également été 
intégrées dans REGINA pour d’autres études.  
Pour des raisons de délais et d’efficacité, il a semblé préférable d’utiliser les ressources du site de 
Motorola Toulouse pour divers aspects de la puce, comme le choix d’un boîtier céramique qui puisse être 
assemblé à Toulouse, ou l’utilisation d’une technique disponible sur ce site comme le laser-cut pour couper 
des lignes de métal sur le silicium. 
B. Structures de validation implantées sur REGINA 
1/ Structures d’émission 
a. LES CHAINES D’INVERSEURS : 
La structure d’émission est définie pour générer une consommation de courant sur l’alimentation 
et ainsi reproduire le comportement d’un bloc digital. L’inverseur a été choisi comme brique élémentaire de 
cette structure d’émission pour plusieurs raisons : 
 Pour sa très large utilisation dans les blocs logiques et dans les arbres d’horloge 
 Pour sa simplicité de modélisation 
 Pour sa simplicité de mise en œuvre et d’utilisation (chronogramme plus simple et plus 
régulier que celui de la bascule D ; voir Chapitre 2) 
 Pour son utilisation simple avec des structures de délai. 
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Tous les inverseurs de la structure sont de taille identique. Afin de générer des courants parasites 
significatifs sur l’alimentation, ces inverseurs sont les plus gros (x32) disponibles dans la librairie digitale de 
la technologie.  
Pour avoir une consommation et des pics de courants variables, la structure d’émission doit aussi 
être ajustable (cf. Figure 4- 12): c’est pourquoi une structure contient des inverseurs en série qui forment 
trois chaînes de tailles distinctes. La première chaîne contient deux fois 4 inverseurs (deux séries mises en 
parallèle), la seconde deux fois 16 et la troisième deux fois 32. Chacune de ces chaînes est alimentée par 
l’horloge au travers d’une porte NON-ET que contrôle un signal (Enable1, Enable2 ou Enable3) : on peut 
donc distribuer ou non l’horloge à chaque chaîne et ainsi activer ou désactiver sa consommation de 
courant. 
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Figure 4- 12: Schéma de la structure émissive 
Entre les portes NON-ET et les chaînes d’inverseurs ont été placées des cellules de délai (voir ci-
dessous) qui retardent le signal d’horloge. Ces cellules sont commandées par le même signal analogique 
Vplage, et par un signal Vanalog réparti en trois tensions différentes créées par un pont diviseur de tension 
à deux résistances de 1kOhms: les tensions de commande des cellules de délai étant différentes, le délai 
induit variera pour chaque chaîne d’inverseurs. Dans une même structure émissive, les instants de 
commutation des inverseurs de deux chaînes pourront ainsi être décalés : les chaînes parallèles perdront 
donc leur synchronisation. 
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Figure 4- 13: Symbole de la structure émissive 
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Le bon fonctionnement de cette structure émissive est vérifiable grâce à ses sorties (Out1, Out2, 
Out3) associées à chaque chaîne d’inverseurs : on visualisera ainsi le signal transmis par le dernier inverseur 
de la chaîne, afin de valider son activation et de mesurer le délai induit par la cellule. 
Il faut noter que la consommation de courant de ce dernier inverseur de sortie n’est pas identique 
à celle des inverseurs de la chaîne, dont la charge (capacitive) provient des interconnections sur le silicium : 
cet inverseur charge quant à lui des interconnections sur silicium, des plots de sortie du composant, les 
connections du boîtier (bonding et lead), ainsi qu’une piste de circuit imprimé et un composant discret de 
charge (10 pF). 
b. LA CELLULE DE DELAI 
La structure de délai permet d’imposer un retard (ou délai) contrôlé à un front de signal de 
commande. L’élément initial est un transistor PMOS en série sur le chemin du signal à retarder. Le canal 
du transistor est utilisé comme résistance variable, commandée par la tension de grille Vanalog, qui freine 
le signal. Un inverseur permet ensuite de le redresser. Cependant, le délai ainsi généré n’est pas une 
fonction linéaire de Vanalog mais suit une variation exponentielle [8]. 
A cette structure (cf. Figure 4- 14) on ajoute à la sortie du PMOS un transistor NMOS comme 
source de courant vers la masse, afin de contrôler le retard à l’aide d’une deuxième tension analogique 
Vplage : on peut grâce à cette tension créer des gammes de délais plus étendues sur lesquelles on 
sélectionnera le délai approprié à l’aide de Vanalog. C’est la taille du NMOS qui définit les gammes de 
délais possibles : plus ce NMOS sera petit, plus lent il sera à décharger la capacité présente sur la grille de 
l’inverseur, et plus les délais pourront être grands.  
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Figure 4- 14: Schéma de la structure de délai et son symbole 
Les retards nécessaires pour les structures émissives dépendent des fréquences d’horloge des 
chaînes d’inverseurs. La gamme de fréquence utilisée pour l’horloge est fixée à 1MHz-50MHz pour tenir 
compte des possibilités de la technologie (0.35µm) et de la mesure (jusqu’à 1GHz). Les périodes 
correspondantes sont : 20ns- 1µs. On souhaitera donc créer des délais sur les horloges de 1ns à quelques 
dizaines de nanosecondes. L’utilisation de la structure de délai dans le capteur intégré demandera des délais 
semblables (proches de 1ns) pour mesurer les pics de courant de plusieurs nanosecondes sur les 
alimentations. 
Les lois de délais déduites de cette structure montrent que la cellule n’est pas active pour des 
tensions Vanalog et Vplage inférieures à la tension de seuil (0.4V-0.5V). Au-delà de ces seuils, plus la 
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tension Vplage augmente, plus les retards induits sont courts, à l’inverse de Vanalog, comme le montrent 
les simulations de la Figure 4- 15. 
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Figure 4- 15: Lois de délai simulées 
La cellule de délai n’agit pas de manière identique sur tous les signaux : le retard induit sur un front 
de signal montant sera constant quelle que soit la valeur de Vanalog, alors que ce retard sera fonction de 
Vanalog sur un front descendant. La cellule de délai crée donc aussi une dissymétrie dans le signal 
trapézoïdal de l’horloge qu’elle décale : le rapport cyclique est modifié (cf. Figure 4- 16), ce qui permet 
d’obtenir des signaux synchrones sur les fronts montants et asynchrones sur les fronts descendants. Le 
principe de synchronisation de l’ensemble n’est donc pas modifié. 
 
Figure 4- 16: Mesures du délai induit sur le front descendant uniquement. 
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2/ Structure d’alimentation 
a. CAPACITE DE DECOUPLAGE 
On ré-utilise la structure d’émission ci-dessus pour évaluer l’impact de la capacité de découplage 
sur son niveau d’émission. Sur l’alimentation de la structure d’émission avec découplage intégré a été placée 
une capacité (créée par des zones métalliques en vis à vis l’une sur l’autre : M1 et M2) qui relie Vdd à Vss. 
L’addition de ces capacités de découplage n’a pas eu lieu lors de la conception du schéma électrique : elle a 
été réalisée après placement et l’implémentation physique de la structure. Le ratio des surfaces de capacité 
de découplage et des inverseurs émetteurs était estimé à 20% (cf. Figure 4- 17). Cependant une erreur de 
conception n’a pas permis de tester cette structure et son émission parasite. 
CAPACITES DE DECOUPLAGE
 
Figure 4- 17: Implémentation physique de la structure émissive avec découplage. 
b. LES RESISTANCES D’ACCES: 
Une autre structure d’alimentation testée dans la puce REGINA utilise des résistances en série sur 
Vdd et Vss. Ces résistances sont réalisées en polysilicium. Afin d’obtenir des valeurs de résistance 
modifiables, on a placé trois branches faites de métal 3 (niveau supérieur) en parallèle (Figure 4- 18). On 
peut ainsi, à l’aide d’un laser qu’utilise le laboratoire d’analyses de Motorola Toulouse, détruire l’une de ces 
résistances en sectionnant (« laser cut ») l’interconnexion et augmenter la valeur globale de la résistance 
d’accès sur l’alimentation. Chaque résistance vaut 10 Ohms. La résistance initiale d’accès à la structure 
émissive Shunt est donc de 4.3 Ohms environ sur VDD et VSS (3x10Ohms en parallèle + 1 Ohm de 
résistance de mesure pour le capteur). 
 
Figure 4- 18: Layout des trois résistances placées sur le chemin du VSS. 
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3/ Le capteur intégré 
a. PRINCIPE DU CAPTEUR INTEGRE :  
Le principe de ce capteur, aussi appelé « on-chip oscilloscope » a été décrit par [8 ] (Figure 4- 19). 
Il consiste à utiliser un transistor MOS en série fonctionnant en mode passant et que l’on amène à 
l’état bloqué au moment d’échantillonner une tension. Cette tension, désormais isolée du point 
d’échantillonnage par le MOS à l’état bloqué, sera mémorisée dans une capacité durant quelques 
microsecondes (la tension aux bornes de la capacité se dégradera ensuite à cause des pertes dans le 
diélectrique).  
Commande
du PMOS
Signal à
mesurer
Ui
Ui
Ui
Sortie
capteur
Sonde
Signal à
m esurer
 Tem ps
 Tension
Com m ande
du PM O S
Entrée AO P
 
Figure 4- 19: Echantillonnage du signal à mesurer avec le capteur intégré. 
Cette durée permet néanmoins à l’amplificateur opérationnel en montage suiveur de transférer 
cette tension vers l’extérieur avec stabilité. L’amplificateur opérationnel assure également l’adaptation 
d’impédance : sa forte impédance d’entrée s’adapte à celle de sortie du PMOS, et sa faible impédance de 
sortie facilite la mesure. Le PMOS utilisé bloquera les tensions lors de fronts montants de commande sur 
sa grille. 
Cependant, le capteur ainsi créé permet seulement la mesure de signaux proches de la tension 
d’alimentation, pour des raisons de polarisation du PMOS. Pour mesurer des tensions sur la gamme Vss-
Vdd, on utilisera une porte de transmission composée d’un PMOS et d’un NMOS.  
CGSPMOS
CGSNMOS CGDNMOS
CGDPMOS
Sonde AOP
PMOS
NMOS
CSonde CMémoire
 
Figure 4- 20: Porte de transmission du capteur améliorée et capacités parasites. 
Du fait des capacités parasites (cf. Figure 4- 20) et de la charge qu’elles peuvent porter, un offset 
peut exister à l’entrée de l’AOP. On résoudra ce problème en utilisant des transistors PMOS et NMOS de 
même taille qui présentent des capacités parasites identiques liées l’une à Vdd, l’autre à Vss et dont les 
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charges opposées se compensent. La plus faible vitesse de commutation du PMOS sera elle compensée par 
un délai (un inverseur) placé avant le NMOS (cf. Figure 4- 21). 
Sonde AOP
PMOS
NMOS
Commande
Commande
PMOS
Commande
NMOS
 
Figure 4- 21: Porte de transmission du capteur améliorée et signal de commande. 
La bande passante du capteur est un critère important déterminé par le filtre RON CMemoire , où RON 
est la résistance de la porte de transmission et CMemoire la capacité à l’entrée de l’AOP. Une capacité CMemoire 
élevée ralentit le capteur (temps de charge) et diminue la bande passante. Le compromis est alors: diminuer 
RON revient à augmenter la taille (largeur de canal) des MOS utilisés, ce qui augmente les capacités parasites 
et donc CMemoire. On préfèrera plutôt minimiser CMemoire (limitée cependant par la valeur de la capacité 
d’entrée de l’AOP) en réduisant la taille des transistors. On notera aussi qu’une faible valeur de CMemoire 
peut entraîner des problèmes de fuites dans le diélectrique et détériorer les valeurs de tension stockées dans 
cette capacité. 
b. RECONSTITUTION DU SIGNAL ECHANTILLONNE : 
Le capteur décrit jusqu’à présent échantillonne la valeur de tension de manière synchrone sur le 
front de montée du signal de commande. En créant un retard sur ce signal de commande, on peut 
échantillonner la tension à un instant différent. En répétant cette opération sur une gamme de délais 
appropriée, on pourra reconstituer le signal original  (cf. Figure 4- 22). On contrôlera les retards au moyen 
de la cellule de délai, grâce aux tensions Vanalog et Vplage. 
∆Τ1
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conservée
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∆Τ2 ∆Τ3 ∆Τ4
 
Figure 4- 22: Schéma de principe de reconstitution du signal échantillonné. 
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Cette technique de mesure suppose que le signal à échantillonner soit répétitif et synchrone du 
signal de synchronisation. Dans le cas des mesures de consommation de courant envisagées, on aura bien 
cette synchronisation puisque les pics de courants dont on veut déterminer la forme sont synchrones de 
l’horloge du composant. 
Le capteur utilisé dans REGINA reprend le principe ci-dessus et l’applique sur deux sondes 
associées par paires (Probes 1 – 3 ou 2 – 4 sur la Figure 4- 23) sélectionnables à l’aide du signal « Probe 
Select » qui actionne l’ouverture ou la fermeture des portes de transmission de chaque sonde. Chaque 
capteur permet donc d’échantillonner deux signaux simultanément et en deux points de mesure. La 
contrainte au niveau layout viendra de la longueur d’interconnexion des sondes, qui doit être minimale, et 
de la nécessité d’avoir des longueurs égales pour chaque sonde d’une paire. 
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Vdd
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Vss
Probe 4
Probe 2
Probe 1
Probe 3
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Probe_select
Vplage
 
Figure 4- 23 : Schéma du capteur intégré sur la puce REGINA. 
On notera que les alimentations Vdd_aop et Vss_aop des deux AOPs utilisés seront séparées des  
autres alimentations de la puce afin d’éviter la propagation de bruits dus aux structures émissives vers 
l’étage d’amplification des signaux échantillonnés. Cette séparation permettra également de donner des 
tensions d’alimentation supérieures à 3.3V aux AOPs et portes de transmission dont on étendra ainsi les 
gammes d’utilisation en mesure.  
On donne ci-dessous (Figure 4- 24) le symbole utilisé pour ce capteur.  
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Figure 4- 24: Schéma du capteur intégré sur la puce REGINA. 
c. UTILISATION DU CAPTEUR POUR LA MESURES DE COURANT SUR LES 
ALIMENTATIONS : 
La Figure 4- 25 donne le schéma d’utilisation du capteur pour une mesure des courants parasites 
sur les alimentations. Des résistances (réalisées en métal 1) ont été insérées sur les chemins d’alimentation. 
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Une des paires de sondes du capteur mesurera la tension aux bornes de la résistance sur Vdd et l’autre 
paire  la tension aux bornes de la résistance sur Vss.  
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Figure 4- 25: Utilisation du capteur de courant. 
Ce capteur est placé sur les structures d’émission avec capacité de découplage interne ajoutée et 
avec résistance d’accès (cf. Figure 4- 26). La structure d’émission simple n’en possède pas. 
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Figure 4- 26 : Utilisation du capteur de courant sur les structures émissives à résistances d’accès et à capacités de 
découplage. 
d. SIMULATION DES RESULTATS DU CAPTEUR 
La Figure 4- 27 présente les simulations de courant sur les alimentations d’une structure  pour 
trois plages temporelles (35ns, 6ns et 1.5ns). La reconstitution du signal échantillonné par le capteur est  
donnée Figure 4- 28 sur différentes plages de tension (Vplage=0.8V ; 1V et 1.2V): le signal reconstitué est 
globalement fidèle au signal initial tant en amplitude qu’en durée. Cependant on notera que les courbes 
échantillonnées présentent des irrégularités par rapport aux courbes initiales. Il s’agit là d’un bruit de 
simulation (précision des valeurs de courant) qui s’observe sur les courbes initiales : les simulations 
répétées nécessaires à la reconstitution du signal ne sont pas parfaitement identiques. 
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Figure 4- 27: Simulation de courbes de courant sur les alimentations pour 3 plages de temps. 
   
Figure 4- 28: Simulation de courbes du courant échantillonné par le capteur sur 3 plages de tension distinctes. 
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Figure 4- 29: Simulation de courbe temporelle du courant échantillonné et reconstitué. 
e. CALIBRATION DE LA CELLULE DE DELAI 
Afin de déterminer la résolution du capteur dans le domaine temporel, il est nécessaire de 
connaître la dépendance entre les tensions de configuration (Vplage et Vanalog) et le délai induit. Ce délai 
se déduit aisément en simulation dans les structures émissives (Cf. Figure 4- 30) mais il nécessite une 
structure spécifique pour pouvoir être mesuré. On utilise alors un Oscillateur Contrôlé en Tension (VCO : 
Voltage Controlled Oscillator) où est insérée la cellule de délai. 
Calibration_delay_enable
Vss_sensible
DELAY
VplageVanalog
Vdd
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9 inverters
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Calibration_delay_out
Vplage_delay
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Figure 4- 30 : Schéma de la cellule de calibration des délais. 
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L’oscillation créée par le VCO est mesurée en sortie après une division de sa fréquence par 64. En 
imposant des délais à l’aide de Vplage et Vanalog, on diminue la fréquence d’oscillation du VCO. En 
soustrayant la période de l’oscillation la plus rapide à la période de l’oscillation mesurée, on obtient le délai 
introduit par la cellule pour un Vplage et un Vanalog donnés. 
f. CALIBRATION DE L’AOP  
Il est aussi nécessaire de calibrer la réponse de l’amplificateur. On place sur la puce un capteur 
dédié à cette seule calibration  avec un amplificateur employé en suiveur. 
Dans la calibration statique, la porte de transmission est ouverte et le signal de synchronisation 
n’est pas employé (fixé à 0V). On envoie une tension continue (de 0 à 4.5V) sur les sondes du capteur et 
on mesure la réponse en sortie (cf. Figure 4- 31). 
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Figure 4- 31: Calibration statique de l’AOP 
La calibration de la réponse de l’amplificateur en mode dynamique utilise le même principe (cf. 
Figure 4- 32)  mais la mesure est effectuée après chaque signal de synchronisation (horloge) : la réponse 
diffère alors généralement du signal d’entrée. 
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Figure 4- 32: Calibration dynamique de l’AOP 
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C. REGINA : Structure finale – Placement – Routage 
1/ Structure finale 
Le schéma électrique du composant final est donné Figure 4- 33, ainsi que le layout global. La 
puce mesure 3016x2660 µm. Les 61 plots nécessaires ont été placés sur le pourtour de la puce pour les 
connexions logiques, analogiques et d’alimentation vers la carte d’application. Des structures ESD (Electro 
Statical Discharge) sont disposées sous ces pads pour protéger la puce lors des différentes phases de 
fabrication, d’assemblage ou d’utilisation. 
 
Figure 4- 33: Schéma électrique global de REGINA et layout associé. 
 
2/ Placement 
Calibration
Structures d’Emission
Oscilloscope interne
-
Analyse Couplage Substrat 
Structures ESD
Structures de Susceptibilité
Diaphonie et blindage
 
Figure 4- 34: Position des différentes structures sur le silicium final. 
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Le placement des différentes structures a été guidé dans un premier temps par la mise en place des 
structures les plus grandes : il s’agit des structures servant à caractériser par des tests sous pointes les 
couplages substrat. Ces motifs de test n’ont pas de liens électriques avec le reste des structures de 
REGINA mais nécessitent une grande surface. L’autre structure contraignante pour le placement est la 
structure de mesure de susceptibilité, de diaphonie et de blindage, pour laquelle trois lignes métalliques 
doivent traverser la puce de part en part en son milieu (cf. Figure 4- 34). 
Ces contraintes respectées, les structures émissives ont été positionnées en trois des coins de la 
puce, afin d’étudier l’influence du positionnement des alimentations. 
3/ Plots et routage 
Le positionnement des structures permet ensuite de placer les plots de bonding de la puce  (Figure 
4- 35): plots d’alimentation (VDDxxx, VSSxxx), d’horloge (CLOCK), de configuration (xxx_ENABLEx), 
de sortie des structures (xxx_OUTx), de calibration du capteur (CALIBRATION_xxx), de configuration 
du capteur (PROBE_SELECT ; xxx_DELAY ;SENSOR_xxx), et de sortie du capteur 
(xxx_SENSOR_OUTxxx). 
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Figure 4- 35: Placement des plots de connexion des structures d’émission de la puce. 
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Une fois les plots placés, on route les différents signaux, en commençant par les alimentations, 
puis l’horloge et les signaux sensibles (analogiques : en entrée et en sortie du capteur) qui doivent être 
éloignés des signaux rapides et bruyants (horloge, signaux digitaux). Enfin, un outil de routage automatique 
a été utilisé pour router les signaux restants, en spécifiant les zones ou les signaux adjacents à éviter. 
Trois alimentations sont distinguées :  
 l’alimentation des structures émissives (VDD, VSS, VDD1, VSS1) est celle sur laquelle on 
mesure les perturbations, soit de manière interne (capteur), soit de manière externe (sonde 1 
Ohm [9]) ;  
 l’alimentation protégée (VDD_sensible et VSS_sensible) dessert les éléments qui ne 
doivent pas être perturbés par le bruit des structures émissives : il s’agit principalement du 
capteur et des cellules de délais ;  
 enfin, une alimentation spécifique est prévue pour l’AOP du capteur (VDD_AOP et 
VSS_AOP) : on doit en effet mesurer des tensions proches de 3.3V (VDD),  ce qui requiert 
pour le capteur une alimentation plus élevée (environ 4V). 
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Figure 4- 36: Routage de l’alimentation des structures émissives (gauche) et configurations d’alimentation selon 
l’assemblage (bondings). 
 
La Figure 4- 36 (gauche) représente la structure de l’alimentation propre aux structures émissives, 
avec deux paires de plots VDD/VSS situés dans les angles opposés de la puce. Il est ainsi possible d’utiliser 
différentes configurations lors de l’assemblage (Figure 4- 36droite), et d’alimenter par une ou deux paires 
VDD/VSS proches (1, 2 et 3) ou de placer VDD et VSS dans des angles opposés (4 et 5). Cette modularité 
de l’alimentation est également possible à l’aide de la carte d’utilisation de REGINA, où chaque 
alimentation VDD, VSS, VDD1 et VSS1 peut être utilisée ou coupée par l’addition ou non d’une résistance 
discrète 0 Ohm CMS. Cela permet, en utilisant un composant de type (1) de réaliser les configurations 2 à 
5. L’objectif est d’évaluer l’impact du routage et du placement des alimentations sur l’émission. 
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3. Mise en application et validation 
A. Mise en œuvre de REGINA 
Une fois le dessin du composant finalisé et pendant la phase de fabrication, la carte d’application 
nécessaire à la mise en oeuvre de REGINA et le logiciel de contrôle des mesures ont été préparés. 
1/ Boîtier 
Le boîtier choisi est un boîtier céramique QLCC de 84 pattes, assez large pour accueillir la puce et 
permettant, par son rabat supérieur d’accéder facilement au silicium (pour le laser-cut) ou aux bondings 
(pour modifier les configurations d’alimentation). Ce type de boîtier est moins adapté qu’un TQFP aux 
utilisations en grandes séries mais convient mieux à nos besoins expérimentaux. 
2/ Carte 
La carte d’utilisation de REGINA devait répondre à plusieurs contraintes simultanées :  
 permettre la configuration du composant : isoler/connecter les réseaux d’alimentations, 
activer/désactiver les structures (enable) par des interrupteurs, placer des charges discrètes. 
 permettre la mesure d’émission conduite (sondes 1 Ohm) 
 permettre la mesure d’émission rayonnée (carte 10x10 pour cellule TEM) 
 permettre l’acquisition des données lors de mesures avec le capteur interne 
 permettre les expérimentations de susceptibilité : connecteurs d’agression. 
 
La place disponible (10x10cm) étant restreinte, nous avons choisi de limiter par le multiplexage le 
nombre de connecteurs et notamment ceux servant à l’acquisition d’un signal analogique. La Figure 4- 37 
présente une photo et un schéma de la carte côté composants associés lorsque seuls les éléments 
nécessaires à l’émission sont assemblés. 
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Figure 4- 37: Carte de REGINA côté composants associés et placement des éléments de connexion et de configuration. 
3/ Logiciel d’acquisition 
Pour la plupart des mesures d’ émission, la carte de REGINA peut être utilisée et configurée sans 
connexions particulières ; cependant, pour un certain nombre de mesures, et particulièrement celles 
nécessitant un contrôle des tensions analogiques (délais ou capteur), un logiciel spécifique est nécessaire. Le 
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rôle de ce logiciel est de sélectionner par un signal (enable) la structure à utiliser (calibrations ou capteurs) 
puis d’imposer les signaux nécessaires (Vplage et Vanalog pour les délais et les capteurs) et de mesurer la 
réponse obtenue. On utilise pour cela une carte d’acquisition nommée CESAR [10] développée au 
laboratoire du LESIA. Le logiciel spécifique à REGINA, écrit sous Delphi également par E. Sicard, 
reprend donc les principaux éléments du programme initial permettant de contrôler la carte. Toutes les 
tensions de configuration de REGINA sont contrôlables une à une afin de valider chaque étape de 
mesure ; on utilise ensuite les différentes procédures de mesure : calibration (voir ci-dessus) de l’AOP en 
mode dynamique ou statique et mesure interne grâce au capteur par incrément des délais. 
L’ensemble de l’interface entre la carte REGINA, l’ordinateur et les appareils de mesures est 
donné Figure 4- 38: Banc de mesure de REGINA. 
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Figure 4- 38: Banc de mesure de REGINA. 
B. Structure standard et variations de la fréquence, du nombre de portes. 
1/ Emission standard 
La plupart des mesures présentées ici ont été faites à partir de la même carte avec un composant 
REGINA dans la configuration d’alimentation n°2 (VDD1 et VSS1). La fréquence d’horloge choisie est de 
2MHz : à l’inverse des microcontrôleurs, REGINA ne dispose pas d’un générateur d’horloge propre ; il est 
donc nécessaire de fournir directement à la puce un signal d’horloge carré de 3.3V d’amplitude. Nous 
avons donc opté pour un signal basse fréquence pour plusieurs raisons : 
 un signal carré haute fréquence est facilement déformé par les éléments inductifs du 
boîtier, et tout particulièrement dans le cas de notre boîtier peu adapté aux hautes 
fréquences. 
 les générateurs de signaux carrés pour des fréquences supérieures à 10MHz ne sont pas 
des moyens d’essais très usuels. 
 une fréquence relativement basse nous permet d’observer des harmoniques d’ordre élevé 
dans la gamme 1MHz-1GHz.  
 nous disposions d’un générateur 0-5MHz. 
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Une mesure d’émission conduite obtenue lorsque les branches 1 et 2 de la structure Standard 
d’émission sont activées est donnée Figure 4- 39: Mesure d’émission conduite sur le test chip REGINA. Le 
spectre s’étend jusqu’au delà de 700MHz et son maximum se trouve sur les dix premières harmoniques. 
On observe une résonance entre 200 et 300 MHz. 
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Figure 4- 39: Mesure d’émission conduite sur le test chip REGINA 
La mesure rayonnée (Figure 4- 40: Mesure d’émission rayonnée en cellule TEM pour 2 
orientations) ne présente pas un spectre aussi classique que celui de la mesure conduite : il faut y voir l’effet 
des éléments externes au silicium, et notamment le fait qu’une horloge soit injectée à la puce au travers des 
bondings, qui sont des éléments rayonnants par excellence ; effet semblable des sorties des structures 
émissives qui chargent des capacités externes. L’émission est dans les 2 orientations présentées assez 
semblable sur les premières harmoniques du spectre  mais diffère largement sur deux gammes de 
fréquences : 10-100MHz et 300-700MHz. .  
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Figure 4- 40: Mesure d’émission rayonnée en cellule TEM pour 2 orientations 
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2/ Variation de la fréquence d’horloge 
Pour valider l’une des règles énoncées ci-dessus décrivant l’augmentation de l’amplitude du spectre 
avec la fréquence d’horloge, on a fait varier cette fréquence sur la gamme 1MHz-26MHz à l’aide d’un 
générateur de signaux carrés prêté par le laboratoire WISD de Motorola. Sur la Figure 4- 41 on constate 
que l’ensemble du spectre est augmenté d’environ 10dBµV lorsqu’on passe de 2MHz à 8MHz et à 26MHz. 
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Figure 4- 41:Augmentation de l’émission conduite avec la fréquence d’horloge. 
On peut quantifier cette augmentation générale des spectres émis avec la fréquence en considérant 
l’amplitude du pic à la fréquence initiale de l’horloge ou à certaines harmoniques. Sur la Figure 4- 42 on 
présente  ces variations d’amplitude avec la fréquence d’horloge. La loi que suit l’augmentation du pic émis 
à la fréquence de l’horloge est logarithmique, comme trouvé dans la première partie de ce chapitre avec le 
modèle ICEM simple. Cette loi n’est cependant pas valable si l’on s’intéresse par exemple à la dixième ou à 
la quinzième harmonique. 
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Figure 4- 42: Variation des amplitudes émises à certaines harmoniques avec la fréquence d’horloge. 
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On s’est aussi intéressé à la modification de la forme du signal d’horloge, en jouant sur les temps 
de montée/descente. Cependant ces paramètres n’ont pas eu d’influence significative sur les spectres 
mesurés, au contraire de ce qui se passe lorsqu’on utilise les modes réduits des Entrées/Sorties. A cela 
deux raisons principales :  
 Le signal d’horloge dont les fronts ont été changés doit se propager dans le boîtier, qui 
influe lui-même sur ces paramètres. 
 L’impact des temps de montée/descente n’existe que pour les premiers inverseurs 
recevant ce signal, qui est ensuite redressé, modifié et propagé selon la taille des inverseurs 
et leur charge en sortie : on verra donc peu d’effet sur le spectre. 
3/ Variations avec le nombre de portes activées 
Emission conduite 
de la structure Standard (horloge 2MHz)
pour différents NOMBRE d'INVERSEURS
COMPARAISON 
0
5
10
15
20
25
30
35
40
45
1 10 100 1000
Fréquence (MHz)
A
m
pl
itu
de
 (d
B
µV
)
Standard 1
Standard 2
Standard 3
 
Emission conduite 
de la structure Standard (horloge 2MHz)
pour différents NOMBRE d'INVERSEURS
COMPARAISON 
0
10
20
30
40
50
60
1 10 100
Fréquence (MHz)
A
m
pl
itu
de
 (d
B
µV
)
1
2
3
2+3
1+2
1+2+3
 
Figure 4- 43: Les amplitudes des spectres mesurés s’accroissent avec le nombre d’inverseurs activés. 
Grâce aux différentes chaînes qui composent les structures émissives de REGINA et que l’on peut 
activer indépendamment, il nous est possible de moduler l’émission en faisant varier le nombre 
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d’inverseurs mis en jeu. La variation la plus simple consiste à activer les chaînes d’inverseurs 1, 2 et 3 qui ne 
comptent pas le même nombre d’inverseurs (respectivement 8, 32 et 64). La Figure 4- 43 (haut) présente 
les spectres de chaque chaîne (pour simplifier les courbes, on n’a retenu que les harmoniques paires de la 
fréquence d’horloge, c’est-à-dire les multiples de 4MHz, qui sont les plus élevés en amplitude car ils 
correspondent à la fréquence des pics de courant). On constate une élévation nette du spectre avec le 
nombre d’inverseurs, et tout particulièrement à basse fréquence (Figure 4- 43 bas), puisqu’à haute 
fréquence la forme des spectres se modifie avec l’augmentation du niveau. 
 
En combinant l’activation de plusieurs chaînes en même temps, on augmente encore le nombre 
d’inverseurs. La Figure 4- 44 représente l’amplitude des deux premières harmoniques du spectre (2MHz et 
4MHz) en fonction du nombre d’inverseurs activés. La première constatation est l’absence de linéarité 
directe (et de monotonie) entre nombre d’inverseurs et amplitude mesurée. On a cherché à corréler 
l’émission avec l’aspect temporel des pics de courant mesurés à l’extérieur de la puce (Figure 4- 45), et 
notamment l’amplitude maximale du pic et sa durée (en données relatives : base 1 pour le nombre minimal 
d’inverseurs). La durée des pics reste quasi constante, tandis que l’amplitude des pics suit une évolution 
similaire à l’amplitude du spectre. Ces données temporelles résultent de mesures directes à l’oscilloscope et 
comportent une certaine incertitude, tandis que les mesures de spectres sont effectuées avec un 
échantillonnage plus long. 
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Figure 4- 44: amplitude à 2MHz et à 4MHz en fonction du nombre d’inverseurs activés. 
Pour expliquer le fait que l’augmentation du nombre d’inverseurs mis en jeu n’implique pas 
nécessairement une augmentation de  l’amplitude émise, on peut s’appuyer sur l’exemple du cas 1+2 qui 
émet davantage avec 40 inverseurs que la structure 3 avec 64 inverseurs. La différence entre ces cas est la 
mise en parallèle des inverseurs des chaînes 1 et 2, tandis que ceux de la chaîne 3 sont activés en série , ce 
qui les rend moins synchrones et répartit l’appel de courant au cours du temps : cela est corroboré par la 
durée mesurée de ce pic (Figure 4- 45), qui est plus grande dans ce cas. 
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Figure 4- 45: Evolution de l’amplitude et de la durée du pic de courant avec le nombre d’inverseurs. 
On conclut donc que la répartition des appels de courant au cours du temps permet de diminuer 
l’émission ; on en déduit que, du strict point de vue de l’émission, la transmission de données ou le calcul 
par mise en série des portes élémentaires donne de meilleurs résultats que leur mise en parallèle, du fait des 
délais induits par la succession des portes sur les trajets des signaux. 
4/ Utilisation du délai sur les structures 
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Figure 4- 46: Influence du délai sur le spectre émis : améliorations sur d’étroites bandes de fréquence. 
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L’introduction de délais entre les différentes chaînes d’inverseurs permet de s’affranchir du délai 
intrinsèque existant, en tentant de le contrôler à l’aide de tensions externes à la puce : Vplage_délai et 
Vanalog_délai. Chaque chaîne d’inverseurs dispose d’une cellule de délai, dont les tensions de contrôle sont 
issues d’un pont diviseur de tension commandées par Vplage_délai et Vanalog_délai. Les délais induits 
pour chacune des 3 chaînes sont donc différents. Pour simplifier l’étude, on a choisi de n’utiliser que deux 
des trois chaînes. La Figure 4- 46 montre la comparaison de deux spectres d’émission conduite avec et sans 
un délai de 40ns entre deux chaînes. L’enveloppe générale des deux spectres est très proche, mais des gains 
sont observés pour d’étroites bandes de fréquences lorsque le délai est utilisé. 
D’un point de vue théorique, le spectre (FFT) de différentes formes de pics de courant a été 
évalué (Figure 4- 47) : on retrouve pour un délai de 40ns l’enveloppe globale du spectre obtenu sans délai, 
avec des diminutions ponctuelles entre les lobes. Un délai de 4ns n’induit qu’une faible diminution de 
l’émission localisée principalement à 100MHz. 
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Figure 4- 47: Evaluation théorique de l’influence du délai sur les spectres. 
En mesure rayonnée en cellule TEM, l’effet du délai sur le spectre n’est visible de manière 
significative dans aucune orientation de la carte (Figure 4- 48 haut). Les deux explications principales sont : 
1. les niveaux mesurés sont plus faibles pour les émissions rayonnées que pour les émissions 
conduites. L’effet modéré du délai observé en mode conduit se trouve en mode rayonné être du même 
ordre de grandeur que l’imprécision de la mesure. 
2. La mesure rayonnée ne considère pas seulement la contribution de l’alimentation, mais prend 
aussi en compte les activations d’entrées et de sorties au travers des bondings. L’émission due aux sorties 
des chaînes d’inverseurs, ainsi qu’à l’entrée de l’horloge dans la puce, cache donc l’effet du délai. 
  
Chapitre 4 : REGINA   
 
4-30 
Si on annule l’impact des sorties externes (en enlevant les bondings qui relient les sorties des 
chaînes d’inverseurs à la carte), l’effet du délai devient visible (Figure 4- 48 bas) entre 70MHz et 300MHz, 
mais le gain observé est faible et limité à quelques zones de fréquences étroites. 
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Figure 4- 48: Mesure rayonnée en cellule TEM (avec et sans bondings de sortie) : pas d’influence du délai. 
Pour comprendre l’effet des délais sur l’émission, nous les avons fait varier sur une large gamme, 
de 200ns à 4ns (cf. Figure 4- 49, pour des spectres sans délai, avec un délai de 50ns et 4ns, et les pics de 
courant associés). Pour un délai de 4ns, on notera que les pics de courant sont presque confondus.  
Pour simplifier le problème, on ne s’intéresse qu’aux trois premières harmoniques du spectre. 
Leurs amplitudes respectives sont données Figure 4- 50 en fonction des délais. Leur évolution avec le délai 
présente un caractère commun : l’amplitude est nettement diminuée pour les délais courts (inférieurs à 
25ns, soit 1/20ème de la période T de l’horloge) mais augmente ou reste à un niveau proche pour les longs 
délais (>25ns). On peut conclure de la Figure 4- 50 que l’on peut influer sur l’amplitude des premières 
harmoniques de l’horloge avec de brefs délais – et ce d’autant plus que ces délais sont petits. L’utilisation 
du délai aura un intérêt dans le cas où l’émission est trop élevée sur les premières harmoniques du spectre. 
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Figure 4- 49: Spectres pour différents délais et pics de courants associés. 
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Figure 4- 50: Amplitudes des 3 premières harmoniques en fonction du délai. 
Le résultat de cette méthode de réduction de l’émission est cependant mitigé : la mise en œuvre 
des cellules de délai est difficile, le contrôle du délai induit nécessite deux signaux analogiques, et une 
imprécision sur le délai demeure, qui est due à la séquence de polarisation des MOS de la cellule. Enfin, 
dans notre cas, l’imprécision sur le contrôle des délais provient aussi de la valeur des résistances de 
polysilicium. Plus que la méthode d’introduction des délais, on retiendra surtout que de faibles délais 
peuvent permettre une diminution de l’émission sur les premières harmoniques. Dans le cas de parties 
digitales, on jouera sur les délais intrinsèques de ces circuits en évitant d’imposer de trop grandes 
contraintes temporelles de synchronisation sur les signaux (ce qui comporte toutefois un risque de 
dysfonctionnement). Pour les circuits analogiques drainant de fortes puissances à basse fréquence, on 
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pourra utiliser les cellules de délais contrôlées de manière interne, à condition que les courants dus à la 
partie de contrôle soient très inférieurs aux courants de l’étage de puissance. 
C. Structure avec Résistance. 
1/ Influence de la résistance sur l’émission conduite 
Pour étudier l’influence de la résistance sur les alimentations, on a placé trois résistances en 
polysilicium  en parallèle sur le VDD et sur le VSS de la structure (Figure 4- 51). 
 
Figure 4- 51: Trois résistances sont mises en parallèle sur VDD et VSS de la structure SHUNT (vue du layout et de la 
puce). 
La comparaison entre le spectre conduit émis par la structure standard et par la structure avec 
résistances d’alimentation est donnée Figure 4- 52: une forte diminution (10dBµV) de l’émission est 
observée sur une très large bande de fréquence (de 20MHz à 1GHz). L’utilisation d’une résistance sur les 
rails d’alimentation est donc une technique de réduction de l’émission intéressante – à condition toutefois 
que les inconvénients liés à son utilisation, et tout particulièrement les problèmes de chute de tension 
d’alimentation au centre de la puce, ne deviennent pas prépondérants : il s’agit alors d’un compromis à 
trouver. 
2/ Influence de la résistance sur l’émission rayonnée 
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Figure 4- 52: La résistance sur les alimentations diminue fortement l’émission. 
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L’impact de la résistance sur l’émission rayonnée est plus difficile à observer : comme pour le délai, on ne peut observer 
l’effet qu’en retirant les bondings des sorties des chaînes d’inverseurs. On observe alors les spectres de la 
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Figure 4- 53 pour 2 orientations de la carte : l’amélioration est nette sur les fréquences de 70 à 
400MHz, mais reste moins évidente qu’en émission conduite. 
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Figure 4- 53: Améliorations apportées par l’utilisation de la résistance sur l’alimentation. 
Afin de vérifier l’hypothèse que la réduction de l’émission est liée à la résistance placée sur le 
chemin d’alimentation, nous faisons varier cette résistance : on l’augmente en coupant au laser l’une des 
trois branches sur le VDD et le VSS. On obtient les spectres de la Figure 4- 54,  qui comparent l’émission 
de la structure SHUNT avec les 3 résistances en parallèle (résistance totale :4.3 Ohms sur VDD et sur 
VSS), avec 2 résistances en parallèle (résistance totale :6 Ohms sur VDD et sur VSS), avec 1 seule 
résistance (résistance totale :11 Ohms sur VDD et sur VSS). 
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Figure 4- 54: Variation de l’émission conduite de la structure SHUNT avec l’augmentation de la résistance. 
L’hypothèse selon laquelle la valeur de la résistance placée sur l’alimentation influe directement sur 
l’émission n’est pas vérifiée : il n’y a pas de proportionnalité entre la valeur de la résistance et le niveau 
d’émission. 
Cela nous conduit à nous interroger sur les raisons du gain observé en émission entre les 
structures standard et avec résistance. Les deux principales possibilités à envisager sont les suivantes: 
- le routage des alimentations est seul responsable du gain observé : si la résistance due au 
routage est grande, le rapport des résistances intrinsèques des rails et de la résistance 
ajoutée empêche la variation de la résistance ajoutée d’être significative. 
- La charge en sortie des chaînes d’inverseurs n’est pas la même dans les cas avec et sans 
résistance ; il faut cependant considérer seulement la charge liée au routage sur silicium 
des signaux de sortie puisqu’on se place ici dans le cas où les bondings vers la carte ont 
été retirés ; cette différence de charge peut entraîner des différences d’émission. 
3/ Influence du routage de l’alimentation 
Nous souhaitions expérimenter différentes façons de connecter le silicium au boîtier, notamment 
en utilisant plusieurs bondings pour une même broche d’alimentation, afin de diminuer l’inductance sur 
l’alimentation. Cela n’a pas été réalisable pour des raisons de place sur le silicium et d’assemblage : les plots 
d’accueil des bondings ne sont en effet pas assez larges pour en accepter plusieurs, et les appareils 
d’assemblage exigent une certaine distance entre fils de bonding. Pour étudier l’influence de l’inductance 
des bondings, il nous aurait fallu prévoir des plots d’alimentation supplémentaires et vérifier la faisabilité à 
l’assemblage. 
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Figure 4- 55: Configurations possibles de l’alimentation de REGINA. 
Pour tester l’influence du routage sur l’émission, nous avons utilisé les configurations 
d’alimentation de la Figure 4- 55 (le nombre de possibilités initiales a été réduit du fait d’une mauvaise 
dénomination des broches entre carte et boîtier). Les spectres d’émission conduite de ces trois types 
d’alimentation sont donnés Figure 4- 56 pour la structure Standard : dans la configuration A, la structure 
Standard est placée près de VDD1 et VSS1, et l’émission est diminuée sur les basses fréquences et 
augmentée aux hautes fréquences, par rapport aux configurations B et C dont les spectres d’émission sont 
très semblables. L’utilisation d’une alimentation VDD très longue et très éloignée de la structure émissive 
peut détériorer l’émission sur des harmoniques haute fréquence en créant une résonance. 
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Figure 4- 56: Emission conduite de la structure standard selon la configuration d’alimentation. 
 
Les mesures en cellule TEM pour les trois configurations que nous avons étudiées ci-dessus sont 
données Figure 4- 57: de la même manière qu’observé en émission conduite, l’utilisation d’une paire  
d’alimentations proche de la structure d’émission permet de diminuer l’émission sur des fréquences 
comprises entre 100 et 300MHz, bien que l’impact soit modéré. 
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Figure 4- 57: Emission rayonnée de la structure standard selon la configuration d’alimentation. 
D. Modélisation de l’émission. 
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Figure 4- 58: Comparaison entre mesure et simulation utilisant un modèle ICEM simple. 
 
On souhaite ici valider les modèles d’émission proposés au Chapitre 2 : l’ensemble de la structure 
émissive est remplacé par un modèle de type ICEM simple, une source de courant et des éléments RLC 
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parasites, provenant du boîtier, de la carte d’application. Ces modèles sont extraits comme indiqué au 
Chapitre 2. La comparaison entre mesure et simulation est donnée Figure 4- 58. Le modèle propose une 
bonne approximation des niveaux d’émission sur les premières harmoniques et jusqu’à 100MHz ; pour une 
modélisation correcte des plus hautes fréquences un modèle utilisant les éléments RLC sur silicium, ici non 
pris en compte, est nécessaire.  
E. Utilisation du capteur on-chip. 
1/ Calibration 
La calibration séparée des éléments du capteur permet de valider son fonctionnement et de 
déterminer ses plages de réponse.  
a. CALIBRATION DES DELAIS 
Alors que l’utilisation des délais dans les structures d’émission pour décaler les pics de courants ne 
nécessitait pas de calibration (puisque nous pouvions observer l’effet direct du délai sur les pics de courant 
des alimentations ou sur les sorties des inverseurs), nous avons besoin de déterminer a priori le délai induit 
par les couples de valeurs de Vplage et Vanalog pour utiliser le capteur : ce délai est l’instant de 
l’échantillonnage et nous permet de reconstituer l’échelle de temps du phénomène observé. 
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Figure 4- 59: Courbes de calibration de la cellule de délai pour différentes gammes de tension Vplage. 
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Figure 4- 59 sont tracées les courbes des délais induits : on retrouve les ordres de grandeur des 
délais observés en simulation (50ns pour Vplage=0.8V et 10ns Vplage=1V). Nos simulations initiales 
n’avaient en effet qu’une valeur indicative car elles n’incluaient pas les éléments parasites. En mesure, on 
retrouve les domaines de linéarité du délai avec la tension Vanalog, mais seulement jusqu’à des tensions 
comprises entre 1.3V et 1.7V. 
Pour utiliser les délais mesurés, on peut soit se servir directement des données mesurées, en 
utilisant des tables de correspondance entre tensions imposées et délais induits ; on peut aussi (Figure 4- 
60) déterminer l’équation de réponse dans la partie linéaire par régression linéaire, et ainsi calculer les 
délais. 
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Figure 4- 60: Traduction en équations linéaires des réponses de la cellule de délai. 
b. CALIBRATION DE L’AMPLIFICATEUR 
La Figure 4- 61 représente la cellule permettant de calibrer la réponse de l’amplificateur utilisé dans 
le capteur. 
 
Figure 4- 61: Image de la cellule de calibration de l’amplificateur du capteur 
On donne Figure 4- 62 les réponses statiques (gauche) et dynamiques (droite) de l’amplificateur. 
Ces réponses sont proches de la réponse idéale, et les faibles écarts (négatifs pour des tensions inférieures à 
2V et positifs pour des tensions supérieures à 2V) sont conformes aux réponses expérimentales usuelles. 
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Figure 4- 62: Courbes de réponse de l’amplificateur du capteur. 
c. MESURE DE VALIDATION 
Afin de vérifier le fonctionnement du capteur dans son ensemble, on effectue une mesure sur 
l’une des structures destinées à la susceptibilité. L’une des sondes du capteur est en effet connectée 
directement sur l’une des sorties de la structure émissive Crosstalk (CKT), qui reprend exactement les 
caractéristiques de la structure standard. 
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Figure 4- 63: Le capteur échantillonne correctement le changement d’état de la sortie d’un inverseur. 
La mesure effectuée sur cette sonde (Figure 4- 63) nous permet d’observer la transition de la sortie 
de l’inverseur de l’état bas à l’état haut (3.3V). Seul le début de la transition ne peut être correctement 
reconstitué. Dans l’ensemble, la réponse du capteur est exacte si on la compare à la réponse temporelle de 
cette transition telle qu’elle peut être mesurée à l’extérieur de la puce. 
2/ Mesure du courant interne 
Le capteur est ensuite utilisé pour mesurer le courant interne circulant sur les alimentations (au 
travers d’une résistance en polysilicium). Du fait des faibles amplitudes de courant (et donc de tension) à 
observer, la mesure n’est pas directe : nous nous situons en effet aux limites de sensibilité et de bruit du 
capteur, puisque les différences de potentiel à mesurer avoisinent 10-20mV. Nous avons donc eu recours 
au traitement des données échantillonnées sur plusieurs mesures pour obtenir des courbes d’où le bruit a 
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été ôté. Deux moyens nous auraient permis d’éviter ce retraitement des données : en augmentant la 
résistance aux bornes de laquelle on effectue la mesure, nous aurions eu des différences de potentiel plus 
importantes (donc moins bruitées) et l’incertitude relative sur les valeurs de la résistance de polysilicium 
aurait été diminuée ; d’autre part, l’utilisation d’un amplificateur au gain supérieur à un aurait éloigné le 
signal mesuré du bruit de la carte d’acquisition CESAR. 
 
On obtient cependant des résultats probants par la mesure du courant interne après filtrage 
numérique des données: le courant mesuré sur VDD lors de l’activation des trois chaînes de la structure 
SHUNT est donné Figure 4- 64 et comparé au courant mesuré en externe sur la masse VSS ; ce pic de 
courant interne sur VDD a une durée de 25ns environ et une amplitude trois fois plus élevée (18mA) que 
le pic externe sur la masse. 
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Figure 4- 64: Le courant interne échantillonné sur la puce sur le VDD correspond en durée au courant mesuré en 
externe sur VSS et est environ 3 fois plus élevé en amplitude. 
 
La mesure interne sur la masse VSS montre un pic de courant très semblable en amplitude (6mA) 
comme en durée au pic mesuré à l’extérieur de la puce. Dans toutes les mesures effectuées sur la sonde de 
masse (VSS), le pic observé est plus faible en amplitude et apparaît plus bruité que celui mesuré sur le 
VDD. Deux raisons semblent possibles : d’une part, la mesure est effectuée à la limite inférieure de la plage 
de réponse de l’amplificateur (proche de 0V), ce qui peut influer sur le résultat mesuré ; d’autre part les 
appels de courant sur VDD et sur VSS ne sont peut-être pas symétriques : du fait des connexions substrat 
présentes autour des cellules CMOS, le courant se propageant sur la masse peut se répartir entre 
connexions métalliques de routage et connexions via le substrat, ce qui expliquerait la différence 
d’amplitude constatée entre les pics sur VDD et sur VSS. 
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Figure 4- 65: Le courant interne échantillonné sur la puce sur le VSS correspond en durée et en amplitude au courant 
mesuré en externe sur VSS. 
Lorsqu’on modifie la consommation de courant, en activant seulement les chaînes 1 et 2 (au lieu 
de 1, 2 et 3), on mesure cette différence (Figure 4- 66) : le pic est moins élevé en amplitude (13mA), plus 
court (5ns) et différent dans la forme. 
 
Figure 4- 66: Deux mesures avec le capteur permettent d’observer un pic de courant plus faible lorsqu’un plus petit 
nombre d’inverseurs est activé. 
Nous corrélons également Figure 4- 67 la mesure réalisée avec le capteur et le modèle ICEM du 
courant sous forme de source de courant. Le pic de courant simulé est beaucoup plus bref et plus élevé en 
amplitude. Cela est dû au fait que la simulation est réalisée dans un cas où tous les éléments RC parasites et 
les délais ne sont pas pris en compte : comme nous l’avions déjà constaté au Chapitre 2, la modélisation du 
courant doit nécessairement prendre en compte ces éléments parasites pour représenter un cas réaliste, tel 
qu’on le mesure avec le capteur. 
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Figure 4- 67: Comparaison de la mesure interne du courant et de la source de courant modélisée. 
La validité de la mesure réalisée avec le capteur a été montrée et l’observation des courants 
internes a permis la comparaison avec les courants externes ou simulés : le résultat mesuré avec le capteur 
se situe à mi-chemin entre le pic de courant modélisé (rapide et élevé en amplitude) et celui mesuré en 
externe (plus faible en amplitude et sur une plus grande durée). On note toutefois que l’on se situe pour ce 
type de mesure aux limites de l’utilisation du capteur. 
 
4. Propositions de modifications du flux de design  
L’ensemble de ce travail de modélisation de l’émission parasite et d’expérimentation de méthodes 
de réduction de cette émission nous amène à formuler des propositions visant à améliorer les composants 
du point de vue de la CEM. Nous proposons ainsi des améliorations portant sur les outils de simulation, 
sur la simulation prédictive, et sur les règles de design spécifiques à l’émission. 
A. Outils de simulation 
1/ Le besoin de simulation 
Alors que le modèle ICEM est en voie de standardisation, et devant les demandes et exigences 
portant sur la CEM de plus en plus  nombreuses de la part des clients et utilisateurs de circuits intégrés, et 
particulièrement dans le cas des microcontrôleurs, il semble nécessaire pour les fondeurs de mettre en 
place des outils de simulation adaptés à ces besoins. Le procédé de simulation que nous avons proposé au 
Chapitre 3 et validé par des mesures doit désormais s’inscrire dans les outils standard de simulation pour 
tout circuit intégré. Dans la méthode que nous proposons, il ne s’agit pas de créer ex-nihilo un nouvel 
outil, mais de ré-utiliser les données déjà présentes dans les librairies technologiques en les combinant 
spécifiquement et en les complétant pour la simulation CEM. 
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2/ Les données de la simulation 
Le besoin principal est relatif à la source de courant rendant compte de l’activité du composant. 
L’outil de simulation devra transformer l’activité en courant : il utilisera les résultats d’outils qui existent 
déjà dans le flux de design, de simulation au niveau portes ou au niveau RTL. On lui adjoindra des 
librairies spécifiques donnant des valeurs de capacités d’interconnexion typique dans la technologie 
considérée, ou directement des librairies donnant la consommation dynamique des portes standard de la 
technologie. Les autres éléments à considérer sont les éléments parasites du routage (alimentations) qui 
pourront provenir de simulations d’extraction de layout ou encore de librairies technologiques, ainsi que les 
éléments du boîtier et, dans le cas d’une comparaison avec une mesure sur une carte spécifique, les 
éléments du PCB ou, dans le cas d’une évaluation d’un composant, les éléments d’une carte considérée 
comme typique. La Figure 4- 68 résume l’ensemble des données à fournir pour une simulation complète de 
l’émission. 
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Figure 4- 68: Schéma synthétique de la simulation de l’émission parasite. 
A défaut de créer les librairies spécifiques de consommation dynamique de courant qui sont 
nécessaires aux simulations d’émission parasite, on pourra par exemple ré-utiliser des données standard  
des librairies technologiques, telles que le calcul de la puissance consommée par porte selon la fréquence 
d’horloge en mW/MHz. Cette méthode n’a pas pu être validée dans cette étude mais mériterait d’être 
expérimentée. 
3/ Outil de comparaison 
Une des nécessités consécutives à la simulation est la comparaison, que ce soit avec un gabarit ou 
avec d’autres spectres simulés ou mesurés. L’outil de comparaison doit donc inclure la définition d’un 
gabarit et la validation du respect de ce gabarit avec un message de type « pass or fail ». 
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Le besoin d’un outil de comparaison des spectres est plus générique et plus complexe. Il est 
nécessaire pour quantifier les améliorations amenées par exemple par une modification dans la conception 
d’un composant ou pour comparer différents composants. Mais la réponse de cette comparaison n’est pas 
du type « tout ou rien » comme dans le cas du respect ou non d’un gabarit. Il faut alors définir les critères 
de la comparaison [11] :  
 quantifier le gain/la différence en fonction des fréquences (certaines fréquences sont plus 
critiques que d’autres sur le spectre : donner des poids différents à ces fréquences) 
 quantifier le gain/la différence en fonction des niveaux d’émission (un gain peut être 
négligeable ou très intéressant selon qu’il est situé dans une zone de forte ou de faible 
émission). 
Cet outil de comparaison doit nécessairement être inclus à terme avec les outils permettant de 
simuler l’émission. 
 
B. Vers la simulation prédictive RTL 
Ce travail a montré que l’on pouvait simuler l’émission d’un composant en s’appuyant sur des 
données de technologie, de placement sur le silicium ou d’activation de zones, de blocs ou de fonctions. 
Ces simulations, bien qu’elles puissent intervenir avant la fabrication du composant, nécessitent cependant 
que sa conception soit achevée, c’est-à-dire que le placement, le routage et l’implémentation physique du 
composant soient réalisés : les premières simulations ne sont donc disponibles qu’une fois le layout terminé 
et le composant envoyé en fabrication. Il est dès lors difficile d’intervenir pour le modifier et améliorer son 
comportement en émission. 
Nous proposons donc de déplacer le moment et le niveau de la simulation pour permettre une 
simulation réellement prédictive, c’est-à-dire située suffisamment en amont dans les phases de conception 
pour permettre des modifications et améliorations. 
 
Nous nous appuyons pour cela sur le processus de simulation que nous avons développé : la 
simulation la plus critique, celle du courant, se fait actuellement au niveau portes lors des simulations 
Verilog. Nous utilisons alors les simulations « backannotées » BCS et WCS, qui prennent en compte les 
effets du placement et des délais. Ce type de simulation n’est donc possible qu’après placement et routage. 
Pour avancer le moment de la simulation de l’émission, il nous faut passer au niveau supérieur des 
simulations comportementales, qui est le niveau RTL (transfert des registres). A ce niveau, les événements 
(changements d’état des nœuds) sont parfaitement synchrones, ne prennent pas en compte les délais, ni les 
portes et nœuds supplémentaires rajoutés lors du routage. Pour utiliser la simulation RTL de l’activité, il est 
donc nécessaire de répartir un pic d’activité au cours du temps pour lui donner une forme (durée) réaliste : 
on retrouve ici le fonctionnement du programme que nous avons développé (cf. Chapitre 2) pour recréer 
l’activité réaliste d’une horloge (Figure 4- 69). Pour quantifier l’étalement du pic d’activité, on se servira des 
délais estimés (statistiques) et autorisés (limites imposées par les contraintes de synchronisation) dans la 
technologie utilisée.  
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Figure 4- 69: Ré-utilisation de l’étalement des pics d’activité pour la simulation prédictive. 
Cette méthode de simulation nécessitera aussi la connaissance d’autres paramètres typiques de la 
technologie ou du type de design : ainsi du rapport entre le nombre de nœuds décrits par la simulation 
RTL et celui décrit par la simulation au niveau portes ; ce rapport sera le facteur multiplicatif entre le pic 
d’activité RTL et le pic de l’activité réaliste. Ainsi également d’un schéma typique de la structure 
d’alimentation, avec les éléments parasites associés : on pourra par exemple réutiliser le schéma 
d’alimentation d’un composant existant dans la même technologie ou créer un réseau d’alimentation 
simplifié rendant compte de l’ossature future de l’alimentation. Pour calculer les éléments parasites de 
l’alimentation à partir d’outils, on aura par exemple recours aux outils d’extraction de parasites, ou, lorsque 
ceux-ci existent dans le flux de conception, aux outils simulant la chute de tension dans un composant [12], 
qui utilisent des modèles d’alimentation pour des calculs statiques. 
La Figure 4- 70 résume cette méthode de simulation prédictive. 
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Figure 4- 70: Schéma synthétique de la méthode de simulation prédictive de l’émission parasite. 
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C. Règles pour la CEM 
1/ Règles automatisées 
En plus de la simulation prédictive de l’émission parasite, nous proposons également d’ajouter 
dans le processus de conception, des règles appliquées de manière automatique et améliorant les 
performances de CEM du composant. 
Au niveau layout, l’une des possibilités est l’addition automatique, par un outil dédié, de capacités 
de découplage dans les espaces laissés libres. On pourra aussi jouer sur l’utilisation des niveaux de 
métallisation en implantant des capacités  sous les routages d’alimentation, ou au contraire au dessus des 
mers de portes lorsque les interconnexions sont peu denses. L’une des actions possibles à effectuer lorsque 
le layout est terminé est l’optimisation des dimensions de toutes les cellules utilisées en fonction de la 
charge réelle qui leur est appliquée : l’outil vérifiera ainsi la charge ou la longueur d’interconnexion de 
chaque cellule et, si cette charge est faible, déterminera une taille de cellule consommant moins de courant 
dynamique lors de sa commutation. Ce type d’outil existe déjà pour l’optimisation des applications à faible 
consommation statique ou pour l’optimisation de la synchronisation des signaux. Cependant les 
inconvénients de ce type d’outil sont de deux ordres : d’une part, ces vérifications et ces modifications sont 
longues et coûteuses en ressources de calcul puisqu’elles s’effectuent au niveau layout sur l’ensemble du 
composant ; d’autre part, il est nécessaire de disposer de cellules de remplacement de taille, de forme et de 
connexion identiques à la cellule initiale, afin d’éviter des erreurs supplémentaires lors de la vérification 
finale. Le plus souvent, des librairies de cellules spécifiques de remplacement doivent être créées pour 
remplir les conditions ci-dessus. 
A défaut d’utiliser ces nouveaux outils, on peut aussi imaginer la création de librairies de portes 
standard spécifiques à une faible émission parasite : le layout de chaque cellule de la librairie est modifié 
pour incorporer une petite capacité de découplage locale. L’utilisation de cette librairie spécifique est alors 
transparente pour l’utilisateur. Les deux aspects à vérifier pour l’utilisation d’une telle librairie seront la 
surface totale de silicium nécessaire (les cellules « améliorées en CEM » seront le plus souvent plus 
étendues, ce qui augmentera la surface totale du composant), ainsi que la consommation statique qui 
pourrait s’accroître à cause des pertes électriques dans les capacités. 
 
Plus en amont dans les phases de conception du composant, on pourra intensifier l’utilisation du 
« clock gating », en l’appliquant de manière plus systématique sur la logique, et notamment sur des zones 
contrôlées par une même branche de l’horloge ou répondant à une même fonction logique : dans ce 
dernier cas, c’est dès le niveau de conception RTL qu’on pourra appliquer cette technique. Une autre 
possibilité, plus proche de l’utilisation et du logiciel qu’exécute le composant, est d’utiliser les motifs de test 
servant à la validation de la fonctionnalité, et une large gamme de routines : pendant l’exécution de ces 
tests, on cherche les parties du composant qui ne peuvent être activées en même temps pendant 
l’exécution de certaines fonctions ; on imposera alors un arrêt conditionnel de l’horloge sur ces parties 
lorsque ces fonctions seront exécutées. 
La  Figure 4- 71 résume cet ensemble de propositions.  
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Figure 4- 71: Propositions d’amélioration pour la CEM du flux de conception. 
 
2/ Règles particulières 
Les règles évoquées ici ne peuvent pas être appliquées de manière automatique et doivent être 
étudiées au cas par cas. 
Comme on l’a observé en simulation et en mesure, l’utilisation des délais peut être un moyen de 
réduction de l’émission, mais dont la portée est limitée à certaines fréquences ou bandes de fréquences 
étroites. L’introduction volontaire de délais ne s’appliquera donc qu’aux seuls cas où une fréquence précise 
(et pour une fréquence d’horloge donnée) requiert une attention particulière. Cela se produira surtout pour 
des applications analogiques associées à de la puissance. On pourra, dans le cas de parties digitales, jouer 
sur les contraintes temporelles de l’horloge et des signaux (timings, clock skew), mais dans tous les cas la 
fonctionnalité de l’ensemble ainsi que la compatibilité avec d’autres règles de design devront être vérifiées. 
Pour des cas où les contraintes sur l’émission sont très fortes, on pourra songer à utiliser des 
capteurs de courant placés sur les alimentations : ces capteurs, à l’inverse de celui que nous avons utilisé 
dans la puce REGINA ne devront que renseigner sur le dépassement d’une limite de courant . En pratique, 
on retiendra l’idée de bascules liées aux modifications de la tension d’alimentation (chute de tension 
temporaire), déclenchant un signal d’interruption du composant qui pourra, par exemple, proposer au 
système ou à l’utilisateur de diminuer la fréquence d’horloge pour limiter l’émission.  
Ces derniers cas sont d’une utilité cependant limitée  - et l’on peut supposer que la mise en 
pratique des principes évoqués plus haut permettra de ne pas y avoir recours. 
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5. Conclusion 
Nous avons décrit dans ce chapitre le composant de test REGINA qui nous a servi à la validation 
des hypothèses et règles de conception visant à la réduction de l’émission parasite des circuits intégrés. 
Nous avons dans un premier temps énoncé ces règles à partir de simulations, en utilisant les modèles 
présentés et validés dans les chapitres précédents. Nous avons ensuite décrit les spécifications de 
REGINA et les expériences mises en place, principalement les structures d’émission et le capteur intégré. 
Nous avons ensuite présenté les mesures d’émission réalisées à partir de REGINA. La variation de la 
fréquence d’horloge nous a permis de confirmer les simulations : l’augmentation de cette fréquence 
entraîne une augmentation proportionnelle des niveaux mesurés. Nous avons observé les variations de 
l’émission avec le nombre d’inverseurs mis en jeu. L’utilisation des délais dans les structures émissives a 
validé les simulations théoriques, en montrant que des réductions ponctuelles de l’émission parasite 
peuvent être obtenues. Nous avons également mesuré la diminution des niveaux du spectre émis par 
l’utilisation d’une résistance placée sur les alimentations. Cette amélioration vaut surtout pour le cas de la 
mesure conduite, mais reste peu sensible à la variation de la valeur de la résistance, du fait du routage lui-
même très résistif ou des charges en sortie de la structure. La mesure selon différents placements des 
broches d’alimentation nous a permis d’observer quelques différences, en mode conduit comme en mode 
rayonné, qui confirment dans une certaine mesure l’intérêt des routages courts et symétriques. Nous avons 
aussi comparé l’émission mesurée et l’émission simulée à partir d’un modèle simple, et avons trouvé une 
bonne corrélation sur les premières harmoniques. Nous avons décrit les mesures réalisées avec le capteur 
intégré et trouvé une corrélation dans les formes temporelles mesurées à l’intérieur et à l’extérieur du 
composant. Enfin, nous avons présenté des propositions de modifications du flux de conception d’un 
composant pour améliorer tant le comportement en émission des composants que les outils de simulation 
de l’émission. 
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CONCLUSION 
Cette étude s’inscrit dans le contexte d’une utilisation croissante des circuits intégrés dans tous les 
domaines et d’un accroissement progressif des contraintes de Compatibilité Electromagnétique sur les 
composants. Nous avons ici tenté de contribuer à la réduction des émissions parasites des circuits intégrés, 
et en particulier des microcontrôleurs. Cette étude a été réalisée dans le cadre d’un partenariat de thèse 
CIFRE entre le LESIA et Motorola. 
 
Notre travail s’est articulé en quatre grandes parties : 
1. Les émissions parasites dans les circuits intégrés 
2. Modèle d’émission des circuits intégrés 
3. Expérimentation : mesures et validation des simulations 
4. REGINA : composant de validation des règles de conception 
 
 
Le premier chapitre a été consacré aux principes fondamentaux de la Compatibilité Electromagnétique des 
Circuits Intégrés. Nous avons tout d’abord détaillé l’origine de ces émissions dans le cas de circuits CMOS, 
qui sont les appels de courant générés lors du changement d’état d’une porte logique. Nous avons évalué 
les implications fréquentielles théoriques de ces pics de courant, en prenant en compte l’influence des 
éléments parasites de la propagation. Dans un deuxième temps, les différents aspects des méthodes de 
mesure des émissions parasites utilisées en CEM ont été présentés, avec un aperçu particulier des 
méthodes appliquées aux circuits intégrés qui sont en cours de normalisation, et notamment les méthodes 
les plus usuelles. Quelques méthodes permettant d’autres types d’évaluation des émissions des composants 
ont également été décrites. 
  
Dans le second chapitre, nous avons présenté la modélisation des circuits intégrés en vue de la prédiction 
de l’émission parasite. Après un rapide aperçu de l’architecture d’un microcontrôleur et des étapes de sa 
conception, nous avons décrit les modèles de circuits intégrés existants qui prennent en compte quelques 
aspects de CEM, en discutant leur avantages et leurs manques. Nous avons ensuite proposé un nouveau 
modèle d’émission parasite et l’avons décrit. Des éléments de ce travail ont servi de support à la 
proposition à l’UTE puis à l’IEC d’un modèle normalisé (ICEM : IEC 62 014-3), en lien avec le modèle 
IBIS. Nous avons ensuite détaillé notre méthodologie pour l’obtention du courant consommé en fonction 
du temps. Afin d’éviter les limitations de la simulation analogique, nous avons opté pour une estimation du 
courant d’après l’activité logique du cœur du circuit. Cette approche, adaptable à des circuits très 
complexes, pose différents problèmes que nous avons étudiés en détail. Nous avons montré l’intérêt d’une 
simulation réaliste des portes typiques, d’une approche gaussienne des répartitions de courant, et étudié 
l’impact des portes inverseurs et bascules sur le spectre du courant résultant. Les autres paramètres du 
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modèle ont aussi été décrits : la capacité de découplage, les éléments R,L,C des alimentations internes, et 
les boîtiers d’interconnexion. Les limites fréquentielles du modèle ont aussi été évoquées. Enfin, une 
première approche d’un modèle de couplage direct entre le circuit intégré et le septum d’une cellule TEM a 
été décrite.  
 
Le troisième chapitre a proposé la comparaison entre les mesures et les simulations de l’émission parasite 
des circuits intégrés. Nous commençons ce chapitre par des mesures expérimentales de cartographie de 
champs électromagnétiques qui nous permettent de localiser les zones d’émission sur le silicium et de 
valider l’hypothèse initiale. Nous nous basons ensuite sur des mesures expérimentales à base de paramètres 
S pour valider un modèle de réseau d’alimentation. Nous avons aussi  modélisé et validé par des mesures 
expérimentales les éléments passifs du circuit imprimé. Enfin nous avons conduit des mesures de 
l’émission conduite et rayonnée sur deux microcontrôleurs du type HC12, le D60 et le Barracuda, dans 
différentes configurations d’activation et différents cas de mesure. Nous comparons ensuite ces mesures 
aux simulations issues du modèle décrit au Chapitre 2. La modélisation a montré une assez bonne 
correspondance avec la mesure, en particulier dans la prédiction des pics d’énergie maximale, en amplitude 
comme en fréquence. Le modèle rend cependant moins bien compte des émissions aux plus hautes 
fréquences. Nous présentons également plusieurs niveaux de modélisation et plusieurs configurations du 
composant, notamment par l’activation d’une sortie. En mode rayonné, la simulation de l’énergie émise en 
cellule TEM est assez proche des niveaux mesurés ; il s’agit cependant d’une première approximation qui 
devra être complétée, notamment par l’utilisation de modèles plus complexes.  
 
Nous consacrons le quatrième chapitre au composant de test REGINA. Ce composant spécifique permet 
des expériences de validation des hypothèses et règles de conception visant à la réduction de l’émission 
parasite des circuits intégrés. Dans un premier temps nous avons énoncé ces règles de conception à partir 
de simulations, à l’aide des modèles décrits dans les chapitres précédents. Nous avons ensuite présenté les 
spécifications de REGINA et les expériences mises en place : les structures d’émission et le capteur intégré. 
Nous avons ensuite détaillé les mesures d’émission réalisées à partir de REGINA qui nous ont permis de 
confirmer les simulations : l’augmentation de la fréquence d’horloge entraîne une augmentation 
proportionnelle des niveaux mesurés. L’utilisation des délais dans les structures émissives a montré que des 
réductions de l’émission parasite peuvent être obtenues pour certaines fréquences bien définies ou gammes 
de fréquences étroites. Nous avons également mesuré la diminution des niveaux du spectre émis par 
l’utilisation d’une résistance placée sur les alimentations. Cette amélioration, valable surtout pour le cas de 
la mesure conduite, n’a pas été confirmée par la variation de la valeur de la résistance, du fait du routage 
résistif ou des charges de sortie. La mesure selon différents placements des broches d’alimentation nous a 
permis d’observer quelques améliorations, en mode conduit comme en mode rayonné, par l’utilisation de 
routages courts et symétriques. Nous avons aussi comparé l’émission mesurée et l’émission simulée à partir 
d’un modèle simple, et avons trouvé une bonne corrélation sur les premières harmoniques. Nous avons 
décrit les mesures réalisées avec le capteur intégré et trouvé une corrélation dans les formes temporelles 
mesurées à l’intérieur et à l’extérieur du composant, mais avec des amplitudes moindres mesurées à 
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l’extérieur du composant. Par comparaison avec les courants obtenus par une simulation analogique 
simple, on a constaté que les courants internes mesurés étaient moins abrupts que les courants simulés, en 
durée comme en amplitude, ce qui plaide pour la prise en compte des éléments parasites pour des 
modélisations réalistes des courants. Enfin, nous avons présenté des propositions de modifications du flux 
de conception d’un composant pour améliorer tant le comportement en émission des composants que les 
outils de simulation de l’émission.  
 
 
Ce travail a été principalement centré sur la modélisation de l’émission parasite. La nécessité d’une telle 
modélisation s’est imposée autour de deux raisons majeures : d’une part la nécessité d’un format d’échange 
simple et non confidentiel pour les besoins de simulation des utilisateurs de circuits intégrés ; d’autre part la 
volonté de réduire les émissions parasites des composants. Nous avons tenté par cette étude de contribuer 
à ces deux aspects, en participant, par l’apport d’informations, de modèles ou de validations, à la 
proposition de modèle normalisé d’émission parasite (ICEM), et en proposant pour la conception de 
composants à Motorola, des règles de design validées pour une faible émission et des outils pour une 
simulation d’émission parasite prédictive.  
L’aboutissement de cette étude est aussi dans sa continuation par d’autres travaux, qui permettront d’en 
confirmer ou non les premiers résultats, de les prolonger, de les préciser. On pense tout particulièrement 
aux futures technologies CMOS et à la montée en fréquence qui en découle, ce qui rendra nécessaire la 
mise en place de nouvelles approches, tant pour les mesures d’émission parasite, que pour la modélisation 
ou les techniques de réduction de ces émissions. Enfin, on ne saurait terminer sur les perspectives de cette 
étude sans dire un mot d’un domaine complémentaire, celui de la susceptibilité des circuits intégrés, dont 
les développements récents montrent des convergences avec les méthodes et modèles décrits ici. 
 
 
 
 
Glossaire 
ADC Analog to Digital Converter 
ALU Arithmetic and Logic Unit 
AOP Amplificateur Opérationnel 
ASERIS Simulateur Electrostatique 2D (EADS CCR) 
BARRACUDA Microcontrôleur Motorola MC9S12DP256 
BCS 
 
Best Case Simulation 
BLINDAGE l’efficacité mesurée d’un blindage (dans la norme IEC 61967-6) est ≥ 30 dB, sur une gamme 
comprise entre 150 kHz et 10 MHz et est ≥ 50 dB, sur une gamme comprise entre 10 MHz et 
1GHz. 
BTM  Behavioral Time Model 
CAGE DE FARADAY 
 Enceinte fermée par des parois métalliques pleines ou grillagées, destinée à séparer 
électromagnétiquement l'intérieur et l'extérieur. 
CAN  Controller Area Network 
CEM  Compatibilité Electromagnétique 
CMOS  Complementary Metal Oxide Semiconductor 
CMS  Composant Monté en Surface 
CPU  Central Processing Unit 
D60  Microcontrôleur Motorola MC912D60 
DFF  D Flip-Flop (Bascule D) 
DFT  Discrete Fourier Transform. 
DRC  Design Rule Checker 
DSP  Digital Signal Processing 
DUT  Device Under Test 
E/S  Entrée/Sortie 
EEPROM   Electrically Erasable ROM 
EM   Electromagnétique 
FFT  Fast Fourier Transform 
HC12   Microcontrôleur 16 bits Motorola 
HDL  Hardware Description Language 
HEMP   Impulsion Electromagnétique Nucléaire 
I/O   Input/Ouput 
IBIS  Input-output Buffer Information Specification 
ICEM  Integrated Circuit Electromagnetic Model 
IEC   International Electrotechnical Commitee  
IERSET  Institut Européen de Recherche Electronique Sur les Transports 
IMIC   Interface Model for Integrated Circuits 
LASER CUT   découpage sur silicium au moyen d'un faisceau laser 
LAYOUT   dessin des masques d'un circuit 
LEAD   connexion électrique du boîtier 
LQFP  Low Quad Flat Package 
MICA  Simulateur SPICE Motorola 
MOS   Métal Oxyde Semiconducteur 
NMOS   Transistor MOS à canal N 
PCB   Printed Circuit Board 
PIZZAMASK   Circuit multiprojet sur plaquette de silicium. 
PLL  Phase Lock Loop 
PMOS   Transistor MOS à canal P 
PWL   Piece Wise Linear 
RAM  Random Access Memory 
RBW   Resolution Band Width 
REGINA   Research on EMC Guidelines for INtegrated circuits in Automotive 
RF   Radio-Fréquences  
RLC   modèle Résistance Inductance Capacité 
ROM  Read Only Memory 
ROFF  Résitance d'un MOS à l'état bloqué 
RON  Résitance d'un MOS à l'état passant 
RTL  Register Transfer Level 
SABER  Simulateur analogique 
SDI   Serial Debug Interface 
SMA   Connecteur RF 50 Ohms 
SOC  System On Chip 
SPI  Serial Peripheral Interface 
SPICE  Simulateur Analogique 
SSN   Simultaneous Switching Noise 
TDR  Time Domain Reflectometry 
TEM   Transverse ElectroMagnetic mode 
TLM  Transmission Line Model 
TQFP   Thin Quad Flap Package 
UTE  Union Technique Electrotechnique 
VDD   Tension d'alimentation positive 
VERILOG  Standard de description d'architecture. 
VLSI   Very Large Scale Integrated Circuit 
VSS   Tension d'alimentation négative 
WBFC   Working Bench Faraday Cage 
WCS  Worst Case Simulation 
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