We have developed an entirely new template-automaton-based knowledge database system for an interactive intelligent language tutoring system (ILTS) for Japanese-English translation whereby model translations as well as a taxonomy of bugs extracted from ill formed translations typical of nonnative learners are collected. Unlike conventional rule-based systems whose complicated solution search procedure and labor-intensive processing have led to so-called knowledge engineer bottlenecks of the expert systems, the new dynamic programming-based heaviest common sequence (HCS) matching algorithm is both efficient and robust in which error diagnosis is implemented by selecting, from among many candidates' paths in the system template, a path having an HCS of a highest similarity with a student's free-format translation input. This best matched path to the given ill formed sentence is used to provide contingent feedback messages. We have laid down a theoretical framework for the global HCS matching algorithm which is applied to the dual form of acyclic weighted digraphs by topologically sorting the template automaton structured according to augmented transition networks. An extensive evaluation test of the diagnostic engine has ensured the validity, efficiency, and robustness of the algorithm in providing error-contingent feedback to a wide spectrum of learners even with different educational backgrounds.
I. INTRODUCTION
Language acquisition, second language acquisition in particular, always poses a challenge to our intellectual activities and training. In fact, the acquisition of a foreign language including translation has remained a highly recommended subject in many educational curricula even at the university and graduate school levels. An Intelligent Language Tutoring System (ILTS) is an outgrowth from extensive research efforts addressing the integrated use of computers in language processing and in which the results of many fruitful studies from various fields in natural language processing (NLP) have converged. While such a system draws
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heavily upon the findings of computational linguistics and machine translation (MT) (Heift, 1998) , it represents one of the most challenging subjects of all current applications including MT and NLP.
MT has been regarded as an AI-complete problem (Kay, 1999) . In spite of considerable previous efforts, NLP, and MT especially, has remained an unresolved task in AI research and will probably remain one of the most difficult problems to be processed by computers (Shieber, 1986) . According to the automaton theory (Hopcroft & Ullman, 1979) , grammars can not always be expressed in terms of regular expressions. Being equivalent to finite or infinite automaton, we should be able to develop an algorithm for determining whether a string exists in the language being defined. On the other hand, Gödel's Incompleteness Theorem asserts that we cannot write programs to find proofs in sufficiently complex systems (Aho & Ullman, 1992) . Should natural language belong to such a class of systems having sufficient complexity of Gödel's class, we may not expect a machine to determine exactly whether an arbitrary sentence is syntactically and semantically correct in some human language. Human interaction seems needed as in a part-of-speech tag parser (Yaoyuki & Chen, 2001 ) to solve context sensitive problems (see also Kay, 1999) . In fact, we still struggle with problems of word sense disambiguation (Gu, Tokuda, & Ye, 1998; Yarowsky, 1995) or structural disambiguation including preposition phrase attachment problems (Hindle, 1990; Stetina & Nagao, 1997) , and pronoun reference problems (Dagan, Itai, & Schwall, 1991) . Automatic machine processing of natural languages, including translation, still has a long way to go if intelligent processing at least at the level of human intelligence is desired (Aho & Ullman, 1992; Allen, 1995; Shieber, 1986; Kay, 1999) .
While most NLP and MT systems depend on semantic and syntactic analysis by processing well formed sentences, ILTSs differ fundamentally from other NLP and MT applications in that the system must handle ill formed inputs. This requirement is essential in ILTS applications because, unlike most other NLP or MT systems, ILTSs need to provide error-contingent feedback to erroneous input sentences committed by inexperienced students in order to implement effective tutoring.
Many ILTSs are implemented in declarative representation formalism, including-notably-government binding (Chomsky, 1981; Chomsky, 1986) , logical grammars (Colmerauer, 1978; Huang & Tokuda, 1996) , definite clause grammar (Pereira & Warren, 1980) , and head-driven phrase structure grammar (Hagen, 1994) , among others. Several ILTSs resort to augmented transition networks (Woods, 1970; Wang & Garigliano, 1992; Catt & Hirst, 1990) . To parse ill formed sentences, we use metarules by relaxing the constraints of strict grammars or buggy rules, which must be carefully designed to process all of the potentially ill formed constructions. In reviewing MT research, efforts whether interlingua based or transfer based, we have little reason to believe that the metarule-based or buggy-rule-based systems, or other syntactic-parser-based systems, are capable of filling this immense gap unless very large strides have been made towards Liang Chen and Naoyuki Tokuda building programs that could pass the Turing test programs (Kay, Gawron, & Norvig, 1995; Kay, 1997) .
As Kay (1999) has aptly pointed out, the computer alone cannot be expected to achieve high quality translations and human interaction in the endeavor is indispensable. An example-based MT initiated by Nagao (1984) illustrates this notion because it makes an extensive reuse of a database of past translations (Carl, 1999; Collins, 1999; Collins & Cunningham, 1997) . However, it is too much to expect that all of the required features for MT tasks can automatically be extracted from the reference translations, even if a large corpus of reference translations is available (Brown, Cocke, Della Pitra, Della Pitra, Mercer, & Rossin, 1990; Kay 1999; Carl, 1999) . The chart translation parser (Kay, 1999; Carl, 1999; Shemtov, 1997) has attracted keen attention recently because an exponential number of possible choices can be expressed, represented, and computed in the polynomial time and polynomial space of O (N 3 ), allowing human contributions in translations with N being the number of words of a sentence in the chart (Kay, 1999) .
The template-based ILTS we describe in this paper shares several features with Kay's chart translation; notably the polynomial, or better still, linear computational complexity only of O(MN), rather than the exponential complexity and the human contributions built in, with N,M being the numbers of words in the template and the student's input translation, respectively. The former comes partly from the limited number of sentences in the source language for constructing the translation examples, and the latter contains the contributions of an experienced language teacher used in constructing the template. Compared with the chart parser or translation which "parse" sentences within polynomial time of O(N 3 ) and require considerable time to process long sentences, our template, which looks very much like a simple form of a chart characterized by prepositional calculus, is capable of matching "two strings" very efficiently.
Our basic strategy used in developing an efficient ILTS can be summarized as follows:
1. The ILTS focuses on acquisition of key English sentence patterns based on Fried's (1945) well known method of teaching English as a foreign language. This approach helps to control a potential combinatorial explosion of well formed as well as ill formed patterns of translations. 2. With the help of an easy to use Visual Template Authoring Tool, language experts can easily construct a template based on augmented transition networks for both well formed and ill formed translations, the latter being collected from responses of about 200 non native monitors. 3. A robust, efficient diagnosis engine is developed by a heaviest common sequence (HCS)-based global string matching algorithm.
The main purpose of the paper is to establish a theoretical framework for a global-matching HCS-based diagnosis engine. We will also give extensive evaluation results of the performance of our diagnostic engine. Section II will define Bug Diagnosis by String Matching: Application to ILTS templates, while section III discusses the concept of HCSs and the details of the matching algorithms. Each of these sections will be supplemented by examples where possible. In section IV, we conclude the paper by providing an evaluation of the system's performance and indicate directions of future extensions. Readers may consult Tokuda and Chen (2001) for more details of the tutoring system.
II. TEMPLATE STRUCTURE
Here, a template refers to part of an augmented transition network (Hopcroft & Ullman, 1979) with at least one starting node and at least one final node. Each node consists of word(s) or phrase(s), syntactically or semantically misused word(s) or phrase(s), and appropriate error messages. Each word is assigned a nonnegative real number as its weight that represents the relative importance of the word within the sentence. A 'syntactically valid' sentence is constructed by linking these nodes from a starting node of the sentence to a final node.
There will be most likely several independent, disconnected templates for one sentence. To simplify the representation here, we always regard each sentence as being represented by only one template, even though the template may not be fully connected. The template can be divided into several independent parts, which is possible because we do not require the template to be fully connected. Figure 1 shows a typical example of the template for an English translation of a Japanese sentence Nihon-niwa utukusii kouenga zuisyoni aru 'Japan is dotted with beautiful gardens nationwide.' This template is extracted from about 200 Japanese students' widely varying responses. Some typical examples of simplified contingent feedback are also given for reference.
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Figure 1 The Template of the Sentence Meaning: Japan is dotted with beautiful gardens nationwide Error Messages: AS: an assumption has been made on the quantity of noun AT: the article is not needed CM: a comma is needed CT: contraction is incorrect MN: meaning is incorrect NP: noun must be plural PP: phrase must be plural PR: preposition is incorrect VS: verb must be singular, since subject is singular
Notes:
The numbers under each of the words are weights The node with "(Nothing)" is an empty node meaning that no word is needed 
Wrong:
In Japan (CM) 
Bug Diagnosis by String Matching: Application to ILTS

III. HEAVIEST COMMON SEQUENCE (HCS) AND HCS MATCHING ALGO-RITHM
HCS
An augmented transition network (ATN)-based template has a local, greedy top-down structure so that the system stalemates whenever the system fails to find a transition candidate within the next node. To develop a more stable global matching method, we convert a template network into its dual figure of an acyclic weighted finite digraph whereby each node of the template is expressed by one or several arcs in the graph, adding arcs labeled ε with 0 weight for each empty node where applicable. The resulting acyclic weighted finite digraph has the following properties:
1. each arc is labeled with a word or a null symbol c and is associated with a nonnegative real number w, 2. at least one of the vertices is defined as a starting vertex, and 3. at least one of the vertices is defined as a terminating vertex.
Without loss of generality, we later regard each label as a character. 
Notes:
The numerical numbers denote the weights assigned to each word. N 1 is the starting vertex, and N 28 is the terminating vertex. The symbols in the brackets indicate error messages stored in the database. 
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An accepted sequence (or sentence) of a template (or the corresponding digraph) is the sequence of the arcs that form a path of the digraph starting from a starting vertex and ending at an accepting vertex. The weight of the accepted sequence is the sum of the weights of all the corresponding arcs in the digraph. The common sequence of two templates is defined as a sequence of characters which is a common sequence of a pair of sentences of the two templates (digraphs). Suppose that c 1 c 2 … c n is a common sequence of two templates, the weights of the arcs c i in the corresponding digraphs are w 1,i and w 2,i , then the weight of the common sequence is defined as:
The heaviest common sequence matching algorithm can be described as follows: Given two acyclic weighted digraphs, it is required to find a common sequence as well as the corresponding pair of sentences of the two digraphs such that the common sequences have a heaviest weight.
In the language translation tutoring system, the identified common sequence defines the similarity between the path in the template and the path of the keyedin template. When the heaviest common sequence as well as the corresponding path that forms the heaviest common sequences are obtained, it is easy to return appropriate error messages or comments to students as feedback messages embedded in the system. Situations will likely arise in which several pairs of paths have the same heaviest weights of the common sequence. In this case, our heaviest common sequence matching algorithm selects the one whose total weights of the pair of two corresponding sentences (paths) is a minimum. This procedure is of practical importance in tutoring. For example, when students key in an input text "Japan has lovely parks across the country," there are several paths that match the keyed-in sentences with the same heaviest common sequence: two of them are "Japan has lovely parks across the country" and "Japan has many lovely parks across the country." The total weights of the paths can select the correct path, and the spurious 'many' will be discounted in evaluating the similarity of the two paths.
HCS Matching Algorithm
A Property of HCS Suppose we are trying to find the heaviest common sequence of the digraph A and B. To simplify the representation, we denote a vertex set of A (B) as V(A) (V(B)), an arc set of A (B) as E(A) (E(B) ). An arc is represented as (uv, c, w) , indicating that the arc is from "u" to "v" with character label c and weight w. Note that there is only one arc having the same (uv, c). Our algorithm for computing the heaviest common sequence, which we will elucidate later, follows from the following dynamic-programming-based observation:
The observation ensures that the recursive, divide and conquer paradigm-based dynamic programming is applicable. To program the observation, we first give a procedure for topological sort in the subsection below and the global matching algorithm in the following subsection based on the observation above.
Topological Sorting
First of all, we introduce an algorithm that topologically sorts the vertices of an acyclic digraph. 
It is easy to show that the computational complexity of the algorithm is O(|E(G)|). Heaviest Common Sequence Matching Algorithm
Algorithm [HCS-Matching] 1. Call a Topological Sorting Algorithm to sort the vertices of the acyclic digraph A and B; 2. for each u ∈ V(A) and v ∈ V(B ) Link(u,v) stores the information of the last arcs of the paths ending at u and v which may form the HCS */ (c) l uv (u) ← l uv (v) ← +∞ /* l uv (u), l uv (v) denote the weights of the paths that form the HCS. */ 3. for each u ∈ V(A) (from the beginning in the topological list to the last), for each (uuʹ, c 1 , w 1 ) ∈ E(A) do 3.1. for each v ∈ V(B) (from the beginning in the topological list to the last), for each (vvʹ, c 2 , w 2 ) ∈ E(B) do i. if both u and v are starting vertices, then (w(u',v) = w(u',v') and l u'v (u') + l u'v (v) 
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iii. if (w(u,v')>w(u',v')) or (w(u,v') = w(u',v') and l uv' (u) 
if c 1 =c 2 and (w(u,v)+w 1 _w 2 > w(u',v') or (w(u,v) +w 1 _w 2 =w (u',v') and l uv (u) 
Among the pair of vertices (u',v') where u' is a terminal vertex of A and v' is a terminal vertex of B, we will find the one with a maximum w (u',v') . If there are two or more of such (u',v') sharing the same maximum w (u,v) , 
The complexity of the algorithms is O(|E(A )| ⋅ |E(B )|).
To facilitate understanding the algorithm, we again resort to digraphs described in figure 4 (1) and 4 (2), where all the words are represented by real characters.
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(1) (2)
Notes:
The numbers denote the weights Double circled vertices denote a starting vertex, while shaded vertices denote terminating vertices.
We suppose that the results of the topological sorting algorithm for digraphs 4(1) and 4(2) are u 1 , u 2 , … and v 1 , v 2 , … . Note here that the topological sorting of the vertices of a digraph is not necessarily unique, depending on the sequence of the arcs from each of vertices. The process of an HCS algorithm for the example is shown in tables Table 1 -(1) through Table 1 -(6), where each block illustrates the weight of the heaviest common sequence of the corresponding pair of vertices that has been found so far. Each table illustrates the result of step 3.1 for the case of a special (uuʹ, ⋅ , ⋅ ) ∈ E(A).
(1) (2) (3) (4) (5)
Tables 1-(1), -(2), -(3), -(4), -(5), and -(6) separately indicate the weight of the heaviest common sequence of the corresponding pairs of vertices starting at the initial stage to the respective stage that have been found so far after the Table 1 The Process of the HCS Algorithm Bug Diagnosis by String Matching: Application to ILTS
, and (u 3 u 4 , ⋅ , ⋅ ) have been used to match all the edges of the digraph 4(2) by step 3.1 of algorithm HCS.
IV. EVALUATION OF SYSTEM PERFORMANCE AND DISCUSSION
Evaluation of System Performance
We have implemented our ILTS for Japanese-English translations. Figure 5 shows a typical interface for our online tutoring.
The system performance of the present ILTS depends critically on error diagnosis based on the global HCS algorithm. Results of tests we conducted are summarized in table 2 where the test results of the two groups having two entirely different backgrounds are compared. Table 2 are for problems of templates 02-2-3, 02-3-3, and 02-4-3 (for details of problems associated with given templates, see Tokuda & Chen, 2001 ).
The diagnosis classified by group A (A1, A2) refers to the group of responses having an exact match with the nodes of the template classification. A1 refers to the excellent student group whose translations perfectly matched the model translations provided, while A2 refers to those whose errors in translations have exact matches with those of nodes of the templates. B1 refers to the correctly diagnosed errors although they do not have matches with the nodes of the templates so that missing phrases or words are supplemented for the student's input. B2 refers to those which cannot be diagnosed by the currently available information. Taking B1 as an example, the student input may be corrected to one of the model translations by filling in missing words, but it is classified as B2 if we judge the original intention of student input to be the other model sentence. A classification of "TooManyErrors" is given if the student input has more than half of the template paths or if more than 2/3 of the input sentence has misspellings. More often than not, this message is given when students give up the solution because of their inability.
The differences listed for A1 convincingly show Group 1's superiority in English writing ability over Group 2. As naturally expected from the data input of Group 1 of the system, the statistics for A2 and B1 show that translations of Group 1 have a better chance of being correctly diagnosed by the augmented transition networks of the templates. On the other hand, the dominating number of B2 for Group 2 implies that the tutoring ability of the present system is remarkably robust and excellent because the HCS algorithm correctly identified the most
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Comment (3):
Usually, no article would be used with "automation," since it is an uncountable noun referring to a general abstract idea. But "the automation" may be used if referring to the automation of something that has already been brought up. However, in such cases "the automation" would often be followed by an "of" clause. Example: the automation of sushi-making. Sample sentence:
Tell me, what was the purpose for the automation [of vegetable sorting].
Detailed comments continue on to Comment (6) facilitating understanding of word usage, grammatical errors of the students' input.
Discussion
The advantage of the present global algorithm lies in the robustness of the algorithm extending the range of applicability over the entire template. The method has a distinct advantage over a local, greedy method. Suppose a student's input to the example above of "Japan is dotted with beautiful parks nationwide" is given by In Japan, is dotted with lovely park throughout nationwide. While the local greedy algorithm selects the template path of In Japan, there are lovely parks throughout the country, our scheme selects Japan is dotted with lovely parks nationwide, and we believe the latter selection is the more convincing.
A faster string matching algorithm (Apostolico & Guerra, 1987) may be possible by preparing extensive storage space and devising some skillful preindexing into the template improving the O(MN) of section III. We are exploring such a possibility in our application.
It is observed that, in the worst case, any algorithm should have O(MN) as its lower bound (Apostolico & Guerra, 1987) . On the other hand, the complicated algorithms on this topic need extensive programming skills and extensive storage space, which may not make it faster in practice.
The method of this paper can be applied to any language translation tutoring system, provided expertise of experienced language teachers is at hand. This becomes possible with the help of a visual authoring tool because teachers of any language should have no difficulty in building the template automaton without help from knowledge engineers or software engineers, as long as their pedagogical expertise is at hand.
Exploiting the system's flexibility in allowing regular expressions, the language tutoring system described here can allow for interesting applications. For example, students' input can also be regarded as a template itself so that they may type in "Japan is dotted by/with many pretty/lovely/good park nationwide" which in fact includes 6 sentences such as "Japan … dotted by many lovely …," "Japan … dotted with many lovely … ," with added specification of weights indicating their degree of preference. By selecting a pair of best matched paths between the two templates, the students may learn various aspects of English sentences more effectively. In addition to the tutoring system, the template and Bug Diagnosis by String Matching: Application to ILTS template matching algorithm developed for the system can also be used in other areas including the important technique of summarization, information retrieval, and other web applications of increasing importance so that user-defined template patterns can be used as keywords for data. In all these areas, users may indicate their preferences on keywords by specifying weights to each term. When all these real numbers are equal, each symbol has the same importance, so to speak. We believe that the heaviest-common-sequence-matching algorithm may be used to improve a search engine in the information retrieval systems.
