Abstract. Testing is usually understood to involve the tester interacting with the studied system by supplying input and observing output. However, sometimes this active interaction is not possible and testing becomes more passive. In this setting, passive testing can be considered to be the process of checking that the observations made regarding the system satisfy certain required properties. In this paper we study a formal passive testing framework for systems where there is an asynchronous communications channel between the tester and the system. We consider a syntactic definition of a class of properties and provide a semantic representation, as automata, that take into account the different observations that we can expect due to the assumption of asynchrony. Our solution checks properties against traces in polynomial time, with a low need for storage. Therefore, our proposal is very suitable for real-time passive testing.
Introduction
Testing is widely used to increase the reliability of complex systems. Traditionally, testing of software had a weak formal basis, in contrast with testing of hardware systems where different formalisms and formal notations were used from the beginning [23, 10] . However, it has been recognised that formalising the different aspects of testing of software is very beneficial [7] . The combination of formal methods and testing is currently well understood, tools to automate testing activities are widely available, there are several surveys on the field [14, 13] , and industry is becoming aware of the importance of using formal approaches [8] .
Usually, testing consists of applying stimuli (inputs) to the system and deciding whether the observed reactions (outputs) are those expected. However, we might be required to assess a particular system but without having access to it. The reasons for these limitations might be due to security issues or because the system is running 24/7 and our interaction might produce undesirable changes in the associated data. In these situations, testing can still play a role, but becomes more passive since interaction will be replaced by observation. Formal passive testing is already a well established line of research and extensions of the original frameworks [21, 4, 2] have dealt with issues such as security and time [24, 22, 1] . Essentially, in passive testing we have a property and we check that the trace being observed satisfies that property. Ideally, we want the process of checking whether the property is satisfied to be quick and to take very little storage since this can allow passive testing to occur in real-time. The application of passive testing in real-time has an important benefit: a detected error can be notified to the operators of the system almost immediately and they can then take appropriate measures. If the trace needs to be saved and processed off-line, then the time between the detection of the error and the corresponding notification will significantly increase.
One possible approach to work with properties and traces is to represent the property P as an automaton M (P ) such that a trace satisfies P if and only if it is not a member of the language defined by M (P ): it does not reach a final (error) state of M (P ). If M (P ) is deterministic then the process of checking whether a trace satisfies P takes linear time and is an incremental process: every time we observe a new input or output we simply update the state of M (P ). Even if M (P ) is non-deterministic, the process of checking whether a trace satisfies P takes time that is linear in the size of M (P ) and the length of the trace and the process is still incremental. This makes such an automaton based approach desirable if we can find efficient ways of mapping properties to automata.
Previous work on passive testing has assumed that the monitor that observes and checks the behaviour of the System Under Test (SUT) observes the actual trace produced. However, the monitor might not directly observe the interface of the SUT and instead there may be an asynchronous channel/network between the monitor and the SUT. Where this is the case, the trace observed by the monitor might not be the one produced by the SUT: input is observed before it is received by the SUT and output is observed after it is sent by the SUT. Suppose, for example, that the monitor observes the trace ?i?i!o in which ?i is an input and !o is an output. In this case it is possible that the SUT actually produced either ?i!o?i or !o?i?i and that the observation of ?i?i!o was due to the delaying of output. Thus, if we have properties that the SUT should satisfy and we directly apply them in such a context then we may obtain false positives or false negatives. We therefore require new approaches to passive testing in such circumstances and in this paper we focus on the case where the asynchronous channels are first in first out (FIFO).
There are several ways of applying passive testing when observations are through FIFO channels. One approach creates a model of our property and adds queues to this. However, the addition of queues can lead to the model requiring more storage space. In particular, if the queues are not bounded then it leads to there being an infinite number of states while if there is a bound on the queue length then the number of states increases exponentially with this bound. An alternative is to transform the trace ρ observed to form an automaton M ρ that represents all traces that might lead to ρ being observed where there is asynchronous communications. However, under this approach we have to analyse the entire, potentially very long, trace that has been observed and the monitor has to store this. This approach thus mitigates against real-time uses since it can significantly increase the storage and processing requirements. In this paper we explore a third alternative, in which for a property P we produce an automaton A(P ) such that we check whether a trace ρ observed is a member of the language defined by A(P ).
We are not aware of previous work on passive testing where there is an asynchronous communications channel between the system and the monitor. In contrast, there has been some work on active testing and several approaches have appeared in the literature for models where there is a distinction between inputs and outputs [11, 20, 25, 12] . Passive testing is a monitoring technique and as such it is related to runtime verification since they share the same goal, checking the correctness of a system without interacting with it, but use different formalisms and methodologies. In runtime verification it is not usual to distinguish between inputs and outputs, since their observation makes them events of the same nature, and therefore it is difficult to compare the work from that area with ours. While some work has investigated asynchronous runtime monitoring, the problems considered in this context are different: this line of work does not distinguish between input and output and does not explore potential reorderings of traces. Instead, it looks at the situation in which the monitor and system do not synchronise on actions: actions engaged in by the system might instead be recorded and analysed later, with a compensation phase being used to undo any later actions if an error is found [5] .
The rest of the paper is structured as follows. In Section 2 we introduce notation to define systems and traces that will be used throughout the paper. Section 3 introduces the notion of an ideal that will be used in creating automata from observations. Section 4 is the bulk of the paper and presents how properties can be translated into automata and provides our theory to check traces against properties. Finally, in Section 5 we present our conclusions and provide some lines for future work.
Preliminaries: systems and observations
In this section we introduce the basic notion used in this paper to define systems as well as concepts associated with the traces that a system can perform and with the traces that a monitor can actually observe in an asynchronous setting.
is a tuple in which Q is a countable set of states, q in ∈ Q is the initial state, I is a countable set of inputs, O is a countable set of outputs, and T ⊆ Q×(I ∪O)×Q is the transition relation. A transition (q, a, q ′ ) ∈ T means that from state q it is possible to move to state q ′ with action a ∈ I ∪ O. We use the following notation concerning the performance of (sequences of ) actions.
-Act = I ∪ O is the set of actions.
-If (q, a, q ′ ) ∈ T , for a ∈ Act, then we write q We have an asynchronous setting and, therefore, we do not have to consider only the traces that can be performed by a system but also how these traces can be observed. Intuitively, if a system performs a certain trace then we can observe a variation of this trace where the outputs appear later than they were actually performed. Next we formally define this idea and given a system M and a trace σ we let L(σ) denote the set of traces that might be observed by a monitor if M produces trace σ and communications between the monitor and the SUT are asynchronous and FIFO.
Definition 2. Let I and O be sets of inputs and outputs, respectively, and σ, σ ′ ∈ Act * be sequences of actions. We say that σ ′ is an observation of σ, denoted by
We let L(σ) denote the set of traces that can be formed from σ through sequences of transformations of the form , that is,
where * represents the repeated application of . We overload this to say that given an IOTS M ,
is the set of traces that might be observed when interacting with M through asynchronous FIFO channels. Example 1. Assume that the SUT has produced the trace σ =?
Due to the asynchronous nature of the system, the monitor might observe any of the traces in the set
Sets of events from observations and ideals
In line with previous work in formal passive testing [2] , we will consider properties of the form (σ, O σ ) for σ ∈ Act * and O σ ⊆ O. Such a property says that if the SUT produces the sequence σ then the next output must from the set O σ . It is straightforward to devise an automaton M (P ) that accepts only the traces that do not satisfy such a property P : we define M (P ) such that it accepts the regular language Act * {σ}(Act\O σ )Act * . It is easy to check that M (P ) accepts a trace ρ if and only if ρ does not satisfy this property: ρ contains a subsequence that has σ followed by an action that is not in O σ . It is well known that an automaton that represents a regular expression can be produced in quadratic time [3] . This process can be further improved to achieve sub-quadratic complexity and can be efficiently parallelised to work in O(log(|σ|)) time [9] . Such an automaton M (P ) has O(|σ|) states and O(|σ| · log(|σ|)
2 ) transitions [18] . In the next section we adapt the above approach for the case where communications are asynchronous. Before outlining our solution, we briefly comment on some alternatives. Previous work has described a delay operator that takes a trace σ of an IOTS and returns the set of traces that might be observed if the SUT produces σ and interacts asynchronously through FIFO channels with its environment [19] . However, the delay operator cannot be applied directly since it applies to a single trace rather than an automaton M (P ). While it has been shown how a test purpose can be adapted to incorporate the delay into the verdict [25] , this approach assumes that the tester waits for output before sending the next input and so does not apply input in a state where output can be produced. Since the input is not supplied by the tester in passive testing, we cannot make such an assumption. We might instead aim to define a general method that takes an IOTS M (with finite sets of states and transitions) and produces IOTS M ′ (with finite sets of states and transitions) with
. If we can achieve this then M ′ can be used. However, the following shows that there is no such general method.
Proposition 1. Given an IOTS M with finite sets of states and transitions, there may be no IOTS M
′ with finite sets of states and transitions such that
Proof. An IOTS with finite sets of states and transitions defines a regular language so it is sufficient to find some such M where L(M ) is not a regular language. Let M be the IOTS with three states shown in Figure 1 (the initial state is represented by the leftmost vertex). We will use proof by contradiction, assuming that L(M ) is a regular language. Thus, since L(M ) is regular and
contains all sequences of the form of n inputs followed by n or fewer outputs and this is not a regular language. This provides a contradiction as required.
While this result shows that there is no general method that takes a property P defined by an IOTS M (P ) with finite sets of states and transitions and returns a suitable property for use when communications are asynchronous, we will see in the next section that we can take advantage of the structure of the properties we consider. First we will show how, for trace σ, we can produce an automaton A T (σ) that gives the set of traces that might be observed if the SUT produces σ. Since we are applying passive testing, a trace σ of interest might not be the start of the overall trace observed and so we will then adapt A T (σ) to produce the automaton A(σ, O σ ) that will be used.
Given a sequence σ, we will define a partial order ≪ on the inputs and outputs in σ to represent which actions must be performed before other ones if the SUT produces σ. In order to distinguish between repeated actions in the trace, events are constructed from actions by labelling each action in σ with the occurrence of the symbol in the trace. Definition 3. Let σ = a 1 . . . a n ∈ Act * be a sequence of actions. We let E(σ) denote the set of events of σ, where e = (a i , k) belongs to E(σ) if and only if there are exactly k − 1 occurrences of a i in a 1 . . . a i−1 . This says that the ith element of σ is the kth instance of a i in σ.
* be a sequence of actions. Given two events e i = (a i , k i ) and e j = (a j , k j ) belonging to E(σ), we write e i ≪ e j if either i = j or i < j and one of the following conditions hold: a i and a j are inputs, or a i and a j are outputs, or a i is an input and a j is an output.
The first two cases in the definition of ≪ result from channels being FIFO. The last case results from the observation of outputs being delayed, while an input is observed before it is received by the SUT. Essentially, (a i , k i ) ≪ (a j , k j ) does not hold for i < j if a i is an output and a j is an input since in this case it is possible that the observation of output a i is delayed until after input a j has been sent. Given a trace σ ∈ Act * it is straightforward to prove that (E(σ), ≪) is a partially ordered set. Next we introduce the notions of an ideal and anti-chains of a set of events.
Definition 5. Let σ ∈ Act
* be a sequence of actions and E(σ) be the set of its events, possibly annotated to avoid repetitions. A set I ⊆ E(σ) is said to be an ideal of (E(σ), ≪) if for all e i , e j ∈ E(σ), if e i ≪ e j and e j ∈ I then e i ∈ I. An ideal I is a principal ideal if there is some e j such that I contains only e j and all elements below it under ≪, that is, I = {e i ∈ E(σ)|e i ≪ e j }. Finally, a set E ′ ⊆ E(σ) is an anti-chain if no two different elements of E ′ are related under ≪.
The essential idea is that if the SUT produces σ and e i is a maximal element of ideal I, then I includes all events that must be observed before e i is observed by the monitor. 
Next we present an alternative characterisation of the notion of ideal that shows that an ideal is defined by its maximal (under ≪) elements.
Lemma 1. Let σ ∈ Act
* be a sequence of actions. We have that I ⊆ E(σ) is an ideal if and only if one of the following conditions holds:
-I contains an input a i and all earlier inputs; -I contains an output a j and all earlier inputs and outputs; or -I contains an input a i , an output a j , all inputs before a i , and all inputs and outputs before a j .
The following classical result [6] relates ideals and anti-chains.
Proposition 2. The set of ideals is isomorphic to the set of anti-chains, by associating with every anti-chain E ′ the ideal which is the union of the principal ideals generated by the elements of E ′ . Vice versa, the anti-chain corresponding to a given ideal I is the set of maximal elements of I.
The following result provides a measure, in the worst case, on the number of ideals contained in a set of events. This result will be relevant since it will be used to calculate the complexity of the algorithm that computes the automaton associated with a certain property P . Proof. By Proposition 2 we know that the number of ideals is the same as the number of anti-chains. However, we also know that any two inputs in E(σ) are related under ≪. Similarly, any two outputs in E(σ) are related under ≪. Thus, an anti-chain can have at most two elements (one input and one output) and so there are O(m 2 ) anti-chains. The result therefore holds.
An ideal I is a set of elements from E(σ) such that all 'earlier' elements, under ≪, are contained in I. Ideal I of (E(σ), ≪) is therefore one possible set of events that might be observed, as the prefix of a trace from L(σ), if the SUT produces σ. Thus, an ideal I defines a set of events in one or more prefixes of a trace from L(σ). Similarly, the events in a prefix of a trace from L(σ) form an ideal of E(σ, ≪). As a result, we can reason about prefixes of traces in L(σ) by considering the ideals of (E(σ), ≪).
Creating automata for properties
In this section we show how the ideals associated with a certain trace can be used to construct appropriate automata. More specifically, given a sequence of actions σ, we will use the ideals of (E(σ), ≪) to represent states of a finite automaton A T (σ) that accepts the set of sequences in L(σ). We will study properties of these automata and the time complexity of using them in passive testing.
Definition 6. Given non-empty σ ∈ Act
* we let A T (σ) denote the finite automaton with state set S that is equal to the set of ideals of (E(σ), ≪), alphabet Act, initial state {} and the following set of transitions: given ideal I and a ∈ Act, there is a transition t = (I, a, I ′ ) for ideal I ′ if and only if I ′ = I ∪{a}. In addition, A T (σ) has one final state, which is the ideal E(σ). A finite automaton A is essentially an IOTS with finite sets of states, inputs and outputs and a set of final states. Then A defines the regular language L(A) of labels of walks from the initial state of A to final states of A. Note that an IOTS with finite sets of states and actions can be seen as a finite automaton where all the states are final. We have that A T (σ) defines the set of behaviours, L(σ), that can be observed if the SUT produces σ.
Proof. We will prove a slightly stronger result, which is that ρ labels a walk from the initial state of A T (σ) if and only if ρ is a prefix of a sequence in L(σ). We first prove the left to right implication by induction on the length of ρ. The result clearly holds for the base case in which ρ is the empty sequence. Now assume that it holds for all sequences of length less than k, k ≥ 1, and ρ has length k. Thus, ρ = ρ 1 a for some a ∈ I ∪ O. By the inductive hypothesis we have that ρ 1 is a prefix of a sequence in L(σ). In addition, by the definition of A T (σ), we have that the set of events in ρ 1 forms an ideal I 1 and I 1 ∪ {a} is an ideal. Thus, since I 1 ∪ {a} is an ideal, there does not exist b ∈ E(σ) \ (I 1 ∪ {a}) such that b ≪ a. By the definition of L(σ) we have that ρ 1 can be followed by a and so ρ 1 a is a prefix of a sequence in L(σ) as required.
We now prove the right to left implication, again, by induction on the length of ρ. The result clearly holds for the base case in which ρ is the empty sequence. Now assume that it holds for all sequences of length less than k, k ≥ 1, and ρ has length k. Thus, ρ = ρ 1 a for some a ∈ I ∪ O. By the inductive hypothesis we have that ρ 1 is the label of a walk of A T (σ) and assume that this walk reaches a state representing ideal I 1 . By the definition of L(σ) there cannot exist an action in σ that is not in ρ 1 and that must be observed before a and so precedes a under ≪.
Algorithm 1 Producing
, let s0 denote the initial state of A(σ, Oσ), and let s f denote the final state of A(σ, Oσ). 3: For all a ∈ Act add the transition (s0, a, s0) . These transitions ensure that we are considering all possible starting points in a trace ρ ′ observed. 4: For every state s of A(σ, Oσ) that represents an ideal that does not contain output and for all !o ∈ O, add the transition (s, !o, s). These transitions correspond to the possibility of earlier output being observed after input from σ. 5: For every state s of A(σ, Oσ) that represents an ideal that contains all of the input from σ and for all ?i ∈ I, add the transition (s, ?i, s). These transitions correspond to the possibility of later input being observed before some of the output from σ. 6: Add a new state se to A(σ, Oσ) and for all !o ∈ O\Oσ add the transition (s f , !o, se).
If we have observed the input and output from σ and the next output is not from Oσ then go to the final (error) state. 7: Make se the only final state of A(σ, Oσ). 8: Complete A: if there is no transition from a state s = se with label a ∈ Act then add the transition (s, a, s0). 9: Output A(σ, Oσ).
Thus, I 2 = I 1 ∪ {a} is an ideal and so A T (σ) contains a transition from the state representing I 1 to the state representing I 2 with label a, concluding that ρ = ρ 1 a is the label of a walk of A T (σ) as required. The result therefore follows.
We now have to adapt A T (σ) to take into account two points: σ might be preceded by other actions and the observation of earlier outputs might be delayed; and σ might be followed by later actions and the outputs from σ might not be observed until after later inputs. Algorithm 1 achieves this. Figure 2 . Given a set of outputs O σ , Figure 3 shows the automaton A(σ, O σ ) constructed by using Algorithm 1.
Before proving that Algorithm 1 returns the correct result, we define what it means for an automaton A to be sound: if the SUT produces a trace that does not satisfy property P then the trace observed by the monitor is in L(A).
Definition 7. Let P be a property and A be a finite automaton. We say that A is sound for P if and only if whenever the SUT produces a trace σ 1 that does not satisfy property P and the trace σ
This essentially corresponds to the automaton not being able to produce false positives: if the SUT fails property P , then the automaton will produce an 'alarm'. The automaton produced by Algorithm 1 is sound. Theorem 1. Given property P = (σ, O σ ), the automaton A(P ) returned by Algorithm 1 when given P is sound for P . Proof. Recall that we label actions using their occurrence, if necessary, so that they are unique and this labelling is preserved by the delay of output. We assume that the SUT has produced a trace σ 1 that does not satisfy P , that this led to the observation of the trace σ ′ 1 ∈ L(σ 1 ) and we are required to prove that σ ′ 1 ∈ L(A(σ, O σ )). Since σ 1 does not satisfy P we have that
such that σ ′ satisfies the following.
-σ ′ starts with the first action of σ ′ 1 that is from σ; -σ ′ may contain outputs not in σ (delayed from σ 2 ); -σ ′ may contain inputs not in σ (due to outputs from σ or a being delayed past inputs from σ 3 ); and -σ ′ can have outputs from σ being delayed past inputs from σ. The additional outputs in σ ′ that are not in σ (and so come from σ 2 ) are all before the first output in σ ′ that was from σ and so, by construction, we can define a path ρ ′ that includes these by adding self-loops to ρ.
Similarly, the additional inputs in σ ′ that are not in σ (and so come from σ 3 ) are all after the last input in σ ′ that was from σ and so we can define a path ρ ′′ that includes these by adding self-loops to ρ ′ . Path ρ ′′ thus takes A(σ, O σ ) to state s f and has label σ ′ . The result now follows from observing that a takes A(σ, O σ ) from state s f to the final state and this final state cannot be left.
An automaton A being sound for P denotes an absence of false positives. However, we might also want the absence of false negatives: if the SUT produces a trace and the resultant observation is in L(A) then the trace produced by the SUT must not have satisfied P . This is captured by the notion of exact.
Definition 8. Let P be a property and A be a finite automaton. We say that A is exact for P if and only if whenever the SUT produces some trace σ 1 and the observed trace σ
we must have that σ 1 does not satisfy P .
The automaton A(σ, O σ ), produced by our algorithm, need not be exact for (σ, O σ ) as the following example shows.
Example 6. Consider the property P = (?i, {!o}) and the observed trace σ
′ !o which is in the language defined by the automaton A(?i, {!o}). We can consider two examples for the trace σ 1 produced by the SUT.
′ !o and so σ 1 does not satisfy P .
The above shows that an observation made might be consistent with both traces that satisfy P and traces that do not. Therefore, our automata might not be exact. Note that this is not a drawback of our theory, but a consequence of working within a framework where the available information does not allow us to reconstruct the trace that was originally performed by the system. Similar situations appear in other frameworks such as when testing systems with distributed interfaces [15, 16] . We are currently working on approaches that allow us to make stronger statements regarding the failure of a property. We discuss our preliminary ideas in the part of the next section devoted to future work.
Even though we cannot expect exactitude, we should be able to ensure that if the observed trace is one that might have resulted from a trace of the SUT that does not satisfy the property P then the observed trace is in L(A). This is captured by the following notion.
Definition 9. Let P be a property and A be a finite automaton. We say that A is precise for P if and only if whenever a trace σ ′ 1 is in L(A) there is some trace σ 1 that does not satisfy P such that σ
The following result shows that Algorithm 1 returns an automaton that is precise for the considered property.
Theorem 2. Given property P = (σ, O σ ), the automaton A(P ) returned by Algorithm 1 when given P is precise for P .
Proof. Suppose that trace σ ′ 1 is in L (A(σ, O σ ) ). By definition it is sufficient to prove that there exists some trace σ 1 that does not satisfy P such that σ -the addition of outputs before the outputs of σ, through self-loops in states that correspond to ideals that contain no output; -the addition of inputs after the inputs of σ, through self-loops in states that correspond to ideals that contain all of the inputs from σ; and -the delay in output from σ.
Thus, the input projection of σ ′ 3 is the input projection of σ followed by some sequence σ ′ I of inputs and the output projection of σ ′ 3 is some sequence σ ′ O of outputs followed by the output projection of σ. As a result, σ
By definition, since σ ′ I contains only inputs and a is an output, we have that
does not satisfy property P , we can set σ In passive testing we can update the current state of A(σ, O σ ) whenever we make a new observation and thus the complexity of applying passive testing is linear in the length of the trace that the SUT is producing. The following shows that the process is polynomial in the length of σ, which suggests that it can be applied in real-time since properties, and so |σ|, are usually relatively small. Proof. At each point in the process of simulating A(σ, O σ ) with a trace we have a current set of states. Consider that a new action a is observed and the set of states before this is S ′ . We know that A(σ, O σ ) has O(|σ| 2 ) states. Assume that we have a list of transitions sorted by label. Using a binary search we can locate the start of the transitions with label a in time that is of order of the logarithm of the number of transitions and so in O(log |σ|) time. We can then determine the set of states after a by including those that are reached from states in S ′ by transitions with label a. We can find the transitions that leave states in S ′ in O(|σ| 2 ) time and for each such state we can determine in O(|σ| 2 ) time which states can be reached by a. Thus, the overall time complexity is of O(|σ| 4 ) time.
Testing is widely used to increase the confidence regarding the correctness of a system. Testing activities can be formalised when the tester has a formal definition of the properties that the system must have. Testing is usually interactive: the tester provides inputs to the SUT, receives outputs, and determines whether the outputs match the expected result. However, in some situations the tester cannot interact with the SUT and testing becomes passive. In this case, passive testing techniques replace classical (active) testing ones. In this paper we studied a formal methodology to passively test systems where communication is asynchronous. This is a topic that, as far as we know, has received little attention in the formal passive testing community. In order to use our methodology in real-time, increasing performance and decreasing the needs for storage, we transform properties into automata that approximately capture the original property. We proved that in general an asynchronous framework it is not possible to construct a finite automata that accepts only the traces matching the original property. In order to construct our automata we used a classical mathematical structure, called ideals, so that the observation of an action changes the current state of the automaton from one of the associated ideals to another. We proved that the main operations, updating automata and checking traces, can be done in polynomial time, reinforcing the suitability of our methodology for use in real-time. We also defined notions of soundness and precision. The automaton A is sound for property P if whenever the SUT produces a trace that does not satisfy P , the observation made leads the automaton A to a final state (indicating a failure). The automaton A is precise for property P if whenever the observation made leads the automaton A to a final state (indicating a failure) we must have that the observation was one that could be made by the SUT failing to satisfy P . It transpired that our approach returned an automaton that is sound and precise. This paper is the first step towards a complete theory of formal passive testing of systems with asynchronous communication. A first line to continue our work consists in drawing stronger conclusions from our observations. As we previously said, we are working on two lines. The first one considers different classes of properties. We have started to define simple properties that refer only to sequences of inputs or only to sequences of outputs and ignore the other observations. For example, "if we see !o then the next output must be !o ′ ." Other types of properties, inspired by classical work on temporal logics, are "a sequence eventually happens", "a sequence never happens" and "if a sequence happens, then we shouldn't observe a certain action".
A second line of work considers the inclusion of time information taking as initial step our work on testing in the distributed architecture with time information [17] . As discussed above, in general we cannot be certain that a particular sequence σ was produced by the SUT even if we observe a trace in L(σ). However, suppose that we know that there can be at most time t m between an output being produced and it being observed and between an input being observed and it being received by the SUT. Further, suppose that if the SUT is in a state where it can produce output (possibly after a sequence of internal transitions) and it does so then this is within time t o . Then, if time 2t m + t o passes without any observations being made then we know that the SUT must have reached a quiescent state: one from which it cannot produce output without first receiving input. If quiescence is observable then sometimes we can know that a property (σ, O σ ) has not been satisfied. There is additional scope to strengthen the conclusions that can be made. For example, if we have property P = (σ, O σ ) where σ is an input sequence and we observe σσ ′ !o for input sequence σ ′ and output !o ∈ O σ then we can conclude that the SUT failed P if there is a sufficient gap between the sending of the last input in σ and the output !o being observed.
A third line of work considers more sophisticated mechanisms to improve the framework. First, we could have probabilities associated with swapping the order of actions and reasoning about how likely it is that an observation resulted from a property failing. Another improvement would be to consider stochastic information regarding delays. That is, probability distributions, rather than fix bounds, would be used to decide when we should expect that an action will not be observed in the future.
Finally, we would like to create a tool to support our theory and analyse realistic use cases to assess the applicability and usefulness of our framework.
