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KOSZUL MULTI-REES ALGEBRAS OF PRINCIPAL L-BOREL
IDEALS
MICHAEL DIPASQUALE AND BABAK JABBAR NEZHAD1
Abstract. Given a monomial m in a polynomial ring and a subset L of the
variables of the polynomial ring, the principal L-Borel ideal generated by m is
the ideal generated by all monomials which can be obtained from m by succes-
sively replacing variables of m by those which are in L and have smaller index.
Given a collection I = {I1, . . . , Ir} where Ii is Li-Borel for i = 1, . . . , r (where
the subsets L1, . . . , Lr may be different for each ideal), we prove in essence that
if the bipartite incidence graph among the subsets L1, . . . , Lr is chordal bipar-
tite, then the defining equations of the multi-Rees algebra of I has a Gro¨bner
basis of quadrics with squarefree lead terms under lexicographic order. Thus
the multi-Rees algebra of such a collection of ideals is Koszul, Cohen-Macaulay,
and normal. This significantly generalizes a theorem of Ohsugi and Hibi on
Koszul bipartite graphs. As a corollary we obtain that the multi-Rees algebra
of a collection of principal Borel ideals is Koszul. To prove our main result we
use a fiber-wise Gro¨bner basis criterion for the kernel of a toric map and we
introduce a modification of Sturmfels’ sorting algorithm.
1. Introduction
The Rees algebra of an ideal is a central object of study in commutative algebra.
Geometrically, the Rees algebra of an ideal in a polynomial ring is the coordinate
ring of the blowup of projective space along the scheme defined by the ideal. Al-
gebraically, the Rees algebra of an ideal encodes the behavior of all its powers
simultaneously. Similarly, the multi-Rees algebra of a family of ideals I1, . . . , Ir
of a polynomial ring R encodes (geometrically) the coordinate ring of the blowup
along the subschemes defined by I1, . . . , Ir and (algebraically) the behaviour of all
products that can be formed among the ideals I1, . . . , Ir. The multi-Rees algebra
of I1, . . . , Ir is a special case of the Rees algebra of a module (see [25] and [9]).
Concretely, the multi-Rees algebra of the ideals I1, . . . , Ir in a polynomial ring
R = K[x1, . . . , xn] is defined as:
R[It] = R[I1t1, . . . , Irtr] := ⊕a1+···+ar≥0I
a1
1 · · · I
ar
r t
a1
1 · · · t
ar
r ,
where t = {t1, . . . , tr} are auxiliary variables. A central problem for Rees and multi-
Rees algebras is to describe their defining equations – that is, to find a polynomial
ring S and an ideal J = JR[It] ⊂ S so that S/J ∼= R[It]. While this problem has
been studied mostly for Rees algebras, there is a growing literature on the defining
equations of multi-Rees algebras [23, 18, 26, 17, 3, 6].
In this paper we study the Koszul property of the multi-Rees algebra of certain
Borel ideals (these are also called strongly stable ideals in the literature). A graded
ring R ∼=
⊕∞
i=0 Ri over a field K = R0 with irrelevant ideal R+ =
⊕∞
i=1Ri is
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Koszul if R has a linear resolution over its residue field R/R+ ∼= K. Koszul rings
have good homological properties which closely mirror polynomial rings; see [4] for
a survey. One way to establish that a ring is Koszul is to show that it is presented
as a quotient S/J of a polynomial ring S where the ideal J has a Gro¨bner basis of
quadrics [4, Section 3.1].
Our main result in this paper, Theorem 4, is that the defining equations of the
multi-Rees algebra of certain collections of what we call principal L-Borel ideals
have a Gro¨bner basis of quadrics with squarefree lead terms. In [2, Page 3], Bruns
and Conca write that it is ‘very likely’ that the multi-fiber ring of the multi-Rees
algebra of principal Borel ideals is defined by a Gro¨bner basis of quadrics. This is
a particular case of our main result – see Corollary 6.4.
Our proof of Theorem 4 involves several ingredients. The first is a fiber-wise
criterion for a set of binomials to either generate or form a Gro¨bner basis for the
kernel of a toric map. Variations on this criterion first appear in [1] and are fur-
ther developed in [24, 8] for particular toric maps. In Section 2 we give a careful
statement and proof of this criterion for arbitrary toric maps, which we then use
throughout the paper. The second ingredient is a modification of Sturmfels’ sorting
algorithm [27, Chapter 14]. In [7] De Negri shows that the resulting sorting order
yields a Gro¨bner basis of quadrics for the defining equations of the toric ring of a
principal Borel ideal. This argument is difficult to extend to multi-Rees algebras
because the sorting order is sensitive to the ideal chosen; see [26] where Sosa uses
the sorting order to establish the Koszul property for the multi-Rees algebra of
certain principal Borel ideals. We give a modified sorting algorithm in Section 4
(Algorithm 1) which produces the lexicographically least monomial in each mono-
mial fiber of the toric map associated to a principal Borel ideal. Using the fiber-wise
Gro¨bner basis criterion developed in Section 2, we conclude that the defining equa-
tions of the toric ring of a principal Borel ideal has a Gro¨bner basis of quadrics
with respect to lexicographic order. In Section 6 we build on this to show that the
multi-Rees algebra of certain collections of principal L-Borel ideals have a Gro¨bner
basis of quadrics with respect to lexicographic order also.
We now explain what we mean by principal L-Borel ideals and give the idea
for which collections of principal L-Borel ideals have a Koszul multi-Rees algebra.
We have taken the notation of an L-Borel ideal from [11], where Q-Borel ideals
are introduced for a partially ordered set Q on the underlying variables of the
polynomial ring. An ideal I ⊂ R = K[x1, . . . , xn] is Borel (also strongly stable in
the literature) if, whenever m ∈ I is a monomial and xj divides m,
xi
xj
m ∈ I for
any i < j. We call xixjm a Borel move on m. The ideal I is principal Borel if
its generators can be obtained from Borel moves on a single monomial, which we
call the Borel generator of I. Now suppose that L is a linear ordering on a subset
of {x1, . . . , xn} which respects the usual lexicographic ordering of the variables.
For instance, if n = 5, we could write x1 >L x3 >L x5, while x2 and x4 are not
compared to any other variable by L. Then a monomial ideal I is L-Borel if, for
any monomial m ∈ I so that xj divides m, and any variable xi so that xi >L xj ,
xi
xj
m ∈ I. In this case we call xixjm an L-Borel move. The ideal I is a principal L-
Borel ideal if its generators are obtained by L-Borel moves from a single monomial,
which we call the L-Borel generator of I. For example, if L is the linear ordering on
{x1, . . . , x5} considered above, 〈x1, x3, x5〉 is a principal L-Borel ideal with L-Borel
generator x5.
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Now suppose that we are given a collection of monomial ideals I = {I1, . . . , Ir}
so that Ii is principal Li-Borel with respect to a linear poset Li for i = 1, . . . , r.
(L1, . . . , Lr are not necessarily the same.) We define a bipartite incidence graph
G(I) associated to I as follows. The vertices of G(I) are the variables x1, . . . , xn of
the polynomial ring and the auxiliary variables t1, . . . , tr of the multi-Rees algebra,
and ti is connected by an edge to xj if and only if xj is comparable to another
variable by the linear poset Lj (our definition for G(I) in Section 5 is slightly more
nuanced, but this is sufficient for now). This graph records which Borel moves are
allowable for each ideal of I. In essence, our main result (Theorem 4) is that the
multi-Rees algebra R[It] is Koszul if the graph G(I) is chordal bipartite (the actual
criterion is slightly more complicated – we direct the reader to Sections 5 and 6
for the details). More precisely, Theorem 4 shows that Algorithm 1 can be used
successively in a greedy fashion (according to an appropriate ordering of the vertices
of the incidence graph G(I)) to produce the lexicographically least monomial in
the fiber over a monomial in the toric map naturally associated to the multi-Rees
algebra of I. Our main result is inspired by (and significantly extends) the result
of Ohsugi and Hibi that the toric ring of the edge ideal of a graph is Koszul if the
graph is chordal bipartite [22].
The paper is organized as follows. In Section 2 we formalize a criterion orig-
inating in [1] and appearing in [24, 8] for a set of binomials to be a generating
set (respectively, Gro¨bner basis) for the kernel of a toric map. We then describe
the multi-Rees algebra of monomial ideals as a toric map. In Section 3 we recall
and prove some relevant properties of principal Borel ideals. We then proceed in
Section 4 to describe the BorelSort algorithm and prove that it produces square-
free quadratic leading terms in lexicographic order, recovering De Negri’s result [7]
using lexicographic order instead of sorting order. In Section 5 we introduce prin-
cipal L-Borel ideals and define the notion of an L-free ordering of a collection of
principal L-Borel ideals (this is one way to encode the chordal bipartite property
of the incidence graph). In Section 6 we prove our main result - that an L-free
collection of principal L-Borel ideals has a Koszul multi-Rees algebra. We conclude
in Section 7 with some related remarks and questions for further research. We close
this introduction with a simple example illustrating our main result.
Example 1.1. Consider the polynomial ring R = K[x1, x2, x3, x4]. Let L1 = L2
be the linear poset ordering {x3, x4} with respect to decreasing subscripts (so
x3 >L1 x4) and let L3 and L4 be the linear posets likewise ordering {x2, x3, x4} and
{x1, x2, x3}. Put I = {I1, I2, I3, I4} where I1 = 〈x
3
3, x
2
3x4, x3x
2
4〉, I2 = 〈x
2
3, x3x4〉,
I3 = 〈x
3
2, x
2
2x3, x
2
2x4, x2x
2
3, x2x3x4〉, and I4 = 〈x
2
1, x1x2, x1x3, x
2
2, x2x3, x
2
3〉. Then
Ii is principal Li-Borel for i = 1, 2, 3, 4 with principal Li-Borel generators x3x
2
4,
x3x4, x2x3x4, and x
2
3, respectively. The bipartite incidence graph G(I) is shown in
Figure 1. The bi-adjacency matrix of G(I) is


t1 t2 t3 t4
x1 0 0 0 1
x2 0 0 1 1
x3 1 1 1 1
x4 1 1 1 0


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x1
x2
x3
x4
t1
t2
t3
t4
Figure 1. The bipartite incidence graph for Example 1.1
Since the bi-adjacency matrix has no sub-matrix of the form
[
1 0
1 1
]
(we will say
I is L-free in Section 6), it follows that G(I) is chordal bipartite (see Theorem 2).
Hence Theorem 4 implies that the multi-Rees algebra R[It] is Koszul.
2. Toric maps and toric fiber graphs
In this section we develop a Gro¨bner basis criterion for the kernel of a toric map
which has appeared in [1, 24, 8] for particular choices of toric map. Throughout
we write R for the polynomial ring K[x1, . . . , xn] over a field K. If I is a monomial
ideal, we write gens(I) for the unique set of minimal generators of I. Standard
references for toric maps and toric ideals are [20] and [14].
Definition 2.1. Let G be a finite collection of monomials of positive degree in
the polynomial ring R. We write K[G] for the subring of R generated by the
monomials of G, which we call the toric ring of G. Let S be the polynomial ring
S := K[Tm : m ∈ G] with an indeterminate for every monomial of G. The toric map
associated to G is the ring map φG : S → R defined on variables by φG(Tm) = m.
The image of φG is clearly K[G]. We write JK[G] for the kernel of φG; we call this
the toric ideal of G. This is the defining ideal of the subring K[G] presented as a
quotient of S.
If I is a monomial ideal of R we write K[I] for K[gens(I)]; we call K[I] the toric
ring of I. In this case we write φI instead of φgens(I) for the toric map. Likewise
we write JK[I] for the kernel of φI ; we also call JK[I] the toric ideal of I.
Remark 2.1. For toric ideals it is standard to replace R by the Laurent polynomial
ring and allow G to have monomials with negative exponents (see [14, Chapter 3]).
We will not consider toric ideals in this generality. Alternatively, we consider only
toric ideals of affine monoids whose convex hull is pointed. See [20, Chapter 8] for
more details.
Let G be a finite collection of monomials of positive degree in the polynomial
ring R. Given γ = (γm) ∈ Z
G
≥0, we write T
γ for
∏
m∈G T
γm
m , where Tm is a variable
of the polynomial ring S = K[Tm : m ∈ G]. We put a multigrading on S by the
monomials of K[G] as follows. If µ ∈ K[G], then
Sµ = spanK{T
γ : φG(T
γ) = µ}.
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We say an S-module M is graded by K[G] if M decomposes as a direct sum of
K-vector spaces as
M =
⊕
µ∈K[G]
Mµ
and, for any µ, ν ∈ K[G], if m ∈ Mµ and f ∈ Sν , then f · m ∈ Mµν (we write
this as a product since µ and ν are monomials). It is well-known that the toric
ideal J = JK[G] is graded in this way (see [20, Chapter 8]), and moreover we can
precisely identify the graded pieces of J : if µ ∈ K[G] is a monomial, then
Jµ = spanK{T
γ1 −Tγ2 : Tγ1 ,Tγ2 ∈ Sµ}
= span
K
{Tγ1 −Tγ2 : φG(T
γ1) = φG(T
γ2) = µ}.
That is, J is a binomial prime ideal, also known as a toric ideal. See [20, Chapter 7]
or [14, Chapter 3] for additional details.
We now introduce a combinatorial device from [1] and [24] (see also [8]), which
we call the fiber graph of the toric map φG at the monomial µ.
Definition 2.2. Let G be a finite collection of monomials of positive degree in the
polynomial ring R, JK[G] the toric ideal of G, and B ⊂ JK[G] a finite collection of
binomials. The fiber graph of φG at µ with respect to B is the graph Γµ,B whose
vertices are monomials Tγ ∈ Sµ with an edge connecting T
γ ,Tγ
′
∈ Sµ if T
γ −Tγ
′
is divisible by a binomial from B.
If, moreover, ≺ is a monomial order on S, then ~Γµ,B is the graph Γµ,B with
edges directed from the larger monomial to the smaller. That is, if Tγ ,Tγ
′
∈ Sµ
are connected by an edge in Γµ,B and T
γ′ ≺ Tγ , then we get the directed edge
Tγ → Tγ
′
.
Remark 2.2. We suppress the collection G of monomials of R in the notation for
Γµ,B, assuming that the underlying toric map is understood from context.
The significance of these fiber graphs comes from the following proposition. See
also [8, Proposition 4.5].
Proposition 2.3. Let φG : S → R be a toric map and B a collection of binomials
from the toric ideal J = JK[G]. The following are equivalent:
(1) The binomials in B generate J .
(2) The graph Γµ,B is either empty or connected for every µ ∈ R.
If S is equipped with a monomial order ≺, then the following are equivalent:
(1) The binomials in B form a Gro¨bner basis for J under ≺.
(2) The directed graph ~Γµ,B is either empty or has a unique sink for every
µ ∈ R.
Proof. First, assume every nonempty graph Γµ,B is connected. Since J is graded
by K[G], it suffices to show that every binomial of the form Tγ − Tγ
′
, where
Tγ ,Tγ
′
∈ Sµ, can be written as a combination of binomials from B. Since Γµ,B is
connected, there is a path P from Tγ to Tγ
′
in Γµ,B. That is,
Tγ −Tγ
′
=
k∑
i=1
(Tγi −Tγ
′
i),
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where Tγi and Tγ
′
i are endpoints of the ith edge in this path (thus Tγ
′
i = Tγi+1
for i = 1, . . . , k − 1). By definition of Γµ,B, T
γi − Tγ
′
i = ǫimi(Ai − Bi) for some
ǫi ∈ {−1, 1}, some binomial Ai − Bi ∈ B, and some monomial mi ∈ R. So
Tγ −Tγ
′
=
∑k
i=1 ǫimi(Ai −Bi), as desired.
Now assume that the set of binomials B generates J . Let Tγ − Tγ
′
∈ Jµ, so
Tγ ,Tγ
′
are vertices of Γµ,B. Then, by [14, Lemma 3.8],
(2.1) Tγ −Tγ
′
=
k∑
i=1
ǫimi(Ai −Bi),
where ǫi ∈ {−1, 1}, mi is a monomial in S, Ai − Bi ∈ B for 1 ≤ i ≤ k, and
mi(Ai − Bi) 6= mj(Aj − Bj) for any 1 ≤ i, j ≤ k. It is clear that miAi, miBi
are adjacent vertices of Γµ,B for i = 1, . . . , k. Thus each term in the sum on
the left-hand side of (2.1) yields an edge of ΓB,µ, and no edge is repeated since
mi(Ai − Bi) 6= mj(Aj − Bj) for any 1 ≤ i, j ≤ k. We consider the subgraph H
consisting of all of these edges. Since all of the monomials miAi,miBi must cancel
in (2.1), every vertex of H except Tγ and Tγ
′
must have even degree. Since Tγ
and Tγ
′
are the only vertices of H with odd degree, they must be in the same
connected component of H . Thus Γµ,B is connected.
Now suppose that S is equipped with a monomial order ≺ and ~Γµ,B has a unique
sink for every µ (whenever ~Γµ,B is non-empty). We claim B is a Gro¨bner basis for
J . Fix a monomial µ ∈ R. Suppose Tγ
′
is the unique sink of Γµ,B. We first claim
every monomial Tγ 6= Tγ
′
is connected to Tγ
′
by a directed path. To do this, we
inductively build a path starting at Tγ = Tγ1 as follows. Since Tγ is not a sink,
we can choose an outgoing edge of Tγ ; call the terminal vertex of this edge Tγ2 .
If Tγ2 = Tγ
′
, we are done. Otherwise, Tγ2 is not a sink, so we pick an outgoing
edge of Tγ2 and call the terminal vertex of this edge Tγ3 . Continuing in this way
we will either terminate at the sink Tγ
′
or necessarily repeat a vertex at some
point. If we repeat a vertex, we get a directed cycle, which is impossible since ≺ is
a monomial order (hence ~Γµ,B is directed acyclic). So this process must result in a
path terminating at the unique sink. This also implies that the unique sink Tγ
′
is
the smallest monomial in Sµ under ≺.
Now, to prove that B is a Gro¨bner basis of J , it suffices to prove that the lead
term of every polynomial f ∈ J is divisible by the lead term of some binomial
in B. Since J is graded, it suffices to prove that the lead term of every binomial
Tγ − Tγ
′
∈ Jµ is divisible by the lead term of some binomial in B. From the
definition of ~Γµ,B, the initial vertex of every directed edge corresponds to a lead
term of a binomial. The condition that ~Γµ,B has a unique sink means that every
monomial Tγ ∈ ~Γµ,B which is different from the unique sink is a lead term of some
binomial. Also, the argument in the previous paragraph shows that the unique
sink will never be the lead term of any binomial. In other words, the lead term
ideal of J in degree µ consists of every vertex of ~Γµ,B besides the unique sink. Now
we show that every such monomial is divisible by the lead term of some binomial
in B. So suppose that Tγ ∈ ~Γµ,B is not the unique sink of ~Γµ,B. Since it is not
the unique sink, there is a directed edge Tγ → Tγ
′
in ~Γµ,B, hence T
γ′ ≺ Tγ and
Tγ −Tγ
′
= m(A − B) ∈ Jµ for some binomial A − B ∈ B and monomial m ∈ S,
where we assume B ≺ A. Since B ≺ A and ≺ is a monomial order, mB ≺ mA,
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so mA = Tγ . So Tγ is divisible by the lead term of a binomial in B, proving the
claim.
Finally, suppose that the binomials in B form a Gro¨bner basis for J . Suppose
for a contradiction that for some µ, ~Γµ,B is non-empty and does not have a unique
sink. That is, suppose that Tγ ,Tγ
′
∈ Rµ and both are sinks in ~Γµ,B. Since both
are sinks, it follows that neither of Tγ ,Tγ
′
is divisible by the lead term of any
binomial in B. But then the binomial Tγ − Tγ
′
∈ Jµ and its lead term is not
divisible by any binomial of B, contradicting that B is a Gro¨bner basis of J . 
2.1. Multi-Rees algebras. In this section we review the toric maps which are the
main focus of this paper. A robust development of the details this section may be
found in [6], so we will be brief. Let K be a field. Write x for the set of variables
{x1, . . . , xn} and K[x] for the polynomial ring K[x1, . . . , xn]. If α = (α1, . . . , αn) ∈
Z
n
≥0, we write x
α for xα11 · · ·x
αn
n .
Let I = {I1, . . . , Ir} be monomial ideals in K[x]. The multi-Rees algebra of I is
the following subring of K[x][t1, . . . , tr]:
R[It] = R[I1t1, . . . , Irtr] =
⊕
a1,...,ak≥0
Ia11 · · · I
ar
r t
a1
1 · · · t
ar
r .
In case I = {I}, a single ideal, then we write R[It] instead of R[It]; this is the
Rees algebra of I.
In keeping with our notation for the variables x1, . . . , xn, we write t for the set
of variables {t1, . . . , tr} and if β ∈ Z
k
≥0 then we write t
β for the monomial tβ11 · · · t
βr
r .
We also writeK[x, t] for the polynomial ringK[x][t1, . . . , tr] = K[x1, . . . , xn, t1, . . . , tr].
Let G1, . . . , Gr be minimal sets of generators for I1, . . . , Ir. Then clearly
R[It] = K[x1, . . . , xn, {x
αtk : x
α ∈ Gk, 1 ≤ k ≤ r}]
We create a variable Txαtk for each monomial x
αtk, where x
α ∈ Gk and 1 ≤ k ≤ r,
and write T for the set of all such variables. We then present the multi-Rees algebra
R[It] by the map
φ : K[x,T]→ K[x, t]
defined as φ(xi) = xi for all xi ∈ x and φ(Txαti) = x
αti for all x
αti with x
α ∈ Gi.
Clearly this is a toric map. We will be concerned with the defining equations of
R[It], which is the toric ideal ker(φ) = JR[It]. We also call this the multi-Rees
ideal of I, or simply the Rees ideal of I if I consists of the single ideal I.
Closely related to the multi-Rees algebra is the multi-fiber ring of R[It]. Write m
for the ideal 〈x1, . . . , xn〉 ⊂ K[x]. Then the multi-fiber ring of R[It] is R[It]/mR[It]
(viewing R[It] as a K[x]-module). If the monomial ideals I = {I1, . . . , Ik} are each
generated in a single degree, then we have an isomorphism
R[It]/mR[It] ∼= K[xαtk : x
α ∈ Gk, 1 ≤ k ≤ r].
We denote the ring K[xαtk : x
α ∈ Gk, 1 ≤ k ≤ r] by K[It]. If I = {I} consists of
a monomial ideal generated in a single degree, then
R[It]/mR[It] ∼= K[It] ∼= K[I],
the toric ring of I.
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3. Borel Ideals
In this section we collect some notation and results regarding Borel moves and
Borel ideals. Most of these can be found in the literature (c.f. [7, 8]). What we
refer to as a Borel ideal is often called a strongly stable ideal. A Borel ideal is
the same as a Borel-fixed ideal in characteristic 0, although this correspondence
breaks down in higher characteristic. Throughout we consider the polynomial ring
K[x] = K[x1, . . . , xn].
Definition 3.1. If m is a monomial in K[x] which is divisible by xj and i < j, a
Borel move (on m) consists of replacing m by xixjm. If instead m is divisible by
xi, a reverse Borel move (on m) consists of replacing m by
xj
xi
m. If S ⊂ K[x] is a
collection of monomials, we say it is Borel closed if any Borel move on a monomial
in S is also in S. If S is not Borel closed, we write Borel(S) for the smallest Borel
closed set of monomials containing S. Clearly Borel(S) consists of all monomials
which can be obtained from monomials of S via Borel moves. If S is Borel closed,
we call S a principal Borel set if S = Borel(M) for a single monomial M . If I is a
monomial ideal, we call it principal Borel if it is generated by a principal Borel set.
Remark 3.1. See [10] for more on the Borel generators of a Borel ideal, and the
wealth of information that can be obtained from this set.
Definition 3.2. We define the Borel (partial) order, denoted <Borel, on the mono-
mials of K[x] by m <Borel m
′ if m′ can be obtained from m by a sequence of Borel
moves. Any monomial order ≺ on K[x] which satisfies x1 ≻ x2 ≻ · · · ≻ xn is a
refinement of the Borel order. In other words, if m <Borel m
′, then m ≺ m′.
Remark 3.2. We caution the reader that the Borel partial order is often given in the
literature as the reverse of how we have presented it in Definition 3.2 (c.f [11, 8]). We
have made the choice in Definition 3.2 so that the Borel partial order is compatible
with monomial orders.
Remark 3.3. We will denote by ≺lex,≺glex, and ≺grevlex the lexicographic,graded
lexicographic, and graded reverse lexicographic monomial orders.
Example 3.4. We illustrate how the graded reverse lexicographic and lexicographic
monomial orders on K[x1, x2, x3, x4] refine the Borel order. First, if monomials are
comparable in the Borel order then they are compared in the same way by any
monomial order. For example, x1x2x3 <Borel x
2
1x2. Notice that x1x2x3 ≺grevlex
x21x2, and x1x2x3 ≺lex x
2
1x2. On the other hand, monomials which are incompara-
ble under the Borel order may be compared in different ways by different monomial
orders. For instance, the monomials x22x3 and x
2
1x4 are incomparable in the Borel
order since neither can be obtained from the other by Borel moves. Notice that
x21x4 ≺grevlex x
2
2x3 while x
2
2x3 ≺lex x
2
1x4.
We will use a few more results about principal Borel ideals.
Definition 3.3. Suppose m = xa11 · · ·x
an
n ∈ K[x]. We define
σi(m) = ai + ai+1 + · · ·+ an.
Lemma 3.4. Suppose m,M are monomials of the same degree in K[x]. Then
m ∈ Borel(M) if and only if σi(m) ≤ σi(M) for i = 1, . . . , n.
Proof. This is part of [7, Lemma 1.3]. 
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Observation 3.5. If m ∈ Borel(M) and σj(m) < σj(M), then there exists an index
i < j so that
xj
xi
m ∈ Borel(M). Equivalently, if m ∈ Borel(M) and m 6= M , then
there is a reverse Borel move on m that is also in Borel(M).
Since <Borel is a partial order, an arbitrary set of monomials of the same degree
may not have a unique maximal or minimal element under the Borel order. The
following lemma, which is a variation on [8, Lemma 5.1], gives one instance where
unique minimal elements exist under the Borel order. Due to its centrality in our
arguments we give a detailed proof.
Lemma 3.5. Let M,µ ∈ K[x] be monomials. If there is a monomial in Borel(M)
dividing µ, then there is a unique minimal monomial M ′ under the Borel partial
order so that M ′ ∈ Borel(M) and M ′ divides µ. In other words, if m is any
monomial in Borel(M) which divides µ then m ∈ Borel(M ′). Moreover, suppose
m 6=M ′ and let j be the maximal index so that σj(m) < σj(M
′). Then there is an
index i < j so that
xj
xi
m ∈ Borel(M) and
xj
xi
m divides µ.
Proof. Assume that the set of monomials in Borel(M) which divide µ is non-empty.
Let M ′ be a minimal element of this set under Borel order. Now suppose that
m ∈ Borel(M) and m divides µ. For a contradiction, suppose that m /∈ Borel(M ′).
By Lemma 3.4 there is a maximal index 1 ≤ j ≤ n so that σj(m) > σj(M
′).
Since σj(M) ≥ σj(m) > σj(M
′), by Observation 3.5 there is an index i < j so that
M ′′ =
xj
xi
M ′ ∈ Borel(M). Clearly M ′′ <Borel M
′. We show that M ′′ divides µ.
Since σj(m) > σj(M
′), and this is the maximal index for which σk(m) is greater
than σk(M
′), it follows that the exponent of xj in m is strictly greater than it is
in M ′. Since m divides µ, it follows that the exponent of xj in µ is also strictly
greater than the exponent of xj in M
′. Thus xjM
′ divides µ, so clearlyM ′′ divides
µ as well. Hence M ′ is not a minimal monomial under Borel order in Borel(M)
dividing µ, a contradiction.
Now suppose that m ∈ Borel(M), m divides µ, and m 6= M ′, where M ′ is the
unique minimal monomial in Borel(M) under Borel order which divides µ (by the
above paragraph, this monomial exists). Since m ∈ Borel(M ′) and m 6= M ′, by
Lemma 3.4, there is a maximal index 1 ≤ j ≤ n so that σj(m) < σj(M
′). Thus
by Observation 3.5, there is an index i < j so that
xj
xi
m ∈ Borel(M ′). We show
that
xj
xi
m divides µ. Since σj(m) < σj(M
′), and this is the maximal index for
which σk(m) is less than σk(M
′), it follows that the exponent of xj inM
′ is strictly
greater than it is in m. Since M ′ divides µ, it follows that the exponent of xj in
µ is also strictly greater than the exponent of xj in m. Thus xjm divides µ, so
clearly
xj
xi
m divides µ as well. 
Example 3.6. Consider the monomial M = x22x4 in the polynomial ring
K[x1, x2, x3, x4]. Then
Borel(M) = {x31, x
2
1x2, x1x
2
2, x
3
2, x
2
1x3, x1x2x3, x
2
2x3, x
2
1x4, x1x2x4, x
2
2x4}.
If µ = x3x
2
4 there is no monomial in Borel(M) dividing µ. On the other hand, if µ =
x21x2x3, the monomials in Borel(x
2
2x4) which divide µ are x
2
1x2, x
2
1x3, and x1x2x3.
Clearly M ′ = x1x2x3 is the unique minimal monomial under Borel partial order
among those which divide µ. Furthermore x21x2 and x
2
1x3 are both in Borel(x1x2x3),
and each has a reverse Borel move transforming it into x1x2x3.
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Given a monomial M , we use the following lemma to determine if a monomial
µ ∈ K[x] has a factorization whose factors belong to Borel(M).
Lemma 3.6. Let M,N ∈ K[x]. Then N factors as N = M1 · · ·Mk, where
M1, . . . ,Mk ∈ Borel(M), if and only if N ∈ Borel(M
k).
Proof. First suppose that N = M1 . . .Mk, where M1, . . . ,Mk ∈ Borel(M). Then
M1, . . . ,Mk can each be obtained from M by a sequence of Borel moves. Applying
the same Borel moves to each factor in the k-fold productMk =M ·M · · ·M yields
that N ∈ Borel(Mk).
Now suppose that N ∈ Borel(Mk). We show that N = M1 · · ·Mk for some
M1, . . . ,Mk ∈ Borel(M) by induction on the number of Borel moves necessary
to obtain N from Mk. For the base case, if N = Mk then we can simply take
M1 = · · · = Mk = M . Now suppose that N can be obtained from M
k in ℓ ≥ 1
Borel moves. Then there is some N ′ ∈ Borel(Mk) so that N = xixjN
′ (that is, N is
obtained from N ′ by a Borel move), and N ′ can be obtained fromMk in ℓ−1 Borel
moves. By induction, N ′ = M ′1 · · ·M
′
k for some M
′
1, . . . ,M
′
k ∈ Borel(M). Since xj
divides N ′, xj must divide one of the factorsM
′
1, . . . ,M
′
k, without loss of generality
suppose xj divides M
′
1. Put M1 =
xi
xj
M ′1, M2 = M
′
2, . . . ,Mk = M
′
k. Clearly
M1, . . . ,Mk ∈ Borel(M) and µ =M1 · · ·Mk. This completes the induction. 
We will use the following refinement of Lemma 3.5 for factorizations of monomials
in Borel(Mk).
Lemma 3.7. Let M,µ ∈ K[x] be monomials and k ≥ 1 an integer. If there is
a monomial in Borel(Mk) dividing µ, then let P be the minimal monomial under
Borel order in Borel(Mk) dividing µ guaranteed by Lemma 3.5. Suppose P ′ ∈
Borel(Mk) factors as P ′ = P ′1 · · ·P
′
k. If P
′ 6= P , then there are indices 1 ≤ i < j ≤
n and 1 ≤ ℓ ≤ k so that
(1)
xj
xi
P ′ℓ ∈ Borel(M)
(2)
xj
xi
P ′ divides µ
(3)
xj
xi
P ′ ∈ Borel(Mk)
Proof. Let j (1 ≤ j ≤ n) be the maximal index so that σj(P
′) < σj(P ). Since
P ∈ Borel(Mk), σj(P ) ≤ kσj(M). Since σj(P
′
1)+ · · ·+σj(P
′
k) = σj(P
′) < kσj(M),
there exists an index ℓ so that σj(P
′
ℓ) < σj(M). Thus by Observation 3.5 there
is some index i < j so that
xj
xi
P ′ℓ ∈ Borel(M). Furthermore, since j is the largest
index so that σj(P
′) < σj(P ), the exponent of xj in P
′ is strictly less than the
exponent of xj in P and hence also strictly less than the exponent of xj in µ, since
P divides µ. As P ′ also divides µ it follows that xjP
′ divides µ, so clearly
xj
xi
P ′
divides µ. Furthermore,
xj
xi
P ′ factors as (
xj
xi
P ′ℓ)
∏
t6=ℓ P
′
t ; since all of these factors
are in Borel(M), it follows that
xj
xi
P ′ ∈ Borel(Mk) by Lemma 3.6. 
4. The toric ring of a principal Borel ideal
De Negri shows in [7] that Sturmfels’ concept of sorting from [27] yields a Gro¨bner
basis of quadrics for the toric ideal of a principal Borel ideal. The monomial order
yielding this Gro¨bner basis of quadrics is called the sorting order, and may be
different from both graded reverse lexicographic order and lexicographic order on
K[T]. The sorting order depends, a priori, on the ideal one starts with. This makes
it difficult to extend sorting to the multi-Rees algebra, where we have to consider
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multiple ideals simultaneously. See [26] where this approach is taken, yielding some
partial results for multi-Rees algebras of principal Borel ideals.
In this section we show that a modification of Sturmfels’ sorting procedure
from [27] yields a Gro¨bner basis of quadrics under lexicographic order. Using this
we show that the Rees algebra of a principal Borel ideal has a quadratic squarefree
initial ideal under lexicographic order. In the following sections we apply this to
multi-Rees algebras.
Let I be an ideal of the polynomial ring K[x], and fix the graded reverse lexico-
graphic (grevlex) order on K[x]. Let G be a minimal set of generators for I; then
the toric ring of I is K[I] = K[m : m ∈ G]. As in Section 2, we consider the map
K[Tm : m ∈ G] = K[T]
φ
−→ K[I] = K[m : m ∈ G],
where K[T] is the polynomial ring with an indeterminate corresponding to every
generator of I, K[I] is the sub-algebra of the polynomial ring K[x] generated by
the elements of G, and the map is defined on indeterminates by φ(Tm) = m. The
grevlex order on K[x] induces an ordering on the variables T by Tn ≺ Tm if and
only if n ≺grevlex m in K[x]. On top of this ordering of the variables of K[T] we
will put the lexicographic (lex) ordering on K[T]. For two monomials Tγ ,Tγ
′
in
K[T] we write Tγ ≺lex T
γ′ if Tγ is smaller than Tγ
′
in lex order.
We consider the toric ideal J = JK[I]. Let µ ∈ K[I]. The graded component
Jµ is spanned by differences of the form
∏k
i=1 Tmi −
∏k
i=1 Tni , where
∏k
i=1mi =∏k
i=1 ni = µ and m1, . . . ,mk, n1, . . . , nk ∈ gens(I) = Borel(M) for some monomial
M . By Lemma 3.6, µ is the product of k monomials from Borel(M) if and only if
µ ∈ Borel(Mk).
Definition 4.1. SupposeM is a monomial and µ ∈ Borel(Mk). Then the Borel sort
of µ is the factorization of µ into k factors from Borel(M) which is produced by
the recursive Algorithm 1. We write this factorization as the ordered list
BorelSort(M,µ) := {µ1, . . . , µk},
where µ = µ1 · · ·µk.
Given a monomial µ ∈ Borel(Mk), we will see in Theorem 1 that the factor-
ization produced by BorelSort(M,µ) is the smallest factorization of µ under
lexicographic order whose factors are in Borel(M). We first give an example and
verify some basic properties of BorelSort(M,µ) which follow from Algorithm 1.
Remark 4.1. As in [27] and [7], an effective way to visualize the factorization µ =∏k
i=1 µi is to consider µ1, . . . , µk as the k rows of a k × d tableaux, where d is the
degree of µ. Each entry of the tableaux is filled with a variable of the underlying
polynomial ring, and the product of the variables in each row is µi. We illustrate
this in Example 4.3.
Remark 4.2. An implementation of Algorithm 1 in the computer algebra system
Macaulay2 [12] can be found under the Research tab on the first author’s website,
along with a script to verify Example 4.3.
Example 4.3 (Illustration of Algorithm 1). Let S = K[x0, x1, x2, x3, x4], M =
x1x
2
3x
2
4, and µ = x
2
0x
5
1x
13
2 x
7
3x
3
4 ∈ Borel(M
6). A computation in Macaulay2 [12] (see
the script under the research tab on the first author’s website) indicates that there
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Algorithm 1: BorelSort
Input: A monomial M of degree d and a monomial µ ∈ Borel(Mk)
Output: A list {µ1, . . . , µk} of monomials, the Borel sort of µ
if µ = xdki for some 1 ≤ i ≤ n then
for 1 ≤ i ≤ k do
µi ← x
d
i
else
xs ← variable with largest index dividing µ;
A← exponent of xs in µ;
q ← quotient when A is divided by k;
r ← remainder when A is divided by k;
if r > 0 then
Mup ←
1
xqs
· (least monomial in Borel(M) under Borel order not
divisible by xi for any i > s and whose exponent on xs is q);
µup ← least monomial in Borel(M
k−r
up ) under Borel order dividing µ;
Mdown ←
1
xq+1s
· (least monomial in Borel(M) under Borel order not
divisible by xi for any i > s and whose exponent on xs is q + 1);
µdown ← µ/(µup · x
A
s );
{U1, . . . , Uk−r} ← BorelSort(Mup, µup);
{D1, . . . , Dr} ← BorelSort(Mdown, µdown);
for 1 ≤ i ≤ k − r do
µi ← x
q
s · Ui
for k − r < i ≤ k do
µi ← x
q+1
s ·Di−k+r
else
Mleft ←
1
xqs
· (least monomial in Borel(M) under Borel order not
divisible by xi for any i > s and whose exponent on xs is q);
µleft ← µ/x
A
s ;
{L1, . . . , Lk} ← BorelSort(Mleft, µleft);
for 1 ≤ i ≤ k do
µi ← x
q
s · Li
return {µ1, . . . , µk}
are 4, 742 factorizations of µ into a product of six factors, each of which belongs to
Borel(M). As we will see in Theorem 1, Algorithm 1 picks out the factorization
which is minimal with respect to the lexicographic order on these factorizations
(considered as ordered tuples).
To visualize the factorization BorelSort(M,µ) = {µ1, . . . , µ6} produced by
Algorithm 1, we fix a 6× 5 tableaux which we will fill with the variables of µ (see
the top diagram in Figure 2). In the first level of recursion in Algorithm 1, the
variable with largest index dividing µ is x4, which appears with exponent 3 in µ,
hence A = 3, q = 0, and r = 3. At the end of the r > 0 branch, which we will
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follow next, we see that µ1, µ2, and µ3 do not get an x4 while µ3, µ4, and µ5 each
receive a single x4. So we fill in the last entry of each of these rows with an x4. We
split the remaining portion of the 6× 5 tableaux into two blocks - a 3 × 5 ‘upper’
tableaux and a 3× 4 ‘lower’ tableaux (outlined in red and blue, respectively, in the
top diagram of Figure 2).
We now follow the r > 0 branch. The least monomial under Borel order in
Borel(M) not divisible by x4 is x1x
4
3, so Mup = x1x
4
3. Now the least monomial
in Borel(Mk−rup ) = Borel(x
3
1x
12
3 ) which divides µ is µup = x
3
1x
5
2x
7
3. This latter
monomial is the one which we will use to fill the ‘upper’ 3 × 5 tableaux (outlined
in red in the top diagram of Figure 2). Thus we return to the beginning of the
algorithm with the monomials Mup = x1x
4
3 and µup = x
3
1x
5
2x
7
3 in order to fill this
upper tableaux.
The remaining monomial µdown = µ/(µupx
3
4) = x
2
0x
2
1x
8
2 is what we will use to
fill the ‘lower’ 3× 4 tableaux (outlined in blue in the top diagram of Figure 2). We
again return to the beginning of the algorithm with the monomialsMdown = x1x
2
3
and µdown = x
2
0x
2
1x
8
2 in order to fill this lower tableaux.
The recursion to fill the entire 6 × 5 tableaux has three levels; the monomi-
als Mup, µup,Mdown, µdown or Mleft, µleft are shown for each level in a tree
structure in the bottom diagram of Figure 2 (this should be read right to left).
The corresponding subdivisions of the tableaux are shown in the top diagram of
Figure 2. The red, blue, and green outlines indicate (respectively) up, down, and
left recursive calls to Algorithm 1.
At the completion of Algorithm 1, we can read off the monomials µ1, . . . , µ6 by
taking the product of the variables in the corresponding rows of the top diagram
in Figure 2. We end up with µ1 = µ2 = x1x
2
2x
2
3, µ3 = x1x2x
3
3, µ4 = x
2
1x
2
2x4, and
µ5 = µ6 = x0x
3
2x4. Thus
BorelSort(x1x
2
3x
2
4, x
2
0x
5
1x
13
2 x
7
3x
3
4) =
{x1x
2
2x
2
3, x1x
2
2x
2
3, x1x2x
3
3, x
2
1x
2
2x4, x0x
3
2x4, x0x
3
2x4}.
The following lemma shows that Mup,Mdown, and Mleft are well-defined in
Algorithm 1. That µup is well-defined follows from Lemma 3.5.
Lemma 4.2. Let M,µ ∈ K[x], and suppose µ ∈ Borel(Mk). Suppose that xs is the
variable of largest index dividing µ, xs appears in µ with exponent A, and s > 1.
Put A = qk+r, where q ∈ Z≥0 and 0 ≤ r < k. There is a unique minimal monomial
γ in Borel(M), under Borel order, satisfying
(1) xi does not divide γ for any i > s
(2) xs appears with exponent q in γ (if r = 0) or with exponent q + 1 in γ (if
r > 0)
Proof. Since µ ∈ Borel(Mk), it follows that qk + r = A = σs(µ) ≤ σs(M
k) =
kσs(M). Hence if r = 0, q ≤ σs(M), and if r > 0, q+1 ≤ σs(M). Now define γ by
(1) σj(γ) = 0 for j > s
(2) σs(γ) = q (if r = 0) or σs(γ) = q + 1 (if r > 0)
(3) σi(γ) = σi(M) for i < s.
Explicitly, γ is not divisible by xi for i > s, the exponent of xs in γ is q (if r = 0) or
q+1 (if r > 0), the exponent of xs−1 in γ is σs−1(M)−q (if r = 0) or σs−1(M)−q−1
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x4
x4
x4
x3
x3
x3
x3
x3
x3
x3
x2
x2
x2
x2
x2
x2
x2
x2
x2
x2x1
x1
x1
x1
x2
x1
x2
x2
x0
x0
µ1
µ2
µ3
µ4
µ5
µ6
M = x1x
2
3x
2
4
µ = x20x
5
1x
13
2 x
7
3x
3
4
M = x1x
4
3
µ = x31x
5
2x
7
3
M = x1x
2
2
µ = x21x
4
2
M = x1
µ = x21
M = x1x2
µ = x1x2
M = x1
µ = x1
M = x1x
3
3
µ = x20x
2
1x
8
2
M = x21
µ = x21
M = x1
µ = x20
Figure 2. Illustration of Algorithm 1 in Example 4.3; this should
be read right to left. The red, blue, and green outlines indicate
(respectively) up, down, and left recursive calls to Algorithm 1.
(if r > 0), and the exponent of xi (i < s− 2) in γ is the same as the exponent of xi
in M . The condition s > 1 is necessary – if s = 1 we will not reach (3) and γ will
not have the correct degree. By Lemma 3.4, γ ∈ Borel(M). Clearly γ is minimal
under Borel order with respect to the desired properties. 
Lemma 4.3. Let M be a monomial of degree d and µ ∈ Borel(Mk). Then Algo-
rithm 1 terminates on this input, returning BorelSort(M,µ) = {µ1, . . . , µk} with
the properties:
(1) µ1 · · ·µk = µ
(2) µ1 grevlex · · · grevlex µk
(3) µi ∈ Borel(M) for i = 1, . . . , k
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Proof. Algorithm 1 terminates because the number of variables in µ is reduced by
one during each step of the recursion, which will eventually trigger the leading ‘if’
statement.
We prove (1), (2) and (3) by induction on the number of variables dividing µ.
If µ is only divisible by a single variable, so µ = xdki for some 1 ≤ i ≤ n, then
µ1 = µ2 = · · · = µk = x
d
i . Statements (1) and (2) are clear, so we need only
show that xdi ∈ Borel(M). By Lemma 3.4, σi(µ) = dk ≤ σi(M
k). Since this is
as large as σi(µ) can be for a monomial of degree dk, σi(M
k) = dk. It follows
that σi(x
d
i ) = σi(M) = d. Moreover, σj(x
d
i ) = d = σj(M) for any j < i and
σj(x
d
i ) = 0 ≤ σj(M) for any j > i. It follows from Lemma 3.4 that x
d
i ∈ Borel(M).
Now suppose that k > 1 and µ is divisible by more than one variable. Let s
be the largest index of a variable dividing µ, let A be the exponent of xs in µ,
and put A = qk + r (as in Algorithm 1). First we show (1). If r > 0, then by
induction on the number of variables, U1 · · ·Uk−r = µup and D1 · · ·Dr = µdown.
Since µi = x
q
s · Ui for 1 ≤ i ≤ k − r and µi = x
q+1
s ·Di−k+r for k − r < i ≤ k,
µ1 . . . µk = x
qk+r
s µupµdown = µdown(x
A
s · µup) = µ.
If r = 0 then by induction L1 · · ·Lk = µleft. So µ1 · · ·µk = x
qk
s µleft = µ.
Now we show (2). If r > 0, then by induction U1 grevlex · · · grevlex Uk−r and
D1 grevlex · · · grevlex Dr. Thus µ1 grevlex · · · grevlex µk−r and µk−r+1 grevlex
· · · grevlex µk. Moreover, the least variable dividing µk−r, namely xs, has exponent
q in µk−r and exponent q+1 in µk−r+1; hence µk−r grevlex µk−r+1. Now suppose
r = 0. By induction L1 grevlex · · · grevlex Lk. Hence µ1 grevlex · · · grevlex µk.
Finally we show (3). If r > 0, then by induction Ui ∈ Borel(Mup) for i =
1, . . . , k−r and Di ∈ Borel(Mdown) for i = 1, . . . , r. Since x
q
sMup ∈ Borel(M) (by
its definition in Algorithm 1) it follows that µi = x
q
s·Ui ∈ Borel(M) for i = 1, . . . , k−
r. Likewise, xq+1s Mdown ∈ Borel(M) (again by its definition in Algorithm 1) so it
follows that µi = x
q+1
s Di−k+r ∈ Borel(M) for i = k − r + 1, . . . , k. If r = 0 then
L1, . . . , Lk ∈ Borel(Mdown) by induction. Since x
q
sMdown ∈ Borel(M) (by its
definition in Algorithm 1), it follows that µi = x
q
sLi ∈ Borel(M) for i = 1, . . . , k. 
Now we return to the toric ring. Let M ∈ K[x] be a fixed monomial, I =
〈Borel(M)〉 ⊂ K[x], µ ∈ K[x], T = {Tm : m ∈ Borel(M)}, and φ : K[T] → K[x] be
defined by φ(Tm) = m. Order the variables of K[T] by Tm ≻ Tm′ if m ≻grevlex m
′.
Let ≺ be the lexicographic monomial order on K[T] with respect to this ordering
of the variables. Set
(4.1) B(M) = {TmTn − T xi
xj
mT xj
xi
n
: xj | m,xi | n, and
xi
xj
m,n ∈ Borel(M)}.
Let ~Γµ,B be the directed graph associated to µ and B (see Definition 2.2). Notice
that by Lemma 3.6, Γµ,B is empty unless µ ∈ Borel(M
k) for some k ≥ 1.
Definition 4.4. Fix monomials M ∈ K[x], µ ∈ Borel(Mk), and the toric map φ :
K[Tm : m ∈ Borel(M)] → K[x] defined by φ(Tm) = m. Let BorelSort(M,µ) =
{µ1, . . . , µk}. We define T
µ
min =
∏k
i=1 Tµi .
Theorem 1. Fix monomials M ∈ K[x], µ ∈ Borel(Mk), and the toric map φ :
K[Tm : m ∈ Borel(M)]→ K[x] defined by φ(Tm) = m. We put the monomial order
≺grevlex on K[x]. This induces the order Tm ≻ Tn if m ≻grevlex n on the variables
of K[T] = K[Tm : m ∈ Borel(M)]. On top of this ordering of the variables we put
the lexicographic monomial order ≺lex on K[T]. Then T
µ
min is the unique sink in
16 MICHAEL DIPASQUALE AND BABAK JABBAR NEZHAD1
~Γµ,B, where B = B(M) is the set in (4.1). In particular, B is a Gro¨bner basis for
JK[I] with respect to ≺lex, where I = 〈Borel(M)〉. Additionally, the set of quadrics
{TmTn − Tµ1Tµ2 : m,n ∈ Borel(M),BorelSort(M,mn) = {µ1, µ2}}
is also a Gro¨bner basis for JK[I] with respect to ≺lex.
Discussion 4.4. In the proof of Theorem 1 we will use the notation of Algorithm 1 to
break apart the various inductive steps. In order to streamline the proof, we discuss
here how the fiber graphs of the different monomials in Algorithm 1 interact with
each other.
For fixed monomials M and µ ∈ Borel(Mk), we let xs,A,q, and r be as in
Algorithm 1. If r > 0 we have the monomials Mup, µup,Mdown, and µdown and
if r = 0 we have the monomials Mleft and µleft as in Algorithm 1.
If r = 0 we write Tleft for {Tℓ : ℓ ∈ Borel(Mleft) and we define the injective
map φleft : K[Tleft]µleft → K[T]µ by
φleft(
k∏
i=1
Tℓi) =
k∏
i=1
Tℓixqs ,
extended linearly. Under this map, it follows from Definition 4.4 and Algorithm 1
that φleft(T
µleft
min ) = T
µ
min.
Let Bleft = B(µleft) be defined as in (4.1). Associated to the map φleft
we can identify ~Γµleft,Bleft with a directed subgraph of
~Γµ,B which we will de-
note by ~Γleft. To obtain ~Γleft simply apply the map φleft to the vertices of
~Γµleft,Bleft and connect two vertices with an edge in
~Γleft if their preimages
are connected by an edge. We claim ~Γleft is a subgraph of ~Γµ,B; to see this, notice
that if
B = TℓTℓ′ − T xi
xj
ℓT xj
xi
ℓ′
∈ Bleft,
then φleft(B) ∈ B. Thus a directed edge between vertices of ~Γµleft,Bleft gets
sent by φleft to a directed edge between vertices of ~Γµ,B.
We now define analagous maps if r > 0. We write Tup and Tdown for the sets
of variables {Tm : m ∈ Borel(Mup)} and {Tn : n ∈ Borel(Mdown)}, respectively.
We define an injective map φup,down : K[Tup]µup × K[Tdown]µdown → K[T]µ
by
φup,down(
k−r∏
i=1
Tmi ,
k∏
i=k−r+1
Tni) =
k−r∏
i=1
Tmixqs
k∏
i=k−r+1
Tnixq+1s ,
extended linearly. Under this map, it follows from Definition 4.4 and Algorithm 1
that φup,down(T
µup
min ,T
µdown
min ) = T
µ
min.
Let Bup = B(Mup) and Bdown = B(Mdown) be as in (4.1). Just as in the case
r = 0, we can use the map φup,down to identify the Cartesian product ~Γµup,Bup ×
~Γµdown,Bdown with a subgraph of Γµ,B, which we denote as
~Γup,down.
Proof of Theorem 1. We will show by induction on the number of variables dividing
µ that Tµmin is the unique sink in
~Γµ,B. First suppose that µ is only divisible by a
single variable. Then Tµmin is the unique monomial in K[T] so that φ(T
µ
min) = µ,
hence it is of course the unique sink.
Now suppose that µ is divisible by more than one variable and let xs be the
variable of largest index dividing µ, A the exponent of xs in µ, and set A = qk+r as
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in Algorithm 1. Further suppose that N = {N1, . . . , Nk}, N1 grevlex · · · grevlex
Nk, and TN =
∏k
i=1 TNi satisfies φ(TN ) = µ and TN is a sink. We will show that
TN = T
µ
min.
First suppose that there exist indices i < j so that xs appears in Ni with ex-
ponent ni, xs appears in Nj with exponent nj , and nj − ni ≥ 2. Now Nj divides
µ, σs(Nj) > σs(Ni), and hence σs(M
′) > σs(Ni), where M
′ is the unique minimal
monomial in Borel(M) under Borel order which divides µ. Clearly s is the largest
possible index where we can have σs(Ni) < σs(M
′), as xs is the variable of largest
index dividing µ. It follows from Lemma 3.5 that Ni must be divisible by some
variable xh where h < s and
xs
xh
Ni divides µ and is in Borel(M). Let
TN ′ = T xs
xh
NiT xhxs Nj
∏
u6=i,j
TNu.
Clearly xsxhNi grevlex Ni and
xh
xs
Nj grevlex Ni since the exponent of xs in Ni is
smaller in both cases. It follows that
TN ′ ≺ TN ,
hence the directed edge TN → TN ′ appears in ~Γµ,B and TN is not a sink. Thus if
TN is a sink, we may assume that the exponents of xs in Ni for i = 1, . . . , k differ
by at most one. We show that the exponents must be either q or q + 1. Suppose
there exists an index i so that the exponent of xs in Ni is ni and ni < q. Then, by
the pigeonhole principle, there is an index j so that the exponent of xs in Nj , call
it nj , satisfies nj > q. Since nj −ni ≥ 2, TN is not a sink. Similarly, suppose there
is an index j so that nj > q + 1. Then there is again an index i so that ni < q + 1
and TN is not a sink. So the exponent of xs must be either q or q + 1 in each Ni.
If r = 0, we may thus assume that the exponent of xs in Ni is q for 1 ≤ i ≤ k.
As in Discussion 4.4, let Tleft be the set of variables {Tm : m ∈ Borel(Mleft)}.
By induction on the number of variables, it follows that T
µleft
min ∈ K[Tleft]µleft
is the unique sink of ~Γµleft,Bleft . As described in Discussion 4.4, we may use the
map
φleft : K[Tleft]µleft → K[T]µ
to identify ~Γµleft,Bleft with a directed subgraph of
~Γµ,B which we denote by
~Γleft. Since TN is a sink of ~Γµ,B by assumption, it must also be a sink of ~Γleft.
However, ~Γleft has a unique sink by induction, namely φleft(T
µleft
min ), which we
observed in Discussion 4.4 is the same as Tµmin. Thus TN = φleft(T
µleft
min ) =
T
µ
min, as desired.
If r > 0, we may assume that the exponent of xs in Ni is q for i = 1, . . . , k − r
and q + 1 for i = k − r + 1, . . . , k. Let N ′i =
Ni
xqs
for i = 1, . . . , k − r and N ′i =
Ni
xq+1s
for i = k − r + 1, . . . , k. Put
µNup =
k−r∏
i=1
N ′i , µ
N
down =
k∏
i=k−r+1
N ′i ,
and let Mup, µup,Mdown, µdown be as in Algorithm 1. Notice that µ
N
up and
µNdown are only divisible by variables whose index is strictly less than s, so N
′
i ∈
Borel(Mup) for i = 1, . . . , k − r and µ
N
up ∈ Borel(M
k−r
up ). Recall that µup is, by
definition, the least monomial under Borel order in Borel(Mk−rup ) which divides µ,
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so µNup ∈ Borel(µup) by Lemma 3.5. If µ
N
up 6= µup, then by Lemma 3.7, there are
indices u < v and an index 1 ≤ i ≤ k − r so that
• xvxuN
′
i ∈ Borel(Mup),
• xvxuµ
N
up divides µ, and
• xvxuµ
N
up ∈ Borel(M
k−r
up ).
Since xAs µ
N
upµ
N
down = µ, it follows that xv must divide µ
N
down. Hence there
is some N ′j , k − r + 1 < j ≤ k, so that xv divides N
′
j. Putting these together, it
follows that xvxuNi ∈ Borel(M),
xu
xv
Nj ∈ Borel(M). Put
TN ′ = T xv
xu
NiT xuxv Nj
∏
ℓ 6=i,j
TNℓ .
Since the exponent of xs is q in both Ni and
xv
xu
Ni and q+1 in both Nj and
xu
xv
Nj,
we have
Ni ≻grevlex
xv
xu
Ni ≻grevlex
xu
xv
Nj ≻grevlex Nj .
It follows that TN ≻ TN ′ , hence the directed edge TN → TN ′ appears in ~Γµ,B and
TN is not a sink. Thus we may assume µ
N
up = µup and µ
N
down = µdown.
Now, as in Discussion 4.4, let Tup and Tdown be the sets of variables {Tm :
m ∈ Borel(Mup)} and {Tn : n ∈ Borel(Mdown)}, respectively. By induction on the
number of variables, it follows that T
µup
min ∈ K[Tup]µup (respectively T
µdown
min ∈
K[Tdown]µdown ) is the unique sink of
~Γµup,Bup (respectively
~Γµdown,Bdown).
As described in Discussion 4.4, we may use the map
φup,down : K[Tup]µup ×K[Tdown]µdown → K[T]µ
to identify ~Γµup,Bup ×
~Γµdown,Bdown with a directed subgraph of
~Γµ,B which we
denote by ~Γup,down. Since TN is a sink of ~Γµ,B by assumption, it must also be
a sink of ~Γup,down. However, ~Γup,down has a unique sink by induction, namely
φup,down(T
µup
min ,T
µdown
min ), which we saw in Discussion 4.4 is the same as T
µ
min.
Thus TN = φup,down(T
µup
min ,T
µdown
min ) = T
µ
min, as desired.
Finally, B(M) and the set of quadrics
{TmTn − Tµ1Tµ2 : m,n ∈ Borel(M),BorelSort(M,mn) = {µ1, µ2}}
have the same span as a K-vector space. This follows from the fact that ~Γmn,B has
the unique sink Tmnmin. 
Corollary 4.5 (De Negri [7]). If I is a principal Borel ideal, then both the toric
ring K[I] and the Rees algebra R[It] are Koszul, Cohen-Macaulay, and normal.
Proof. The Koszul property follows because JK[I] has a Gro¨bner basis of quadrics
by Theorem 1. The lead terms of this Gro¨bner basis are squarefree, hence it follows
from [27, Proposition 13.15] that K[I] is normal. Hochster’s well-known result then
implies that K[I] is Cohen-Macaulay. These properties pass to the Rees algebra
R[It] by [15, Theorem 5.1]. 
5. Principal L-Borel ideals and chordal bipartite incidence graphs
In this section we define a class of ideals containing the principal Borel ideals,
which we call principal L-Borel ideals. We also define an incidence condition for a
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collection of principal L-Borel ideals which is crucial for the Koszul property of the
associated multi-Rees algebra, as we will see in Section 6.
Definition 5.1. Let U be a non-empty subset of {x1, . . . , xn}. Write LU for
the partially ordered set (poset) on {x1, . . . , xn} defined by xj <LU xi whenever
xi, xj ∈ U , i < j, and xk is incomparable to every other variable if xk /∈ U . We call
a poset L on {x1, . . . , xn} a linear poset if L = LU for some U ⊂ {x1, . . . , xn}, and
we call U the support of LU .
Clearly a non-empty subset U ⊂ {x1, . . . , xn} determines a unique linear poset
L with support U . The opposite is also true unless L is the anti-chain (i.e. L does
not compare any variables): if U is any subset consisting of a single variable then
the linear poset on U is the anti-chain.
Definition 5.2. Suppose L = LU is a linear poset on x = {x1, . . . , xn} and m is
a monomial in S = K[x1, . . . , xn]. An L-Borel move (respectively, reverse L-Borel
move) on m is a monomial of the form xixjm (respectively,
xj
xi
m), where xj <L xi.
If a set of monomials is closed under L-Borel moves we call it an L-Borel set. We
call the set of all monomials which can be obtained from a fixed monomial m by L-
Borel moves a principal L-Borel set with principal L-Borel generator m; we denote
such a set by L-Borel(m). We call a monomial ideal generated by an L-Borel set
(respectively, principal L-Borel set) an L-Borel ideal (respectively, principal L-Borel
ideal).
Definition 5.3. Suppose I is an L-Borel ideal. We call a variable xi ∈ K[x] an
essential variable of I if
(1) xi divides at least one monomial in gens(I)
(2) xi does not appear in every monomial of gens(I) with the same exponent.
Observation 5.1. If I is L-Borel with essential variables E, and LE is the linear
poset on E, then I is also an LE-Borel ideal. Moreover, E is the smallest possible
support of a linear poset L with respect to which I is L-Borel.
The essential variables reflect which variables actually take part in L-Borel moves
on generators of I. We illustrate this with two examples.
Example 5.2. Suppose U = {xk, xk+1, . . . , xn} for some fixed integer 1 ≤ k ≤ n
and let L = LU . Then I = L-Borel(x
a
k) = 〈x
a
k〉 for any a ∈ Z>0. According
to Definition 5.3, the set of essential variables of I is empty. This is appropriate
because there are no L-Borel moves which occur among the generators of I. Thus
the antichain L∅ is the poset of minimal support with respect to which I is L-Borel.
Example 5.3. Consider the ideal I = 〈x31x4, x
2
1x2x4, x1x
2
2x4〉 ⊂ K[x1, x2, x3, x4]. Let
U1 = {x1, x2}, U2 = {x1, x2, x3}, and put L1 = LU1 , L2 = LU2 . Then I = 〈L1-
Borel(x1x
2
2x4)〉 and I = 〈L2-Borel(x1x
2
2x4)〉. We see that the essential variables of
I are {x1, x2} = U1.
Now consider the ideal I ′ = 〈x31, x
2
1x2, x1x
2
2〉 ⊂ K[x1, x2, x3, x4]. Let U1 and U2 be
as above and set U3 = {x1, x2, x3, x4} and L3 = LU3 . Then I
′ = 〈L1-Borel(x1x
2
2)〉 =
〈L2-Borel(x1x
2
2)〉 = 〈L3-Borel(x1x
2
2)〉 = 〈Borel(x1x
2
2)〉. The essential variables of I
′
are again U1 = {x1, x2}.
Remark 5.4. Let U ⊂ {x1, . . . , xn}, L = LU , and m ∈ K[x] be a monomial.
Suppose m = m1m2 where m1 is a monomial in variables contained in U and
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m2 is a monomial in variables not contained in U . If we consider m1 as a monomial
in K[E], where E is the essential variables of 〈L-Borel(m)〉, then L-Borel(m) =
{m2n : n ∈ Borel(m1)}. Thus L-Borel ideals in K[x] are extensions of Borel ideals
from a polynomial subring, possibly multiplied by an additional monomial. We will
see in Proposition 6.1 that, as far as the defining equations of Rees and multi-Rees
algebras are concerned, we may assume every principal L-Borel ideal is simply an
extension of a principal Borel ideal from K[E].
Remark 5.5. We chose our notation of L-Borel ideals to be consistent with [11],
where the more general class of Q-Borel ideals is introduced. These are ideals fixed
under Borel moves drawn from an arbitrary poset Q on x.
The Koszul property for principal L-Borel ideals can be subtle, as the following
example from [2] shows.
Example 5.6. Let I = {I1, I2, I3} where I1 = 〈x1, x2〉, I2 = 〈x1, x3〉, and I3 =
〈x2, x3〉. These are principal L-Borel ideals on the linear posets over E1 = {x1, x2},
E2 = {x1, x3}, and E3 = {x2, x3}. The multi-fiber ring K[It] is the subring
K[x1t1, x2t1, x1t2, x3t2, x2t3, x3t3] ⊂ K[x, t].
It is straightforward to see that Tx1t1Tx3t2Tx2t3 − Tx2t1Tx1t2Tx3t3 is a minimal gen-
erator of the defining ideal both of the multi-fiber ring K[It] and the multi-Rees
algebra R[It]. Thus neither the multi-fiber ring K[It] or the multi-Rees algebra
R[It] is Koszul.
The fiber ring in Example 5.6 is in fact the toric edge ring of the bipartite graph
on {x1, x2, x3} ⊔ {t1, t2, t3} with edges {x1, t1}, {x2, t1}, {x1, t2}, {x3, t2}, {x2, t3},
and {x3, t3}. By [22] the edge ring of a bipartite graph is Koszul if and only if
the graph is chordal bipartite; that is, every cycle of length greater than four has
a chord. Clearly the bipartite graph associated with Example 5.6 is a six-cycle
without a chord, so the multi-fiber ring K[It] cannot be Koszul. In fact, one way
to interpret the main result of [22] is as a classification of when the fiber ring of the
multi-Rees algebra R[It] is Koszul, in the case when each ideal in I is generated by
a subset of the variables of K[x] (see Theorem 3). We consider how we can put a
similar condition on a collection I of principal L-Borel ideals to recover the Koszul
property of R[It].
Definition 5.4. Let G be a bipartite graph with vertex set V = x ⊔ t and edges
E ⊂ x × t. For a fixed ordering {x1, . . . , xn} of x and {t1, . . . , tr} of t, the bi-
adjacency matrix of G is the matrix with rows indexed by x, columns indexed by
t, with a 1 in position (xi, tj) if {xi, tj} ∈ E(G) and a 0 otherwise.
An L-free ordering of V is an ordering x = {x1, . . . , xn} and t = {t1, . . . , tr}
satisfying that if 1 ≤ h < j ≤ n, 1 ≤ u < v ≤ r, and {xh, tu}, {xj, tu}, {xj, tv} ∈ E,
then {xj , tu} ∈ E. Equivalently, the bi-adjacency matrix of G has no submatrix of
the form
[
1 0
1 1
]
. (This explains the terminology L-free.)
Definition 5.5. Let G be a bipartite graph with vertex set V = x ⊔ t and edges
E ⊂ x× t. G is a chordal bipartite graph if every cycle of length at least six has a
chord. A chord of a cycle is an edge of G connecting non-adjacent vertices of the
cycle.
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Theorem 2. [16] A bipartite graph G is chordal bipartite if and only if its vertex
set has an L-free ordering.
Remark 5.7. In [16] and also in [22] the authors consider an ordering for x and t so
that the bi-adjacency matrix has no submatrix of the form Γ =
[
1 1
1 0
]
. An L-free
ordering can easily be turned into an ordering which avoids submatrices of type Γ
by reversing the order on x (since we have stipulated that the columns are labeled
by x). We choose the convention of an L-free ordering instead of a Γ-free ordering
because it matches best with both the Borel order on the x variables and (one of)
the conventions for Ferrers diagrams – see Example 5.10.
Definition 5.6. Suppose that I = {I1, . . . , Ir} is a collection of principal L-Borel
ideals in K[x]. Let Ei be the essential variables of Ii for i = 1, . . . , r. We define
the essential variables incidence graph of I, denoted G(I) as the bipartite graph
on the vertex set x ⊔ t with edges {xi, tj} if xi ∈ Ej .
We say an ordering of the ideals I is L-free if it yields an L-free ordering of the
vertices of the essential variables incidence graph of I (we must fix the ordering
of the variables x since this ordering determines what moves are considered Borel
moves).
Example 5.8. Consider the family I = {I1, I2, I3, I4, I5} of principal L-Borel ideals
in K[x1, x2, x3, x4]:
I1 = 〈x4〉
I2 = 〈x
2
3, x3x4〉
I3 = 〈x
2
2, x2x3, x2x4, x
2
3, x3x4〉
I4 = 〈x
3
1, x
2
1x2, x
2
1x3, x1x
2
2, x1x2x3〉
I5 = 〈x
3
1, x
2
1x2, x1x
2
2〉
The ideals Ii are Li-Borel (for 1 ≤ i ≤ 5) with respect to the linear posets
LEi, where E1 = {x4}, E2 = {x3, x4}, E3 = {x2, x3, x4}, E4 = {x1, x2, x3}, and
E5 = {x1, x2}, respectively. The sets E1, E2, E3, E4, and E5 are the essential vari-
ables of I1, I2, I3, I4, and I5, respectively. The principal Li-Borel generators are,
respectively, x4, x3x4, x3x4, x1x2x3, and x1x
2
2. The essential variables incidence
graph G(I) is shown in Figure 3. The bi-adjacency matrix of G(I) is


t1 t2 t3 t4 t5
x1 0 0 0 1 1
x2 0 0 1 1 1
x3 0 1 1 1 0
x4 1 1 1 0 0

.
Since the bi-adjacency matrix is L-free, we see that G(I) is chordal bipartite by
Theorem 2.
Remark 5.9. Notice that I1, I2, and I3 in Example 5.8 are not principal L-Borel
with respect to any poset L with support larger than E1, E2, and E3, respectively.
In contrast, I4 and I5 in Example 5.8 are principal Borel ideals: that is, they are
principal L-Borel with respect to the full linear poset L on the set {x1, x2, x3, x4},
namely x4 <L x3 <L x2 <L x1. The essential variables of I4 and I5 are nevertheless
proper subsets of the full set of variables.
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x1
x2
x3
x4
t1
t2
t3
t4
t5
Figure 3. The essential variables incidence graph for Example 5.8
Example 5.10 (Producing L-free orderings). Suppose D is a Ferrers, skew Ferrers,
shifted Ferrers, or shifted skew Ferrers diagram. We do not define these diagrams
here, but we give pictures in Figure 4 of diagrams of each of these types. These
are highly studied diagrams, and various ideals associated to them have quite nice
properties (see for example [5, 21, 19]).
We label the rows of the diagram D from top to bottom by the variables
x1, . . . , xn and the columns from left to right by t1, t2, . . . , tr. We may consider
the diagram D as a subset of the Cartesian product x× t (with certain properties),
and thus we can define an incidence graph on x⊔t with edges {xi, tj} if (xi, tj) ∈ D.
The bi-adjacency matrix of this incidence graph is easily seen from the diagram D:
the (xi, tj) entry of the adjacency matrix is a 1 if a box is present and a 0 if a box
is not present.
It is straigtforward to see that this ordering of the vertices of the incidence graph
of a Ferrers, skew Ferrers, or shifted skew Ferrers diagram will be an L-free ordering.
For instance, the incidence graph of the skew Ferrers diagram in Figure 4 is the
essential variables incidence graph for the collection of ideals I in Example 5.8.
An important special case is when I is a collection of principal Borel ideals.
Proposition 5.7. Suppose I = {I1, . . . , Ir} is a collection of principal Borel ideals
of K[x]. Then I admits an L-free ordering.
Proof. Let Ei denote the set of essential variables of Ii for i = 1, . . . , r. Since Ii is
Borel, Ei must either be empty or have the form {x1, . . . , xk} for some 2 ≤ k ≤ n for
every 1 ≤ i ≤ r. If necessary, re-index the ideals Ii so that |E1| ≥ |E2| ≥ · · · ≥ |Er|.
Then the corresponding ordering on the vertices of the essential variables incidence
graph G(I) is clearly L-free, hence so is I. In fact, the bi-adjacency matrix of G(I)
(with this re-ordering) corresponds to a Ferrers diagram (see Example 5.10). 
6. Koszul multi-Rees algebras of principal L-Borel ideals
We begin this section by re-stating the main result of [22] in our context, as a
statement about L-Borel ideals generated in degree one.
Theorem 3. [22] Let I = {I1, . . . , Ir} be a collection of L-Borel ideals generated
in degree one. Then the multi-fiber ring K[It] is Koszul if and only if the essential
variables incidence graph G(I) is chordal bipartite.
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t1 t2 t3 t4 t5
x1
x2
x3
x4
Figure 4. Top: a labeled Ferrers diagram. Bottom (left to right):
a skew Ferrers, shifted Ferrers, and shifted skew Ferrers diagram
Our goal in this section is to generalize Theorem 3 as much as possible to the
multi-Rees algebra and multi-fiber ring of an arbitrary collection of L-Borel ideals.
(We cannot completely generalize Theorem 3 – one difficulty is that we are not
free to re-order the x variables as this could destroy the L-Borel property for the
ideals in I.) We focus on the multi-Rees algebra, however slight modifications in
the proofs will yield similar statements for the multi-fiber ring, as we indicate later.
Before proceeding, we show that we can assume the L-Borel ideals of I are simply
extensions of principal Borel ideals from polynomial subrings (see Remark 5.4).
Proposition 6.1. Let M1, . . . ,Mr be a collection of monomials in K[x]. Let
L1, . . . , Lr be linear posets on x, and put Ii = Li-Borel(Mi) for i = 1, . . . , r. Sup-
pose that, for i = 1, . . . , r, Mi factors as Mi = M
′
imi, where M
′
i is divisible only
by variables in the support of the essential variables Ei and mi is divisible only
by variables not in the support of Ei. Put I
′
i = Li-Borel(Mi) for i = 1, . . . , r and
I ′ = {I ′1, . . . , I
′
r}. Then R[It]
∼= R[I ′t] and K[It] ∼= K[I ′t].
Proof. We define a map φ : R[I ′t] → R[It] on generators by φ(xi) = xi for
i = 1, . . . , n and φ(nti) = minti when n ∈ gens(I
′
i), and extend linearly. This map
is clearly surjective. Since the powers of mi can be read off the powers of ti, it is
also straightforward to see that φ is injectve. Hence R[It] ∼= R[I ′t]. A similar map
shows K[It] ∼= K[I ′t]. 
Henceforth we only consider I = {I1, . . . , Ir}, where Ii = Li-Borel(Mi) and Mi
is only divisible by essential variables of Ii. Equivalently, Ii is the extension of the
ideal Borel(Mi) from the polynomial subring K[Ei] for i = 1, . . . , r, where Ei is the
set of essential variables of Ii.
Convention 6.1 (Monomial order for K [x,T] ). Suppose I = {I1, . . . , Ir} is a
collection of principal L-Borel ideals of K[x] and that the given ordering of I is
an L-free ordering. We order the variables of K[x,T] by Tmti ≺ Tntj if i > j
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or i = j and m ≺grevlex n. Furthermore we make Tmti ≻ xj for any variable
Tmti ∈ T and xj ∈ x. On top of this ordering of the variables of K[x,T] we put
the lexicographic order.
Definition 6.2. LetM1, . . . ,Mr be a collection of monomials inK[x]. Let L1, . . . , Lr
be linear posets on x, and put Ii = Li-Borel(Mi) for i = 1, . . . , r. We assume that
Li = LEi , the linear poset associated to the essential variables of Ii, for i = 1, . . . , r.
We further assume, using Proposition 6.1 if necessary, that every variable divid-
ing Mi is in the support of Ei, so Ii is the extension of a principal Borel ideal
from the subring K[Ei] for i = 1, . . . , r. Suppose µt
β = µtβ11 · · · t
βr
r is a monomial
in K[x, t]. Define µ1, . . . , µr inductively as follows. If β1 = 0, then set µ1 = 1.
Otherwise, if there is a monomial in L1-Borel(M
β1
1 ) which divides µ, let µ1 be the
smallest monomial in L1-Borel(M
β1
1 ) under Borel order dividing µ (which exists by
Lemma 3.5). If there is no monomial in L1-Borel(M
β1
1 ) which divides µ, then we
stop the procedure and say µi is not defined for i = 1, . . . , r. Now we define µℓ+1
from µℓ. First, if βℓ+1 = 0, then µℓ+1 = 1. Otherwise, if there is a monomial in
Lℓ+1-Borel(M
βℓ+1
ℓ+1 ) which divides µ/(µ1 · · ·µℓ), then we set µℓ+1 to be the smallest
such monomial under Borel order. If there is no monomial in Lℓ+1-Borel(M
βℓ+1
ℓ+1 )
which divides µ/(µ1 · · ·µℓ), then we stop the procedure and say µk is not defined
for ℓ < k ≤ r. If µ1, . . . , µr are all defined then, for i = 1, . . . , r, we define
T
µit
βi
i
min :=
βi∏
j=1
TNjti ,
where {N1, . . . , Nβi} = BorelSort(Mi, µi). (The Borel sort algorithm should be
carried out in the polynomial ring K[Ei], where Ei is the set of essential variables
of Ii, for i = 1, . . . , k.) Finally (again assuming µ1, . . . , µr are defined) we put
ν = µ/(µ1 · · ·µr) and define
T
µtβ
min := νT
µ1t
β1
1
min · · ·T
µrt
βr
r
min .
If any of the monomials µ1, · · · , µr are not defined, then we say T
µtβ
min is not defined.
Remark 6.2. By construction, if Tµt
β
min is defined then it is the lexicographically
smallest monomial in K[x,T]µtβ .
The procedure outlined in Definition 6.2 often fails, however we will show that
it never fails if I is an L-free ordered collection of L-Borel ideals.
Example 6.3. Let I1 = 〈x1, x2〉, I2 = 〈x1, x3〉, and I3 = 〈x2, x3〉, and I = {I1, I2, I3}
be the collection of L-Borel ideals from Example 5.6. Let µtβ = x1x2x3t1t2t3, so
µ = x1x2x3. Then the minimal monomial in I1 under Borel order dividing µ is x2.
So µ1 = x2. Likewise the minimal monomial in I2 dividing µ/µ1 = x1x3 is x3, so
µ2 = x3. However it is then impossible to define µ3. Notice that there is no L-free
ordering of I in this case.
Example 6.4. Let I be the collection of L-Borel ideals from Example 5.8, and
put µtβ = x61x
9
2x
6
3x
4
4t1t
2
2t
2
3t
2
4t
2
5. Then we have µ1 = x4, µ2 = x
2
3x
2
4, µ3 = x
3
3x4,
µ4 = x
2
1x
3
2x3, µ5 = x
2
1x
4
2, and ν = x
2
1x
2
2. We then compute
T
µtβ
min = x
2
1x
2
2Tx4t1T
2
x3x4t2Tx23t3Tx3x4t3Tx1x22t4Tx1x2x3t4T
2
x1x22t5
.
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Now we define the set of quadrics which we will show is a Gro¨bner basis for the
defining equations of the multi-Rees algebra. Suppose that I is an L-free ordered
collection of L-Borel ideals. We consider quadrics in the defining ideal of the multi-
Rees algebra R[It] of three types. First, we have quadrics of symmetric type; we
name them symmetric type because they are relations on the symmetric algebra.
These are quadrics of the form
xsTmti − xtT xsxtmti
where m ∈ Ii and
xs
xt
m is an Li-Borel move on m.
Then we have quadrics of fiber type, which are relations on the defining ideal
of the multi-fiber ring. We split these further into principal and bi-principal fiber
type. A quadric of principal fiber type has the form
TmtiTnti − T xsxtmti
T xt
xs
nti ,
where m,n ∈ Ii,
xs
xt
m is an Li-Borel move on m, and
xt
xs
n is a reverse Li-Borel
move on n. A quadric of bi-principal fiber type has the form
TmtiTntj − T xt
xs
mtiT xsxt ntj
,
where m ∈ Ii, n ∈ Ij , i < j,
xt
xs
m is a reverse Li-Borel move on m, and
xs
xt
n is an
Lj-Borel move on n.
Theorem 4. Let M1, . . . ,Mr be a collection of monomials in K[x]. Let L1, . . . , Lr
be linear posets on x, and put Ii = Li-Borel(Mi) for i = 1, . . . , r. Let I =
{I1, . . . , Ir} be an L-free ordering and B ⊂ K[x,T] the set of quadrics of symmetric
and fiber type.
Then, for any µtβ = µtβ11 · · · t
βr
r ∈ K[x, t] for which K[x,T]µtβ is non-empty,
the monomial Tµt
β
min ∈ K[x,T]µtβ from Definition 6.2 is the unique sink of
~Γµtβ,B.
In particular, the quadrics of symmetric and fiber type form a quadratic Gro¨bner
basis for JR[It] with respect to the monomial order in Convention 6.1.
Proof. We induct on the size of the support of β; that is, the number of integers
βi which are non-zero. If β = 0, then µ
′ = µ = Tµt
β
min is the only monomial in
K[x,T]µtβ , so the theorem is trivially satisfied.
Now suppose that tβ is divisible by tu for some u ≥ 1. We assume u is the
least integer so that tu divides t
β. If u = 1, then µu = µ1 in the notation of
Definition 6.2. Otherwise µ1 = µ2 = · · · = µu−1 = 1, and µu is the smallest
monomial in Borel(Mβuu ) which divides µ (since we assume K[x,T]µtβ is non-empty
there must be at least one monomial in Borel(Mβuu ) which divides µ). Now suppose
T′ = ν′
∏k
i=u
∏βi
s=1 Tm(i)s ti
is a monomial in K[x,T]µtβ , where ν
′ ∈ K[x] and the
superscript (i) records that m
(i)
s ∈ Borel(Mi). Assume further that T
′ is a sink.
Put T′u :=
∏βu
s=1 Tm(u)s tu
and µ′u :=
∏βu
s=1m
(u)
s .
First, assume that µ′u = µu. Then, since we assume T
′ is a sink, we must have
T′u = T
µut
βu
u
min by Theorem 1 (here we use only the fiber quadrics of principal type).
Since we assume T′ is a sink, T′/T′u must also be a sink of ~Γµtβ/(µutβuu ),B. By
induction on the size of the support of β, T′/T′u = T
µtβ/(µut
βu
u )
min hence T
′ = Tµt
β
min.
Now assume µ′u 6= µu. We necessarily have that µ
′
u divides µ and µ
′
u ∈ Borel(M
βu
u ).
It follows from the definition of µu and Lemma 3.5 that µ
′
u ∈ Lu-Borel(µu) and
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there is a reverse Lu-Borel move
xj
xh
µ′u ∈ Lu-Borel(µu) so that
xj
xh
µ′u divides µ.
Since
∏βi
s=1m
(i)
s = µ′i, the same reverse Borel move can be applied to one of the
factors m
(i)
s , preserving that
xj
xh
m
(i)
s ∈ Lu-Borel(Mu). Without loss assume s = 1,
so
xj
xh
m
(i)
1 ∈ Lu-Borel(Mu).
We consider two cases. First, if xj divides ν, then
T′′ =
xh
xj
T′ · T xj
xh
m
(u)
1 tu
/T
m
(u)
1 tu
∈ K[x, t]µtβ ,
T′′ ≺ T′, and T′ −T′′ is divisible by the quadric
xjTm(u)1 tu
− xhT xj
xh
m
(u)
1 tu
of symmetric type. Hence T′ → T′′ is a directed edge of ~Γµtβ,B and T
′ is not a
sink, contrary to assumption.
Now suppose xj does not divide ν. Since
xj
xh
µ′u divides µ, it follows that xj
divides µ/µ′u. Thus there is some index v > u and some monomial n ∈ Borel(Mv)
so that xj divides n and Tntv divides T
′. Since I is an L-free ordering, xh must
also be an essential variable of Iv and thus
xh
xj
n is an Lv-Borel move on n. Thus
T′′ = T′ ·
T
xj/xhm
(u)
1 tu
T
m
(u)
1 tu
·
Txh/xjntv
Tntv
∈ K[x, t]µtβ ,
T′′ ≺ T′, and T′ −T′′ is divisible by the quadric
T
m
(u)
1 tu
Tntv − Txj/xhm(u)1 tu
Txh/xjntv
of bi-principal fiber type. Hence T′ → T′′ is a directed edge of ~Γµtβ,B and T
′ is
not a sink, contrary to assumption.
We conclude that if T′ is a sink, then T′ = Tµt
β
min. Since
~Γµtβ,B must have at
least one sink, Tµt
β
min is the unique sink. 
Although we have focused on the defining equations of the multi-Rees algebra,
a similar statement is true for the defining equations of the multi-fiber ring of the
multi-Rees algebra. We omit the proof as it is essentially a repeat of the proof of
Theorem 4 except we have no need of the quadrics of symmetric type.
Theorem 5. Suppose I = {I1, . . . , Ir} is an L-free ordered collection of principal
L-Borel ideals. Then the quadrics of fiber type form a quadratic Gro¨bner basis for
the defining equations JK[It] ⊂ K[T] for the multi-fiber ring K[It]. We take the
monomial order on K[T] to be the monomial order induced on K[T] as a subring
of K[x,T], where the latter is given the monomial order of Convention 6.1.
Corollary 6.3. Let I be a collection of principal L-Borel ideals so that I admits an
L-free ordering. Then R[It] and K[It] are Koszul, Cohen-Macaulay, and normal.
Proof. If necessary, re-order I so that it is L-free. Applying Theorem 4, JR[It]
has a Gro¨bner basis of quadrics, hence R[It] is Koszul. Furthermore, the leading
terms of this Gro¨bner basis under the monomial order from Convention 6.1 are
squarefree. Hence it follows from [27, Proposition 13.15] that R[It] is normal and
thus by Hochster’s well known result, R[It] is Cohen-Macaulay. For the multi-fiber
ring K[It], first apply Theorem 5 and then use the same argument. 
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Corollary 6.4. Let I be a collection of principal Borel ideals. Then R[It] and
K[It] are Koszul, Cohen-Macaulay, and normal.
Proof. This is immediate from Corollary 6.3 and Proposition 5.7. 
Corollary 6.5. Let I be a collection of principal L-Borel ideals so that each ideal
of I is also principal L-Borel under any permutation of x. If the essential variables
incidence graph of I is chordal bipartite then R[It] and K[It] are Koszul, Cohen-
Macaulay, and normal.
Proof. Since G(I) is chordal bipartite, there is an L-free ordering of its vertices. Fix
this ordering. With respect to this re-ordering of the variables x, every ideal in I is
still principal L-Borel by assumption (the linear ordering has changed according to
the permutation applied to x). Hence we now have an L-free collection of principal
L-Borel ideals, and we can apply Corollary 6.3. 
Corollary 6.6. Suppose that I is a collection of ideals, each of which is a power
of an ideal generated by variables. If the essential variables graph of I is chordal
bipartite then R[It] and K[It] are Koszul, Cohen-Macaulay, and normal.
Proof. Let I = {xi : xi ∈ E} for some E ⊂ x. Then I
k is principal LE-Borel for any
k and any ordering of the variables x. The result now follows from Corollary 6.5. 
7. Concluding Remarks and Questions
Remark 7.1. Algorithm 1 can be modified to produce unique sinks in the case that
K[x] has lexicographic instead of graded reverse lexicographic order. Moreover,
there is a much simpler algorithm than Algorithm 1 which produces the unique sink
for ~Γµ,B if graded reverse lexicographic order is used onK[T] instead of lexicographic
order. This comes at the cost of leading terms which are no longer squarefree.
Question 7.2. If I is a principal Borel ideal, is the set of binomials indicated in (4.1)
a universal Gro¨bner basis for the toric ideal JK[I]?
Remark 7.3. It follows from Corollary 6.3 that the multi-Rees algebra of a collection
of principal L-Borel ideals which admits an L-free ordering is Koszul. We do not
know if this is a necessary condition for the multi-Rees algebra of a collection of
principal L-Borel ideals to be Koszul.
Remark 7.4. If I = {I1, . . . , Ik} is an arbitrary collection of principal L-Borel
ideals, then the multi-Rees algebra R[It] is always Cohen-Macaulay and normal.
We can see this as follows. From [11, Proposition 2.9] we obtain that principal
L-Borel ideals are polymatroidal. The multi-Rees algebra of polymatroidal ideals
is Cohen-Macaulay and normal by [2, Theorem 5.4]. Since principal Q-Borel ideals
(see Remark 5.5) are also polymatroidal, the multi-Rees algebra of a collection of
principal Q-Borel ideals is also Cohen-Macaulay and normal. Q-Borel ideals are
introduced in [11]; they interpolate between arbitrary monomial ideals and Borel
ideals.
Question 7.5. Does the defining equations of the Rees algebra of a principalQ-Borel
ideal have a Gro¨bner basis of quadrics?
Remark 7.6. Since principal Q-Borel ideals are polymatroidal, Question 7.5 is a
special case of a question of Herzog and Hibi – namely whether the toric ideal
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of a polymatroidal ideal has a Gro¨bner basis of quadrics [13]. This in turn is an
extension of a conjecture of White that the base ring of a matroid has a defining
ideal generated by quadrics [28].
Question 7.7. Suppose we are given a collection I = {I1, . . . , Ir} of monomial ideals
in K[x] so that JK[Iit] has a Gro¨bner basis of quadrics with respect to a monomial
order on K[x] which is fixed for i = 1, . . . , r. Suppose additionally that I is a
subset of a sufficiently combinatorial family of ideals, such as Lex segment ideals,
ideals of Veronese type, polymatroidal ideals, etc. Is there an appropriate incidence
condition – perhaps depending on the family of ideals of which I is a subset – so
that JK[It] and JR[It] also have a Gro¨bner basis of quadrics? (If I is a collection
of principal L-Borel ideals then the appropriate incidence condition is that I is
L-free.)
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