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Abstrakt
OMNeT++ je diskre´tn´ı modula´rn´ı simula´tor, cˇasto vyuzˇ´ıvany´ pro simulaci pocˇ´ıtacˇovy´ch
s´ıt´ı. Univerza´ln´ı simula´tor lze doplnit r˚uzny´mi rozsˇiˇruj´ıc´ımi bal´ıky naprˇ. INET Framework,
ktery´ slouzˇ´ı pro simulaci zarˇ´ızen´ı a protokol˚u s´ıt’ove´ho za´sobn´ıku TCP/IP. V te´to pra´ci,
zkouma´me mozˇnosti bal´ıku INET v oblasti smeˇrova´n´ı, tedy dynamicke´ smeˇrovac´ı protokoly.
Konkre´tneˇ se pra´ce zameˇrˇuje na protokol OSPF pro IPv6 s´ıteˇ (OSPFv3). Protokol je v te´to
pra´ci prˇedstaven a jsou zde vysveˇtleny principy jeho fungova´n´ı. V pra´ci je navrhnut modul
OSPFv3 pro simulova´n´ı protokolu a je z cˇa´sti implementova´n.
Abstract
OMNeT++ is a discrete event, modular simulator often used for simulation of computer
networks. The universal simulator can be extended by various packages, such as INET fra-
mework, which is used for simulation of devices and TCP/IP protocols. This thesis examines
facilities of INET package in the routing that is dynamic routing protocols. Concretely, it
aims at OSPF protocol for IPv6 networks (OSPFv3). The protocol is presented and its
principles are interpreted. The work is designed to simulate the module OSPFv3 protocol
and module is partially implemented.
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Tato pra´ce vznikla jako sˇkoln´ı d´ılo na Vysoke´m ucˇen´ı technicke´m v Brneˇ, Fakulteˇ in-
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Kapitola 1
U´vod
Slozˇitost s´ıt´ı a pouzˇ´ıvany´ch technologi´ı sta´le roste. Projekt OMNeT++ poskytuje vy´vojove´
a simulacˇn´ı prostrˇed´ı pro diskre´tn´ı simulace s´ıt´ı. Pro modelova´n´ı lze pouzˇ´ıt neˇktery´ z do-
stupny´ch rozsˇ´ıˇren´ı, naprˇ´ıklad framework INET, ktery´ se zameˇrˇuje na TCP, UDP a IP s´ıteˇ.
Projekt ANSA na FIT VUT v Brneˇ se zaby´va´ rozsˇiˇrova´n´ım funkcionality INET se snahou
obsa´hnout komplexn´ı modely s´ıt’ovy´ch zarˇ´ızen´ı, ktere´ by bylo mozˇne´ vyuzˇ´ıt pro forma´ln´ı
analy´zu s´ıt´ı. Tato pra´ce se zaby´va´ modelova´n´ım protokolu OSPF pro IPv6 v prostrˇed´ı
OMNeT++.
S prˇ´ıchodem Internetu se pocˇ´ıtacˇove´ s´ıteˇ rozrostly do velky´ch rozmeˇr˚u. Nebylo v mozˇno-
stech spra´vc˚u s´ıt´ı udrzˇovat tyto s´ıteˇ a cesty mezi nimi ve staticke´ podobeˇ. Zacˇaly se tedy
rozv´ıjet dynamicke´ smeˇrovac´ı protokoly. Nejdrˇ´ıve vznikly protokoly, ktere´ nejlepsˇ´ı cestu
od smeˇrovacˇe do dalˇs´ıch s´ıt´ı urcˇovaly pocˇtem smeˇrovacˇ˚u v cesteˇ (protokol RIP). Tento
jednoduchy´ zp˚usob byl zdokonalen prˇida´n´ım granula´rneˇjˇs´ı metriky (protokol EIGRP). Ty
jsou spolecˇneˇ oznacˇova´ny, protozˇe urcˇuj´ı cestu podle vzda´lenosti, jako distance-vector. Mimo
tuto skupinu protokol˚u, vznikla skupina protokol˚u nazy´vana´ link-state, ktere´ prˇi vy´pocˇtu
cesty znaj´ı topologie cele´ s´ıteˇ (stavy linek). Do te´to skupiny patrˇ´ı OSPF a IS-IS. Ty jsou
daleko slozˇiteˇjˇs´ı, jak na implementaci, tak na pouzˇit´ı. Nab´ız´ı za to lepsˇ´ı funkcionalitu: veˇtsˇ´ı
flexibilitu pro jine´ protokoly, rychlejˇs´ı reakci na zmeˇny v s´ıti a le´pe vybrane´ cesty v s´ıti,
ktere´ se pouzˇij´ı pro smeˇrova´n´ı.
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Kapitola 2
IPv6 Protokol
Tato kapitola vysveˇtluje protokol IP (Internet Protocol) verze 6 (IPv6). Smeˇrovac´ı protokol
OSPFv3, ktere´mu se veˇnuje tato pra´ce, podporuje IPv6, pro tuto pra´ci je nejd˚ulezˇiteˇjˇs´ı
adresova´n´ı v IPv6.
Starsˇ´ı protokol IPv4 je nejrozsˇ´ıˇreneˇjˇs´ı protokol IP. Nad t´ımto protokolem byl vystaveˇn
Internet, byl popsa´n v RFC 791 (Request For Comments) v roce 1981 [14]. Tento protokol
prˇestal v soucˇasnosti vyhovovat pozˇadavk˚um, prˇedevsˇ´ım omezeny´m pocˇtem prˇipojeny´ch
uzl˚u (pocˇ´ıtacˇ˚u, smeˇrovacˇ˚u, atd.). Jeho adresy jsou dlouhe´ 32 bit˚u, cozˇ umozˇnˇuje teoreticky
prˇipojit 4 294 967 295 uzl˚u, ovsˇem neˇktere´ adresy jsou vyhrazeny pro jine´ u´cˇelove´ pouzˇit´ı
(multicast, loka´ln´ı adresy atd.). Tento prostor jesˇteˇ pomohl zveˇtsˇit NAT (Network Address
Translation), ktery´ umozˇnˇuje prˇekla´dat loka´ln´ı adresy na jednu nebo v´ıce verˇejny´ch adres.
To ovsˇem omezuje pouzˇit´ı neˇktery´ch vysˇsˇ´ıch protokol˚u.
Tyto proble´my rozsahu a prˇekla´da´n´ı adres ma´ odstranit protokol IPv6, poprve´ speci-
fikova´n v RFC 1883 [10] a dalˇs´ıch RFC z roku 1995, ktery´ ma´ adresy dlouhe´ 128 bit˚u a
pocˇet adres je v soucˇasnosti povazˇova´n za dostatecˇneˇ velky´ pro prˇipojen´ı vsˇech uzl˚u s velkou
rezervou do budoucnosti. Neprˇedpokla´da´ se vycˇerpa´n´ı.
2.1 Za´pis adresy IPv6
Jak jizˇ bylo uvedeno vy´sˇe nejza´sadneˇjˇs´ı zmeˇnou prˇina´sˇej´ıc´ı protokol IPv6 je rozsˇ´ıˇren´ı ad-
resn´ıho prostoru na 128 bit˚u oproti 32 bit˚um protokolu IPv4. Adresova´n´ı je specifikova´no
v soucˇastnosti platne´m RFC 4291 [11] z roku 2006.
V IPv4 je adresa zapsa´na´ v des´ıtkove´ soustaveˇ tak, zˇe kazˇdy´ bajt (8 bit˚u) je oddeˇlen
tecˇkou naprˇ.: 192.168.0.12. V IPv6 je adresa zapsana´ v sˇestna´ckove´ soustaveˇ tak, zˇe dvo-
jice bajt˚u (16 bit˚u) jsou oddeˇleny dvoutecˇkou. Dvojice bajt˚u je zapsana´ cˇtyrˇmi symboly
sˇestna´ckove´ soustavy (0-f). Protozˇe adresy i prˇes za´pis v sˇestna´ckove´ soustaveˇ jsou velmi
dlouhe´ je umozˇneˇno zkracova´n´ı adres, tak zˇe se nemus´ı psa´t nuly na zacˇa´tku dvojice bajt˚u
naprˇ. prefix:0001:sufix zap´ıˇseme jako :1: a jedenkra´t lze zkra´tit neˇkolik nulovy´ch po sobeˇ
na´sleduj´ıc´ıch dvojic´ı bajt˚u tak, zˇe se nezap´ıˇse nic naprˇ.: prefix:0000:0000:sufix na pre-
fix::sufix. Na´zorny´ prˇ´ıklad je uvedeny´ v tabulce 2.1, vy´sledna´ adresa je naprˇ.: 20af:0:0:201:
a4::1. Vsˇechny tyto varianty z tabulky jsou platne´ a oznacˇuj´ı stejnou adresu, i kdyzˇ nuly
jsou zkra´ceny na r˚uzny´ch mı´stech. Plat´ı to, protozˇe adresu zle doplnit nulami na jej´ı de´lku.
Nesmı´me ovsˇem adresu zkra´tit na dvou a v´ıce mı´stech, protozˇe by bylo nejasne´ kolik nul
do zkra´cen´ı doplnit a kde se prˇesneˇ cˇ´ısla mezi nulami nacha´z´ı.
V IPv4 se pro za´pis masky pouzˇ´ıvala stejna´ notace jako adresy a nebo se vyuzˇ´ıval kratsˇ´ı
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20af : 0000 : 0000 : 0201 : 00a4 : 0000 : 0000 : 0001
20af : 0 : 0 : 201 : a4 : 0 : 0 : 1
20af : : 201 : a4 : 0 : 0 : 1
20af : 0 : 0 : 201 : a4 : : 1
Tabulka 2.1: Zkracova´n´ı adresy IPv6
za´pis pouze pocˇtem platny´ch bit˚u od zacˇa´tku adresy uvedeny´ za lomı´tkem naprˇ. maska
255.255.128.0 mu˚zˇe by´t uvedena jako adresa/17.
V IPv6 se jizˇ vyuzˇ´ıva´ pouze za´pis za lomı´tkem, protozˇe oznacˇuje de´lku adresy od
zacˇa´tku, je oznacˇova´na jako de´lka prefixu (prefix length) a adrese s´ıteˇ se rˇ´ıka´ prefix, ma´
platne´ pouze bity urcˇene´ de´lkou prefixu (maskou). Prˇ´ıklad adresy s de´lkou prefixu: 20af:0:
0:201:a4::1/64 a prefixu s de´lkou prefixu (adresy s´ıteˇ): 20af:0:0:201::/64.
2.2 Typy adresy IPv6
Jak jizˇ bylo uvedeno v u´vodu te´to kapitoly IPv6 obsahuje tolik adres, zˇe se neprˇedpokla´da´
vycˇerpa´n´ı. Adresy jsou rozdeˇleny dle prefix˚u pro r˚uzne´ vyuzˇit´ı, tyto specificke´ prefixy jsou
uvedeny v tabulce. Da´le adresy mu˚zˇeme zjednodusˇeneˇ rozdeˇlit podle platnosti a podle
zp˚usobu dorucˇen´ı ([11] sekce 2.5-2.7), jak je uvedeno v tabulce 2.2.
prefix/de´lka prefixu vyuzˇit´ı prefixu
::/128 nespecifikovana´
::1/128 loopback
2000::1/3 globa´ln´ı
FC00::1/7 loka´ln´ı
FE80::/10 linkova´
FF00::/8 multicast
Tabulka 2.2: Prefixy a vyuzˇit´ı
Deˇlen´ı adres dle platnost´ı region˚u:
• Verˇejne´ adresy (Global Address)
Tato adresa je platna´ v ra´mci cele´ho Internetu.
Verˇejna´ adresa se skla´da´ z bit˚u v porˇad´ı takto:
Obra´zek 2.1: Rozdeˇlen´ı IPv6 verˇejne´ adresy (obra´zek prˇejat z [20])
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– 3 bity - Prvn´ı trˇi byty jsou nastaveny na 001, zbyle´ varianty jsou ponecha´ny do
budoucnosti s t´ım, zˇe pro tyto adresy mu˚zˇe by´t zvolen jiny´ zp˚usob prˇideˇlova´n´ı
a vyuzˇ´ıva´n´ı.
– 29 bit˚u - Je globa´ln´ı prefix, ktery´ prˇideˇluje IANA1 jednotlivy´m poskytovatel˚um
(service providers).
– 16 bit˚u - SLA (Site Level Aggregator) prˇiˇrazeny´ koncove´mu uzˇivateli poskyto-
vatelem.
– 16 bit˚u - LAN (Local Area Network) cˇa´sti, ktera´ reprezentuje pods´ıt’ v ra´mci
s´ıteˇ koncove´ho uzˇivatele.
– 64 bit˚u - Je pouzˇito pro urcˇen´ı adresy rozhran´ı.
• Lokaln´ı adresy (Unique Local Address)
Adresa s prefixem FD00::/7 se pouzˇ´ıva´ na loka´ln´ı s´ıti a nen´ı smeˇrˇova´na v Internetu,
obdoba priva´tn´ı adresy v IPv4.
Verˇejna´ adresa se skla´da´ z bit˚u v porˇad´ı tak:
Obra´zek 2.2: Rozdeˇlen´ı IPv6 loka´ln´ı adresy (obra´zek prˇejat z [20])
– 7 bit˚u - Prvn´ıch sedm byt˚u je nastaveno na 1111 110 (FD00::/7).
– 1 bit - Nastaven na 1 loka´lneˇ prˇiˇrazeno a 0 - nespecifikova´no, ponecha´no pro
budouc´ı rozsˇ´ıˇren´ı.
– 40 bit˚u - Globa´ln´ı ID nastavuje spra´vce loka´ln´ı s´ıteˇ.
– 16 bit˚u - ID pods´ıteˇ, nastavuje take´ spra´vce loka´ln´ı s´ıteˇ, slouzˇ´ı pro vytvorˇen´ı
hierarchicke´ho syste´mu adres.
– 64 bit˚u - Je pouzˇito pro urcˇen´ı adresy rozhran´ı.
• Linkove´ adresy (Link Local Address)
Linkova´ adresa s prefixem FE80::/10, ktera´ se automaticky prˇideˇl´ı rozhran´ı bezstavo-
vou autokonfigurac´ı adres popsanou v RFC 4862 [19]. Tato adresa se neprˇena´sˇ´ı mimo
linku.
Obra´zek 2.3: Rozdeˇlen´ı IPv6 linkove´ adresy (obra´zek prˇejat z [20])
1IANA - Internet Assigned Numbers Authority, http://www.iana.org
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– 10 bit˚u - Prvn´ıch deset byt˚u je nastaveno na 1111 1110 10 (FE80::/10).
– 40 bit˚u - Nastaveno na nulu nebo libovolnou hodnotu.
– 64 bit˚u - Je pouzˇito pro urcˇen´ı adresy rozhran´ı, automaticky generovana´.
• Multicastove´ adresy (Multicast Address)
Linkova´ adresa s prefixem FF00::/8, Adresy, ktere´ ma´ skupina uzl˚u v s´ıti a pakety
zaslane´ na tuto adresu jsou dorucˇeny vsˇem uzl˚um s touto adresou adresou.
– 4 bity - Zˇivotnost nastavena na 0 - trvala´ adresa (dobrˇe zna´ma´) a 1 - docˇasna´
adresa.
– 4 bity - Rozsah platnosti, prˇ´ıklady rozsahu uvedeny n´ızˇe:
∗ 1 - Uzel.
∗ 2 - Linka.
∗ 4 - Spra´vcem urcˇena´ loka´ln´ı s´ıt’.
∗ 5 - Loka´ln´ı s´ıt’.
∗ 8 - Organizace.
∗ E - Globa´ln´ı - cely´ Internet.
– 112 bit˚u - Je pouzˇito pro urcˇen´ı adresy skupiny.
Neˇktere´ definovane´ multicastove´ adresy podle IANA [2], jsou v uvedeny v tabulce 2.3.
FF01::1 Uzel
FF02::1 Uzly na lince
FF01::2 Smeˇrovacˇ
FF02::2 Smeˇrovacˇe na lince
FF05::1 Smeˇrovacˇe v loka´ln´ı s´ıti
FF02::5 OSPF Smeˇrovacˇe
FF02::6 OSPF DR Smeˇrovacˇe
FF02::9 RIP Smeˇrovacˇe
FF02::A EIGRP Smeˇrovacˇe
Tabulka 2.3: Definovane´ multicastove´ adresy
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Kapitola 3
Principy OSPF
V te´to kapitole budou vysveˇtleny principy pouzˇ´ıvaj´ıc´ı OSPF verze 2 pro IPv4 [1]. Veˇtsˇina
teˇchto technik je stejna´ v OSPF verze 3 pro IPv6. Zmeˇny, ktere´ jsou v OSPFv3, vysveˇtluje
dalˇs´ı kapitola 4.
3.1 OSPFv2
Open Shortest Path First (OSPF) protokol je definovany´ v RFC 2328 [13]. Slouzˇ´ı k distri-
buci smeˇrovac´ıch informac´ı uvnitrˇ jednoho autonomn´ıho syste´mu (Interior Gateway Pro-
tocol, IGP). OSPF je smeˇrovac´ı protokol patrˇ´ıc´ı do rodiny protokol˚u TCP/IP. Na rozd´ıl
od starsˇ´ıho smeˇrovac´ıho protokolu RIP, ktery´ vyuzˇ´ıva´ pro urcˇen´ı pocˇet smeˇrovacˇ˚u v cesteˇ
(distance-vector routing protocols) a cestu urcˇuje algoritmem Bellman-Ford, OSPF vyuzˇ´ıva´
znalosti stavu linek v cele´ s´ıti (link-state routing protocols) a cestu pocˇ´ıta´ Dijkstrovy´m al-
goritmem. Stav linek jsou informace z rozhran´ı smeˇrovacˇ˚u o ceneˇ linky, IP adrese. Tyto
informace jsou ulozˇeny v link-state databa´zi. OSPF zavedlo nove´ vlastnosti jako oveˇrˇova´n´ı
smeˇrovac´ıch informac´ı, promeˇnou de´lku pods´ıteˇ (Varible Length Subnet Masks, VLSM), su-
marizaci cesta, rozdeˇlen´ı s´ıteˇ do hierarchicky´ch cˇa´st´ı, odes´ıla´n´ı cˇast´ı smeˇrovac´ıch informac´ı
a dalˇs´ı.
3.2 SPF algoritmus
OSPF pouzˇ´ıva´ Shortest Path First algoritmus, ktery´m je vypocˇ´ıta´na nejkratsˇ´ı cesta ke vsˇem
zna´my´m c´ıl˚um. Tento algoritmus pro vy´pocˇet je Dijkstr˚uv algoritmus.
Prˇehled SPF algoritmu
• Po inicializaci nebo zmeˇneˇ smeˇrovac´ıch informac´ı, smeˇrovacˇ generuje link-state inzerci
(advertisement) LSA. Inzerce obsahuje vsˇechny linky prˇipojene´ na tomto smeˇrovacˇi.
• Vsˇechny smeˇrovacˇe odes´ılaj´ı link-state aktualizaci (update) LSU. Po obdrzˇen´ı aktua-
lizace si smeˇrovacˇ ulozˇ´ı informace do sve´ link-state databa´ze LSDB, a pote´ sˇ´ıˇr´ı aktu-
alizaci dalˇs´ım smeˇrovacˇ˚um v s´ıti.
• Pote´, co je upravena link-state databa´ze, smeˇrovacˇ pocˇ´ıta´ cestu do vsˇech s´ıt´ı. Pro
vy´pocˇet se pouzˇ´ıva´ Dijkstr˚uv algoritmus pro urcˇen´ı nejkratsˇ´ı cesty ve stromu. IP
adresa s´ıt´ı spojena´ s cenou za jej´ı dosazˇen´ı a prˇ´ıˇst´ım smeˇrovacˇem (next hop) v cesteˇ
jsou ulozˇeny do smeˇrovac´ı tabulky.
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• Pokud nenastanou zˇa´dne´ zmeˇny, OSPF odes´ıla´ pravidelneˇ LSU. (Interval odes´ıla´n´ı
je neˇkolika na´sobneˇ delˇs´ı nezˇ u Hello paket˚u.) Pokud nastanou zmeˇny v s´ıti, jsou
odesla´ny prostrˇednictv´ı link-state paket˚u.
• Algoritmus klade kazˇdy´ smeˇrovacˇ do korˇene stromu a prova´d´ı vlastn´ı vy´pocˇet nejkratsˇ´ı
cesty. Kazˇdy´ smeˇrovacˇ ma´ tedy vlastn´ı obraz topologie. Nicme´neˇ vsˇechny cesty se
budou smeˇrovat stejny´m smeˇrem, protozˇe se shoduje link-state databa´ze.
3.2.1 OSPF cena
OSPF cena (cost, metric) je u´daj, podle ktere´ho smeˇrovacˇ urcˇuje cestu paketu. Vzorec pro
vy´pocˇet OSPF ceny, nen´ı dle RFC 2328 [13] urcˇen.
Spolecˇnost Cisco pro vy´pocˇet ceny pouzˇ´ıva´ vzorec 3.1, kde je OSPF cena neprˇ´ımo za´visla´
na sˇ´ıˇrce pa´sma (rychlosti linky).
cena = 100000000/rychlost linky v bps (3.1)
Cena linek v s´ıti se postupneˇ scˇ´ıta´. Pokud do jedne´ s´ıteˇ vedou dveˇ r˚uzne´ cesty se stejnou
cenou, pakety smeˇrˇuj´ıc´ı do te´to s´ıteˇ budou rovnomeˇrneˇ rozdeˇlova´ny mezi obeˇ cesty.
3.3 OSPF oblasti a hranicˇn´ı smeˇrovacˇe
OSPF rozdeˇluje s´ıt’ hierarchicky do oblast´ı (areas). Smeˇrovacˇe v ra´mci jedne´ oblasti maj´ı
stejnou link-state databa´zi a vymeˇnˇuj´ı si informace pomoc´ı link-state aktualizac´ı LSU.
Oblast je specificka´ pro rozhran´ı smeˇrovacˇe. Smeˇrovacˇ, ktery´ spojuje oblasti (patrˇ´ı do v´ıce
oblast´ı) se nazy´va´ hranicˇn´ı smeˇrovacˇ (area border router, ABR). Smeˇrovacˇ spojuj´ıc´ı protokol
OSPF a jine´ smeˇrovac´ı protokoly (naprˇ. RIP, BGP, IS-IS, EIGRP) se nazy´va´ hranicˇn´ı
smeˇrovacˇ autonomn´ıho syste´mu (autonomous system border router, ASBR). Na obra´zku
3.1 je uveden prˇ´ıklad.
3.4 Link-state Advertisements (LSA) paket
Existuj´ı r˚uzne´ typy LSA paket˚u, ktere´ vys´ılaj´ı smeˇrovacˇe v r˚uzny´ch pozic´ıch.
• Router Links - Popisuj´ı stavy a ceny linek (rozhran´ı) v ra´mci oblasti (Intra-area).
• Network Links - Pocha´zej´ı z designated smeˇrovacˇe (DR) a obsahuj´ı informace
o linka´ch na Multi-access segmentu s´ıteˇ.
• Summary Links - Pocha´zej´ı z hranicˇn´ıho ABR smeˇrovacˇe sˇ´ıˇr´ı sumarizovane´ infor-
mace z oblasti do jine´ oblasti.
• External Links - Pocha´zej´ı z hranicˇn´ıho ASBR smeˇrovacˇe a obsahuj´ı informace
z jiny´ch protokol˚u nebo staticky zadane´.
Na obra´zku 3.2 jsou zobrazeny na´zvy neˇktery´ch cest, ktere´ jsou prˇeda´va´ny v link-state
paketech.
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Obra´zek 3.1: Typy hranicˇn´ıch smeˇrovacˇ˚u
Obra´zek 3.2: Typy cest, ktere´ obsahuj´ı link-state pakety.
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3.5 Pa´terˇn´ı oblast (oblast 0)
Pokud je v OSPF pouzˇito v´ıce oblast´ı, jedna z teˇchto oblast´ı mus´ı by´t oblast 0 (pa´terˇn´ı,
backbone). Do te´to oblasti mus´ı by´t prˇipojeny vsˇechny ostatn´ı oblasti. Ty prˇeda´vaj´ı do
pa´terˇn´ı sve´ smeˇrovac´ı informace (pakety LSA Summary links) a pa´terˇn´ı prˇeda´va´ informace
ze vsˇech oblast´ı do jednotlivy´ch oblast´ı stejny´m zp˚usobem.
3.6 Virtua´ln´ı linka
Virtua´ln´ı linka lze zkonstruovat prostorem jedne´ oblasti. Linka se vytva´rˇ´ı mezi dveˇma
smeˇrovacˇi ABR, prˇicˇemzˇ mus´ı by´t alesponˇ jeden z nich prˇipojen k pa´terˇn´ı oblasti. Pouzˇ´ıva´
se pouze ve vy´jimecˇny´ch prˇ´ıpadech (naprˇ. docˇasne´ zprovozneˇn´ı s´ıteˇ prˇi porusˇe). Lze pouzˇ´ıt
ve dvou prˇ´ıpadech:
• Prˇipojen´ı oblasti, ktera´ nen´ı fyzicky prˇipojena k pa´terˇn´ı oblasti, prˇes jinou oblast,
ktera´ je prˇipojena pa´terˇn´ı oblasti.
• Propojen´ı nespojite´ pa´terˇn´ı oblasti prˇes jinou oblast.
Na obra´zku 3.3 je videˇt prˇ´ıklad virtua´ln´ı linky. Pokud bude prava´ oblast 0, propojuje
linka dveˇ cˇa´sti pa´terˇn´ı oblasti 0 a pokud bude naprˇ. 2, prˇipojuje oblast k pa´terˇn´ı oblasti 0.
Obra´zek 3.3: Virtua´ln´ı linka
3.7 Sousede´ (Neighbors)
Smeˇrovacˇe, ktere´ sd´ılej´ı segment s´ıteˇ, jsou tedy sousedy na segmentu. Sousedstv´ı se nava-
zuje pomoc´ı Hello protokolu. Kazˇdy´ smeˇrovacˇ odes´ıla´ Hello pakety pomoc´ı IP multikastu.
Pokud smeˇrovacˇ obdrzˇ´ı Hello paket z jine´ho smeˇrovacˇe, zacˇne ve sve´m Hello paketu odes´ılat
informace o tomto smeˇrovacˇi. Kdyzˇ smeˇrovacˇ nalezne v ciz´ım Hello paketu svou identifikaci,
je sousedstv´ı nava´za´no.
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Sousedy se smeˇrovacˇe nemohou sta´t pokud:
• Na nich nebeˇzˇ´ı stejna´ instance protokolu OSPF.
• Nejsou ve stejne´ oblasti.
• Hello interval nen´ı stejneˇ dlouhy´. Interval po ktere´m je odesla´n dalˇs´ı Hello paket.
• Dead interval nen´ı stejneˇ dlouhy´. Interval po ktere´m, pokud po jeho dobu neprˇijde
dalˇs´ı Hello paket, je sousedstv´ı ztraceno.
• Prˇ´ıznak Stub oblasti nen´ı shodny´. Stub oblast je vysveˇtlena da´le v cˇa´sti kapitoly 3.10.
3.8 Sousedstv´ı (Adjacency)
Sousedstv´ı je dalˇs´ım krokem po zjiˇsteˇn´ı existence souseda. Smeˇrovacˇe po zjiˇsteˇn´ı souseda,
vol´ı designated smeˇrovacˇ (DR) a za´lozˇn´ı smeˇrovacˇ (backup designated router, BDR) na
multi-access segmentu s´ıteˇ (naprˇ. Ethernet). Centralizace prˇeda´va´n´ı dat, smeˇrovacˇe nemus´ı
komunikovat kazˇdy´ s kazˇdy´m (n x n spojen´ı), ale komunikuje pouze jeden se vsˇemi (n
x 1 spojen´ı), t´ım se sˇetrˇ´ı prˇenosove´ pa´smo i rychlost konvergence OSPF protokolu. Pro
zamezen´ı vy´padku DR smeˇrovacˇe, je stanoven BDR smeˇrovacˇ, ktery´ posloucha´ a vytva´rˇ´ı si
stejnou databa´zi. Prˇi vy´padku DR se BDR sta´va´ DR a komunikuje s ostatn´ımi smeˇrovacˇi.
Na obra´zku 3.4 jsou uvedeny stavy, ktery´mi rozhran´ı procha´z´ı prˇi ustanoven´ı sousedstv´ı.
Obra´zek 3.4: Stavy rozhran´ı
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3.8.1 Vy´beˇr DR smeˇrovacˇe
Jako DR smeˇrovacˇ je nastaven smeˇrovacˇ s nejveˇtsˇ´ı OSPF prioritou, prˇi nerozhodne´m
vy´sledku se urcˇuje podle vysˇsˇ´ı router-ID. BDR je urcˇen smeˇrovacˇ s druhou nejveˇtsˇ´ı pri-
oritou (router-ID). Vy´choz´ı priorita je 1. V prˇ´ıpadeˇ, zˇe nechceme aby se smeˇrovacˇ mohl sta´t
DR (BDR), nastav´ıme prioritu nula.
3.8.2 Ustanoven´ı sousedstv´ı
Smeˇrovacˇe, ktere´ mezi sebou urcˇuj´ı sousedstv´ı, procha´z´ı neˇkolika stavy. Po dokoncˇen´ı budou
mı´t shodne´ link-state databa´ze. Na obra´zku 3.5 je zna´zorneˇn sekvencˇn´ı diagram stav˚u, prˇi
ustanoven´ı sousedstv´ı.
Obra´zek 3.5: Sekvencˇn´ı diagram sousedstv´ı (obra´zek prˇejat z [3])
• Down - Smeˇrovacˇ neobdrzˇel zˇa´dne´ informace ze segmentu.
• Attempt - Na non-broadcast multi-access segmentech oznacˇuje, zˇe od souseda nebyly
prˇijaty nove´ informace. Pokousˇ´ı se kontaktovat souseda zvy´sˇen´ım frekvence odes´ıla´n´ı
Hello paket˚u.
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• Init - Rozhran´ı prˇicha´zej´ı informace od souseda, ale obousmeˇrna´ komunikace nebyla
stanovena.
• Two-way - Existuje obousmeˇrna´ komunikace se sousedem (smeˇrovacˇ videˇl sebe v He-
llo paketu). Volby DR, BDR byly provedeny. Na konci fa´ze se smeˇrovacˇ rozhoduje jestli
pokracˇuje v ustanovova´n´ı sousedstv´ı (DR) nebo ne v prˇ´ıpadeˇ (point-to-point spojen´ı).
• Exstart - Vytva´rˇej´ı porˇadove´ho cˇ´ısla pro zajiˇsteˇn´ı aktua´ln´ıch smeˇrovac´ıch informac´ı.
• Exchange - Smeˇrovacˇ odesˇle sv˚uj link-state databa´ze popisuj´ıc´ı paket (link-state
database description paket).
• Loading - Smeˇrovacˇ si vybudoval link-state dotaz (request) na jemu zastarale´ neu´plne´
informace, odeslal jej a cˇeka´ na odpoveˇd’.
• Full - sousedstv´ı je stanoveno, informace vymeˇneˇny, smeˇrovacˇe maj´ı stejne´ link-state
databa´ze.
3.8.3 Sousedstv´ı na point-to-point segmentu
Smeˇrovacˇe budou tvorˇit vzˇdy sousedstv´ı, nevol´ı DR, BDR.
3.8.4 Sousedstv´ı na non-broadcast multi-access segmentu
Na multi-access segmentu mus´ı vzˇdy DR (BDR) smeˇrovacˇ mı´t plnou konektivitu se vsˇemi
smeˇrovacˇi na segmentu. Smeˇrovacˇe, ktere´ takovouto konektivitu nemaj´ı, je trˇeba nastavit
s OSPF prioritou nulovou, aby nemohly by´t DR (BDR) a nenastala tak chyba v konvergenci.
3.9 OSPF Sumarizace cest
Pro zmensˇen´ı objemu prˇena´sˇeny´ch dat mu˚zˇeme vyuzˇ´ıt sumarizaci cest. Lze vyuzˇ´ıt na
hranicˇn´ıch smeˇrovacˇ´ıch, mu˚zˇeme mı´sto neˇkolika s´ıt´ı nastavit jednu cestu pro s´ıt’ obsahuj´ıc´ı
mensˇ´ı s´ıteˇ. V OSPF mu˚zˇeme sumarizovat prˇi prˇechodu z oblasti do oblasti (inter-area route
sumarization), nebo prˇi zava´deˇn´ı extern´ıch cest (external route sumarization).
3.10 Stub oblast
OSPF umozˇnˇuje nakonfigurovat oblast jako stub, prˇicˇemzˇ tato oblast nezna´ zˇa´dne´ infor-
mace o smeˇro-va´n´ı v jiny´ch oblastech a ma´ nastavenou pouze vy´choz´ı bra´nu do pa´terˇn´ı
oblasti. V prˇ´ıpadeˇ propojen´ı s´ıteˇ s v´ıce smeˇrovacˇi do jiny´ch oblast´ı, paket nemu˚zˇe j´ıt op-
tima´ln´ı cestou, protozˇe mus´ı proj´ıt prˇes odchoz´ı smeˇrovacˇ stanoven vy´choz´ı bra´nou. Prˇes
stub oblast nemu˚zˇe by´t konfigurova´na virtua´ln´ı linka. Vsˇechny smeˇrovacˇe oblasti mus´ı by´t
konfigurova´ny jako stub, protozˇe Hello paket obsahuje informace o stub oblasti, a pokud by
informace nebyla stejna´, smeˇrovacˇe nedoka´zˇou ustanovit sousedstv´ı.
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Kapitola 4
Detaily OSPFv3 pro IPv6
Nova´ verze 3 protokolu OSPF vznikla pro IPv6 a je definova´na v RFC 5340 [7]. V OSPFv3
byla zachovana´ veˇtsˇina algoritmu˚, ale neˇktere´ zmeˇny musely by´t provedeny, kv˚uli j´ıne´
funkcˇnosti v IPv6 nebo jen kv˚uli de´lce adres v tomto protokolu, ktera´ se zmeˇnila ze 32
bit˚u na 128 bit˚u.
4.1 Linka
V IPv6 lze jednomu rozhran´ı prˇiˇradit v´ıce adres IPv6, zat´ımco v IPv4 kazˇde´ rozhran´ı meˇlo
jednu adresu. Kdyzˇ v IPv4 komunikovaly zarˇ´ızen´ı prˇes me´dium po linkove´ vrstveˇ, musely
by´t v jedne´ s´ıti. V IPv6 mohou zarˇ´ızen´ı komunikovat ve v´ıce s´ıt´ıch (propojene´ rozhran´ı
smeˇrovacˇ˚u jsou ve stejny´ch s´ıt´ıch) prˇes me´dium nad linkovou vrstvou. Proto se oznacˇuje,
zˇe zarˇ´ızen´ı komunikuj´ı po lince (per-link), zat´ım co v IPv4 bylo oznacˇova´no, zˇe zarˇ´ızen´ı
komunikuj´ı po pods´ıti (per-subnet).
4.2 Se´mantika adresy
V OSPFv2 obsahovaly pakety adresove´ informace, v OSPFv3 jsou vsˇechny adresove´ in-
formace prˇeda´vane´ LSA pakety. Pakety opousˇteˇj´ıc´ı smeˇrovacˇ jsou neza´visle´ na typu ja´dra
protokolu (IPv4/IPv6).
• IPv6 adresy se objevuj´ı jen v Link State Advertisements (LSA) paketech.
• Router-LSA a network-LSA obsahuj´ı s´ıt’ove´ adresy, pro zjednodusˇen´ı vyja´drˇen´ı topo-
logie s´ıteˇ.
• OSPF Router ID, Area ID, a LSA ID Link State z˚usta´vaj´ı na p˚uvodn´ı velikosti IPv4
(32 bit˚u).
• Sousedn´ı smeˇrovacˇe jsou vzˇdy oznacˇova´ny router ID, v OSPFv2 byly oznacˇova´ny IPv4
adresou odchoz´ıho rozhran´ı.
4.3 Prˇeda´va´n´ı LSA
V OSPFv3 jsou trˇi hranice prˇeda´va´n´ı LSA.
• LSA je prˇeda´vane´ na loka´ln´ı lince, pro nava´za´n´ı nove´ho spojen´ı.
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• LSA je prˇeda´vane´ v ra´mci jedne´ oblasti (cˇa´st smeˇrovac´ı dome´ny).
• LSA je prˇeda´vane´ do cele´ smeˇrovac´ı dome´ny, prˇeda´va´n´ı prova´d´ı smeˇrovacˇe na kraj´ıch
oblast´ı (ASBR).
4.4 Vı´ce instanc´ı na lince
V OSPFv3 lze jednu linku prˇiˇradit do v´ıce spusˇteˇny´ch instanc´ı OSPF. Tato podpora vznikla
z d˚uvodu potrˇeby prˇekryt´ı jedne´ a v´ıce linek do v´ıce instanc´ı, tyto linky pro jednotlive´
instance jsou spolecˇne´, ale ostatn´ı cˇa´sti s´ıt´ı se v obou instanc´ıch nesloucˇ´ı.
4.5 Linkove´ adresy
Rozhran´ı na jedne´ lince v IPv6 si automaticky konfiguruj´ı loka´ln´ı linkovou adresu (link-local
address). Tato adresa se pouzˇije pro nava´zan´ı spojen´ı se sousedem. Linkova´ adresa v IPv6
ma´ prefix FE80::/10 a nen´ı smeˇrova´na na smeˇrovacˇ´ıch. Smeˇrovacˇe prˇi odes´ıla´n´ı paket˚u
nastavuj´ı jako zdrojovou adresu svou linkovou adresu na odchoz´ım rozhran´ı. Vy´jimku tvorˇ´ı
virtua´ln´ı rozhran´ı, ktera´ pouzˇ´ıvaj´ı globa´ln´ı IPv6 adresu. Smeˇrovacˇ se ucˇ´ı linkove´ adresy
vsˇech ostatn´ıch smeˇrovacˇ˚u a pouzˇ´ıva´ je pro urcˇen´ı dalˇs´ıho skoku.
4.6 Autentizace
V OSPFv3 byla odstraneˇna autentizace. Autentizaci zajiˇst’uje protokol IPv6, pomoc´ı k tomu
urcˇeny´ch rozsˇ´ıˇruj´ıc´ıch hlavicˇek.
4.7 Forma´t paketu
OSPFv3 beˇzˇ´ı nad protokolem IPv6. Vsˇechna adresova´ se´mantika byla odstraneˇna z OSPF
hlavicˇky. Adresove´ informace jsou prˇena´sˇeny pouze v LSA paketech. Hlavicˇka paketu je
zobrazena v na´sleduj´ıc´ım obra´zku 4.1.
Obra´zek 4.1: hlavicˇka OSPFv3 paketu (obra´zek prˇejat z [4])
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• Cˇ´ıslo verze protokolu bylo zvy´sˇeno ze dvou na trˇi.
• V paketech Hello a Database Description bylo zveˇtsˇeno pol´ıcˇko volby (Option) na 24
bit˚u.
• Pol´ıcˇka autentizace a pol´ıcˇka typ autentizace byla odstraneˇna.
• Hello paket neobsahuje adresove´ informace. Paket obsahuje interfaces-ID (rozhran´ı
ID), ktere´ jedinecˇneˇ oznacˇuje smeˇrovacˇ na lince. Interfaces-ID je pouzˇito pro link-state
ID v network-LSA pokud je smeˇrovacˇ Designated Router na lince.
• Byly prˇida´ny dva bity R-bit a V6-bit do pol´ıcˇka volby, ktere´ slouzˇ´ı k omezen´ı smeˇrova´n´ı.
V6-bit specializuje R-bit.
– R-bit je nulovy´, OSPF smeˇrovacˇ mu˚zˇe distribuovat topologii bez toho, aby
prˇeda´val tranzitn´ı komunikaci.
– V6-bit je nulovy´, OSPF smeˇrovacˇ mu˚zˇe distribuovat topologii bez toho, aby
prˇeda´val IPv6 pakety.
– R-bit je nastaven a V6 bit je nulovy´, OSPF smeˇrovacˇ nesmı´ prˇeda´vat da´le IPv6
pakety, ale mu˚zˇe prˇeda´vat pakety jiny´ch protokol˚u.
• OSPFv3 paket obsahuje Instance ID, slouzˇ´ıc´ı pro oznacˇen´ı beˇhu v´ıce instanc´ı OSPF
na jedne´ lince.
4.8 Zmeˇny v LSA
V OSPFv3 neobsahuj´ı hlavicˇky OSPF v router-LSA a network-LSA zˇa´dne´ informace o smeˇro-
va´n´ı. Popisuj´ı tak s´ıt’ v´ıce neza´visly´m zp˚usobem. Byly prˇida´ny nove´ informace pro urcˇen´ı
na´sleduj´ıc´ıho smeˇrovacˇe. Jme´na IPv4 LSA byla upravena tak aby odpov´ıdala i jiny´m pro-
tokol˚um (IPv6).
• Pole Volby bylo odstraneˇno z OSPF hlavicˇky. Pole Volby bylo prˇida´no do teˇla router-
LSA, network-LSA, inter-area-router-LSA, a link-LSA.
• V OSPF hlavicˇce bylo pole typ LSA rozsˇ´ıˇreno na 16 bit˚u (pouzˇito mı´sto po poli Volby).
Nejvysˇsˇ´ı trˇi bity urcˇuj´ı rozsah prˇepos´ıla´n´ı a zacha´zen´ı s nezna´my´mi typy LSA.
• Adresy v LSA jsou vyja´drˇeny jako prefix s´ıteˇ a de´lka prefixu (mı´sto adresy a masky
s´ıteˇ). Vy´choz´ı bra´na je prefix s de´lkou nula.
• Router-LSA a network-LSA nemaj´ı zˇa´dne´ adresove´ informace, jsou tak protokoloveˇ
neza´visle´.
• Odes´ılaj´ıc´ı smeˇrovacˇ mu˚zˇe informace z rozhran´ı rozdeˇlit do v´ıce router-LSA. Prˇij´ımaj´ıc´ı
smeˇrovacˇ prˇ´ıchoz´ı router-LSA mus´ı nejdrˇ´ıve pospojovat, a pak prˇedat smeˇrovacˇi, ktery´
provede SPF vy´pocˇet.
• Nova´ zpra´va LSA byla zavedena link-LSA. Zpra´va je prˇeda´vana´ pouze na lince.
– Informuje smeˇrovacˇ o linkovy´ch adresa´ch ostatn´ıch smeˇrovacˇ˚u.
– Informuje ostan´ı smeˇrovacˇe, jake´ prefixy adres jsou prˇiˇrazeny na lince.
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– Umozˇnˇuje prˇeda´vat informace o nastaven´ı bit˚u Voleb pro linku.
• V IPv4 prˇi odes´ıla´n´ı router-LSA je pouzˇita IPv4 adresa dalˇs´ıho rozhran´ı, tato ad-
resa je ekvivalentn´ı linkove´ adrese v IPv6 (nen´ı trˇeba vyuzˇ´ıvat globa´ln´ı adresy, paket
neprˇekracˇuje linku). Prˇi sestavova´n´ı OSPF sousedstv´ı pos´ıla´n´ım Hello paket˚u (zjiˇsteˇn´ı
linkove´ adresy souseda), mu˚zˇe nastat proble´m v s´ıt´ıch NBMA, kde mus´ı by´t ustaven
DR, ktery´ doka´zˇe nava´zat sousedstv´ı se vsˇemi okoln´ımi smeˇrovacˇi.
• V poli volby LSA paketu je pouzˇita disjunkce tak, zˇe kazˇdy´ smeˇrovacˇ odes´ıla´ link-LSA.
• Typ 3 summary-LSA je v OSPFv3 oznacˇova´n jako inter-area-prefix-LSA. A typ 4
summary-LSA je oznacˇova´n jako inter-area-router-LSA.
• Link state ID v inter-area-prefix-LSA, inter-area-router-LSA, NSSA-LSA, a AS-exter-
nal-LSA jizˇ neprˇena´sˇ´ı adresn´ı informace. Slouzˇ´ı k identifikaci jednotlivy´ch polozˇek
v link-state-database.
• V network-LSA a link-LSA nese link-state ID dalˇs´ı vy´znam. V teˇchto zpra´va´ch LSA
Link-state-ID popisuje rozhran´ı smeˇrovacˇe. Network-LSA nese seznam vsˇech smeˇro-
vacˇ˚u, ktere´ jsou prˇipojeny na linku. Link-LSA prˇena´sˇ´ı seznam vsˇech adres smeˇrovacˇ˚u
prˇipojeny´ch na linku.
• Novy typ LSA byl zaveden intra-area-prefix-LSA. Nese informace o vsˇech IPv6 prefi-
xech s´ıt´ı, ktere´ jsou v IPv4 zahrnuty v router-LSA a network-LSA.
• Adresa pro prˇeposla´n´ı nebo extern´ı smeˇrovac´ı oznacˇen´ı je nyn´ı prˇida´no v AS-router-
LSA jako volba. Lze se odkazovat na dalˇs´ı LSA pro prˇida´n´ı informac´ı o cesteˇ ktera´
nen´ı zahrnuta v OSPF.
4.9 Zacha´zen´ı s nezna´my´mi typy LSA
Zaveden´ım specificke´ho chova´n´ı smeˇrovacˇ˚u s nezna´my´mi typy LSA, je zarucˇena lepsˇ´ı prˇizp˚u-
sobivost protokolu. Pakety s nezna´my´mi typy LSA mohou by´t odesla´ny v linkove´m rozsahu
a nebo mohou by´t zpracova´ny a prˇeposla´ny da´le, jako kdyby byl pochopen jejich obsah.
K rozliˇsen´ı zacha´zen´ı paketu souzˇ´ı U-bit v hlavicˇce paketu. Tato vlastnost umozˇnˇuje propojit
smeˇrovacˇe s plneˇ implementovanou funkcˇnost´ı s jiny´mi smeˇrovacˇi, ktere´ maj´ı omezenou
funkcˇnost.
Zaveden´ı te´to vlastnosti ale umozˇnˇuje nerˇ´ızeny´ r˚ust link-state-database v stub oblasti.
OSPFv3 smeˇrovacˇe prˇepos´ılaj´ı do stub a NSSA oblast´ı zpra´vy LSA, jen kdyzˇ LSA typ je
rozpozna´n a U-bit nastaven na 1.
4.10 Podpora Stub/NSSA oblasti
V OSPFv2 byly tyto oblasti zavedeny pro sn´ızˇen´ı zpracova´vany´ch informac´ı ve velmi
rozsa´hly´ch s´ıt´ı (zmensˇen´ı link-state-database a smeˇrovac´ıch tabulek). V OSPFv3 tato funk-
cionalita byla zachova´na. V OSPFv3 mohou chodit ve stub oblasti pouze zpra´vy router-LSA,
network-LSA, inter-area-prefix-LSA, link-LSA, a intra-area-prefix-LSA. V NSSA oblasti je
nav´ıc zpra´va NSSA-LSA.
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4.11 Identifikace soused˚u podle router ID
V OSPFv3 je pro identifikaci soused˚u pouzˇito vzˇdy router ID (oznacˇen´ı formou IPv4 ad-
resy). V OSPFv2 bylo take´ pouzˇito router ID, ale ne v prˇ´ıpadech na NBMA a point-to-
multi-point s´ıt´ıch, kde se pouzˇ´ıvala adresa rozhran´ıch. Tato zmeˇna ma´ vliv na prˇ´ıjem pa-
ket˚u, vyhleda´va´n´ı soused˚u a prˇ´ıjem Hello paket˚u. Router ID 0.0.0.0 je vyhrazeno a nesmı´
se pouzˇ´ıvat.
4.12 Potlacˇen´ı link LSA
Pokud je tato vlastnost nastavena na rozhran´ı a linka nen´ı broadcast nebo NBMA, spojen´ı
link-LSA nevznikne.
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Kapitola 5
OMNeT++ a INET
V te´to kapitole je popsa´no vy´vojove´ a simulacˇn´ı prostrˇed´ı OMNeT++ a framework INET,
ktere´ slouzˇ´ı pro simulace v oblasti pocˇ´ıtacˇovy´ch s´ıt´ı. OMNeT++ je objektoveˇ orientovany´
modula´rn´ı diskre´tn´ı simula´tor, ktery´ je sˇ´ıˇren v podobeˇ zdrojovy´ch ko´d˚u, cˇ´ımzˇ dosahuje
prˇenositelnosti mezi syste´my Windows, Linux a Mac OS. OMNeT++ je poskytova´n pro
akademicke´ a nekomercˇn´ı potrˇeby zdarma, jinak je trˇeba vyuzˇ´ıt komercˇn´ı licenci.
5.1 OMNeT++
OMNeT++, jak jizˇ bylo uvedeno, je modula´rn´ı simula´tor, ktery´ vyuzˇ´ıva´ hierarchicky´ syste´m
modul˚u, ktere´ jsou propojeny zas´ıla´n´ım zpra´v skrz bra´ny. OMNeT++ je tedy diskre´tn´ı si-
mulacˇn´ı prostrˇed´ı, ktere´ ma´ univerza´ln´ı pouzˇit´ı v prˇ´ıpadech, kde je trˇeba diskre´tn´ı simulace
a zas´ıla´n´ı zpra´v mezi entitami. Lze tedy vyuzˇ´ıt v simulaci telekomunikacˇn´ıch a pocˇ´ıtacˇovy´ch
s´ıt´ı, validaci hardwarovy´ch architektur, vyhodnocova´n´ı vy´konnosti komplexn´ıch softwa-
rovy´ch syste´mu˚, cˇi dokonce k modelova´n´ı r˚uzny´ch obchodn´ıch proces˚u.
Aplikace OMNeT++ nab´ız´ı i vy´vojove´ prostrˇed´ı OMNeT++ IDE, ktere´ je prˇizp˚usobeno
potrˇeba´m vy´voje pro OMNeT++. Vy´vojove´ prostrˇed´ı je postavene´ na volneˇ dostupne´m
vy´vojove´m prostrˇed´ı Eclipse. Kontroluje syntaxi jazyka C++, ve ktere´m je zapsa´no chova´n´ı
modul˚u, ale take´ proprieta´rn´ı jazyk NED, ktery´ slouzˇ´ı pro popis jednotlivy´ch modul˚u a je-
jich parametr˚u a za´rovenˇ pro popis jejich vza´jemne´ho propojen´ı. OMNeT++ IDE take´
mu˚zˇe jazyk NED reprezentovat graficky. Da´le toto vy´vojove´ prostrˇed´ı poskytuje funkce
modern´ıho vy´vojove´ho prostrˇed´ı spra´va projekt˚u, kontrola a zvy´raznˇova´n´ı syntaxe, inte-
ligentn´ı na´poveˇda, vestaveˇny´ syste´m pro spra´vu a verzova´n´ı projekt˚u, prˇ´ımou vazbu na
prˇekladacˇ a debugger.
Jak jizˇ bylo rˇecˇeno, simulace je sestavena z modul˚u v jazyce NED, ktery´ je graficky
reprezentovatelny´. Simula´tor OMNeT++ mu˚zˇe zobrazovat simulaci dle popisu v jazyce
NED, a da´le mu˚zˇe zobrazovat beˇh zpra´v mezi moduly. Prˇi simulaci lze do jednotlivy´ch
modul˚u nahl´ızˇet a kontrolovat tak vy´meˇnu zpra´v mezi moduly.
5.1.1 Simula´tor OMNeT++
OMNeT++ ma´ modula´rn´ı architekturu. Obra´zek 5.1 zobrazuje ”high-level” pohled na cely´
simula´tor. Jsou v neˇm popsa´ny jednotlive´ moduly simula´toru a vazby mezi teˇmito moduly.
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Obra´zek 5.1: Slozˇen´ı modul˚u simula´toru [22] (obra´zek prˇejat z [8])
• Sim
Modul obsahuje simulacˇn´ı ja´dro a knihovny, ktere´ se pouzˇ´ıvaj´ı prˇi simulaci. Knihovny
mohou by´t linkova´ny jak staticky, tak i dynamicky. Da´le se take´ stara´ o funkci ka-
lenda´rˇe uda´lost´ı (generova´n´ı, prova´deˇn´ı a protokolova´n´ı uda´lost´ı).
• Envir
Modul obsahuje hlavn´ı smycˇku programu (funkci main()). Da´le procha´z´ı kalenda´rˇ
uda´lost´ı a inicializuje jejich obsluhu. Zde se take´ nacˇ´ına´ vstup simulace (konfiguracˇn´ı
soubor onetpp.ini), zpracova´va´ se zde vy´stup ze simulace a odchyta´vaj´ı vy´jimky.
Vy´stup je vypisova´n prostrˇednictv´ım rozhran´ı ev.
• Model Component Library
Modul obsahuje virtua´ln´ı knihovnu vsˇech zahrnuty´ch modul˚u do simulace. Obsahuje
podrobnou definici teˇchto zahrnuty´ch modul˚u, da´le pak jejich propojen´ı a definici
vsˇech zpra´v, ktery´mi moduly komunikuj´ı.
• Executing Model
Modul reprezentuje fina´ln´ı simulaci, obsahuje instance vsˇech modul˚u z Model Com-
ponent Library a take´ syste´movy´ modul, ktery´ je prˇedkem vsˇech modul˚u. Pomoc´ı
tohoto syste´move´ho modulu lze prˇistupovat do vsˇech ostatn´ıch moul˚u.
• CMDENV, TKENV
Posledn´ım nepopsany´m modulem simula´toru je uzˇivatelske´ rozhran´ı pro prˇ´ıstup k si-
mulaci a to textove´ CMDENV, cˇi graficke´ TKENV. Kazˇdy´ z teˇchto prostrˇed´ı ma´ jine´ vyuzˇit´ı.
Pro rychle´ zpracova´n´ı neˇkolika simulac´ı, ktere´ budeme analyzovat dle vy´stup˚u, je
vhodneˇjˇs´ı pouzˇ´ıt textove´ rozhran´ı. Pokud potrˇebujeme vizualizaci proble´mu a chceme
do simulace zasahovat v jej´ım pr˚ubeˇhu pak pouzˇijeme graficke´ rozhran´ı.
5.1.2 Jazyk NED
Jak jizˇ bylo uvedeno vy´sˇe, pro popis simulace se vyuzˇ´ıva´ proprieta´rn´ı jazyk NED. V jazyku
NED mu˚zˇeme definovat vazby mezi moduly a take´ parametry modul˚u. V obra´zku 5.2 jsou
zna´zorneˇny trˇi typy modul˚u.
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Obra´zek 5.2: Typy modul˚u v simula´toru (obra´zek prˇejat z [22] strana 21)
• Jednoduchy´ modul
Jednoduchy´ modul je uveden kl´ıcˇovy´m slovem simple. Tento modul je va´za´n na po-
pis chova´n´ı, ktere´ je zapsa´no v jazyce C++. Modul mu˚zˇe mı´t v jazyce NED zadane´
parametry, kromeˇ konkre´tn´ıch hodnot lze zvolit i ikona pro zna´zorneˇn´ı v simulaci.
V modulu take´ mu˚zˇeme definovat jednotlive´ bra´ny, ktere´ slouzˇ´ı pro propojen´ı a ko-
munikaci s jiny´mi modely.
• Slozˇeny´ modul
Slozˇeny´ modul je uveden kl´ıcˇovy´m slovem module. Tento model nema´ zˇa´dne´ chova´n´ı,
je pouze poskla´da´n z dalˇs´ıch modul˚u, at’ jizˇ jednoduchy´ch cˇi slozˇeny´ch. V tomto mo-
dulu lze stejneˇ jako v jednoduche´m modelu definovat parametry a bra´ny, ale take´ jesˇteˇ
moduly, ze ktery´ch je poskla´da´n, a take´ propojen´ı mezi bra´nami modul˚u, z ktery´ch
je poskla´da´n. Ve slozˇeny´ch modulech mu˚zˇeme jesˇteˇ nav´ıc vyuzˇ´ıvat deˇdicˇnost.
• S´ıt’ovy´ modul
S´ıt’ovy´ modul je uveden kl´ıcˇovy´m slovem network. V tomto modulu se definuje kom-
pletn´ı topologie pro simulaci. Je to tedy modul, ktery´ je vsˇem ostatn´ım nadrˇazen. Je
opeˇt poskla´da´n z d´ılcˇ´ıch modulu a jejich spojen´ı, take´ lze zadat parametry. V tomto
modulu lze nav´ıc jesˇteˇ zada´vat typy. Novy´ typ, lze definovat a pouzˇ´ıvat jako v kla-
sicky´ch programovac´ıch jazyc´ıch. V pocˇ´ıtacˇovy´ch s´ıt´ıch lze naprˇ´ıklad vyuzˇ´ıt pro spe-
cifikova´n´ı chybovosti, rychlosti cˇi zpozˇdeˇn´ı linky.
Prˇ´ıklad definice OSPFv3 smeˇrovacˇe, ktery´ rozsˇiˇruje smeˇrovacˇ IPv6, je na obra´zku 5.3.
5.2 INET Framework
INET Framework je postaveny´ nad OMNeT++ a pouzˇ´ıva´ stejny´ koncept (moduly a zas´ılan´ı
zpra´v) [6]. Jedna´ se o bal´ık pro simulace nad rodinou protokol˚u TCP/IP. Obsahuje im-
plementaci protokol˚u IPv4, IPv6, TCP, UDP, ARP, OSPF a dalˇs´ı aplikacˇn´ı protokoly.
A take´ jsou zde modely linkove´ vrstvy PPP, Ethernet a 802.11. Da´le obsahuje podporu
bezdra´tovy´ch a mobiln´ıch s´ıt´ı, ktere´ jsou prˇevzaty z Mobility Frameworku.
INET Framevork umozˇnˇuje snadne´ vytva´rˇen´ı simulac´ı. Stacˇ´ı vz´ıt zvolene´ s´ıt’ove´ kompo-
nenty, ktere´ se navza´jem propoj´ı. Dı´ky modula´rnosti OMNeT++ je velmi snadne´ upravovat
s´ıt’ove´ komponenty, dle potrˇeby do nich doplnˇovat potrˇebne´ sluzˇby nebo je odeb´ırat.
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1 module OSPFv3Router extends i n e t . nodes . ipv6 . Router6
2 {
3 parameters :
4 IPForward = true ;
5 @display ( ” i=abs t r a c t / route r ” ) ;
6 submodules :
7 ospfv3 : OSPFv3Routing\{
8 @display ( ”p=465 ,287” ) ;
9 }
10 conec t i on s :
11 ospfv3 . ipOut −−> networkLayer . o sp f In ;
12 ospfv3 . ip In −−> networkLayer . ospfOut ;
13 }
Obra´zek 5.3: Smeˇrovacˇ OSPFv3
5.3 Projekt ANSA
Projekt ANSA Automated Network-wide Security Analysis [5] na Fakulteˇ informacˇn´ıch tech-
nologi´ı Vysoke´ho ucˇen´ı technicke´ho v Brneˇ se zaby´va´ mozˇnostmi a rozsˇiˇrova´n´ım bal´ıku
INET. Konecˇny´m vy´sledkem tohoto projektu by meˇl by´t na´stroj pro forma´ln´ı analy´zu
a verifikaci bezpecˇnosti s´ıteˇ. K tomu slouzˇ´ı veˇrny´ model s´ıteˇ a protokol˚u vytva´rˇeny´, dle
rea´lny´ch s´ıt´ı.
V ra´mci projektu ANSA vzniklo jizˇ neˇkolik novy´ch protokol˚u, ktere´ rozsˇiˇruj´ı mozˇnosti
p˚uvodn´ıho bal´ıku INET. Mezi nove´ moduly patrˇ´ı RIP [15], RIPng [20], podpora ACL [18],
podpora IPv6 (dual-stack zarˇ´ızen´ı) [23], SNMP [17], TRILL [12], PIM [16] a techniky QoS
[9]. Da´le byl vylepsˇen konfigura´tor, ktery´ zarˇ´ızen´ı nastavuje. Soucˇasneˇ s touto prac´ı vznikaj´ı
moduly EIGRP, skupina FHRP protokol˚u (HSRP, VRRP, GLBP).
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Kapitola 6
Soucˇastny´ stav
V te´to kapitole se zaby´va´ stavem projektu ANSA a frameworku INET jejich mozˇnosti pro
pro vyuzˇit´ı pro vy´voj modulu OSPFv3.
Pro vy´voj pra´ce je pouzˇit OMNeT++ v aktua´ln´ı verzi 4.4.1. a Framework INET je
pouzˇit ve verzi 2.2 ze srpna 2013. V soucˇastnosti jizˇ je vyda´n novy´ INET verze 2.3 z brˇezna
2014. Tento framework nen´ı pouzˇit, protozˇe mus´ı doj´ıt k prˇenesen´ı cele´ho projektu ANSA
na novou verzi. Tato nova´ verze neprˇina´sˇ´ı pro rozpracovane´ pra´ce na OSPFv3 a EIGRP,
zˇa´dne´ vylepsˇen´ı a nove´ mozˇnosti. Jak jizˇ bylo uvedeno, vy´vojove´ prostrˇed´ı OMNET++,
framework INET i projekt ANSA jsou sta´le aktua´ln´ı a vyv´ıj´ı se nove´ verze.
6.1 OSPF v ANSA (INET)
Ve frameworku INET se nacha´z´ı hotovy´ modul OSPF pro IPv4. Funkcˇnost´ı tohoto mo-
dulu se zaby´vala bakala´rˇska´ pra´ce Modelova´n´ı smeˇrovac´ıch protokol˚u OSPF v simula´toru
OMNeT++, Martina Danka [23]. O te´to pra´ce jizˇ ubeˇhlo neˇkolik let a modul byl p˚uvodn´ımi
tv˚urci zdokonalen.
V projektu ANSA se v pra´ci Modelova´n´ı IPv6 v prostrˇed´ı OMNeT++, Marek Cˇerny´
[8] zaby´val prˇeva´zˇneˇ podporou IPv6, ale take´ protokolem OSPFv3, ze ktere´ho prˇi jeho
rozsa´hlosti (cca prˇes 10 000 rˇa´dk˚u ko´du) zpracoval odes´ıla´n´ı Hello paket˚u. Od te´to pra´ce
ubeˇhlo take´ neˇkolik let, a IPv6 bylo v INET zdokonaleno, stejneˇ jako prˇedloha OSPF pro
jeho OSPF6 modul (OSPF pro IPv6).
6.2 Smeˇrovac´ı protokoly
Framework INET obsahuje smeˇrovac´ı protokoly: BGP, OSPV verze 2, ktery´ nen´ı sta´le u´plneˇ
doladeˇny´ a obsahuje neˇkolik komenta´rˇ˚u v mı´stech, ktery´m by se bylo potrˇeba veˇnovat, a
nove´ smeˇrovac´ı protokoly RIP, GPSR a DYMO, ktere´ jsou novinkou nove´ho bal´ıku INET
2.3.
V projektu ANSA byly vytvorˇeny dalˇs´ı smeˇrovac´ı protokoly: RIP [15], RIPng [20], IS-IS
[12] a paralelneˇ vznika´ EIGRP.
Pro INET existuje take´ knihovna INETMANET, ktera´ implementuje smeˇrovac´ı proto-
koly DSDV, AODV, DSR a DYMO.
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6.3 IPv6
Aktua´lnost´ı a obsahem IPv6 ve framevorku INET se zaby´vala pra´ce Marka Cˇerne´ho [8],
od te´to pra´ce z roku 2011 jizˇ uplynul take´ neˇjaky´ cˇas a INET byl vylepsˇen, nicme´neˇ IPv6
podpora nen´ı sta´le doladeˇna´ a obsahuje take´ komenta´rˇe pro dokoncˇen´ı. Pro implementaci
smeˇrovac´ıho protokolu OSPFv3 potrˇebujeme smeˇrovac´ı tabulku, data IPv6 na rozhran´ı
smeˇrovacˇe a cˇten´ı dat z konfiguracˇn´ıho XML souboru.
6.3.1 Smeˇrovac´ı tabulka
Za´kladn´ı smeˇrovac´ı tabulka RoutingTable6 pro IPv6 je jizˇ ve frameworku INET. Tato
tabulka ovsˇem nepodporuje oznacˇen´ı rozd´ılny´ch smeˇrovac´ıch protokol˚u, lze do n´ı pouze
zada´vat administrativn´ı vzda´lenost. V projektu ANSA smeˇrovac´ı byla vytvorˇena lepsˇ´ı smeˇro-
vac´ı tabulka ANSARoutingTable6, do ktere´ lze zada´vat k cesteˇ, take´ protokol, ze ktere´ho
cesta pocha´z´ı. Hleda´n´ı v obou uvedeny´ch smeˇrovac´ıch tabulka´ch prob´ıha´ sekvencˇneˇ od
nejdelˇs´ıho prefixu. Smeˇrovac´ı tabulka nerˇesˇ´ı cesty porovna´n´ı cest, takzˇe v n´ı mu˚zˇe existovat
v´ıce cest do stejne´ho c´ıle s r˚uznou cenou.
Prˇehled vybrany´ch metod smeˇrovac´ı tabulky:
• addRoutingProtocolRoute() a addStaticRoute() - prˇida´n´ı cesty
• getRoute() a getNumRoute() - z´ıska´n´ı urcˇite´ cesty
• removeRoute() - odstraneˇn´ı cesty
• doLongestPrefixMatch() - vybra´n´ı nejlepsˇ´ı cesty
Dalˇs´ı metodou ktera´ je v pra´ci vyuzˇita´, je receiveChangeNotification(), ktera´ prˇij´ıma´
ozna´men´ı o uda´lostech. Touto metodou se naprˇ´ıklad dozv´ıda´ smeˇrovac´ı tabulka o zmeˇna´ch
na rozhran´ı smeˇrovacˇe. Tato metoda je ovsˇem v soucˇastnosti pouze kostrou, pro vypra-
cova´n´ı. Dynamicke´ zmeˇny na konfiguraci rozhran´ıch smeˇrovac´ı tabulka nezpracova´va´, a
zna´ konfiguraci rozhran´ı pouze nacˇtene´ z konfiguracˇn´ıho souboru.
Prˇ´ıstup (ukazatel) do smeˇrovac´ı tabulky se z´ıska´va´ prostrˇednictv´ım RoutingTable6-
Access. Pomoc´ı tohoto prˇ´ıstupu mu˚zˇeme volat verˇejne´ metody trˇ´ıdy (modulu ANSARou-
tingTable6), nen´ı tedy prˇipojen prostrˇednictv´ım hradel a bran.
6.3.2 Cesta
Cesta je za´znam smeˇrovac´ı tabulky IPv6Route, tato trˇ´ıda umozˇnˇuje zada´vat parametry
cesty. Vytvorˇena´ cesta je vkla´dana´ do tabulky. Vy´sˇe uvedene´ rozsˇ´ıˇren´ı o typ smeˇrovac´ıho
protokolu je mozˇne´ d´ıky cesteˇ ANSAIPv6Route, ktera´ deˇd´ı z p˚uvodn´ı cesty IPv6Route a
prˇida´va´ dalˇs´ı parametry. Pro administrativn´ı vzda´lenost a oznacˇen´ı protokolu jsou vy-
tvorˇene´ konstanty prˇ´ıklady pro OSPF: pro vzda´lenost dOSPF a pro protokol pOSPFintra,
pOSPFinter, pOSPFext1, pOSPFext2, pOSPFNSSAext1 a pOSPFNSSAext2.
Nı´zˇe je uveden prˇehled vybrany´ch metod cesty. Nı´zˇe uvedene´ metody nastavovac´ı (set)
maj´ı obdobnou metodu pro z´ıska´n´ı (get), n´ızˇe uvedene´ metody uvedene´ pro z´ıska´n´ı, nemaj´ı
obdobnou metodu nastaven´ı, ale hodnoty se prˇeda´vaj´ı prˇ´ımo do konstruktoru (get).
• getDestPrefix() - z´ıska´n´ı prefixu
• getPrefixLength() - z´ıska´n´ı de´lky prefixu
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• setMetric() - nastaven´ı cesty
• setInterfaceId() - nastaven´ı odchoz´ıho rozhran´ı
• setAdminDist() - nastaven´ı administrativn´ı vzda´lenosti
• setRoutingProtocolSource() - nastaven´ı zdrojove´ho protokolu
6.3.3 Rozhran´ı smeˇrovacˇe
Rozhran´ı smeˇrovacˇe je trˇ´ıda obsahuj´ıc´ı vsˇechny informace o rozhran´ı. Nese na sobeˇ data pro
IPv4 i IPv6. Dalˇs´ı d˚ulezˇitou informac´ı je identifika´tor rozhran´ı interfaceID, d´ıky ktere´mu
doka´zˇeme identifikovat jednotlive´ rozhran´ı smeˇrovacˇe.
IPv6 data na rozhran´ı (IPv6InterfaceData) nesou vsˇechny prˇiˇrazene´ adresy a nad
teˇmito daty jsou volane´ metody pro prˇiˇrazen´ı multicastove´ adresy. Tyto metody mohou
by´t funkcˇn´ı, ale bohuzˇel nen´ı funkcˇn´ı smeˇrovac´ı tabulka, jak je uvedeno vy´sˇe, a tyto zmeˇny
se nezap´ıˇsou do smeˇrovac´ı tabulky, tud´ızˇ s´ıt’ova´ vrstva dotazuj´ıc´ı se smeˇrovac´ı tabulky na
c´ılovou adresu prˇ´ıchoz´ıho paketu, dostane odpoveˇd’ o nezna´me´ adrese a prˇ´ıchoz´ı multicas-
tovy´ paket nemu˚zˇe by´t prˇijat a zpracova´n. Toto nezˇa´douc´ı chova´n´ı mu˚zˇeme obej´ıt t´ım, zˇe
rozhran´ı, na ktery´ch budeme cht´ıt zapnout OSPFv3 smeˇrova´n´ı, nastav´ıme dane´ OSPFv3
multicastove´ adresy v konfiguracˇn´ım souboru.
6.3.4 Cˇten´ı konfiguracˇn´ıho souboru
V OMNeT++ existuj´ı parametry pro nastavova´n´ı modul˚u napsane´ v jazyce NED. Nicme´neˇ
spravovat tyto parametry pro velmi rozsa´hle´ s´ıteˇ je velmi neprakticke´ a neflexibiln´ı. K rˇesˇen´ı
se nab´ız´ı vyuzˇit´ı cˇlensky´ch funkc´ı jazyka C++, ktere´ nacˇtou konfiguraci z le´pe dostupny´ch
a prˇehledny´ch soubor˚u naprˇ´ıklad forma´tu XML. Ve frameworku INET existuj´ı moduly pro
nacˇten´ı konfigurace naprˇ. pro IPv6 FlatNetworkConfigurator6. Nicme´neˇ tento prˇ´ıstup
ve frameworku INET nen´ı jednotny´ a naprˇ´ıklad modul protokolu OSPFv2 OSPFRouting si
konfiguracˇn´ı soubor cˇte sa´m.
V tomto ohledu projekt ANSA postupuje jednotneˇ a byl v neˇm vytvorˇen modul pro kon-
figuraci deviceConfigurator, ktery´ slouzˇ´ı pro konfiguraci, vsˇech modul˚u co byly v ra´mci
tohoto projektu vytvorˇeny. Jednotlive´ moduly volaj´ı metody konfigura´toru a ten jim vrac´ı
naplneˇne´ struktury daty.
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Kapitola 7
Na´vrh a implementace
V te´to kapitole je popsa´n na´vrh a implementace smeˇrovacˇe a modulu OSPF pro IPv6. Na´vrh
vycha´zel jizˇ z hotovy´ch cˇa´st´ı projektu INET, prˇesneˇji byl vytvorˇen tak, aby byl modula´rn´ı
kompatibiln´ı v ra´mci projektu INET.
Nejdrˇ´ıve bude popsa´n samostatneˇ smeˇrovacˇ, na ktere´m beˇzˇ´ı proces OSPF verze 3 pro
IPv6, a v dalˇs´ıch cˇa´st´ı kapitoly se budeme zaby´vat jednotlivy´mi cˇa´sti smeˇrovac´ıho procesu,
ktere´ jsou uvedeny v cˇa´sti kapitoly 7.2.
7.1 Smeˇrovacˇ OSPF
Sestaven´ı smeˇrovacˇe OSPF verze 3 pro IPv6 je zobrazen na obra´zku 7.1. Obra´zek je prˇ´ıme´
propojen´ı v jazyce NED v simulacˇn´ım prostrˇed´ı OMNeT++, stejneˇ jako na´sleduj´ıc´ı obra´zky
v te´to kapitole.
Na´vrh vycha´z´ı ze soucˇasne´ho ASNARouter, ktery´ je dualstack, podporuje protokoly IPv4
a IPv6. V tomto smeˇrovacˇi pro OSPF verze 3 OSPFv3RouterIPv6, jsou vynecha´ny imple-
mentovane´ ostatn´ı moduly v ra´mci ANSA (RIP, RIPng, PIM, IS-IS), smeˇrovac´ı protokol
OSPF, s´ıt’ova´ vrstva pro IPv4 networkLayer, smeˇrovac´ı tabulka routingTable a modul
protokolu UDP.
Z p˚uvodn´ıho ASNARouter z˚ustaly vsˇechny rozhran´ı, ipSplitter, da´le zde z˚ustaly nepo-
stradatelne´ cˇa´sti jako s´ıt’ova´ vrstva pro IPv6 networkLayer6, smeˇrovac´ı tabulka pro IPv6
routingTable6 a tabulka rozhran´ı interfaceTable. Byly zde ponecha´ny take´ moduly
pro upozornˇova´n´ı na zmeˇny notificationBoard, manager zmeˇn rozhran´ı v pr˚ubeˇhu simu-
lace interfaceStateManager a modul pro u´vodn´ı nastaven´ı (cˇten´ı konfiguracˇn´ıch soubor˚u)
deviceConfigurator, do ktere´ho byly doplneˇny metody pro cˇten´ı konfigurace OSPFv3.
ipSplitter byl ponecha´n acˇkoli je urcˇen pro rozdeˇlen´ı provozu IPv4 a IPv6, model ne-
komplikuje, naopak zjednodusˇuje pro budouc´ı doplneˇn´ı smeˇrovacˇe. Prostor vlevo po IPv4
modulech byl stejneˇ jako ipSplitter ponecha´n pro doplnˇova´n´ı potrˇebny´ch modul˚u.
Byl zde doplneˇn novy´ modul pro OSPF verze 3 IPv6 OSPFv3IPv6, ktery´m se budeme
zaby´vat v dalˇs´ıch cˇa´stech te´to kapitoly. Modul OSPFv3IPv6 je prˇipojen jedn´ım hradlem, ale
na´vrh pocˇ´ıta´ s t´ım, zˇe bude moci by´t v´ıce proces˚u OSPFv3, ktere´ budou propojeny, kazˇdy´
svy´m hradlem, podobneˇ jako jsou rˇesˇena prˇipojen´ı rozhran´ı.
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Obra´zek 7.1: Smeˇrovacˇ OSPF IPv6
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7.2 Modul OSPFv3 pro IPv6
V te´to cˇa´sti je popsa´n na´vrh modulu OSPFv3 pro IPv6 OSPFv3RoutingIPv6, ktery´ se
prˇipojuje k s´ıt’ove´ vrstveˇ jak je uvedeno v minule´ cˇa´sti kapitoly.
Tento modul je navrzˇen podle noveˇjˇs´ıch pozˇadavk˚u v ra´mci projektu ASNA na veˇtsˇ´ı
modularitu. Oproti starsˇ´ımu RIPmg, ktery´ ma´ smeˇrovac´ı proces implementovany´ v ra´mci
jednoduche´ho modelu, noveˇ vyv´ıjene´ moduly OSPFv3 a EIGRP jsou rozdeˇleny na proces
a datove´ tabulky. Na´vrh modulu OSPFv3RoutingIPv6 je zobrazen na obra´zku 7.2.
Obra´zek 7.2: Modul OSPFv3 IPv6
Tento modula´rn´ı na´vrh umozˇnˇuje, v pr˚ubeˇhu simulace, snadnou kontrolu dat obsazˇeny´ch
v datovy´ch tabulka´ch, rozkliknut´ım modulu tabulky. V OSPF toto rozdeˇlen´ı trochu kom-
plikuje implementaci, veˇtsˇina dat je prˇiˇrazena pod jinou datovou strukturu dle specifikace
v RFC [7] (naprˇ. oblast, rozhran´ı, atd.). Naprˇ´ıklad sousede´ jsou ulozˇeni pod rozhran´ım a
veˇtsˇina LSA (naprˇ. networkLSA, routerLSA a IntraAreaPrefixLSA) na´lezˇ´ı do oblasti. Ta-
bulky se prˇipojuj´ı na zacˇa´tku do procesu. Prˇi tomto na´vrhu vzniklo na procesu neˇkolik
novy´ch metod, prˇipomı´naj´ıc´ı dotazy na relacˇn´ı databa´ze s pozˇadavky, podle ktery´ch jsou
vraceny jednotlive´ za´znamy v tabulce nebo cˇa´sti tabulek (datove´ struktury obsahuj´ıc´ı v´ıce
za´znamu˚). Tyto metody v procesu maj´ı sve´ odpov´ıdaj´ıc´ı metody implementova´ny v ta-
bulka´ch.
Implementace procesu je rozdeˇlena do neˇkolika cˇa´st´ı odpov´ıdaj´ıc´ıch rozvrzˇen´ı zdrojovy´ch
soubor˚u do slozˇek:
• interface - trˇ´ıdy pro nastaven´ı a stavy rozhran´ı
• nesagehandler - trˇ´ıdy pro zpracova´n´ı zpra´v
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• neighbor - trˇ´ıdy pro nastaven´ı a stavy rozhran´ı
• processIPv6 - trˇ´ıdy procesu a oblasti pro urcˇen´ı cest v s´ıti
• tables - trˇ´ıdy pro tabulky zobrazene´ v na´vrhu
• nezarˇazeno - soubory jazyka NED pro smeˇrovacˇ a modul OSPFv3 a take´ trˇ´ıdy pro
cˇasovacˇe a zpra´vy
Na´sleduj´ıc´ı cˇa´sti te´to kapitoly odpov´ıdaj´ı tomuto rozdeˇlen´ı.
7.3 Rozhran´ı - Interface
V te´to cˇa´sti pra´ce jsou dveˇ trˇ´ıdy, trˇ´ıdu pro rozhran´ı OSPFv3InterfaceIPv6 a trˇ´ıdu pro
stavy rozhran´ı OSPFv3InterfaceState.
Obra´zek 7.3: Prˇehled trˇ´ıdy OSPFv3InterfaceIPv6 a trˇ´ıdy OSPFv3InterfaceState
Rozhran´ı
Trˇ´ıda pro rozhran´ı na sobeˇ nese r˚uzne´ nastaven´ı pro OSPFv3 jako parametry rozhran´ı,
cˇasovacˇe, typ linky, stav rozhran´ı, intervaly pro prˇenos a cˇasovacˇe, ID instance, priorita,
Router ID DR smeˇrovacˇe a BDR smeˇrovacˇe a nadrˇazena´ oblast. Jak je zobrazeno v obra´zku
7.3 vlevo. Za´kladn´ı metody pro z´ıska´va´n´ı a nastavova´n´ı dat nejsou v obra´zku zapsa´ny.
Mezi chybeˇj´ıc´ı u´daje proti specifikaci patrˇ´ı tabulka soused˚u, ktera´ je prˇesunuta do
centra´ln´ı tabulky soused˚u. Informace z´ıska´va´ z centra´ln´ı tabulky soused˚u s identifikac´ı dle
ID. Dalˇs´ı chybeˇj´ıc´ı tabulkou, noveˇ specifikovanou ve verzi 3, je tabulka, obsahuj´ıc´ı LSA
typu 0x0008, tedy typu LinkSLA, nesouc´ı udaje o prˇilehly´ch IPv6 adresa´ch na lince, je
takte´zˇ prˇesunuta do centra´ln´ı tabulky obsahuj´ıc´ı LSA (LinkStateDatabase). Tato trˇ´ıda je
podobna´ ekvivalentn´ı trˇ´ıdeˇ v modulu OSPF verze 2.
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Stavy rozhran´ı
Trˇ´ıda pro stavy rozhran´ı nese na sobeˇ stav rozhran´ı a zpracova´va´ uda´losti (event), ktere´
prˇicha´z´ı na rozhran´ı, podle nich nastavuje novy´ stav a prˇ´ıpadneˇ vypocˇ´ıta´va´ DR a BDR
smeˇrovacˇ. Jak je zobrazeno v obra´zku 7.3 v pravo. Tato trˇ´ıda je prˇepracovana´ oproti modulu
OSPF verze 2, protozˇe pouzˇity´ nevhodny´ na´vrh ve verzi 2, kdy se dle stavu vytva´rˇela
nova´ trˇ´ıda s prˇet´ızˇenou metodou pro zpracova´n´ı uda´losti, zp˚usobil vznik neˇkolika soubor˚u
s maly´m mnozˇstv´ım rˇa´dk˚u ko´du, cozˇ zp˚usobilo neprˇehlednost a vysˇsˇ´ı vy´pocˇetn´ı na´roky na
vytvorˇen´ı nove´ho objektu prˇi kazˇde´ zmeˇneˇ stavu.
7.4 Soused - Neighbor
V te´to cˇa´sti pra´ce jsou dveˇ trˇ´ıdy, trˇ´ıdu pro souseda OSPFv3Neighbor a trˇ´ıdu pro stav
sousedstv´ı OSPFv3NeighborState.
Obra´zek 7.4: Prˇehled trˇ´ıdy OSPFv3Neighbor a trˇ´ıdu OSPFv3NeighborState
Soused
Trˇ´ıda pro rozhran´ı na sobeˇ nese r˚uzne´ nastaven´ı a neˇktere´ parametry, jako jsou na rozhran´ı,
s t´ım rozd´ılem, zˇe tyto u´daje jsou sousedn´ıho smeˇrovacˇe. Mezi d˚ulezˇite´ data ulozˇene´ na
rozhran´ı prˇenesene´ LSA, da´le LSA hlavicˇky pro databa´zi popisuj´ıc´ı paket a LSA hlavicˇky
pro dotazovac´ı paket. Jak je zobrazeno v obra´zku 7.4 na leve´ straneˇ. Za´kladn´ı metody pro
z´ıska´va´n´ı a nastavova´n´ı dat nejsou v obra´zku zapsa´ny. Tato trˇ´ıda je podobna´ ekvivalentn´ı
trˇ´ıdeˇ v modulu OSPF verze 2.
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Stavy sousedstv´ı
Trˇ´ıda pro stavy rozhran´ı nese na sobeˇ stav sousedstv´ı a zpracova´va´ uda´losti (event), podle
nich nastavuje novy´ stav. Trˇ´ıda je zobrazena v obra´zku 7.4 na prave´ straneˇ. Tato trˇ´ıda
je prˇepracovana´ oproti modulu OSPF verze 2, stejneˇ jako trˇ´ıda stavy rozhran´ı uvedena´
v minule´ cˇa´sti kapitoly.
7.5 Zpracova´n´ı zpra´v - messageHandler
V te´to cˇa´sti jsou zarˇazeny prˇ´ıjemci zpra´v, ktere´ je zpracuj´ı. Kazˇdy´ typ paketu ma´ svou
trˇ´ıdu na zpracova´n´ı.
Vesˇkere´ zpracova´n´ı prˇ´ıchoz´ıch zpra´v a neˇktery´ch odchoz´ıch, ktere´ odpov´ıdaj´ı sp´ıˇs mı´stu
generova´n´ı, na smeˇrovacˇi je prˇenecha´no prˇ´ıdeˇ OSPFv3MessageHandler. Tato trˇ´ıda trˇ´ıd´ı
prˇ´ıchoz´ı pakety a uda´losti. Uda´losti da´le zpracova´va´ a pakety prˇeda´ trˇ´ıdeˇ, ktera´ ma´ na
starosti dany´ typ paket˚u.
Obra´zek 7.5: Prˇehled trˇ´ıdy OSPFv3MessageHandler
Trˇ´ıdy pro prˇ´ıjem paket˚u a uda´lost´ı, kazˇda´ tato trˇ´ıda ma´ metodu na zpracova´n´ı paketu
processPacket().
• OSPFv3MessageHandler
Trˇ´ıda pro zpracova´n´ı vsˇech uda´lost´ı a paket˚u prˇeda´va´ uda´losti da´le sousedovi a nebo
rozhran´ı. Da´le tato trˇ´ıda vypisuje informace o odchoz´ıch a prˇ´ıchoz´ıch paketech a
prˇ´ıchoz´ı pakety prˇeda´va´ dle typu dalˇs´ım trˇ´ıda´m. Je zna´zorneˇna na obra´zku 7.5.
• OSPFv3HelloHandler - Trˇ´ıda zpracova´va´ inicializacˇn´ı paket (HelloPacket), dle neˇho
nastavuje souseda a da´le vyvola´va´ uda´losti pro zmeˇnu stav˚u souseda.
• OSPFv3DatabaseDescriptionHandler
Trˇ´ıda pro zpracova´n´ı databa´ze popisuj´ıc´ı paket (databaseDescriptionPacket), trˇ´ıda
take´ generuje uda´losti pro ovlivneˇn´ı souseda. Kromeˇ vy´sˇe uvedene´ metody na zpra-
cova´n´ı paketu ma´ te´zˇ dalˇs´ı metodu processDDPacket(), ktera´ zkouma´ LSA hlavicˇky
obsazˇene´ v paketu.
• OSPFv3LinkStateRequestHandler
Trˇ´ıda zpracova´va´ prˇ´ıchoz´ı pozˇadavky tvorˇene´ LSA hlavicˇky obsazˇene´ v prˇ´ıchoz´ım
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dotazovac´ım paketu (requestPacket), a pokud je LSA zpra´va shodna´ s prˇ´ıchoz´ı
hlavicˇkou v databa´zi, tak ji odes´ıla´ zpeˇt aktualizacˇn´ım paketem.
• OSPFv3LinkStateUpdateHandler
Trˇ´ıda zpracova´va´ prˇ´ıchoz´ı aktualizacˇn´ı paket (updatePaket), instaluje zmeˇny do da-
taba´ze a metodou acknowledgeLSA() odes´ıla´ potvrzen´ı o prˇijet´ı paketu.
• OSPFv3LinkStateAcknowledgementHandler
Trˇ´ıda prˇij´ıma´ potvrzuj´ıc´ı pakety (acknowledgementPacket) a odstranˇuje aktualizacˇn´ı
pakety z sousedovi tabulky, ktery´ by je po urcˇite´m cˇasu znovu odeslal.
7.6 LSA
V te´to cˇa´sti jsou zarˇazeny LSA rozsˇiˇruj´ıc´ı trˇ´ıdy, ktere´ umozˇnˇuj´ı k LSA trˇ´ıda´m definovany´m
v souboru OSPFv3Packet.msg prˇipojovat dalˇs´ı data a metody.
V souboru OSPFv3Packet.msg jsou definovane´ datove´ struktury OSPFv3 paket˚u a LSA,
z te´to definice OMNeT++ generuje trˇ´ıdy, ktere´ naj´ı za´kladn´ı metody pro z´ıska´va´n´ı a nasta-
vova´n´ı definovany´ch dat a jsou prˇipraveny pro odes´ıla´n´ı po spoj´ıch zapsany´ch v souborech
NED.
V te´to sekci k teˇmto generovane´ trˇ´ıdy deˇdeˇne´ do trˇ´ıd, ve ktery´ch jsou nesena dalˇs´ı data
jako dalˇs´ı skoky v s´ıti, cena uzlu a prˇedchoz´ı skok. Da´le jsou zde metody pro porovna´n´ı a
aktualizaci paket˚u a LSA.
7.7 Proces - processIPv6
V te´to sekci jsou trˇi trˇ´ıdy. Prvn´ı trˇ´ıda je OSPFv3ProcessIPv6, jde o hlavn´ı trˇ´ıdu modulu
OSPF verze 3 po IPv6, te´to trˇ´ıdeˇ se veˇnuje na´sleduj´ıc´ı cˇa´st. Druhou trˇ´ıdou je trˇ´ıda ob-
lasti OSPFv3Area. V te´to trˇ´ıdeˇ se odehra´va´ nejv´ıce smeˇrovac´ıch vy´pocˇt˚u. Posledn´ı trˇ´ıda je
OSPFv3RoutingTableEntryIPv6, tato trˇ´ıda rozsˇiˇruje smeˇrovac´ı za´znam (ANSARouteIPv6),
tak aby k neˇmu sˇly ulozˇit dodatecˇne´ informace pro vy´pocˇet smeˇrova´n´ı.
7.7.1 Proces
Trˇ´ıda OSPFv3ProcessIPv6 je, jak jizˇ bylo uvedeno vy´sˇe, za´kladn´ı trˇ´ıdou modulu OSPF
verze 3 pro IPv6. Tato trˇ´ıda se stara´ o inicializaci vsˇech dat, prˇicha´zej´ı ji uda´losti a pa-
kety, je prˇipojena´ na datove´ tabulky cele´ho smeˇrovacˇe (interfaceTable, routingTable6),
na vlastn´ı datove´ tabulky, uvedene´ v popisu modulu a budou jesˇteˇ popsa´ny v na´sleduj´ıc´ı
cˇa´sti, da´le nacˇ´ıta´ konfiguraci pomoc´ı deviceConfigurator a je prˇipojen na s´ıt’ovou vrstvu
networkLayer6.
Inicalizace
K inicializaci modul˚u se v projektu ANSA, vyuzˇ´ıva´ deviceConfigurator, ktery´ v prvn´ım
kroku nastavuje hodnoty rozhran´ı, ve druhe´m smeˇrovac´ı tabulku a ve trˇet´ım jizˇ prˇijde na
rˇadu smeˇrovac´ı protokol OSPF verze 3.
• V prvn´ım kroku inicializace se proces propoj´ı s datovy´mi tabulky. Z´ıska´ ukazatel
na tabulku pomoc´ı metody ModuleAccess<datovy´ typ>(na´zev), kde datovy´ typ je
trˇ´ıda tabulky a na´zev je jej´ı oznacˇen´ı v jazyce NED. Hned pote´ nastav´ı ukazatel na
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sebe, protozˇe, jak jizˇ bylo zmı´neˇno, datove´ tabulky nesou informace specificka´ pro
r˚uzne´ trˇ´ıdy a neˇkdy je trˇeba k rozhran´ı z´ıskat vsˇechny sousedy, cozˇ lze d´ıky vola´n´ı
metody procesu.
• Ve druhe´m kroku se proces spoj´ı s datovy´mi tabulky smeˇrovacˇe, smeˇrovac´ı tabulka a
tabulka rozhran´ı a prˇipoj´ı se na informacˇn´ı kana´l (notificationBoard), do ktere´ho
registruje uda´losti, o ktery´ch chce by´t informova´n. Vzhledem k tomu, zˇe tyto zpra´vy
neposloucha´ smeˇrovac´ı tabulka, zat´ım nebyly implementova´ny ani v modulu OSPFv3,
a metoda receiveChangeNotification() pro prˇ´ıjem zpra´vy je pouze kostra.
• V dalˇs´ım kroku se proces spoj´ı s konfigura´torem a zavola´ metodu pro nastaven´ı dat
loadOSPFv3ConfigIPv6(this), ktere´mu prˇeda´va´ ukazatel na sebe, a konfigura´tor
nastavuje data, jak je uvedeno v cˇa´sti 7.10.
• Ve cˇtvrte´m kroku spust´ı cˇasovacˇ, ktery´ s kazˇdou vterˇinou simulacˇn´ıho cˇasu metodou
ageDatabase(), zvy´sˇ´ı starˇ´ı za´znamu˚ v link state databa´zi.
Data a metody
Obra´zek 7.6 zna´zornˇuje prˇehled vybrany´ch dat a metod trˇ´ıdy OSPFv3ProcessIPv6.
Obra´zek 7.6: Prˇehled trˇ´ıdy OSPFv3ProcessIPv6
Trˇ´ıda procesu OSPFv3ProcessIPv6 ma´ na sobeˇ zaznamenana´ data, ktera´ slouzˇ´ı pro
prˇ´ıstup do databa´z´ı, da´le take´ nese router ID a ID procesu, a trˇ´ıdu messageHandler, ktera´
automaticky vznika´ prˇi vola´n´ı konstruktoru, takzˇe je neoddeˇlitelnou soucˇa´st´ı a stara´ se
o zpra´vy a uda´losti, jak bylo uvedeno v cˇa´sti 7.5. Da´le nese kopii smeˇrovac´ıch cest, ktere´
jsou zapsa´ny (pokud neexistuj´ı lepsˇ´ı cesty) do smeˇrovac´ı tabulky.
Proces by meˇl ne´st jesˇteˇ data LSA pro extern´ı smeˇrova´n´ı (ve vsˇech oblastech stejne´),
ktere´ pocha´z´ı z jine´ho zdroje. Tyto data stejneˇ jako na rozhran´ı a oblasti prˇesunuta do link
state databa´ze.
Tato trˇ´ıda ma´ dveˇ prˇa´telske´ trˇ´ıdy OSPFv3Area a OSPFv3LinkStateDatabaseIPv6, ktere´
mohou prˇistupovat k priva´tn´ım dat˚um procesu. Jsou vyuzˇ´ıva´ny tak, zˇe tyto trˇ´ıdy maj´ı
prˇ´ıstup prˇ´ımo k metoda´m datovy´ch tabulek. Nemus´ı existovat metoda procesu. Du˚vody
pro toto opatrˇen´ı jsou rozepsa´ny v na´sleduj´ıc´ı cˇa´sti 7.7.2.
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Veˇtsˇina metod te´to trˇ´ıdy jsou kra´tke´ metody pro z´ıska´va´n´ı dat z tabulek. Dalˇs´ı metodou
je metoda, ktera´ je urcˇena pro konfiguraci, prˇi cˇten´ı konfigurace je vytvorˇeno nove´ rozhran´ı
(objekt OSPFv3InterfaceIPv6) a vlozˇena na neˇj data. Toto rozhran´ı je prˇeda´no te´to metodeˇ
procesu addInterfaceToOSPFv3(), ktera´ prˇida´ rozhran´ı do tabulky rozhran´ı v modulu a
vyvola´ startovac´ı uda´lost na rozhran´ı.
Nejd˚ulezˇiteˇjˇs´ı metodou je metoda prˇepocˇ´ıta´va´n´ı smeˇrovac´ı tabulky (rebuildRouting-
Table()). V te´to metodeˇ je nejprve vola´n´ı na vsˇechny oblasti, ktere´ prˇepocˇ´ıta´vaj´ı sve´ vnitrˇn´ı
smeˇrova´n´ı, pote´ se pocˇ´ıta´ mezi oblastn´ı smeˇrova´n´ı a nakonec extern´ı smeˇrova´n´ı, prˇi do-
koncˇova´n´ı pra´ce je hotovo pouze smeˇrˇova´n´ı uvnitrˇ oblasti. V procesu se pocˇ´ıta´ s dalˇs´ımi
metodami pro vy´pocˇet extern´ıho smeˇrova´n´ı.
7.7.2 Oblast
Trˇ´ıda oblasti je d˚ulezˇita´ pro smeˇrova´n´ı, odehra´va´ se zde veˇtsˇina smeˇrovac´ıch vy´pocˇt˚u,
vsˇechny pro vnitrˇn´ı oblast, a vsˇechny pro mezi oblastn´ı smeˇrova´n´ı se pocˇ´ıtaj´ı na pa´terˇn´ı
oblasti (Backbone).
Dle specifikace v RFC [7] by data LSA (RouterLSA, NetworkLSA, InterAreaPrefixLSA,
InterAreaRouterLSA a IntraAreaPrefixLSA) a rozhran´ı meˇla by´t ulozˇena v oblasti. Pro
prˇiˇrazen´ı metod co nejbl´ızˇe dat˚um, byly neˇktere´ metody prˇesunuty z oblasti na tabulku
rozhran´ı a link state databa´zi. T´ımto vsˇak dosˇlo rozdeˇlen´ı metod, ktere´ se volaly navza´jem.
Proto byla oblast a link state databa´ze prˇiˇrazeny k procesu jako prˇa´telske´ trˇ´ıdy, aby meˇli
k teˇmto metoda´m prˇ´ıstup.
Vy´beˇr metod a data, ktera´ z˚ustala na oblasti jsou zna´zorneˇna v obra´zku 7.7. Oblast ob-
sahuje vy´znamna´ data pouze ID oblasti a korˇen stromu pro vy´pocˇet cest z tohoto smeˇrovacˇe.
Da´le obsahuje metody pro vy´pocˇet smeˇrovac´ıch cest v oblasti calculateShortestPath-
Tree() a calculateNextHops(). Dalˇs´ı metody pro vy´pocˇet cest mezi oblastmi nejsou zat´ım
implementova´ny.
Obra´zek 7.7: Prˇehled trˇ´ıdy OSPFv3Area
7.8 Tabulky - tables
Tabulky data a jejich metody jsou uvedeny na na´sleduj´ıc´ıch obra´zc´ıch 7.8, vy´jimku udeˇla´me
u link state databa´ze, te´ se budeme veˇnovat n´ızˇe.
Link State Databa´ze
Pro trˇ´ıdu OSPFv3LinkStateDatabaseIPv6 prˇedstavuj´ıc´ı link state databa´zi, jsou vytvorˇeny
v hlavicˇkove´m souboru jednotlive´ za´znamy pro kazˇdy´ typ LSA zvla´sˇt’, na teˇchto za´znamech
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Obra´zek 7.8: Prˇehled trˇ´ıd OSPFv3AreaTable, OSPFv3InterfaceTable,
OSPFv3NeighborTable
jsou nav´ıc u´daje, ktere´ uda´vaj´ı p˚uvod za´znamu, naprˇ´ıklad jako oblast u RouterLSA, Ne-
tworkLSA a IntraAreaPrefixLSA.
Prˇehled trˇ´ıdy je zobrazen na obra´zku 7.9. Mezi metody patrˇ´ı vytva´rˇen´ı, vyhleda´va´n´ı
a instalace LSA. Kazˇdy´ typ ma´ vlastn´ı metody. Dalˇs´ı metoda je pro sta´rnut´ı databa´ze.
Du˚lezˇite´ jsou take´ opera´tory pro prˇeda´n´ı do proudu znak˚u (operator<<) pro jednotlive´
za´znamy. Dı´ky tomu mu˚zˇeme sledovat obsah tabulek prˇi simulaci.
7.9 Nezarˇazeno
Mezi soubory, ktere´ nejsou zarˇazeny do slozˇky patrˇ´ı definice v jazyce NED smeˇrovvacˇe a
modulu OSPFv3. Dalˇs´ımi soubory jsou automaticky generovane´ soubor˚u typu .msg, ktere´
charakterizuj´ı datove´ struktury, ze ktery´ch OMNeT++ vygeneruje do trˇ´ıd. Je tu soubor
pro zpra´vy LSA a pakety OSPFv3 popsa´n 7.6 a soubor ve ktere´m jsou definova´ny vsˇechny
pouzˇite´ cˇasovacˇe.
7.10 Konfigurace
Pro konfiguraci byl upraven konfigura´tor projektu ANSA deviceConfigurator, do ktere´ho
byly implementova´ny nove´ metody, Musel by´t take´ upraven xmlParser, ktery´ konfigura´toru
rozdeˇluje XML soubor.
Nove´ metody v konfigura´toru:
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Obra´zek 7.9: Prˇehled trˇ´ıdu OSPFv3LinkStateDatabaseIPv6
• loadOSPFv3ConfigIPv6()
Tato metoda je volana´ procesem, z´ıska´ pozˇadovany´ element pro dane´ zarˇ´ızen´ı a vola´
na´sleduj´ıc´ı metodu.
• loadOSPFv3ProcessesConfig()
Metoda nacˇ´ıta´ data, ktera´ se va´zˇou na cely´ proces, po nacˇten´ı vola´ dalˇs´ı metodu.
• loadOSPFv3IPv6Areas()
Metoda postupneˇ nacˇ´ıta´ data pro oblasti, po nacˇten´ı vola´ posledn´ı metodu pro roz-
hran´ı.
• loadOSPFv3IPv6Interfaces()
Tato metoda postupneˇ nacˇ´ıta´ nastaven´ı pro vsˇechny rozhran´ı pod jednou oblast´ı.
Prˇidane´ metody do xmlParser:
• GetOSPFv3Process() - Metoda vrac´ı data ohranicˇene´ elementem ”OSPFv3”.
• GetOSPFv3IPv6Area() - Metoda vrac´ı data ohranicˇene´ elementem ”Area”.
• GetOSPFv3IPv6Interface() -Metoda vrac´ı data ohranicˇene´ elementem ”Interface”.
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7.10.1 Forma´t dat v XML
Prˇi na´vrhu usporˇa´da´n´ı bylo vycha´zeno z objektovy´ch mozˇnost´ı forma´tu XML. Data ve
forma´tu maj´ı jeden korˇenovy´ element ”OSPFv3”, pod ktery´m je mozˇne´ konfigurovat pro-
cesy, oblasti a rozhran´ı. Kazˇdy´ tento element ma´ sve´ parametry a vyskytuje se ve vazbeˇ
’jedna ku n’ tak, zˇe nadrˇazeny´ element mu˚zˇe mı´t v´ıce podrˇ´ızeny´ch element˚u.
Zde je rozpor s nastaven´ım Cisco smeˇrovacˇ˚u, ktere´ v nastaven´ı procesu mu˚zˇou konfigu-
rovat oblast a prˇi konfiguraci rozhran´ı se zada´va´, do ktere´ho procesu a oblasti na´lezˇ´ı.
Prˇi pouzˇit´ı Cisco varianty prˇesta´va´ fungovat vy´hoda XML, protozˇe se nedodrzˇuje sou-
visly´ objekt a XML soubor ztra´c´ı prˇehlednost.
Za´pis v XML je zna´zorneˇn v tabulce 7.1, jsou zpracovane´ pouze za´kladn´ı parame-
try. Parametry rozhran´ı se nemusej´ı zada´vat. Vy´choz´ı hodnoty se v takove´m prˇ´ıpadeˇ vol´ı
na´sledovneˇ: typ rozhran´ı se zjist´ı podle fyzicke´ho rozhran´ı, InstanceID bude nastaveno na
nula, priorita smeˇrovacˇe bude jedna, a rozhran´ı nebude pasivn´ı.
1 <Routing6>
2 <OSPFv3 ProcessID=”1”>
3 <RouterID>
4 <IPAddress>1 1 . 1 1 . 1 1 . 1</IPAddress>
5 </RouterID>
6 <Areas>
7 <Area AreaID=”0”>
8 <Interfaces>
9 <Interface name=” eth0 ”>
10 <Type>{Broadcast | PointToPoint |NBMA| PointToMilt iPoint }</Type>
11 <InstanceID>{0−255}</InstanceID>
12 <Priority>{0−255}</Priority>
13 <Passive>{ f a l s e | t rue }</Passive>
14 </ Interface>
15 </ Interfaces>
16 </Area>
17 </Areas>
18 </OSPFv3>
19 </Routing6>
Tabulka 7.1: Prˇ´ıklad XML konfigurace
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Kapitola 8
Testovac´ı simulace
V te´to kapitole vyzkousˇ´ıme vytvorˇeny´ vytvorˇeny´ modul OSPF verze 3 pro IPv6. Prvn´ı dva
testy jsou male´ho rozsahu a na´zorneˇ ukazuj´ı, zˇe je modul funkcˇn´ı. Trˇet´ı test je nejkompli-
kovaneˇjˇs´ı, spojuje oba prˇedchoz´ı testy.
8.1 LAN
Pro prvn´ı test jsou trˇi smeˇrovacˇe spojeny pomoc´ı prˇep´ınacˇe na jedne´ lince. Topologie je
zobrazena na obra´zku 8.1.
Obra´zek 8.1: Testovac´ı s´ıt’ LAN (test-1)
T´ımto testem se ma´ otestovat vy´beˇr DR a BDR smeˇrovacˇe, da´le prˇenos mezi DR
smeˇrovacˇem a ostatn´ımi smeˇrovacˇi, generova´ny zpra´vy RouterLSA, NetworkLSA a Intra-
AreaPrefixLSA, posledn´ı veˇc´ı, kterou jsem t´ımto testem chteˇl otestovat byla rychlost volby
DR smeˇrovacˇe.
Vy´sledky testu
Jak je videˇt na obra´zku 8.2 databa´ze obsahuje vsˇechny trˇi typy zpra´v LSA. Obsahuje trˇi
zpra´vy RouterLSA, ktere´ oznacˇuj´ı prˇilehlou linku Router ID DR smeˇrovacˇe (10.0.0.3). Obsa-
huje take´ NetworkLSA s jednou zpra´vou pocha´zej´ıc´ı z DR smeˇrovacˇe a linkStateID hodnotou
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Obra´zek 8.2: Obsah databa´ze na smeˇrovacˇi R3 (test-1)
rozhran´ı smeˇrovacˇe. Zpra´va NetworkLSA obsahuje vsˇechny prˇipojene´ smeˇrovacˇe na lince.
K te´to zpra´veˇ je take´ vygenerova´na zpra´va IntraAreaPrefixLSA, ktera´ nese linkStateID a
advertisementRouterID p˚uvodn´ı zpra´vy, a take´ prefix a de´lku prefixu na lince, pro kterou
je generova´na.
Prvn´ı ze zpra´v IntraAreaPrefixLSA, je pra´zdna´, byla vygenerova´na, v dobeˇ kdy roz-
hran´ı bylo ve stavu cˇeka´n´ı, v tu dobu obsahovala prefix tohoto rozhran´ı. Rozhran´ı ve stavu
cˇeka´n´ı patrˇ´ı do zpra´v IntraAreaPrefixLSA stejny´m zp˚usobem, jako rozhran´ı ve stavu loo-
pback. Da´le zde vid´ıme dveˇ pra´zdne´ zpra´vy IntraAreaPrefixLSA, ze smeˇrovacˇ˚u R1 a R2,
ktere´ t´ım ukazuj´ı, zˇe nemaj´ı nava´zane´ jine´ linky nezˇ prˇes tuto linku. Tato linka je prˇenesena
zpra´vou podle zpra´vy NetworkLSA.
Doba ustanoven´ı smeˇrovacˇe DR a BDR je peˇt vy´meˇn Hello zpra´v (prˇiblizˇneˇ 40 vterˇin),
prˇi trˇet´ım testu, ktery´ prob´ıhal v laboratorˇi jsem si vyzkousˇel zmeˇrˇit ustanoven´ı DR smeˇro-
vacˇe. A to tak, zˇe ve sche´matu trˇet´ıho testu jsem restartoval smeˇrovacˇe R2 a R3. Komunikaci
jsem sledoval duplikac´ı portu prˇep´ınacˇe, jak je popsa´no n´ızˇe. Komunikace je na prˇilozˇene´m
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CD v souboru fast switch.pcap. Dva smeˇrovacˇe odes´ılaj´ıc´ı pakety se objevily v cˇase 175
vterˇin (od zacˇa´tku sledova´n´ı), prvn´ı Hello zpra´va s urcˇeny´m smeˇrovacˇem prˇiˇsla v cˇase 193
vterˇiny a okamzˇiteˇ bylo na n´ı obeˇma smeˇrovacˇi odpoveˇzeno. Doba ustanoven´ı trva´ pouze
trˇi vy´meˇny (necely´ch 20 vterˇin), je tedy zde prostor pro ladeˇn´ı modulu OSPFv3.
8.2 Smeˇrova´n´ı PPP
Tento test meˇl vyzkousˇet smeˇrova´n´ı na za´kladeˇ RouterLSA a IntraAreaPrefixLSA, topo-
logie s´ıteˇ je velmi jednoducha´ obsahuje cˇtyrˇi smeˇrovacˇe v rˇadeˇ, je zna´zorneˇna na obra´zku
8.3.
Obra´zek 8.3: Testovac´ı s´ıt’ PPP (test-2)
Vy´sledky testu
Data na smeˇrovacˇi R4, jak je videˇt na obra´zku 8.4, jsou kompletn´ı. Pro cˇtyrˇi smeˇrovacˇe
jsou cˇtyrˇi RouterLSA a cˇtyrˇi IntraAreaPrefixLSA, z nichzˇ smeˇrovacˇe uprostrˇed s´ıteˇ maj´ı
dveˇ linky k soused˚u, cozˇ prˇesneˇ odpov´ıda´ topologii, spra´vny´ prˇenos podporuj´ı i za´znamy
ve smeˇrovac´ı tabulce, prˇidane´ protokolem OSPFv3 (oznacˇene´ ’O’).
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Obra´zek 8.4: Testovac´ı s´ıt’ PPP (test-2)
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8.3 Smeˇrova´n´ı v oblasti
Testova´n´ı s topologi´ı na obra´zku 8.5 bylo prova´deˇno na rea´lne´ topologii v laboratorˇi. Pro
testova´n´ı jsem vyuzˇil smeˇrovacˇe firmy Cisco modely rˇady 2811 s operacˇn´ım syste´mem IOS
verze 15.1(4)M7. Topologie byla stejna´ se stejny´mi IP adresami jako je na obra´zku, jen mı´sto
prˇipojeny´ch s´ıt´ı byly vyuzˇite´ rozhran´ı loopback nastaveny s IP adresou 201x:0:5::1/56.
Obra´zek 8.5: Testovac´ı s´ıt’ pro smeˇrova´n´ı v oblasti (test-3)
Protozˇe prˇ´ıkazy debug na Cisco smeˇrovacˇ´ıch rychle miz´ı, prˇi testova´n´ı v laboratorˇi
byl prˇipojen na port prˇep´ınacˇe pocˇ´ıtacˇ, a komunikaci na lince mezi smeˇrovacˇem R1 byla
replikova´na na port s prˇipojeny´m pocˇ´ıtacˇem.
Ke konfiguraci zarˇ´ızen´ı jsem vyuzˇil prˇ´ıkazy v tabulce 8.1, posledn´ı dva prˇ´ıkazy jsou
zadane´ do prˇep´ınacˇe pro replikaci provozu.
Vy´sledky testu
V tomto za´veˇrecˇne´m a nejveˇtsˇ´ım testu se nepodarˇila proka´zat spra´vna´ funkcˇnost modulu,
byly doplneˇne´ jen neˇktere´ smeˇrovac´ı tabulky a ne vsˇemi inzerovany´mi prefixy.
V prvn´ım testu jsem oveˇrˇil funkcˇnost modulu na broadcast lince, ke ktere´ byly prˇipojeny
trˇi linky, t´ım byl vyzkousˇen prˇenos zpra´v LSA. V tomto trˇet´ım testu je jizˇ potrˇeba zapojit
prˇenesene´ zpra´vy do smeˇrova´n´ı, tud´ızˇ to vypada´ na chybu prˇi vytva´rˇen´ı stromu smeˇrova´n´ı.
OSPF verze dva toto smeˇrova´n´ı prova´d´ı, prˇ´ımo podle zpra´v NetworkLSA, ktere´ obsahuj´ı
informace o s´ıti a masce.
Tento test je tedy neu´speˇsˇny´ a vnitrˇn´ı smeˇrova´n´ı v s´ıti nen´ı plnohodnotne´. Pro spra´vne´
fungova´n´ı modulu OSPFv3 je trˇeba da´le upravovat a testovat.
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1 R3#() ipv6 unicast−rout ing
2 R3#() ipv6 route r o sp f 1
3 R3#(−) route r id 1 0 . 0 . 0 . 3
4 R3#() i n t e r f a c e Loopback 0
5 R3#(−) ipv6 neable
6 R3#(−) ipv6 address 2 0 1 1 : 0 : 0 : : 1 / 5 6
7 R3#(−) ipv6 route r o sp f 1 area 0
8 R3#(−) no shutdown
9 R3#() i n t e r f a c e S e r i a l 0/0/0
10 R3#(−) c lock−r a t e 64000
11
12 SW#() monitor s e s s i o n 1 source i n t e r f a c e FastEthernet 0/1
13 SW#() monitor s e s s i o n 1 d e s t i n a t i o n i n t e r f a c e FastEthernet 0/24
Tabulka 8.1: Prˇ´ıkazy pro konfiguraci Cisco zarˇ´ızen´ı (test-3)
V posledn´ım obra´zku 8.6 je zachycena´ komunikace na lince mezi smeˇrovacˇem R1 a
prˇep´ınacˇem. Tato komunikace je ulozˇena´ na prˇilozˇene´m DVD ve forma´tu .pcap lze ji otevrˇ´ıt
naprˇ´ıklad programem Wireshark. Prˇi prohl´ızˇen´ı je dobre´ aplikovat filry, pro zobrazen´ı stejne´
komunikace jako je v obra´zku 8.6 zada´me filtr ”OSPF”.
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Obra´zek 8.6: Zachycena´ komunikace v laboratorˇi
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Kapitola 9
Za´veˇr
Tato pra´ce se zaby´va´ detaily protokolu OSPF, prˇedevsˇ´ım jeho verz´ı pro IPv6. Je zde
popsa´no pouzˇite´ na´zvoslov´ı, jsou zde uvedeny principy protokolu a jsou podrobneˇ popsa´ny
zmeˇny, ktere´ v protokolu OSPF nastaly pro IPv6 oproti IPv4.
V ra´mci te´to pra´ce vznika´ rozsˇ´ıˇren´ı pro framework INET, ktery´ je pouzˇitelny´ v si-
mulacˇn´ım prostrˇed´ı OMNeT++. S pouzˇit´ım vzoru, ktery´ poskytuje modul OSPF pro IPv4,
podle ktere´ho je vytvorˇen modul OSPFv3 pro IPv6. Modul OSPFv3 je rozcˇleneˇn do v´ıce
modul˚u, na ktery´ch je mozˇno prˇi beˇhu simulace sledovat stav a hodnoty vycha´zej´ıc´ı v si-
mulaci.
9.1 Dosazˇene´ vy´sledky
V pra´ci se podarˇilo implementovat OSPFv3 modul pro IPv6 OSPFv3ProcessIPv6 s omeze-
nou funkcˇnost´ı. Tento modul neu´plneˇ zpracova´va´ smeˇrova´n´ı v ra´mci jedne´ oblasti, prˇesto
je prˇipraven na implementaci veˇtsˇ´ıho rozsahu smeˇrova´n´ı. Hotove´ jsou rozhran´ı smeˇrovacˇe
i s prˇechodem stav˚u, soused se stavy sousedstv´ı. Zcela je implementova´n prˇ´ıjem vsˇech pa-
ket˚u. Plneˇ jsou prˇipraveny vsˇechny druhy paket˚u i zpra´v LSA. Plneˇ jsou funguj´ıc´ı datove´
tabulky pro sousedy, rozhran´ı a oblasti. Link state databa´ze funguje pro pouzˇ´ıvane´ typy,
ma´ prˇipravene´ tabulky pro vsˇechny typy LSA, nejsou vsˇak implementova´ny metody pro
jejich vkla´da´n´ı a vyhleda´va´n´ı, avsˇak tyto metody budou podobne´ sta´vaj´ıc´ım metoda´m.
9.2 Dalˇs´ı mozˇnosti pra´ce
Tuto pra´ci je mozˇne´ da´le rozsˇ´ıˇrit o smeˇrova´n´ı mezi oblastmi a smeˇrova´n´ı s extern´ımi zdroji.
Tento protokol OSPFv3, jak je vy´sˇe v jeho popisu uvedeno, je protokoloveˇ neza´visly´, od
konce roku 2012 se zacˇal vyuzˇ´ıvat pro smeˇrova´n´ı IPv4, t´ım se otv´ıraj´ı dalˇs´ı mozˇnosti vy´voje
tohoto modulu.
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Prˇ´ıloha A
Obsah DVD
Datovy´ nosicˇ CD obsahuje:
• Text bakala´rˇske´ pra´ce ve forma´tu PDF.
• Text bakala´rˇske´ pra´ce ve forma´tu TEX.
• Obra´zky pouzˇite´ prˇi tvorbeˇ textu.
• Datove´ soubory z´ıskane´ prˇi testova´n´ı.
• Projekt ANSA s vytvorˇeny´mi zdrojovy´mi ko´dy modulu.
• Tolologie a konfigurace pro testova´n´ı.
Zdrojove´ ko´dy modulu a prˇ´ıklady pro testova´n´ı jsou ulozˇeny v souborove´ strukturˇe
projektu ANSA popsane´ v na´sleduj´ıc´ı prˇ´ıloze B.
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Prˇ´ıloha B
Spusˇteˇn´ı projektu
Pro spusˇteˇn´ı projektu je trˇeba nainstalovat OMNeT++. Sta´hnout lze ze stra´nek projektu
[21]. Pro lepsˇ´ı fungova´n´ı se doporucˇuj´ı mı´t prˇed instalac´ı nainstalovane´ knihovny MPI,
PCAP a Akaora.
Po otevrˇen´ı vy´vojove´ho prostrˇed´ı OMNet++, zvol´ıme soubor a importovat existuj´ıc´ı
projek, je nutne´ mı´t data z prˇilozˇene´ho DVD.
Lepsˇ´ı zp˚usob bude importovat projekt pomoc´ı verzovac´ıho syste´mu GIT, ktery´ je take´
soucˇa´st´ı vy´vojove´ho prostrˇed´ı. Zvol´ıme tedy importovat a metodu Git. Projekt je verˇejneˇ
dostupny´ na adrese: https://github.com/kvetak/ANSA. Stazˇen´ı projektu touto cestou ma´
tu vy´hodu, zˇe ma´te k dispozici nejnoveˇjˇs´ı verzi, ale i starsˇ´ı verze, projektu ANSA.
Soubory vytvorˇene´ v projektu ANSA
s r c / ansa / network layer / ospfv3 /
OSPFv3RoutingIPv6 . ned
OSPFv3Router . ned
OSPFv3PacketIPv6 . msg
OSPFv3Timer . msg
i n t e r f a c e / OSPFv3InterfaceIPv6 . cc
i n t e r f a c e / OSPFv3InterfaceIPv6 . h
i n t e r f a c e / OSPFv3InterfaceState . cc
i n t e r f a c e / OSPFv3InterfaceState . h
LSA/OSPFv3RouterLSA . cc
LSA/OSPFv3NetworkLSA . cc
LSA/OSPFv3InterAreaPrefixLSA . cc
LSA/OSPFv3InterAreaRouterLSA . cc
LSA/OSPFv3ASExternalLSA . cc
LSA/OSPFv3LinkLSA . cc
LSA/OSPFv3IntraAreaPrefixLSA . cc
LSA/OSPFv3LSA . cc
LSA/OSPFv3LSA . h
messagehandler / OSPFv3DatabaseDescriptionHandler . cc
messagehandler / OSPFv3DatabaseDescriptionHandler . h
messagehandler /OSPFv3HelloHandler . cc
messagehandler /OSPFv3HelloHandler . h
messagehandler /OSPFv3LinkStateAcknowledgementHandler . cc
messagehandler /OSPFv3LinkStateAcknowledgementHandler . h
messagehandler /OSPFv3LinkStateRequestHandler . cc
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messagehandler /OSPFv3LinkStateRequestHandler . h
messagehandler /OSPFv3LinkStateUpdateHandler . cc
messagehandler /OSPFv3LinkStateUpdateHandler . h
messagehandler /OSPFv3MessageHandler . cc
messagehandler /OSPFv3MessageHandler . h
ne ighbor /OSPFv3Neighbor . cc
ne ighbor /OSPFv3Neighbor . h
ne ighbor /OSPFv3NeighborState . cc
ne ighbor /OSPFv3NeighborState . h
process IPv6 /IOSPFv3Module . h
process IPv6 /OSPFv3Area . cc
process IPv6 /OSPFv3Area . h
process IPv6 /OSPFv3ProcessIPv6 . cc
process IPv6 /OSPFv3ProcessIPv6 . h
process IPv6 /OSPFv3ProcessIPv6 . ned
process IPv6 /OSPFv3RoutingTableEntryIPv6 . cc
process IPv6 /OSPFv3RoutingTableEntryIPv6 . h
tab le s IPv6 /OSPFv3AreaTableIPv6 . h
tab le s IPv6 /OSPFv3AreaTableIPv6 . h
tab le s IPv6 /OSPFv3AreaTableIPv6 . h
tab le s IPv6 / OSPFv3InterfaceTableIPv6 . h
tab le s IPv6 / OSPFv3InterfaceTableIPv6 . h
tab le s IPv6 / OSPFv3InterfaceTableIPv6 . h
tab le s IPv6 /OSPFv3LinkStateDatabaseIPv6 . h
tab le s IPv6 /OSPFv3LinkStateDatabaseIPv6 . h
tab le s IPv6 /OSPFv3LinkStateDatabaseIPv6 . h
tab le s IPv6 /OSPFv3NeighborTableIPv6 . h
tab le s IPv6 /OSPFv3NeighborTableIPv6 . h
tab le s IPv6 /OSPFv3NeighborTableIPv6 . h
examples / ansa / ospfv3 /
DIP LAN/ d i p l a n . ned
DIP LAN/omnetpp . i n i
DIP LAN/ c o n f i g . xml
DIP PPP/ s i m p l e t e s t . ned
DIP PPP/omnetpp . i n i
DIP PPP/ c o n f i g . xml
DIP example/DIP example . ned
DIP example/omnetpp . i n i
DIP example/ c o n f i g . xml
Soubory upravene´ v projektu ANSA
s r c / ansa / u t i l / dev i c eCon f i gu ra to r /
dev i c eCon f i gura to r . cc
dev i c eCon f i gura to r . h
xmlParser . cc
xmlParser . h
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Prˇ´ıloha C
Konfigracˇn´ı soubor
V te´to prˇ´ıloze, jsou prˇipojeny konfiguracˇn´ı soubory pro trˇet´ı testovac´ı topologii.
C.1 Soubor - omnetpp.ini
[ General ]
network = DIP example
to ta l−s tack = 7MiB
tkenv−plugin−path = . . / . . / . . / e t c / p lug in s
sim−time−l i m i t = 1day
debug−on−e r r o r s = fa l se
# Routers IDs
∗∗ .R1 . dev i c e Id = ” 1 0 . 0 . 0 . 1 ”
∗∗ .R2 . dev i c e Id = ” 1 0 . 0 . 0 . 2 ”
∗∗ .R3 . dev i c e Id = ” 1 0 . 0 . 0 . 3 ”
∗∗ .R4 . dev i c e Id = ” 1 0 . 0 . 0 . 4 ”
∗∗ .R5 . dev i c e Id = ” 1 0 . 0 . 0 . 5 ”
∗∗ .LAN1. dev i c e Id = ” 2 0 1 4 : 0 : 5 : : 1 0 ”
∗∗ .LAN2. dev i c e Id = ” 2 0 1 1 : 0 : 5 : : 1 0 ”
∗∗ .LAN3. dev i c e Id = ” 2 0 1 2 : 0 : 5 : : 1 0 ”
C.2 Soubor - config.xml
<Devices>
<Router id=” 1 0 . 0 . 0 . 1 ”>
<Interfaces>
<Interface name=” eth0 ”>
<IPAddress>1 0 . 0 . 1 . 1</IPAddress>
<Mask>2 5 5 . 2 5 5 . 2 5 5 . 0</Mask>
<IPv6Address>2001 : 0 : 0 : 1 : : 1 /64</IPv6Address>
<IPv6Address>FF02: :5 /128</IPv6Address>
<IPv6Address>FF02: :6 /128</IPv6Address>
</ Interface>
<Interface name=” eth1 ”>
<IPAddress>1 0 . 0 . 1 1 . 1</IPAddress>
<Mask>2 5 5 . 2 5 5 . 2 5 5 . 0</Mask>
<IPv6Address>2015 : 0 : 5 : : 1 /56</IPv6Address>
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<IPv6Address>FF02: :5 /128</IPv6Address>
<IPv6Address>FF02: :6 /128</IPv6Address>
</ Interface>
</ Interfaces>
<Routing6>
<OSPFv3 ProcessID=”1”>
<RouterID>
<IPAddress>1 0 . 0 . 0 . 1</IPAddress>
</RouterID>
<Areas>
<Area AreaID=”0”>
<Interfaces>
<Interface name=” eth0 ”>
<Type>Broadcast</Type>
</ Interface>
<Interface name=” eth1 ”>
<Passive>Pass ive</Passive>
</ Interface>
</ Interfaces>
</Area>
</Areas>
</OSPFv3>
</Routing6>
</Router>
<Router id=” 1 0 . 0 . 0 . 2 ”>
<Interfaces>
<Interface name=” eth0 ”>
<IPAddress>1 0 . 0 . 1 . 2</IPAddress>
<Mask>2 5 5 . 2 5 5 . 2 5 5 . 0</Mask>
<IPv6Address>2001 : 0 : 0 : 1 : : 2 /64</IPv6Address>
<IPv6Address>FF02: :5 /128</IPv6Address>
<IPv6Address>FF02: :6 /128</IPv6Address>
</ Interface>
<Interface name=”ppp0”>
<IPAddress>1 0 . 0 . 2 . 1</IPAddress>
<Mask>2 5 5 . 2 5 5 . 2 5 5 . 0</Mask>
<IPv6Address>2001 : 0 : 0 : 2 : : 1 /64</IPv6Address>
<IPv6Address>FF02: :5 /128</IPv6Address>
<IPv6Address>FF02: :6 /128</IPv6Address>
</ Interface>
</ Interfaces>
<Routing6>
<OSPFv3 ProcessID=”1”>
<RouterID>
<IPAddress>1 0 . 0 . 0 . 2</IPAddress>
</RouterID>
<Areas>
<Area AreaID=”0”>
<Interfaces>
<Interface name=” eth0 ”></ Interface>
<Interface name=”ppp0”>
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<Type>PointToPoint</Type>
</ Interface>
</ Interfaces>
</Area>
</Areas>
</OSPFv3>
</Routing6>
</Router>
<Router id=” 1 0 . 0 . 0 . 3 ”>
<Interfaces>
<Interface name=” eth0 ”>
<IPAddress>1 0 . 0 . 1 . 3</IPAddress>
<Mask>2 5 5 . 2 5 5 . 2 5 5 . 0</Mask>
<IPv6Address>2001 : 0 : 0 : 1 : : 3 /64</IPv6Address>
<IPv6Address>FF02: :5 /128</IPv6Address>
<IPv6Address>FF02: :6 /128</IPv6Address>
</ Interface>
<Interface name=” eth1 ”>
<IPAddress>1 0 . 0 . 3 3 . 1</IPAddress>
<Mask>2 5 5 . 2 5 5 . 2 5 5 . 0</Mask>
<IPv6Address>2011 : 0 : 5 : : 1 /56</IPv6Address>
<IPv6Address>FF02: :5 /128</IPv6Address>
<IPv6Address>FF02: :6 /128</IPv6Address>
</ Interface>
<Interface name=”ppp0”>
<IPAddress>1 0 . 0 . 3 . 1</IPAddress>
<Mask>2 5 5 . 2 5 5 . 2 5 5 . 0</Mask>
<IPv6Address>2001 : 0 : 0 : 3 : : 1 /64</IPv6Address>
<IPv6Address>FF02: :5 /128</IPv6Address>
<IPv6Address>FF02: :6 /128</IPv6Address>
</ Interface>
</ Interfaces>
<Routing6>
<OSPFv3 ProcessID=”1”>
<RouterID>
<IPAddress>1 0 . 0 . 0 . 3</IPAddress>
</RouterID>
<Areas>
<Area AreaID=”0”>
<Interfaces>
<Interface name=” eth0 ”></ Interface>
<Interface name=”ppp0”></ Interface>
<Interface name=” eth1 ”>
<Passive>True</Passive>
</ Interface>
</ Interfaces>
</Area>
</Areas>
</OSPFv3>
</Routing6>
</Router>
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<Router id=” 1 0 . 0 . 0 . 4 ”>
<Interfaces>
<Interface name=”ppp0”>
<IPAddress>1 0 . 0 . 2 . 2</IPAddress>
<Mask>2 5 5 . 2 5 5 . 2 5 5 . 0</Mask>
<IPv6Address>2001 : 0 : 0 : 2 : : 2 /64</IPv6Address>
<IPv6Address>FF02: :5 /128</IPv6Address>
<IPv6Address>FF02: :6 /128</IPv6Address>
</ Interface>
<Interface name=”ppp1”>
<IPAddress>1 0 . 0 . 3 . 2</IPAddress>
<Mask>2 5 5 . 2 5 5 . 2 5 5 . 0</Mask>
<IPv6Address>2001 : 0 : 0 : 3 : : 2 /64</IPv6Address>
<IPv6Address>FF02: :5 /128</IPv6Address>
<IPv6Address>FF02: :6 /128</IPv6Address>
</ Interface>
<Interface name=”ppp2”>
<IPAddress>1 0 . 0 . 4 . 1</IPAddress>
<Mask>2 5 5 . 2 5 5 . 2 5 5 . 0</Mask>
<IPv6Address>2001 : 0 : 0 : 4 : : 1 /64</IPv6Address>
<IPv6Address>FF02: :5 /128</IPv6Address>
<IPv6Address>FF02: :6 /128</IPv6Address>
</ Interface>
</ Interfaces>
<Routing6>
<OSPFv3 ProcessID=”1”>
<RouterID>
<IPAddress>1 0 . 0 . 0 . 4</IPAddress>
</RouterID>
<Areas>
<Area AreaID=”0”>
<Interfaces>
<Interface name=”ppp0”></ Interface>
<Interface name=”ppp1”></ Interface>
<Interface name=”ppp2”></ Interface>
</ Interfaces>
</Area>
</Areas>
</OSPFv3>
</Routing6>
</Router>
<Router id=” 1 0 . 0 . 0 . 5 ”>
<Interfaces>
<Interface name=” eth0 ”>
<IPAddress>1 0 . 0 . 5 5 . 1</IPAddress>
<Mask>2 5 5 . 2 5 5 . 2 5 5 . 0</Mask>
<IPv6Address>2012 : 0 : 5 : : 1 /56</IPv6Address>
<IPv6Address>FF02: :5 /128</IPv6Address>
<IPv6Address>FF02: :6 /128</IPv6Address>
</ Interface>
<Interface name=”ppp0”>
<IPAddress>1 0 . 0 . 3 . 1</IPAddress>
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<Mask>2 5 5 . 2 5 5 . 2 5 5 . 0</Mask>
<IPv6Address>2001 : 0 : 0 : 4 : : 2 /64</IPv6Address>
<IPv6Address>FF02: :5 /128</IPv6Address>
<IPv6Address>FF02: :6 /128</IPv6Address>
</ Interface>
</ Interfaces>
<Routing6>
<OSPFv3 ProcessID=”1”>
<RouterID>
<IPAddress>1 0 . 0 . 0 . 5</IPAddress>
</RouterID>
<Areas>
<Area AreaID=”0”>
<Interfaces>
<Interface name=”ppp0”></ Interface>
<Interface name=” eth0 ”>
<Passive>True</Passive>
</ Interface>
</ Interfaces>
</Area>
</Areas>
</OSPFv3>
</Routing6>
</Router>
<Host id=”2014 : 0 : 5 : : 1 0 ”>
<Interfaces>
<Interface name=” eth0 ”>
<IPv6Address>2014 : 0 : 5 : : 1 0 /56</IPv6Address>
</ Interface>
</ Interfaces>
<DefaultRouter6>2014 : 0 : 5 : : 1</DefaultRouter6>
</Host>
<Host id=”2012 : 0 : 5 : : 1 0 ”>
<Interfaces>
<Interface name=” eth0 ”>
<IPv6Address>2012 : 0 : 5 : : 1 0 /56</IPv6Address>
</ Interface>
</ Interfaces>
<DefaultRouter6>2012 : 0 : 5 : : 1</DefaultRouter6>
</Host>
<Host id=”2011 : 0 : 5 : : 1 0 ”>
<Interfaces>
<Interface name=” eth0 ”>
<IPv6Address>2011 : 0 : 5 : : 1 0 /56</IPv6Address>
</ Interface>
</ Interfaces>
<DefaultRouter6>2011 : 0 : 5 : : 1</DefaultRouter6>
</Host>
</Devices>
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