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The renormalization group method is applied for obtaining
the asymptotic form of the wave function of the quantum
anharmonic oscillator by resumming the perturbation series.
It is shown that the resumed series is the cumulant of the
naive perturbation series. Working out up to the sixth order
and performing a further resummation proposed by Bender
and Bettencourt, we find that the agreement with the WKB
result becomes worse in the higher orders than the fourth at
which the agreement is the best.
PACS numbers: 03.65.Ge,02.30.Mv,11.15.Bt,11.15.Tk
It is well known that naive perturbation series are di-
vergent or at best asymptotic series [1]. One needs to re-
sum the divergent series to obtain a sensible result from
the perturbation theory. Indeed, various resummation
techniques have been devised [1]. Recently, a unified and
mechanical method for global and asymptotic analysis
has been proposed by Goldenfeld et al [2]. This is called
the renormalization group (RG) method. The unique
feature of their method is to start with the naive pertur-
bation theory and allow secular terms to appear in con-
trast with all previous methods [1]; adding unperturbed
solutions to the perturbed solutions so that the secular
terms vanish at a ”renormalization point” t = t0 and
then applying the RG equation, one obtains a resummed
perturbation series.
Subsequently, the present author formulated the RG
method geometrically on the basis of the classical theory
of envelopes [3]; it was indicated that the RG equation a`
la Gell-Mann-Low in the field theory can be identified as
the envelope equation.
The purpose of the present work is to apply the RG
method as formulated in [3] to Schro¨dinger equation of
the quantum anharmonic oscillator (AHO) and obtain
the asymptotic form of the wave function.
AHO is a theoretical laboratory for examining the
validity of various approximation techniques [4,5]. Re-
cently, Bender and Bettencourt [6] have shown that
multiple-scale perturbation theory (MSPT) can be suc-
cessfully applied to the quantum anharmonic oscillator;
MSPT or the reductive perturbation theory is known to
be one of the most general method in applied mathemat-
ics [1] apart from the RG method for improving pertur-
bative expansions [7]. They examined the Heisenberg op-
erator equation and the (time-independent) Schro¨dinger
equation: The exact closed-form solution was found for
the Heisenberg equation, and the asymptotic behavior
of the wave function ψ(x) for large x was constructed
which agrees with the WKB result. One should remark
here that a further resummation had to be adopted for
the latter case, which is not intrinsic in MSPT and a simi-
lar method had been proposed by Ginsburg and Montroll
[8].
Actually the RG method a la` Goldenfeld et al has
been already applied to quantum mechanics by others
[9,10]: Egusquiza and Valle Basagoiti [9] applied it to
solve the time-dependent Heisenberg equation considered
in [6], while Frasca used it to solve the time-dependent
Schro¨dinger equation of a two-level system. There has
been, however, no attempt to apply the RG method to
obtain asymptotic forms of wave functions. The rea-
son may be that it is not trivial to identify the secular
terms for the wave functions which can be made to van-
ish at a “renormalization point” x = x0. In the present
work, such secular terms are successfully identified for
the ground and the first excited states.
We shall show that the resummation of the perturba-
tion series of the wave functions is performed in the RG
method more mechanically and explicitly than in MSPT:
The polynomials fn(x) in the resumed series are explic-
itly given in terms of the polynomials Pn(x) obtained in
the naive perturbation theory [6]. Furthermore, it will
be found that
∑∞
n=0 ǫ
nfn(x) is the cumulant series [11]
of the naive perturbation series
∑∞
n=0 ǫ
nPn(x). Since our
method is mechanical and easy to perform, we shall work
out up to the sixth order in the perturbative expansion
and examine how the results of Bender and Bettencourt
persist or are modified in the higher orders.
Our Hamiltonian for the anharmonic oscillator is given
by [12]
H = p2 +
1
4
x2 +
1
4
ǫx4, (1)
and we consider the following Schro¨dinger equation
(H − E)ψ(x) = 0, (2)
with the boundary condition ψ(±∞) = 0. We shall con-
fine ourselves to the ground state for the moment. WKB
analysis shows that for large x,
ψ(x) ∼ exp{−√ǫ|x|3/6}. (3)
We shall examine how the perturbation theory can re-
produce the WKB behavior or not, as was done in [6].
1
As preliminaries, we first apply the Bender-Wu method
[14] for performing Rayleigh-Schro¨dinger(RS) perturba-
tive expansion. The wave function and the eigenvalue are
both expanded as power series of ǫ;
ψ(x) ∼
∞∑
n=0
ǫnyn(x) and E(ǫ) ∼
∞∑
n=0
ǫnEn. (4)
We take the boundary values hence the normalization as;
y0(0) = 1 and yn≥1(0) = 0. (5)
The lowest order solution reads
y0(x) = e
−x2/4 and E0 = 1/2. (6)
The higher order terms with n ≥ 1 are written as
yn(x) = e
−x2/4Pn(x), (7)
where Pn(x) is a polynomial. It is readily shown that the
polynomials satisfy the recursion relation;
P ′′n (x)− xP ′n(x) =
x4
4
Pn−1(x)−
n−1∑
j=0
Pj(x)En−j . (8)
This equation determines the polynomials and the eigen-
values En successively. Here it should be remarked that
yn(x) in Eq.(7) may be identified as a secular term be-
cause it is a product of the unperturbed solution and a
function that increases as x goes large.
The eigenvalues En are given by the condition (solv-
ability condition)
∫∞
−∞
dx y0(x)hˆF (x) = 0, where hˆ =
(d/dx)2 − xd/dx and F (x) is an arbitrary function with
which the integral converges. Thus one finds
En =
1
2
√
π
∫ ∞
−∞
dx y0(x){x
4
4
Pn−1(x) −
n−1∑
j=1
Pj(x)En−j}. (9)
Note that En is determined in terms of only the polyno-
mials Pj(x) with j ≤ n− 1.
With these eigenvalues Ej (j ≤ n), the polynomial
Pn(x) is determined by Eq.(8). The general form of the
polynomial is expressed as [6]
Pn(x) =
2n∑
k=1
Cn,k(−x
2
2
)k, (10)
where the coefficient Cn,k satisfies a recursion relation
2kCn,k + Cn−1,k−2 = −(k + 1)(2k + 1)Cn,k+1
+
n−1∑
j=1
Cj,kCn−j,1, (11)
with Cn,1 = En. The recursion relation is solved for low
k with given n. The polynomials Pn(x) up to the six
order are presented in [6], which we refer to.
Now we apply the renormalization group method to
resum the perturbation series obtained above. We shall
present the method so that it becomes clear that the no-
tion of envelopes is intrinsically related to the method
[3]: We shall also make it clear that the RG method con-
cerns with the boundary conditions in conformity with
the general property of the RG methods as emphasized
by Shirkov [13].
First we try to obtain the wave function ψ(x;x0)
around an initial point x = x0 in a perturbative way:
ψ(x;x0) ∼
∞∑
n=0
ǫnzn(x;x0) and E(ǫ) ∼
∞∑
n=0
ǫnEn, (12)
with the initial or boundary condition (BC) at x = x0;
ψ(x0;x0) =W (x0). (13)
We suppose that the boundary value W (x0) is always on
an exact solution of Eq.(2). W (x0) may be also expanded
in a power series of ǫ
W (x0) =
∞∑
n=0
ǫnWn(x0) (14)
If we stop at, say, the N -th order, we will have∑N
n=0 ǫ
nzn(x) ≡ ψ(N)(x;x0) which is valid only locally
at x ∼ x0. However, one may take another point of view
as follows: Geometrically, we have a family of curves
{ψ(N)(x;x0)}x0 parametrized with x0, and each curve
of the family is a good approximation around x = x0.
Then, if each curve is continued smoothly, the resultant
curve will valid in a global domain of x. This is noth-
ing else than to construct the envelope of the family of
curves. More specifically, we only have to determine the
boundary values Wn(x0) so that the perturbative solu-
tions around x = x0 form an envelope. This is the basic
strategy of the RG method described geometrically. Fur-
thermore, to be as accurate as possible, the lowest value
W0(x0) should approximate the exact value ψ(x0, x0) as
close as possible, or Wn≥1(x0) should be made as small
as possible.
Let us perform the above program. First, we note that
the lowest order solution may be written as
z0(x;x0) = A(x0)e
−x2/4, (15)
and E0 = 1/2; we have made it explicit that the ampli-
tude A(x0) may be dependent on x0. The choice of the
lowest order solution implies that we have also chosen the
boundary value as
W0(x0) = A(x0)e
−x2
0
/4. (16)
The higher order terms with n ≥ 1 may be written as
zn(x;x0) = A(x0)e
−x2/4Qn(x;x0), (17)
2
where Qn(x;x0) is a polynomial of x, dependent on x0.
It is readily shown that the polynomials satisfy the same
recursion relation Eq.(8) as Pn(x). However, since we
want to make the boundary value W0(x0) as close to the
exact one as possible, we impose the boundary condition
as
zn(x0;x0) =Wn(x0) = 0 or Qn(x0;x0) = 0, (18)
for n ≥ 1.
Since Q1(x;x0) satisfies the same equation as P1(x)
does, one readily obtains
Q1(x;x0) = P1(x) − P1(x0), (19)
which satisfies the BC Eq.(18). Notice that a constant is
the solution of the homogeneous equation. The second
order equation now reads
Q′′2(x;x0)− xQ′2(x;x0) =
(x4
4
P1(x) −
2∑
j=0
Pj(x)En−j
)
−P1(x0)(x
4
4
− E1). (20)
One can verify that E2 is given Eq.(9). Since Eq.(20) is
linear and the inhomogeneous part is a linear combina-
tion of those for P2(x) and P1(x), Q2(x;x0) is given by
a linear combination of P2(x) and P1(x);
Q2(x;x0) = (P2(x)− P2(x0))− P1(x0)(P1(x)− P1(x0)), (21)
which satisfies the BC Q2(x0;x0) = 0. One finds that
Q3(x;x0) satisfies
Q′′3(x;x0)− xQ′3(x;x0) = {
x4
4
P2(x) −
3∑
j=0
Pj(x)En−j}
−P1(x0){x
4
4
P1(x)−
2∑
j=0
Pj(x)En−j}
−(P2(x0)− P1(x0)2)(x
4
4
− E1). (22)
One can see that the inhomogeneous part is again com-
posed of a linear combination of those for Pn(x) (n =
1, 2, 3). Thus the solution satisfying the BC is found to
be
Q3(x;x0) = P3(x) − P3(x0)− P1(x0)(P2(x)− P2(x0))
−(P2(x0)− P1(x0)2)(P1(x)− P1(x0)), (23)
We remark that E3 is the same as what obtained for
P3(x).
Repeating the procedure, one finds that Qn(x;x0) are
expressed in terms of Pj(x) (j ≤ n). For instance,
Q4(x;x0) = P4(x)− P4(x0)− P1(x0)(P3(x)− P3(x0))
−(P2(x0)− P1(x0)2)(P2(x) − P2(x0))
−(P3(x0)− 2P1(x0)P2(x0) + P1(x0)3)
·(P1(x)− P1(x0)). (24)
Thus we obtain the approximate solution valid around
x ∼ x0
ψ(x;x0) ∼ A(x0)e−x
2/4
∞∑
n=0
ǫnQn(x;x0), (25)
which satisfies the boundary condition
ψ(x0;x0) = W0(x0) = A(x0)e
−x2
0
/4. (26)
One may say that now we have obtained a family of
curves {ψ(x;x0)}x0 with x0 parametrizing the curves. If
x0 < x < x0 +∆x with ∆x being sufficiently small, the
wave functions ψ(x;x0) and ψ(x;x0 + ∆x) should give
the same value at x, i.e.,
ψ(x;x0) = ψ(x;x0 +∆x). (27)
Taking the limit ∆x→ 0 this condition is found to yield
that
dψ(x;x0)
dx0
∣∣∣
x0=x
= 0. (28)
Notice that when ∆x → 0, x → x0. This is the basic
equation of our method. This is nothing but the condi-
tion to construct the envelope of the perturbative wave
functions valid around x ∼ x0. It is apparent that the
equation has the same form as the renormalization group
equation, hence the name of the RG method. The equa-
tion gives a condition which A(x0) must satisfy;
dA
dx
= A(x)
d
dx0
∞∑
n=0
ǫn(−Qn(x;x0))
∣∣∣
x0=x
. (29)
Defining fn(x) by
− d
dx0
Qn(x;x0)
∣∣
x0=x
=
dfn(x)
dx
, (30)
one obtains
A(x) = A¯ · exp[
∞∑
n=0
ǫnfn(x)]. (31)
With this solution, the global solution ψE(x) is given by
the boundary value by construction;
ψE(x) =W0(x) = A(x)e
−x2/4
= A¯ · exp[−x
2
4
+
∞∑
n=1
ǫnfn(x)]. (32)
This is one of the main results of the present paper.
fn(x)’s are easily calculated in terms of Pn(x), and we
have
3
f1(x) = P1(x) = −3
8
x2 − 1
16
x4,
f2(x) = P2(x) − 1
2
P1(x)
2 =
21
16
x2 +
11
64
x4 +
1
96
x6,
f3(x) = P3(x) − P1(x)P2(x) + 1
3
P1(x)
3,
= −333
32
x2 − 45
32
x4 − 21
192
x6 − 1
256
x8,
f4(x) = P4(x) − P1(x)P2(x)− 1
2
P2(x)
2 + P1(x)
2P2(x)
−1
4
P1(x)
4,
=
30885
256
x2 +
8669
512
x4 +
1159
768
x6 +
163
2048
x8 +
x10
512
,
f5(x) = P5(x) − P1(x)P4(x)− P2(x)P3(x) + P1(x)P2(x)2
−P1(x)3P2(x) + P1(x)2P3(x) + 1
5
P1(x)
5,
= −916731
512
x2 − 33171
128
x4 − 6453
256
x6
−823
512
x8 − 319
5120
x10 − 7
6144
x12,
f6(x) = P6(x) − P1(x)P5(x)− P2(x)P4(x) + P1(x)2P4(x)
−1
2
P3(x)
2 + 2P1(x)P2(x)P3(x) − P1(x)3P3(x)
+
1
3
P2(x)
3 − 3
2
P1(x)
2P2(x)
2 + P1(x)
4P2(x)
−1
6
P1(x)
6,
=
65518401
2048
x2 +
19425763
4096
x4 +
752825
1536
x6
+
43783
4096
x8 +
3481
2048
x10 +
1255
24576
x12 +
3
4096
x14, (33)
and so on. f1(x) ∼ f3(x) coincide with the results in [6],
where explicit expressions of fn(x) are given only for n ≤
3. It is interesting that the polynomials fn(x) are given
in terms of Pn(x) appearing in the naive perturbative
expansion in a closed form.
Here learned readers may have suspected that fi(x)’s
(i = 1, 2, 3, ...) are the cumulant [11] of the sum∑∞
n=0 ǫ
nPn(x) in the sense that
∞∑
n=0
ǫnPn(x) ∼ exp[
∞∑
n=0
ǫnfn(x)]. (34)
In fact, this is the case. When a function C(ξ) of ξ is
given by C(ξ) =
∑∞
n=0 ξ
n/n! · µn, the n-th cumulant
λn is defined by lnC(ξ) =
∑∞
n=0 ξ
n/n! · λn. Expanding
lnC(ξ) = ln(1 + ξµ1 + ξ
2/2 · µ2 + ...), one finds that
λ1 = µ1, λ2 = µ2−µ21, λ3 = µ3−3µ1µ2+2µ21, λ4 = µ4−
4µ1µ3−3µ22+12µ21µ2−6µ41, λ5 = 24µ51−60µ31µ2+30µ1µ22+
20µ21µ3 −10µ2µ3−5µ1µ4+µ5, λ6 = −120µ61+360µ41µ2−
270µ21µ
2
2 +30µ
3
2−120µ31µ3+120µ1µ2µ3 −10µ23+30µ21µ4−
15µ2µ4− 6µ1µ5 +µ6, and so on. Putting µn = n!Pn and
λn = n!fn, one sees that the relation Eq. (33) between
Pn and fn is reproduced. In short, the RG method based
on the construction of an envelope certainly resumes the
perturbation series of the wave function and the resultant
expression are given in terms of the cumulants of the
naive perturbation series.
Now let us examine how the WKB result Eq.(3) can be
constructed from the perturbation series obtained above.
Bender and Bettencourt found that if all terms beyond
1/512 · ǫ4x10 are neglected, the sum of the highest power
terms in fj(x) (j ≤ 4) is nicely rewritten as
− x
2
4
(
1 + 2ǫx2 +
17
12
ǫ2x4 +
5
12
ǫ3x6 +
47
1152
ǫ4x8
)1/8
, (35)
which behaves for large x as
−√ǫ|x|3/4(1152/47)1/8 ≃ √ǫ|x|3/5.96663 (36)
in an excellent agreement with the WKB result. How
about the higher orders. In the fifth order, the sum of
the highest powers may be rewritten by neglecting all
terms beyond 7ǫ5x10/1286 as
−x
2
4
· (1 + ǫx2/4− ǫ2x4/24 + ǫ3x6/64− ǫ4x8/128
+7ǫ5x10/1286)
∼ −x
2
4
(
1 +
5
2
ǫx2 +
115
48
ǫ2x4 +
35
32
ǫ3x6 +
15
64
ǫ4x8
+
4459
164608
ǫ5x10
)1/10
. (37)
For large x, the coefficient of −√ǫ|x|3 is
4(164608/4459)1/10 ≃ 5.73827, (38)
which deviates from 6 more than the fourth order result.
The sixth order becomes worse: The sum of the highest
powers is rewritten as
−x
2
4
(
1 + 3ǫx2 +
29
8
ǫ2x4 +
9
4
ǫ3x6 +
577
768
ǫ4x8
+
67621
493824
ǫ5x10 +
1324349
35555328
ǫ6x12
)1/12
, (39)
which makes the coefficient of −√ǫ|x|3 for large x
4(35555328/1324349)1/12 ≃ 5.26181. (40)
In summary, we have successfully applied the RG
method as formulated in [3] to Schro¨dinger equation of
the quantum anharmonic oscillator (AHO): The naive
perturbation series of the wave function are resummed
by the RG equation. We have seen that the resumma-
tion is performed in the RG method more mechanically
and explicitly than in MSPT. We have shown that the re-
summed series
∑∞
n=0 ǫ
nfn(x) is the cumulant of the naive
perturbation series. We have worked out up to the sixth
order in the perturbative expansion and found the fol-
lowing: Although the sum of the highest power in fn(x)
4
can be organized so that it becomes asymptotically pro-
portional to
√
ǫ|x|3 as was done in [6,8], the coefficient
of it reaches the closest value to 6, the WKB result, in
the fourth order, then goes away monotonously from the
closest value in the higher orders. This is plausible be-
cause the convergence radius of the perturbation series is
zero; the cumulant series should be at best an asymptotic
series.
We remark that the RG method as developed here can
be also applied to the first excited state; it is, however,
unlikely that the method can be used to the higher ex-
cited states beyond the first excited state.
Finally, we mention that a variational perturbation
method called the delta-expansion method [15] has been
extended for obtaining wave functions [16]. The key in-
gredient of the extension is to construct an envelope of a
set of perturbative wave functions as in the RG method
but with a variational parameter. In this method, al-
though the basic equation can not be solved analytically
but only numerically, uniformly valid wave functions with
correct asymptotic behavior are obtained in the first-
order perturbation even for strong couplings and for ex-
cited states. In the present method, the basic equations
are solved analytically, and the asymptotic form of the
wave function is constructed explicitly, although a fur-
ther resummation devised in [6,8] is needed for obtaining
the asymptotic form. In this sense, the two methods are
complementary.
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