Data captured by flight data recorders are generally stored on the system's embedded hard disk. A common problem is the lack of storage space on the disk. This lack of space for data storage leads to either a constant effort to reduce the space used by data, or to increased costs due to acquisition of additional space, which is not always possible. File compression can solve the problem, but carries with it the potential drawback of the increased overhead required when writing the data to the disk, putting an excessive load on the system and degrading system performance. The author suggests the use of an efficient compressed file system that both compresses data in real time and ensures that there will be minimal impact on the performance of other tasks.
Introduction
A flight data recorder is a small line-replaceable computer unit employed in aircraft. Its function is recording pilots' inputs, electronic inputs, sensor positions and instructions sent to any electronic systems on the aircraft. It is unofficially referred to as a "black box". Flight data recorders are designed to be small and thoroughly fabricated to withstand the influence of high speed impacts and extreme temperatures. A flight data recorder from a commercial aircraft can be seen in Figure 1 .
State-of-the-art high density flash memory devices have permitted the solid state flight data recorder (SSFDR) to be implemented with much larger memory capacity. A large number of aircraft are now equipped with solid-state recorders and no longer use disk drives. In the past ten to fifteen years, the density of memory chips has greatly increased and the ability to {The authors would like to thank Israel Aircraft Industries, Ltd. for its support.
record thousands of parameters for hundreds of flight hours in flight data recorders or quick access recorders is now possible. Compression algorithms are used by the manufacturers and may become even more prevalent with the introduction of video recorders. New video compression schemes have a significant compression factor which is usually some hundreds of times; that is, the compressed file will be less than 1% of the size of original file (Horowitz et al., 2012) . This means that the compression is still useful, even though the memory capacity is much larger. This work has been done relative to hard disks of flight data recorders, but flash memory developers can utilize the results, as well.
An ordinary difficulty is that flight data recorders run out of space on hard disks. The concern of encountering this difficulty leads one to act cautiously, constantly attempting to reduce the used data space (Wu, Banachowski, & Brandt, 2005) . In addition, working with nearly full disks causes the allocation of new file blocks to be distributed across multiple platters. Working with files scattered around the hard disk drive is slow and very demanding on the read/write head, with unnecessary overhead (Ng, 1998) . However, unlike flight data recorders, in regular desktops the vast majority of disks are not overloaded and so it is better to keep old versions of important files on the disk even though, in most cases, one will not use the old versions (Muniswamy-Reddy, Wright, Himmer, & Zadok, 2004) .
Data are often processed by embedded systems. In the embedded computing world and especially in flight data recorders, it is clear that the storage problem is significant, as the storage area is hundreds of times less than the storage space available on desktop computers. In a common embedded computer system there is an electronic card with a simple processor that supports a small solid state device which provides barely 1 to 4 GB of space for the system files. Usually it is not possible to add additional storage space such as a hard disk drive or even SD reader because of hardware constraints, system constraints, size constraints, and power consumption constraints (Yaghmour, Masters, Gerum, & Ben-Yossef, 2008) . A photograph of a flight data recorder's storage device can be seen in Figure 2 .
It is difficult to install a full operating system environment which includes a compilation chain (Tool Chain) and GUI (X Server) in such a small storage space. For the purpose of illustration, a basic installation of a Gentoo Linux distribution with a command line user interface, a stage-3 compilation tool chain, and its Portage package manager, without any graphical interface or other packages, occupies 1.5 GB.
The easiest solution to this problem is removing features, installing only the essentials, and developing lighter applications for the embedded cards of flight data recorders.
More profitable solutions include the use of disk data compression (Benini, Bruni, Macii, & Macii., 2002; Roy, Kumar, & Prvulovic, 2001 ). Other devices can use compression of rarely-used data, or compression of all data, and expansion only of data needed in run time; but flight data recorders can assume all the data is rarely-used. Compressing the data will directly yield more storage space without losing any information. However, this has a serious impact on system performance, especially when a relatively small process is located on the same electronic card that needs to simultaneously compress the file being written to the disk while continuing running the other applications without compromising them. For this reason, embedded developers usually do not use file system compression in order to not harm valuable system performance.
With the aim of solving this problem and get the best of both worlds, the researchers offer a decision algorithm which decides, at runtime and according to current available system resources, whether a file should be compressed and, if so, which compression algorithm and strength to use. In the worst case, in which the system is very loaded, none of the new files will be compressed. However, in most cases, that is not the situation and on average most files will be compressed using either weak or strong compression algorithms. Accordingly, use of the new file system can only improve today's flight data recorders. 
Related Work
This section describes the research and development related to compression in embedded systems for memory and file systems. Both memory and file systems have a similar problem of minimum size because of attempts to reduce the product's cost and size. Several aspects were investigated where real-time compression can provide a significant improvement: 1) Hardware-based memory compression and software based memory compression. These improve system performance by reducing the use of I/O means of storage and increasing the amount of memory available to applications, and 2) Compression of the file system itself, read-only or read-write, in which the main goal is to reduce the consumption of storage media capacity and reduce the consumption of I/O transfer of compressed data.
Hardware Based Memory Compression (Benini et al., 2002) proposed to introduce a compression/decompression element between the RAM and the cache, so that any information in the RAM would be saved in a compressed format and all data in the cache would be uncompressed. Kjelso, Gooch and Jones (1996; 1999) proposed a hardware-based compression scheme for memory. Their algorithm, X-match, using a dictionary of recently-used words, is designed for hardware implementation. (Yang, Dick, Lekatsas and Chakradhar, 2010) showed that using online compression to compress memory pages that were moved to the storage device (to the swap) in embedded systems significantly improves the size of usable memory (about 200%) almost without compromising performance or power consumption (about 10%).
Software Based Memory Compression
Swap compression (Tuduce & Gross, 2005; Rizzo, 1997 ) compresses pages that were evacuated from the memory and keeps them in compact form in the software cache which is also located in RAM. Shared memory issues, however, have not been addressed in this system (Geva & Wiseman, 2007) . Cortes, Becerra, & Cervera (2000) also investigated the implementation of the Swap compression mechanism in the Linux kernel to improve performance and reduce memory requirements. It seems natural to assume that if the compression of the swap pages which are saved in a storage device produces a significant improvement then, for similar considerations, so would the compression of the rest of the files in the storage device.
Read-only File Systems
In embedded Linux environments, there are several options for a compressed file system that offers a solution to the problem of the small storage space that exists in these small systems (Hammel, 2007) . Most of the compressed file systems are read-only. It is a consequence of the ease of implementation and the high performance cost of run-time data compression that performance of the applications in low-resource cases might be hurt. Typically, two file systems are used, one for read-only files which are not going to be changed, and a second uncompressed readwrite file system for the files that do change. The user should create beforehand a compressed image of the file system.
CramFS (2010) is a read-only compressed Linux file system. It uses Zlib compression for each separate page of each file and so it allows random access to data. The metadata is not compressed, but effectively kept smaller to reduce the space consumed.
SquashFS (2008) is a famous compressed file system in the Linux environment. It uses the GZIP or LZMA algorithms for compression. But the drawback is that it is read-only and so it is not intended for routine work, but rather for archival purposes.
Cloop (Kitagawa et al., 2006 ) is a Linux module that allows a compressed file system to be supported by a Loopback Device (Lekatsas, Henkel and Wolf, 2000) . This module allows transparent decompression at run-time when an application is accessing the data without the knowledge of how files are saved in practice.
CBD (Kitagawa et al., 2006 ) is a Linux kernel patch that adds support for a compressed block device designed to reduce volumes of file systems. CBD is also read-only and works with a block device, as does Cloop. Data written to the device is saved in memory and never sent to the physical device. It uses the Zlib compression algorithm. It should be noted that in some set of circumstances, CBD may cause a kernel crash because of kernel stack overflow (Wiseman, Isaacson & Lubovsky, 2008) .
Compressed Read-write File Systems
Implementation of a compressed file system with the ability for random-access write is much more complicated and difficult. We provide some examples of such file systems here.
ZFS is a file system created by Sun Microsystems. ZFS is used under the Solaris operating system, and is also supported in other operating systems such as Linux, Mac OS X Server, and FreeBSD. ZFS is known for its ability to support high capacity, integrating concepts from file management and partitioning management, innovative disk structures, and a simple storage management system. ZFS is an open source project (Rodeh & Teperman, 2003) .
One of the features of ZFS is support for transparent compression. The compression algorithm is configurable by the user; available algorithms are LZJB, GZIP, or none (Oracle, 2010) . Both LZJB and GZIP are fixed and deterministic. They do not depend on the characteristics of system resources available only during the compressiononly file content. The choice of which algorithm to use or the option to not use compression at all is decided by the system administrator in advance and this choice is used in all cases.
FuseCompress (2009) is a Linux file system environment which has transparent compression to compress the file's content when written to the storage device and decompress the data when it is being read from the device. This is done in a transparent manner so the application does not know how the files were really saved; it can therefore work with any application transparently. Compression is executed on the fly, and currently supports four compression algorithms: LZO, ZLIB, BZIP2, and LZMA. The missing feature is the choice of which algorithm is the best one to use at the moment of compression need. The algorithm is selected by the user in advance when mounting the file system.
In the Microsoft NTFS environment there is an option to compress selected files so that application will still be able to access and use them while their data is transparently decompressed when needed. This option is not automatic and the user must give a specific command and select the files that he wants to keep in a compressed format. There is only one algorithm, LZ77, in use for all compressed files. There are only two options for a file: with or without compression (Makatos et al., 2010) .
DriveSpace (initially known as DoubleSpace) is a disk compression utility supplied with MS-DOS starting with version 6.0. The purpose of DriveSpace is to increase the amount of data the user can store on disks by transparently compressing and decompressing data on the fly. It is primarily intended for use with hard drives, but use with floppy disks is also supported. However, DriveSpace belongs in the past since FAT32 is not supported by DriveSpace tools and NTFS has its own compression technology ("compact") native to Windows NT-based operating systems instead of DriveSpace (Qualls, 1997) .
Finally, Sun Microsystems has a patent related to file system compression using a concept of "holes". A mapping table in a file system maps the logical blocks of a file to actual physical blocks on disk where the data is stored. Blocks may be arranged in units of a cluster, and the file may be compressed cluster-by-cluster. Holes are used within a cluster to indicate not only that a cluster has been compressed, but also the compression algorithm used. Different clusters within a file may be compressed with different compression algorithms (Madany, Nelson, & Wong, 1998) .
Adaptive Compressed File System
We propose to improve space utilization by adding adaptive compression features to ZFS, FuseCompress, or others. If good results are obtained for memory pages that are saved in the storage device in compressed format, then one would expect similar results when other files are also saved in a compressed format.
The file system which is being proposed, ACFS (Adaptive Compressed File System), will make use of some features in the authors' previous work (Wiseman, Schwan & Widener, 2003) and will demonstrate better performance in low resource conditions or in loaded systems than other file systems. Its superior performance is attributed to features that existing file systems do not take into account; in particular, the ability to dynamically decide at runtime whether to compress the file data and which algorithm is the best one to use considering the available resources of the system at that particular moment. To our knowledge, no currently existing file system takes into account current system characteristics while saving a file.
The ACFS algorithm can be described as follows: Let us denote a compression type as C. For example, known algorithms which have been used by Yaghmour et al. (2008) include Czip-fastest, Czip-best, Crar-fast, Crargood, Clzw, and Cnone. We refer to different compression levels as different compressions, and will use only lossless compression algorithms (Zhang, 2012; Arnold & Bell, 1997) .
Let us denote a group of compression algorithms as X; for example, X 5 {Czip-best, Czip-fast, Cnone}. The number of compression algorithms in a group is |X|. For example, we can select a group X, where |X| 5 3, which contains:
1. A strong compression algorithm which can highly compress the data; however, it takes a lot of CPU power and memory while compressing, such as BWT (Burrows & Wheeler, 1994) . 2. A weak compression algorithm which uses fewer system resources while compressing, but is also less effective in the compression rate of the data, such as (Huffman, 1952) . 3. An identity algorithm which does not compress at all; it will produce the same output as input, as such it will not take any resources while compressing.
When there are no resources available while compressing, we will use the third algorithm. When the system is idle, we will want to use the first algorithm (the strongest one). And when the system is doing some other things but there are still available resources, we will want to use the second, lighter algorithm.
Let us denote by R the total available system resources, as percentages, where R5 [0, 100] . From R, we will choose which compression algorithm to use. The value of R will be calculated based on resources available at runtime, at the moment that the compression algorithm has to be chosen. Note that there are many different properties which can affect R values; for example, available CPU, available RAM, available disk space, and available DMA.
These properties do not have to be only available resources; they can also be more subtle properties such as the number of I/O requests at a recent time, or estimation of compression of a certain file type which is to be compressed (we do not wish to use many system resources for trying to heavily compress a file which is already compressed). Sometimes I/O operations can be concurrently executed with CPU tasks (Wiseman & Feitelson, 2003) .
We start by identifying the properties we want to consider. Each of these properties will be presented on a scale of percentages between 0, which means not available, to 100, which means it is completely available.
There are two options to consider: 1) each time we need to make a choice, we recalculate each of these properties' values, and 2) recalculate only when a certain amount of time has passed since the last calculation, to minimize the burden on system resources. Property information is received in two dimensions (each property has its value) and we need to convert this to a single dimension value. This can be done by several different means; the simplest is choosing the worst property. That means we select our compression algorithm in relation to the least available resource, as apparently it is the bottleneck.
Other methods could include calculating the average of all values using weights of the importance of each property, or, more appropriately, calculating the desired compression level by taking into account the results of past decisions. At the end of the process we obtain a single value R indicating how much resources are available, and this value will be used in selecting the strength of the compression algorithm that we will use to compress the data.
We define a function F that for each instance of a group X will give a value Y from the range 0 to 100. This Y value is the minimum value of free resources that is needed so that we can use this compression method. This function does not need to be linear, but it must be monotonically increasing. To do this, we will sort the group X by its Y values from smallest to the largest, when Cnone (no compression) will always result in a value of 0. This function is depicted in Figure 3 .
We define the Select function as C 5 Select(X,F,R), which will get the compressions group that we would like to use (X), the available resources required for every compression function (F), the currently available resources (R), and will return the selected compression algorithm to use (C). This is done by simply choosing the best match respecting minimal resources required for each given compression algorithm.
In theory, the S function has to perform a binary search of R in F because F is a monotonic increasing function. However, in practice, |X| is very small, so a simple run on F searching for the first value Y which is equal or greater than R could be much faster than a binary search, resulting in complexity of O(1).
Calculating the R values of the different properties will take O(n), but because of the small number of properties and the fact that it is not dependent on the size of the data being compressed, we may say this time is constant. Only the time of running the selected compression algorithm and actually writing the compressed information to the storage device is substantial.
We will show later that the decompression time is not really an issue, and most of the time it is better than the time required to read the uncompressed data from the storage device.
There exist some special lossless compressions designed for better compression of certain file types that perform better than general compression algorithms. PNG compression for BMP files is an example. Moreover, one can tweak some general purpose algorithms to be more effective using a change of parameters; for example, by specifying that the file is a video or a text file. In addition to selecting the compressing algorithm by available resources, one could extend the ACFS algorithm and select the compression by file type, also. We could define some general file types such as text, executable, graphics, or other. For every file type, we will define a group of compression algorithms X and a function F; for example, Xtext, Ftext. For each file, we will analyze the file for file type using methods suggested by FileType (2008) and McDaniel and Heydari (2003) . Using this information, the algorithm will call the Select function with the X and F that are related to this file type. If the file type is unknown, it will fall into the other group. Figure 4 demonstrates the selection flow of a compression algorithm according to both file type and available resources.
In most systems the resources are not always fully used; sometimes they are less available and sometimes they are more available. Because of the ability to measure availability of resources, one could go back and compress files using a stronger and better compression algorithm those files or file parts which had been compressed using a lighter compression because at the time they were written to the storage device there were no available resources.
In this manner, we can develop ACFS as a file system with delayed compression which will take advantage of the idle times of the system for compressing the data that is saved quickly at busy system times. This dynamic reassessment will maximize the space usage of the storage device, since once all data is compressed using the strongest compression available then there is no way to achieve a higher data-per-space rate.
An additional feature of ACFS is that it can increase efficiency by adding frequency of file usage to decision parameters. We can easily monitor the number of recent accesses to a file. When we detect a file that is more frequently accessed than other files, we can lower its compression complexity to a lower compression algorithm in the same group X.
Putting together both expansions above, delayed compression and lowering the compression complexity for commonly used files, we achieve a file system that will dynamically increase or lower the compression complexity of files in idle times by the history of their usage.
A third extension, different compression groups for different file types, can be added. This allows increasing or lowering the selected compression algorithm within the compression algorithms group relevant to this specific file type.
A file system with these properties will be very efficient because it adapt based on the usage of the system, providing close to maximum compression and maximum performance simultaneously.
Implementation
We do not need to implement a completely new file system. Instead, we can take an existing open source compressed file system and improve it by changing it to dynamic selection of compression algorithms as previously described.
For this work we have chosen the FuseCompress file system that was described in the related work section. This file system compresses all files (except file types that are already in compressed format) using a previously defined compression algorithm, and is a good starting point for the proposed development.
All of the files9 operating system APIs will be redirected to our user-space application which will actually perform the requested operations. That application will return the information from the real files when browsing the directory, and if some application reads data from a file in this folder, the uncompressed version of the data will be returned to the read API. Copying files into the virtual mount point or creating or changing file there will cause the data to be compressed on-the-fly and saved in the real directory as compressed files, while being shown at the virtual directory as uncompressed. Reading files from the virtual directory will cause on-the-fly decompression and return the uncompressed original data to the reader application. Thus, any application can work with the compressed file system exactly as it would a normal file system without awareness of the compression.
Evaluation
The test-set for this evaluation was the/lib directory of a standard Ubuntu 10.10 installation, with a size of 233 MB. The computer was an Intel Core i7 950 CPU @ 3.07 GHz (8 Cores, so host processes would not interfere with the tests), 6 GB of RAM, a Windows 7 64 bit operating system with an Ubuntu 10.10 32 bit virtual machine, a 60 GB hard drive with Flash SSD for the operating system and + 1 TB WDC SATA III for data. The virtual machine can allow the availability of only one CPU when needed. A parallel approach can be also applied, as suggested by Klein and Wiseman (2003; .
Firstly, we executed a normal folder copy command "cpr" to copy the test-set from its original location to a different location that was not inside a compressed file system mount point, taking 17 seconds. Then we executed the same command with a destination location in the compressed file system virtual folder, taking 53 seconds, or 312% of the original time, due to heavy compression calculations occurring while writing the files to the destination directory.
To evaluate the decompression time we copied the files from the compressed location to uncompressed location, thereby reading the files to cause the decompression. The copying time decreased from 17 seconds to 14 seconds, or 82% of the original time, since less data had to be read from the slow hard disk. The fact that less I/O is involved indicates another benefit of using a compressed file system.
Next we evaluated the effectiveness of an on-the-fly file system compression. We used the same collection of files that were used in the previous test. The size was reduced from 233 MB to 105 MB; that is, 45% of the original size. Figure 5 shows the results in logarithmic scale.
Then we tested the effects on system resources while compressing. When a compression was invoked, the CPU was loaded to 96.0% in user mode, 4.0% in kernel mode and 0.0% idle. The memory usage was 502196 kB. When no compression was invoked, the CPU was loaded 2.0% in user mode, 1.0% in kernel mode and 97.0% idle. The memory usage was 498720 kB.
Also, while compressing, we can see that a new usermode process appears to handle the compression, which takes 94.9% CPU and 2.2% memory. Here, the compression process is taking nearly all of the CPU power, while it has almost no effect on the memory usage.
If the CPU is needed for other assignments, these assignments will have poorer performance. With the ACFS, we overcome this problem by selecting and switching compression algorithms on the fly according to available CPU power in order to avoid a performance decline. A possible performance decline is the main drawback of using compressed file systems as a default in all computer systems. If we can eliminate this potential performance decline by actively monitoring and avoiding it, dynamically selecting different levels of compression algorithms, or even choosing not to compress at all, then we will have no problem using a compressed file system in every computer system. By doing so, we will attain the benefits of a compressed file system without the drawbacks.
Another test we made was conducted by implementing a CPU-Eater process. This process had a loop that executed a very small constant set of instructions called the "Frame". The process counted the number of frames that had been executed and each second printed how many frames it could execute in that second. Obviously, if any other program takes the CPU, it will harm the performance by decreasing the number of loops.
We compared three scenarios. In the first, Test #1, we invoked the CPU-Eater test process alone, when no other operation takes place in the system. In the second, Test #2, we checked the performance of our innocent application (the CPU-Eater process) while an on-the-fly compression takes place for the copied files. In Test #3 we copy files without performing any compression. In this last test since there is an application running in the background that takes high amounts of CPU (. 90%), ACFS will decide not to use compression at all, just like a normal file copying operation.
We measured the performance by the average FPS (Frames Per Second) rate the innocent application (the CPU-Eater process) generates and by average %CPU metric. The results are an average of 50 executions and are shown in Figures 6 and 7 .
Test #1 is a reference case; since no file operation occurred in the time of the test, these values are a maximum. In Test #2 the FPS rate decreased to 33.3% and the %CPU metric was reduced by half while the compression algorithm takes the other half. Test #3 shows that a normal file copy operation barely harms the performance of processes, whereas the CPU consumption of the compression operation heavily harms the performance of other running processes.
We can see that the %CPU metric of the innocent application was noticeably reduced when compressing was used to compress the files using the on-the-fly compressed file system, whereas it returned to normal when copying files with no compression. This indicates that by using ACFS applications overall performance will not suffer due to less available CPU because of file system compression operations. If the CPU is busy, the compression strength will be automatically reduced or even completely turned off, so it will not consume more CPU cycles than the available idle CPU cycles. Optimally, if a process uses a certain number of CPU cycles (e.g., 50%), while a compression does not take place we will attempt to continue using the same number of CPU cycles at the same level of performance and the compression process will only use the idle resources. Then, the compression algorithm itself can be chosen according to available idle CPU resources.
We also tested different priorities of both the user's process and the compression process. The user task for this test was the CPU-Eater program from the previous tests. This program takes as much CPU resources as are available (,100%) and shows its actual performance as FPS value.
In this test we invoked long copy operations into a compressed file system while the user process was running. We executed this test multiple times with different nominal task level values and took the average of each value. The results are shown in Table 1 .
One can clearly see from the results that the division of the CPU cycles between the user's process and the compression process is strongly affected by the level setting. This means that the priority setting does have an effect on how much impact the user task will have when a compression is taking place. Actually, the operating system scheduler increases or decreases the time slice of the processes according to the user task level value, explaining why the %CPU metric is nearly linear in that value.
It is also apparent from these results that there exists a setting (-20) at which a user's task will result in almost no reduction in performance. In this situation a compression will be very long; however, the file system should select a lighter compression method or no compression when writing files.
Changing the priority of the compression process, however, has no effect on the results. Setting the compression process level to any priority with each of the different user process levels gives almost the same results. Unlike the user's process, the compression process adapts itself to employ only free CPU cycles.
In the previous tests we employed a 100% CPU intensive process because this is the worst case scenario, but this is not how an embedded system normally operates. Our objective is that a user's task will have minimal reduced performance and our compression algorithm will only use the remaining idle CPU cycles. Consequently, another test examined different levels of CPU consumption. The CPUEater process from the previous tests was slightly modified so it would set manually to use only a certain amount of %CPU. The change is actually that the process sleeps during a certain part of each second. All the tests here were run with a -20 task level setting so the user task will have a minimal impact. The results are shown in Table 2 . In this Table, "Alone" indicates that only the user process is executed with no compression. The values are average values.
We can clearly see that none of the tests shows a noteworthy reduction of the performance of the innocent user's process while copying files to a compressed file system, and that the compression algorithm used only unclaimed CPU cycles.
Conclusions
Data that generated by embedded systems are commonly kept on a hard disk, but the hard disk of the typical embedded computer system is small (Lekatsas, Dick, Chakradhar, & Yang, 2005; Xu, Clarke, & Jones, 2004) . In particular, flight data recorders have small disk drives and generally only write the disk drives and almost never read them; therefore, compression can be beneficial for such systems. The ACFS suggests a method of using a compressed file system while ensuring that the innocent other tasks will not experience reduced performance. The compression algorithm (whichever algorithm is chosen by the file system) will only use the available CPU cycles.
The file system should select the compression algorithm strength and whether to compress or not in real time based on available CPU resource, so that the application that waits for the file operation to be completed will not have to wait too long. 
