We report a study of dynamic cracking in a silicon single crystal in which the ReaxFF reactive force field is used for ∼3,000 atoms near the crack tip while the other 100,000 atoms of the model system are described with a simple nonreactive force field. The ReaxFF is trained to fit quantum mechanical calculations in simple silicon systems. Our results reproduce experimental observations of fracture in silicon including difference for loading in the [110] or [100] orientations, dynamic instabilities with increasing crack speed, and formation of microcracks ahead of the moving crack.
INTRODUCTION
Understanding the fracture of silicon has become technologically important for describing potential failure modes in N/MEMS devices. Significant progress has been made in the experimental description of fracture in silicon [1] [2] [3] [4] [5] [6] [7] . Among others, experimental effort led to critical insight into deformation modes, such as the mirror-mist-hackle transition and orientational dependence of crack dynamics in silicon single crystals [6] .
Atomistic modeling fracture of silicon has been the subject of several studies using empirical force fields [8] [9] [10] [11] . In contrast to many metals, where fracture and deformation can be described reasonably well using embedded atom (EAM) potentials [12] [13] [14] [15] [16] [17] , a proper description of fracture in silicon has proved to be far more difficult, requiring a more accurate treatment of the atomic interactions. There have been several previous attempts to describe fracture of silicon using atomistic based methods (see, for example [4, [8] [9] [10] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] ). First attempts to model fracture in Si used the classical Tersoff potential [30] and such similar formulations as the StillingerWeber potential [31] ) or the EDIP potential [32] . These failed due to an incorrect description of the bond breaking process [3] . Baskes and coworkers used their modified EAM formulation (MEAM) to describe crack motion in silicon [10] and to investigate the critical load for fracture initiation [11] . However, the MEAM formulation cannot describe bond formation and breaking of silicon with other elements such as oxygen. It has become clear that in order to obtain an accurate description of the dynamics of fracture of materials, the accuracy of quantum mechanics for atoms near the propagating crack tip is necessary to describe the very large potentially plastic strains as chemical bonds are broken while coupling this to the more gradual near elastic strains over much larger regions. This has been successfully demonstrated for ex- * Corresponding author, email: wag@wag.caltech.edu ample within the MAAD approach [9] by coupling QM regions to empirical potentials.
Here we describe an alternative approach involving ReaxFF reactive potentials. Bond breaking processes must be simulated while allowing the heat generated to be dissipated properly to the remaining system and time scales of microseconds to milliseconds may be needed to follow the crack propagation across grains to various surfaces. Such calculations have not previously been possible, but we describe here the first simulation treating the silicon system with this level of accuracy. We suggest a hybrid simulation technique (CMDF) in which the ReaxFF reactive potential for silicon [33, 34] is used for a modest region of a few thousand atoms close to the crack tip while a computationally inexpensive but unreactive Tersoff potential [30] is used in regions farther away. The ReaxFF reactive potentials have been developed to describe combinations of many different elements across the periodic table, including first row elements (C, O, H, N), metals (Cu, Al, Mg, Ni, Pt) and semiconductors (Si) [33] [34] [35] [36] [37] [38] . Thus the methodology described here should be applicable for describing plasticity and fracture for a wide range of materials. Here we focus on modeling fracture in pure silicon and the interactions of silicon with oxygen competing with crack extension.
II. HYBRID ATOMISTIC MODELING OF CRACKING IN SILICON
The CMDF Python [39] based simulation framework allows multi-paradigm multi-scale simulations of complex materials phenomena operating on disparate length-and time scales [40, 41] . Individual computational engines are wrapped using the "Simplified Wrapper and Interface Generator" (SWIG) for rapid integration of lowlevel codes with scripting languages [42] . This framework enables to set up complex multi-scale simulation tasks encompassing a variety of simulation paradigms, such as quantum mechanics, reactive force fields, nonreactive force fields, coarse grain mesoscale, and continuum descriptions of materials. The combination of ReaxFF to capture the QM description of reactions, along with classical non-reactive potentials provides the means for describing many complex materials failure processes as reported in this Letter, are easily achieved within the CMDF framework.
To simulate the atoms around the crack tip we employ the ReaxFF-potential [33] . As described in [34] this potential has been tested against a wide range of quantum mechanical data at the B3LYP/6-31G * DFT level [43] , including Si-Si bond breaking in H3Si-SiH3 and Si=Si bond breaking in H 2 Si=SiH 2 , equations of state for 4-coordinate silicon (diamond-configurations) and 6-coordinate silicon phases (β-tin), and simple cubic crystal. This force field is also capable of treating interactions of Si with O and H [34] . We recently added the stability and equation of state of a 5-coordinate Si-condensed phase to the Si training set, and we re-evaluated the SiSi bond and Si-Si-Si angle parameters to improve the fit to the energy and equation of state of this phase. All parameters have been completely derived from quantum mechanical calculations. Because of the complexity of the mathematical expressions describing the partial bond orders, energies, and charges [33] , ReaxFF is 1-2 orders of magnitudes more expensive than the Tersoff potential but several orders of magnitude faster than QM.
We use a simple general approach to describe the transition region between two paradigms, described using two parameters, R trans for the size of the transition region, and R buf for the size of the ghost atom region. A schematic of this approach is shown in Figure 1 . In the examples discussed here, we model a reactive region Ω rx embedded into a nonreactive domain Ω nr . The reactive region is updated every N u = 10 steps during the integration. We choose R trans = 6Å and R buf = 5Å. The size of the reactive region is based on the strain energy density of each atom. All atoms with a strain energy larger than E crit = −3.5 eV are embedded in a cylindrical reactive region of R = 10Å. The union of all those regions yields the total reactive region. When oxygen atoms are present in the system, a similar procedure is applied and in addition to the criterion based on the strain energy density, each oxygen atom is embedded in a cylindrical reactive region of R = 10Å. The force and energy contribution from different simulation engines is weighted as shown in Fig. 1 . Each computational engine i has a specific weight w i associated with it. For each atom in the system, the weight of N computational engines add up to unity i=0...N w i = 1.. Forces and energies are weighted accordingly, and the force vector of an atom j is calculated as F j = i=0...N F j,i w i , where F j,i is the force contribution on atom j due to computational engine i and F j is the resulting force vector on atoms j. Figure 2 depicts our atomistic model. We consider a perfect crystal with an initial crack of length a serving as the failure initiation point. We strain the slab with strain ε xx in mode I prior to simulation similar as done in [24] . The boundaries are held fixed during the simulation so that the stress in the material can only be relieved by crack propagation. The crack starts to nucleate shortly after the simulation is started.
III. SIMULATION RESULTS
First we compare the dynamics of crack propagation described using pure Tersoff [30] to the results incorporating a region treated by ReaxFF close to the crack tip. We strain the system by 20 percent in mode I loading and then minimized the energy. We consider two cases, one in which a small circular region around the crack tip is treated using ReaxFF embedded in a Tersoff region, and the other case in which all atoms are described using Tersoff. The results of these computational experiments are shown in Figure 3 . We observe that with pure Tersoff, the crack does not propagate. Instead the crack becomes blunt (Figure 3(a) ) and eventual amorphizes as the loading is increased sufficiently. This incorrect description of brittle fracture has been observed in previous studies with other empirical potentials [4, 11] , and is in sharp contrast to experimental results [6] . Experiment clearly suggest a highly brittle behavior of silicon, in particular when initial cracks have (110) faces. In agreement with experiment, the hybrid treatment leads directly to a correct description of the fracture process (Figure 3(b) ) [1, 3, 4, 6] . The blue regions are Tersoff atoms, whereas the red regions are reactive atoms. The systems contain 28,000 atoms and L x ≈ 270Å×L y ≈ 460Å with 500 to 3, 000 atoms described using ReaxFF.
the temperature controlled to be around T ≈ 300 K. The crack propagates through the material in a perfectly brittle manner. The crack approaches a speed of 3.41 km/sec, which is about 75 percent of the Rayleigh-wave speed, the limiting speed predicted by continuum theory (c R ≈ 4.5 km/sec [44] ). Figure 4 (b) depicts the Results for the same system but strained by 20 percent. Here we observe an initial phase of mirror-like cleavage, followed by a regime in which the crack leaves a rougher surface, setting in at about 1/3 of the Rayleigh-wave speed. Eventually, the crack surface becomes highly coarsened (hackle regime). The observations from our hybrid simulations, in particular the onset of the rough surface at 1/3 of the Rayleigh-wave speed, agree with experimental studies of cracks propagating along the same crystollagraphic planes [6] . Our observations for silicon seem to resemble the universal behavior of dynamical cracks in homogeneous materials showing a mirror-mist-hackle transition, as has been confirmed for a variety of materials, such as polymers (PMMA), silica glass, and crystalline materials [45, 46] . Further, we observe that fracture dynamics in this case of large loading and elevated temperature leads to a mechanism of continuous formation of secondary microcracks ahead of the primary mother crack that coalesce with the mother crack as the crack moves forward (see, for example in Figure 4 (b) ). This mechanism is similar to the experimental observations made by Wu and Xu [47] and also are consistent with theoretical analyses [48] . Figure 4 (c) shows crack dynamics for an initial crack oriented into the [100] direction. Experiments show that the crack branches into multiple (110) directions for such a system [4] . Indeed, we observe that the crack branches off into two [110] directions (forming (110) crack surfaces) shortly after nucleation. This result is consistent with the notion that crack dynamics is most stable along this direction. This suggests that proper description of the chemistry of bond breaking (with ReaxFF or QM) leads to the correct experimental observations [4] . The possibilities inherent in our hybrid scheme become apparent when reactive chemical processes are included competing with brittle crack extension. Figure 5 depicts a series of studies in which we investigate crack dynamics in a small penny-shaped crack containing oxygen molecules O 2 . As previously, the slab is under mode I tensile loading. The oxygen atoms react strongly with the silicon surface (see Figure 5 (b) and Figure 5 (d) ). We notice that 5 percent strain is sufficient to nucleate a crack for pure silicon, but when oxidative processes are present such a strain is not sufficient to nucleate a crack. The oxidation leads to crack blunting effectively reducing the stress intensity factor at the crack tip, while leading to formation of strong Si-O bonds, making this Si-O layer harder to break than pure silicon (see Figure 5 (a) versus Figure 5 (b) ).
IV. DISCUSSION AND CONCLUSION
Our results indicate that the CMDF framework can successfully integrate the ReaxFF-Tersoff force fields, allowing an accurate description of the fracture of silicon. Just a few thousand atoms in the reactive region at the crack tip are sufficient to describe the crack dynamics correctly. Although such calculations are not practical with pure QM, ReaxFF provides QM accuracy for the reacting part of the system, while retaining speeds comparable to that of simple force fields. Although the Tersoff potential cannot describing fracture accurately [10, 11] , it is adequate for describing the less strained atoms. We find that reactive force fields within the ReaxFF scheme [33, 34] can successfully model mechanical properties of materials, including crack propagation. Since ReaxFF is capable of describing a wide range of materials [33] [34] [35] [36] [37] [38] , our approach provides a practical approach to studying the coupling of complex chemical reactions to mechanical properties (see Figure 5 ). This will enable studies of stress corrosion processes and other degradation and aging mechanisms. Unlike in previous attempts [4] in which empirical potentials were modified heuristically to yield brittle fracture of silicon, our method is completely based on first-principles, with no empirical parameters used for fitting of ReaxFF for silicon. Our results (see Fig. 3 ) further underline the importance of large-strain properties for the dynamics of fracture, as suggested earlier [28, 49, 50] .
