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Abstract
Given a set of strings, the subsequence automaton accepts all subsequences of these strings. We
derive a lower bound for the maximum number of states of this automaton. We prove that the size
of the subsequence automaton for a set of k strings of length n is (nk/(k + 1)kk!) for any k1. It
solves an open problem because only the case k2 was shown before.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
A subsequence of a string T is any string obtainable by deleting zero or more symbols
from T. Given a set P of strings, a common subsequence of P is a string that is a subsequence
of every string in P. Motivation for study of subsequences comes from many domains, e.g.
from molecular biology, signal processing, coding theory, and artiﬁcial intelligence.
An example of the problem with great practical impact is the longest common subse-
quence (LCS) problem. The problem is deﬁned as follows: given a set P of strings, we are
to ﬁnd a common subsequence of P that has maximal length among all common subse-
quences of P. The decision version can be, for example, to decide whether a given string is
a common subsequence of P. Another problem, which comes from artiﬁcial intelligence, is
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the problem of separating two sets of strings: given two sets, P (positive) and N (negative),
of strings, we are to ﬁnd a string that best separates them. A string S separates sets P and
N if S is a subsequence of P and simultaneously is not a subsequence of any string in N.
The decision version is deﬁned as follows: given two sets P and N of strings and a string S,
we are to decide whether S separates P and N. If the problem is supposed to be answered
for several strings S then it is sensible to preprocess the sets P and N. We can build an
automaton accepting all common subsequences of P and an automaton that accepts any
string that is a subsequence of at least one string in N. With these automata we can decide
the problem in time linear in the length of S. Both automata were studied and described. The
latter one is known as the DirectedAcyclic Subsequence Graph (DASG) and three building
algorithms are available: right-to-left [1], left-to-right [2], and on-line [3]. The former one
is called the Common Subsequence Automaton (CSA) and can be built by an off-line or
on-line algorithm which are modiﬁcations of algorithms for building the DASG.
In this paper, we investigate the number of states of the CSA. The language accepted by
the CSA is a subset of the language accepted by the DASG for the same strings and the
automata are very similar. If we use either the off-line or the on-line algorithm, the set of
states of the CSA is a subset of states of the DASG. The only previous results are, according
to our knowledge, the lower bound for the maximum number of states of the DASG for two
strings proved in [2]. We will prove the lower bound for any (ﬁxed) number of strings. The
paper is organized as follows. In Section 2 we will recall the deﬁnition of the CSA and in
Section 3 we will examine the asymptotic behavior of the number of states of the CSA in
the worst case.
Let  be a ﬁnite alphabet of size  and  be the empty word.A ﬁnite automaton is, in this
paper, a 5-tuple (Q,, , q0, F ), where Q is a ﬁnite set of states,  is an input alphabet,
 : Q× → Q is a transition function, q0 is the initial state, and F ⊆ Q is the set of ﬁnal
states. Let ∗ be reﬂexive-transitive closure of , i.e.
∗(q, ) = q,
∗(q, a) = (q, a),
∗(q, a1a2, . . . , a) = ∗((q, a1), a2a3, . . . , a),
where q ∈ Q, a ∈  and a1a2, . . . , a ∈ ∗. Notation 〈i, j〉 means the interval of integers
from i to j, including both i and j. All strings in this paper are considered over alphabet ,
if not stated otherwise.
2. Deﬁnition of CSA
Let P denote the set of strings T1, T2, . . . , Tk . Let ni be the length of Ti and Ti[j ] be
jth symbol of Ti for all j ∈ 〈1, ni〉 and all i ∈ 〈1, k〉. Given T = t1t2, . . . , tn and i, j ∈
〈1, n〉, ij , notation T [i, . . . , j ] means the string ti , ti+1, . . . , tj .
Deﬁnition 1. We deﬁne a position point of set P as an ordered k-tuple [p1, p2, . . . , pk],
where pi ∈ 〈0, ni〉 is a position in string Ti . If pi ∈ 〈0, ni − 1〉 then it denotes the position
in front of (pi + 1)th symbol of Ti , and if pi = ni then it denotes the position behind the
last symbol of Ti for all i ∈ 〈1, k〉.
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Aposition point [p1, p2, . . . , pk] is called initial position point ifpi = 0 for all i ∈ 〈1, k〉.
We denote by ipp(P ) the initial position point of P and by Pos(P ) the set of all position
points of P.
Deﬁnition 2. For a position point [p1, p2, . . . , pk] ∈ Pos(P )we deﬁne the common subse-
quence position alphabetcp([p1, p2, . . . , pk]) as the set of all symbolswhich are contained
simultaneously in T1[p1+1, . . . , n1], . . . , Tk[pk+1, . . . , nk], i.e.cp([p1, p2, . . . , pk]) =
{a ∈ :∀i ∈ 〈1, k〉∃j ∈ 〈pi + 1, ni〉 : Ti[j ] = a}.
Deﬁnition 3. For a position point [p1, p2, . . . , pk] ∈ Pos(P ) and a ∈  we deﬁne the
common subsequence transition function:
csf ([p1, p2, . . . , pk], a) = [r1, r2, . . . , rk], where ri = min{j : j > pi and
Ti[j ] = a} for all i ∈ 〈1, k〉 if a ∈ cp([p1, p2, . . . , pk]), and
csf ([p1, p2, . . . , pk], a) = ∅ otherwise.
Let csf ∗ be reﬂexive-transitive closure of csf , i.e.
csf ∗([p1, p2, . . . , pk], ) = [p1, p2, . . . , pk],
csf ∗([p1, p2, . . . , pk], a1) = csf ([p1, p2, . . . , pk], a1),
csf ∗([p1, p2, . . . , pk], a1a2, . . . , a) = csf ∗(csf ([p1, p2, . . . , pk], a1), a2a3, . . . , a),
where aj ∈ cp(csf ∗([p1, p2, . . . , pk], a1a2, . . . , aj−1)) for all j ∈ 〈1, − 1〉.
Lemma 1. The automaton (Pos(P ),, csf , ipp(P ),Pos(P )) accepts a string S iff S is a
common subsequence of P.
Proof. See [2]. 
The automaton from Lemma 1 is called the CSA for strings T1, T2, . . . , Tk . An example
of the CSA is in Fig. 1.
Up to now, two algorithms for building the CSA have been described. The ﬁrst one is
off-line and uses the position points. The second one is on-line and in each step loads one
input string into the automaton.
We will brieﬂy describe the off-line algorithm. The algorithm generates step by step
all reachable position points (states). At each step we process one position point. First,
we will ﬁnd the common subsequence position alphabet for this point and then determine
the common subsequence transition function for each symbol of that alphabet. When the
position point has been processed, we continue with a next point until transitions of all
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Fig. 1. The CSA for strings ababab and aabaab.
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reachable position points are determined. The complexity of the algorithm depends on the
number of states of the resulting automaton. Providing that the total number of states is
O(t), the algorithm requires O(kt) time.
3. Number of states of CSA
We will investigate the number of states (reachable position points) of the CSA for a
set of strings over binary alphabet. First, we will introduce an auxiliary structure called
generating tree. The generating tree is deﬁned as a general rooted tree where nodes and
edges are labeled by an integer value. We say that a node is of order v if it is labeled by
value v. A node of order v has exactly v output edges labeled by 1, 2, . . . , v. Ending node
of each edge is labeled by the same value as this edge. If the root of the tree is of order k,
we say that the tree is of order k. An example of the tree of order 3 is in Fig. 2. We use the
tree to describe a set of strings.Any path from the root corresponds to a string over alphabet
{a, b}. All nodes but the root contribute by b. An edge labeled by  adds a. For example,
path root 4→ node(4) 2→ node(2) 1→ node(1) corresponds to string aaaabaabab. A node
has at most one output edge for a given value, therefore no two strings generated by the tree
are identical.
In the subsequent, we consider the tree of order k and denote, for i ∈ Z, i0, by
p(k, i) the number of nodes on ith level of this tree. Furthermore, we will denote by
pj (k, i), 1jk the number of nodes on ith level which are labeled by value of j. There is
just one node of order k on each level, that is pk(k, i) = 1. On the 0th level, there is only one
node (root). A node of order j on ith level has descendants of orders 1, 2, . . . , j on (i+1)th
level. In other words, a node of order j on ith level is a descendant either of a node of order j
or of higher order on (i−1)th level. The number of these nodes of higher order is the same as
the number of nodes of order j+1 on ith level. That is,pj (k, i) = pj (k, i−1)+pj+1(k, i),
where i > 0 and 1j < k. This formula is known from combinatorics and holds for bi-
nomial coefﬁcients. For further derivation we use Pascal’s triangle (see Fig. 3) which is a
common means for expressing the relations between binomial coefﬁcients.
From Pascal’s triangle we get:
pk(k, i) =
(
i − 1
0
)
, pk−1(k, i) =
(
i
1
)
, . . . , p1(k, i) =
(
i + k − 2
k − 1
)
.
1 1
i = 2
1
1
2
1
2
1
2
3
1 1
2
i = 0
1
2
3
i = 1
1
2
3
Fig. 2. The top of the generating tree of order 3.
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Fig. 3. The top of Pascal’s triangle.
The number of nodes on ith level is hence
p(k, i) =
k∑
j=1
pj (k, i) =
(
i + k − 1
k − 1
)
.
And the total number of nodes up to nth level is
n∑
i=0
p(k, i) =
n∑
i=0
(
i + k − 1
k − 1
)
=
(
n+ k
k
)
.
This formula determines how many strings ending with b is generated by the tree of order
k if we consider the ﬁrst n levels of this tree.
Lemma 2. Let k ∈ Z, k2, ni ∈ Z, ni1 for all i ∈ 〈1, k〉. Let T1 = (ab)n1 , T2 =
(aab)n2 , . . . , Tk = (akb)nk , Lk = {T1, T2, . . . , Tk}, and  denote the transition function of
the CSA for Lk . Let Mk be the set of strings generated by the generating tree of order k.
Then for all u, v ∈ Mk, u = v, both accepted by the CSA for Lk , holds ∗(ipp(P ), u) =
∗(ipp(P ), v).
Proof (by induction in k). LetMk denote the set of strings from the th level of the gener-
ating tree of order k.
1. k=2:M2={(ab), aab(ab)−1, (aab)2(ab)−2, . . . , (aab)}. If two strings contain
different number of b’s they cannot result in shift to the same position in T2. Therefore we
can consider only the strings with the same number of b’s. For given  ∈ Z, 1, just all
strings in M2 have the same number of b’s. But simultaneously no such two strings have
the same number of a’s. Thus, the transition function ﬁnishes at the same position in T2 and
always at different position in T1.
2. Let nk+1 ∈ Z, nk+11. We add Tk+1 = (ak+1b)nk+1 into set Lk , that is Lk+1 =
Lk ∪ {Tk+1}. According to the induction hypothesis the lemma holds for k. We will show
that it holds for k + 1 too by using induction in height h of the tree:
(a) h = 1:M1k+1 = {ab, aab, . . . , ak+1b}. No two strings from this set have the same
number of a’s, thus the lemma holds.
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(b) The hypothesis says that the lemma holds forM1k+1,M2k+1, . . . ,Mhk+1.We will prove
that it holds also forMh+1k+1 . From the generating tree we get:M
h+1
k+1 = Mh+1k ∪{ak+1bs: s ∈
Mhk+1}. We need to show that the result holds for any u, v ∈ Mh+1k ∪ {ak+1bs: s ∈ Mhk+1}.
There are three cases: (i) u, v ∈ Mh+1k , (ii) u, v ∈ {ak+1bs: s ∈ Mhk+1}, (iii) u ∈ Mh+1k
and v ∈ {ak+1bs: s ∈ Mhk+1}. Case (i) follows from the induction hypothesis. In case (ii)
both u and v have preﬁx ak+1b and for the sufﬁxes we can use the induction hypothesis.
Let us now consider case (iii). Any string from Mh+1k results in shift to the (h + 1)th b in
Tk = (akb)nk . Furthermore, ak+1b makes shift to the second b in Tk and because any string
inMhk+1 contains h symbols b, the lemma holds for case (iii) as well. 
Theorem 1. Let n, k ∈ Z, k2. There is a set L of k strings each of length at most n such
that the number of states of the CSA for L is (nk/(k + 1)kk!).
Proof. Let ni =  ni+1, Ti = (aib)ni for all i ∈ 〈1, k〉 and let L = {T1, T2, . . . , Tk}. The
CSA for L then accepts all the strings generated by the generating tree of order k up to level
nk . The number of these strings is(
nk + k
k
)
= (nk + k)(nk + k − 1) . . . (nk + 1)
k! = 
(
nk
(k + 1)kk!
)
which proves the lemma. 
We note again that the result of Theorem 1 is applicable also for the DASG.
4. Conclusion
We checked that the maximum number of states of the subsequence automaton for k
strings of length O(n) is (nk/(k + 1)kk!). We also dealt with the problem of tight upper
bound for the number of states. By exhaustive searchingwe found theworst cases for several
lengths of input strings and veriﬁed in [4] that the sequence of the maximum numbers of the
states does not form any well-known integer sequence. Hence the problem of tight upper
bound remains open.
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