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Abstract Based on the prognostic equations of mixed-layer theory assuming a zeroth
order jump at the entrainment zone, analytical solutions for the boundary-layer height evo-
lution are derived with different degrees of accuracy. First, an exact implicit expression
for the boundary-layer height for a situation without moisture is analytically derived with-
out assuming any additional relationships or specific initial conditions. It is shown that to
expand the solution to include moisture, only minor approximations have to be made. Sec-
ond, for relatively large boundary-layer heights, the implicit representation is simplified to
an explicit function. Third, a hybrid expression is proposed as a reasonable representation
for the boundary-layer height evolution during the entire day. Subsequently, the analysis is
extended to present the evolution of any boundary-layer averaged scalar, either inert or under
idealized chemistry, as an analytical function of time and boundary-layer height. Finally,
the analytical solutions are evaluated. This evaluation includes a sensitivity analysis of the
boundary-layer height for the entrainment ratio, the free tropospheric lapse rate of the poten-
tial temperature, the time-integrated surface flux and the initial boundary-layer height and
potential temperature jump.
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List of Symbols
h Boundary-layer height
q Specific humidity
θ Potential temperature
θv Virtual potential temperature
w′q ′ Vertical kinematic moisture flux
w′θ ′ Vertical kinematic heat flux
w′θ ′v Buoyancy flux
cp Specific heat capacity of air
D0 Initial temperature deficit
Dv,0 Initial virtual temperature deficit
I Time-integrated surface buoyancy flux
Q Heat
t Time
z0 Roughness length
α Accuracy
β Entrainment constant
ρ Density of dry air
φ Conserved scalar
〈ψ〉 Mixed-layer average of arbitrary variable ψ
ψFT Value of ψ in the free troposphere
ψ Jump of ψ at the inversion, ψFT − 〈ψ〉
γψ Free tropospheric gradient of ψ
w′ψ ′0 Vertical kinematic surface flux of ψ
w′ψ ′h Vertical kinematic entrainment flux of ψ
Hˆ Dimensionless boundary-layer height
Jˆ Dimensionless virtual potential temperature jump at the inversion
Fˆ Dimensionless surface buoyancy flux
1 Introduction
The evolution of the atmospheric boundary layer (ABL) has been the subject of study for
decades, since this region is the part of the atmosphere that is directly influenced by the
presence of the earth’s surface (Stull 1988; Garratt 1992). For the convective boundary layer
(CBL), which is common during daytime conditions over land, prognostic equations have
been derived by Lilly (1968) to calculate the CBL height, the potential temperature and the
inversion between the ABL and the free troposphere for maritime conditions. These equations,
based on mixed-layer theory, have been further expanded since (Betts 1973; Carson 1973;
Tennekes 1973). The prognostic equations enable a conceptual view of the CBL to identify
acting processes and study their interactions.
The system of equations resulted in the development of mixed-layer models, which are
numerical models that, based on the available boundary and initial conditions, predict the
evolution of the boundary-layer dynamics. The mixed-layer models have been applied to
study multiple individual processes such as interactions between land and the atmosphere
(e.g., de Bruin 1983; van Heerwaarden et al. 2010), the onset of clouds (Ek and Holtslag
2004), the impact of entrainment on carbon dioxide concentrations (Culf et al. 1997) and
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the influence of both non-stationary surface fluxes (van Driel and Jonker 2011) and ele-
vated residual layers (Stensrud 1993) on the boundary-layer evolution. Furthermore, mixed-
layer theory has been employed to interpret observational data, e.g. for the DOMINO, Diel
Oxidant Mechanisms in relation to Nitrogen Oxides (van Stratum et al. 2012) and HUMPPA-
COPEC-2010, Hyytiälä United Measurement of Photochemistry and Particles Compre-
hensive Organic Particle and Environmental Chemistry—2010 (Ouwersloot et al. 2012)
campaigns.
Using the mixed-layer model, it has been demonstrated that boundary-layer dynamics and,
in particular, the evolution of the boundary-layer height can significantly affect atmospheric
chemistry (e.g., Vilà-Guerau de Arellano et al. 2009). This shows that an accurate knowledge
of the evolution of boundary-layer dynamics is valuable and that an analytical expression
for this evolution is relevant and useful to determine how these dynamics govern the diurnal
variability of the thermodynamic variables and the atmospheric constituents such as car-
bon dioxide (e.g., Pino et al. 2012). Analytical expressions allow for extra insight into the
driving processes by identifying dimensionless variables and expressing the boundary-layer
height evolution as a function of these variables. Additionally, the analytical expressions
provide continuous functions for the sensitivities of the boundary-layer properties to the
different initial and boundary conditions. As a consequence, the expressions enable us to
identify the distinct phases in the boundary-layer height evolution and quantify when those
phases occur.
To the authors’ knowledge, no complete analytical solutions including the effect of humid-
ity have been published yet without assuming specific initial conditions. Most presented
solutions (e.g., Carson 1973; Garratt 1992) neglect the non-linear dependence of the poten-
tial temperature jump at the inversion on the boundary-layer height. A complete analytical
expression for a situation without moisture is presented by Driedonks (1982). In his man-
uscript its derivation is not shown, but it is important to note that his expression can only
be obtained when this non-linear dependence is included. Here we independently obtain the
same analytical solution and in addition include the effects of specific humidity. We further
complete the study by presenting the evolutions of inert species concentrations and the accu-
racy of the explicit simplification for the boundary-layer height. Additionally, we performed
a sensitivity analysis for the final boundary-layer height as a function of the driving initial and
boundary conditions. The influence of subsidence is not taken into account, as is common
for the published analytical solutions, with the exception of Carson (1973). It will be shown
that, by adding subsidence, no solution for the equations can be derived with the applied
mathematical techniques.
For the sake of clarity, the solutions and their implications are discussed in the main
text, while the full derivations are given in the Appendix. First, we introduce the prognostic
equations for the convectively mixed boundary layer without including the moisture effects.
Special emphasis is put on the role of the initial conditions and the non-linear dependence of
the potential temperature on the boundary-layer height. Subsequently, we discuss the deriva-
tion of the analytical solutions for a convective boundary layer without specific humidity.
After that, we show the modification of the solutions due to the specific humidity. We then
extend the analysis to express how the evolution of the scalars in the CBL responds to the
evolution of the boundary-layer dynamics. These scalars include chemical species for ide-
alized chemistry. Finally, the derived relationships are evaluated and an improved explicit
approximation of the boundary-layer height evolution is presented. The evaluation includes
an analysis of the sensitivity of the final boundary-layer height to the variables that govern
its evolution.
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2 Results
2.1 Governing Equations
The governing equations for boundary-layer dynamics without including moisture can be
derived from the conservation of heat. In this derivation it is assumed that the vertical profiles
of conservative scalars (e.g., potential temperature and specific humidity) are characterized
by a uniform value with height, 〈θ〉, in the boundary layer, a discontinuity, θ , in an infini-
tesimally thin inversion layer at the top of the boundary layer and a constant vertical gradient
with height and in time, γθ , in the free tropospheric layer aloft. This assumption, as well as
the resulting governing equations for a case without moisture, were previously presented by
Tennekes (1973). The governing equations for a situation without the influence of subsidence,
cloud processes (e.g. radiation and phase changes) or advection read
dh
dt
= −w
′θ ′h
θ
, (1)
d 〈θ〉
dt
= w
′θ ′0 − w′θ ′h
h
, (2)
dθ
dt
= γθ dhdt −
d 〈θ〉
dt
, (3)
where h is the boundary-layer height, characterized by extremes in the vertical fluxes and
discontinuities in the vertical profiles, w′θ ′0 is the Reynolds-averaged surface heat flux, which
here is considered to be prescribed, and w′θ ′h is the Reynolds-averaged heat flux at the top
of the CBL due to entrainment. Additionally, the potential temperature profile in the free
troposphere is described by
θFT = 〈θ〉0 + θ0 + γθ (z − h0) . (4)
A common closure assumption (Stull 1988) to solve the set of three governing equations with
four unknown variables
(
h, 〈θ〉 ,θ,w′θ ′h
)
is to relate the entrainment heat flux at the top
of the CBL to the surface flux by
w′θ ′h = −βw′θ ′0, (5)
where β is the entrainment constant, where we usually assume β = 0.2. Equation 2 then
becomes
d 〈θ〉
dt
= (1 + β) w
′θ ′0
h
. (6)
The adaptation of these governing equations to include moisture will be discussed in Sect. 2.3.
2.2 Analytical Solutions
First, we discuss the dependencies of the boundary-layer averaged potential temperature, 〈θ〉,
and the potential temperature jump at the inversion, θ , on the boundary-layer height, which
are derived in Appendix A1. Second, these relations are used to derive the expression for the
boundary-layer height evolution in Appendix A2. It is important to note that we include all
the terms without assumptions about the initial conditions of Eqs. 1–3 to obtain the analytical
solution presented below, as opposed to previous solutions presented in the literature (e.g.,
Betts 1973; Garratt 1992; Porporato 2009). As shown by Eq. 64,
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θ = β
1 + 2β γθ h +
(
θ0h
1+β
β
0 −
β
1 + 2β γθ h
1+2β
β
0
)
h−
1+β
β . (7)
A set of assumptions that, with the exception of Driedonks (1982), is commonly made in the
analysis of the temporal evolutions in the ABL, results in ignoring the non-linear dependence
of the potential temperature jump at the inversion on the boundary-layer height, i.e. the second
term on the right-hand site (r.h.s.) in Eq. 7. This restricts the resulting solutions to be valid
only for idealized situations. One of these assumptions is a priori considering that the ratio of
the potential temperature jump over the boundary-layer height is fixed. In that case, Eq. 50
becomes θ =
(
β
1+2β
)
γθ h (Betts 1973; Garratt 1992). Another assumption is stating as
an initial condition that h and θ are both zero (e.g., Porporato 2009), resulting in c3 = 0
in Eq. 50 and again resulting in θ =
(
β
1+2β
)
γθ h. This latter assumption would be valid
if every day the boundary layer would start its growth from the Earth’s surface (h0 = 0). It
therefore omits the morning transition from a nocturnal boundary layer to a daytime boundary
layer, which starts with a height, h0, equal to the nocturnal boundary-layer height.
To study the contribution of the non-linear term to θ and its importance, the dependency
of θ on h is shown for different conditions in Fig. 1. The situation evaluated in Fig. 1a
considers β = 0.2, γθ = 0.007 K m−1 and an initial boundary-layer height of h0 = 500 m.
The three situations correspond to an initial potential temperature jump of 0.25 K, 0.5 K and
0.75 K. Under these conditions, the second term on the r.h.s. of Eq. 7 is zero for θ0 = 0.5 K
and the potential temperature jump increases linearly with height. For the other two cases, the
potential temperature jump gradually moves to the linear profile with increasing boundary-
layer height according to the second term on the r.h.s. of Eq. 7. From this expression it
follows that, for β = 0.2, the difference between the actual potential temperature jump
and the potential temperature jump from the linear profile decreases with the ABL height
according to a h−6 function.
Using the classification proposed by Tennekes (1973), three different phases can be dis-
tinguished in the figure in case the non-linear contribution to θ(h) is significant. Here we
focus on the situation with a stronger initial potential temperature jump at the top of the ABL.
The three phases are the break-up of the morning inversion, a transitional phase and pure con-
vective growth. During the first phase, the boundary layer grows only very slowly due to the
strong inversion that formed during night and most energy due to the surface heating is used
to erode this inversion and reach the θ(h) that corresponds with the linear approximation.
The dependence of θ on h is governed by the term
(
θ0h
1+β
β
0 −
(
β
1+2β
)
γθ h
1+2β
β
0
)
h−
1+β
β
in Eq. 7, which falls with h−6. Even though this phase only holds for a limited range of h
values, depending on the surface heat flux it can last for several hours as the boundary-layer
growth is slow. The stronger the initial potential temperature jump, the slower is the initial
boundary-layer growth. In the second phase, the evolution of the boundary-layer dynam-
ics and, consequently, θ(h) is significantly influenced by both the initial conditions and
convective growth. The value of θ does not strongly change with h. However, since the con-
vective growth is less limited by the initial conditions, the boundary-layer growth increases
strongly and this phase does not last for a long period. In the third and final phase, θ(h)
has reached the linear profile that is associated with simplified initial conditions. By then the
tendencies of the CBL properties are only governed by the convective growth of the boundary
layer and not by the initial conditions. Note that this only holds for the tendencies and not
for the actual values of the CBL properties themselves. As an example, in a situation that
starts with a stronger nocturnal inversion, the final boundary-layer height at the end of the
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(a) (b)
Fig. 1 Dependency of the potential temperature jump on the ABL height for a an initial height, h0, of 500 m,
and b an initial height of 200 m. For θ0 = 0.5 K in a, the potential temperature jump increases linearly
with the ABL height under the chosen set of initial conditions. In b, with its lower initial height, the potential
temperature jump only increases linearly with the ABL height for θ0 = 0.2 K
afternoon will still be lower than in a situation that starts with a weaker nocturnal inversion.
At the start of this third phase, the boundary layer grows more rapidly, since the morning
inversion no longer influences the entrainment velocity. However, as time progresses and the
boundary layer becomes deeper, keeping θ small enough when the ABL grows requires
relatively more energy. Consequently, the rate of growth of the ABL decreases with increas-
ing boundary-layer height. As the final boundary-layer height is lower and the heat fluxes
are unaltered, the final mixed-layer averaged θ is larger.
The evolution of θ is dominated by the second term on the r.h.s. of Eq. 7 in the first
phase and by the first term on the r.h.s. of Eq. 7 in the third phase. From Eq. 7 we derive
dθ
dh
= GradConv + Grad I C , (8)
GradConv = β1 + 2β γθ , (9)
Grad I C = −1 + β
β
(
θ0h
1+β
β
0 −
β
1 + 2β γθ h
1+2β
β
0
)
h−
1+2β
β , (10)
where Grad I C is the evolution of θ due to the initial conditions and GradConv is the
evolution of θ due to convective growth. In the first phase, |GradConv|  |Grad I C | and
in the third phase |GradConv|  |Grad I C |. The exact timing of the transition between two
phases is arbitrary. Here, the criterion we use for a phase is that the one contribution is X
times as strong as the other. In that case it follows from Eqs. 9 and 10 that
h <
⎛
⎜⎜⎝
1
X
∣∣∣∣θ0h
1+β
β
0 −
(
β
1+2β
)
γθ h
1+2β
β
0
∣∣∣∣
γθ
1 + 3β + 2β2
β2
⎞
⎟⎟⎠
β
1+2β
for phase 1, (11)
h >
⎛
⎜⎜⎝X
∣∣∣∣θ0h
1+β
β
0 −
(
β
1+2β
)
γθ h
1+2β
β
0
∣∣∣∣
γθ
1 + 3β + 2β2
β2
⎞
⎟⎟⎠
β
1+2β
for phase 3. (12)
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For the examples of Fig. 1, when taking X = 2, the transition from phase 1 to phase 2 is at
h =530 m and 320 m for Fig. 1a, b, respectively. The transition from phase 2 to phase 3 for
these values is at h = 646 m and 390 m, respectively. These ABL heights can be related to
the elapsed time by using Eq. 94 if the time evolutions of the surface fluxes are known.
After discussing the influence of θ0 for situations in which h0 = 500 m, the influence of
h0 itself is explored. In Fig. 1b a case with a more prominent nocturnal inversion is shown.
Over land, nocturnal boundary layers with even larger potential temperature jumps, of the
order of several K, can occur due to e.g. advection of air masses (Vilà-Guerau de Arel-
lano 2007). As the nocturnal boundary-layer growth is inhibited increasingly by stronger
inversions (Garratt 1992), the final nocturnal boundary-layer height will be lower as well.
Therefore, for these situations the initial boundary-layer height for the CBL of the consec-
utive day will be lower and the initial potential temperature inversion of the CBL will be
stronger than for more moderate nocturnal inversions. For the situations in Fig. 1b, h0 is
set equal to 200 m and the initial potential temperature jumps are 0.2 K, 0.5 K and 2 K.
For an initial boundary-layer height this low θ0 of a few K is common, while 0.2 K is
the initial potential temperature inversion that corresponds to the linear approximation of
θ =
(
β
1+2β
)
γθ h. The figure shows that, therefore, the effect of the initial conditions on
θ(h) become more significant for the lower boundary-layer heights. As a consequence, the
three aforementioned regimes are more easily recognizable in Fig. 1b compared to Fig. 1a.
Since the non-linear part of Eq. 7 can be written as
(
θ0 −
(
β
1+2β
)
γθ h0
) (
h
h0
)− 1+β
β
and h0
is smaller, its influence is significant for lower values of h compared to situations with larger
h0. On the other hand, the accompanying stronger θ0 inhibits the boundary-layer growth
to a greater degree, so that the boundary layer remains shallow for a longer period. In total,
also for lower h0 the initial conditions are significant for the evolution of the boundary-layer
dynamics.
Using the knowledge of θ(h) and θFT(h), i.e. the potential temperature at the bottom of
the free troposphere, Eq. 66 is derived. This expression for 〈θ〉 (h) reads
〈θ〉=〈θ〉0−γθ h0+θ0+
(
1+β
1+2β
)
γθ h −
(
θ0h
1+β
β
0 −
(
β
1 + 2β
)
γθ h
1+2β
β
0
)
h−
1+β
β .
(13)
Note that, for relatively large h (larger than ± 750 m for the conditions of Fig. 1), if all other
initial conditions are kept the same, 〈θ〉 (h) is a linear function whose offset depends on the
initial potential temperature jump. This agrees with Fig. 1, since for large h,θ(h) becomes
independent of the initial conditions. According to Eq. 4, θFT(h) is offset by differences in
θ0 and, consequently, so is 〈θ〉 (h) for large h. This relationship is demonstrated in Fig. 2
for the same conditions as Fig. 1a.
As an expression for θ dhdt is known from Eq. 48 and θ(h) is provided by Eq. 7, a
differential equation for h is found that is independent of θ and 〈θ〉. The result, given by
Eq. 70, is
h2 −
(
2 + 4β
γθ
)(
θ0h
1+β
β
0 −
(
β
1 + 2β
)
γθ h
1+2β
β
0
)
h−
1
β
= h20 −
(
2 + 4β
γθ
)(
θ0h0 −
(
β
1 + 2β
)
γθ h20
)
+
(
2 + 4β
γθ
) t∫
t0
w′θ ′0dt . (14)
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Fig. 2 Dependency of the
mixed-layer averaged potential
temperature on the ABL height.
For θ0 = 0.5 K, the potential
temperature increases linearly
with the ABL height under the
chosen set of initial conditions.
For other θ0, 〈θ〉(h) approaches
with increasing h a linear
asymptote that does not cross the
initial conditions, but is offset by
the difference in θ0
This solution is implicit and cannot be solved explicitly for general values of β. However,
for relatively large h, the second term on the left-hand side (l.h.s.) becomes small and can be
ignored. This results in the explicit approximation of Eq. (73),
h ≈
√√√√√√√√√
h20 −
(
2 + 4β
γθ
)(
θ0h0 −
(
β
1 + 2β
)
γθ h20
)
︸ ︷︷ ︸
−2 + 4β
γθ
D0
+
(
2 + 4β
γθ
) t∫
t0
w′θ ′0dt . (15)
Equation 15 matches the equations previously presented by Driedonks (1982). Apart from
notation, the only small difference the reader might note, is found in the second term on
the l.h.s. of the implicit solution (Eq. 8 in his manuscript) where a multiplication with β is
omitted. The sum of the first two terms in the square root is identified as − 2+4β
γθ
times the
initial temperature deficit, D0. This initial temperature deficit describes how much heat is
needed to fill the nocturnal inversion that is present at the start of the day. Note that Eq. 15
confirms that, for h  h0, even though θ(h) is unaffected by the initial conditions, h(t)
and, consequently, θ(t) remain affected by the initial temperature deficit during the entire
day. The explicit approximation of Eq. 15 is evaluated in more detail in Sect. 3.
From Eqs. 7, 13, 14 and 15 it is clear that for the chosen conditions the evolutions
h(t), 〈θ〉 (t) and θ(t) are only dependent on time through the integrated surface heat flux,∫ t
t0
w′θ ′0dt . This is independent of the distribution of the surface heat flux over time and
the amount of time needed to reach that value of integrated surface heat flux. This will be
confirmed in Sect. 3.3.
2.3 Including the Effects of Moisture
If moisture is present, the specific humidity, q , has to be accounted for in the expression of the
boundary-layer height evolution. The variable that drives convection is then the virtual poten-
tial temperature, θv , instead of the potential temperature. This virtual potential temperature
and its transport are expressed by (Stull 1988)
θv = θ (1 + 0.61q) , (16)
w′θ ′v ≈ 0.61 θ w′q ′ + (1 + 0.61 q) w′θ ′. (17)
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The closure assumption of Eq. 5 is altered to
w′θ ′vh = −βw′θ ′v0. (18)
As shown in Appendix A4, the new governing equations are derived by assuming a vertical
profile of the specific humidity that, just like the potential temperature, is constant in the
boundary layer, has a discontinuity at the inversion and is linear in the free troposphere. In
contrast to the case without moisture, two approximations have to be used before obtaining
the expressions. To justify these approximations, typical values for variables in the CBL will
be applied. The first approximation holds that |θq|  θv , considering that q in these
equations should be expressed in the dimensionless kg kg−1. For the clear boundary layer
over land, this is valid as θ is of similar magnitude as θv , and q is of the order of
10−3 kg kg−1.
The second approximation is to consider the virtual potential temperature lapse rate in the
free troposphere, γθv = dθvdz , to be constant with height, while actually
γθv (z) = (1 + 0.61q(z)) γθ + 0.61θ(z)γq . (19)
The approximation that is applied considers γθv (z) ≈ γθv (h0). For the first term in Eq. 19,
0.61q(z) is of the order of 10−3 kg kg−1, so that
1 + 0.61q(h0) ≈ 1 + 0.61q(z)
for all heights considered when evaluating the atmospheric boundary layer. For the second
term, θ ≈ 300 K and γq describes changes in specific humidity with height, which are of
the order of g kg−1 km−1. This results in a contribution to γθv of the order of 10−1 K km−1,
which can be significant. However, for an evolving CBL the change in θ(z) just above the
mixed layer is only of the order of 10 K. Because of that, using θ(h0) instead of θ(z) results
in a change in γθv of the order of 10−2 K km−1. Therefore,
0.61 (θ(z) − θ(h0)) γq  γθ .
As an example to show that we can indeed assume γθv to be constant, consider the situation
described in Table 1 that includes moisture. We consider γq to be ±0.001 g kg−1 m−1. We
compare γθv and θv at 2,000 m height as calculated with the approximation and as calculated
with the prescribed θ and q profiles. For γq = 0.001 g kg−1 m−1, the true γθv at 2,000 m
height is 0.18 % larger than the approximated value of 6.2 × 10−3 K m−1, which is a
difference of 1.1 × 10−5 K m−1. The change has the same magnitude but negative sign if
γq = −0.001 g kg−1 m−1. Finally, θv at 2,000 m only differs by 8.2 × 10−3 K.
The resulting set of governing equations that replaces Eqs. 1–3 becomes
dh
dt
= −w
′θ ′vh
θv
, (20)
d 〈θv〉
dt
= w
′θ ′v0 − w′θ ′vh
h
, (21)
dθv
dt
= γθv
dh
dt
− d 〈θv〉
dt
. (22)
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Table 1 Initial and boundary
conditions that are used for the
comparison of the different
boundary-layer height
expressions in Fig. 3
For this evaluation, the surface
fluxes are kept constant with time,
disregarding diurnal variability
Property Without moisture With moisture
h0 (m) 500 500
〈θ〉0 (K) 290 290
θ0 (K) 1.5 1.5
γθ (K m−1) 0.006 0.006
w′θ ′0 (K m s−1) 0.1 0.1
〈q〉0 (g kg−1) 0 6
q0 (g kg−1) 0 −2
γq (g kg−1 m−1) 0 0
w′q ′0 (g kg−1 m s−1) 0.0 0.1
β 0.2 0.2
The surface flux, w′θ ′v0, is again considered to be prescribed. These relations show that to
include moisture, the equations of Sect. 2.2 can be used by replacing θ by θv . Therefore
h2 −
(
2 + 4β
γθv
)(
θv,0h
1+β
β
0 −
(
β
1 + 2β
)
γθv h
1+2β
β
0
)
h−
1
β
= h20 −
(
2 + 4β
γθv
)(
θv,0h0 −
(
β
1 + 2β
)
γθv h20
)
+
(
2 + 4β
γθv
) t∫
t0
w′θ ′v0dt, (23)
which is approximated as
h ≈
√√√√√h20 −
(
2 + 4β
γθv
)(
θv,0h0 −
(
β
1 + 2β
)
γθv h20
)
+
(
2 + 4β
γθv
) t∫
t0
w′θ ′v0dt . (24)
As shown in this section, the approximations that were made to derive this result only lead to
insignificant changes. Analogous to Eq. 15, the sum of the first two terms in the square root
of Eq. 24, h20 −
(
2+4β
γθv
) (
θv,0h0 −
(
β
1+2β
)
γθv h20
)
, describes how much buoyancy needs
to be added by the surface buoyancy flux to fill the initial excess inversion in the virtual
potential temperature profile.
As before, the evolutions of h(t), 〈θv〉 (t) and θv(t) are only dependent on time through
the integrated surface buoyancy flux,
∫ t
t0
w′θ ′v0dt . As a result, if two different cases have the
same initial conditions and time-integrated surface buoyancy flux at certain points in time,
the values of h, 〈θv〉 and θv at those times are equal as well. For evaluating cases it is
important to note that equipment that measures the sensible and latent heat fluxes can return
the buoyancy flux as well.
If h(t) is known, the individual time evolutions 〈θ〉 (t) and 〈q〉 (t), and consequently θ(t)
and q(t), can be determined if additionally the corresponding surface fluxes are known.
This will be treated in Sect. 2.4.
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By defining the dimensionless groups
Hˆ = h
h0
, (25)
Jˆ = θv,0
γθv h0
, (26)
Fˆ =
∫ t
t0
w′θ ′v0dt
γθv h20
, (27)
Equations 23 and 24 can be written in the dimensionless forms
Hˆ2 − 2
(
(1 + 2β) Jˆ − β
)
Hˆ−
1
β = 1 − 2
(
(1 + 2β) Jˆ − β
)
+ 2 (1 + 2β) Fˆ, (28)
Hˆ ≈
√
1 − 2
(
(1 + 2β) Jˆ − β
)
+ 2 (1 + 2β) Fˆ, (29)
Hˆ ≈ √1 + 2β
√
1 + 2
(
Fˆ − Jˆ
)
. (30)
Hˆ is related to the boundary-layer height compared to its initial value, Jˆ expresses the relative
strength of the initial virtual potential temperature jump at the inversion and Fˆ denotes the
scaled time-integrated surface buoyancy flux. Equation 30 shows that for relatively large Hˆ the
growth of the boundary layer is governed by the difference between the scaled time-integrated
surface buoyancy flux and the relative strength of the initial virtual potential temperature jump
compared to the free tropospheric virtual potential temperature profile. Equations 29 and 30
are valid for a large range of Hˆ , as already for e.g. Hˆ = 2 in Eq. 28, Hˆ2 = 128Hˆ− 1β if
β = 0.2.
2.4 Evolution of Conserved Scalars
Appendix A3 demonstrates that, as long as an arbitrary scalar, φ, is conserved, has no signifi-
cant additional sources/sinks in the boundary layer (e.g., radiation divergence, phase changes
or chemical production/loss), is not horizontally advected or influenced by subsidence, and
has a vertical profile in the free troposphere that is characterized by a constant gradient,
γφ , the evolution of the boundary-layer averaged scalar, 〈φ〉, can be expressed as a function
of time, the current boundary-layer height and the integral of the emissions after the initial
conditions. As the current boundary-layer height, h(t), can be calculated with Eq. 23 or
approximated using Eq. 24, only knowledge about the initial conditions and the evolutions
of the surface buoyancy flux and scalar emission/deposition are needed to know 〈φ〉 (t).
According to Eq. 76,
〈φ〉 (t) = 〈φ〉0 +
h(t) − h0
h(t)
φ0 + γφ2
(h(t) − h0)2
h(t)
+ 1
h(t)
t∫
t0
w′φ′0dt. (31)
If the scalar under consideration is chemically active, there is additional production or loss
and this equation does not hold. However, in idealized conditions the chemical production, P ,
is constant with time and height. If the chemical reactions that deplete the chemical species
are of the first-order with respect to that species, the chemical loss, L , scales linearly with
the mixing ratio under consideration. L is then expressed by
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L = −〈φ〉
τ
, (32)
where τ is the lifetime of the chemical species. The governing equation for 〈φ〉 becomes
d 〈φ〉
dt
= w
′φ′0 − w′φ′h
h
+ P − 〈φ〉
τ
(33)
and it can be shown that
〈φ〉 (t) = 〈φ〉0 e
t0−t
τ + h(t) − h0
h(t)
φ0 e
t0−t
τ + γφ
2
(h(t) − h0)2
h(t)
e
t0−t
τ
+Pτ
(
1 − e t0−tτ
)
+ 1
h(t)
t∫
t0
w′φ′0 e
t ′−t
τ dt ′. (34)
In this equation, the chemical destruction is introduced by the occurrences of e
t0−t
τ
. The factor
e
t0−t
τ in the first three terms on the r.h.s. shows that the initial mixing ratio profile decays with
the lifetime τ . If the species is inert, the profile should not decay at all. This is reflected in
the equations, since in that case τ → ∞, which results in e t0−tτ ≈ 1 + t0−t
τ
≈ 1. Therefore,
for τ → ∞, the first three terms on the r.h.s. in Eq. 34 are equal to the first three terms on
the r.h.s. in Eq. 31. For highly reactive chemical species, τ is small and in a short time, e.g.
seconds for the hydroxyl radical, e
t0−t
τ approaches zero. In that case, the initial conditions
are not important for the time evolution of the mixing ratio.
The fourth term on the r.h.s. of Eq. 34 describes an equilibrium between chemical
production and destruction. If there is no production, P = 0 and this term disappears.
If not much time has elapsed relative to the chemical lifetime, i.e. t − t0  τ , then
τ
(
1 − e t0−tτ
)
≈ τ − τ (1 + t0−t
τ
) = t − t0. In these situations the chemical contribu-
tion results in a linear increase in time of the mixing ratio, according to P (t − t0). For inert
chemical species, τ → ∞ and this always holds true.
For chemical species that do not have an extremely short or long lifetime, this balance
between chemical production and destruction first increases linearly with time. When t − t0
becomes of the same order as τ , the rate of increase starts to decrease. Finally, for t − t0  τ
the balance between chemical production and chemical destruction reaches an asymptote.
At that moment, e
t0−t
τ ≈ 1 + t0−t
τ
≈ 1 and thus Pτ
(
1 − e t0−tτ
)
≈ Pτ . This shows that the
chemical balance results in a mixing ratio that is equal to the chemical production rate times
the lifetime of the chemical species.
The final term on the r.h.s. of Eq. 34 expresses the influence of the surface exchange
(emission or deposition) on the mixing ratio. Greater boundary-layer heights result in a
weaker impact of this term. Due to chemical destruction, emissions that took place a longer
time ago have less impact on the current mixing ratio than recent emissions. This is quantified
by the factor e
t ′−t
τ in the integral.
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3 Evaluation
3.1 Accuracy of the Explicit Approximation
The explicit expression of Eq. 24 is a simplification of Eq. 23 by neglecting its second term
on the l.h.s. As this term falls with h
−1
β , the explicit approximation is valid for relatively large
h, but not for relatively small h. For instance, at t = t0 the resulting h is expressed by
h =
√
h20 −
(
2 + 4β
γθv
)(
θv,0h0 −
(
β
1 + 2β
)
γθv h20
)
(35)
instead of h = h0. The difference between the explicit approximation and the real boundary-
layer height, as obtained from the implicit expression, becomes smaller for increasing h. An
analysis of the l.h.s. of Eq. 23 shows that the accuracy of the explicit solution,
α =
∣∣hexplicit − himplicit
∣∣
himplicit
, (36)
is related to the boundary-layer height in such a way that the height can be found for which
a certain accuracy is obtained. The explicit simplification of the boundary-layer height is
within a certain accuracy of the true (implicitly determined) boundary-layer height if
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
h(α) ≥ (1 − α)
⎛
⎜⎝
(
2 + 4β
γθv
) θv,0h
1+β
β
0 −
(
β
1+2β
)
γθv h
1+2β
β
0
α (2 − α)
⎞
⎟⎠
β
1+2β
if θv,0 >
(
β
1+2β
)
γθv h0,
h(α) ≥ (1 + α)
⎛
⎜⎝
(
2 + 4β
γθv
) ( β
1+2β
)
γθv h
1+2β
β
0 − θv,0h
1+β
β
0
α (2 + α)
⎞
⎟⎠
β
1+2β
if θv,0 <
(
β
1+2β
)
γθv h0.
Illustrative values are presented for two different situations in Sect. 3.3.
3.2 Hybrid Explicit Expression
The mismatch of Eq. 24 for small h would be removed if the true h were substituted in
the second term on the l.h.s. of Eq. 23. Although no perfect explicit solution exists, the
previously published boundary-layer height development (Garratt 1992), which assumes θv
to be linearly dependent on h, could be used for this substitution to decrease the mismatch.
The expression for this evolution, hˆ, is
hˆ =
√√√√√h20 +
(
2 + 4β
γθv
) t∫
t0
w′θ ′v0dt (37)
and results in hˆ = h0 at t = t0. Furthermore, in reality the typical reason that at the start
of the day θv,0 =
(
β
1+2β
)
γθv h0, is the lower potential temperature in the boundary layer
compared to the free troposphere due to radiative cooling during the night. This results in
θv,0 >
(
β
1+2β
)
γθv h0. From Eq. 23 it can be seen that in that case for h > h0, h <√
h20 +
(
2+4β
γθv
) ∫ t
t0
w′θ ′v0dt = hˆ. Therefore, hˆ
−1
β < h
−1
β , which means that by substituting
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(a) (b)
Fig. 3 Boundary-layer height evolution representations for, a a situation without, and b a situation with
moisture present. Each panel shows the implicit solution for h, the old explicit solution that assumes θ to
be linearly dependent on h and the new explicit simplification, which ignores the second term of the l.h.s. of
the implicit expression (Eq. 23). This term falls with h
−1
β
. Finally, the black line shows the hybrid explicit
solution, which is obtained by substituting the linear explicit solution into the h of the aforementioned term
of Eq. 23
hˆ in the second term of Eq. 23, this term is no longer put to zero, but its magnitude will
still be less than if the true h were used. The resulting hybrid explicit expression for the
boundary-layer height is
hhybrid =
√
h20 +
(
2 + 4β
γθv
)(
θv,0h
1+β
β
0 −
(
β
1 + 2β
)
γθv h
1+2β
β
0
)(
hˆ−
1
β − h−
1
β
0
)
+
(
2 + 4β
γθv
) t∫
t0
w′θ ′v0dt . (38)
For practical everyday use, we propose to use this representation of h if θv,0 ≥(
β
1+2β
)
γθv h0, as it captures the evolution of h for both relatively small and relatively large
h. A comparison between the different expressions for h is discussed in Sect. 3.3.
3.3 Comparison Between Solutions
In this section, four different representations of the boundary-layer height are compared:
the implicit, linear explicit, new explicit and explicit hybrid solution. The implicit expression
describes the exact boundary-layer height evolution, which is equal to the one that results from
numerically solving Eqs. 20–22. This equivalence is tested for multiple situations (not shown)
by comparing the l.h.s. of Eq. 23 to the corresponding output of a numerical mixed-layer
model. Since the results were equal and the l.h.s. of Eq. 23 is bijective with h (Appendix A5),
the corresponding evolutions of h are equal as well. The linear explicit expression is the
common solution for the boundary-layer height that assumes θv to be linearly dependent on
h (e.g., Garratt 1992). The new explicit expression is Eq. 24, which takes all initial conditions
into account. Note that, due to being a simplification of the implicit expression, the initial state
for the new explicit expression is not equal to the initial conditions (see Eq. 35). Finally, the
explicit hybrid expression is the combined explicit approximation that is derived in Sect. 3.2.
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Fig. 4 Evolution of 〈q〉 as
calculated by Eq. 31 using the
different expressions for the
boundary-layer height evolution
that are shown in Fig. 3b. These
expressions are the implicit
solution for h, the old explicit
solution that assumes θ to be
linearly dependent on h and the
new explicit simplification.
Finally, the black line shows the
evolution if the hybrid explicit
solution for h is used
All four representations are presented in Fig. 3 for a boundary layer with an initial height
of 500 m. Two situations are considered: one without and one with moisture present. The
initial and boundary conditions are presented in Table 1.
The figures show the importance of the non-linear term of θv in reproducing the evolution
of the ABL height. The difference after 10 h between the linear explicit representation and
the true boundary-layer height is 90 m for the case without moisture and 60 m for the
case with moisture. The new explicit expression of Eq. 24 performs poorly in the initial
stage. However, it matches the implicit height better with increasing h. The new expression
already performs better than the linear expression for h = 600 m and is indistinguishable
from the implicit solution for h = 700 m. According to the relations of Sect. 3.1, the
differences with the true boundary-layer height for the dry and the moist situation are 5 %
at 662 m and 626 m, respectively, and only 1 % at 866 m and 818 m, respectively. Finally,
Fig. 3 shows that the hybrid explicit expression for the boundary-layer height of Eq. 38
does approximate the implicit representation of the boundary-layer height best. It retains the
accurate representativeness of the new explicit expression for large h and solves the initial
mismatch. Note that the hybrid expression only significantly improves on the new explicit
expression if the linear explicit expression returns a boundary-layer height similar to the
actual boundary-layer height. If the height according to the new explicit expression is much
higher, hˆ−
1
β in Eq. 38 becomes too insignificant and the hybrid solution will become similar
to the new explicit expression. This occurs for strong initial potential temperature jumps.
As expressed by Eq. 31, the evolution of the scalars in the boundary layer depends on
the ABL height evolution. To show the relevance of an accurate expression, Fig. 4 presents
the diurnal evolution of 〈q〉 for the situation with moisture from Table 1. The four different
lines are the evolutions that result from substituting the four different boundary-layer height
evolutions of Fig. 3b in Eq. 31. Substituting the implicit expression for h results in the true
expression of 〈q〉 (t). The evolution of 〈q〉 that is based on the explicit hybrid expression
for h is more accurate than that calculated with the original linear explicit expression. After
1 hour of simulated time, using the new explicit expression, which is accurate for large h,
results in a better representation of the evolution of 〈q〉 than using the original linear explicit
expression as well. Near the end of the day, the value of 〈q〉 as obtained by the linear explicit
expression is an underestimation of 0.12 g kg−1, which is 10 % of the total increase in 〈q〉
during the day, 1.2 g kg−1. This underestimation can significantly affect ABL representations
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(a) (b)
Fig. 5 Boundary-layer height evolution representations for, a a constant, and b a sinus-shaped surface heat
flux. Each panel shows the implicit solution for h, the old explicit solution that assumes θ to be linearly
dependent on h and the new explicit simplification, which ignores the second term of the l.h.s. of the implicit
expression (Eq. 23). This term falls with h
−1
β
. Finally, the black line shows the hybrid explicit solution, which
is obtained by substituting the linear explicit solution into the h of the aforementioned term of Eq. 23
(Vilà-Guerau de Arellano 2007), e.g. by inaccurately predicting the timing of saturation at
the top of the boundary layer and the subsequent formation of clouds.
To predict the final boundary-layer height using the different expressions, only the inte-
grated value of the surface heat flux is of importance and not its specific distribution over
the day. This is shown in Fig. 5. In Fig. 5a, the situation without moisture from Table 1 is
repeated. In Fig. 5b, this case is adapted to consider a more realistic, sinus-shaped evolution
of the surface heat flux. For fair comparison the maximum value of this sinus is selected
such that over the 10 h of simulation, the integrated surface heat flux is equal to the original
situation. To this end, we prescribe a surface heat flux of
w′θ ′0,Sine (t) = π2 w
′θ ′0 sin
(
π t
T
)
, (39)
where t is the elapsed time since the start of the simulation and T is the simulated period,
both of which should be expressed in the same units. Due to the different distributions in
time of the surface heat flux, the timing of the boundary-layer height evolution changed, but
the final boundary-layer properties are identical. Because of the low heat fluxes at the start
and at the end of the day, the ABL growth is much slower in these phases, resulting in more
curved shapes for the boundary-layer height evolutions.
3.4 Sensitivity of h
An advantage of having the analytical solution for h (Eq. 24) is the possibility of study-
ing its sensitivity to different initial and boundary conditions. h depends on five variables:
β, γθv , h0,θv,0 and I , where I is the time-integrated surface buoyancy flux.
I =
t∫
t0
w′θ ′v0dt . (40)
Defining the initial virtual temperature deficit, Dv,0, as
Dv,0 = θv,0h0 − 12γθv h
2
0, (41)
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Table 2 Sensitivity of the boundary-layer height, h, after 10 h of simulation to the different initial and
boundary conditions
Property Sensitivity Min Max Property range (%) h range (%)
β (–) 0.14 0.1 0.3 100 14
γθv (K m−1) −0.42 3 · 10−3 7 · 10−3 67 28
I (K m) 0.48 2,975 5,525 60 29
h0 (m) 0.10 300 700 80 8
θv,0 (K) −0.06 0.15 2.15 174 11
The sensitivity of h to a change in any arbitrary variable, ψ , is expressed as
(
∂h
h
)
/
(
∂ψ
ψ
)
. The property
range expresses for every variable, ψ , the range maxψ − minψ as a percentage of the standard value of
ψ , which is based on Table 1. The standard values that cannot be read directly from that table are γθv =
6 × 10−3 K m−1, I = 4250 K m and θv,0 = 1.15 K. The last column presents the resulting relative range
in h
squaring Eq. 24 results in
h2 = 2 + 4β
γθv
(
I − Dv,0
)
. (42)
Similar to previous work by Driedonks (1982) for β, γθv and I , by differentiating this expres-
sion to the five different governing variables of Eq. 24 we can derive
∂h
h
=
(
β
1 + 2β
)
∂β
β
for β, (43)
∂h
h
= −
(
1
2
− γθv h0
2
4
(
I − Dv,0
)
)
∂γθv
γθv
for γθv , (44)
∂h
h
= I
2
(
I − Dv,0
) ∂ I
I
for I , (45)
∂h
h
= γθv h
2
0 − θv,0h0
2
(
I − Dv,0
) ∂h0
h0
for h0, (46)
∂h
h
= − θv,0h0
2
(
I − Dv,0
) ∂θv,0
θv,0
for θv,0. (47)
Note that in this analysis one should consider that Dv,0 is also dependent on θv,0, h0 and
γθv . This consideration explains the difference between the presented Eq. 44 and Eq. (16) of
Driedonks (1982).
The sensitivity of h to a change in any arbitrary variable, ψ is expressed as
(
∂h
h
)
/
(
∂ψ
ψ
)
.
To evaluate the importance of the different variables, these sensitivities are evaluated for
the conditions of Table 1 with moisture. Similar to Driedonks (1982), for each of the five
variables a range of possible values is determined, which is expressed as a percentage of
the original value from Table 1. By multiplying this range with the sensitivity, the resulting
range in h compared to the original value of 1436 m is found. β is assumed to be between
0.1 and 0.3 (Stull 1988) and γθv is estimated to be between 3 × 10−3 and 7 × 10−3 K m−1.
The influence of the integrated heat flux is evaluated for a positive or negative change of
30 % (Driedonks 1982). Values for h0 are considered to be higher than 300 m and lower than
700 m. Finally, θv,0 is assumed to deviate at most 1 K compared to the original value. The
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Fig. 6 Sensitivity of the final
boundary-layer height, h, to
different initial and boundary
conditions, ψ . The horizontal
axis denotes the relative change
in these conditions compared to
the standard case (Table 1 with
moisture). The vertical axis
denotes the resulting relative
change in h. Solid lines show the
true deviations, which are
determined using Eq. 24. Dashed
lines are linearisations based on
dh
dψ for the standard case,
multiplied by ψ
results are summarized in Table 2. This shows that if all variables were to be perturbed by
the same percentage, the changes in γθv and I would influence h most with their absolute
sensitivities of 42 % and 48 %, respectively. For the chosen typical values, the resulting
relative ranges in h are largest for these two variables as well, even though their own relative
ranges are smaller than those of the other variables.
Further extending on the sensitivity analysis performed by Driedonks (1982), the calcu-
lated sensitivities are presented as dashed lines in Fig. 6. Additionally, the true relative devia-
tions in the boundary-layer height, determined by Eq. 24, are drawn with solid lines. The solid
lines deviate from the linear dashed lines, since for all initial and boundary conditions, ψ ,
the sensitivities are dependent on ψ itself. For example, Eq. 43 shows
(
∂h
h
)
/
(
∂β
β
)
= β1+2β .
However, even for γθv , where this deviation of the solid line from the dashed line is most
present, the effect is insignificant as long as the relative deviation in the condition remains
<20 %.
To conclude, Fig. 6 displays the application of Eq. 24 to study the response of h to a wide
range of initial and boundary conditions by two different methods. For the first method the
equation is used to determine a sensitivity to these conditions, which can be used to relate
changes in the conditions to changes in the boundary-layer height with a single number. The
second method is to plot the solution as a function of these conditions to study the exact
response of h for a larger range. The same analyses can be applied to study the sensitivity of
other variables, such as 〈θ〉, by using Eqs. 31 or 34.
3.5 Subsidence
In this study, cases with large-scale atmospheric subsidence are not considered. The analytical
solutions, which were originally derived for a basic situation without subsidence, could not
be extended to include this effect. To understand why this is not possible with the currently
applied mathematical method, one needs to consider a basic, dry situation with subsidence, a
certain boundary-layer height, h = h0, and a certain potential temperature jump, θ = θ0.
In this situation, it can be deduced that θ is not only dependent on h, but also on time.
If the effect of subsidence can be ignored and the boundary-layer height changes due to
entrainment, θ changes with height, independent of the time it takes to reach the new
height. Therefore, if the changes in the boundary-layer height occur in a very short time
period, so that the effects of subsidence are infinitesimally small, in general θ = θ0 if
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h = h0. However, if the entrainment process is slow compared to subsidence, the boundary-
layer height decreases due to the subsidence. During this process, θ remains equal to θ0
as the subsiding motions do not alter the potential temperatures below and just above the
inversion. In this case θ = θ0 for a certain h < h0. If then (a sudden burst of) entrainment
compensates the decrease in the boundary-layer height, the potential temperature jumps again
changes, resulting in a different value than θ0. Therefore θ = θ0 for h = h0 if t > t0.
This thought experiment shows that, if subsidence is present, θ is not only a function of
h, but also of time. To solve Eq. 48, resulting in Eq. 69 through Eq. 67, separation of variables
is applied. θ is expressed as a function of h, f (h), and h is expressed as a function of t, g(t).
Equation 48 then results in f (h) dhdt = g(t) and, subsequently, f (h)dh = g(t)dt . This latter
expression can be solved by simple integration. However, since θ is also dependent on
time, θ = f (h, t). The resulting f (h, t) dhdt = g(t) could only be solved by separation
of variables if f (h, t) could be split into f1(h) · f2(t), which is not possible because h is
dependent on t as well.
To the authors’ knowledge, in the previous literature only Carson (1973) presents an
analytical solution that accounts for subsidence. However, to arrive at his solution he assumes
that θ scales linearly with h. Next to the influence of the initial conditions, they therefore
directly ignore the dependence of θ on time. As such, this results in a first approximation
of the boundary-layer height evolution rather than an exact solution.
4 Conclusions
The prognostic equations for a diurnal convective boundary layer are analytically solved.
Compared to the most advanced solution in the literature, the results are expanded upon by
including the effects of specific humidity. The resulting equations are an implicit expression
for the boundary-layer height, due to the non-linear dependence of h on θ , and explicit
expressions for boundary-layer averaged scalars that are a function of the boundary-layer
height and the time integral of their respective surface fluxes. As the ABL height cannot be
directly derived from the implicit solution, an explicit simplification is presented that exactly
captures the ABL height evolution for relatively large h. The differences between this expres-
sion and expressions for h of previous studies are clear for the cases under study. However,
for relatively small h the mismatch between this simplification and the true boundary-layer
height can be significant.
We therefore introduce an expression that enables us to determine the height at which a
certain accuracy has been reached compared to the true boundary-layer height. To complete
our analysis, a hybrid expression for h is derived. For this expression, the solution presented
in the previous literature is substituted into the term of the implicit expression for h that
becomes negligible for relatively large h. By doing so, an expression is obtained that repre-
sents the boundary-layer height evolution reasonably well for relatively small h and becomes
the exact solution for larger h. Therefore, this expression could be used to predict the diurnal
ABL height evolution without numerical solving the governing equations. As a result, evo-
lutions of boundary-layer properties and dependencies of the height on other variables can
be analytically determined, as demonstrated with our sensitivity analysis.
Sensitivity analyses by numerical solutions are always restricted to a limited amount
of samples of the driving variable in question, while they are continuous expressions when
using analytical solutions. As such, compared to previously obtained numerical solutions, the
analytical solutions enable us to improve our understanding and discussion of the evolution
of boundary-layer dynamics. This is very useful for research and educational purposes.
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Here, we explored the dependence of h on the five driving variables identified from the
exact implicit expression. Next to using sensitivity analyses, the evolution of the boundary-
layer height is expressed with dimensionless groups. This expression clearly shows that the
growth of the boundary layer is governed by the difference between the scaled time-integrated
surface buoyancy flux and the relative strength of the initial virtual potential temperature jump
compared to the free tropospheric virtual potential temperature profile. Possible applications
for an analytical expression of the boundary-layer height evolution include calculating the
potential temperature deficit and resulting latent and sensible heat fluxes (Raupach 2000),
and analyzing the uncertainties in the determination of the CO2 budget that are associated
with the boundary-layer dynamics (Pino et al. 2012).
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Appendix A: Analytical Derivation
A1 Dependence of Potential Temperature on ABL Height
In this section the dependency of the mixed-layer slab averaged potential temperature, 〈θ〉,
and the potential temperature jump at the inversion, θ , on the boundary-layer height are
determined. First, the dependence of θ on h is derived. Based on Eqs. 1, 5 and 6,
θ
dh
dt
= βw′θ ′0 (48)
=
(
β
1 + β
)
h
d 〈θ〉
dt
.
Combined with Eq. 3, this results in
θ
dh
dt
=
(
β
1 + β
)
h
(
γθ
dh
dt
− dθ
dt
)
,
(1 + β)θ dh
dt
= βγθ h dhdt − βh
dθ
dt
. (49)
In this equation, the dependency on time can be removed by using dθdt = ∂θ∂h dhdt and dividing
by dhdt .
(1 + β)θ = βγθ h − βh dθdh , (50)
dθ
dh
= γθ −
(
1 + β
β
)
θ
h
. (51)
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To solve this equation, a substitution is performed by f ≡ dθdh , resulting in
f = γθ −
(
1 + β
β
)
θ
h
, (52)
d f
dh
= −
(
1 + β
β
)(
−θ
h2
+ 1
h
dθ
dh
)
, (53)
dθ
dh
= θ
h
−
(
β
1 + β
)
h
d f
dh
. (54)
Combined with Eq. 50 this leads to
θ
h
−
(
β
1 + β
)
h
d f
dh
= γθ −
(
1 + β
β
)
θ
h
,
(
β
1 + β
)
h
d f
dh
= −γθ −
(
1 + 2β
β
)
θ
h
. (55)
By using the relation from Eq. 52 it is found that
(
β
1 + β
)
h
d f
dh
= −γθ +
(
1 + 2β
β
)(
β
1 + β
)
(γθ − f ) , (56)
βh
d f
dh
= βγθ − (1 + 2β) f. (57)
This can be rewritten as
d f
f −
(
β
1+2β
)
γθ
= −
(
1 + 2β
β
)
dh
h
, (58)
ln
(
f −
(
β
1 + 2β
)
γθ
)
= −
(
1 + 2β
β
)
ln (h) + c1, (59)
in which c1 is a constant that is still undetermined. This results in
f −
(
β
1 + 2β
)
γθ = c2h−
1+2β
β . (60)
In this equation, c2 = ec1 . Combined with Eq. 52 it is found that
(
1 + β
1 + 2β
)
γθ −
(
1 + β
β
)
θ
h
= c2h−
1+2β
β , (61a)
θ
h
=
(
β
1 + 2β
)
γθ −
(
β
1 + β
)
c2h−
1+2β
β . (61b)
In total,
θ =
(
β
1 + 2β
)
γθ h + c3h−
1+β
β , (62)
where c3 = −
(
β
1+β
)
c2. The value of c3 can be derived by evaluating the initial state where
(t, h,θ, 〈θ〉) = (t0, h0,θ0, 〈θ〉0). It follows that
c3 = h
1+β
β
0
(
θ0 −
(
β
1 + 2β
)
γθ h0
)
(63)
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and
θ =
(
β
1 + 2β
)
γθ h +
(
θ0h
1+β
β
0 −
(
β
1 + 2β
)
γθ h
1+2β
β
0
)
h−
1+β
β . (64)
By integrating Eq. 3 over time, the dependency of the mixed-layer averaged potential tem-
perature, 〈θ〉, on h is found.
θ − θ0 = γθ (h − h0) − (〈θ〉 − 〈θ〉0) ,
〈θ〉 = 〈θ〉0 − γθ h0 + θ0 + γθ h − θ. (65)
By substituting Eq. 64, this results in
〈θ〉 = 〈θ〉0 − γθ h0 + θ0 +
(
1 + β
1 + 2β
)
γθ h −
(
θ0h
1+β
β
0 −
(
β
1 + 2β
)
γθ h
1+2β
β
0
)
h−
1+β
β .
(66)
A2 Evolution of the Boundary-Layer Height
With the previously determined relations, the time evolution of the boundary-layer height is
derived. Equations 48 and 64 combine to
((
β
1 + 2β
)
γθ h +
(
θ0h
1+β
β
0 −
(
β
1 + 2β
)
γθ h
1+2β
β
0
)
h−
1+β
β
)
dh
dt
= βw′θ ′0, (67)
d
dt
((
β
1 + 2β
)
γθ
2
h2 − β
(
θ0h
1+β
β
0 −
(
β
1 + 2β
)
γθ h
1+2β
β
0
)
h−
1
β
)
= βw′θ ′0. (68)
Integrating this equation over time results in
(
γθ
2 + 4β
) (
h2 − h20
) −
(
θ0h
1+β
β
0 −
(
β
1 + 2β
)
γθ h
1+2β
β
0
)(
h−
1
β − h−
1
β
0
)
=
t∫
t0
w′θ ′0dt .
(69)
This is rewritten to the implicit analytical solution
h2 −
(
2 + 4β
γθ
)(
θ0h
1+β
β
0 −
(
β
1 + 2β
)
γθ h
1+2β
β
0
)
h−
1
β
= h20 −
(
2 + 4β
γθ
)(
θ0h0 −
(
β
1 + 2β
)
γθ h20
)
+
(
2 + 4β
γθ
) t∫
t0
w′θ ′0dt . (70)
A2.1 Limit for Large h
Equation 70 can be denoted as
h2
(
1 −
(
2 + 4β
γθ
)(
θ0h
1+β
β
0 −
(
β
1 + 2β
)
γθ h
1+2β
β
0
)
h−
1+2β
β
)
= h20 −
(
2 + 4β
γθ
)(
θ0h0 −
(
β
1 + 2β
)
γθ h20
)
+
(
2 + 4β
γθ
) t∫
t0
w′θ ′0dt . (71)
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For ‘large’ h, the term with h−
1+2β
β on the l.h.s. can be neglected. This is the case if
h 
[(
2 + 4β
γθ
)(
θ0h
1+β
β
0 −
(
β
1 + 2β
)
γθ h
1+2β
β
0
)] β
1+2β
. (72)
For these situations, Eq. 71 simplifies to
h ≈
√√√√√h20 −
(
2 + 4β
γθ
)(
θ0h0 −
(
β
1 + 2β
)
γθ h20
)
+
(
2 + 4β
γθ
) t∫
t0
w′θ ′0dt (73)
The accuracy of this expression is dependent on the initial conditions. It can be derived that
Eq. 73 is valid within an accuracy of α if
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
h ≥ (1 − α)
⎛
⎝( 2+4β
γθ
) θ0h
1+β
β
0 −
(
β
1+2β
)
γθ h
1+2β
β
0
α(2−α)
⎞
⎠
β
1+2β
if θ0 >
(
β
1+2β
)
γθ h0,
h ≥ (1 + α)
⎛
⎝( 2+4β
γθ
) ( β
1+2β
)
γθ h
1+2β
β
0 −θ0h
1+β
β
0
α(2+α)
⎞
⎠
β
1+2β
if θ0 <
(
β
1+2β
)
γθ h0,
where h is the boundary-layer height that is calculated using this simplified equation.
A3 Evolution of Scalars
Consider any scalar, φ, without sources and sinks in the boundary layer. These scalars include
potential temperature, θ , specific humidity, q , and mixing ratios of inert chemical species
(e.g., cCO2 , cCH4 ). If the initial vertical profile is characterized by a constant value in the mixed
layer, 〈φ〉0, a jump at the top of this layer, φ0, and a linear profile in the free troposphere
aloft. If the increase with height in the free troposphere is expressed by the tropospheric
lapse rate, γφ , and the surface flux is denoted as w′φ′0, then a mass budget below the current
boundary-layer height, h(t), leads to
A
h(t)∫
0
φ0 (z) dz +
t∫
t0
Aw′φ′0dt = A
h(t)∫
0
φ (z) dz, (74)
where A is the surface area under consideration.
h 〈φ〉0 +
h∫
h0
(
φ0 + γφ (z − z0)
)
dz +
t∫
t0
w′φ′0dt = h 〈φ〉 . (75)
Therefore, if the initial profile, the current boundary-layer height and the surface exchange
as function of time are known, the current mixed-layer averaged scalar is expressed as
〈φ〉 = 〈φ〉0 +
h − h0
h
φ0 + γφ2
(h − h0)2
h
+ 1
h
t∫
t0
w′φ′0dt. (76)
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A4 Including Specific Humidity Effects
If the specific humidity, q in kg kg−1, is non-zero, the driving variable for convection is not
the standard potential temperature, θ , but the virtual potential temperature, θv (Stull 1988).
θv = θ (1 + 0.61q) , (77)
w′θ ′v ≈ 0.61 θ w′q ′ + (1 + 0.61 q)w′θ ′, (78)
and Eq. 5 is replaced by
w′θ ′vh = −βw′θ ′v0. (79)
Similar to the potential temperature, it is assumed that the vertical profile of the specific
humidity is constant in the mixed layer with a jump on top and a linear profile in the free
tropospheric layer aloft. Similar to Eqs. 1, 2 and 3, q is governed by
w′q ′h = −
dh
dt
q, (80)
d 〈q〉
dt
= w
′θ ′0 − w′θ ′h
h
, (81)
dq
dt
= γq dhdt −
d 〈q〉
dt
. (82)
These equations can be combined to find the governing equations for θv .
θv = θv,FT − 〈θv〉 ,
= θFT (1 + 0.61qFT) − 〈θ〉 (1 + 0.61 〈q〉) ,
= (〈θ〉 + θ) (1 + 0.61 (〈q〉 + q)) − 〈θ〉 (1 + 0.61 〈q〉) , (83)
θv = θ + 0.61 (〈θ〉q + θ 〈q〉 + θq) . (84)
Further, according to Eqs. 1, 80 and 78,
w′θ ′vh = 0.61 〈θ〉 w′q ′h + (1 + 0.61 〈q〉) w′θ ′h,
= −0.61 〈θ〉q dh
dt
− (1 + 0.61 〈q〉)θ dh
dt
,
= − (θ + 0.61 (〈θ〉q + θ 〈q〉 + θq) − 0.61θq) dh
dt
. (85)
In contrast to the case without moisture, an approximation has to be made to reach an
analytical solution. By assuming that |θq|  θv (|θ | ∼ |θv| and q is of the order
of 10−3 kg kg−1) and using the expression for θv from Eq. 83, Eq. 85 becomes
w′θ ′vh = −θv
dh
dt
, (86)
dh
dt
= −w
′θ ′vh
θv
. (87)
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This is the first governing equation for θv . From Eqs. 2, 77, 78 and 81 the second governing
equation follows:
d 〈θv〉
dt
= d (〈θ〉 (1 + 0.61 〈q〉))
dt
,
= (1 + 0.61 〈q〉) d 〈θ〉
dt
+ 0.61 〈θ〉 d 〈q〉
dt
,
= (1 + 0.61 〈q〉) w
′θ ′0 − w′θ ′h
h
+ 0.61 〈θ〉 w
′q ′0 − w′q ′h
h
, (88)
d 〈θv〉
dt
= w
′θ ′v0 − w′θ ′vh
h
. (89)
Finally,
γθv (z) =
dθv,FT (z)
dz
,
= d (θFT (z) (1 + 0.61 qFT (z)))
dz
,
= (1 + 0.61 qFT (z)) dθFT (z)dz + 0.61θFT (z)
dqFT (z)
dz
,
= (1 + 0.61 qFT (z)) γθ + 0.61θFT (z) γq . (90)
A second assumption that is made is that γθv is approximately constant with height, since
0.61 |qFT (h) − qFT (h0)|  1+0.61 qFT (h) and |θFT (h) − θFT (h0)|  θFT (h). Therefore,
γθv = (1 + 0.61 qFT (h0)) γθ + 0.61θFT (h0) γq . (91)
By taking the derivative to time of Eq. 83,
dθv
dt
= dθv,FT
dt
− d 〈θv〉
dt
,
= dθv,FT
dh
dh
dt
− d 〈θv〉
dt
, (92)
dθv
dt
= γθv
dh
dt
− d 〈θv〉
dt
. (93)
As Eqs. 86, 89, 93 and 79 replace Eqs. 1, 2, 3 and 5, the analytical solution for the boundary-
layer height evolution is derived in a similar fashion as for the case without moisture. In
accordance to Eq. 70, the implicit analytical solution is
h2 −
(
2 + 4β
γθv
)(
θv,0h
1+β
β
0 −
(
β
1 + 2β
)
γθv h
1+2β
β
0
)
h−
1
β
= h20 −
(
2 + 4β
γθv
)(
θv,0h0 −
(
β
1 + 2β
)
γθv h20
)
+
(
2 + 4β
γθv
) t∫
t0
w′θ ′v0dt, (94)
while the approximation for ‘large’ h, based on Eq. 73, is
h ≈
√√√√√h20 −
(
2 + 4β
γθv
)(
θv,0h0 −
(
β
1 + 2β
)
γθv h20
)
+
(
2 + 4β
γθv
) t∫
t0
w′θ ′v0dt . (95)
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A5 Check on Bijection
When evaluating Eqs. 70 and 94, note that these expressions can be written as f (h(t)) = g(t).
To verify that f (h(t)) is an implicit analytical solution for h(t), it has to be checked whether
there is bijection: each value for f (h) always corresponds to a unique value of h and for
every value of h there is an existing value for f (h) when h > h0. This is the case if f (h) is
a continuous function and
d f (h)
h
> 0 for h > h0. (96)
In the case of Eq. 94,
d f (h)
dh
= 2h +
(
2 + 4β
βγθv
)(
θv,0h
1+β
β
0 −
(
β
1 + 2β
)
γθv h
1+2β
β
0
)
h−
1+β
β ,
=
(
2
(
h
1+2β
β − h
1+2β
β
0
)
+
(
2 + 4β
βγθv
)
θv,0h
1+β
β
0
)
h−
1+β
β . (97)
For h > h0, h−
1+β
β > 0 and h
1+2β
β > h
1+2β
β
0 . Additionally, β, γθv and θv,0 have positive
values. Therefore d f (h)h > 0 and Eqs. 70 and 94 are analytical implicit solutions for h(t).
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