The possibility to conduct simulations of homogeneous nucleation of argon from a supersaturated vapor phase using a microcanonical or NVE ensemble is evaluated ͑NVE: number of particles N, volume V, and energy E are constant͒. In order to initiate a phase separation kinetic energy is removed from the system in one step which transfers the system into a supersaturated state. After this temperature jump the simulation is continued in a NVE ensemble. The simulations are performed for different initial-state points and different temperature jumps. The cluster formation and growth over the course of the adiabatic simulations are analyzed. The progression of the temperature being related to the cluster size in NVE systems is traced. Also the influence of the size of the simulation system is investigated. For a certain range of low supersaturation a dynamic coexistence between two states has been found. Furthermore, the obtained nucleation rates are correlated with two simple functions. By applying the nucleation theorems to these functions the size and excess energy of the critical cluster are estimated. The results are consistent with other theoretical data and experimental data available in the literature.
INTRODUCTION
Direct molecular-dynamics ͑MD͒ simulation of nucleation processes in supersaturated vapors is an appealing method for the detailed investigation of the particle-growth dynamics. Due to the system size and the simulation time possible with today's computational power this method is applicable mainly to highly supersaturated systems. Such highly supersaturated systems are often the ones which are experimentally difficult to treat. Furthermore, in contrast with other methods molecular-dynamics simulation provides a detailed insight into the microscopic dynamics of the systems being one of its major advantages. Another advantage is the possibility to describe specific substances on a molecular level using realistic potential models which is not feasible within classical nucleation theory. [1] [2] [3] Furthermore, classical nucleation theory turns out to be not reliable. While it, for example, is reasonably applicable to water 4 it gives large deviations to experimental data of argon. 5, 6 This is rather unexpected because a substance interacting by van der Waals interactions only should be easier to model than complex molecules such as water. More recent approaches such as density-functional theory 7 provide insights into the nucleation process based on molecular interaction but do not give the dynamics of the system as molecular dynamics does. An alternative method to molecular-dynamics simulation is Monte Carlo simulation which has also been applied for the investigation of homogeneous nucleation. 8, 9 An important topic in molecular-dynamics simulations of nucleation is the removal of the heat generated during condensation. If this heat is not removed from the system the clusters formed by nucleation would heat up and likely evaporate again. Therefore, one has to remove the heat during the simulation, for example, with constant-temperature simulation techniques. Such methods range from the isokinetic simulation ensembles realized by rescaling the atom velocities in each simulation step or by a weak coupling 10 over the Nosé and Hoover [11] [12] [13] method to the stochastic Andersen thermostat 14 where the latter two methods represent the NVT ensemble. Despite some differences within this group of thermostat methods they treat all atoms in the system more or less equally. Depending on the thermostat method this can lead to an undesired behavior of the simulation systems because the heat is withdrawn equally from the gas phase atoms and from the atoms in the cluster although the heat is generated in the cluster only. However, in the case of weakly interacting systems such as argon this is expected to have a negligible effect on the results. In several investigations direct temperature control has been used [15] [16] [17] for systems up to 40 000 atoms. 17 In the case of strongly attractive systems a homogeneous thermostat can lead to a strong cooling of the vapor phase. 18 In order to avoid this, one can use an inert gas thermostat. [18] [19] [20] [21] [22] Within this method an inert gas is added to the nucleating substance which removes the heat from the nucleating substance by collisions. The inert gas which does not condense under given conditions can then be treated by a homogeneous thermostat mentioned before. In this way the problems of the homogeneous thermostats are moved to a substance which is not of direct interest in the nucleation process. Such method has been applied in recent years for several investigations of the nucleation and growth of droplets and nanoparticles. 18, 19, [21] [22] [23] [24] [25] The requirement of additional computational power for the intert gas atoms in the simulation is an obvious disadvantage. Fur-thermore, it is interesting to investigate nucleation in systems which are not perturbed at all not even by a carrier gas. The only way would be the use of the microcanonical or NVE ensemble. Actually, in the first molecular-dynamics simulation on nucleation from the vapor phase by Rao et al. 26 the NVE ensemble has been used. In addition, adiabatic changes of state are different to isothermal ones 27 leading to different developments of the system. 28 However, a NVE ensemble should not be able to exhibit nucleation as mentioned above. Nevertheless, there is a way for the simulation of nucleation in a NVE ensemble: One starts with a simulation of a stable gas phase in a NVE ensemble, then removes the kinetic energy in a single step or in few steps by rescaling the velocities of the gas phase atoms, and finally runs again a NVE simulation. If the amount of the removed kinetic energy is large enough nucleation should take place in such system. This method is evaluated here and employed to the homogeneous vapor-liquid nucleation of the Lennard Jones argon as an example substance.
SIMULATIONS
The starting point of the nucleation simulations is a stable gas phase. Here saturated vapor phases at the coexistence curve are chosen as initial states. The dimension of the simulation box is calculated from the experimental density for the given state point. In a first constant-temperature simulation the system is equilibrated at the temperature for the given state point. In a second step a 1 ns NVE simulation of this system is performed for equilibration under NVE conditions. The configuration at the end of this NVE simulation is the starting point of the nucleation simulation. Kinetic energy is removed from the system by rescaling the atom velocities in order to reach a target temperature. Then the final simulation of the nucleation follows again in the NVE ensemble.
For the calculation of the nucleation rate and the analysis of the cluster dynamics in the system the cluster size distribution is calculated every 1000 time steps corresponding to 2 ps simulation time. Based on these cluster size distributions one can calculate the nucleation rate according to a method of Yasuoka and Matsumoto. 19 Within this method all clusters larger than a certain threshold value are counted and this number is plotted against the simulation time. One obtains a linear increase of the number of clusters which are larger than the threshold value as function of the time. The nucleation rate can then be calculated from the slope of this linear dependence divided by the volume of the simulation box. For a detailed description of this method see a recent work on the nucleation of supersaturated iron vapor. 24 In addition it is possible to estimate the nucleation rate from the time of the appearance of the first cluster in the simulation system. This is of interest for nucleation rates lower than those to which the Yasuoka-Matsumoto method can be applied requiring sufficient cluster statistics.
For the simulations a recent code for Lennard-Jones systems is used. 15 The Lennard-Jones parameters for argon are / k B = 120 K and = 0.3405 nm with a cutoff distance of 5. It should be noted that the Lennard-Jones potential is only a model for real argon, but with the chosen relatively large cutoff radius the model is expected to yield meaningful values within the general limitations of a classical approach. The typical system size is 1000 atoms while for the investigation of finite-size effects also systems with 512 and 2197 atoms are simulated. For the time step 2 fs is used. Standard techniques such as periodic boundary conditions and minimum image convention are employed. A cluster is detected by the Stillinger criterion 29 with a distance criterion of 1.5. Atoms are regarded to be in the same cluster if their distance is smaller than this value. Three different initial states at the coexistence curve are chosen. The corresponding temperatures and molar volumes, determining the simulation box volumes for a given number of atoms, are listed in Table I .
RESULTS

Temperature and cluster size development
In Fig. 1 the development of the kinetic temperature in a simulation as described above is plotted starting with the NVE simulation of the stable saturated vapor phase at T = 102.7 K. This system is then cooled down to 50 K. In the following NVE simulation nucleation and cluster growth take place. Over the course of the cluster formation the temperature of the system increases again and reaches a level at about 92 K being approximately 10 K below the initial temperature. Despite some fluctuations this temperature stays constant. The simulation run shown in Fig. 1 also exhibits long-range temperature fluctuations compared with the stable saturated system at the initial temperature. Besides the regular NVE temperature fluctuations a periodic change in the temperature can be observed with a period of 4 ns at the beginning ͑t = 0-20 ns͒ changing towards 15 ns for t Ͼ 20 ns. The variation of average temperature is approximately 4 K as the smoothed curve in Fig. 1 shows. In Figs. 2͑a͒ and 2͑b͒ three simulation runs starting at the saturated initial-state point at 102.7 K with target temperatures of 50, 60, and 70 K are shown. For all three runs the kinetic temperature of the complete system increases at the beginning right after the temperature jump as described above. With decreasing target temperature the temperature increase during the nucleation rises. For the target temperatures of 50 and 60 K nucleation and cluster growth take place very fast as the cluster growth curves in Fig. 2͑b͒ show. The limiting cluster size for a long simulation is smaller for the higher target temperature of 60 K than for 50 K. In the case of the highest target temperature of 70 K a cluster with about 25 atoms is formed at the beginning of the simulation which then evaporates again. A similar event is visible at about 10-12 ns. At 12 ns a third cluster growth starts which leads to a cluster with approximately 100 atoms. It appears that the energy removed from the system when jumping to 70 K leads to a much slower nucleation than the jumps to 60 or 50 K. Similar behavior can be observed in Figs. 2͑c͒ and 2͑d͒. In these simulations the initial temperature is 108.412 K. The temperature jumps to 50, 60, and 70 K exhibit nucleation in the period of time investigated here. For the jump to 80 K a first significant nucleation event is visible at about 11.5 ns leading to a cluster with around 70 atoms. Figures  2͑e͒ and 2͑f͒ show simulations starting at a stable saturated vapor phase at T = 83.983 K. In this case the jump to 50 K does not lead to nucleation within the time of 60 ns simulated here. The jump to the target temperature of 40 K leads to the growth of one major cluster while the jump to 30 K leads to three major clusters visible by the discontinuities in the growth curve in Fig. 2͑f͒ being coalescence processes. 23 Reproducibility has been checked by using several different initial configurations before the temperature jump. In order to get independent initial configurations the simulation at the initial saturated state has been continued for 1 ns simulation time for each initial configuration. The results of such independent runs at high supersaturation show good agreement within the typical uncertainty of the simulation method. In the case of the jump from 108.412 to 80 K two runs exhibit the onset of cluster formation after about 11-13 ns while several other runs do not exhibit cluster growth within 30 ns simulation time after the temperature jump. Two intermediate cases are shown in Fig. 3 . It shows that the onset of nucleation can vary from 4 to 12 ns for a jump to 75 K and from 10 to 40 ns in case the of a jump to 77 K. It appears that for low supersaturation, corresponding to a high target temperature of the jump, the reproducibility is not as good as for higher supersaturation. This trend is observable in a range of supersaturation being so low that only one cluster in the given volume and simulation time is observed. For higher supersaturation in cases where the Yasuoka-Matsumoto method can be used the reproducibility of the obtained nucleation rate is better as already shown before. 24, 30 Inspection of Fig. 2 shows that the development of the temperature corresponds to that of the growth curves. One should keep in mind that the growth curves only represent the largest cluster but not all other smaller clusters which also contribute to the temperature development. Nevertheless, a correlation between the size of the largest cluster and the system temperature is obvious which suggests that the largest cluster is dominant. Also, a coalescence event visible as jump in the growth curves always coincides with a temperature rise. In this context the relatively large cluster size fluctuations appear to be related to temperature fluctuations. These long-range temperature fluctuations are different to the regular temperature fluctuations within a stable microcanonical ensemble for a saturated state as noted above. They are the result of the continuing exchange of kinetic and potential energies due to cluster formation and evaporation and do not level out at least over 100 ns simulation time investigated here.
From experiments 31 as well as from theory 32 and from simulation 15, 21 it is known that the temperature of clusters is usually higher than the temperature of the vapor phase. In typical nucleation simulations either a thermostat is directly applied to the nucleating substance or a carrier gas is employed for the heat exchange. Here, in the NVE simulations the cluster and the gas phase are unperturbed. This gives an insight into the adiabatic development of the cluster temperature. In Fig. 4 the cluster and gas phase temperatures are plotted as raw data and smoothed by a running average method. One can see that the cluster temperature is about 15 K above the gas phase temperature at the beginning of the simulation. After having reached the level of the final temperature at about 90 K both the vapor phase and the cluster temperature coincide and exhibit the same long-wave fluctuations.
Finite-size effect
For the simulation method proposed it is necessary to check the effect of the finite-size simulation system. Especially the long-range temperature fluctuations may depend on the system size. Therefore, simulations of systems at the same state conditions but for three different system sizes with 512, 1000, and 2197 argon atoms are compared in Fig. 5 . An obvious difference of the three system sizes is the magnitude of the regular temperature fluctuation of the microcanonical ensemble being related to the number of particles in the system ͓Figs. 5͑a͒, 5͑c͒, and 5͑e͔͒. Another effect of the system size can be observed from the growth curves shown in Figs. 5͑b͒, 5͑d͒, and 5͑f͒. While virtually no coalescence appears in the smallest system there are several coalescence events for the two larger systems. Due to the small number of atoms in the smallest system only one major cluster is formed. The larger the system the more clusters can be formed and can eventually coalesce. Of course, the size of the largest cluster at the end of the simulation differs depending on the system size. This shows that the system remains in a metastable state, because the size of the largest cluster is limited by the supply of atoms from the vapor phase. If the saturated vapor phase density is reached the cluster cannot continue to grow. A further size influence is shown for the simulations with the target temperature of 70 K. While in the smallest system ͓Fig. 5͑b͔͒ no nucleation takes place besides some peaks corresponding to clusters with 20 atoms, the medium-size system ͓Fig. 5͑d͔͒ exhibits a nucleation event approximately 12 ns after the temperature jump. The onset of the nucleation in the system with 2197 atoms ͓Fig. 5͑f͔͒ is slightly faster as in the 1000 atom system because the system volume is larger. This clearly shows that the system with 512 atoms is too small while the systems with 1000 and 2197 atoms yield comparable results at given conditions. One can also conclude that for lower supersaturation larger systems sizes have to be chosen. The effect of the size of a system on the phase transition has been widely investigated for the melting transition of small clusters and nanoparticles. In these investigations the finite size is given by the fact that a cluster consists of a small number of atoms or molecules. The systems treated here by molecular-dynamics simulations are also finite size despite the use of periodic boundary conditions that eliminate wall effects. However, here the complete system consisting of the cluster and the gas phase is the finite-size system and not the cluster only like in investigations on cluster melting. Nevertheless, the effect of the limited system size on the transition may be expected to be similar in solidliquid and vapor-liquid transitions.
One special feature of phase transitions in finite-size systems is dynamic coexistence. While in infinite systems two states can coexist at the same time some finite-size clusters can either be in one or in the other state. Hence, at a certain point in time in an ensemble some clusters are rather liquidlike and others are solidlike. One single cluster of such system can only switch between a completely solidlike and a completely liquidlike state. The question whether a system exhibits a dynamic coexistence depends on several properties and state conditions. Experimentally this behavior has been found for Na 147 clusters. 33 There are several theoretical investigations on the dynamic coexistence of, for example, lead clusters. 34 In that work it has been found that small lead clusters exhibit a dynamic coexistence while for larger ones two stable coexisting phase can exist in one cluster. Similar results for a dynamic coexistence of small clusters have been described for copper 35 and for small Lennard-Jones clusters with 55 atoms. 36 The dynamic coexistence is related to an S bend or at least an inflection in the microcanonical caloric curve. 36, 37 This implies that the clusters can be in two stable states at the same temperature leading to bimodal distribution of an order parameter such as the kinetic temperature. 38, 39 In the case of the vapor-liquid transition as investigated here in a finite simulation box one might expect a similar behavior. In Fig. 6͑a͒ the temperature fluctuation of the complete system, clusters and vapor phase, after the initial formation of a cluster is plotted for different target temperatures of the jump ͑T tar ͒. This figure already suggests that depending on the target temperature different fluctuations appear. For further analysis the probability of the system temperature is plotted in Fig. 6͑b͒ . While for a target temperature of 50 K the distribution of the system temperature is relatively narrow it becomes wider for higher target temperatures. For T tar = 50 and 77 K the distribution is fairly symmetric and the
average temperature increases with the value of the target temperature. For T tar = 80 K the distribution becomes bimodal with a low-temperature peak corresponding to the vapordominated state and a high-temperature peak corresponding to a cluster-in-vapor state. 41 As mentioned above such behavior of a bimodal temperature probability has also been reported for the solid-liquid transition in small argon clusters. 38 The shape of the cluster-in-vapor part of the distribution for T tar = 80 K is wider as the distribution for T tar = 50 K and T tar = 77 K continuing the trend of the distribution broadening with increasing target temperature. However, the average system temperature of the simulation for T tar = 80 K behaves oppositely to the trend of the simulations for T tar = 50 K and T tar = 77 K. The reason is the dynamic coexistence of a hightemperature cluster-in-vapor state and a low-temperature vapor-dominated state which lead to an average temperature below that of the cluster-in-vapor state for T tar = 77 K. In Fig.  6͑c͒ the size of the largest cluster is plotted corresponding to the temperature fluctuations shown in Fig. 6͑a͒ . The frequency of finding a certain value for the largest cluster size is plotted in Fig. 6͑c͒ . This plot is similar as the plot of the temperature frequency: With increasing target temperature the distribution becomes wider and for T tar = 80 K it is bimodal. The peak for the cluster-in-vapor state continues the trend of the distribution for T tar = 50 K and T tar =77 K.
Another effect of the finite size of a system is related to the nature of the two states which are in dynamic equilibrium for the simulation at T tar = 80 K. Rao et al. 26 have shown that in finite-size systems a vapor state can be stabilized which would be nonstable for infinite size at the same conditions. Similar observations have been reported by Binder and Kalos 40 in studies of a lattice model. Consequently nonstable equilibria are possible in finite-size systems. In a recent work using the Ising model Binder 41 has shown that a phase coexistence of finite systems near the coexistence curve of the corresponding infinite system exists. It is argued that a cluster has to have a minimum size in order to exist, which is in contrast with the lever rule which would allow the existence of arbitrary small liquid droplets in the vapor phase if the average molar volume of the system is arbitrary close to the vapor branch of the coexistence curve. As mentioned above, the system with 512 argon atoms is apparently too small since the fluctuations are larger than the simulation box in case of 70 K. Therefore, no cluster formation can be observed. In this case a metastable state exists and does not phase separate because of the finite size of the system as discussed above. If the system is larger than the fluctuations at given state conditions, phase separation takes place. The further increase of the system size from N = 1000 to N = 2197 does not affect the nucleation behavior significantly. On the other hand one may expect a higher nucleation barrier because of the finite-size effect 26, 40, 41 which means that the nucleation rates for an infinite system should be higher than for a finite system. This also means that within a possible estimation of the experimental nucleation rates by moleculardynamics simulations one should expect values equal or higher than the ones obtained from molecular dynamics.
Nucleation rates
For the comparison of the nucleation rates a measure for the supersaturation S is required. The supersaturation is here defined as the ratio of the pressure in the system p͑T͒ to the saturated vapor pressure of the system p sat ͑T͒ at the same temperature,
Since here no carrier gas is present there is no need for calculating the partial pressure. The pressure of the vapor phase is calculated here with the ideal-gas law corrected by the second virial coefficient of the Lennard-Jones fluid from the number of monomers, the temperature, and the volume of the simulation box
Here u͑r͒ is the Lennard-Jones potential, k B the Boltzmann constant, r the distance between two atoms, V m the molar volume, and R the gas constant. The reason for using this way of estimating the pressure is twofold: First in experiments the supersaturation is similarly calculated at the time of the jump, secondly the calculation of the pressure from the simulation is difficult in inhomogeneous systems especially for systems which do not consist of hard spheres. 42 In Table I the three saturated vapor states used here as initial states are listed. The pressure calculated with the equation of state ͓Eq. ͑2͔͒ is compared to the experimental data. Using the second Lennard-Jones virial coefficient yields deviations in the order of 1% to the experimental data. Omitting the second virial coefficient leads to deviation of up to 9% at given conditions. The saturated vapor pressure data have been taken from recent literature 43, 44 being the most recent correlation based on new data measured in the metastable region down to 52 K. The resulting values for the supersaturation are listed in Table II .
It appears that in some simulation runs the temperature at the time of the nucleation event is above the target temperature. For example, in Fig. 2͑c͒ the temperature at nucleation is approximately 85 K for the target temperature of 80 K. In Fig. 7 the supersaturation is plotted as function of the simulation time. It is calculated from the temperature and number of monomers at each time step using Eqs. ͑1͒ and ͑2͒ and a correlation of the second virial coefficient as function of the temperature. In Fig. 7͑a͒ one can see that the logarithm of the supersaturation at the time of the nucleation events is around 0.9 while it is 1.056 using the target temperature and the total number of atoms. Similar behavior can be observed for the run with the target temperature of 80 K in Fig. 7͑b͒ . In the case of the target temperatures of 50, 60, and 70 K in Fig. 7͑b͒ the supersaturation decreases rapidly because the nucleation happens very quickly. In such cases the supersaturation is calculated from the target temperature. The values for the supersaturation calculated at the time of the nucleation event are added in Table II. The nucleation rate J has been calculated from the cluster size distribution as mentioned above. It describes the number of nuclei formed per volume and time which continue to grow to stable particles. Some corresponding plots are shown in Fig. 8 for selected runs. The YasuokaMatsumoto plots are reasonably linear and parallel for different cluster size thresholds as shown in Figs. 8͑a͒ and 8͑b͒ . The differences of the slopes can be used to estimate the uncertainty of the calculated nucleation rates. This uncertainty typically ranges between a factor of 2 to one order of magnitude and turns out to be comparable to the uncertainty obtained in simulations with a carrier gas. 24 The uncertainty of the nucleation rate lies within the size of the symbol in Fig. 9 . For the jump to the target temperature of 70 K ͓Fig. 2͑b͔͒ the largest cluster does not continue to grow immediately but evaporates two times until it continues to grow. As mentioned before, the Yasuoka-Matsumoto method can be used only if a reasonable amount of clusters exist in the simulation system in order to get reasonable cluster statistics. This is the case in highly supersaturated system. Less supersaturated systems require a different method. Here, for such systems the onset of the cluster growth is used for the estimation of the nucleation rate. The onset of the growth of a cluster which continues to grow is approximately 12 ns after the temperature jump to 70 K in Fig. 2͑b͒ and also approximately 12 ns after the jump to 80 K in Fig. 2͑d͒ . The nucleation rates are plotted against the supersaturation at the onset of nucleation in Fig. 9 and listed in Table II . The data are correlated with a simple function in the following double logarithmic ͑basis 10͒ form:
This function is based on mathematical expressions related to theoretical approaches for nucleation. The term 1 / ͑log S͒ 2 is taken from the classical nucleation theory. The factor 1 of the log S term is chosen to be consistent with the first nucle- ation theorem. [45] [46] [47] Figure 9͑a͒ shows that this simple approach is able to correlate the simulation data well.
In Fig. 9͑a͒ the nucleation rates obtained here are compared to literature data. These are two molecular-dynamics simulation results at 80 K: In the simulation of Wonczak 15 direct thermalization of the argon atoms is used while Yasuoka and Matsumoto 19 used an inert gas thermostat. These data agree in general with the simulation data presented here. In addition, a data point of Senger et al. 48 at 85 K obtained by a theoretical approach using Monte Carlo simulation data is plotted in Fig. 9͑a͒ . In that work the influence of several parameters of the model on the nucleation rate is investigated and therefore a range of values is given. The value of the nucleation rate plotted in Fig. 9͑a͒ represents an average of the data given in that work. In Fig. 9͑a͒ also experimental data of Iland et al. 49, 50 at much lower values of supersaturation and nucleation rate are included. It appears that the extrapolation reaches the data in the experimental region but the temperature dependence exhibits some deviation to the experimental data. However, it should be kept in mind that the extrapolation with Eq. ͑3͒ from the simulation data to the experimental data is over several orders of magnitude based on simulation data covering two orders of magnitude only.
Based on the correlation of the nucleation rates by Eq. ͑3͒ further properties can be calculated. The first nucleation theorem [45] [46] [47] relates the slope of the nucleation isotherms to the size of the critical cluster. More precisely, it is equal to the sum of the number of atoms in the critical cluster N * , the number of gas phase atoms N gas in the same volume, which is usually negligibly small, plus one,
Using Eqs. ͑3͒ and ͑4͒ with N gas Ϸ 0 it follows for the size of the critical cluster,
is plotted in Fig. 9͑b͒ for selected temperatures.
Comparison with data of Senger et al. 48 shows reasonable agreement within the accuracy of the theoretical methods. It should be noted that the 85 K isotherm is an extrapolation with the simple correlation function Eq. ͑3͒ to higher temperature. Furthermore, the comparison with the Senger et al. 48 data is also an extrapolation to lower supersaturation than used in the correlation. The comparison with the data of Rein ten Wolde and Frenkel 8 at 89 K exhibits some deviations. The temperature of 89 K is calculated from a reduced temperature of 0.741 given in that work with the LennardJones parameter of argon. However, they used a cutoff radius of 2.5 while 5 is used here. It has been shown that the cutoff radius can affect the coexistence curve significantly 51 and in this way also the supersaturation especially for low values of the cutoff distance. The value of 5 used here is sufficiently large to have only minor deviations to the full potential. The critical cluster size as calculated by Eq. ͑5͒ is also added in Table II for the simulations performed here. In the case of the jump to 30 K the critical cluster size is smaller than one suggesting that this simulations is at conditions close to the stability limit.
The second nucleation theorem relates the excess energy of the critical cluster to the temperature derivative of the logarithm of the nucleation rate at constant supersaturation.
Based on the correlation with Eq. ͑3͒ one obtains an expression which depends on the supersaturation and on the temperature by the T 2 prefactor only ͓Eq. ͑8͔͒. The reason is the choice of the linear temperature dependence in Eq. ͑3͒. As a result the excess energy of the critical cluster is a quadratic function of the temperature within the chosen correlation equation Eq. ͑3͒, Considering the expression for the excess energy using the capillary approximation 46, 50 with the surface tension and the surface area of the critical cluster A͑N * ͒,
one can relate the slope of the temperature dependence of E x ͑T͒ to the negative curvature of the surface tension as function of the temperature,
In the classical nucleation theory usually the surface tension of the bulk phase in used. It follows that a positive curvature of ͑T͒ leads to a negative slope of E x ͑T͒ within the capillary approximation. Experimentally one finds that ͑T͒ is nearly linear over a wide temperature range. 53 Theoretically also weak positive and negative curvatures have been found. 54 For higher temperatures, approaching the critical point the curvature of ͑T͒ eventually becomes negative. This suggests a vanishing or positive slope of E x ͑T͒.
The linear temperature dependencies in Eq. ͑3͒ are arbitrary. In order to develop a more physically sound temperature dependence for the parameter B the capillary approximation for the excess energy can be employed. Setting Eq. ͑7͒ equal to Eq. ͑9͒ one obtains
where all temperature independent variables are collected in q. For a linear temperature dependence of the surface tension = 0 + 1 T Eq. ͑11͒ can be rewritten as
Integration of Eq. ͑12͒ gives a function of the following form:
Based on this approach another correlation equation is proposed,
The correlation of the simulation data with Eq. ͑14͒ gives the parameters g = 0.284 169 53 K −1 , w = 13.059 282, f = −22.828 512, and h = 2401.2409 K. This correlation is plotted in Fig. 9͑c͒ . The correlation with Eq. ͑14͒ gives better agreement with the simulation data as Eq. ͑3͒. The extrapolation with this function to the experimental region appears to be very good and meets the experimental data points of Iland 49 and Iland et al. 50 In summary the best correlation is obtained here with Eq. ͑14͒ using the supersaturations at the onset of nucleation and the target temperatures.
The change in the term for B also affects the slope of the nucleation isotherms in the double logarithmic plot. The resulting effect of the reciprocal temperature dependence on the critical cluster size calculated with
is rather weaker for higher temperatures as shown in Fig.  9͑d͒ . The estimated values for the critical cluster size are consistent with the literature data of Senger et al. 48 while the data of Rein ten Wolde and Frenkel 8 deviate, which may be related to the different cutoff used in that work as discussed above. It should also be noted here that the possibility of extrapolation with respect to the temperature using the correlation functions given here is limited. The critical cluster sizes estimated with Eq. ͑15͒ are also added in Table II. Comparison with the corresponding values estimated with Eq. ͑5͒ shows that depending on the correlation method the critical cluster size differs more or less depending on the temperature. Nevertheless, the order of magnitude and the relative order of the values agree.
The excess energy of the critical cluster
is temperature independent ͓Fig. 9͑e͔͒ for the correlation with Eq. ͑14͒ which agrees with the capillary approximation for a linearly temperature-dependent surface tension being built into Eq. ͑14͒. Deviations from the capillary approximation may result in temperature-dependent excess energies. This can be implemented in Eq. ͑14͒ by additional temperature terms in the expression for B ͓Eq. ͑13͔͒. However, such extension should be done with care in order to avoid unphysical behavior of the correlation.
DISCUSSION
Molecular-dynamics simulations of the nucleation in a supersaturated vapor in a NVE ensemble have been performed using argon as an example substance. In order to induce nucleation kinetic energy is removed in a single step from the system by a temperature jump. The lower the target temperature of the jump the more kinetic energy is removed. The more kinetic energy is removed the more potential energy can be transformed into kinetic energy increasing the temperature of the nucleating system. It follows that for a lower target temperature more or larger clusters can be formed. In contrast with simulations using a homogeneous thermostat or an inert gas thermostat the temperature of the system exhibits long-range oscillations. This is due to the continuing exchange between different cluster sizes and different temperatures connected by a constant total energy. In addition a dynamic coexistence between a cluster-in-gas state and a small-cluster-vapor phase is observed for low supersaturations. Analogy to the literature results on dynamic solidlike-liquidlike coexistence in small clusters suggests a finite-size effect as the origin of this behavior.
The nucleation rates and critical cluster sizes obtained with this simulation method agree with literature data obtained by different theoretical and simulation methods. This is despite the temperature increase during the nucleation in the NVE ensemble while in experiments the system temperature remains constant over a millisecond time period. A possible explanation may be that during fast nucleation the temperature rises locally because of few collisions of the nuclei with carrier gas atoms. This can also be observed in simulations using a carrier gas. 21, 55 In this context NVE simulations as described here may be regarded as an initial step of the nucleation process in low-density carrier gases.
Simple correlation equations fulfilling several theoretical side conditions are proposed and applied to the nucleation rates of argon obtained here. The limited data used in the correlation make it necessary to extrapolate in order to compare with literature data. In addition, the vapor pressure curve at low temperatures and the estimation of the pressure in the supersaturated region are sources for uncertainties besides the uncertainties of the simulation method itself. The reliability of the extrapolation towards much lower nucleation rates as obtained in experiments depends on the correlation function and on the correct choice of the used simulation data such as target conditions or conditions at the onset of nucleation. This does require additional investigations, for example, with other substances in order to obtain a broad basis for reliable extrapolation. It could also be useful to look into alternative methods for the determination of the nucleation rates from simulation data such as a recently proposed based on the probability of dimers to grow to a stable cluster. 56 The investigation of the dependence of the results on the size of the simulation system shows that a few thousand atoms can already be sufficient. This is in agreement with a recent theoretical work on the system size for constant-temperature simulations showing that even a few hundred atoms can be sufficient. 57 In conclusion NVE simulations can be used for the estimation of nucleation rates and cluster properties from molecular interactions without the requirement of macroscopic properties being applied to small clusters and without assumptions about the size and shape of the critical nuclei.
