We claim that under these assumptions, together with (1.1) and (1.2), the LU factors of A G Rn'n computed using a block size r satisfy iti=A + AA, IIAAII s zL(8(n, r)ll All + f)(n, r)llij
where~( n, r ) and 0( n, r) are constants depending on n and r. The proof is essentially inductive. For n = r, (2.2) holds with (2.7)
The remainder of the algorithm consists of the computation of the LU factorization of B, and by our inductive assumption (2.2), the computed LU factors satisfy i22fi,2 =B + AB, IIA811 < ti(n -r,r)ulllll + @(n -r,r)ull~221111~2211 + O(u'). where ti(n, r) = l+8(n-r, r),
Using (2.3) it follows that~(n, r) s zz/r. These recurrences show that the basic error constants in assumptions ( 1. Thus each main step of the algorithm involves two, rather than three, BLAS3
operations.
If the obvious analog of (2.1) holds for (2.12), then (2.10) (with A replaced by PA) and (2.11) remain valid, with minor changes in the recurrences for~(n, r) and 61(n, r).
There is no difficulty in extending the analysis to cover sollution of Ax = b using the computed L U factorization. (1) Solve LZIAI1 = Azl for Lzl.
(2) B = Az, -LZIA1,.
(3 j Compute the block LU factorization of B recursively.
There is some freedom in how step 1 is accomplished. 
