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This paper presents the results of using statistical 
analysis and automatic text categorization to identify 
an author’s age group based on the author's online 
chat posts.  A Naive Bayesian Classifier and Support 
Vector Machine (SVM) model were used.  The SVM 
model experiments generated an f-score measurement 
of 0.996 on test data distinguishing teens from adults.  
We also introduce an alternative method for 
generating “stop words” that chooses n-grams based 





The second Youth Internet Safety Survey conducted 
in 2005 by the Crimes Against Children Research 
Center found that the percentage of youths receiving 
unwanted sexual solicitations has declined.  The 
percentage of aggressive solicitations, however, did 
not.  Education and law enforcement may have 
deterred casual solicitors, but not the more determined 
or compulsive solicitors [8].   
To catch online predators, law enforcement officers 
or volunteers pose as youths in online chat rooms.  The 
number of law enforcement officers and volunteers, 
however, will never be enough to detect and deter 
people with criminal intent.  Being able to detect adults 
soliciting youths using an automated system, will help 
law enforcement officials.  Such a system could also be 
added to parental control features offered by Internet 
providers [10]. 
Though it is a crime for adults to sexually exploit a 
child, it is not a crime for teens to solicit other teens.  
When analyzing suspicious chat behavior, it is 
important that law enforcement officials be able to 
detect adults soliciting teens versus teens soliciting 
other teens.  This paper presents machine learning 
techniques that have proven successful in the 
laboratory.  Using an expanded version of the NPS 
Chat Corpus, our goal is to then contribute to building 
an automatic recognition system of adults conversing 
with teens, leading towards building a system to detect 
online predators. 
 
2. Source of Data 
 
Studies have shown that there are differences in 
communication in different ages, social groups, 
educational levels, and language backgrounds [1, 11, 
12].   Therefore, it may be possible to model these 
differences to detect the age of an author based on the 
author's behavior in chat. 
The chat data used was gathered by Lin from a 
publicly available chat host and is described in [6].  
Though the chat room server hosted scheduled chat 
rooms and chat rooms for different topics, Lin gathered 
data from chat rooms organized by age to keep the 
topics as general and unbiased as possible.  A portion 
of this data is available as the NPS Chat Corpus.1 
  A feature of the Lin corpus is that each chat log 
containing all the chat posts of a unique author is 
labeled by the age of the author (self-reported in the 
author’s profile information).  There are a total of 3290 
unique authors.  For this study, all files with authors of 
unknown age and files with less than three words were 
removed.  This left 2161 total documents with 160,740 
posts (each line in the chat log was considered a post) 
comprised of 741,366 tokens.  Using random selection, 
20 percent of the documents were assigned to the test 
set.  This test set was not used for feature selection or 





                                                           
1 http://faculty.nps.edu/cmartell/NPSChat.htm 
Table 1.  Number of documents in the test 




3. Related Work 
 
Lin tried to determine the age group of an author 
using a Naive Bayes Classifier (NBC).  She used the 
following features: 
 
I Emoticon (e.g. ":)" or ":P") token counts 
II Emoticon types per sentence 
III Punctuation token counts 
IV Punctuation types per sentence 
V Average sentence length 
VI Average word type per document 
 
Her experiments to classify teens versus 20 year 
olds failed to generate notable results.  As teens were 
compared against older and older age groups, however, 
her results monotonically increased until generating an 
f-score measure of 0.932 for teens against 50 year 
olds[6].  
Pender used a SVM model to detect online sexual 
predators. His corpus consisted of chat room 
conversations between sexual predators and volunteers 
posing as underage victims.  In his experiments, his 
SVM model had an f-score measure of 0.908 [10].  His 
features included unigrams, bigrams, and trigrams with 
stop words removed.  His stop words list was 
generated by finding the 79 most frequent word types 
in his corpus. 
Pender was able to successfully distinguish between 
two different authors using contextual information and 
Lin's work demonstrated that a Bayesian Classifier 
could potentially classify different age groups.  
Building on their success, we wanted to try both 
models and n-grams to classify different age groups. 
 
5. The Classifiers 
 
We trained a series of SVMs and a NBC using a 
variety of different features. 
 
5.1. Naive Bayesian Classifier 
 
This classifier is discussed in [4, 6, 7].  It uses 
Bayes’ theorem and makes strong independence 
assumptions. It assumes n random variables for 
features (F1, …, Fn) and a random variable, C, for 
classes, the probability of which is conditional on the 





For this classification task the denominator does not 
depend on C, therefore, we can ignore it completely.  
NBC assumes independence among the features, 




The most probable class given the set of features in 
question is found by taking the argmax over all C’s. 
Because a vocabulary size can be very large, the 
probability of a word appearing in a vocabulary can be 
quite small.  Thus, rather than using the probability of 
a feature, given a word, the log of the probability is 
used to prevent numeric underflow.   
 
5.2. Support Vector Machine 
 
This model is discussed in [2, 3, 4, 5, 7].  We used a 
SVM with a linear kernel, which takes two classes of 
data (e.g. teen and adults) represented by n-
dimensional vectors.  Each dimension represents a 
feature and the model generates a hyperplane, which 
separates the two classes.  This hyperplane separates 
the feature vectors with the maximum margin. 
Conversations between different groups can be very 
similar (e.g. between teens and 20s), thus classes are 
likely to overlap or have a very small margin.  Since 
SVMs are maximum-margin classifiers, we used "slack 
variables[5]" to compensate for this effect. 
 
6. Feature Extraction 
 
The following word-based features were used: 
unigrams, bigrams, trigrams, character trigrams, and 
word meta-data features.  In addition, we also used 
character 4-grams, and 5-grams with the NBC 
experiments. 
We used character n-grams because they can 
capture indications of style including lexical 
information, contextual information, and use of 
punctuation.  Additionally, such n-grams are noise 
tolerant.  When texts contain grammatical errors or 
non-standard use of punctuation (e.g. emoticons), the 
character n-gram is not as affected[13].  For example, 
the words misspelled and mispelled would generate 
many common trigrams, but in a lexically-based 
representation they would be different.  The character 
n-gram also captures errors that could be considered an 
identifying feature for a class (e.g. ssp and spe).   
Typically, stop words, which have syntactic 
functions in English, but do not contribute to content, 
are removed from the vocabulary.  We generated our 
own stop word list because online chat communication 
has its own vocabulary and does not follow 
conventional spelling rules.   
We used two different methods of generating the 
stop word (actually stop n-gram) list.  The first method 
found the 75 most popular mutual n-grams between 
two classes (e.g. the 75 most popular mutual words in 
the teen and adult dictionary).   
The second method used entropy as a measure of 
information gain, that is, how much a given feature 
contributes to separating the training examples into 
their target classifications[9].  We used the following 
formula to measure the conditional entropy of p(C|ni)  
– the probability of a class given n-gram i: 
 
The higher the conditional entropy the more equally 
distributed the n-gram is across the classes, and 
therefore the less discriminative the n-gram is.  The n-
grams were ranked by their entropy values.  We 
removed the 5, 15, 25, 50, and 75 n-grams with the 
highest entropy for each classification task. 
We used this second method, because we felt that 
high frequency based stop n-grams might contain 
contextual information.  Also different age groups may 
use mutual n-grams, but one age group may use them 
more often than another.  We wanted to see if there 
was a difference in performance using a list based on 
an n-gram's discriminative power versus its high 
frequency count. 
Also, it is not unusual for people to add letters to 
words to accentuate them, such as spelling the word 
cool as coool, cooool,…etc.  Internet slang may 
misspell words as well.  Instead of cool, some people 
spell that word as kewl.  We felt that correcting 
spelling and stemming words would remove features 
that would distinguish between different age groups. 
Punctuation was also kept to maintain emoticons.  Lin 
had found that the younger the person, the more a post 
contained emoticon types[6].  All posts were converted 
to lower case letters to reduce the size of the 
dictionary.  To account for the use of capital letters, we 
added that feature to a meta-data feature set. 
We measured the following meta-data for each 
document:   
 
I Average number of capitals per post 
II Average number of tokens per post 
III Average number of emoticon types per post 
IV Average post length 
V Average word types per document.   
 
The average number of capitals per post was 
calculated by adding the total number of capitals in a 
document, divided by the total number of posts.  The 
average number of tokens per post was calculated by 
taking the total number to tokens and dividing by the 
total number of posts.  The average number of 
emoticon types per post was calculated by adding up 
the total number of emoticon types per post in the 
document and dividing by the total number of posts.  
The average post length was calculated by adding the 
total number of word tokens (tokens were stripped of 
punctuation and emoticons) divided by the total 
number of posts.  The average number of word types 
per document was calculated by adding all the word 
types per document divided by the total number of 
posts. 
There were five classification tasks: 
 
I Teens versus 20 year olds 
II Teens versus 30 year olds 
III Teens versus 40 year olds 
IV Teens versus 50 year olds 
V Teens versus adults (20-59 year olds) 
 
 For each classification task, we made three passes 
over the data sets to generate the n-gram dictionary 
using a window of one, two, three words.  Each n-gram 
dictionary only contained n-grams of n size (e.g. 
trigram dictionary only contained trigrams).  Also 
during each pass, the meta-data features were 
calculated.  For the SVM training data, hapax 
legomena, n-grams that only appeared once, were 
removed in each classification task to reduce 
dimensionality.   Table 2 shows the resultant number 
of unigrams, bigrams, trigrams and character trigrams.   
 
Table 2.  Number of n-grams generated for 
each SVM classification task (no stop words 





For the NBC, n-gram dictionaries of both words and 
character grams were generated for each age group.  
No n-grams, however, were removed from any 
dictionary. Table 3 shows the resultant number of 
unigrams, bigrams, and trigrams. 
 
Table 3.  Number of n-grams generated for 






For the two different classifiers, we ran experiments 
with the following feature sets: 
 
I  SVM 
 
(a) Unigrams/bigrams/trigrams with no n-
grams removed 
  
(b) Unigrams/bigrams/trigrams with entropy 
based stop n-grams removed 
(c) Unigrams/bigrams/trigrams with high 
frequency stop n-grams removed 
(d) Unigrams/bigrams/trigrams with the set 
of meta-data features 
(e) 3 character grams 
 
II  Bayesian Classifier 
   
 (a) Unigrams/bigrams/trigrams with no n-
grams removed 
(b) 3/4/5 character n-grams 
 
We used the LIBLINEAR[3] library to generate a 
series of SVM models for each classification task.  The 
models used a linear kernel and for each experiment, 
we used a slack variable ranging from 2-17 to 214 and 
increased it by powers of 2. 
Smoothing for the NBC was done by using the 




We used precision, recall, and f-score measurement 
for the evaluation of the results in the experiment.  The 







TP  =  number of true positives 
FP  =  number of false positives 




Both models demonstrated that they have the 
capability to distinguish an author's age group.  The 
SVM model, however, performed slightly better than 
the NBC in all age group categories and did 
significantly better when classifying teens versus 
adults.  The NBC, however, did perform comparably 
when classifying teens versus specific age groups.  See 
Tables 4 and 5 for results. 





Table 5.  Results from Naive Bayesian Classifier model (ranked by F-score). 
 
Generally, the trigram feature did the best in 
distinguishing age groups.  Given the lack of success 
of character grams when classifying teens against 
adults, context appears to be a necessary feature. 
It is possible that the NBC did not do as well when 
classifying teens against adults because of the 
unbalanced data set causing undue influence the prior 
probability (e.g. for trigrams, the prior for the adult 
class is 84%). 
The experiments with the removal of entropy 
generated n-grams did not generate better results than 
the counterpart feature that had no n-grams removed. 
They, however, still performed just as well.  The 
results of the experiments with the removal of less than 
75 n-grams are not shown because they had exactly the 
same results as removing 75 n-grams.  When looking 
at the entropy values for the n-grams, they were all 1, 
thus none of the n-grams had any discriminating value.  
It is, therefore, not surprising that removing the fewer 
n-grams had no effect.  This demonstrates that this 
technique could be used to reduce the number of 
dimensions in a model without degrading performance. 
The removal of mutual high frequency n-grams did 
not generally perform as well as the entropy generated 
n-grams.  In all but one instance the removal of the 
high frequency n-grams degraded performance, 
especially when classifying teens against 20s and 
adults.  Though the n-grams are used mutually, one 
group used them more than another.  By removing the 
n-gram, that distinguishing feature is lost.  This 
occurred in the teens versus adults stop word list.  As 
an example, the fifth highest frequency bigram 
removed was <beginning of post tag> hi.  Teens wrote 
that bigram 326 times.  20s usage was 1300; 30s was 
952; 40s was 2244; and 50s was 335.  Teens only used 
that n-gram 10% of the time compared to adults; thus, 
that n-gram could have been a good distinguishing 
feature. 
It appeared that the more even the usage, the better 
the performance; and the more disparate the usage, the 
greater the performance degrade.  Table 6 shows the 
percentage of usage of the words that were removed 
Where there is a disparate usage of common n-
grams, it appears that it is better to use the entropy 
generated words than high frequency words.  If the n-
gram usage is almost even, it appears to be beneficial 
to remove those common n-grams (e.g. teens versus 
40s). 
Character n-grams performed comparably with 
word grams, except in the case of teens versus adults in 
both models.  In some cases, different sized grams did 
better than others.  They also gave the best 
performance for the NBC, except when classifying 
teens versus adults.  Its success in the NBC could be 
because the character grams capture and tolerate the 
non-standard uses of punctuations and errors in chat 
and give more probability mass to the rarely occurring, 
but common features.  
The character grams, however, did not do well 
when distinguishing between teens and adults.  In this 
case, it could be that context is more important.  This is 
demonstrated by the success of trigrams in 
distinguishing adults from teens. 
The addition of the meta-data features in all cases 
degraded performance.  The reason for this might be 
due to the small file sizes of some of the documents.  
In our corpus, there were 1717 documents that were 
1kb or less in size.  Because of the small sizes, there 
may not be enough data to capture meaningful counts.  
An experiment removing all files less than 1kb in size 
was performed.  The removal of such files caused 
severe degradation to performance, likely caused by 
using a smaller training set.  
 
Table 6.  Percentage of use of high 




8. Conclusions and Future Work 
 
Both models demonstrated that they have the 
capability of distinguishing age groups.  The SVM 
model, however, outperformed the NBC.  In this case, 
the SVM model was better able to handle the 
unbalanced data in the teens/adult data set.  It is 
possible that with a more balanced teen/adult data set, 
the NBC's performance could improve. 
High entropy valued n-grams generated a better 
stop word list for chat than lists based on high 
frequency counts because there is less of a risk from 
removing n-grams that may have more information.  
For these experiments, we removed only words with an 
entropy value of 1.  An exploration of the effects of 
removing words at different thresholds is needed.  If 
more words could be removed, it could improve the 
NBC because words that have more distinctiveness 
would be given more weight.  It may also improve 
SVM model by reducing the amount of sparse data.  At 
the very least, it would help reduce computation time. 
None of the work in this study used combinations of 
the feature types.   Given the success of removing n-
grams based on their entropy, that technique could be 
applied to the Bayesian Classifier.  Fine tuning of both 
model types may be possible by removing both high 
frequency stop words and entropy based words or 
removing fewer high frequency words. 
In this experiment, all the meta-data features were 
used in an experiment.  Instead, each individual feature 
could be analyzed to determine its contribution to 
performance.  The success of the character grams in 
the NBC suggest there is some sort of noise or feature, 
not captured by word grams, which could help 
performance (e.g. counting misspelled words).  
We tried to perform multi-class classification using 
the linear kernel, but the results were not at all 
noteworthy.  There is similarity between age groups, so 
they may occupy the same vector space areas, therefore 
not allowing for a clean linear division.  This similarity 
was demonstrated by the small size of the slack 
variables we used (e.g. in the case of teens versus 40s, 
the slack variable was 2-17).  A SVM model using a 
non-linear kernel may generate better performance. 
Based on the results generated, SVMs and NBC 
models have the potential to contribute towards 
building an automated system to recognize teens 
conversing with adults.  Future work may refine these 
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