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In markets with transaction costs, consistent price systems play
the same role as martingale measures in frictionless markets. We
prove that if a continuous price process has conditional full support,
then it admits consistent price systems for arbitrarily small trans-
action costs. This result applies to a large class of Markovian and
non-Markovian models, including geometric fractional Brownian mo-
tion.
Using the constructed price systems, we show, under very gen-
eral assumptions, the following “face-lifting” result: the asymptotic
superreplication price of a European contingent claim g(ST ) equals
gˆ(S0), where gˆ is the concave envelope of g and St is the price of the
asset at time t. This theorem generalizes similar results obtained for
diffusion processes to processes with conditional full support.
1. Introduction. It is common wisdom in mathematical finance that sim-
ple and elegant statements in frictionless markets are torn apart and made
almost unrecognizable by the slightest market imperfection.
Transaction costs are arguably the most pervasive of frictions as they
affect virtually all financial (and also nonfinancial) markets, and the presence
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of bid and ask prices is crucial in the equilibrium between traders and market
makers, which ensures market liquidity.
Since bid–ask spreads are usually a tiny fraction of prices, the theory
of frictionless markets rests on the tacit assumption that small transaction
costs have small effects. It is then unsettling that the basic questions of no-
arbitrage and superreplication have radically different solutions with trans-
action costs, which moreover do not converge to the frictionless solution as
the bid–ask spread shrinks to a single price [7, 10, 20, 28, 40].
In a frictionless market, the “no free lunch with vanishing risk” (NFLVR)
condition for simple strategies dictates that locally bounded asset price pro-
cesses are semimartingales and (NFLVR) for general strategies further im-
plies the existence of a local martingale measure ([14], Theorems 7.1 and
1.1). The superreplication price of a contingent claim is then obtained as
the supremum of its expected value under all such measures ([14], Theorem
5.7). When this measure is unique, the market is complete and the price of
a claim is uniquely determined.
By contrast, with transaction costs, arbitrage disappears for several ex-
amples of nonsemimartingales, such as fractional Brownian motion [17]. Fur-
thermore, market completeness fails except in trivial cases, and even in the
Black–Scholes model, the superreplication price of a call option is trivial as
it equals the price of the underlying asset [2, 10, 20, 28, 40].
To overcome this dichotomy between transaction costs and frictionless
markets, one needs to better understand the link between the law of asset
price processes and their implications for contingent claim prices. This pro-
gram, which, in frictionless markets, involves martingale measures, naturally
leads to their transaction costs counterpart, a consistent price system [37].
This concept dates back to the seminal paper [21] and was further developed
in the subsequent works [9, 22, 23, 25, 37].
A consistent price system (henceforth CPS) is essentially a shadow fric-
tionless asset which admits a martingale measure and such that its price is
always contained within the bid–ask spread of the original asset. The avail-
ability of CPS links the problems of no-arbitrage and superreplication to
their frictionless counterparts, where solutions are well understood. There-
fore, it is crucial to find general and easily testable conditions for their exis-
tence. In the previous literature [10, 28], asset prices were often assumed to
be semimartingales, mainly for the sake of constructing classes of CPS. (See,
however, [1, 7, 16, 20] where nonsemimartingale models are also considered.)
In the present paper, we study a simple condition on asset prices, namely
conditional full support, which generates a large class of consistent price
systems. In fact, all natural examples (which we can think of) enjoy this
property. We study the problems of no-arbitrage and superreplication for
asset prices driven by a continuous process and with constant proportional
transaction costs.
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Let T > 0 be a fixed time horizon. We consider a filtered probability
space (Ω,F , (Ft)t∈[0,T ], P ), where the filtration (Ft)t∈[0,T ] satisfies the usual
conditions of right-continuity and saturatedness with respect to P as well
as the conditions that FT =F and F0 is trivial. We introduce the notation
Rd++ = (0,∞)
d. The set of Rd-valued continuous functions on [u, v] is denoted
by C[u, v], its subfamily of functions f starting at f(u) = x by Cx[u, v]. The
class of Rd++-valued continuous functions on [u, v] is denoted by C
+[u, v].
We endow these function spaces with the uniform norm topology.
When x ∈ Rd++, we write C
+
x [u, v] for the set of R
d
++-valued continuous
functions on [u, v] starting at x. The support of a Rd++-valued continuous
process S on [u, v] is the smallest closed subset A of C+[u, v] such that
P (S ∈A) = 1.
We say that the Rd++-valued process S has full support if its support is the
whole of C+x [u, v], where S0 = x. From now on, we shall use regular versions
of conditional probabilities without further mention (see, e.g., page 439 of
[3]).
We introduce the conditional full support condition which prescribes that
from any given time on, the asset price path can continue arbitrarily close
to any given path with positive conditional probability.
Definition 1.1. A continuous Rd++-valued process (St)t∈[0,T ] satisfies
the conditional full support condition if, for all t ∈ [0, T ),
supp P (S|[t,T ]|Ft) =C
+
St
[t, T ] a.s.,(CFS)
where P (S|[t,T ]|Ft) denotes the Ft-conditional distribution of the C
+[t, T ]-
valued random variable S|[t,T ].
Our first main result shows that this condition implies the existence of
consistent price systems.
Theorem 1.2. Let (St)t∈[0,T ] be an R
d
++-valued, continuous adapted
process satisfying (CFS). S then admits an ε-consistent pricing system for
all ε > 0 (see Definition 2.1 below).
The proof of this theorem is quite intuitive, at least in dimension d= 1:
we show that any continuous price process satisfying the conditional full
support condition (CFS) is arbitrarily close to the archetypal model of a
“random walk with retirement,” where martingale measures are character-
ized in terms of “retirement probabilities.” Exploiting the flexibility of this
construction, we discover a large class of consistent price systems and extend
to our setting the “face-lifting” results proved by [10] and [4] for diffusion
models. In particular, we may relax the Markov and even the semimartingale
properties (see Section 4) which were required in the aforementioned papers;
see also [20], Theorem 3, which applies to nonsemimartingale models, too.
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Theorem 1.3. Let (St)t∈[0,T ] be an R++-valued continuous process sat-
isfying the conditional full support assumption (CFS) and g :R++ 7→ R a
lower semicontinuous function bounded from below.
The asymptotic superreplication price p0(g(ST )) (see Definition 2.18 be-
low) of the European claim g(ST ) is then given by
p0(g(ST )) = gˆ(S0),
where gˆ is the concave envelope of g.
The d-dimensional extension of this result is left for future research. The
proofs of these results help to explain the difference between transaction
costs and frictionless markets as regards option pricing and hedging. Option
pricers in the frictionless setting depend critically on the fine properties
of the paths of the underlying price processes, such as quadratic variation,
which are preserved only under equivalent changes of probabilities (see the
recent study [1]; in the latest developments, even the condition (CFS) ap-
pears, [41]). Conceptually, such a dependence is rather questionable since
these properties are hardly testable and are not preserved under arbitrar-
ily small measurement errors. In contrast, accounting for transaction costs
leads to results that are robust with respect to economically small misspec-
ifications (i.e., within the bid–ask spread) and which depend only on the
coarse properties of the model, such as the support of its law in C+x [0, T ].
In this spirit, a consistent price system is the coarse version of a martingale
measure.
Since our results are valid under the condition (CFS) of conditional full
support, the crucial question is how to verify this assumption in concrete
cases. Fortunately, this task can be accomplished by exploiting the literature
on topological supports of stochastic processes, such as the classical results
of [27] for Gaussian processes and [42] for diffusions.
As an application of our result, we show the existence of consistent price
systems for fractional Brownian motion, which is a continuous process, but
neither a Markov process, nor a semimartingale for Hurst parameter H 6=
1/2. This improves on a result in [17] where the absence of arbitrage was
obtained under analogous assumptions, and paves the way for the study of
optimization problems. In fact, with fractional Brownian motion, stochastic
control methods are infeasible due to the lack of the Markov property, while
the duality approach hinges on the availability of CPS.
The rest of this paper is organized as follows. In Section 2, we describe the
model in detail, discuss some preliminaries on markets with transaction costs
and prove Theorems 1.2 and 1.3 for a market with one risky asset, where
simple proofs based on the Random Walk with Retirement are available.
For the face-lifting result, we limit ourselves to this setting, where the fact
that a one-dimensional random walk leaves any interval almost surely plays
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a crucial role in achieving a simple proof. Section 3 contains the proof of
Theorem 1.2 in the general case of several assets. Here, we develop a similar
idea as in the one-dimensional case, but need considerably more technique,
since no simple analogy with retired random walks is available. Instead, we
construct a conditional version of the classical Esscher transform.
As an application of our results, in Section 4, we show how to check the
conditional full support assumption in the cases of Markov diffusions and
fractional Brownian motion models. The Appendix contains some technical
lemmas on conditional supports.
2. One asset with proportional transaction costs. In this section, we
present the proofs of Theorems 1.2 and 1.3 for a market with one asset and
with proportional transaction costs.
We assume that the bid and ask prices are given by (1 + ε)−1St and
(1+ε)St , respectively, where (St)t∈[0,T ] is a continuous adapted process with
strictly positive trajectories and ε > 0 is fixed.
We begin with the definition of a CPS, given here in the spirit of [21]:
Definition 2.1. Let ε > 0. An ε-consistent price system is a pair (S˜, P˜ )
of a probability P˜ equivalent to P and a P˜ -martingale S˜ (adapted to Ft)
such that
1
1 + ε
≤
S˜it
Sit
≤ 1 + ε a.s. for all 1≤ i≤ d and t ∈ [0, T ].(1)
Remark 2.2. We think of a consistent price system as a frictionless
price S˜, offering better terms at all times, both for buying (S˜ ≤ S(1 + ε))
and selling [S˜ ≥ S/(1 + ε)], than the process S with ε transaction costs.
It is then intuitively obvious (cf. Section 2.3) that any trading strategy
executed at the price S˜ (and without transaction costs) yields a higher payoff
than at the bid and ask of S (paying transaction costs).
This observation has two immediate consequences. First, any no-arbitrage
condition for the frictionless price S˜ extends to the bid–ask of S. In partic-
ular, if S admits an ε-CPS for some ε > 0, then S does not allow for free
lunches (after paying ε-transaction costs) since S˜ has a martingale measure,
by Definition 2.1.
Second, if some capital x hedges a claim X by trading on S with trans-
action costs, it also hedges X by trading on S˜ without frictions. Although
this is also obvious at an intuitive level, the proof of Theorem 1.3 provides
a formal argument. Then, as in the usual frictionless case, we obtain an
inequality of the form
x≥EP˜ [X],
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where P˜ ∼ P is a measure under which S˜ is a martingale.
Thus, the supremum of the right-hand side over the set of all consistent
price systems yields a lower bound for the superreplication price. If this
bound is large enough, one obtains Theorem 1.3, that is, trivial superrepli-
cation prices for options (asymptotically, as ε→ 0).
The previous discussions show that constructing consistent price systems
is key to solving the no-arbitrage and superreplication problems under trans-
action costs by duality methods and in this section, we carry out this pro-
gram in the one-dimensional case with constant proportional transaction
costs. We begin by introducing the basic model of Random Walk with Re-
tirement, which allows a large class of consistent price systems to be pro-
duced. In the following subsections, we employ this construction first to show
the existence of consistent price systems (Theorem 1.2) and then to prove
the face-lifting result for superreplication prices (Theorem 1.3).
2.1. Random walk with retirement. Consider a discrete-time filtered prob-
ability space (Ω,G, (Gn)n≥0, P ) such that G0 is trivial and
∨
n Gn = G.
Definition 2.3. A Random Walk with Retirement is a process (Xn)n≥0,
adapted to (Gn)n≥0, of the form
Xn =X0(1 + ε)
∑n
i=1
Ri , n≥ 1,(2)
where ε > 0, X0 ∈ R++ and the process (Rn)n≥1 has values in {−1,0,+1}
and satisfies:
(i) P (Rm = 0 for all m≥ n|Rn = 0) = 1 for n≥ 1;
(ii) P (Rn = x|Gn−1)> 0 on {Rn−1 6= 0} for all x ∈ {−1,0,+1} and n≥ 1
(we set {R0 6= 0} := Ω as a convention);
(iii) P (Rn 6= 0 for all n≥ 1) = 0.
In plain English, a Random Walk with Retirement is just a random walk
on the geometric grid (X0(1 + ε)
k)k∈Z, starting at X0 and “retiring” at the
a.s. finite stopping time ρ = min{n ≥ 1 :Rn = 0}. Note that the filtration
(Gn)n≥0 is, in general, larger than the one generated by X .
In the following lemma, we describe the general form of a probability
measure Q≪ P such that X is a Q-martingale. The martingale condition
determines the relative weights of probabilities of upward and downward
movements. By contrast, at each time, we may choose arbitrarily the condi-
tional probability of retirement, denoted by α.
Lemma 2.4. Let (Xn)n≥0 be a Random Walk with Retirement, and
(αn)n≥1 a predictable (i.e., αn is Gn−1-measurable) process with values in
CONSISTENT PRICE SYSTEMS 7
[0,1]. If α satisfies
lim
n→∞
E
[
n∏
i=1
(1−αi)
]
= 0,(3)
then there exists a (unique) probability Qα on G such that:
(i) Qα is absolutely continuous with respect to P ;
(ii) X is a Qα-martingale;
(iii) Qα(Rn = 0|Gn−1) = αn a.s. on {Rn−1 6= 0}.
We have Q∼ P iff αn ∈ (0,1) a.s. for n≥ 1.
Proof. Let α be given, satisfying (3). We explicitly construct the den-
sity dQα/dP and then check that it has the desired properties. We define
the sequence of sets (An)n≥0 by A0 = ∅ and An = {Rn = 0} for n ≥ 1. By
(i) and (iii) in Definition 2.3, this sequence a.s. increases to Ω and for n≥ 1,
we define the Gn-measurable random variable Zn as
Zn =


αn1{Rn=0}
P (Rn = 0|Gn−1)
+
λn1{Rn=−1}
P (Rn =−1|Gn−1)
+
µn1{Rn=+1}
P (Rn =+1|Gn−1)
, on Ω \An−1,
1, on An−1,
(4)
where, on the set Ω \An−1, the nonnegative Gn−1-measurable random vari-
ables λn, µn are uniquely chosen to satisfy the following two conditions:
E[Zn|Gn−1] = αn + λn + µn = 1;(5)
E[Zn(1 + ε)
Rn |Gn−1] = αn + (1+ ε)
−1λn + (1+ ε)µn = 1.(6)
We let Ln =
∏n
i=1Zi and L= limn→∞Ln. Since An increases to Ω and Zm =
1 on Am for m>n, it follows that L= Ln on An and L> 0 a.s.
L defines a probability density if and only if E[L] = 1. We have, using (5),
E[L] = E
[
lim
n→∞
(L1An)
]
= lim
n→∞
E[L1An ] = limn→∞
E[Ln1An ] = 1− limn→∞
E[Ln1Ω\An ],
where the second equality follows by monotone convergence. Since An in-
creases to Ω and Zn, by definition, satisfies E[Zn1Ω\An |Gn−1] = 1Ω\An−1(λn+
µn) = 1Ω\An−1(1−αn), iterating conditional expectations we obtain
E[Ln1Ω\An ] = E
[
n∏
i=1
Zi
n∏
i=1
1Ω\Ai
]
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= E
[
n∏
i=1
(Zi1Ω\Ai)
]
=E
[
E
[
n∏
i=1
(Zi1Ω\Ai)|Gn−1
]]
= E
[
(1−αn)1Ω\An−1
n−1∏
i=1
(Zi1Ω\Ai)
]
= · · ·=E
[
n∏
i=1
(1− αi)
]
.
Thus, E[L] = 1 if
0 = lim
n→∞
E
[
n∏
i=1
(1−αi)
]
,(7)
which is (3). The probability measure Qα(A) =E[L1A] then satisfies (ii) and
(iii) in view of (6) and (4).
To have Qα ∼ P , it is necessary and sufficient that for all n≥ 1, αn, λn, µn >
0 a.s. [because of (i), (ii) and (iii) of Definition 2.3], which is equivalent to
αn ∈ (0,1). 
Corollary 2.5. Any Random Walk with Retirement admits an equiv-
alent martingale measure.
Proof. Apply the previous lemma to αn ≡ 1/2, for example. 
The next lemma shows that, by choosing high probabilities of early re-
tirement, one obtains an equivalent martingale measure with arbitrary in-
tegrability conditions. In particular, this implies the existence of equivalent
martingale measures for which X is uniformly integrable.
Lemma 2.6. Let (Xn)n≥0 be a Random Walk with Retirement. Then,
for any function f :R++ 7→ R and any ε > 0, there exists some Q
α ∼ P as
in Lemma 2.4 such that EQα [supn≥0 f(Xn)]<∞.
Proof. Observe that the random variables f(Xn) are supported on the
double-sided sequence (sm)m∈Z, where sm = f(xm) and xm =X0(1 + ε)
m.
Observe, also, that we can limit ourselves to the case where
sm = s−m and (sm)m≥0 is increasing(8)
up to replacing the function f with f¯(xm) = max|l|≤|m| f(xl).
We set M := supn≥0 f(Xn) and Zn =
∑n
i=1Ri so that Xn =X0(1 + ε)
Zn
and, by (8), we have that {M ≥ sm}= {τm <∞}, where τm =min{n : |Zn| ≥
m}.
Recalling (i) and (iii) of Definition 2.3, we know that, in fact, M =
maxn≥0 f(Xn). Using summation by parts, we have
EQα [M ] =
∞∑
m=0
smQ
α(M = sm) = s0+
∞∑
m=1
(sm − sm−1)Q
α(M ≥ sm).
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Also, the event that M has reached the value sm is included in the event
that the value sm−1 has been reached by M and retirement did not occur
immediately after. Formally, we have
Qα(τm <∞|τm−1 <∞)≤Q
α(Rτm−1+1 6= 0|τm−1 <∞) = 1− ατm−1 =: δm,
whence the formula
Qα(τm <∞)≤
m∏
k=1
δk =: ηm.(9)
Thus, we obtain
∞∑
m=1
(sm − sm−1)Q
α(M ≥ sm)≤
∞∑
m=1
(sm − sm−1)ηm.(10)
To have a convergent series, it is thus sufficient to choose ηm small enough
so that (sm − sm−1)ηn < 2
−m. Since ηm =
∏m
k=1 δk, this is equivalent to re-
cursively choosing δm small or, equivalently, ατm−1 close to one. To complete
the definition of α outside the sequence of stopping times (τm)m≥1, we can
choose an arbitrary value such as α= 1/2 outside
⋃∞
n=1[[τn]]. 
The next lemma will be needed in Section 2.3 to characterize super-
replication prices. It shows (by a suitable stopping time argument) that,
given S0 ∈ R++ and pairs of values u, v satisfying u < S0 < v, there ex-
ist ε′ (arbitrarily small), an ε′-random walk with retirement X starting at
X0 ∈ (S0/(1+ ε
′), S0(1+ ε
′)) and Qα≪ P such that X∞ is a.s. concentrated
on {u, v}.
Lemma 2.7. Let the filtered probability space and (Rn)n≥1 be as in Def-
inition 2.3. Let 0 < u < S0 < v be given. For all ε, there exist ε
′ < ε and
Qα ≪ P such that the ε′-Random Walk with Retirement starting at some
X0 ∈ (S0/(1 + ε
′), S0(1 + ε
′)) is such that X is a Qα-martingale and
Qα(X∞ = v) =
X0 − u
v− u
, Qα(X∞ = u) =
v−X0
v− u
.(11)
Proof. There exists ε′ < ε such that for appropriate integers j < 0< k
and X0 ∈R++, we have u=X0(1 + ε
′)j , v =X0(1+ ε
′)k and X0 ∈ (S0/(1 +
ε′), S0(1 + ε
′)). We define the stopping time
τ =min{n :Xn = u or Xn = v}
and set αi = 0 if i ≤ τ and αi = 1 otherwise, which trivially satisfies (3).
We now apply the construction of Lemma 2.4. We get that X is a bounded
martingale under Qα, and the optional sampling theorem yields
X0 =EQα [Xτ ] =EQα [X∞] =Q
α(X∞ = u)u+Q
α(X∞ = v)v.
This, combined with Qα(X∞ = u)+Q
α(X∞ = v) = 1, implies the claim. 
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2.2. Consistent price systems. We now employ the previous construction
to prove the existence of consistent price systems. We construct an increasing
sequence of stopping times at which the process S behaves like a “Random
Walk with Retirement”; the conditional full support assumption is key to
making this construction possible. Martingale measures for a Random Walk
with Retirement are obtained by arbitrarily specifying the probability of
retirement, as in Lemma 2.4 above. The Q-martingale S˜ is then defined
as the continuous-time martingale determined by the terminal value of the
random walk with retirement.
For technical reasons, we state a formally stronger version of the condi-
tional full support condition in terms of stopping times.
Definition 2.8. Let τ be a stopping time of the filtration (Ft)t∈[0,T ].
Let us define St := ST for t > T and let µ
τ (·, ω) be (a regular version of) the
Fτ -conditional law of the C
+[0, T ]-valued random variable (Sτ+t)t∈[0,T ].
We say that the strong conditional full support condition (SCFS) holds
if, for each [0, T ]-valued stopping time τ and for almost all ω ∈ {τ < T}, the
following is true: for each path f ∈C+Sτ (ω)[0, T − τ(ω)] and for any η > 0, the
η-tube around f has positive Fτ -conditional probability, that is,
µτ (Bf,η(ω), ω)> 0,
where
Bf,η =
{
g ∈C+Sτ (ω)[0, T ] : sup
s∈[0,T−τ(ω)]
|f(s)− g(s)|< η
}
.
In other words, this property means that for all τ ,
suppP (S|[τ,T ]|Fτ ) =C
+
Sτ
[τ,T ] a.s.,(SCFS)
that is, the conditional full support condition (CFS) also holds with respect
to stopping times, while it was formulated in terms of deterministic times
only in Definition 1.1 above.
The conditions (SCFS) and (CFS) are, in fact, equivalent. The precise
formulation of this idea is somewhat technical, thus the proof of the next
lemma is postponed to the Appendix.
Lemma 2.9. The conditional full support condition (CFS) implies the
strong conditional full support condition (SCFS), hence they are equivalent.
We now present the proof of Theorem 1.2 in dimension one and under
the above (SCFS) hypothesis. In this case, the arguments are—hopefully—
transparent and intuitive.
CONSISTENT PRICE SYSTEMS 11
Proof of Theorem 1.2 when d= 1. We may suppose that ε ∈ (0,1).
For any such ε, we associate to the process (St)t∈[0,T ] a “random walk with
retirement” as follows. We define the increasing sequence of stopping times
τ0 = 0, τn+1 = inf
{
t≥ τn :
St
Sτn
/∈ ((1 + ε)−1,1 + ε)
}
∧ T.(12)
For n≥ 1, we set
Rn =
{
sign (Sτn − Sτn−1), if τn <T ,
0, if τn = T .
(13)
Recall from the previous section the RandomWalk with Retirement (Xn)n≥0,
Xn =X0(1 + ε)
∑n
i=1
Ri
adapted to the filtration (Gn)n≥0, where Gn = Fτn . To check the properties
in Definition 2.3, observe that (i) is trivial, while (iii) follows from the con-
tinuity of paths. Furthermore, the (CFS) condition implies (ii) by Lemma
A.1.
By Lemma 2.6, there exists some Qα ∼ P on F = G :=
∨
n Gn such that
EQα
[
sup
n≥0
Xn
]
<∞.
Thus, X is a uniformly integrable (Qα, (Gn)n≥0)-martingale and is closed by
its terminal value X∞. Define
S˜t :=EQα [X∞|Ft], t ∈ [0, T ].
Fix 0≤ t≤ T , define the random times σ =max{τn : τn ≤ t} and τ =min{τn :
τn > t} and observe that τ is a stopping time. We have, by definition,
(1 + ε)−1 ≤
St
Sσ
,
Sτ
Sσ
≤ 1 + ε a.s. for all t ∈ [0, T ]
and we therefore obtain
(1 + ε)−2 ≤
Sτ
St
≤ (1 + ε)2 a.s. for all t ∈ [0, T ].
By construction, S˜τn =Xn and Sτn =Xn on {τn < T} for all n ≥ 0. On
{τn = T}, we have the estimate
(1 + ε)−1 ≤
S˜τn
Sτn
≤ (1 + ε)
for all n≥ 0.
The optional sampling theorem then implies that
S˜t
St
=
EQα [S˜τ |Ft]
St
=EQα
[
S˜τ
Sτ
Sτ
St
∣∣∣Ft
]
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and therefore that
(1 + ε)−3 ≤
S˜t
St
≤ (1 + ε)3 a.s. for all t ∈ [0, T ],
which completes the proof, up to the passage to a smaller ε. 
Remark 2.10. It is natural to consider a positive process S and the
corresponding random walk with retirement on a geometric grid. However,
working on an arithmetic grid, the same argument yields the following result
(stated without any reference to financial mathematics this time).
Theorem 2.11. Let (St)t∈[0,T ] be an adapted process on (Ω,F , (Ft)t∈[0,T ],
P ) with continuous trajectories such that for all t < T ,
suppP (S|[t,T ]|Ft) =CSt [t, T ],
that is, the process has conditional full support on the space of (not only
positive) paths. Then for all ε > 0, there exist Q ∼ P and a Q-martingale
(Mt)t∈[0,T ] such that
|St −Mt| ≤ ε a.s. for all t ∈ [0, T ].
Remark 2.12. The construction in the proof of Theorem 1.2 bears simi-
larities to the one appearing in [28]. Their Assumption 2.2 is weaker than the
conditional full support condition. Indeed, they essentially require P (Rn =
±1|Fτn−1) > 0 a.s. while (CFS) also ensures that P (Rn = 0|Fτn−1) > 0 a.s.
(see Lemma A.1). For the proof of Theorem 1.2, this latter property of
“retirement with positive (conditional) probability” is indispensable.
To demonstrate this, we show (for simplicity) that Assumption 2.2 of
[28] is not sufficient to obtain the conclusion of Theorem 2.11. Take Wt to
be standard Brownian motion and τ to be the first hitting time of 1. The
process St :=W(tan t)∧τ , t ∈ [0, pi/2) with its natural filtration then satisfies
Assumption 2.2 of [28] (indeed, it is a martingale on [0, pi/2)). The limit S1
exists and equals 1 almost surely. Take any Q ∼ P and any Q-martingale
M with |ST −MT |< 1/3. Then, necessarily, Mt > 2/3 a.s. for all t, which
makes |Mt − St|< 1/3 a.s. impossible for t < T since St < 1/3 with positive
probability. The idea of this example comes from the remark after Lemma
1 of [26].
Another construction related to ours can be found in [20]; their Assump-
tion 1 is also implied by (CFS).
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2.3. Superreplication. We now prove the “face-lifting” Theorem 1.3, which
characterizes superreplication prices of European options in terms of the
concave envelopes of their payoffs evaluated at the current price of the un-
derlying asset.
We first need some definitions and notation on trading strategies.
Definition 2.13. A trading strategy is a predictable R-valued process
θ = (θt)t∈[0,T ] such that θ0 = θT = 0 and
sup
0≤t0≤···≤tn=T
n∑
i=1
|θti − θti−1 |<∞ a.s.(14)
We may then define a predictable increasing process Vars(θ) satisfying
a.s.
Vars(θ) = sup
0≤t0≤···≤tn=s
n∑
i=1
|θti − θti−1 | for all 0≤ s≤ T.
We call (Vars(θ))0≤s≤T the total variation process of θ.
Definition 2.14. Given a trading strategy θ, let us define
V (θ) :=
∫ T
0
θt dSt − ε
∫ T
0
St dVart(θ)(15)
and, for t ∈ [0, T ], introduce the random variables Vt(θ) as
Vt(θ) = V (θ1(0,t))(16)
so that V (θ) = VT (θ).
We call the process θ M -admissible for some M ∈R if for all t ∈ [0, T ],
Vt(θ)≥−M
almost surely. The set of all such strategies is denoted by AM . We call
A=
⋃
M>0AM , the class of admissible strategies.
Remark 2.15. First, let us note that (14) implies that the integrals in
(15) are a.s. well defined, in a pointwise Riemann–Stieltjes sense. Indeed, for
the second integral, it suffices to observe that St has continuous trajectories.
As regards the first integral, it suffices to use partial integration and apply
once more the previous argument.
Remark 2.16. The random variable V (θ) clearly has the interpretation
of the final gain or loss when applying the trading strategy θ of holding θt
units of stock at time t: during the infinitesimal interval [t, t+ dt], the value
of the position in stock (without considering transaction costs) changes by
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θt dSt, while one must pay εSt dVart(θ) transaction costs. The condition
θ0 = θT = 0 corresponds to the requirement that we start and end without a
position in the risky asset. Similarly, the term 1(0,t) in the definition of Vt(θ)
corresponds to the requirement that we take into account the liquidation
cost at time t to determine the value Vt(θ) of the portfolio at the given
instant.
Remark 2.17. In the spirit of [39] or [44] in the frictionless case, and
[22] in the case of transaction costs, we can also define a more general notion
of admissibility. We say that the process θ isM -admissible in the nume´raire-
free sense if
Vt(θ)≥−M(1 + St).
In other words, a trading strategy θ isM -admissible in the nume´raire-free
sense if, by holding M units of the bond and the stock, we make sure that
the portfolio formed by the trading strategy θ and these two static positions
has nonnegative liquidation value at all times t ∈ [0, T ].
Clearly, this definition leads to larger classes AnfM and A
nf of admissible
trading strategies “in the nume´raire-free sense.” It can be checked that these
strategies coincide with the admissible strategies in the sense of [5] when we
restrict their framework to the present setting.
The name “nume´raire-free” stems from the fact that this notion of admis-
sibility is invariant under a change of nume´raire between bond and stock.
It is shown in [44] for the frictionless case and in [18] for the case of
transaction costs that the difference of the above two notions of admissibility
corresponds to the difference of requiring the martingale or local martingale
condition in Definition 1 above.
In the present paper, we formulate our results in terms of the notion of
admissibility as given in Definition 2.14. The reader can check, however, that
Theorem 1.3 still holds true if we choose in Definition 2.18 below the more
general concept of nume´raire-free admissibility.
Definition 2.18. In the setting of Definitions 2.13 and 2.14, consider
a claim X ∈L0(FT , P ) and ε > 0. We define:
(i) the superreplication price
pε(X) = inf{x :x+ V (θ)≥X for some θ ∈A};
(ii) the static superreplication price
pstε (X) = inf{x :x+ V (α1(0,T ))≥X for some α ∈R};
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(iii) the asymptotic superreplication prices
p0(X) = lim
ε↓0
pε(X), p
st
0 (X) = lim
ε↓0
pstε (X).
Remark 2.19. It is clear that pstε (X)≥ pε(X) and hence that p
st
0 (X)≥
p0(X).
We can now proceed with the proof of Theorem 1.3. In view of the previous
discussion, this theorem can be understood as follows: even considering the
large class of admissible trading strategies A, we cannot superreplicate a
European contingent claim X at a lower asymptotic (ε→ 0) cost than using
only static hedges as in (ii) of Definition 2.18.
Proof of Theorem 1.3. We first introduce the set of “absolutely
continuous ε-consistent price systems,”
Zε =
{
(S˜, P˜ ) : P˜ ≪ P, S˜ is a P˜ -martingale, 1− ε≤
S˜t
St
≤ 1 + ε, t ∈ [0, T ]
}
.
Note the minor deviation from (1): in this section, we take 1− ε instead
of 1/(1 + ε). It will become clear that this causes no problems since we let
ε tend to 0.
Consider the European claim g(ST ), the initial capital x and a superrepli-
cating admissible strategy θ ∈A such that x+ V (θ)≥ g(ST ) a.s.
If (S˜, P˜ ) ∈ Zε, we obtain∫ T
0
θt dS˜t =−
∫ T
0
S˜t dθt
= VT (θ) + ε
∫ T
0
St dVart(θ) +
∫ T
0
(St − S˜t)dθt ≥ VT (θ)
and hence
g(ST )≤ x+ V (θ)≤ x+
∫
[0,T ]
θt dS˜t.
Since the right-hand side is a supermartingale by the admissibility of θ (it
is uniformly bounded from below), it follows that
pε(g(ST ))≥ sup
P˜∈Pε
EP˜ [g(ST )],(17)
where
Pε := {P˜ ≪ P : there exists S˜ such that (S˜, P˜ ) ∈Zε}.
Thus, to prove the theorem, it is sufficient to show that
lim
ε↓0
pε(g(ST ))≥ lim
ε↓0
sup
P˜∈Pε
EP˜ [g(ST )]≥ gˆ(S0)≥ p
st
0 (g(ST ))≥ p0(g(ST )).
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The first inequality is clear from (17), the second follows from Proposition
2.21 below, the third is a consequence of Proposition 2.20 below and the last
one is trivial. By definition, the first quantity equals the last one, thus there
are equalities throughout and the theorem is proved. 
Proposition 2.20. Let g :R++→R be a measurable function. Then,
pstε (g(ST ))≤ gˆ(S0) + Jε
for a suitable constant J > 0.
Proof. The case of gˆ(S0) =∞ being trivial, we may assume that gˆ(S0)
is finite. By definition of the concave envelope,
gˆ(S0) + gˆ
′
+(S0)(ST − S0)≥ g(ST ),
where gˆ′+ is the right-hand derivative. Now, take β ∈R satisfying β− ε|β|=
gˆ′+(S0). We then have
gˆ(S0) + 2ε|β|S0 + β(ST − S0)− ε|β|(ST + S0)≥ g(ST ).
Note that
pstε (g(ST )) = inf{x :x+α(ST −S0)−ε|α|(S0+ST )≥ g(ST ) for some α ∈R},
which implies that pstε (g(ST ))≤ gˆ(S0) + 2ε|β|S0. 
Proposition 2.21. Let g :R++ 7→R be lower semicontinuous and bounded
from below and denote by gˆ its concave envelope. Then,
lim
ε↓0
sup
P˜∈Pε
EP˜ [g(ST )]≥ gˆ(S0).(18)
Proof. Let us again suppose that gˆ is finite-valued (the case gˆ =∞ can
be handled in a completely analogous manner).
It is enough to show that for all δ > 0, and for all sufficiently small ε > 0
there exists (S˜,Q) ∈ Zε such that
EQα [g(ST )]≥ gˆ(S0)− δ.(19)
By definition of the concave envelope, there exist 0< u< S0 < v such that
g(u)
v − S0
v− u
+ g(v)
S0 − u
v− u
> gˆ(S0)−
δ
3
(20)
and, for ε > 0 small enough, we have
g(u)
v − S˜0
v− u
+ g(v)
S˜0 − u
v− u
> gˆ(S0)−
δ
2
(21)
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for all S˜0 ∈ (S0(1− ε), S0(1 + ε)).
Since g is lower semicontinuous, we can find, for ε small enough, neigh-
borhoods U = (u/(1 + ε), u(1 + ε)) and V = (v/(1 + ε), v(1 + ε)) such that
g(U)≥ g(u)− δ/2 and g(V )≥ g(v)− δ/2.
Invoking Lemma 2.7 and recalling the construction in the proof of Theo-
rem 1.2, there exist Q≪ P and a Q-martingale S˜ such that
Q(S˜T = v) =
S˜0− u
v− u
, Q(S˜T = u) =
v− S˜0
v− u
(22)
and
|St − S˜t| ≤ ε
′ a.s. for all t ∈ [0, T ](23)
holds for some ε′ < ε which is small enough to guarantee that (S˜,Q) ∈ Zε.
Thus, we obtain
EQ[g(ST )] = EQ[g(ST )1{S˜T=u}] +EQ[g(ST )1{S˜T=v}]
≥
(
g(u)−
δ
2
)
v− S˜0
v− u
+
(
g(v)−
δ
2
)
S˜0 − u
v− u
= g(u)
v − S˜0
v− u
+ g(v)
S˜0 − u
v− u
−
δ
2
> gˆ(S0)− δ,
which is (19), as required. 
3. The d-dimensional case. In this section we prove the existence of con-
sistent price systems in the multidimensional case. We consider a market
S = (S0, S1, . . . , Sd) with one riskless asset S0 and d risky assets, based on
a probability space (Ω,F , (Ft)t∈[0,T ], P ) satisfying the usual assumptions of
right-continuity and saturatedness. We also assume that F0 is trivial and
FT = F . The riskless asset S
0 is used as nume´raire and therefore assumed
to be constantly equal to one. Each risky asset trades at bid and ask prices
Sit/(1 + ε) and S
i
t(1 + ε), respectively, against the nume´raire asset S
0.
In the higher-dimensional case, the random walks arising in our proof
of Theorem 1.2 in the one-dimensional case are no longer supported on a
finite grid, therefore we need a slightly different approach—which is similar
in spirit—to construct a consistent price system.
The proof given below is based on a conditional version of the classical Es-
scher transform, which yields a recursive change of measure, without incur-
ring too many technicalities related to measurable selections. This method
was used by [33] to prove the main result of [11]; compare also (b) below to
Theorem 3 of [19].
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In the next lemma, X represents the price increment over a given period,
G and H the initial and final σ-algebras, respectively and A the event where
the process is already retired at the beginning of the period. For a subset
W ⊂Rd, we denote by convW the convex hull of W , by intW the interior
of W and by B¯δ the closed ball in R
d centered at the origin and with radius
δ.
Lemma 3.1. Let G ⊂H be two σ-algebras, A ∈ G, X ∈ L∞(Ω,H, P ;Rd)
and η ∈ L0(Ω,G, P ;R++) such that:
(a) X = 0 on A;
(b) 0 ∈ int conv supp(X|G)(ω) for almost all ω ∈Ω \A;
(c) P (X = 0|G)> 0 a.s.
There then exists Z ∈L1(H,R++) such that almost surely:
(i) E[Z|G] = 1;
(ii) E[ZX|G] = 0;
(iii) E[Z|X|2|G]≤ η;
(iv) E[ZI{X 6=0}|G]≤ η.
Proof. We can restrict our attention to the set Ω\A since setting Z = 1
on A trivially satisfies (i)–(iv). We denote by µ(ω, ·) the regular conditional
law of X with respect to G.
As X is bounded,
θ 7→ φ(θ,ω) =
∫
eθ·X dµ(ω, ·)<∞ for all θ ∈Rd and a.e. ω.
Since 0 ∈ int conv supp(X|G) = int conv suppµ(ω, ·), we can find a G-measurable
function δ :Ω 7→ R++ such that conv supp(X|G) = conv suppµ(ω, ·)⊃ B¯δ(ω).
For instance, we can define δ as
1/δ(ω) = min{n : B¯1/n ⊂ conv suppµ(ω, ·)}.
Denoting by S the set of G-measurable functions with values on the unit
sphere of Rd, we have that conv supp(v · X|G) ⊃ [−δ, δ] for any v ∈ S , so
P (v ·X > δ/2|G) > 0 a.s. In addition, we claim that (cf. Lemma 2.6 in [36])
ν = ess inf
v∈S
P (v ·X > δ/2|G) > 0 a.s.
By contradiction, if P (ν = 0)> 0, there would be a G-measurable sequence
vn ∈ S achieving the essential infimum (as this set of conditional probabilities
is easily seen to be directed downward) and by the compactness of the unit
sphere, we could choose a G-measurable random subsequence nk(ω) such
that vnk converges almost surely to some v
′ ∈ S (see Lemma 2 of [24]). Then,
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P (v′ ·X ≥ δ/2|G) = 0 with positive probability, which is absurd. Thus, we
have, for all nonzero θ ∈Rd,
φ(θ,ω) =
∫
eθ·X dµ(ω, ·)≥ e|θ|δ/2µ
(
ω,
θ
|θ|
·X > δ/2
)
≥ νe|θ|δ/2
and therefore lim|θ|→∞φ(θ,ω) =∞ almost surely. In particular, the function
φ(·, ω) admits a unique [by the strict convexity of θ 7→ φ(θ,ω)] minimum
θ∗(ω) which solves ∇φ(θ∗(ω), ω) = 0 and is hence G-measurable. Dominated
convergence then implies that
0 =∇φ(θ∗(ω), ω) =
∫
Xeθ
∗(ω)·X dµ(ω, ·) =E[Xeθ
∗·X |G]
and Z ′ = eθ
∗·X/E[eθ
∗·X |G] satisfies properties (i)–(ii). To further obtain (iii)
and (iv), we rescale, conditionally on G, the relative weight of the events
{X = 0} and {X 6= 0}, which does not affect the expectation of X . Formally,
we denote by Y := P (X = 0|G) and set Z = λZ ′ + µ1{X=0}, where the G-
measurable positive functions λ and µ will be chosen so as to satisfy (i),
that is
λ+ µY = 1.(24)
It is clear that E[Z ′|X|2|G] <∞ almost surely. Hence, we can choose a
G-measurable λ > 0 so small that not only both λE[Z ′|X|2|G]≤ η and λ≤ η
hold, but also (24) is satisfied for an appropriate G-measurable µ > 0. This
completes the proof. 
Proof of Theorem 1.2 in the d-dimensional case. We define the
increasing sequence of stopping times,
τ0 = 0,
τn+1 = inf
{
t≥ τn :
Sit
Siτn
/∈ ((1 + ε)−1,1 + ε) for some 1≤ i≤ d
}
∧ T.
Path continuity implies that τn = T a.s. for all n≥ n¯(ω), hence the events
An = {τn = T} increase to Ω as n grows to infinity. For n≥ 1, we set
∆n := (Sτn − Sτn−1)1Ω\An .
Obviously, supp(∆n|Fτn−1) = {0} on An−1. Assumption (CFS) implies that
0 ∈ int conv supp(∆n|Fτn−1) and P (∆n = 0|Fτn−1)> 0 on Ω \An−1; this fact
is shown in Lemma A.2 below.
For n≥ 1, we now recursively apply Lemma 3.1 to
A=An−1, G =Fτn−1 , H=Fτn X =∆n, η := 2
−n,
obtaining a sequence of strictly positive Fτn -measurable random variables
(Zn)n≥1 such that, almost surely:
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(i) E[Zn|Fτn−1 ] = 1;
(ii) E[∆nZn|Fτn−1 ] = 0;
(iii) E[Zn|∆n|
2|Fτn−1 ]≤ 2
−n;
(iv) E[Zn1{∆n 6=0}|Fτn−1 ]≤ 2
−n.
From the construction, it follows that Zn = 1 on Am for all n ≥ m + 1.
Therefore, letting Ln =
∏n
i=1Zi, we have
L= lim
n→∞
Ln =
∞∏
n=1
Zn > 0 a.s.
because An ↑Ω.
Using (iv) above, we obtain
E[L] =E
[
L lim
n→∞
1An
]
= lim
n→∞
E[L1An ]
= 1− lim
n→∞
E[Ln1Ω\An ]≥ 1− limn→∞
2−n = 1.
Hence, the density L induces the probability measure Q(A) := E[L1A] on
F . We now define the discrete-time process (Mn)n≥0 as
Mn = S0 +
n∑
l=1
∆l.
By construction,M is aQ-martingale with respect to the filtration (Fτn)n≥0.
We have Mn = Sτn a.s. on {τn < T}, while on {τn = T}, a.s.,
(1 + ε)−1 ≤
M in
Siτn
=
Siτn−1
SiT
≤ 1 + ε for all t ∈ [0, T ], 1≤ i≤ d, n≥ 0.
Hence, we always have that, a.s.
(1 + ε)−1 ≤
M in
Siτn
≤ 1 + ε for all t ∈ [0, T ], 1≤ i≤ d, n≥ 0.(25)
We claim that M is uniformly integrable, in fact, that it is bounded in L2.
Indeed, we have, from (iii), that
EQ[|Mn|
2] = |S0|
2 +
n∑
l=1
EQ|∆l|
2
= |S0|
2 +
n∑
l=1
E[Ll−1E[Zl|∆l|
2|Fτl−1 ]]
≤ |S0|
2 +
∞∑
l=0
2−l <∞.
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Letting σ =max{τn : τn ≤ t} and τ =min{τn : τn > t}, since t ∈ [σ, t] ∩ [σ, τ ],
we have
(1 + ε)−1 ≤
Sit
Siσ
,
Siτ
Siσ
≤ 1 + ε a.s. for all t ∈ [0, T ], 1≤ i≤ d,
and therefore
(1 + ε)−2 ≤
Siτ
Sit
≤ (1 + ε)2 a.s. for all t ∈ [0, T ], 1≤ i≤ d.(26)
We define the martingale S˜t = EQ[M∞|Ft], t ∈ [0, T ], which satisfies S˜τn =
Mn for all n ≥ 0 by construction and by the uniform integrability of M .
Hence, combining (25) and (26) with
S˜iτ
Sit
=
S˜iτ
Siτ
Siτ
Sit
,
it follows that
(1 + ε)−3 ≤
S˜iτ
Sit
≤ (1 + ε)3 a.s. for all t ∈ [0, T ], 1≤ i≤ d.
Since S˜t = E[S˜τ |Ft] by optional sampling, the theorem follows up to the
passage to a smaller ε. 
4. Applications. To illustrate the scope of our results, we now present
some important classes of models where the conditions of Theorem 1.2 can
be checked.
4.1. Markov processes.
Example 4.1. Consider a (homogeneous) a.s. continuous Markov pro-
cess St, t ∈ [0, T ], with state space R
d
++ such that for all x ∈ R
d
++, starting
from S0 = x, the process has full support on C
+
x [0, T ]. The Markov property
then immediately implies the conditional full support condition
suppP (S|[v,T ]|Fv) = suppP (S|[v,T ]|Sv) =C
+
Sv
[v,T ], 0≤ v ≤ T.
Methods to show that a diffusion process has full support can be found
in the seminal work of [42] and in [32] (page 340).
4.2. Fractional Brownian motion. We now turn to models based on frac-
tional Brownian motion (FBM). Recall that (Xt)t≥0 is FBM with Hurst
parameter 0 < H < 1 if it is a centered Gaussian process with continuous
sample paths and covariance function
Γ(t, s) = 12(t
2H + s2H − |t− s|2H).
22 P. GUASONI, M. RA´SONYI AND W. SCHACHERMAYER
If H = 1/2, we recover the standard Brownian motion. For a thorough treat-
ment of FBM, we refer the reader to the monograph [31].
Models of asset prices based on fractional Brownian motion have long
attracted the interest of researchers for their properties of long-range de-
pendence [8, 29, 30, 43]. However, in a frictionless setting, it turns out that
these models lead to arbitrage opportunities [6, 12, 14, 34, 35, 38] and there-
fore cannot be meaningfully employed for studying optimal investment and
derivatives pricing.
In this paper, we show how this situation is completely different as soon
as arbitrarily small transaction costs are introduced. There then exist con-
sistent price systems and hence the duality theory and hedging theorems of
[25] and [5] apply.
The next result improves on Proposition 5.1 of [17] and follows from a
similar argument.
Proposition 4.2. Let St = exp{σXt + ft}, where Xt is FBM with pa-
rameter 0<H < 1 and ft is a deterministic continuous function. (St)t∈[0,T ]
then satisfies the conditional full support condition (CFS) with respect to its
(right-continuous and saturated) natural filtration.
Proof. Let us fix v ∈ [0, T ]. It is enough to prove that the conditional
law P (X|[v,T ]|Fv) has full support on CXv([v,T ],R) almost surely.
From the representation of Corollary 3.1 in [13], we know that, for some
square-integrable kernel KH(t, s), one has
Xt =
∫ t
0
KH(t, s)dWs,(27)
for some Brownian motion (Wt)t∈[0,T ] generating the same filtration as (Xt)t∈[0,T ].
It is easily seen, by directly calculating the conditional joint characteristic
function of finite-dimensional distributions of X , that for any v ∈ [0, T ], the
process (Xt)t∈[v,T ] is Gaussian, conditionally on Fv . Its conditional expec-
tation and conditional covariance function are given by
ct := E[Xt|Fv ] =
∫ v
0
KH(t, s)dWs, t≥ v,
(28)
Γ˜(t, s) := covFv (Xt,Xs) =
∫ t∧s
v
KH(t, u)KH(s,u)du, t, s≥ v.
Observe that Γ˜(t, s) does not depend on ω. Hence, for almost all ω, the
law of (Xt)t∈[v,T ] conditional on Fv is equal to the law of Yt + ct(ω), where
(Yt)t∈[v,T ] is a centered Gaussian process with continuous paths on [v,T ] and
with covariance function Γ˜. Thus, recalling the kernel representation (27),
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it suffices to prove that the centered Gaussian process
Yt :=
∫ t
v
KH(t, s)dWs, t ∈ [v,T ],
has full support on C0([v,T ],R).
Theorem 3 in [27] states that the topological support of a continuous
Gaussian process (Yt)t∈[v,T ] is equal to the norm closure of its reproducing
kernel Hilbert space, defined by
H :=
{
f ∈C0([v,T ],R) :f(t) =
∫ t
v
KH(t, s)g(s)ds, for some g ∈L
2[v,T ]
}
.
Thus, it is sufficient to show that H is norm-dense in C0([v,T ],R).
To achieve this, we need to recall the Liouville fractional integral operator
for any f ∈ L1[a, b] and γ > 0,
(Iγa+f)(t) :=
1
Γ(γ)
∫ t
a
f(s)(t− s)γ−1 ds, a≤ t≤ b,
and to introduce the kernel operator KH ,
(KHf)(t) :=
∫ t
0
KH(t, s)f(s)ds, f ∈ L
2[0, T ], t ∈ [0, T ].
We first treat the case H < 1/2. In this case, we have, by [13], Theorem
2.1, that
KHf = I
2H
0+ (s
1/2−HI
1/2−H
0+ (s
H−1/2f(s))).
From now on, we assume that all functions on a subset of R are extended
to the whole real line by setting them to be 0 outside their domain of defi-
nition. In the case v = 0, we could perform the same calculations as in [17],
pages 578–579. For general v, the argument needs to be split into two steps.
Lemma 4.3. If f ∈C0[v,T ], then L1f ∈C0[v,T ], where
(L1f)(t) = (I
1/2−H
0+ (s
H−1/2f(s)))(t).
Moreover, L1 :C0[v,T ]→C0[v,T ] is continuous and has a dense range (with
respect to the uniform norm).
Proof. Clearly, L1f is a continuous function and (L1f)(0) = 0. The
operator is continuous by the estimate
‖L1f −L1g‖∞ ≤ v
H−1/2
∫ T
0
(T − s)−H−1/2 ds‖f − g‖∞.
Recall the identity for a, b > 0,∫ t
0
(t− u)a−1ub−1 du=C(a, b)ta+b−1,
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where C(a, b) 6= 0 is a constant. Defining, for a fixed α > 0,
g(s) := 1[v,T ]
(s− v)α
sH−1/2
,
we obtain, for t ∈ [v,T ],
(L1g)(t) =
∫ t
v
(t− s)−H−1/2g(s)sH−1/2 ds=
∫ t
v
(t− s)−H−1/2(s− v)α ds
=
∫ t−v
0
uα(t− v− u)−H−1/2 du=C(α+1,1/2−H)(t− v)α−H+1/2.
Varying α, we find that (t−v)n ∈ Im(L1) for n≥ 1 and the Stone–Weierstrass
theorem guarantees that Im(L1) is dense in C0[v,T ]. 
Lemma 4.4. If f ∈C0[v,T ], then L2f ∈C0[v,T ], where
(L2f)(t) = (I
2H
0+ (s
1/2−Hf(s)))(t)
and L2 :C0[v,T ]→C0[v,T ] is continuous and has a dense range.
Proof. The same argument applies, but this time we use the estimation
‖L1f −L1g‖∞ ≤ T
1/2−H
∫ T
0
(T − s)2H−1 ds‖f − g‖∞
and the function
g(s) := 1[v,T ]
(s− v)α
s1/2−H
. 
Since the restriction of KH to C0[v,T ] is exactly L2 ◦L1, we may conclude
that KH :C0[v,T ]→ C0[v,T ] has a dense range and, a fortiori, H is norm-
dense in C0[v,T ].
In the case H ≥ 1/2, a similar representation holds [13], Theorem 2.1,
KHf = I
1
0+(s
H−1/2I
H−1/2
0+ (s
1/2−Hf)),
and the same argument carries over. 
4.3. Processes with smooth trajectories. In frictionless market models
one is accustomed to processes with rather irregular paths. As already
discussed in the introduction, such “fine” properties do not matter when
transaction costs are present. One may construct arbitrage-free models with
smooth trajectories using, for instance, the next lemma.
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Lemma 4.5. Let X be a continuous adapted process on (Ω,F , (Ft)t∈[0,T ],
P ), satisfying the following conditional full support condition:
suppP (X|[t,T ]|Ft) =CXt [t, T ] for all 0≤ t < T.(29)
Then, the process
Yt :=
∫ t
0
Xs ds, t ∈ [0, T ],
also satisfies (29).
Proof (Sketch). Let us suppose that the statement is false. Then, for
some t < T , B ∈ Ft with P (B)> 0 and for all ω ∈B, there exist fω ∈CYt [t, T ]
and η > 0 such that
νtY
({
g : sup
s∈[t,T ]
|fω(s)− g(s)|< η
}
, ω
)
= 0,(30)
where νtY is the Ft-conditional (regular) law of Y |[t,T ]. Using measurable
selection and the fact that smooth functions are dense in C[t, T ], we may
suppose that fω(s) is continuously differentiable (in s) and Ft-measurable (in
ω). We may also suppose that f ′ω(t) =Xt almost surely. By the hypothesis
on X ,
νtX
({
h : sup
s∈[t,T ]
|f ′ω(s)− h(s)|< η/(T − t)
}
, ω
)
> 0
for almost all ω ∈B, in other words,
P
(
sup
s∈[t,T ]
|Xs − f
′(s)|< η/(T − t)|Ft
)
> 0 a.s. on B.
It follows [by integration of Xs and f
′(s)] that
P
(
sup
s∈[t,T ]
|Ys − Yt − f(s) + f(t)|< η|Ft
)
> 0
a.s. on B. Recall that Yt = f(t), which contradicts (30). 
In view of the above lemma, taking any X satisfying (29) (such as frac-
tional Brownian motion; see the previous subsection) and defining St :=
exp(Yt), t ∈ [0, T ], we obtain a process with the property (CFS) and with
continuously differentiable trajectories. Iterating the integration, it is possi-
ble to obtain processes with even smoother trajectories.
26 P. GUASONI, M. RA´SONYI AND W. SCHACHERMAYER
APPENDIX
We collect here a few arguments of a rather technical nature. First, we
show the equivalence of (SCFS) and (CFS) by contradiction: if there is an
open set of paths with Fτ -conditional probability 0 on a set of positive
measure, then we can find a deterministic time q “close enough” to τ such
that the same phenomenon arises, which is absurd, by (CFS).
Proof of Lemma 2.9. By contradiction, suppose that, for some stop-
ping time τ , there exists {τ < T} ⊃A ∈ Fτ with P (A)> 0 such that, for al-
most all ω ∈A, there exist fω ∈C
+
1 [0, T ] and ηω > 0 such that µ
τ (B(ω), ω) =
0, where
B(ω) :=
{
g ∈C+Sτ(ω)(ω)
[0, T ] : sup
s∈[0,T−τ(ω)]
|g(s)− fω(s)Sτ(ω)(ω)| ≤ ηω
}
.
The measurable selection theorem (see Sections III. 44–45 of [15]) enables
us to choose ω→ (fω, ηω) in an Fτ -measurable way. SetKω := ‖fω‖∞‖1/fω‖∞.
Now define, for each q ∈Q :=Q ∩ [0, T ),
Aq :=A∩ {q ≥ τ} ∩
{
sup
s∈[τ,q]
|f(s− τ)Sτ − Ss| ≤
η
2K
}
∈Fq.
For almost all fixed ω, the functions fω(s), and Ss(ω) are continuous in s. As
fω(0)Sτ(ω)(ω) = Sτ(ω)(ω), the functions s→ fω(s−τ)Sτ(ω)(ω) and s→ Ss(ω)
remain closer to each other than ηω/2Kω on some interval [τ(ω), q(ω)], where
q(ω)> τ(ω) may be chosen to be rational.
This shows that A=
⋃
q∈QAq, hence we may fix q such that P (Aq)> 0.
Define
Cq :=
{
sup
s∈[q,T ]
|f(s− τ)Sτ − Ss| ≤ η
}
,
Gq :=
{
sup
s∈[q,T ]
∣∣∣∣Sqf(s− τ)f(q− τ) − Ss
∣∣∣∣≤ η2
}
∩ {q ≥ τ},
H :=
{
sup
s∈[τ,T ]
|f(s− τ)Sτ − Ss| ≤ η
}
.
Note that on Aq ∩Gq , we have, for q ≤ s≤ T ,
|f(s− τ)Sτ − Ss| ≤
∣∣∣∣f(s− τ)Sτ − Sqf(s− τ)f(q− τ)
∣∣∣∣+
∣∣∣∣Sqf(s− τ)f(q− τ) − Ss
∣∣∣∣
≤
f(s− τ)
f(q − τ)
η
2K
+
η
2
≤ η,
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hence, Aq ∩Gq ⊂Aq ∩Cq. As Aq ∩Cq ⊂A∩H and
P (A ∩H) =E[1AE[1H |Fτ ]] =
∫
Ω
1A(ω)µ
τ (B(ω), ω)dP (ω) = 0,
we obtain
0 =E[1Aq1Gq ] =E[1AqE[1Gq |Fq]],
which is a contradiction as P (Gq|Fq)> 0 almost surely by the (CFS) condi-
tion. 
Lemma A.1. Let S be an R++-valued continuous process satisfying (CFS)
and let Rn be defined by (13). Then, P (Rn+1 = z|Fτn)> 0 a.s. on {τn < T}
for z = 0,±1 and n≥ 0.
Proof. We write τ instead of τn and set D := {τ < T}. Define the
(random) function
f(t) := Sτ
(
1 +
2tε
T − τ
)z
, t ∈ [0, T − τ ],
f(t) := f(T − τ), t > T − τ.
Define η := Sτε/2. Lemma 2.9 implies that µ
τ (B(ω), ω) > 0 for almost all
ω ∈D, where B(ω) is the following set of paths:
B(ω) :=
{
g ∈C+Sτ(ω)(ω)
[0, T ] : sup
s∈[0,T−τ(ω)]
|fω(s)− g(s)| ≤ η(ω)
}
.
First, take z = 0. For ω ∈D, paths in B(ω) hit neither Sτ (ω)(1 + ε) nor
Sτ (ω)(1 + ε)
−1 on [0, T − τ(ω)], so
P (Sτn+1 = Sτn |Fτ ) = P (τn+1 = T |Fτ )
≥ P
(
sup
s∈[τ,T ]
|f(s− τ)− Ss| ≤ η|Fτ
)
= µτ (B(ω), ω)> 0 on D
and we are done.
If z = ±1, then for ω ∈D, each path in B(ω) attains Sτ (ω)(1 + ε)
z on
[0, 34(T − τ(ω))] without attaining Sτ (ω)(1 + ε)
−z , so
P (Sτn+1 = Sτn(1 + ε)
z |Fτ )
≥ P
(
sup
s∈[τ,T ]
|f(s− τ)− Ss| ≤ η|Fτ
)
= µτ (B(ω), ω)> 0 on D,
as claimed. 
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The next lemma is the multidimensional counterpart of Lemma A.1. It
shows that, under (CFS), there is a positive probability of hitting each face
of the surface of the “bid–ask cube” (F in the proof below). In the one-asset
case, it coincides with two points, while, in general, it has d− 1 dimensions.
The idea of the proof is to see that paths which move linearly (either up or
down) along a single coordinate must hit their respective face with positive
probability. Hence, there is a neighborhood on each face which has positive
conditional probability, thus the support must contain some point from each
of these faces and therefore the interior of its convex hull contains the origin.
Lemma A.2. Suppose that the assumptions of Theorem 1.2 hold true
and recall the notation in its proof in Section 3. On the set Ω \ An−1, we
have, almost surely,
0 ∈ int conv supp(∆n|Fτn−1) and P (∆n = 0|Fτn−1)> 0.(31)
Proof. Take D := Ω \ An−1. We will write τ for τn−1. Let F be the
(random) cube with edges (Sτ (1 + ε)
l(1), . . . , Sτ (1 + ε)
l(d)), l ∈ {±1}d. Also,
define its faces Fiz = ri{x ∈ F :x
i = (1 + ε)z}, z ∈ {±1},1 ≤ i≤ d, where ri
stands for “relative interior.”
Introduce the random functions
f iiz(t) := S
i
τ
(
1 +
2tε
T − τ
)z
, t ∈ [0, T − τ ],
f jiz(t) := S
j
τ , j 6= i, t ∈ [0, T − τ ],
fiz(t) := fiz(T − τ), t > T − τ,
for z ∈ {±1} and 1≤ i≤ d. Set ηiz := εmini S
i
τ/2.
We obtain as in the previous proof, that onD, with positive Fτ -probability,
the trajectory Sit attains S
i
τ (1 + ε)
z on [τ, τ + 3/4(T − τ)], while the other
coordinates Sjt , j 6= i, remain in the intervals (S
j
τ (1 + ε)
−1, Sj(1 + ε)). That
is,
P (Sτn − Sτ =∆n ∈ Fiz|Fτ )> 0 on D,
for each z, i, which means that the Fτ -conditional support of ∆n contains
some point of each face of the “bid–ask cube” F , hence its convex hull
contains 0 in its interior.
The proof of P (∆n = 0|Fτ ) > 0 on D also follows the argument of the
previous lemma. 
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