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Introduction
The main goal of this paper is to address the solvability of quasilinear elliptic equations with gradient nonlinearity of natural growth of the form (1.1)
in a bounded open set Ω ⊂ R n . Here ∆ p u := div(|∇u| p−2 ∇u), p > 1, is the p-Laplacian and the datum σ is a distribution in Ω. More generally, we also consider the equation The precise assumptions on the nonlinearities A, B and the the precise definition of solutions to (1.2) will be given in Section 2. Here we emphasize that in this paper we are interested only in finite energy solutions u with zero boundary condition in the sense that u ∈ W As an application of the study of (1.1), we also obtain existence of finite energy solution to the quasilinear Schrödinger type equation
Equation (1.1) is a prototype for quasilinear equations with natural growth in the gradient that has attracted a lot of attention in the past years. It can be viewed as a quasilinear stationary version of a time-dependent viscous Hamilton-Jacobi equation, also known as the Kardar-Parisi-Zhang equation, which appears in the physical theory of surface growth [23, 24] .
As far as existence is concerned, the nonlinearity |∇u| p in (1.1) is considered "to have the bad sign" and by now it is well-known that in order for (1.1) to have a solution the datum σ must be both small and regular enough. In particular, if σ is a nonnegative distribution
in Ω (i.e., a nonnegative locally finite measure in Ω), then a necessary condition for the first equation in (1.1) to have a W 1,p loc (Ω) solution is that (see [20, 21, 22 Thus a natural space of solutions associated to (1.1) is the space S of functions u ∈ W 1,p 0 (Ω) such that (1.5) holds for some A > 0. The main question we wish to address here is to find an optimal (largest) space D of 'data' so that whenever σ ∈ D with sufficiently small norm σ D then (1.1) admits a solution in S. In the case σ ≥ 0 we can completely characterize the existence of finite energy solutions to (1.1) in the following theorem. We remark again that in this case all W 
In the linear case, p = 2, these necessary and sufficient conditions have been observed in [17] . See also [1] (for p = 2) and [19] for certain related results that were obtained by different methods. We remark that, under a mild restriction on the domain, by Hardy's inequality (see [3, 25] ), Theorem 1.1 covers the case of unbounded measure such as σ = ε dist(x, ∂Ω) −1 for some ε > 0. It is also worth mentioning that in the case p = 2 and σ is a nonnegative locally finite measure, other sharp existence results for (1.1) were obtained in [20] for Ω = R n and recently in [17] for bounded domains Ω with C 2 boundary under a very weak notion of solution and boundary conditions. The first part of Theorem 1.1 follows from the known necessary condition (1.4), Hölder's inequality, and the assumption that ∇u ∈ L p (Ω), since we have
On the other hand, the second part is a consequence of Theorem 1.2 below that treats even sign changing distribution datum σ. This in fact is the main result that will be obtained in this paper.
In particular, both σ and |F | p p−1 belong to the dual space (W
for some λ ∈ (0, (p − 1) p−1 ). Then equation (1.1) has a (possibly sign changing) solution 
Remark 1.4. By Hölder's inequality we see that if F satisfies (1.6) for some A > 0 then
Thus by Theorem 1.
Remark 1.5. Let µ be a nonnegative locally finite measure in Ω. It is well-known that the inequalityˆΩ
is equivalent to the condition
Thus in (ii) of Theorem 1.2 , condition (1.7) can be replaced by (1.8)
Moreover, by (ii) of Theorem 1.2, if f is a locally finite signed measure in Ω with |f | ∈ (W 1,p 0 (Ω)) * such that (1.8) holds with dµ = d|f |, the we have a decomposition
where
also satisfies (1.8). See [5, 18] for a similar decomposition of measures that are continuous w.r.t the p-capacity.
,∞ (Ω) with 1 < p < n, it is known that (see, e.g., [16, Eqn. (2.6)])
where the constant S n,p is given by
This shows that in Theorem 1.2(ii), condition (1.7) can be replaced by |F |
,∞ (Ω) with a sufficiently small norm. Existence results under this weak norm condition have been obtained in [16] . See also the earlier works [14, 15] where the strong norm condition involving L n p (Ω) was used instead. More general existence results in which |F | p p−1 + |f | is assumed to be small in the norm of certain Morrey spaces can be found in the recent paper [29] . Those Morrey space conditions are also stronger than condition (1.7) as they fall into the realm of Fefferman-Phong type conditions (see, e.g., [11, 12, 13, 31, 32] ).
We now discuss the Schrödinger type equation with distributional potential (1.3). This equation is interesting in its own right and has a strong connection to equation (1.1) as being observed and exploited, e.g., in [1, 19, 21, 22] .
By a solution to (1.3), we mean the following definition.
Note that the right hand side of (1.9) makes sense since v p−1 ϕ ∈ W 
for some λ ∈ (0, (p − 1) min{1,p−1} ). Then equation ( 
Remark 1.9. If the factor (p − 1) 1−p on the right-hand side of (1.3) is dropped then the
if p ≤ 2 as in [22] . The sharpness of p # (and that of (p − 1) min{1,p−1} for (1.3)) was also justified in [22] .
One could also treat the Schrödinger type equation (1.3) in a more general fashion, where the standard p-Laplacian is replaced by a quasilinear elliptic operator with merely measurable 'coefficients'. See Remark 6.1 below and see also [22] .
We mention that the existence of finite energy solutions to (1.3) in the case σ ≥ 0 was obtained in [19] by a method that does not seem to work for sign changing σ (see also [1] for p = 2). On the other hand, the work [22] (see also [21] ) obtains a locally finite energy
loc (Ω) to the first two equations in (1.3) (without any boundary conditions) only under the mild restriction
for some λ ∈ (0, (p − 1) min{1,p−1} ) and Λ ∈ (0, +∞). Moreover, v also satisfies (1.10) for some A > 0. Then, also under the restriction λ ∈ (0, (p − 1) min{1,p−1} ), by the logarithmic transformation u = (p − 1) log(v) it was obtained in [22] , a solution u ∈ W 1,p loc (Ω) to the first equation in (1.1) (but without any boundary condition) that also satisfies (1.5) for some
In this paper, we follow an opposite route, i.e., we first treat equation (1.1) directly and then deduce existence for the Schrödinger type equation (1.3) from it. This way, we are able to treat equation (1.1) in its most general form, i.e., the nonlinear equation with general structure (1.2). Moreover, for equation (1.1) we obtain larger upper bound for λ in the existence condition (1.7) (i.e., (p − 1) p−1 versus (p − 1) min{1,p−1} ). Our approach to (1.2) is a refinement of the approach of V. Ferone and F. Murat in [15, 16] . The main difficulties to overcome here are the generality nature of σ and the sharpness of the smallness constants.
In particular, in this scenario one does not gain any higher integrability on the nonlinear term B(x, u, ∇u), which makes it impossible to follow a compactness argument as in [29] .
Moreover, in order for us to apply the existence results of (1.1) to (1.3) we need to find a solution u of (1.1) with the additional property that both e 
Equations with general nonlinear structure
As we have mentioned, existence results in the spirit of Theorem 1.2(ii) also hold for equations with a more general nonlinear structure (1.2). For that we need the following assumptions on the nonlinearities A and B:
Assumption on A. The nonlinearity A : Ω × R × R n → R n is a Carathédory function, i.e., A(x, s, ξ) is measurable in x for every (s, ξ) and continuous in (s, ξ) for a.e. x ∈ Ω. For some p > 1, it holds that
for every (ξ, η) ∈ R n × R n , ξ = η, and a.e. x ∈ Ω. Here α 0 > 0, and a 0 , a 1 ≥ 0.
Assumption on B. The nonlinearity B : Ω × R × R n → R is a Carathédory function which satisfies, for a.e. x ∈ Ω, every s ∈ R, and every ξ ∈ R n ,
where m > 0, and b 0 , b 1 , γ 0 ≥ 0. Here α 0 is as given in (2.2).
By a solution of (1.2) we mean the following.
holds for all test functions ϕ ∈ C ∞ c (Ω).
We remark that in the case B(x, u, ∇u) ∈ L 1 (Ω) and σ ∈ (W 
(using Theorem 9.3.1 in [2] and suitable convolutions).
We mention that in the special case |B(x, u, ∇u)| ∈ (W 1,p 0 (Ω)) * ∩ L 1 (Ω), we can even drop the condition ϕ ∈ L ∞ (Ω). In fact, we have the following more general result.
Lemma 2.2. Suppose that f is a locally finite signed measure in Ω with |f | ∈ (W
where ϕ is any cap p -quasicontinuous representative of ϕ.
In the case f is nonnegative, the proof of Lemma 2.2 can be found in [30, Lemma 2.5].
The general case also follows from that, since f = f + + f − and both f + and f − belong to
In what follows, when dealing with pointwise behavior of functions in W 1,p 0 (Ω) we will implicitly use their cap p -quasicontinuous representatives. Lemma 2.2 will be used, e.g., in (3.11) below.
Under the above assumptions on A and B, we obtain the following existence result.
Moreover, for any δ 1 > γ 0 such that (2.5) holds with
we have e δ 1 |u|
Remark 2.4. It is easy to check that, for δ 1 > γ 0 one has
Moreover, for example with p > 2 and α 0 = γ 0 = 1, if (2.5) holds with λ < p − 1 ∈ (0, (p − 1) p−1 ), then we see that (3.2) holds with 1 ≤ δ < (p − 1)(p − 1)
allow us to take δ = p − 1! On the other hand, for λ < p − 1 inequality (2.7) holds with
Due to the general structures of A and B, here we do not claim that the solution u obtained in Theorem 2.3 satisfies the Poincaré-Sobolev inequality (1.5).
The paper is organized as follows: In Section 5, we provide the proof of Theorem 2.3.
This proof is based on the existence of solutions to an approximate equation along with certain uniform bounds given in Section 4. These important uniform bounds are in turn deduced from the a priori estimate of Section 3, though not directly. Finally, the proof of Theorems 1.2 and 1.8 will be given in Section 6.
An a priori estimate
In this section, we obtain certain exponential type a priori bounds for solutions of
where ε ≥ 0. The case ε > 0 will be needed in the next section to absorb certain unfavorable terms in the approximating process; see (4.9) below. Earlier, this idea was implemented by V. Ferone and F. Murat in [16] .
and f is a locally finite signed
Here M δ is independent of u and ε.
Moreover, for any δ 1 > γ 0 such that e δ 1 |u|
(Ω), and (2.5) holds with λ satisfying (2.7), we have 
The constants M δ 1 and C δ 1 are independent of u and ε.
Proof. Let u ∈ W Indeed, for ε > 0 define f ε (x) =
in the weak sense. Note that
and thus by Dominated Convergence Theorem we find
Now using the assumption e µ|u| |∇u| ∈ L p (Ω) and letting s → ∞, we obtain (3.4).
For each s > 0, we will use the following test function for (3.1):
where u s = T s (u) and w s = sign(u)[e µ|us| − 1]/µ with µ = δ/(p − 1).
From the definition of w s we have |w s | ≤ |w| and ∇w s = e µ|us| ∇u s . Thus both w s and We now write this equality as (3.5)
where I i , i ∈ {1, . . . , 6}, are the corresponding terms.
Estimate for I 1 : Since ∇w s = e µ|us| ∇u s , using the coercivity condition (2.2), we see that
where we used the fact µ + δ = pµ. 
Since we assume δ ≥ γ 0 , this and the second condition in (2.4) imply that
+ˆΩ B(x, u, ∇u)sign(u)e δ|us| |w s |χ {|u|>s} dx ≤ˆΩ B(x, u, ∇u)sign(u)e δ|us| |w s |χ {|u|>s} dx.
Thus by the first inequality on (2.4) and the fact that
we find
Estimate for I 5 + I 6 : Using (3.9) again and Lemma 2.2 we have
Using the inequality
and Hölder's inequality we have
We recall that by approximation and Fatou's lemma (2.5) holds for all ϕ ∈ W 1,p 0 (Ω). Then by (2.5) we get
We now use estimates (3.6), (3.7), (3.10) and (3.12) in equality (3.5) to obtain the following bound
and thus we can choose ε > 0 small enough so that κ(ε) > 0.
Since (e µ|u| − 1) ∈ W 1,p 0 (Ω), by Sobolev's embedding theorem it holds that e pµ|u| ∈ L n n−p (Ω) if 1 < p < n and e pµ|u| ∈ L 2 (Ω), say, if p ≥ n. Thus we have |u| m e pµ|u| ∈ L 1 (Ω). Now letting sր∞ in the last inequality, we find
which yields
Finally, note that
and hence, we also have
This proves inequality (3.2) for all δ ∈ [γ 0 , δ 0 ).
To prove inequality (3.3) for δ 1 , we first define µ 1 = δ 1 p−1 and redefine
Observe that
for all ε ∈ (0, 1), and thus by the first inequality in (3.8), with (δ 1 , µ 1 ) in place of (δ, µ), we have
Here in the last inequality we used that δ 1 > γ 0 and |∇w s | p = e (δ 1 +µ 1 )|us| |∇u s | p .
Thus arguing as in (3.10) for the last term we find
Using estimates (3.6), (3.7), (3.12) (with (δ 1 , µ 1 ) in place of (δ, µ)) and (3.14) in equality (3.5) we then get
1 λ, with ε ∈ (0, 1). Thus when (2.7) holds we can find ε ∈ (0, 1) such that κ 1 (ε) > 0. Then using Young's inequality and letting
This proves inequality (3.3) for all δ 1 > γ 0 such (2.7) holds.
Existence of solutions to an approximate equation
For k > 0, we now define a function H k (x, s, ξ) by letting
Note |H k (x, s, ξ)| ≤ k, and (2.4) also holds with H k (x, s, ξ) in place of B(x, s, ξ). Moreover,
The goal of this section is to obtain existence results for the approximate equation
and f is a locally finite signed measure in Ω with |f | ∈ (W 1,p 0 (Ω)) * such that (2.5) holds for all ϕ ∈ C ∞ c (Ω), with λ ∈ (0, γ
Moreover, for any δ 1 > γ 0 such that (2.7) holds then we have
Here the constants M δ and M δ 1 are independent of k.
Proof. Since σ ∈ (W 1,p 0 (Ω)) * and |H k (x, s, ξ)| ≤ k, by the theory of pseudomonotone operators (see, e.g., [26] , [27, Chapter 6] , and [8] ), for any ε > 0 there exists a solution
The next step is to obtain uniform bounds of the form (4.3)-(4.4) for {u k,ε }. However, we cannot directly apply Theorem 3.1 here since we do not know if e where the expressions for I 1 , I 2 , I 3 , I 5 , I 6 are as in the proof of Theorem 3.1. The term I ′ 4 is similar to I 4 given in the proof of Theorem 3.1 except that B(x, u, ∇u) is now replaced by
Thus lower estimates for I 1 , I 2 and upper estimates for I 5 + I 6 are unchanged; see (3.6), (3.7), and (3.12). As in (3.8) we have the following upper estimate for I 3 + I ′ 4 :
Thus, instead of (3.10), we now get (4.7)
Similarly, instead of (3.14), we now obtain
+ kˆΩ e δs e µs − 1 µ χ {|u|>s} dx.
We recall that in (4.8), µ 1 = δ 1 p−1 with w, w s to be understood as in (3.13). When ε > 0 and s is such that εs p−1 ≥ k by (3.7) and (4.7) we have (4.9)
and thus it follows from (4.6) that
With this, employing (3.6) and (3.12) we find
At this point we let sր∞ to obtain that any solution u = u k,ε to (4.5) satisfies the bound (4.10)
for every δ ∈ [γ 0 , δ 0 ). For δ 1 > γ 0 such that (2.7) holds, using (4.8) and arguing similarly we obtain
As the bound (4.10) is uniform in ε, we can extract a subsequence, still denoted by ε, such that
, and a.e. in Ω,
Due to the pointwise a.e. convergence, we see that u k also satisfies (4.10)-(4.11) for every δ ∈ [γ 0 , δ 0 ) and every δ 1 > γ 0 such that (2.7) holds.
Recall that we have This allows us to pass to the limit in (4.12) as εց0 + to see that u k solves (4.2) and satisfies the bounds (4.3)-(4.4).
Proof of Theorem 2.3
This section is devoted to the proof of Theorem 2.3. As u k solves (4.2), we have
Thus to show that u is a solution of (2.6) it is enough to show that
so that we can pass to the limit in (5.1) using (2.4), (4.3), and Vitali's Convergence Theorem.
For each s > 0 we can write
In order to show (5.2) we shall show that the following limits hold:
The rest of the proof will be devoted to the verification of these limits. 
Using the estimate (4.3), we then find
which yields (5.3).
Proof of (5.4). Following [16] (see also the earlier works [15, 4] ), we shall make use of the following test function in (5.1):
and ψ is a C 1 and increasing function from R to R satisfying (5.6) ψ(0) = 0 and ψ
. For example, the function ψ(r) = 2re
will do. We then havê
Note that the term on the left-hand side in the above equality can be written aŝ
Thus combining the last two equalities we obtain (5.7)
where we have defined
and
We now write I 4 as (5.8)
Note that |∇T j (u k )| ≤ |∇u k | and hence using the growth conditions in (2.3) and (2.4)
we get
where we used Young's inequality in the second inequality and the coercivity condition (2.2) in the last inequality. Thus, recalling that
, we find
Using this bound, equalities (5.7)-(5.8), and the inequality in (5.6), we now obtain where
We shall next treat each term on the right-hand side of (5.9).
The term I 2 : We know that u k k − → u a.e., from which we see that z k k − → 0 a.e. and hence
Thus using the pointwise estimate, which follows from (2.3),
and the fact that
a.e. we get that
in Ω \ {|u| = s} while |∇T s (u)| = 0 a.e. on {|u| = s}, we have from Lebesgue's Dominated Convergence Theorem that
Thus with the observation
The above calculations imply that lim k→∞ I 2 = 0.
On the other hand, again by (5.10) and Lebesgue's Dominated Convergence Theorem we have
Thus we see that lim k→∞ I 3 = 0.
Again by Lebesgue's Dominated Convergence Theorem we have
Thus using (5.11) (recall that ∇z k = ∇T s (u k ) − ∇T s (u)) we obtain that
On the other hand, from the definition of z k we have We have shown that lim k→∞ (−I 2 −I 3 +I 5 +I 6 +I 7 +I 8 ) = 0 and lim sup j→∞ sup k>0 I ′ 4 = 0. For each fixed s > 0, we now let
As D k ≥ 0 (by (2.1)), in view of (5.9) we find that At this point we use the conditions (2.1)-(2.3) and a result of F. E. Browder (see [10] or [7, Lemma 5] ) to complete the proof of (5.4).
6. Proof of Theorems 1.2 and 1.8
We are now ready to prove Theorem 1.2. (ii) Suppose that σ = div F + f where F ∈ L However, note that no regularity assumption in the x-variable of A(x, ξ) is needed here.
