We consider concurrent models of computation where "actors" (components that are in charge of their own actions) communicate by exchanging messages. The interfaces of actors principally consist of "ports," which mediate the exchange of messages. Actor-oriented architectures contrast with and complement object-oriented models by emphasizing the exchange of data between concurrent components rather than transformation of state. Examples of such models of computation include the classical actor model, synchronous languages, data-flow models, process networks, and discreteevent models. Many experimental and production languages used to design embedded systems are actor oriented and based on one of these models of computation. Many of these models of computation benefit considerably from having access to causality information about the components. This paper augments the interfaces of such components to include such causality information. It shows how this causality information can be algebraically composed so that compositions of components acquire causality interfaces that are inferred from their components and the interconnections. We illustrate the use of these causality interfaces to statically analyze timed models and synchronous language compositions for causality loops and data-flow models for deadlock. We also show that that causality analysis for each communication cycle can be performed independently and in parallel, and it is only necessary to analyze one port for each cycle. Finally, we give a conservative approximation technique for handling dynamically changing causality properties.
INTRODUCTION
Although prevailing component architecture techniques in software are object oriented, a number of researchers have been advocating a family of complementary approaches that we collectively call actor oriented [Lee 2003 ]. In practice (as realized in UML, C++, Java and C#), the components of object-oriented design interact principally through transfer of control (method calls) and transformation of state. The components are passive, and things get done to them, much like physical "objects" from which the name arises.
1 "Actors" react to stimulus provided by their environment, which can include other actors. As a component architecture, the difference is one of emphasis and interpretation: objects interact principally through transfer of control, whereas actors interact principally through exchange of data. An immediate consequence is that actor-oriented designs tend to be highly concurrent.
Related Work
Several distinct research communities fall within this broad framework. As suggested by the name, the classical "actor model" [Agha 1990; Hewitt 1977] falls into this category. In the actor model, components have their own thread of control and interact via message passing. We are using the term "actors" more broadly, inspired by the analogy with the physical world, where actors control their own actions. 2 In fact, several other communities use similar ways of defining components. In the synchronous/reactive languages [Benveniste and Berry 1991] , which are principally used for embedded software, components react at ticks of a global clock, rather than reacting when other components invoke their methods. In the synchronous language Esterel [Berry and Gonthier 1992] , components exchange data through variables whose values are (semantically) determined by solving fixed-point equations. The Lustre [Halbwachs et al. 1991] and Signal [Benveniste and Guernic 1990] languages have a more dataflow flavor, but they have similar semantics. Asynchronous data-flow models are also actor oriented in our sense, including Kahn-MacQueen process networks [Kahn and MacQueen 1977] , where each component has its own thread of control, extensions to nondeterministic systems [de Kock et al. 2000] , and Dennis-style data flow [Dennis 1974] . In data flow, components (which are also called "actors" in the original literature) "fire" in response to the availability of input data. Process networks have also been used for embedded system design [de Kock et al. 2000] .
A number of component architectures that are not commonly considered in software engineering also have an actor-oriented nature and are starting to be used as source languages for embedded software Lee 2002] . Discrete-event (DE) systems, for example, are commonly used in circuit design and in modeling and design of communication networks [Cassandras 1993; Armstrong and Gray 2000] . In DE, components interact via events, which carry data and a time stamp, and reactions are chronologically ordered by time stamp. In continuous-time (CT) models, such as those specified in Simulink (from The MathWorks) and Modelica [Tiller 2001 ], components interact via (semantically) continuous-time signals, and execution engines approximate the continuous-time semantics with discrete traces.
Surrounding the actor-oriented approach are a number of semantic formalisms that complement traditional Turing-Church theories of computation by emphasizing interaction of concurrent components rather than sequential transformation of data. These include stream formalisms [Kahn 1974; Broy and Stefanescu 2001; Rutten 2005] , discrete-event formalisms [Yates 1993; Lee 1999] , and semantics for continuous-time models . A few formalisms are rich enough to embrace a significant variety of actor-oriented models, including interaction categories [Abramsky et al. 1995] , behavioral types [Lee and Xiong 2004; Arbab 2005] , interaction semantics [Talcott 1996] , and the tagged-signal model [Lee and Sangiovanni-Vincentelli 1998 ].
Some software frameworks also embrace a multiplicity of actor-oriented component architectures, including Reo [Arbab 2004 ], Ptolemy II ], PECOS [Winter et al. 2002] , and Metropolis [Göessler and SangiovanniVincentelli 2002] . Finally, a number of researchers have argued strongly for separation between the semantics of functionality (what is computed) and that of interaction between components [Buck et al. 1994; Keutzer et al. 2000; Göessler and Sifakis 2005; Wegner et al. 2005] .
In the object-oriented world, a great deal of time and effort has gone into defining interfaces for components. Relatively little of this has been done for actor-oriented models. Xiong [2002] extends some basic object-oriented typing concepts to actor-oriented designs by clarifying subtyping relationships when interfaces consist of ports (which represent senders or receivers of messages) rather than methods. This is extended further in Lee and Neuendorffer [2004] with inheritance mechanisms.
Summary of the Contribution
In this paper, we give an interface theory [de Alfaro and Henzinger 2001] , similar in spirit to resource interfaces [Chakrabarti et al. 2003 ] and behavioral-type systems [Lee and Xiong 2004] , but expresses different properties of systems. Our theory captures causality properties of actor-oriented designs.
3 Causality properties reflect in the interface the dependence that particular outputs have on particular inputs. The work here is closest in spirit to the component interfaces in Broy and Stefanescu [2001] , where algebraic compositions of stream functions are formalized. In this paper, however, we build a rather specialized theory (of causality only) that is orthogonal to other semantic properties. Thus, whereas the work of Broy is tightly coupled to stream semantics, our work can be applied to streams as well as to other concurrent semantics, such as that of the synchronous languages, discrete-event models, and continuous-time models. By specializing to talk only about causality, we can develop a rich theory that applies across concurrent models of computation.
Following de Alfaro and Henzinger [2001] and common practice in objectoriented design, an actor can have more than one interface. We consider actors with input and output ports, where each input port receives zero or more messages, and the actor reacts to these messages by producing messages on the output ports. One interface of the actor defines the number of ports, gives the ports names or some other identity, and constrains the data types of the messages handled by the port [Xiong 2002] . Another interface of the actor defines behavioral properties of the port, such as whether it requires input messages to be present in order to react [Lee and Xiong 2004] .
A causality interface declares the dependency that output messages have on input messages. How this information is used depends on the model of computation. In this paper, we focus on several models of computation with least fixed-point semantics. In stream-oriented data-flow models, our causality interface can be used to analyze compositions of actors for deadlock [Broy and Stefanescu 2001; Lee and Parks 1995] . In discrete-event models, it can be used to ensure deterministic processing of simultaneous events and to identify causality loops [Lee 1999; Yates 1993] . In synchronous languages, it can be used to identify whether a combinational cycle has a reactive and deterministic behavior for all possible combinations of input values [Schneider et al. 2004; Berry 1996; Edwards and Lee 2003] . In all three cases, the causality properties of components determine whether a particular composition is "live."
ACTORS AND THEIR COMPOSITION
We begin by giving a formal structure for actors that is sufficiently expressive to embrace all of the models of computation of interest. We then briefly discuss syntaxes that are amenable to actor models and define the visual syntax used in this paper. We then review fixed-point semantics, which is used in quite a few models of computation and serves as the semantic foundation for our causality interfaces.
The Tagged Signal Model
The tagged-signal model [Lee and Sangiovanni-Vincentelli 1998 ] provides a formal framework for considering and comparing actor-oriented models of computation. It is similar in objectives to the coalgebraic formalism of abstract behavior types in Arbab [2005] , interaction categories [Abramsky et al. 1995] , and interaction semantics [Talcott 1996] . As with all three of these, the tagged signal model seeks to model a variety of interaction styles between concurrent components.
Interactions between actors are tagged signals, which are sets of (tag, value) pairs. The tags come from a partially or totally ordered set T , the structure of which depends on the model of computation. For example, in a simple (perhaps overly simple) discrete-event model of computation, T might be equal to the set of nonnegative real numbers with their ordinary numerical ordering Formally, an event is a pair (t, v) , where t ∈ T and v ∈ V is a set of values. The set of events is E = T × V. Following Liu [2005] and Liu and Lee [2006] , a signal s is a function from a down set of T to V. A down set T ⊆ T is a subset that satisfies
Such a down set T , where a signal s is defined, is also called the preimage of s, written as dom(s). A signal is called complete if dom(s) = T . We use D(T ) to denote the set of down sets of T .
LEMMA 2.1. Let D(T ) be the set of all down sets of a partially ordered set T .
(D(T ), ⊆) is a complete partial order (CPO).

(D(T ), ⊆) is a complete lattice.
(D(T ), ⊆) is totally ordered if, and only if, (T , ≤) is totally ordered.
PROOF. Part 1 and Part 2 come from Liu [2005] . We now prove Part 3. We first prove the backward implication. Given that T is totally ordered, we need to show that
Hence, since T is totally ordered, t 2 ≤ t 1 for all t 2 ∈ T 2 . Therefore, ∀ t 2 ∈ T 2 , t 2 ∈ T 1 . This means T 2 ⊆ T 1 . In summary, we have either
We next prove the forward implication. We need to show that ∀ t 1 , t 2 ∈ T , either t 1 ≤ t 2 or t 2 ≤ t 1 . Let
T 1 and T 2 are two down sets.
Assuming D(T ) is totally ordered, we have either T 1 ⊆ T 2 or T 2 ⊆ T 1 . If T 1 ⊆ T 2 , since t 1 ∈ T 1 , then t 1 ∈ T 2 . This leads to t 1 ≤ t 2 . Similarly, if T 2 ⊆ T 1 , we can prove that t 2 ≤ t 1 . Therefore, T is totally ordered. Part 3 of Lemma 2.1 tells us that the total ordering of a tag set T is a necessary and sufficient condition for the total ordering of its D(T ). Thus, we do not need to make distinction between these two concepts.
We assume for simplicity one tag set T and one value set V for all signals, but nothing significant changes in our formalism if distinct signals have different tag and value sets. We write the set of all signals S. The graph of a signal s ∈ S is graph(s) = {(t, v) ∈ T × V | s(t) is defined and s(t) = v}.
We define a prefix order on signals as follows. Given s 1 , s 2 ∈ S, s 1 s 2 (read s 1 is a prefix of s 2 ), if graph(s 1 ) ⊆ graph(s 2 ). (S, ) is also a CPO [Liu 2005 ]. The least element of S is the empty signal, denoted ⊥. The set of N tuples of signals is S N . The prefix order extends naturally to S N and S N is also a CPO. { p1, p2, p3, p4, p5, p6} is the set of ports contained by the composite actor a. Q = {q1, q2, q3, q4, q5, q6} is the set of external ports of a.
Actors receive and produce signals on ports. An actor a with N ports is a subset of S N . A particular s ∈ S N is said to satisfy the actor if s ∈ a; s ∈ a is called a behavior of the actor. Thus, an actor is a set of possible behaviors. An actor therefore asserts constraints on the signals at its ports.
A connector c between ports P c is a particularly simple actor where signals at each port p ∈ P c are constrained to be identical. The ports in P c are said to be connected.
A set A of actors and a set C of connectors defines a composite actor. The composite actor is defined to be the intersection of all possible behaviors of the actors A and connectors C [Lee and Sangiovanni-Vincentelli 1998 ].
In many actor-oriented formalisms, ports are either inputs or outputs to an actor, but not both. Consider an actor a ⊆ S N , where I ⊆ {1, . . . , N } denotes the indices of the input ports, and O ⊆ {1, . . . , N } denotes the indices of the output ports. We assume that I ∪ O = {1, . . . , N } and I ∩ O = ∅. Given a signal tuple s ∈ a, we define π I (s) to be the projection of s on a's input ports and π O (s) on output ports. The actor is said to be functional if
Such an actor can be viewed as a function from input to output signals. Specifically, given a functional actor a with |I | input ports and |O| output ports, we can define an actor function with the form
where | · | denotes the size of a set. When it creates no confusion, we make no distinction between the actor a (a set of behaviors) and the actor function F a . A source actor is an actor with no input ports (only output ports). It is functional if, and only if, its behavior set is a singleton set. That is, it has only one behavior. A sink actor is an actor with no output ports and it is always functional.
A composite actor is itself an actor. In addition to the set P of ports contained by the composite actor a, the actor may have a set Q of external ports, where Q P = ∅ (see Figure 1) . Input ports in Q may be connected to any input port in P that is not already connected. Output ports in Q may be connected to any 
Syntax
Actor-oriented languages can be either self-contained programming languages (e.g., Esterel, Lustre, LabVIEW) or coordination languages (e.g., Manifold [Papadopoulos et al. 2006] , Simulink, Ptolemy II). In the former case, the "atomic actors" are the language primitives. In the latter case, the "atomic actors" are defined in a host language that is typically not actor oriented (but is often object oriented). Actor-oriented design is amenable to either textual syntaxes, which resemble those of more traditional computer programs, and visual syntaxes, with "boxes" representing actors and "wires" representing connections. The synchronous languages Esterel, Lustre, and Signal, for example, have principally textual syntaxes, although recently visual syntaxes for some of them have started to catch on. Ports and connectors are syntactically represented in these languages by variable names. Using the same variable name in two modules implicitly defines ports for those modules and a connection between those ports. Visual syntaxes are more explicit about this architecture. Examples with visual syntaxes include Simulink, LabVIEW, and Ptolemy II.
A visual syntax for a simple three-actor composition is shown in Figure 1a . Here, the actors are rendered as boxes, the ports as triangles, and the connectors as wires between ports. The ports pointing into the boxes are input ports and the ports pointing out of the boxes are output ports. A textual syntax for the same composition might associate a language primitive or a user-defined module with each of the boxes and a variable name with each of the wires.
The composition in Figure 1a is closed. In Figure 1b , we have added a level of hierarchy by creating an open composite actor a with external ports {q 1 , q 2 , . . . , q 6 }. In Figure 1c , the internal structure of the composite actor is hidden. Using the techniques introduced in this paper, we are able to do that without losing essential causality information of composite actor a.
In fact, any network of actors can be converted to an equivalent hierarchical network, where the composite actor internally has no directed cycles, like that in Figure 1c . A constructive procedure that performs this conversion is easy to develop. Just create one input port and one output port for each signal in the original network, e.g., in Figure 1a , the signal going from p5 to p2 induces ports q5 and q2 in Figures 1b and c . Then, connect the output port providing the signal value ( p5 in this example) to the new output port (q5), and connect the new input port (q2) to any input ports that observe the signal ( p2). This can be done for any network, always resulting in a structure like that in Figure 1c .
Fixed-Point Semantics
It is easy to see that if actors a 1 , a 2 , and a 3 in Figure 1b are functional, then the composite actor a in Figure 1c is The feedback connectors in Figure 1c require the signals at the input ports of a to be the same as the signals at its outputs. Thus, the behavior of the feedback composition in Figure 1c is s ∈ S 3 that is a fixed point of F a . That is,
A key question, of course, is whether such a fixed point exists (does the composition have a behavior?) and whether it is unique (is the composition determinate?). In quite a few models of computation, including synchronous language compositions, timed models, and data-flow models, we define the semantics of the diagram to be the least fixed point (least in the prefix order), if it exists. The least fixed point is assured of existing if F a is monotonic (order preserving), and a constructive procedure exists for finding that least fixed point, if F a is also (Scott) continuous (in the prefix order) [Davey and Priestly 1990] . It is easy to show that if a 1 , a 2 , and a 3 in Figure 1b have continuous actor functions, then so does a in Figure 1c . Continuity is a property that composes easily.
However, even when a unique fixed point exists and can be found, the result may not be desirable. Suppose, for example, that in Figure 1c F a is the identity function. This function is continuous, so under the prefix order, the least fixed point exists and can be found constructively. In fact, the least fixed point assigns to each port the empty signal. We wish to ensure that for a particular network of actors, if all sources of data are complete (∀ input signal s, dom(s) = T ), then all signals in the network are complete. A network that satisfies this requirement is said to be live.
Whether such a liveness condition exists may be harder to determine than whether the composition yields a continuous function. In fact, Buck [1993] showed in that boolean data flow is Turing complete and, therefore, liveness is undecidable for boolean data-flow models. It follows that, in general, this question is undecidable since boolean data flow is a special case. The causality interfaces we define here provide necessary and sufficient conditions for the liveness condition. Because of the fundamental undecidability, our necessary and sufficient conditions cannot always be statically checked. However, we will show that for some concurrent models of computations, they can always be checked.
DEPENDENCY ALGEBRA
Through the tags, the tagged signal model represents causality relationships via ordering constraints on the tags. A similar representation is accomplished in the reactive modules model [Alur and Henzinger 1999] . However, this representation of causality is low level, and difficult to abstract. We give here an algebraic framework that abstracts these causality properties and provides a compositional formalism.
In this section, we introduce the dependency algebra (D, ≤, ⊕, ⊗). The dependency set D is a partially ordered set with two binary operations ⊕ and ⊗ that satisfy the axioms given below. The elements of D are called dependencies, which represent the dependency relations between ports.
•
29:9
First, we require that the operators ⊕ and ⊗ be associative,
Second, we require that ⊕ (but not ⊗) be commutative,
and idempotent,
In addition, we require an additive and a multiplicative identity, called 0 and 1, respectively, that satisfy:
The ordering relation ≤ on the set D is a partial order, meaning, as usual,
Finally, a key axiom of D relates the operators and the order as follows.
Using these axioms, we get the following property:
PROPERTY 3.1. The additive identity 0 is the top element of the partial order (D, ≤).
PROOF. Using Equation (6), let d 1 = 0, from which we conclude
CAUSALITY INTERFACES
Definition
A causality interface for an actor a with input ports P i and outports P o is a function
where D is a dependency algebra as defined in the previous section. Ports connected by connectors will always have causality interface 1 and lack of dependency between ports will be modeled with causality interface 0.
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Causality Interfaces for Functional Actors
Recall that a functional actor can be viewed as a function that maps its input to its output signals. We define the dependency set D for functional actors to be a set of functions:
where (X → Y ) denotes the set of total functions with domain X and range contained by Y . Recall from Section 2.1 that D(T ) is the set of down sets of the tag set T . With appropriate choices for an order and ⊕ and ⊗ operators, the set D forms a dependency algebra. We define the order relation ≤ such that
The ⊕ operation computes the greatest lower bound of two elements in D,
To see that Equation (9) computes the greatest lower bound of d 1 and
The ⊗ operator is function composition, i.e.,
The multiplicative identity 1 is the identity function, d I : D(T ) → D(T ), given by
With these definitions, the dependency set Equation (8) satisfies all of the axioms described in Section 3.
Recall that actors respond to events at input ports by producing events at output ports. For input port p and output port p of an actor a, the causality interface δ a ( p, p ) is interpreted to mean that a signal defined on T ∈ D(T ) at port p can affect the signal defined on (δ a ( p, p ))(T ) at port p . That is, there is a causal relationship between the portion of the input signal defined on T and the portion of the output signal defined on (δ a ( p, p ))(T ). To make this precise, first consider an actor a with one input port p, one output port p , and
where s ↓ T means the function s is restricted to a subset T of T (recall that a signal is a function from a down set of T to V). We can generalize this to actors with multiple input and output ports. The concept is similarly simple, although the notation is more complex. As in Section 2.1, let a ⊆ S N be an actor with N ports. Let I ⊆ {1, . . . , N } and O ⊆ {1, . . . , N } denote the indices of the input and output ports, where
denote the actor function. Consider an s ∈ S N , and ∀ i ∈ {1, . . . , N }, let s i be the projection of s on port i. For any i ∈ I and o ∈ O, the causality interface
That is, if the inputs of s and s are same at port i on the down set T and same on all other input ports, then the output signals at port o are same on the down
Recall that a functional source actor is an actor with no input ports and exactly one behavior. To give it a causality interface, we define a fictional absent input port ε, and for any output port
where s is the unique signal that satisfies the actor at
A sink actor is one with no output ports. Similarly, we define the causality interface of a sink actor to be a function that maps an input port p i of the actor and a fictional absent output port to the bottom function, i.e.,
The causality interface for a connector is simply the multiplicative identity 1 = d I .
A causality interface δ( p, p ) is said to satisfy the liveness condition if δ( p, p )(T ) = T . An actor is said to be live if all of its causality interfaces satisfy the liveness condition, i.e., a complete input yields a complete output. We say that a composition of actors is live if, given complete signals on all external inputs, then all signals that satisfy the composition are complete. For a live composition, every causality interface is live, except those of sink actors.
A (functional) actor a with input ports P i is said to be monotonic (or order preserving) if
where F a is the actor function of a. Intuitively, monotonicity says that if the input signal is extended to a larger down set, the output signal can only be 
If T is totally ordered, then
PROOF. We first prove Equation (10).
We next prove Equation (11).
Note
. Hence, Equation (11) holds. We next prove Equation (12). If T is totally ordered, then D(T ) is also totally ordered. Therefore, either
and Equation (12) holds.
For the purpose of this paper, we assume all actors are (Scott) continuous, a stronger property than monotonicity. A chain in a CPO is a totally ordered subset of the CPO. In a CPO, every chain C has a least upper bound, written C (this is what makes the CPO "complete"). An actor a is said to be (Scott) continuous if, for all chains C ⊆ S |P i | , the least upper bound F a (C) exists and
Here it is understood that
Since the domains of the signals in a chain C also form a chain in D(T ) (a CPO with set inclusion order), it is easy to see that the following property holds: Continuity implies monotonicity [Davey and Priestly 1990] , so it follows that the causality interfaces of a continuous actor are also monotonic.
We will establish necessary and sufficient conditions for a composition of actors to be live. To do this, we need some technical results for functions on down sets. First, we define a new relation ≺ on D as follows.
The relation ≺ is a strict partial order, meaning, as usual, that it is
It is easy to see irreflexivity and transitivity hold for the ≺ relation. To see antisymmetry, consider two functions
PROOF. We define a subset
The forward implication of Equation (16) is proved in Equation (15). Assuming that T is totally ordered, we now prove the backward implication. Assuming The following example shows that the backward implication of Equation (16) does not hold if T is not totally ordered.
Example 4.5. Consider the following tag set T = {a, α}, where a and α are not comparable. Then, D(T ) = {∅, {a}, {α}, {a, α}}.
We define d 1 to be the identity function d I , and d 2 , d 3 are given as follows:
We also note that in this case, the least fixed point of (d 2 ⊕d 3 ) is ∅.
Property 4.4 can be easily extended to ⊕ operations on arbitrary finite number of dependencies in D.
The following theorem and corollary will prove useful in this paper. PROOF. Note that D(T ) is a complete lattice. Part 1 comes directly from the Knaster-Tarski fixed-point theorem [Davey and Priestly 1990] .
Part 2:
The following example shows that if T is not totally ordered, then d I ≺ d is not a necessary condition for the least fixed point of d to be T . 
We define a function
It is easy to verify that d is a continuous function and it has a least fixed point PROOF. The backward implication is identical to Theorem 4.6. We now prove the forward implication. Since the least fixed point of
COMPOSITION OF CAUSALITY INTERFACES
Given a set A of actors, a set C of connectors, and the causality interfaces for the actors and the connectors, we can determine the causality interfaces of the composition and whether the composition is live. To do this, we form a dependency graph of ports, and observe that the paths between ports traverse both actors and connectors. Given a path ( p 1 , p 2 , . . . , p n ), where p i 's (1 ≤ i ≤ n) are ports of the composition, we define the gain of the path to be
We will first discuss feedforward compositions and then deal with feedback compositions.
Causality Interfaces for Feedforward Compositions
A feedforward system does not have any cycles in its dependency graph. It is easy to see that a feedforward composition of live actors is always live. To determine the causality interfaces of a composite actor abstracting the feedforward composition, we use the ⊗ operator for series composition and the ⊕ operator for parallel composition. For example, Figure 2 shows a feedforward composition, which is abstracted into a single actor b with external input port q1 and output port q2. To determine the causality interface of actor b, we need to consider all the paths from q1 to q2, and δ b (q1, q2) is given by
where δ a 1 and δ a 2 are the causality interfaces for actors a 1 and a 2 , respectively, and δ c1 , δ c2 , δ c3 are the causality interfaces for connectors c1, c2, c3, respectively. Since connectors have causality interface 1, the above equation simplifies to p2, p4) . Figure 3 shows a slightly more complicated example, where there are two parallel paths from port p5 to port p4. We get
where we have omitted the causality interfaces for connectors. 
Causality Interfaces for Feedback Compositions
The dependency graph of a feedback system contains cyclic paths. Given a cyclic path c = (
is also a cyclic path, and g c = g c , in general. The ordering of ports of path c is only a shifted version of that of c. We say that c and c are two different paths of the same cycle.
A simple cyclic path is a cyclic path that does not include other cyclic paths. A simple cycle is one that does not include other cycles.
How to compose causality interfaces for feedback systems depends on the semantics of the model of computation. In this paper, we focus on models of computation with least fixed-point semantics.
We now begin by considering simple cases of feedback systems and build up to the general case. Consider the composition shown in Figure 4 , where actor a is a feedforward composite actor. From Section 5.1, we can determine its causality interfaces and we know it is live if its component actors are live.
The following two lemmas are useful. The first is an adaptation of Lemma 8.10 in Winskel [1993] :
LEMMA 5.1. Consider two CPOs S 1 and S 2 , and a continuous function
For a given s 1 ∈ S 1 , we define the function F a (s 1 ):
Then for all s
In the context of Figure 4a , this first lemma tells us that if F a is continuous, then given an input s 1 ∈ S at port p1, the function F a (s 1 ) from port p2 to p3 is continuous. Thus, for each s 1 , F a (s 1 ) has a unique least fixed point and that fixed point is { (F a (s 1 ) ) 
where ⊥ S 2 is the least element of S 2 . F b is continuous. This second lemma tells us that under a least fixed-point semantics, the composition in Figure 4b defines a continuous function F b from port q1 to q2.
We now want to find the causality interface for actor b. Given input signal s 1 at port p1 and s 2 at p2, where dom(s 1 ) = T 1 and dom(s 2 ) = T 2 ,
The function f a (T 1 ) is continuous and,
that is, δ b (q1, q2)(T 1 ) is the least fixed point of f a (T 1 ). Given that actor a is live, ( p2, p3) , where 1 = d I is the multiplicative identity, then the least fixed point of f a (T ) is T (because of Theorem 4.6). Hence, actor b is live.
Given the causality interface for actor b, as shown in Equation (19), we now form the nested feedback composition of Figure 4c . We are assured that since b is continuous, this has a unique least fixed point. The composition will be live if 1 ≺ δ b (q1, q2).
Working toward the structure of Figure 1 , we add an additional output port to actor a in Figure 5 . We can easily adapt Lemmas 5.1 and 5.2 to this situation. Nothing significant changes. We continue to add ports to the actor a, each time creating a nested composite. Since every network can be put into the structure Figure 1c , we can determine from the causality interfaces of a, whether a composition is live.
If D(T ) is totally ordered, the following lemma helps us to give the causality interface of feedback composition in a much simpler form than Equation (19).
LEMMA 5.3. Consider a continuous function δ : D(T ) → D(T ), where D(T ) is totally ordered, and a set K ∈ D(T ). We define a function g : D(T ) → D(T ) such that
Then g has a least fixed point given by T 1 = K ∩ T 0 , where T 0 is the least fixed point of δ.
PROOF.
Therefore T 1 is a fixed point of g . Note that for every down set T ⊂ T 1 where
is the least fixed point of δ, T ⊂ δ(T ). Therefore, we have
where K ∩ δ(T ) = g (T ), as defined. That is, T ⊂ g (T ). Therefore T 1 is the least fixed point of g . Figure 4b , and assuming D(T ) is totally ordred,
COROLLARY 5.4. Given the composite actor b as shown in
The causality interface of b is given by
where T 0 is the least fixed point of δ a ( p2, p3). 1 ≺ δ a ( p2, p3) , where 1 = d I is the multiplicative identity.
Actor b is live if, and only if, actor a is live and
PROOF. Part 1 comes directly by applying f a (T ) to g in Lemma 5.3. Part 2: We first prove the backward implication. Assuming 1 ≺ δ a ( p2, p3),
We next prove the forward implication. Assuming b is live,
Because of Corollary 5.4, δ b (q1, q2) ≤ δ a ( p1, p3), i.e., the dependency of q2 on q1 is at least as strict as if there were no feedback connection from port p3 to p2. The equality holds if, and only if, the feedback connection does not result in deadlock. In case T is totally ordered, the verification algorithm can be summarized as follows. First, we convert any actor network of interest into one actor a with N feedback connections. (We have given the procedure to do so in Section 2.2.) Let the input ports of a be i 1 , i 2 , . . . , i N and the output ports be o 1 , o 2 , . . . , o N , where ∀ j ∈ N, 1 ≤ j ≤ N , i j , and o j are connected by a connector c j , as shown in Figure 6a . The causality interfaces of a are computed using the feedforward composition procedure described in Section 5.1.
Figures 6b and c show the procedure for reducing a system with n feedback loops to one with n − 1 feedback loops. If 1 ≺ δ a (i n , o n ), then actor a is live. Because of Corollary 5.4, the causality interfaces of a are given by
Therefore, we can verify such a network with N feedback loops using the following steps.
Verification Algorithm for Liveness.
Let n = N .
1. If n = 0, declare the network to be live. Exit. 2. If 1 ≺ δ a (i n , o n ), declare the network not to be live. Exit. 3. ∀ 1 ≤ j, k ≤ n−1, replace the causality interface δ a (i j , o k ) with what is given in Equation (20). Let n = n − 1. Go to step 1.
In case T is not totally ordered, the algorithm is similar. However, in step 2, if 1 ≺ δ a (i n , o n ), we shall exit the algorithm by claiming we cannot use the causality interface approach to verify the liveness of the network. This is because 1 ≺ δ a (i n , o n ) is only a sufficient, but not necessary condition. In addition, in step 3, the new causality interfaces are not as simple as given in Equation (20) . One has to construct the least fixed point using Equation (19).
Correctness of the Algorithm
1. If an execution of the algorithm exits in step 2, then because of Corollary 5.4, the signal in connector c n (connecting port i n and o n ) is not complete. Thus, the network is not live. 
Discussion
The total ordering of T leads to a simple form of causality interfaces in feedback compositions, and a necessary and sufficient condition for liveness (so the condition is tight). In this section, we further focus on totally ordered tag sets and give an alternative liveness condition simpler than the verification algorithm in Section 5.2.
We consider the composition in Figure 7a . There are two feedback connections, one from port p4 to p2, the other from p3 to p1. In Figure 7b , we first consider the feedback from p4 to p2. Following the verification algorithm in Section 5.2, we know that this network is live if and only if,
and
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Since T is totally ordered and because of Property 4.4, Equation (22) holds if and only if
In other words, we are considering three cyclic paths, namely, c 1 = ( p2, p4, p2), c 2 = ( p1, p3, p1) and c 3 = ( p1, p4, p2, p3, p1) . The composition in Figure 7a is live if and only if 1 ≺ g c 1 and 1 ≺ g c 2 and 1 ≺ g c 3 .
Alternatively, we now verify liveness by first considering the feedback from p3 to p1, as shown in Figure 7c . Eventually, we are considering three cyclic paths: c 1 , c 2 (same as above), and c 3 = ( p2, p3, p1, p4, p2) . The composition is live if and only if 1 ≺ g c 1 and 1 ≺ g c 2 and 1 ≺ g c 3 .
( 26) A question that must be answered is whether Equations (25) and (26) are equivalent. This reduces to the question whether (1 ≺ g c 3 ) ⇔ (1 ≺ g c 3 ) .
Note that c 3 and c 3 are two cyclic paths of the same cycle. Since commutativity does not hold for the ⊗ operator, g c 3 = g c 3 , in general. However, if the tag set T is totally ordered, we have the following lemma: PROOF. To prove the backward implication, we can prove 1 ≺ δ 1 ⊗ δ 2 ⇒ 1 ≺ δ 2 ⊗ δ 1 . Assuming 1 ≺ δ 1 ⊗ δ 2 , there exists a down set T 0 where T 0 = T and T 0 ⊂ δ 2 (δ 1 (T 0 )). Since T is totally ordered and, hence, so is D(T ), this means δ 2 (δ 1 (T 0 )) ⊆ T 0 . From this we can infer that δ 1 (T 0 ) = T , because otherwise δ 2 (T ) ⊆ T 0 ⊂ T . This contradicts the fact that δ 2 satisfies the liveness condition, i.e., δ 2 (T ) = T . Since δ 1 is continuous and therefore monotonic,
Since δ 1 (T 0 ) = T , then 1 ≺ δ 2 ⊗ δ 1 . The forward implication is proved identically. 
. d 1 and d 2 are continuous and live, and,
Because of Lemma 5.5, we have 1 ≺ g c ⇔ 1 ≺ g c . Therefore, the two ways of checking feedback loops in Figure 7 are equivalent. Given a system with N feedback loops, we can check these loops in arbitrary order.
The following lemma will be used to prove Theorem 5.8 below. PROOF. We prove by induction.
1. If n = 1, then there is no feedback connection, and p = (i 1 , o 1 ) and δ b (q1, q2) = δ a (i 1 , o 1 ) = g p . The lemma holds. 2. We assume that the lemma holds for n − 1. We eliminate port i n , o n , and the feedback connection between them by using the verification algorithm, as depicted in Figure 8b . The causality interfaces of a are given by Equation (20) . In particular,
and, (28) and (29), g p ≤ g p . This is because all the causality interfaces are monotonic and function composition (the ⊗ operation) preserves monotonicity. Therefore δ b (q1, q2) ≤ g p .
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In conclusion, this lemma holds for all n ∈ N.
Intuitively, Lemma 5.7 says that the causality interface of a pair of external (input, output) ports is always bounded by the gain of a path between them in the dependency graph.
We now get to our main theorem. PROOF. We assume the actor network of interest has N connectors. We convert it into one composite actor a with N feedback loops, i.e., all the connectors (signals) are exposed outside of a. Let the input ports of a be i 1 , . . . , i N , and the output ports be o 1 , . . . o N . ∀ j ∈ N such that 1 ≤ j ≤ N , port o j is connected back to i j by connector c j . We use the verification algorithm to check such feedback system, and show that an execution of the algorithm is equivalent to verifying 1 ≺ g c for every simple cyclic path c.
We first prove the backward implication. Consider the verification algorithm described in Section 5.2. Each step in the algorithm does not increase connectivity between ports in the dependency graph.
Step 3 reduces edges by combining parallel paths. Therefore, when we check 1 ≺ δ a (i n , o n ) in step 2, we are considering some paths (with possible parallel subpaths in the middle) that connect port i n to o n . Because of Properties 4.2 and 4.4, these parallel paths can be treated independently. These paths are simple, since each feedback connection (o n , i n ) is considered only once in the algorithm. The verification algorithm only checks a subset of simple cyclic paths. Therefore, assuming 1 ≺ g c for all simple cyclic path c, the execution of the algorithm will terminate at step 1, declaring that the actor network is live.
We next prove the forward implication. Note that every output port o j is only connected with one downstream port, i.e., i j . Thus, without loss of generality, we can consider a cyclic path c = (i 1 , o n , i n , . . . o 2 , i 2 , o 1 , i 1 ), for some n ∈ N, and 1 ≤ n ≤ N . (For a cyclic path c that begins with an output port, we can always consider its shifted version c that begins with an input port because of Corollary 5.6, 1 ≺ g c ⇔ 1 ≺ g c .) We execute the verification algorithm by eliminating feedback connections in the following order: we get δ a (i 1 , o 1 ) . Assuming the network is live, 1 ≺ δ a (i 1 , o 1 ) . Because of Lemma 5.7, δ a (i 1 , o 1 ) ≤ g c . Thus, we have 1 ≺ g c .
In conclusion, the network is live if, and only if, for all simple cyclic path c in the dependency graph, 1 ≺ g c .
In summary, there are two approaches for liveness analysis where the tag set T is totally ordered. The first approach is to use the verification algorithm described in Section 5.2. This approach requires a sequential procedure to treat one feedback connection at a time. The second approach is based on Theorem 5.8, which gives a necessary and sufficient condition for liveness. Because of Corollary 5.6, it is necessary and sufficient to check one cyclic path for each simple cycle. Using this approach, cyclic paths can be treated independently. Verification for each cycle can be performed in parallel. Therefore, this approach is better at dealing with intersecting cycles.
When T is not totally ordered, the condition that "1 ≺ g c for every simple cyclic path c" is not a necessary condition for liveness (see Example 4.7). It is also not a sufficient condition (see Example 4.5). Cycles cannot be considered independently. They must be resolved one at a time in a sequential manner.
We now give some examples of models of computation where this causality interface theory can be used.
APPLICATION TO TIMED SYSTEMS
Timed systems have a tag set T that is totally ordered. Since T is totally ordered, then D(T ) is also totally ordered. Examples of timed systems include discreteevent models, continuous-time models, and synchronous/reactive (SR) models. For discrete-event and continuous-time models, the tag set is R + = [0, ∞), the nonnegative reals, or R + × N, where N = {0, 1, 2, . . . } is the natural numbers. For SR models, the tag set is N. In this last case, the dependency algebra can be further simplified. It is easy to see that (D(N), ⊆) and (N ∞ , ≤) are isomorphic, where N ∞ = N ∪ {∞}, and ≤ is the usual numerical ordering. Therefore, for SR models, the dependency algebra can be simplified to
In all three cases, the tag sets are totally ordered. Therefore, Theorem 5.8 of this paper can be easily applied to all three models of computation.
Causality
Causality is a key concept in timed systems. Intuitively, it means the time of output events cannot be earlier than the time of input events that caused them. Causality interfaces offer a formalization of this intuition.
A port p is said to have a causal dependency on port p if d I ≤ δ( p, p ). A timed actor with at least one input port is said to be causal if every output port has a causal dependency on every input port. A source actor, of course, is always causal. A causal actor is live. Causality implies mononicity, but not continuity [Liu 2005] .
A port p is said to have a strict causal dependency on port p,
Consider again the example in Figure 4 . From Corollary 5.4, we know that the causality interface of actor b in Figure 4b is given by:
where T 0 is the least fixed point of δ a ( p2, p3) . Following the verification algorithm described in Section 5.2, we can determine whether a network is causal. It follows naturally that we Consider the example in Figure 9a . We use dashed line to denote a strict causal dependency and a solid line to denote a causality interface of d I .
First, we notice that there are two cyclic paths starting from p1, namely: p1, p5, p2, p4, p1) , and c 2 = ( p1, p5, p7, p6, p3, p4, p1) , where
and we want to check whether 1 ≺ g c 1 and 1 ≺ g c 2 .
A second way to view this model is to create a hierarchy, as shown in Figure 9b , and there is only one cycle between q1 and q2. The causality interface of actor b is given in Equation (18) and we want to check whether 1 ≺ δ b (q1, q2). In fact, we find that δ b (q1, q2) = g c 1 ⊕ g c 2 (because of Property 4.2). Therefore 1 ≺ δ b (q1, q2) ⇔ 1 ≺ g c 1 and 1 ≺ g c 2 (because of Property 4.4), i.e., both approaches check for the same condition. Thus, our technique achieves a measure of modularity, in that details of a composite system can be hidden; it is only necessary to expose the causality interface of the composite.
Using the second approach we get:
Thus we conclude that the model has a causality loop and the composition is not live.
In this example, we do not need to know exactly δ a 2 ( p2, p4) but whether it is strictly causal, i.e., whether d I ≺ δ a 2 ( p2, p4) . In other words, given all the component actors are causal, we are interested in whether there is at least one strictly causal interface in every cycle.
APPLICATION TO DATA FLOW
In data flow, the signals are streams of data tokens. Actors execute in response to the availability of data tokens. Although tags across different signals in data flow only form a partial order, e.g., a tag t 1 at port p 1 may be incomparable to a tag t 2 at port p 2 , tags in the same signal are totally ordered. Therefore, Theorem 5.8 can also be applied to data-flow models. Moreover, since the signals of data flow are sequences of tokens, the tags in a data-flow signal is order-isomorphic to N. Thus, we use (D (N) → D(N) ) as the dependency algebra. Further, since (D(N), ⊆) and (N ∞ , ≤) are isomorphic, we simplify the dependency algebra to D = (N ∞ → N ∞ ). For input port p and output p of an actor a, δ a ( p, p ) = d is interpreted to mean that given n tokens at port p, there will be d (n) tokens at port p . That is, given an input stream of length n, the output stream has length (δ a ( p, p ))(n). Note that, in general, δ a ( p, p ) may depend on the input tokens themselves. This fact is the source of expressiveness that leads to undecidability of liveness. However, as we will show, many situations prove decidable.
Since N is totally ordered, we have the following theorem: Wadge [1981] uses an element n ∈ N ∞ to represent the dependency between ports, where n i j ∈ N ∞ means that the first k tokens at the j th port depend on, at most, the first k − n i j tokens at the ith port. However, Wadge's technique is only good for homogeneous synchronous data flow, where every actor consumes and produces exactly one token on every port in every firing. Our causality information is captured by a function (rather than a number), which is richer and enough to handle multirate data flow.
Decidability
One question that might arise concerns decidability of deadlock. The above theorem gives us necessary and sufficient conditions for a data-flow network to be live. However, deadlock is generally undecidable for data-flow models. These statements are not in conflict. Our necessary and sufficient conditions may not be decidable. In particular, the causality interfaces for some actors, e.g., boolean select and boolean switch [Buck 1993] , are, in fact, dependent on the data provided to them at the control port. They cannot be statically known by examining the syntactic specification of the data-flow network unless the input stream at the control port can be statically determined. Theorem 7.1 implies that if for every simple cyclic path c, 1 ≺ g c is decidable, then deadlock is decidable. More precisely, if we can prove for every c, 1 ≺ g c , then the model is live. If we can prove there exists a simple cyclic path c such that 1 ≺ g c , then there is at least one (local) deadlock in the model. If we can prove neither of these, then we can draw no conclusion about deadlock.
Certain special cases of the data-flow model of computation make deadlock decidable. For example, in the synchronous data-flow (SDF) model of computation [Lee and Messerschmitt 1987] , every actor executes as a sequence of firings, where each firing consumes a fixed, specified number of tokens on each input port, and produces a fixed, specified number of tokens on each output port. In addition, an actor may produce a fixed, specified number of tokens on an output port at initialization. Given an SDF actor a with input port p i and output port p o , the causality interface function δ a ( p i , p o ) is given by
where N is the number of tokens consumed at p i in a firing, M is the number of tokens produced at p o , and I is the number of initial tokens produced at p o at initialization. Using this, we get the following theorem.
THEOREM 7.2. Deadlock is decidable for synchronous data-flow models with a finite number of actors.
PROOF. Since distributivity holds for continuous data-flow actors, it is easy to see that the gain of any cyclic path can be written in the form
where each δ a ( p i , p o ) is in the form of Equation (30), and the ⊗ and ⊕ operators operate on a finite number of δ's. We first note that for each function δ in the form of Equation (30), the following property holds:
which means
Therefore, 1 ≺ δ if, and only if, N ≤ M and ∀ r ∈ {0, 1, . . . , N − 1}, r < δ(r), which can be determined in finite time. Thus 1 ≺ δ is decidable. Now consider two causality interfaces δ a and δ b of some SDF actors, where
where we have omitted mention of the ports for notational simplicity. A cascade of δ a and δ b would, therefore, satisfy
which is also in the form of Equation (32). We can continue to compose any finite number of causality interfaces with the ⊗ operator to get an expression of the form (⊗δ), where each δ is a causality interface in the form of Equation (30), and (⊗δ) satisfies Equation (32). Thus 1 ≺ (⊗δ) is decidable. Now consider the ⊕ operation on two functions δ 1 and δ 2 for which we know whether 1 ≺ δ 1 and 1 ≺ δ 2 . Because of Property 4.4,
Thus 1 ≺ (δ 1 ⊕ δ 2 ) is decidable. This generalizes easily to any expression of the form of Equation (31) over a finite number of actors.
In Lee and Messerschmitt [1987] , it is shown that if a synchronous data-flow model is consistent, then deadlock is decidable. In particular, this is shown by following a scheduling procedure that provably terminates. Our theory applies to both consistent and inconsistent SDF models and, hence, is more general. Moreover, it is more straightforward to check whether 1 ≺ g than to execute the scheduling procedure described in Lee and Messerschmitt [1987] .
We now reconsider the example in Figure 9 as a data-flow model. Assume all the ports produce and consume one token on each firing of the corresponding actor, and that port p5 produces I ∈ N initial tokens, and all other ports produce zero initial tokens. We get q2) , and the model deadlocks.
The model is live. This example also shows that our causality interfaces can help in designing a system by properly allocating correct number of initial tokens to prevent deadlock.
Relationship to Partial Metrics
Matthews [1995] uses a metric-space approach to treat deadlock. He defines a partial metric, which is a distance function:
where S is the set of all sequences and R + is the nonnegative real numbers. Given two sequences s 1 , s 2 ∈ S,
where n is the length of the longest common prefix of s 1 and s 2 (if the two sequences are infinite and identical, f (s 1 , s 2 ) = 0). The pair (S, f ) is a complete partial metric space. We first consider a simple scenario of a continuous data-flow actor a with one input port p i and one output port p o and a feedback connection from p o to p i . The actor function is F a and the causality interface is δ a . According to Theorem 4.1 in Matthews [1995] , this feedback system is deadlock free if F a is a contraction map in this complete partial metric space, meaning Given s 1 , s 2 ∈ S, let s be their longest common prefix, and let n = |s| be its length. Then |F a (s)| = δ a (n) ≥ n + 1. By monotonicity, F a (s) is a prefix of F a (s 1 ) and F a (s 2 ). Therefore,
so F a is a contraction map. We next show the backward implication. Consider two signals s 1 and s 2 ∈ S, where |s 1 | = n < ∞ and s 1 is a strict prefix of s 2 . Therefore, we have,
If F a is a contraction map, then,
Since we can arbitrarily choose s 1 (as long as |s 1 | is finite), it follows that ∀ n ∈ N, n < δ a (n) ≤ δ a (∞). This concludes that 1 ≺ δ a .
Matthews [1995] further studied liveness conditions for data-flow actor networks with more than one cycle. Consider an actor network with a set of ports P . A cycle contraction constant is a function k : P 2 → R such that for every cyclic path c = ( p 1 , p 2 , . . . , p n , p 1 ) in the dependency graph,
A function F a : S N → S N with input ports P i and output ports P o is a cycle contraction if there exists a cycle contraction constant k :
In Theorem 5.1 of Matthews [1995] , it was shown that a function F a : S N → S N has a complete least fixed point, if F a is a cycle contraction. However, this is a sufficient but not a necessary condition for liveness of data-flow actor networks. This statement is consistent with our results.
2 → R be a cycle contraction constant of F a , where P i is the set of input ports and P o the set of output ports of a. that is, s and s are identical and complete at all input ports but p i . Therefore, we have
Since k is a cycle contraction constant of F a , we have 
Since we can arbitrarily choose n as long as n is finite, it follows that ∀ n ∈ N, n < g c (n) ≤ g c (∞). This concludes that 1 ≺ g c .
An example is sufficient to prove that cycle contraction is not a necessary condition for liveness. Consider the example in Figure 10 . Figure 10b is the same model as 10a but interpreted as a composite actor a with two feedback loops. The causality interfaces of a 1 and a 2 are ∀ n ∈ N, δ a 1 (n) = n/2 , δ a 2 (n) = 2n + 2, and δ a 1 (∞) = δ a 2 (∞) = ∞, where we have dropped the notation of ports in the δ's, since there is only one interface for each actor a 1 and a 2 .
It is easy to verify by using Theorem 7.1 that the model in Figure 10 is live. (The condition that 1 ≺ g c for every cyclic path c holds, no matter whether we view the network as in Figure 10a or in b.) However, the composite actor a in Figure 10b is not a cycle contraction.
PROOF. Consider two input signals s, s ∈ S
2 , where π {q 1 } (s) is of finite length n and a prefix of π {q 1 } (s ). Therefore, f (π {q 1 } (s), π {q 1 } (s )) = 2 −n , f (π {q 4 } (F a (s)), π {q 4 } (F a (s ))) = 2 − n/2 .
If there exists a k ∈ R such that f (π {q 4 } (F a (s)), π {q 4 } (F a (s ))) ≤ k · f (π {q 1 } (s), π {q 1 } (s )), then ∀ n ∈ N,
That is, n − n/2 ≤ log 2 (k).
This contradicts the fact that n− n/2 does not have an upper bound. Therefore, actor a in Figure 10b is not a cycle contraction.
From the above example, we see that Matthews' theorem rules out many actor networks that are, in fact, live. Our theorem is, by contrast, tight. Moreover, it may be hard to determine whether a function F a is a cycle contraction. In particular, finding the cycle contraction constant k : P 2 → R for F a is hard, not to mention that it requires to consider intersecting cycles collectively. Our theorem provides a criterion that is much easier to verify and we showed that intersecting cycles can be treated independently and in parallel.
DYNAMIC DEPENDENCIES
In the above examples, the dependencies are static (they do not change during execution of the program). This situation is excessively restrictive, in practice. One simple way to model dynamically changing dependencies is to use modal models [Girault et al. 1999] . In a modal model, an actor is associated with a state machine, and its interface can depend on the state of the state machine. In particular, the actor could have a different causality interface in each state of the state machine. In particular, let X denote the set of states of the state machine. Then, the causality interfaces are given by a function
A simple conservative analysis would combine the causality interfaces in all the states to get a conservative causality for the actor. Specifically, for an input port p i ∈ P i and an output port p o ∈ P o of actor a, 
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• Y. Zhou and E. A. Lee This is conservative because causality analysis, based on this interface, may reveal a causality loop that is illusory, for example, if the state in which the causality loop occurs is not reachable.
Depending on the model of computation and the semantics of modal models, the reachability of states in the state machine may be undecidable [Girault et al. 1999] . Hence, a more precise analysis may not always be possible. Nonetheless, it is easy to imagine circumstances in which a precise analysis could be carried out. We leave this to the imagination of the reader (Hint: The heterochronous data-flow model of computation given in Girault et al. [1999] has such a property.)
DETERMINING CAUSALITY INTERFACES FOR ATOMIC ACTORS
The causality analysis technique we have given determines the causality interface of a composition based on causality interfaces of the components and their interconnections. An interesting question arises: how do we determine the causality interfaces of atomic actors? If the atomic actors are language primitives, as in the synchronous langauges, then the causality interfaces of the primitives are simply part of the language definition. They would be enumerated for use by a compiler. However, in the case of coordination languages, the causality interfaces might be difficult to infer. If the atomic actors are defined in a conventional imperative language, then standard compiler techniques such as program dependence graphs (see for example, Ferrante et al. [1987] , Horwitz et al. [1988] , and Ottenstein and Ottenstein [1984] ) might be usable. However, given the Turing completeness of such languages, such analysis is likely to have to be conservative. A better alternative is probably to use an actor definition language such as Cal or StreamIT [Thies et al. 2002] that is more amenable to such analysis.
CONCLUSION
We have given an interface theory that abstractly represents causality of actors and that easily composes to get causality interfaces of composite actors. The theory appears to be applicable to a wide range of actor-oriented models. We have given examples of its application to synchronous languages, discrete-event, and data-flow models.
