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Abstract
It is often of interest to decompose a total effect of an exposure into the component that acts
on the outcome through some mediator and the component that acts independently through
other pathways. Said another way, we are interested in the direct and indirect effects of the
exposure on the outcome. Even if the exposure is randomly assigned, it is often infeasible to
randomize the mediator, leaving the mediator-outcome confounding not fully controlled. We
develop a sensitivity analysis technique that can bound the direct and indirect effects without
parametric assumptions about the unmeasured mediator-outcome confounding.
Keywords: Bounding factor; Causal inference; Collider; Natural direct effect; Natural indirect
effect.
1 Introduction
Researchers often conduct mediation analysis to assess the extent to which an effect is mediated
through some particular pathway and to which the effect of an exposure on the outcome op-
erates directly. Mediation analysis initially developed within genetics and psychology based on
linear structural equation models (Wright 1934; Baron and Kenny 1986), and has been formal-
ized by the notions of natural direct and indirect effects under the potential outcomes framework
(Robins and Greenland 1992; Pearl 2001) and the decision-theoretic framework (Didelez et al. 2006;
Geneletti 2007). However, identification of natural direct and indirect effects used in that litera-
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ture relies on strong assumptions, including that of no unmeasured mediator-outcome confounding
(Pearl 2001; VanderWeele 2010; Imai et al. 2010). Even if we can rule out unmeasured exposure-
mediator and exposure-outcome confounding by randomly assigning the exposure, full control of
mediator-outcome confounding is often impossible because it is infeasible to randomize the media-
tor. Therefore, it is crucial in applied mediation analyses to investigate the sensitivity of the con-
clusions with respect to unmeasured mediator-outcome confounding. Previous sensitivity analysis
techniques either rely on restrictive modeling assumptions (Imai et al. 2010), or require specifying
a large number of sensitivity parameters (VanderWeele 2010). Other literature (Sjo¨lander 2009;
Robins and Richardson 2010) provides bounds for natural direct and indirect effects without im-
posing assumptions, but these consider the most extreme scenarios and are often too wide to be
useful in practice. We develop a sensitivity analysis technique which requires specifying only two
sensitivity parameters, without any modeling assumptions or any assumptions about the type of
the unmeasured mediator-outcome confounder or confounders. Our results imply Cornfield-type
inequalities (Cornfield et al. 1959; Ding and VanderWeele 2014) that the unmeasured confounder
must satisfy to reduce the observed natural direct effect to a certain level or explain it away.
2 Notation and Framework for Mediation Analysis
Let A denote the exposure, Y the outcome, M the mediator, C a set of observed baseline covariates
not affected by the exposure, and U a set of unmeasured baseline covariates not affected by the
exposure. In order to define causal effects, we invoke the potential outcomes framework (Neyman
1923; Rubin 1974) and apply this in the context of mediation (Robins and Greenland 1992; Pearl
2001). If a hypothetical intervention on A is well-defined, we let Ya and Ma denote the potential
values of the outcome and the mediator that would have been observed had the exposure A been
set to level a. If hypothetical interventions on A and M are both well-defined, we further let
Yam denote the potential value of the outcome that would have been observed had the exposure
A been set to level a, and had the mediator M been set to level m (Robins and Greenland 1992;
Pearl 2001). Following Pearl (2009) and VanderWeele (2015), we need the consistency assumption:
Ya = Y,Ma = M if A = a; Yam = Y if A = a and M = m, for all a,m. We further need the
composition assumption that YaMa = Ya for a = 0, 1.
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We will assume that the exposure A is binary, but all of the results in this paper are also
applicable to a categorical or continuous exposure and could be applied comparing any two levels
of A. In the main text, we consider a binary outcome Y , but in Section6 we note that all the results
hold for count and continuous positive outcomes and time-to-event outcomes with rare events. The
mediator M , the observed covariates C, and the unmeasured confounder or confounders U , can be
of general types, i.e., categorical, continuous, or mixed; scalar or vectors. For notational simplicity,
in the main text we assume that (M,C,U) are categorical, and in the Supplementary Material we
present results for general types.
On the risk ratio scale, the conditional natural direct and indirect effect, comparing the exposure
levels A = 1 and A = 0 within the observed covariate level C = c, are defined as
NDE
true
RR|c =
pr(Y1M0 = 1 | c)
pr(Y0M0 = 1 | c)
, NIEtrue
RR|c =
pr(Y1M1 = 1 | c)
pr(Y1M0 = 1 | c)
. (1)
The conditional natural direct effect compares the distributions of the potential outcomes, when
the exposure level changes from A = 0 to A = 1 but the mediator is fixed at M0. The conditional
natural indirect effect compares the distributions of the potential outcomes, when the exposure
level is fixed at level A = 1 but the mediator changes from M0 to M1. The conditional total effect
can be decomposed as a product of the conditional direct and indirect effects as follows:
TE
true
RR|c =
pr(Y1 = 1 | c)
pr(Y0 = 1 | c)
= NDEtrue
RR|c ×NIE
true
RR|c.
On the risk difference scale, the conditional natural direct and indirect effect are defined as
NDE
true
RD|c = pr(Y1M0 = 1 | c)− pr(Y0M0 = 1 | c), (2)
NIE
true
RD|c = pr(Y1M1 = 1 | c)− pr(Y1M0 = 1 | c), (3)
and the conditional total effect has the decomposition
TE
true
RD|c = pr(Y1 = 1 | c)− pr(Y0 = 1 | c) = NDE
true
RD|c +NIE
true
RD|c.
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3 Identification of Conditional Natural Direct and Indirect Effects
Here we follow Pearl (2001)’s identification strategy for natural direct and indirect effects. A
number of authors have provided other subtly different sufficient conditions (Imai et al. 2010;
Vansteelandt and VanderWeele 2012; Lendle et al. 2013). Let denote independence of random
variables. To identify the conditional natural direct and indirect effects by the joint distribution of
the observed variables (A,M,Y,C), Pearl (2001) assumes that for all a, a∗ and m,
Yam A | C, Yam M | (A,C), Ma A | C, Yam Ma∗ | C. (4)
The four assumptions in (4) require that the observed covariates C control exposure-outcome
confounding, control mediator-outcome confounding, control exposure-mediator confounding, and
ensure cross-world counterfactual independence, respectively. In particular, on the risk ratio scale,
we can identify the conditional natural direct and indirect effects by
NDE
obs
RR|c =
∑
m pr(Y = 1 | A = 1,m, c)pr(m | A = 0, c)∑
m pr(Y = 1 | A = 0,m, c)pr(m | A = 0, c)
, (5)
NIE
obs
RR|c =
∑
m pr(Y = 1 | A = 1,m, c)pr(m | A = 1, c)∑
m pr(Y = 1 | A = 1,m, c)pr(m | A = 0, c)
. (6)
On the risk difference scale, we can identify the conditional natural direct and indirect effects by
NDE
obs
RD|c =
∑
m
{pr(Y = 1 | A = 1,m, c) − pr(Y = 1 | A = 0,m, c)}pr(m | A = 0, c), (7)
NIE
obs
RD|c =
∑
m
pr(Y = 1 | A = 1,m, c){pr(m | A = 1, c) − pr(m | A = 0, c)}. (8)
Proofs of (5)–(8) may be found in Pearl (2001) and VanderWeele (2015).
If we replace YaM
a
∗ in the definitions (1)–(3) by Ya,G
a
∗|c
, with Ga∗|c a random draw from the
conditional distribution pr(Ma∗ | c), then we can drop the cross-world counterfactual independence
assumption Yam Ma∗ | C (VanderWeele 2015). This view is related to the decision-theoretic
framework without using potential outcomes (Didelez et al. 2006; Geneletti 2007). We show in
the Supplementary Material that because the alternative frameworks lead to the same empirical
identification formulas in (5)–(8), all our results below can be applied.
4
4 Sensitivity Analysis With Unmeasured Mediator-Outcome Con-
founding
4.1 Unmeasured Mediator-Outcome Confounding
Assumptions in (4) are strong and untestable. If the exposure is randomly assigned given the
values of the observed covariates C, as in completely randomized experiments or randomized block
experiments, then the first and third assumptions (4) hold automatically owing to the randomiza-
tion. In observational studies, we may have background knowledge to collect adequate covariates C
to control the exposure-outcome and exposure-mediator confounding such that the first and third
assumptions in (4) are plausible. However, direct intervention on the mediator is often infeasible,
and it may not be possible to randomize. Therefore, the second assumption in (4), the absence of
mediator-outcome confounding, may be violated in practice. Furthermore, the fourth assumption in
(4) cannot be guaranteed even under randomization of both A andM , and thus it is fundamentally
untestable (Robins and Richardson 2010).
For sensitivity analysis, we assume that (C,U) jointly ensure (4), i.e.,
Yam A | (C,U), Yam M | (A,C,U), Ma A | (C,U), Yam Ma∗ | (C,U). (9)
When C control the exposure-mediator and exposure-outcome confounding, we further assume
A U | C. (10)
The independence relationships in (9) impose no restrictions on the unmeasured confounders U ,
and they become assumptions if we require at least one of the sensitivity parameters introduced
in Section4.2 be finite. Figure 1 illustrates such a scenario with the assumptions in (9) and (10)
holding, where U contains the common causes of the mediator and the outcome, and A and U are
conditionally independent given C. In Section6 and the Supplementary Material, we comment on
the applicability of our results under violations of the assumption in (10).
Under the assumptions in (9) and (10), we can express conditional natural direct and indirect
5
U~~⑥⑥
⑥⑥
⑥⑥
⑥⑥
  ❅
❅❅
❅❅
❅❅
❅
A // 66M // Y
Figure 1: Directed acyclic graph with mediator-outcome confounding within strata of observed
covariates C.
effects using the joint distribution of (A,M,Y,C,U). In particular, on the risk ratio scale,
NDE
true
RR|c =
∑
u
∑
m pr(Y = 1 | A = 1,m, c, u)pr(m | A = 0, c, u)pr(u | c)∑
u
∑
m pr(Y = 1 | A = 0,m, c, u)pr(m | A = 0, c, u)pr(u | c)
, (11)
NIE
true
RR|c =
∑
u
∑
m pr(Y = 1 | A = 1,m, c, u)pr(m | A = 1, c, u)pr(u | c)∑
u
∑
m pr(Y = 1 | A = 1,m, c, u)pr(m | A = 0, c, u)pr(u | c)
. (12)
On the risk difference scale,
NDE
true
RD|c =
∑
u
∑
m {pr(Y = 1 | A = 1,m, c, u) − pr(Y = 1 | A = 0,m, c, u)}
×pr(m | A = 0, c, u)pr(u | c), (13)
NIE
true
RD|c =
∑
u
∑
m pr(Y = 1 | A = 1,m, c, u)pr(u | c)
×{pr(m | A = 1, c, u) − pr(m | A = 0, c, u)}. (14)
The proofs of (11)–(14) follow from Pearl (2001) and VanderWeele (2015). Unfortunately, however,
the above four formulae about the conditional direct and indirect effects depend not only on the joint
distribution of the observed variables (A,M,Y,C) but also on the distribution of the unobserved
variable U . In the following, we will give sharp bounds on the true conditional direct and indirect
effects by the observed conditional natural direct and indirect effects and two measures of the
mediator-outcome confounding that can be taken as sensitivity parameters.
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4.2 Sensitivity Parameters and the Bounding Factor
First, we introduce a conditional association measure between U and Y given (A = 1,M,C = c),
and define our first sensitivity parameter as
RRUY |(A=1,M,c) = max
m
RRUY |(A=1,m,c) = max
m
maxu pr(Y = 1 | A = 1,m, c, u)
minu pr(Y = 1 | A = 1,m, c, u)
,
where RRUY |(A=1,m,c) is the maximum divided by the minimum of the probabilities pr(Y = 1 | A =
1,m, c, u) over u. When U is binary, RRUY |(A=1,m,c) reduces to the usual conditional risk ratio of
U on Y , and RRUY |(A=1,M,c) is the maximum of these conditional risk ratios over m. If U and Y
are conditionally independent given (A,M,C), then RRUY |(A=1,M,c) = 1.
Second, we introduce a conditional association measure between A and U given M . As illus-
trated in Figure 1, although A U | C, an association between A and U conditional on M arises by
conditioning on the common descendant M of A and U , also called the collider bias. Our second
sensitivity parameter will assess the magnitude of this association generated by collider bias. We
define our second sensitivity parameter as
RRAU |(M,c) = max
m
RRAU |(m,c) = max
m
max
u
pr(u | A = 1,m, c)
pr(u | A = 0,m, c)
, (15)
where RRAU |(m,c) is the maximum of the risk ratio of A on U taking value u given M = m and
C = c. When U is binary, RRAU |(m,c) reduces to the usual conditional risk ratio of A on U given
M = m and C = c. The second sensitivity parameter can be viewed as the maximum of the collider
bias ratios conditioning over stratum M = m. We give an alternative form
RRAU |(m,c) = max
u
pr(m | A = 1, c, u)
pr(m | A = 0, c, u)
/pr(m | A = 1, c)
pr(m | A = 0, c)
, (16)
which is the maximum conditional relative risk of A on M = m within stratum U = u divided by
the unconditional relative risk of A on M = m. The relative risk unconditional on U is identifiable
from the observed data, and therefore the second sensitivity parameter depends crucially on the
relative risk conditional on U .
Nonparametrically, we can specify the second sensitivity parameter using expression (15) or
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(16). If we would like to impose parametric assumptions, e.g., pr(m | a, c, u) follows a log-linear
model, then it reduces to a function of the regression coefficients, which will depend explicitly on
the A-M and U -M associations, as shown in the Supplementary Material.
To aid interpretation, Lemma A.3 in the Supplementary Material shows that
RRAU |(m,c) ≤ max
u 6=u′
pr(m | A = 1, c, u) pr(m | A = 0, c, u′)
pr(m | A = 0, c, u) pr(m | A = 1, c, u′)
,
which measures the interaction of A and U on M taking value m given C = c on the risk ratio
scale (Piegorsch et al. 1994; Yang et al. 1999).
To further aid specification of this second parameter we note that Greenland (2003) showed
that, depending on the magnitude of the association, in most but not all settings, the magnitude
of the ratio measure association relating A and U introduced by conditioning on M is smaller than
the ratios relating A and M , and relating U and M . Thus the lower of these two ratios can help
specifying the second parameter. In particular, when the exposure is weakly associated with the
mediator, the collider bias is small. If A M | C, then the collider bias is zero, i.e., RRAU |(M,c) = 1.
Finally, we introduce the bounding factor
BFU |(M,c) =
RRAU |(M,c) ×RRUY |(A=1,M,c)
RRAU |(M,c) +RRUY |(A=1,M,c) − 1
,
which is symmetric and monotone in both RRAU |(M,c) and RRUY |(A=1,M,c), and it is no larger than
either sensitivity parameter. If one of the sensitivity parameters equals unity, then the bounding
factor also equals unity. The bounding factor, a measure of the strength of unmeasured mediator-
outcome confounding, plays a central role in bounding the natural direct and indirect effects in the
following theorems.
4.3 Bounding Natural Direct and Indirect Effects on the Risk Ratio Scale
Theorem 1. Under the assumptions in (9) and (10), the true conditional natural direct effect on
the risk ratio scale has the sharp bound NDEtrue
RR|c ≥ NDE
obs
RR|c/BFU |(M,c).
The sharp bound is attainable when U is binary, pr(m | A = 0, c) is degenerate, and some other
conditions hold as discussed in the Supplementary Material. Theorem 1 provides an easy-to-use
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sensitivity analysis technique. After specifying the strength of the unmeasured mediator-outcome
confounder, we can calculate the bounding factor, and then divide the point and interval estimates
of the conditional natural direct effect by this bounding factor. This yields lower bounds on the
conditional natural direct effect estimates. We can analogously apply the theorems below.
As shown in Section2, the conditional total effect can be decomposed as the product of the
conditional natural direct and indirect effects on the risk ratio scale, which, coupled with Theorem
1, implies the following bound on the conditional natural indirect effects.
Theorem 2. Under the assumptions in (9) and (10), the true conditional natural indirect effect
on the risk ratio scale has the sharp bound NIEtrue
RR|c ≤ NIE
obs
RR|c ×BFU |(M,c).
Even if a researcher does not feel comfortable specifying the sensitivity parameters, one can
still use Theorems 1 and 2 to report how large the sensitivity parameters would have to be for
an estimate or lower confidence limit to lie below its null hypothesis value. We illustrate this in
Section4.5 and Section5 below.
If the natural direct effect averaged over C is of interest, the true unconditional natural direct
effect must be at least as large as the minimum of NDEobs
RR|c/BFU |(M,c) over c. If we further assume
a common conditional natural direct effect among levels of C, as in the log-linear or logistic model
for rare outcomes (cf. VanderWeele 2015), then the true unconditional natural direct effect must
be at least as large as the maximum of NDEobs
RR|c/BFU |(M,c) over c. A similar discussion holds for
the unconditional natural indirect effect.
4.4 Bounding Natural Direct and Indirect Effects on the Risk Difference Scale
Theorem 3. Under the assumptions in (9) and (10), the true conditional natural direct effect on
the risk difference scale has the sharp bound
NDE
true
RD|c ≥
∑
m
pr(Y = 1 | A = 1,m, c) pr(m | A = 0, c)/BFU |(M,c) − pr(Y = 1 | A = 0, c).
Because the conditional total effect can be decomposed as the sum of the conditional natural
direct and indirect effects on the risk difference scale as shown in Section2, the identifiability of
the conditional total effect and Theorem 3 imply the following bound on the conditional natural
indirect effect.
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Theorem 4. Under the assumptions in (9) and (10), the true conditional natural indirect effect
on the risk difference scale has the sharp bound
NIE
true
RD|c ≤ pr(Y = 1 | A = 1, c) −
∑
m
pr(Y = 1 | A = 1,m, c) pr(m | A = 0, c)/BFU |(M,c).
Because of the linearity of the risk difference, the true unconditional direct and indirect effects
can be obtained by averaging the bounds in Theorems 3 and 4 over the distribution of the observed
covariates C.
4.5 Cornfield-Type Inequalities for Unmeasured Mediator-Outcome Confound-
ing
We can equivalently state Theorem 1 as the smallest value of the bounding factor to reduce an
observed conditional natural direct effect to a true conditional causal natural direct effect, i.e.,
BFU |(M,c) ≥ NDE
obs
RR|c/NDE
true
RR|c, which further implies the following Cornfield-type inequalities
(Cornfield et al. 1959; Ding and VanderWeele 2014).
Theorem 5. Under the assumptions in (9) and (10), to reduce an observed conditional natural
direct effect NDEobs
RR|c to a true conditional natural direct effect NDE
true
RR|c, both RRAU |(M,c) and
RRUY |(A=1,M,c) must exceed NDE
obs
RR|c/NDE
true
RR|c, and the largest of them must exceed
[
NDE
obs
RR|c +
{
NDE
obs
RR|c(NDE
obs
RR|c −NDE
true
RR|c)
}1/2]/
NDE
true
RR|c. (17)
To explain away an observed conditional natural direct effect NDEobs
RR|c, i.e., NDE
true
RR|c = 1, both
sensitivity parameters must exceed NDEobs
RR|c, and the maximum of them must exceed NDE
obs
RR|c+
{NDEobs
RR|c(NDE
obs
RR|c − 1)}
1/2. In the Supplementary Material, we present the inequalities derived
from Theorem 3 on the risk difference scale.
5 Illustration
VanderWeele et al. (2012) conducted mediation analysis to assess the extent to which the effect
of variants on chromosome 15q25.1 on lung cancer is mediated through smoking and to which it
operates through other causal pathways. The exposure levels correspond to changes from 0 to 2 C
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alleles, smoking intensity is measured by the square root of cigarettes per day, and the outcome is
the lung cancer indicator. The analysis of VanderWeele et al. (2012) was on the odds ratio scale
using a lung cancer case-control study, but for a rare disease the odds ratios approximate risk ratios.
After controlling for observed sociodemographic covariates, they found that the natural direct effect
estimate is 1.72 with 95% confidence interval [1.34, 2.21], and the natural indirect effect estimate
is 1.03 with 95% confidence interval [0.99, 1.07]. Their analysis used logistic regression models,
requiring all the odds ratios be the same across different levels of the measured covariates.
The evidence for the indirect effect is weak because the confidence interval covers the null
of no effect. However, the direct effect deviates significantly from the null. According to Sec-
tion4.5, to reduce the point estimate of the conditional natural direct effect to be below unity,
both RRAU |(M,c) and RRUY |(A=1,M,c) must exceed 1.72, and the maximum of them must exceed
1.72+(1.72×0.72)1/2 = 2.83. Intuitively, for a binary confounder U under parametric models with
main effects, to explain away the direct effect estimate it would generally have to (Greenland 2003,
cf. Supplementary Material) increase the likelihood of Y and increase M by at least 1.72-fold, and
it would have to increase at least one of Y or M by 2.83-fold. To reduce the lower confidence
limit to be below unity, both sensitivity parameters must exceed 1.34, and the maximum of them
must exceed 1.34+ (1.34× 0.34)1/2 = 2.02. Intuitively, for a binary confounder U under parametric
models with main effects, to explain away the lower confidence limit for the direct effect it would
generally have to (Greenland 2003, cf. Supplementary Material) increase the likelihood of Y and
increase M by at least 1.34-fold, and it would have to increase at least one of Y or M by 2.02-fold.
This would constitute fairly substantial confounding.
Previous studies found that the exposure-mediator association in this context is weak (Saccone et al.
2010). Suppose the risk ratio relating A andM is less than 1.40. If we assume that the collider bias
is smaller than this in magnitude, e.g., RRAU |(M,c) ≤ 1.40, as indicated by Greenland (2003), then
RRUY |(A=1,M,c) must be at least as large as 11.47 to reduce the point estimate to be below unity,
and be at least as large as 8.93 to reduce the lower confidence limit to be below unity. In general,
when RRAU |(M,c) is relatively small, we require an extremely large RRUY |(A=1,M,c) to reduce the
conditional natural direct effect estimate to be below unity. In fact, if RRAU |(M,c) is smaller than
the lower confidence limit of the conditional natural direct effect, it is impossible to reduce it to be
below unity because the bounding factor is always smaller than RRAU |(M,c).
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6 Discussion
Theorems 1–5 are most useful when the conditional natural direct effect is larger than unity. We
can also simply relabel the exposure levels and all the results still hold.
In Section4, we derived sensitivity analysis formulae for causal parameters on the risk ratio and
risk difference scales. If we have rare outcomes as in most case-control studies, we can approximate
causal parameters on the odds ratio scale by those on the risk ratio scale, and all the results about
risk ratio also apply to odds ratio. We have illustrated this in Section5. Furthermore, we comment
in the Supplementary Material that similar results also hold for count and continuous positive
outcomes and rare time-to-event outcomes, if we replace the relative risks on the outcome by the
hazard ratios and mean ratios.
The assumption A U | C may be violated if U affects (A,M,Y ) simultaneously, i.e., unmea-
sured exposure-mediator, exposure-outcome, and mediator-outcome confounding all exist. Even if
A U | C is violated, we show in the Supplementary Material that Theorems 1 and 3 can be inter-
preted as the bounds of the conditional natural direct effects for the unexposed population, which
is also of interest in other contexts (Vansteelandt and VanderWeele 2012; Lendle et al. 2013).
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Supplementary Material
Appendix A presents three lemmas, which play key roles in later proofs of the theorems and are
of independent interest. Appendix B contains the proofs of the theorems in Section4. Appendix C
discusses the interpretation of the second sensitivity parameter under some parametric assumptions.
Appendix D includes extensions and technical details of the discussion in the main text.
Appendix A Lemmas
Lemma A.1. Define h(x) = (c1x+1)/(c2x+1). If c1 > c2, then h
′(x) > 0, and h(x) is increasing;
if c1 ≤ c2, then h
′(x) ≤ 0, and h(x) is non-increasing.
Lemma A.2. If x, y > 1, then g(x, y) = (xy)/(x+ y − 1) is increasing in both x and y.
The proofs of Lemmas A.1 and A.2 are straightforward.
Let X be any random element of scalar or vectors. Let F1(dx) and F0(dx) be two probability
measures defined on the domain of X. For example, they may be two distribution functions of
X conditional on different events. Assume that there exists a Radon–Nikodym derivative between
F1(dx) and F0(dx), i.e., F1(dx)/F0(dx) = γ(x). Define γ = maxx γ(x) as the maximum value
of the Radon–Nikodym derivative over the domain of X. We have γ ≥ 1; otherwise
∫
F1(dx) <∫
F0(dx) = 1, and F1(dx) cannot a probability measure. Let r(x) be a nonnegative function of x,
and define δ = maxx r(x)/minx r(x) ≥ 1 as the ratio of the maximum divided by the minimum of
r(x) over x.
15
Lemma A.3. If
∫
r(x)F1(dx) <∞ for a = 0, 1, then we have the sharp bound
∫
r(x)F1(dx)∫
r(x)F0(dx)
≤
γδ
γ + δ − 1
. (A.1)
of Lemma A.3. First, we define
w1 =
∫
{r(x)−minx r(x)}F1(dx)
maxx r(x)−minx r(x)
, 1− w1 =
∫
{maxx r(x)− r(x)}F1(dx)
maxx r(x)−minx r(x)
,
w0 =
∫
{r(x)−minx r(x)}F0(dx)
maxx r(x)−minx r(x)
, 1− w0 =
∫
{maxx r(x)− r(x)}F0(dx)
maxx r(x)−minx r(x)
.
Then the left hand side of the inequality in (A.1) can be re-written as
∫
r(x)F1(dx)∫
r(x)F0(dx)
=
w1maxx r(x) + (1− w1)minx r(x)
w0maxx r(x) + (1− w0)minx r(x)
,
with both the numerator and denominator expressed as convex combinations of the maximum and
minimum values of r(x).
Second, we define Γ = w1/w0, and the left hand side of (A.1) can be re-written as
∫
r(x)F1(dx)∫
r(x)F0(dx)
=
{maxx r(x)−minx r(x)}w1 +minx r(x)
{maxx r(x)−minx r(x)}/Γ× w1 +minx r(x)
. (A.2)
It is straightforward to show that Γ is bounded from above by γ, because
Γ =
∫
{r(x)−minx r(x)}F1(dx)∫
{r(x)−minx r(x)}F0(dx)
=
∫
{r(x)−minx r(x)}γ(x)F0(dx)∫
{r(x)−minx r(x)}F0(dx)
≤ max
x
γ(x) = γ.
If Γ > 1, the right-hand side of (A.2) is increasing in w1 according to Lemma A.2, and therefore
it attains the maximum at w1 = 1, i.e.,
∫
r(x)F1(dx)∫
r(x)F0(dx)
≤
{maxx r(x)−minx r(x)}+minx r(x)
{maxx r(x)−minx r(x)}/Γ +minx r(x)
=
maxx r(x)× Γ
maxx r(x)−minx r(x) + minx r(x)× Γ
=
Γδ
Γ + δ − 1
≤
γδ
γ + δ − 1
,
where the last inequality follows from Lemma A.1. If Γ < 1, the right-hand side of (A.2) is
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decreasing in w1 according to Lemma A.2, and therefore it attains the maximum at w1 = 0, i.e.,
∫
r(x)F1(dx)∫
r(x)F0(dx)
≤ 1 ≤
γδ
γ + δ − 1
,
where the last inequality follows from Lemma A.1. Therefore, (A.1) holds for any Γ.
The bound in Lemma A.3 is sharp, in the sense that it is attainable when X is a Bernoulli
random variable. Without loss of generality, we assume p1 = F1{X = 1}, q1 = F0{X = 1},
p1/q1 = γ ≥ 1, and r(1)/r(0) = δ ≥ 1. The ratio in Lemma A.3 becomes
∫
r(x)F1(dx)∫
r(x)F0(dx)
=
r(1)p1 + r(0)(1 − p1)
r(1)q1 + r(0)(1 − q1)
=
1 + (δ − 1)p1
1 + (δ − 1)p1/γ
≤
1 + (δ − 1)
1 + (δ − 1)/γ
=
δγ
δ + γ − 1
,
where the inequality above follows from Lemma A.1 with p1 taking value 1.
Appendix B Proofs of the Theorems in Section4
In the proofs below, we discuss (C,U,M) of general types, and introduce general notation. For
instance, summations will be replaced by integrations, max by sup, and min by inf. When (C,U,M)
are categorical, all formulae below reduce to those in the main text. When pr(m | a, c, u) and
pr(y | a,m, c, u) follow parametric models, e.g., log-linear models for binary M and Y , the above
two sensitivity parameters reduce to functions of the model parameters or the regression coefficients.
This fact helps interpret the sensitivity parameters for both discrete and continuous C and U.
of Theorem 1. The observed conditional natural direct effect is
NDE
obs
RR|c =
∫
pr(Y = 1 | A = 1,m, c)F (dm | A = 0, c)∫
pr(Y = 1 | A = 0,m, c)F (dm | A = 0, c)
(A.3)
=
∫ ∫
pr(Y = 1 | A = 1,m, c, u)F (du | A = 1,m, c)F (dm | A = 0, c)∫ ∫
pr(Y = 1 | A = 0,m, c, u)F (du | A = 0,m, c)F (dm | A = 0, c)
(A.4)
=
∫ ∫
pr(Y = 1 | A = 1,m, c, u)F (du | A = 1,m, c)F (dm | A = 0, c)∫ ∫
pr(Y = 1 | A = 0,m, c, u)F (dm, du | A = 0, c)
, (A.5)
where (A.3) follows from the definition, (A.4) follows from the law of total probability, and (A.5)
follows from the definition of the joint distribution of (M,U).
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The true conditional natural direct effect is
NDE
true
RR|c =
∫ ∫
pr(Y1M0 = 1 |M0 = m, c, u)F(M0,U)(dm, du | c)∫ ∫
pr(Y0M0 = 1 |M0 = m, c, u)F(M0,U)(dm, du | c)
(A.6)
=
∫ ∫
pr(Y1m = 1 |M0 = m, c, u)F(M0,U)(dm, du | c)∫ ∫
pr(Y0m = 1 |M0 = m, c, u)F(M0,U)(dm, du | c)
(A.7)
=
∫ ∫
pr(Y1m = 1 | c, u)FM0(dm | c, u)F (du | c)∫ ∫
pr(Y0m = 1 | c, u)FM0(dm | c, u)F (du | c)
(A.8)
=
∫ ∫
pr(Y1m = 1 | A = 1,m, c, u)FM0 (dm | A = 0, c, u)F (du | c)∫ ∫
pr(Y0m = 1 | A = 0,m, c, u)FM0 (dm | A = 0, c, u)F (du | c)
(A.9)
=
∫ ∫
pr(Y = 1 | A = 1,m, c, u)F (dm | A = 0, c, u)F (du | c)∫ ∫
pr(Y = 1 | A = 0,m, c, u)F (dm | A = 0, c, u)F (du | c)
(A.10)
=
∫ ∫
pr(Y = 1 | A = 1,m, c, u)F (dm | A = 0, c, u)F (du | A = 0, c)∫ ∫
pr(Y = 1 | A = 0,m, c, u)F (dm | A = 0, c, u)F (du | A = 0, c)
(A.11)
=
∫ ∫
pr(Y = 1 | A = 1,m, c, u)F (dm, du | A = 0, c)∫ ∫
pr(Y = 1 | A = 0,m, c, u)F (dm, du | A = 0, c)
, (A.12)
where (A.6) follows from the definition and the law of total probability, (A.7) follows from consis-
tency, (A.8) follows from Yam M0 | (C,U) and the definition of the joint distribution of (M0, U),
(A.9) follows from Yam A | (C,U), Yam M | (A,C,U) and A M0 | (C,U), (A.10) follows from
consistency, (A.11) follows from A U | C, and (A.12) follows from the definition of the joint
distribution of (M,U) given A = 0 and C = c.
Therefore, the ratio NDEobs
RR|c/NDE
true
RR|c is bounded by
NDE
obs
RR|c
NDE
true
RR|c
=
∫ ∫
pr(Y = 1 | A = 1,m, c, u)F (du | A = 1,m, c)F (dm | A = 0, c)∫ ∫
pr(Y = 1 | A = 1,m, c, u)F (dm, du | A = 0, c)
=
∫ {∫
pr(Y = 1 | A = 1,m, c, u)F (du | A = 1,m, c)
}
F (dm | A = 0, c)∫ {∫
pr(Y = 1 | A = 1,m, c, u)F (du | A = 0,m, c)
}
F (dm | A = 0, c)
≤ sup
m
∫
pr(Y = 1 | A = 1,m, c, u)F (du | A = 1,m, c)∫
pr(Y = 1 | A = 1,m, c, u)F (du | A = 0,m, c)
. (A.13)
For given values of m and c, pr(Y = 1 | A = 1,m, c, u) is a nonnegative function of u, and
F (du | A = 1,m, c) and F (du | A = 0,m, c) are two measures on the domain of U. We apply
18
Lemma A.3, and obtain
∫
pr(Y = 1 | A = 1,m, c, u)F (du | A = 1,m, c)∫
pr(Y = 1 | A = 1,m, c, u)F (du | A = 0,m, c)
≤
RRAU |(m,c) ×RRUY |(A=1,m,c)
RRAU |(m,c) +RRUY |(A=1,m,c) − 1
.
(A.14)
The bounds in (A.13) and (A.14), and Lemma A.2 altogether imply
NDE
obs
RR|c
NDE
true
RR|c
≤ sup
m
RRAU |(m,c) ×RRUY |(A=1,m,c)
RRAU |(m,c) +RRUY |(A=1,m,c) − 1
= sup
m
BFU |(m,c)
≤
RRAU |(M,c) ×RRUY |(A=1,M,c)
RRAU |(M,c) +RRUY |(A=1,M,c) − 1
= BFU |(M,c). (A.15)
In the above proof, we have inequalities at three places (A.13)–(A.15). First, (A.15) is attainable
if RRAU |(m,c) and RRUY |(A=1,m,c) attain their maximum values at the same level of m. Second,
(A.14) is attainable according to the sharpness of Lemma A.3. Third, (A.13) is attainable, if
F (dm | A = 0, c) has all mass on the value m that attains the maximum of BFU |(m,c). Furthermore,
the conditions for attaining these inequalities are compatible, implying that the bound in Theorem
1 is sharp.
of Theorem 2. Similar to (A.12) in the proof of Theorem 1,
NIE
true
RR|c =
∫ ∫
pr(Y = 1 | A = 1,m, c, u)F (dm, du | A = 1, c)∫ ∫
pr(Y = 1 | A = 1,m, c, u)F (dm, du | A = 0, c)
. (A.16)
Because the conditional total effect can be decomposed as the product of the conditional natural
direct and indirect effects on the risk ratio scale, formulas (A.12) and (A.16) imply
TE
true
RR|c = NDE
true
RR|c ×NIE
true
RR|c =
∫ ∫
pr(Y = 1 | A = 1,m, c, u)F (dm, du | A = 1, c)∫ ∫
pr(Y = 1 | A = 0,m, c, u)F (dm, du | A = 0, c)
=
pr(Y = 1 | A = 1, c)
pr(Y = 1 | A = 0, c)
= TEobs
RR|c = NDE
obs
RR|c ×NIE
obs
RR|c. (A.17)
Therefore, once we obtain the bound on the conditional natural direct effect, we can immediately
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obtain the bound on the conditional natural indirect effect. According to (A.17) and Theorem 1,
NIE
true
RR|c = NIE
obs
RR|c ×
NDE
obs
RR|c
NDE
true
RR|c
≥ NIEobs
RR|c ×BFU |(M,c).
The bound is sharp according to the proof of Theorem 1.
of Theorem 3. We can write the conditional natural direct effect, NDEtrue
RD|c, as
pr(Y1M0 = 1 | c)− pr(Y0M0 = 1 | c) (A.18)
=
∫
pr(Y = 1 | A = 1,m, c)F (dm | A = 0, c)
/∫ pr(Y = 1 | A = 1,m, c)F (dm | A = 0, c)
pr(Y1M0 = 1 | c)
−pr(Y = 1 | A = 0, c) (A.19)
=
∫
pr(Y = 1 | A = 1,m, c)F (dm | A = 0, c)
/NDEobs
RR|c
NDE
true
RR|c
− pr(Y = 1 | A = 0, c) (A.20)
≥
∫
pr(Y = 1 | A = 1,m, c)F (dm | A = 0, c)/BFU |(M,c) − pr(Y = 1 | A = 0, c). (A.21)
where (A.18) is by the definition, (A.19) follows from the proof of Theorem 1, (A.20) follows from
the proof of Theorem 1, and (A.21) follows from Theorem 1.
The bound is sharp according to the proof of Theorem 1.
of Theorem 4. Similar to (A.12), (A.16) and (A.17) on the risk ratio scale,
TE
true
RR|c = NIE
true
RD|c +NIE
true
RD|c = pr(Y = 1 | A = 1, c)− pr(Y = 1 | A = 0, c). (A.22)
Therefore, once we obtain the bound on the conditional natural direct effect, we can immediately
obtain the bound on the conditional natural indirect effect. According to Theorem 2,
NIE
true
RD|c = TE
true
RD|c −NDE
true
RD|c
≤ {pr(Y = 1 | A = 1, c) − pr(Y = 1 | A = 0, c)}
−
{∫
pr(Y = 1 | A = 1,m, c)F (dm | A = 0, c)/BFU |(M,c) − pr(Y = 1 | A = 0, c)
}
= pr(Y = 1 | A = 1, c) −
∫
pr(Y = 1 | A = 1,m, c)F (dm | A = 0, c)/BFU |(M,c).
The bound is sharp according to the proof of Theorem 1.
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of Theorem 5. Theorem 1 is equivalent to
BFU |(M,c) = g
{
RRAU |(M,c),RRUY |(A=1,M,c)
}
≥ NDEobs
RR|c/NDE
true
RR|c, (A.23)
where g(x, y) = (xy)/(x+ y − 1) was defined in Lemma A.2. According to Lemma A.2, BFU |(M,c)
is increasing in both RRAU |(M,c) and RRUY |(A=1,M,c). Letting RRAU |(M,c) in (A.23) go to infin-
ity, we have RRUY |(A=1,M,c) ≥ NDE
obs
RR|c/NDE
true
RR|c. By symmetry, we also have RRAU |(M,c) ≥
NDE
obs
RR|c/NDE
true
RR|c. Let RRmax = max(RRAU |(M,c),RRUY |(A=1,M,c)). According to Lemma A.2,
we have
RR
2
max
2RRmax − 1
≥
NDE
obs
RR|c
NDE
true
RR|c
.
Solving the inequality of RRmax above, we obtain the high threshold in Theorem 5.
Appendix C The Second Sensitivity Parameter RRAU |(M,c)
Appendix C.1 A Lemma About Collider Bias
Lemma A.4. In a directed acyclic graph with vertices (A,U,M), if A U andM is a collider, then
the risk ratio of A on U given M = m satisfies
RRAU |m = max
u
pr(u | A = 1,m)
pr(u | A = 0,m)
= max
u
pr(A = 1 | u,m)
pr(A = 0 | u,m)
/pr(A = 1 | m)
pr(A = 0 | m)
≤ max
u 6=u′
pr(m | A = 1, u) pr(m | A = 0, u′)
pr(m | A = 0, u) pr(m | A = 1, u′)
.
of Lemma A.4. Bayes’ Theorem gives the first line of Lemma A.4 and
RRAU |m = max
u
pr(m | A = 1, u)pr(u | A = 1)/pr(m | A = 1)
pr(m | A = 0, u)pr(u | A = 0)/pr(m | A = 0)
. (A.24)
Applying A U and the law of total probability to (A.24), we have
RRAU |m = max
u
pr(m | A = 1, u)/
∫
pr(m | A = 1, u′)F (du′)
pr(m | A = 0, u)/
∫
pr(m | A = 0, u′)F (du′)
. (A.25)
21
We rearrange the terms in (A.25), and finally obtain
RRAU |m = max
u
{∫
pr(m | A = 0, u′)
pr(m | A = 0, u)
F (du′)
/∫ pr(m | A = 1, u′)
pr(m | A = 1, u)
F (du′)
}
≤ max
u
max
u′
{
pr(m | A = 0, u′)
pr(m | A = 0, u)
/pr(m | A = 1, u′)
pr(m | A = 1, u)
}
= max
u 6=u′
pr(m | A = 1, u) pr(m | A = 0, u′)
pr(m | A = 0, u) pr(m | A = 1, u′)
.
Appendix C.2 Under Some Parametric Assumptions
The second sensitivity parameter can be rewritten as
RRAU |(M,c) = sup
m
sup
u
F (du | A = 1,m, c)
F (du | A = 0,m, c)
= max
m
{
max
u
F (dm | A = 1, c, u)
F (dm | A = 0, c, u)
/F (dm | A = 1, c)
F (dm | A = 0, c)
}
.
Assume that M is binary, and follows a log-linear model conditional on (A,C,U):
pr(M = 1 | a, c, u) = exp {β0 + β1a+ β2c+ β3u} .
For simplicity, we assume that U is a Bernoulli random variable with mean 1/2 independent
of C, as in Rosenbaum and Rubin (1983), Lin et al. (1998) and Imbens (2003). The cumulant
generating function of U is K(t) = logE(etU ) = log{(1 + et)/2}. Therefore, the marginal model of
M given (A,C) also follows a log-linear model:
pr(M = 1 | a, c) = exp {β0 +K(β3) + β1a+ β2c} .
For m = 1, we have RRAU |(M=1,c) = 1 because in the log-linear model the conditional and
unconditional relative risks of A on M are both expβ1 . For m = 0, we have
RRAU |(M=0,c) = max
u
1− eβ0+β1+β2c+β3u
1− eβ0+β2c+β3u
/1− eβ′0+β1+β2c
1− eβ
′
0
+β2c
.
22
We need to find the maximum value on the right-hand side. Ignoring some positive constants,
∂
∂β3
(
1− eβ0+β1+β2c+β3u
1− eβ0+β2c+β3u
)
∝ β3(1− e
β1).
If β1β3 ≥ 0, then the above derivative is non-positive, and
RRAU |(M=0,c) =
1− eβ0+β1+β2c
1− eβ0+β2c
/1− eβ′0+β1+β2c
1− eβ
′
0
+β2c
=
1− eβ
′
0
−K(β3)+β1+β2c
1− eβ
′
0
−K(β3)+β2c
/1− eβ′0+β1+β2c
1− eβ
′
0
+β2c
.
If β1β3 < 0, then the above derivative is positive, and
RRAU |(M=0,c) =
1− eβ0+β1+β2c+β3
1− eβ0+β2c+β3
/1− eβ′0+β1+β2c
1− eβ
′
0
+β2c
=
1− eβ
′
0
+β3−K(β3)+β1+β2c
1− eβ
′
0
+β3−K(β3)+β2c
/1− eβ′0+β1+β2c
1− eβ
′
0
+β2c
.
Because β′0, β1 and β2 can be identified from the marginal model of pr(M = 1 | a, c) by the
observed data, the second sensitivity parameter RRAU |(M,c) = max{1,RRAU |(M=0,c)} reduces to a
function of β3, the confounder-mediation association. In practice, we can estimate β
′
0, β1 and β2
from the observed data, choose a range of plausible values of β3, and compute the corresponding
values of the second sensitivity parameter.
Without loss of generality, below we consider the case without covariates C, because in practice
our analysis is often conducted within strata of C. Tables A.1 and A.2 show how the values of
RRAU |(M,c)/ exp(β3) and RRAU |(M,c)/ exp(β1) vary with β3, for different combinations of (β0, β1).
In all cases, the ratios are smaller than unity, which verify Greenland (2003)’s statement that the
second sensitivity parameter is often smaller than both the exposure-mediator and confounder-
mediator associations. We have tried many other values of the regression coefficients, and find that
this is true in general. Therefore, we can often use the exposure-mediator and confounder-mediator
associations as the upper bound of the second sensitivity parameter.
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Table A.1: Values of RRAU |(M,c)/ exp(β3) for different combinations of (β0, β1) with columns cor-
responding to different values of β3
(β0, β1) 0.1 0.2 0.3 0.4 0.5 0.6 0.7
(−2.3.0.2) 0.91 0.82 0.74 0.68 0.61 0.56 0.50
(−2, 0.2) 0.91 0.82 0.75 0.68 0.62 0.56 0.51
(−2.3, 0.4) 0.91 0.82 0.75 0.68 0.62 0.56 0.51
(−2, 0.4) 0.91 0.83 0.75 0.69 0.63 0.57 0.52
(−2.3, 0.7) 0.91 0.83 0.76 0.70 0.64 0.58 0.54
(−2, 0.7) 0.92 0.84 0.77 0.71 0.66 0.61 0.56
Table A.2: Values of RRAU |(M,c)/ exp(β1) for different combinations of (β0, β1) with columns cor-
responding to different values of β3
(β0, β1) 0.1 0.2 0.3 0.4 0.5 0.6 0.7
(−2.3.0.2) 0.82 0.82 0.82 0.82 0.83 0.83 0.83
(−2, 0.2) 0.82 0.82 0.82 0.83 0.83 0.83 0.84
(−2.3, 0.4) 0.67 0.68 0.68 0.68 0.69 0.69 0.69
(−2, 0.4) 0.67 0.68 0.68 0.69 0.69 0.70 0.71
(−2.3, 0.7) 0.50 0.50 0.51 0.52 0.52 0.53 0.54
(−2, 0.7) 0.50 0.51 0.52 0.53 0.54 0.55 0.56
Appendix D Extensions
Appendix D.1 Extension of Theorem 5 Based on Theorem 3
Theorem A.1. Under the assumptions in (6) and (7), the bounding factor must exceed
BFU |(M,c) ≥
∫
pr(Y = 1 | A = 1,m, c)F (dm | A = 0, c)
NDE
true
RD|c + pr(Y = 1 | A = 0, c)
. (A.26)
Denote the right-hand side of (A.26) by ∆. Then both RRAU |(M,c) and RRUY |(A=1,M,c) must exceed
∆, and the largest of them must exceed ∆ + {∆(∆− 1)}1/2 .
of Theorem A.1. The results follow from Theorem 3 and the proof of Theorem 5.
When there is no conditional natural direct effect, i.e., NDEtrue
RD|c = 0 or equivalently NDE
true
RR|c =
1, Theorems 5 and A.1 give the same Cornfield-type inequality.
Appendix D.2 Time-to-Event Outcome With Rare Events
Let λ(t | x) be the hazard rate of the time-to-event outcome Y at time t conditional on some random
variable X. For time-to-event outcome, we need to modify the definition of confounder-outcome
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association given the exposure level A = 1 and the mediator as
HRUY |(A=1,M,c)(t) = sup
m
supu λ(t | A = 1,m, c, u)
infu λ(t | A = 1,m, c, u)
(A.27)
and correspondingly the bounding factor as
BFU |(M,c)(t) =
RRAU |(M,c) ×HRUY |(A=1,M,c)(t)
RRAU |(M,c) +HRUY |(A=1,M,c)(t)− 1
.
If we have rare events at the end of the study, the hazard ratio approximately satisfies λ(t) ≈
∫
λ(t | x)F (dx), where F (dx) is the distribution of random variable X (VanderWeele 2013). This
approximate linearity property is sufficient for us to manipulate hazard rates as probabilities in all
our proofs above. Consequently, all the conclusions in Section4 hold if we replace risk ratios by
hazard ratios as in (A.27), and also replace risk differences by hazard differences.
Appendix D.3 Positive Outcome
For a general positive outcome, we need to modify the definition of confounder-outcome association
given the exposure level A = 1 and the mediator as
MRUY |(A=1,M,c) = sup
m
supuE(Y = 1 | A = 1,m, c, u)
infuE(Y = 1 | A = 1,m, c, u)
(A.28)
and correspondingly the bounding factor as
BFU |(M,c) =
RRAU |(M,c) ×MRUY |(A=1,M,c)
RRAU |(M,c) +MRUY |(A=1,M,c) − 1
.
All the conclusions in Section4 hold if we replace risk ratios by mean ratios as in (A.28), and
also replace causal risk differences by average causal effects.
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Appendix D.4 Without Conditional Independence of A and U Given C
If we drop the assumption A U | C, then Theorems 1 and 3 still hold if we replace the conditional
natural direct effects NDEtrue
RR|c and NDE
true
RD|c by the ones for the unexposed population:
NDE
true
RR|(A=0,c) =
pr(Y1M0 = 1 | A = 0, c)
pr(Y0M0 = 1 | A = 0, c)
,
NDE
true
RD|(A=0,c) = pr(Y1M0 = 1 | A = 0, c) − pr(Y0M0 = 1 | A = 0, c).
We formally state this as a theorem.
Theorem A.2. Under the assumptions in (6), we have the sharp bounds
NDE
true
RR|(A=0,c) ≥ NDE
obs
RR|c/BFU |(M,c),
and
NDE
true
RD|(A=0,c) ≥
∑
m
pr(Y = 1 | A = 1,m, c) pr(m | A = 0, c)/BFU |(M,c) − pr(Y = 1 | A = 0, c).
of Theorem A.2. The conditional natural direct effect for the unexposed population is
NDE
true
RR|(A=0,c)
=
∫ ∫
pr(Y1M0 = 1 | A = 0,M0 = m, c, u)F(M0,U)(dm, du | A = 0, c)∫ ∫
pr(Y0M0 = 1 | A = 0,M0 = m, c, u)F(M0,U)(dm, du | A = 0, c)
(A.29)
=
∫ ∫
pr(Y1m = 1 | A = 0,m, c, u)F(M0 ,U)(dm, du | A = 0, c)∫ ∫
pr(Y0m = 1 | A = 0,m, c, u)F(M0 ,U)(dm, du | A = 0, c)
(A.30)
=
∫ ∫
pr(Y1m = 1 | c, u)FM0(dm | A = 0, c, u)F (du | A = 0, c)∫ ∫
pr(Y0m = 1 | c, u)FM0(dm | A = 0, c, u)F (du | A = 0, c)
(A.31)
=
∫ ∫
pr(Y = 1 | A = 1,m, c, u)F (dm | A = 0, c, u)F (du | A = 0, c)∫ ∫
pr(Y = 1 | A = 0,m, c, u)F (dm | A = 0, c, u)F (du | A = 0, c)
(A.32)
=
∫ ∫
pr(Y = 1 | A = 1,m, c, u)F (dm, du | A = 0, c)∫ ∫
pr(Y = 1 | A = 0,m, c, u)F (dm, du | A = 0, c)
, (A.33)
where (A.29) follows from the definition and the law of total probability, (A.30) follows from
consistency, (A.31) follows from Yam A | (C,U) and Yam M | (A,C,U), and the definition of
the joint distribution of (M0, U), (A.32) follows from Yam A | (C,U), Yam M | (A,C,U) and
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Figure A.1: Directed acyclic graph with regime indicators.
M0 A | (C,U), and (A.33) follows from the definition of the joint distribution of (M,U).
Formula (A.33) is the same as (A.12), and therefore the result in Theorem 1 for NDEtrue
RR|c also
holds for NDEtrue
RR|(A=0,c). The discussion for the risk difference scale is analogous.
Appendix D.5 Decision-Theoretic Framework for Mediation
The decision-theoretic framework (Didelez et al. 2006; Geneletti 2007) formalizes causal inference
by a directed acyclic graph with regime indicators, e.g., Figure A.1 represents a graph for mediation
analysis, where W can be viewed as either C or (C,U).
We assume that the conditional independencies among the variables of interest can be repre-
sented in a directed acyclic graph, i.e., the joint distribution satisfies the Markov properties. For
mediation analysis, we assume that σA, the regime indicator for an intervention on A, takes values
in {φ, 0, 1}. The no intervention regime σA = φ corresponds to observational data, and the atomic
intervention σA = a fixes A at level a, for a = 0, 1. Mathematically, we have
pr(A = a | paA;σA = φ) = pr(A = a | paA), pr(A = a | paA;σA = a
∗) = I(a = a∗).
In addition to the values φ and m for all possible values of M , the regime indicator σM for the
mediator also takes the value Ga|c, a random intervention meaning
F (dm | paM ;σM = Ga|c) = F (dm | c;σA = a, σM = φ) (a = 0, 1).
We discuss only the conditional natural direct effect on the risk ratio scale, because the results for
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conditional natural indirect effect and the risk difference scale are analogous. We define
NDE
true
RR|c =
pr(Y = 1 | c;σA = 1, σM = G0|c)
pr(Y = 1 | c;σA = 0, σM = G0|c)
.
We assume W = C and the following sufficient conditions for identification:
C (σA, σM ), Y σA | (A,C;σM ), Y σM | (A,M,C;σA), M σA | (A,C).
Under the above conditions, we have
pr(Y = 1 | c;σA = a, σM = Ga∗|c)
= pr(Y = 1 | a, c;σA = a, σM = Ga∗|c) (A.34)
= pr(Y = 1 | a, c;σM = Ga∗|c) (A.35)
=
∫
pr(Y = 1 | a,m, c;σM = Ga∗|c)F (dm | a, c;σM = Ga∗|c) (A.36)
=
∫
pr(Y = 1 | a,m, c)F (dm | c;σA = a
∗, σM = φ) (A.37)
=
∫
pr(Y = 1 | a,m, c)F (dm | a∗, c), (A.38)
where (A.34) follows from the definition of σA, (A.35) follows from Y σA | (A,C;σM ), (A.36)
follows from the law of total probability, (A.37) follows from Y σM | (A,M,C;σA) and the defi-
nition of σM = Ga∗|c, and (A.38) follows from M σA | (A,C). Therefore, (A.38) implies that the
observed version of NDEtrue
RR|c is
NDE
obs
RR|c =
∫
pr(Y = 1 | A = 1,m, c)F (dm | A = 0, c)∫
pr(Y = 1 | A = 0,m, c)F (dm | A = 0, c)
. (A.39)
We assume W = (C,U) and the following conditions for sensitivity analysis:
A U | C, (C,U) (σA, σM ),
Y σA | (A,C,U ;σM ), Y σM | (A,C,U,W ;σA), M σA | (A,C,U).
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Using similar reasoning as in (A.34)–(A.38), we have
pr(Y = 1 | c;σA = a, σM = Ga∗|c)
=
∫
pr(Y = 1 | a, c, u;σA = a, σM = Ga∗|c)F (du | a, c;σA = a, σM = Ga∗|c) (A.40)
=
∫
pr(Y = 1 | a, c, u;σM = Ga∗|c)F (du | c;σA = a, σM = Ga∗|c) (A.41)
=
∫ ∫
pr(Y = 1 | a,m, c, u;σM = Ga∗|c)F (dm | a, c, u;σM = Ga∗|c)F (du | c) (A.42)
=
∫ ∫
pr(Y = 1 | a,m, c, u)F (dm | c, u;σA = a
∗, σM = φ)F (du | c) (A.43)
=
∫ ∫
pr(Y = 1 | a,m, c, u)F (dm | a∗, c, u)F (du | c), (A.44)
where (A.40) follows from the law of total probability, (A.41) follows from Y σA | (A,C,U ;σM )
and the definition of σA, (A.42) follows from the law of total probability and (C,U) (σA, σM ),
(A.43) follows from Y σM | (A,C,U,W ;σA) and the definition of σM = Ga∗|c, and (A.44) follows
from M σA | (A,C,U). Therefore,
NDE
true
RR|c =
∫ ∫
pr(Y = 1 | A = 1,m, c, u)F (dm | A = 0, c, u)F (du | c)∫ ∫
pr(Y = 1 | A = 0,m, c, u)F (dm | A = 0, c, u)F (du | c)
. (A.45)
Because the empirical formulas (A.39) and (A.45) for NDEtrue
RR|c based on C or (C,U) are both
the same as the ones under the potential outcomes framework in the main text, all our results also
apply to mediation analysis under the decision-theoretic framework.
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