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Motivated by nonlinear programming we study a process involving continuous 
adjustments of both primal and dual variables. Nonsmoothness in problem data 
or simple restrictions on variables make the velocity of the process possibly 
nonunique. The process obtained is shown to converge locally under strict 
monotonicity conditions. Examples are given in terms of augmented Lagrangians. 
The results are believed to provide a basis for the construction of algorithms. 
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1. INTRODUCTION 
Lagrangian saddle functions 
L:Xx Y-+R 
are at the heart of duality theory in mathematical programming. Such 
functions can be interpreted in the context of noncooperative games as the 
cost incurred by a primal player, choosing strategies x E X, and paid to a 
dual player who selects strategies YE Y. Then natural concerns of each 
player, about marginally improving his individual position, are expressed 
in the dynamical system 
(x(O), Y(O)) E xx K 
(-+(t), j(f)) E (-8,L a&)(x(t), Y(t))? I
(1) 
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where the initial point (x(O), y(0)) is given, a,L(x, y) denotes a generalized 
partial gradient with respect o X, in the sense of Clarke [4], and d,.L(x, y) 
results similarly from partial differentiation with respect to y. 
Indeed, for a given state (x(z), y(f)) the first player, being a minimizer, 
should naturally consider changing his strategy x(t) along directions 
belonging to - a,L(x(t), y(t)). This is so because in the differentiable case 
-V,L(x(t), y(t)) is the direction of steepest descent of his cost. Similarly, 
the second player (the maximizer) ought to change his strategy along direc- 
tions in a,L(x(t), y(t)). Note that the differential inclusion (1) is akin to 
the gradient systems extensively studied in stability theory and mechanics. 
However, system (1) may not be viable, i.e., starting initially from 
(x(O), y(0)) and proceeding at continuous time t with a velocity in 
(-8,L, a,.L)(x(t), y(t)) may yield a trajectory that strays out of Xx Y. To 
avoid this, we propose to modify (1) as follows: 
(x(O), y(O)) E xx Y, 
(4t), JX~)) E (-d,L - N,, a,L - Ny)(x(f), y(f)), 
(2) 
where N,(x(t)), N,(y(t)) are the Clarke normal cones of X at x(t), and 
Y at y(t), respectively. 
The reasoning behind the differential inclusion (2) is quite 
straightforward. Suppose a player is informed on line about the latest 
strategy considered by his opponent, this strategy being conceived of as a 
(relatively) firm commitment. Then the player immediately makes, if 
desired, a marginal change as guided by two concerns: First, his cost 
should decrease, preferably as quickly as possible. Second, any direction of 
change which points out of his viable (feasible) set must be appropriately 
modified. This adjustment process, driven by completely myopic behaviour 
of two persons in a zero sum, noncooperative game, is perfectly mirrored 
by the inclusion (2). Clearly (1) and (2) amount to the same thing as long 
as (x(t), y(t)) E int(Xx Y). The modification in (2) is effective only at 
boundary points of Xx Y. At any event, (2) is an example of a so-called 
differential variational inequality, about which fairly much is known since 
the work of Henry [7]. 
The purpose of this paper is to point out, under broad conditions, that 
(2) admits trajectories in Xx Y which converge locally to local saddle 
points. This adds to the results of Aubin and Cellina [2], who offered 
purely primal or purely dual gradient methods for constrained, globally 
convex minimization. 
The dynamics of system (2) when discretized, are at variance with multi- 
plier methods [3], which involve complete minimization at each iteration, 
i.e., for the given J’ find optimal x(y), then update y, etc. In contrast, our 
procedure is a gradient method which simultaneously improves x and y. It 
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could be advantageous at the initial stages of computation, to be followed 
by a multiplier method when sufficiently close to the saddle point. 
Strict convexity-concavity of L(x, y) plays an essential role in the 
subsequent analysis. Strict convexity separately in x is inherited from 
similar properties of the cost function in the original minimization problem. 
By contrast, strict concavity (separately) in y does not obtain in ordinary 
or augmented Lagrangians. Therefore these Lagrangians must be 
appropriately modified to ensure some curvature in y. The drawback is 
that resulting saddle points do not coincide with those of the ordinary 
Lagrangian. We can only argue that the approximate saddle points cluster 
to those usually sought after. 
The plan of the paper is as follows. After giving useful optimality 
conditions for saddle points, Section 2 goes on to restate known results 
about viable trajectories of (2). This done, Section 3 provides the analysis 
about asymptotic convergence of such trajectories. Finally, we put this to 
work on a standard nonlinear program in Section 4. 
2. SADDLE POINTS AND GRADIENT SYSTEMS 
The primary object of this section is a possibly nonsmooth saddle 
function L(x, y), defined over a nonempty product set Xx Y, e.g., an 
augmented Lagrangian; see Rockafellar [ 111, Bertsekas [3], or Minoux 
[lOI. 
The following result on weak duality, expressing the advantage of having 
the first move, as well as the characterization of saddle points is well 
known. 
PROPOSITION 2.1. The optimal value inf(P) of the primal problem 
minimize sup L(x, y) over X (P) 
VE Y 
majorizes the optimal value sup(D) qf the associated dual problem 
maximize inf L(x, y) over Y. 
XEX 
CD) 
Moreover, (X, J) E Xx Y is a saddle point of L, i.e., 
L(x, y)dL(x, y) for all XEX YE Y 
zjjf X solves (P), j solves (D) with equal values 
min( P) = max(D). 
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Numerous authors have explored sufficient conditions for existence of 
saddle points; see Ky Fan [S], Sion [ 151, Shu-Zhong and Kung-Ching 
[ 141. In particular, it suffices that X, Y are convex compact, and L(x, y) 
is separately lower semicontinuous convex in x, and upper semicontinuous 
concave in y. 
Existence of saddle points is not our major concern here. In fact, 
occasionally we shall take their presence for granted. We need, however, to 
record a variational characterization of such points. 
PROPOSITION 2.2 (Necessary Optimality Condition). Suppose L(x, y) 
is locally Lipschitz in x (and also in y) on a neighborhood of X (of Y, 
respectively). 
Then ,for (X, j) to be a saddle point qf L(.x, y) over Xx Y we must have 
OEd,L(X, j)+N,(i) (3) 
and 
OE -8,.L(.?, j)+N,(j). (4) 
Equivalently, 
and 
(ii,, T,(-f)) 20 (5) 
(g,, T&P)) 60 (6) 
for some generalized gradients g,, g, belonging to the partial Clarke 
differentials d,L(Z, j) and $,L(X, j), respectively. Here N,(Z) denotes 
the Clarke normal cone of X at X and T,(x), its negative polar, is the 
corresponding tangent cone. 
Proof: For some A > 0, X is a local minimum of 
where d, is the distance function to X, see Clarke [4]. Thus 
oEa,L(x, j)+Aad,(x) 
c a,L(x, j) + N,(x). 
This takes care of (3), and (4) is verified in the same manner. Note that (5), 
i.e., the statement hat 
(g,., v)20 for all VE T,(Z), 
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is equivalent to 
Such a g,, which also belongs to d,L(& j$ is furnished by (3). Identical 
arguments prove (6). 1 
Note that (5) and (6) are variational inequalities [S], which assume a 
more familiar form when X, Y are closed convex sets. Then the Clarke 
tangent cone coincides with the ordinary ones of convex analysis, and (5), 
(6) become 
( g.,, x - 2 > 2 0, VXEX, (7) 
(g,,y-Y)GOo, vye Y. (8) 
It should also be noted that when L is convex-concave, conditions (3) and 
(4) are sufficient for (X, j) to be a saddle point. 
We aim at locating saddle points of L as asymptotic limits of trajectories 
in Xx Y solving (2). First we need to inquire whether viable trajectories do 
in fact exist. The following result is a transcription of Theorem 5.6.1 in 
Aubin and Cellina [2]. 
THEOREM 2.1 (On Viability). Suppose the correspondence 
(x, Y) -+ 8x, Y) := (-aAx, Y)? ~.J(X~ Y)) 
is upper semicontinuous with nonempty values on the convex set Xx Y. 
v 
inf{ Ilfll:fEW, Y), XEX 4’~ Y) (9) 
is bounded, then there exists at least one viable solution to (2), i.e., an 
absolutely continuous function 
(4.1, A.)): co, a)+Xx y 
such that (2) holds for almost every t 3 0. 
In particular, (9) is satisfied if Xx Y is also compact. In that case there 
exists an equilibrium point (2, j) of (2) satisfying (3) and (4). 
Alternative!y, it is possible to ensure viability by using suitable 
projections. Specifically, we can substitute for (2), 
(-+(t), P(t)) 6 P( -&W(t), Y(f)), a,.L(x(t), Y(t)))* (10) 
where P is the projection on the tangent cone of Xx Y at (x(t), y(t)). In 
fact, under the hypotheses of Theorem 2.1, the two systems (2) and (10) 
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have the same set of viable solutions. Also their slow solutions coincide, i.e., 
those whose velocity have minimal norm; see [Z, Propositions 56.2 and 
56.31. For analytical reasons we prefer to work with (2) since the projec- 
tion on the right side of (10) may destroy convexity and monotonicity. 
3. CONVERGENCE 
Henceforth we assume that X, Y are nonempty closed convex subsets of 
finite-dimensional Euclidean spaces, and that (2) admits at least one viable 
solution. 
DEFINITION 3.1. Let (X, jj) E Xx Y. The correspondence 
e, Y) := (-~,Ux, Y), q4x, Y)) 
is said to be: 
(a) monotone with respect to (X, j) if 
(W, Y) - w, Y), (4 Y)- G, j)) GO (11) 
for all (x, y) E Xx Y, 
(b) strictly monotone with respect to (X, j) if (11) is a strict 
inequality for (x, y) E Xx Y, (x, y) # (X, y), 
(c) locally monotone with respect to (X, j) if (11) holds for all 
(x, y) E Xx Y belonging to some neighborhood of (X, j$ 
(d) locally strictly monotone with respect o (X, jj) if (11) is strict for 
all (x, y) E Xx Y sufficiently close to, but different from, (X, j). 
Our main convergence result is quite standard: 
THEOREM 3.1 (On Convergence). Let (X, j) E X x Y be any saddle point 
satisfying (7) and (8). 
(a) Zf system (1) is locally monotone with respect to (X, j), then any 
viable solution of (2) emanating from some initial point in a ball where the 
monotonicity applies will remain forever in that same bull. 
(b) If system (1) is locally strictly monotone with respect to (X, j), 
then any viable solution of (2) starting at some point in a bull where the strict 
monotonicity applies will converge to (X, j). 
(c) Thus if system (1) is strictly monotone with respect to (X, j), any 
viable solution of (2) converges asymptotically to this point. 
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Proof: For a given viable solution (x( . ), JI( . )) of (2) define an 
associated Liapunov function 
V(f) := ;ll(x(d - 2, y(t) - YW (12) 
to monitor the progress towards the designated pair (X, j). As long as 
(x(t), y(t)) moves in a region where F is monotone with respect to (2, j) 
we have 
(k i) =.f(t) - 4th f(t) E F(x(t), At)), n(f) E N,(x(f)) x N,(y(t)) = 
and consequently 
et) = ((X(f) --x, y(r) - Y), (3t), J’(f))> 
= <(X(f)--% Y(t)-y),f(t)-n(t)) 
d ((x(t) - Jf, Y(f) - Y), f(t) > 
d <(x(t)-% y(t)-.?), t-g,, gy))aJ (13) 
for almost all t 3 0. The first inequality above results immediately from the 
definition of normal cones to convex sets (here is where formulation (2) is 
more advantageous than the alternative formulation (10)). For the second 
inequality we use (11) and the pair (-g,, g,) mentioned in (7) and (8). 
The above can be summarized as 
P(l)<0 a.e. 
which, by the fact that V( .) is absolutely continuous, implies that V( .) is 
nonincreasing. This proves part (a). For part (b) assume that 
lim V(t) = u > 0. (14) I--r +x71 
Then by (a) the entire trajectory will stay outside the open ball B,(.%, j) 
with center (X, j) and radius 
r := (2u)'/2. 
Also, by (14) the trajectory will eventually be trapped in the compact set 
K:= cl B,+,(X, j)\B,(,u, j). 
By strict monotonicity, there exists E > 0 such that (x(t), y(t)) E K implies 
sup<(x(t) - 2, y(t) - Y), F(x(t), y(t))> 
G <(X(f)--, y(f)-JG (6T=T,, g,.))-E. 
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Referring to (13) we see that p(t) < - E for almost all sufficiently large t. 
This contradicts (14) and completes the proof. 1 
Remark. As long as the viable solution (x(t), y(t)) of (2) stays in the 
interior of (Xx Y), has a right continuous velocity (a(t), j(t)), and L is 
differentiable, then 
f L(x(t), y(t)) = - lla(t)ll’+ II.wl12. (15) 
Note that by (15) dL/dt may have any sign. Compare with [2, 
Theorem 3.4.11. 
Theorem 3.1 is particularly applicable for strictly convex-concave saddle 
functions. whose definition we now recall: 
DEFINITION 3.2. The real valued saddle function L over Xx Y is called 
strictly convex+oncave if X, Y are convex sets, and the functional 
inequalities 
L(k,x, +&x2, .) <II, L(x,, .)+ &L(x2, .) (16) 
L(.,3.,1’,+~2Y,)>~,L(.,Y,)+~,L(.,Y*) (17) 
hold pointwise for all x, , .x,EX,~,,~,EY, and J,=(1-Ik2)~(0,1) with 
Xl z x2, Yl z Y2. 
To determine saddle points of strictly convex-concave saddle functions 
we propose: 
THEOREM 3.2. Suppose the saddle function L: Xx Y + [w is strictly 
convexPconcave with 
(-W(x, Y), ~,UX> Y)) 
nonempty and upper semicontinuous at every (x, y) E Xx Y. Also suppose 
there exists a saddle point. Then this saddle point is unique, and every viable 
solution of (2) converges asymptotically towards it. 
Theorem 3.2 is an immediate corollary of the following: 
LEMMA 3.1. Zf L is strictly convex-concave over Xx Y, then the 
correspondence 
F(x, Y) := (-a,ux, Y), QYX, Y)), 
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assumed nonempty for all (x, y) E Xx Y, is strictly monotone decreasing in 
the sense that 
(F(x, Y I- F(x’, Y’), (x3 Y I- w, Y’) > < 0 (18) 
for every (x, y) # (x’, y’) E Xx Y. 
Proof Take any two pairs (x, y) and (x’, y’) in Xx Y and a 2 E (0, 1). 
Suppose x # x’. Then (16) yields 
L(lx+(l -I)x’, .)<AL(x, .)+(l -/I)L(x’, .) 
so that 
L(;lx + (1 - /I)x’, .) - L(x’, .) 
2 
< L(x, .) - L(x’, . ). 
Now send 1 JO and observe that the limit on the left is monotonely 
decreasing. Thus for every g,, E ~,L(x’, .) 
( g,, , x - x’ ) d hm 
L(Lx+(l-;l)x’. .)-L(x’, .) 
i. I 0 2 
Similarly, 
< L(x, .) - L(X’, ‘). 
(g,, x’ -x) < L(x’) - L(x) 
for every g, E d,L(x, . ). Adding the inequalities we obtain 
Similarly, if y # y’ then (17) implies 
whenever gyE a,L( ., y) and g.,,, E Z$L( ., y’). Combining the last two 
inequalities, we get (18). 1 
Remark. When L is convex-concave, but not strictly convex-concave, 
one may obtain approximate saddle points by using the modified saddle 
function 
L(x,Y)+c,(x,i,)--c,(Y,E,,), (19) 
where ci( ., A,) is strictly convex and tends pointwise to zero as the 
parameter Ii+ + ~3; see Attouch and Wets [l] and Flim [IS]. 
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EXAMPLE. The path following procedure in Theorem 3.2 is particularly 
simple when L(x, v) is linear-strictly quadratic, i.e., when 
where C, D are symmetric, positive definite matrices and X, Y are non- 
empty convex polyhedra in [Wk, [w’, respectively. In this case, the coercivity 
of the finite-dimensional linear-strictly quadratic primal and dual problems 
(P) and (D), see Proposition 2.1, ensures that both problems are solvable 
with no duality gap. That is to say, a unique saddle point is available, see 
Rockafellar and Wets [13], and the system 
iF -c-Cx+Ey-N,(x), 
jed-Dy-ETx-NY(y) 
converges globally to that point. Algorithms based on this system might be 
useful in solving quadratic problems of optimal control; see [ 121. 
4. APPLICATION TO NONLINEAR PROGRAMMING 
Consider nonlinear programs of the form: 
(PO): minimize &(x) subject to 
XEX and f(x) E I. (20) 
Here X denotes a nonempty closed convex subset of (w”, Jo: [w” -+ [w is 
locally Lipschitz, f: [w” + OX”’ is of class Cl, and I is an interval of [w”, 
Z=I, x ..’ XI,. 
Observe that the familiar inequality system 
f(x) 6 0 corresponds to I= 174”) 
whereas equalities are represented by degenerate intervals Zi. 
The program (P,) is perturbed, in the usual fashion, to give a family of 
problems (P,), u E [w”, where the interval constraint in (20) is replaced by 
f(x) E z+ u. 
Within this extended family we relax problem (PO) by assuming that 
perturbations u E [w” can be bought at prices 
P(U) := 2 p;(di(ui + cl;)), 
i= I 
(21) 
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where for each i = 1, . . . . m the function pi: R + + R is increasing and C ‘, 
d, ( .) is a distance function to the coordinate interval I;, and pi E R is a 
suitably chosen parameter. The parameters pi allow the price function (21) 
to penalize in a nonlinear fashion deviations from Ii. 
We note that the option to purchase u leads naturally to the 
(generalized) Lagrangian 
infUd4 +P(u): f(x) E Z+ ~1 u 
=fo(x) + f pi(di(f,x) + /4)> 
i= I 
(22) 
i.e., the cost function at x with the “cheapest” perturbation. 
The above formulation can accommodate many useful price functions. 
For example, the choice 
Pi(O) = Y;R Yi > O, pi=0 
gives an I,-type exterior penalization [9]. 




where yi is interpreted as the usual Lagrange multiplier associated with the 
constraint fi(x) EZ;. The choice (24) coincides with the augmented 
Lagrangian of [ 111; see also [3, lo]. 
To reconcile the Lagrangians constructed by (22) with Theorem 3.2, 
which requires the Lagrangian to be strictly convex-concave, at least 
locally, near a saddle point, we make the following: 
Assumption 4.1. Each p, in (21) is convex, increasing and each interval 
Ii is of the form (- co, bi], bj E R 
A good case for this assumption is made by the following two lemmas, 
LEMMA 4.1. Under Assumption 4.1, the cost p(u) of perturbations 
(defined by (21)) is conuex and increasing. 
Proof Since pi is convex, increasing and di is convex, the composite 
function pi 0 d, is also convex, regardless of the form of the interval I,. 
Monotonicity is guaranteed by the choice I, = (- co, hi]. 1 
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LEMMA 4.2. Under Assumption 4.1, the Lagrangian (22) is separately 
convex in x near x provided fO, . . . . f,,, are all convex near X. 
Proof Fix any convex neighborhood N of X in which f,, . . . . f, are 
convex. Note that 
G(x, u) := 
if f(x)EZ+u, 
otherwise, 
is jointly convex in (x, U) E N x R”. Therefore the Lagrangian inf, G(x, U) is 
also convex over N. 1 
To be specific, we confine the discussion to the price function (23) with 
zi=(-cx3,0], i= 1 , . . . . m 
resulting by (24) in the well-known form of the augmented Lagrangian 
L(x, Y) :=fo(x) +; f I=, [ri((.m+~)+)‘-~] (25) 
defined on Xx Y with X as in (20) and Y= RT. 
The augmented Lagrangian L(x, y) of (25) thus satisfies Assumption 4.1. 
It is evident that L(x, y) is separately concave in y for each x. Note, 
however, that L(x, .) is strictly concave only over the interval 
Yi < - ri.fifXh 
To mitigate this we subtract the term 
from (25), obtaining a modified Lagrangian which we denote by L,, where 
CI = (ccl) . ..) r&J. 
THEOREM 4.1 (On Convergence of Approximate Saddle Points). Let 
Assumption 4.1 with bi=O be in force, and suppose fi, . . . . f,,, are all convex 
in a neighborhood of X where f. is strictly convex. Let L be the ordinary 
Lagrangian fO(x) +Cy=, y,f,(x), or the augmented Lagrangian (25) of 
problem (P,). 
Then for any strictly positive ct = (IX,, . . . . a,), all viable solutions of 
(x(O), Y(O)) E xx y, 
4t)E - ~,L(x(t), y(t)) - N,(x(t)), (26) 
At) E +Wt), y(t)) - NAY(t)) - (a,~;):=, 
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converge to a unique saddle point (x(a), y(a)) of 
L,(x, y) :=L(x, p,-; f cqy;. 
,=I 
Moreover, any cluster point (2, j) of (~(a~), y(c?)) as ak JO is a saddle point 
of L. 
Proof. Since L, is strictly convex-concave, asymptotic convergence of 
viable trajectories of (26) to a unique (X(U), y(a)) follows from 
Theorem 3.1. That (x(a), y(a)) is a stationary point of the system (26) is 
verified by Theorem 6.5.2 of [2]. Proposition 2.2 then shows that 
(x(a), y(a)) is a saddle point. Finally, for the convergence as ~~10, define 
Lk = Lq 
and note: 
(i) For any sequence xk converging in X to x, and any y E Y, 
L(x, y) 6 likm_2fL,(Xk, y) 
and 
(ii) For any sequence yk converging in Y to y, and any x E X, 
lim sup L,(x, y”) < L(x, y). 
k+m 
Thus Lk epi/hypo converges to L, and the result follows from 
Theorem 3.10 of [l]. 1 
Remark. In the limit process uk J 0, when solving the kth problem, we 
can also replace fO, . . . . f, by approximate functions f t, . . . . fk satisfying 
)5X ffC-4 =fi(x) 
for all x in some neighborhood of X. The Lagrangian L, now involving ak 
and f h, . . . . f ", would still epi/hypo converge to L and the same result on 
accumulation of saddle points obtains. 
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