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Re´sume´
Un point important en apprentissage par renforcement
(AR) est l’ame´lioration de la vitesse de convergence
du processus d’apprentissage. Nous proposons dans
cet article d’e´tudier l’inﬂuence de certains parame`tres
de l’AR sur la vitesse d’apprentissage. En eﬀet, bien
que les proprie´te´s de convergence de l’AR ont e´te´
largement e´tudie´es, peu de re`gles pre´cises existent
pour choisir correctement la fonction de renforcement
et les valeurs initiales de la table Q. Notre me´thode
aide au choix de ces parame`tres dans le cadre de
proble`mes de type goal-directed, c’est-a`-dire dont
l’objectif est d’atteindre un but en un minimum de
temps. Nous de´veloppons une e´tude the´orique et
proposons ensuite des justiﬁcations expe´rimentales
pour choisir d’une part la fonction de renforcement et
d’autre part des valeurs initiales particulie`res de la
table Q, base´es sur une fonction d’inﬂuence.
Mots cle´s : apprentissage par renforcement de type
goal-directed, fonction de renforcement, initialisation
de la table Q, fonction d’inﬂuence, reward shaping
1 Introduction
L’apprentissage par renforcement (AR) [10] est une
technique permettant a` un agent, interagissant avec
un environnement, de re´soudre de manie`re autonome
des taˆches graˆce a` un syste`me de re´compenses.
La plupart des algorithmes d’AR se placent dans
le cadre des processus de´cisionnels de Markov.
L’agent apprend par essais et erreurs a` se´lectionner,
pour chaque couple d’e´tat-action, les actions qui
vont lui permettre de maximiser la somme de ses
re´compenses futures, ou espe´rance de gain. L’algo-
rithme du Q-learning [11] est l’un des plus usuel en
AR. La strate´gie optimale y est apprise de manie`re
implicite sous la forme d’une fonction de valeur Q.
La convergence de cet algorithme a e´te´ de´montre´e [12].
Une des principales limitations des algorithmes
d’AR est la lenteur de convergence. Ainsi, plusieurs
me´thodes proposent d’acce´le´rer l’AR. Elles ne´cessitent
l’incorporation de connaissance a priori ou de conseils
dans l’AR. Dans cette optique, Garcia [3] pre´sente un
e´tat de l’art des diﬀe´rentes techniques d’exploration
guide´e et propose deux me´thodes permettant d’ajou-
ter de la connaissance a priori aﬁn de guider
l’agent dans son exploration. Pour cela, il s’inspire
des me´thodes introduisant les macro-actions pour
contraindre le nombre d’actions a` conside´rer dans
chaque e´tat et propose des me´canismes de relaˆchement
progressif de ces contraintes. L’inte´reˆt est de diminuer
l’espace de recherche et donc d’espe´rer re´soudre le
proble`me plus rapidement. D’autres techniques pour
guider l’exploration consistent a` incorporer un conseil
directement dans la fonction de renforcement ou la
fonction de valeur Q. Les me´thodes par estimateurs de
progre`s [7], par fonctions de potentiel [13], par reward
shaping [8,9], par imitation [1] ou l’initialisation de la
table Q [4–6] en font ainsi partie.
Mataric [7] propose une me´thode pour choisir des
fonctions de re´compenses utilisant les connaissances
implicites sur l’environnement. Elle implique l’uti-
lisation de fonctions de re´compenses continues et
d’estimateurs de progre`s. De meˆme, dans la me´thode
par reward shaping, on ajoute des re´compenses
additionnelles base´es sur des fonctions de potentiels
aux re´compenses rec¸ues de l’environnement [8]. Un
exemple classique du reward shaping concerne le
proble`me de l’apprentissage de la conduite d’un
ve´lo [9]. Cependant, ces me´thodes peuvent amener
l’agent a` apprendre des strate´gies sous-optimales et
ainsi, a` pie´ger le syste`me. Wiewiora [13] comple`te
l’e´tude du reward shaping et de plus, de´montre
certaines similarite´s entre les me´thodes base´es sur les
fonctions de potentiel et l’initialisation de la table Q.
En eﬀet, la technique la plus e´le´mentaire pour inﬂuen-
cer l’apprentissage est le choix des valeurs initiales
de la table Q [4, 6]. Koenig et Simmons [5] e´tudient
diverses repre´sentations des fonctions de re´compenses
et analysent la complexite´ des algorithmes base´s sur
le Q-learning selon ces repre´sentations. Finalement,
concernant l’apprentissage par imitation, Behnke et
Bennewitz [1] proposent de donner acce`s a` l’agent
aux valeurs de la table Q d’un agent expe´rimente´.
Ainsi, la fonction de renforcement et l’initialisation
de la table Q jouent un roˆle important dans l’AR.
Ne´anmoins, bien que l’AR a e´te´ largement e´tudie´ et
ses proprie´te´s de convergence bien connues, en pra-
tique, on choisit souvent la fonction de renforcement
de manie`re intuitive et les valeurs initiales de la table
Q de manie`re arbitraire [10]. Dans cet article, les eﬀets
des parame`tres de l’AR sur la strate´gie sont discute´s
aﬁn de sugge´rer une analyse ge´ne´rique. Nous validons
notre e´tude avec l’algorithme du Q-learning. L’objectif
principal est de proposer une me´thode pour correcte-
ment initialiser les parame`tres de l’AR en vue d’ob-
tenir le comportement optimal de´sire´ en un minimum
de temps, dans le cadre de proble`mes de plus court
chemin stochastique.
2 Apprentissage par renforce-
ment
Le cadre de la plupart des algorithmes d’AR est
celui des processus de´cisionnels de Markov (PDM),
de´ﬁni comme un ensemble ﬁni d’e´tats, S, un en-
semble ﬁni d’actions, A, et une fonction de transition
T : S × A × S → [0; 1] donnant pour chaque e´tat
et action la probabilite´ de transition entre e´tats.
R : S × A × S → R est la fonction de renforcement
calculant la re´compense imme´diate ou renforcement
obtenue pour chaque transition eﬀectue´e. Le but est
d’apprendre une table d’e´tat-action, appele´e strate´gie
et note´e π, qui maximise la somme ponde´re´e des
re´compenses futures 1 :
∑∞
k=0 γ
kr(st+k, at+k, st+k+1).
Nous avons valide´ notre e´tude avec l’algorithme du
Q-learning [11]. Dans cet algorithme, une fonction de
valeur Qπ(s, a) est estime´e durant le processus d’ap-
prentissage et me´morise´e dans un tableau. La fonction
de valeur repre´sente la somme des re´compenses futures
espe´re´es que l’agent espe`re recevoir en exe´cutant l’ac-
tion a depuis l’e´tat s et en suivant la strate´gie π. La
fonction de valeur de l’action optimale Q∗ est l’unique
solution de l’e´quation de Bellman,
Q∗(s, a) =
∑
∀s′∈S
T (s, a, s′)
[
R(s, a, s′)
+ γ max
a′
Q∗(s′, a′)
]
(1)
Le Q-learning est une me´thode hors-ligne dont
1Les re´compenses sont actualise´es par un coeﬃcient
d’atte´nuation γ qui controˆle la balance entre l’importance des
re´compenses imme´diates et futures.
l’e´quation de mise a` jour est :
Q(s, a) ← Q(s, a) + α
[
r + γ max
a′
Q(s′, a′)−Q(s, a)
]
(2)
ou` r est la re´compense rec¸ue pour la transition de
l’e´tat s au nouvel e´tat s′ apre`s l’exe´cution de l’ac-
tion a. α ∈]0; 1] est le coeﬃcient d’apprentissage et
γ ∈ [0; 1[ le coeﬃcient d’actualisation.
Sous certaines conditions 2, l’algorithme du Q-learning
est garanti de converger vers la fonction de valeur op-
timale [12]. La se´lection de l’action se fait selon un
crite`re d’exploration/exploitation. Nous avons utilise´
la me´thode -glouton dans laquelle la probabilite´ de
choisir une action ale´atoire est , et sinon, l’action
se´lectionne´e est celle ayant, pour l’e´tat courant, la plus
grande valeur de Q 3.
3 Choix des valeurs initiales
avec des re´compenses binaires
Nous supposons que deux tendances se de´marquent
lors de l’apprentissage : une strate´gie globale et un
comportement spe´ciﬁque en de´but d’apprentissage.
Dans cette partie, nous allons pre´ciser ces deux ten-
dances qui de´pendent du choix de la fonction de ren-
forcement et de l’initialisation de la table Q. Tout
d’abord, nous avons e´tudie´ le cas d’une fonction de
renforcement binaire, ce qui a pour avantage d’inclure
un grand nombre de cas et de permettre d’extrapoler
nos re´sultats.
3.1 Strate´gie optimale
La fonction de renforcement binaire est telle que la
re´compense rec¸ue est toujours r∞ excepte´ si le nou-
vel e´tat est l’e´tat cible a` atteindre. Dans ce cas, la
re´compense est rg. On a ainsi :
∀s ∈ S ∀a ∈ A, R(s, a, s′) =
{
rg si s′ = sg
r∞ sinon
(3)
ou` s′ est l’e´tat obtenu en eﬀectuant l’action a depuis
l’e´tat s, et sg l’e´tat cible. Dans le cas ou` toutes les
re´compenses sont identiques (rg = r∞), la solution de
l’e´quation de Bellman (1) est une constante note´e Q∞,
∀s ∀a Q∗(s, a) = Q∞ = r∞1− γ (4)
En d’autres termes, pendant le processus d’apprentis-
sage, les valeurs de la table Q pour tous les couples
d’e´tat-action convergent vers Q∞. Par contre, si
rg = r∞, Q∞ est la limite de la fonction de valeur de
l’action Q∗(s, a) dans le cas ou` la distance entre s et
sg tend vers l’inﬁni. Donc, selon les valeurs de rg et
2Les conditions sur α sont
∞
t=0 αt = ∞ et
∞
t=0 α
2
t <∞.
Usuellement, on utilise un facteur constant α ∈]0; 1].
3Si plusieurs valeurs de Q sont identiques, le choix est
ale´atoire parmi les actions gloutonnes.
de Q∞, les e´tats sont de plus en plus ou de moins
en moins attirants lorsque l’on se rapproche de l’e´tat
cible. Dans un cas, si rg > Q∞, la valeur de Q pour
les couples d’e´tat-action menant a` l’e´tat cible est
de plus en plus attirante que Q∞. Donc la strate´gie
optimale globale est le plus court chemin vers sg.
D’un autre coˆte´, si rg < Q∞, la strate´gie optimale
est un comportement ale´atoire partout excepte´ une
re´pulsion locale de sg.
E´videmment, le plus court chemin vers l’e´tat cible
est la strate´gie optimale recherche´e dans le cas de
proble`mes de plus court chemin stochastique. Donc
rg doit toujours eˆtre supe´rieur a` Q∞.
3.2 Comportement en de´but d’appren-
tissage
De meˆme que la fonction de renforcement, les valeurs
initiales Qi de la fonction de valeur inﬂuencent la
strate´gie, mais seulement au de´but du processus
d’apprentissage. Nous pensons qu’une tendance
ge´ne´rale se distingue pendant les premiers e´pisodes
de l’apprentissage.
E´tudions les valeurs de la table Q en de´but d’appren-
tissage. Si nous calculons la premie`re mise a` jour d’un
couple e´tat-action (s, a) avec l’e´quation (2), tel que
l’e´tat suivant s′ ne soit pas l’e´tat cible et n’ayant ja-
mais e´te´ mis a` jour, on obtient :
Q(s, a) ← Qi + α [r∞ + (γ − 1)Qi]
← Qi + α(1− γ)(Q∞ −Qi) . (5)
Donc la valeur discriminante de Qi est aussi Q∞. En
fonction des valeurs de Qi par rapport a` Q∞, les e´tats
de´ja` visite´s seront plus ou moins attractifs tant que
l’agent n’a pas atteint un grand nombre de fois l’e´tat
cible.
– Si Qi > Q∞ : les e´tats de´ja` visite´s auront une va-
leur infe´rieure a` celle des e´tats non visite´s (Q(s, a) <
Qi). En d’autres termes, les e´tats non visite´s se-
ront donc plus attirants, ce qui induit l’agent a` ex-
plorer. Cette exploration est plus syste´matique en
de´but d’apprentissage que dans le cas de l’explo-
ration ale´atoire. Nous nommons ce comportement
l’exploration syste´matique.
– Si Qi < Q∞ : les e´tats de´ja` visite´s auront
une valeur supe´rieure a` celle des e´tats non visite´s
(Q(s, a) > Qi). C’est-a`-dire que les e´tats de´ja` visite´s
seront plus attirants. Ceci induit une moins grande
exploration de l’agent en de´but d’apprentissage . Ce
comportement, que nous nommons pie´tinement, ra-
lentit conside´rablement l’apprentissage. Il est donc
pre´fe´rable de l’e´viter.
– Si Qi = Q∞ : les e´tats de´ja` visite´s auront une valeur
identique a` celle des e´tats non visite´s (Q(s, a) = Qi).
Fig. 1 – Labyrinthe non-de´terministe de 20×20 cases
avec un e´tat initial (e´tat [2, 2]) et un e´tat cible (le
fromage) (e´tat [14, 14]).
Le comportement sera purement ale´atoire en de´but
d’apprentissage.
3.3 Expe´riences sur le labyrinthe
Nous avons discute´ pre´ce´demment de la manie`re
dont les fonctions de re´compenses et des valeurs
initiales arbitraires de la table Q peuvent ralentir
l’apprentissage d’une strate´gie inte´ressante. Nous
allons maintenant valider cette analyse et, pour des
raisons de simplicite´ et de clarte´, nous choisissons
tout d’abord un labyrinthe non-de´terministe pour
de´montrer comment le comportement de l’agent
est inﬂuence´. Nous utilisons en premier lieu des
re´compenses binaires et diﬀe´rentes valeurs initiales de
Q.
Benchmark. Le syste`me est repre´sente´ par une sou-
ris e´voluant dans un damier (Fig. 1). A chaque posi-
tion de la souris correspond un e´tat discret. Quand la
souris atteint l’e´tat cible, l’e´pisode se termine. La sou-
ris a le choix entre quatre actions, selon ses intentions
de se de´placer dans l’une des quatre directions cardi-
nales (N,E,S,O). Si une action entraˆıne la souris dans
un mur, celle-ci reste dans son e´tat courant. La sou-
ris atteint l’e´tat de´signe´ avec une probabilite´ de 0.6,
et sinon, elle se retrouve de fac¸on ale´atoire dans un
des quatre e´tats voisins de l’e´tat de´signe´. Pour tous
les e´pisodes, l’algorithme du Q-learning est parame´tre´
avec un coeﬃcient d’apprentissage α de 0.1, un coef-
ﬁcient d’actualisation γ de 0.9, une table de Q initia-
lise´e uniforme´ment a` la valeur Qi et l’agent suit une
strate´gie ou` l’action gloutonne est choisit avec une pro-
babilite´ de 0.9 ( = 0.1).
Fonction de renforcement binaire. La fonction
de renforcement est identique a` celle de (3), avec rg =
1 et r∞ = 0. Avec une telle fonction de renforcement,
la strate´gie optimale est le plus court chemin vers l’e´tat
cible. La valeur discriminante de Qi est 0 (Q∞=0).
Fig. 2 – En haut, nombre de pas par e´pisodes pour at-
teindre l’e´tat cible en fonction du nombre d’e´pisodes.
En bas, pourcentage d’exploration de l’espace d’e´tats
induit par diﬀe´rentes valeurs de Qi. Expe´riences sur
le labyrinthe moyenne´es sur 50 essais inde´pendants,
avec diﬀe´rentes valeurs de Qi. Ces deux me´thodes
illustrent les comportements ale´atoires et d’explora-
tion syste´matique en tant que tendance de de´but d’ap-
prentissage.
La ﬁgure 2 illustre notre e´tude pre´ce´dente. En eﬀet,
on constate que l’utilisation du comportement par ex-
ploration syste´matique favorise l’acce´le´ration de l’ap-
prentissage pendant les premiers e´pisodes. Avec une
exploration plus syste´matique, le pourcentage d’e´tats
visite´s est supe´rieur a` celui d’une exploration ale´atoire.
En eﬀet, l’agent a visite´ chaque recoin du labyrinthe
et l’e´tat cible a ainsi e´te´ de´couvert plus rapidement.
Ne´anmoins, dans le cas d’un comportement purement
ale´atoire, la courbe repre´sentant le nombre de pas par
e´pisodes converge vers une limite qui est le nombre
minimum d’e´tats a` visiter si l’agent suit le plus court
chemin vers l’e´tat cible. Dans le cas de l’exploration
syste´matique, l’agent est constamment incite´ a` explo-
rer l’environnement et c’est pourquoi il eﬀectue un plus
grand nombre de pas pour atteindre l’e´tat cible. De
plus, nous avons utilise´ diﬀe´rentes valeurs de Qi pour
expe´rimenter l’exploration syste´matique. Nous remar-
quons que plus Qi est supe´rieur a` Q∞, plus l’agent
explore. Donc plus la diﬀe´rence entre Qi et Q∞ est
importante, plus le comportement spe´ciﬁque de de´but
d’apprentissage s’accentue.
Concernant le comportement de pie´tinement (Qi < 0),
nous ne soumettons pas d’expe´rimentations. En eﬀet,
dans notre cas, les e´pisodes ne se terminent pas car
l’agent tourne en rond dans une zone de l’environne-
ment ou` les mises a` jour de la table Q sont fonction
de γn, avec n le nombre d’e´pisodes. Ainsi, la fonction
de valeur Q dans la zone de pie´tinement converge vers
ze´ro. Or, ze´ro est une valeur tre`s bien approxime´e 4. Il
est e´vident que le comportement de pie´tinement doit
eˆtre e´vite´.
3.4 Conclusion
Ceci met en e´vidence l’importance des valeurs initiales
de la table Q. Le choix de Qi n’est pas trivial et doit
eˆtre fait en accord avec le comportement de´sire´. Dans
les cas ou` le syste`me s’e´loigne naturellement de l’e´tat
cible, l’exploration syste´matique peut eˆtre pre´fe´re´e
aﬁn d’acce´le´rer l’apprentissage au de´but. En eﬀet, l’ex-
ploration syste´matique force le syste`me a` explorer des
e´tats nouveaux, et ainsi a` se rapprocher de l’e´tat cible.
4 Choix d’une fonction de ren-
forcement continue et de va-
leurs initiales he´te´roge`nes
Aﬁn d’e´largir le cadre de notre e´tude, nous propo-
sons maintenant d’utiliser tout d’abord des fonctions
de re´compenses continues avec une initialisation uni-
forme de la table Q. Nous nous inte´resserons ensuite a`
une initialisation particulie`re de la fonction de valeur
avec une fonction d’inﬂuence.
4.1 Fonction de renforcement utilisant
des estimateurs de progre`s
Nous proposons tout d’abord d’e´tudier le cas d’une
fonction de renforcement continue au lieu des
re´compenses binaires. Certains auteurs conc¸oivent
ainsi les fonctions de re´compenses graˆce aux estima-
teurs de progre`s [7] ou aux fonctions de potentiel
[13]. Les estimateurs de progre`s fournissent une me-
sure de progre`s lie´e a` un objectif. Ils ne procurent pas
une information comple`te mais seulement un conseil
partiel. Par exemple, dans le cas du labyrinthe, un es-
timateur de progre`s peut eˆtre une moyenne du nombre
de pas ne´cessaire pour atteindre l’e´tat ﬁnal depuis le
nouvel e´tat s′, de´ﬁnie comme ϕ(s′, a) = d(s′, sg). d est
la distance manhattan entre le nouvel e´tat s′ et sg.
L’objectif de l’agent dans le labyrinthe est alors de
minimiser cette fonction et les parame`tres pourraient
4Le point de rupture est autour de −1.7e−308. Si la fonc-
tion de renforcement avait e´te´ diﬀe´rente, telle que Q∞ = 0 par
exemple, les valeurs de la table Q dans la zone de pie´tinement
seraient devenues homoge`nes beaucoup plus rapidement, l’ap-
proximation de valeurs diﬀe´rentes de ze´ro e´tant moins eﬃcace.
L’agent aurait donc explore´ petit a` petit son environnement
proche et le comportement de pie´tinement aurait dure´ moins
longtemps.
eˆtre : {
r(s, a, s′) = −ϕ2 = −d2(s′, sg)
Qi = 0
(6)
Ainsi, l’agent est de moins en moins punit lorsqu’il
s’approche de l’e´tat cible. La strate´gie globale est le
plus court chemin vers l’e´tat cible. Ne´anmoins, e´tant
donne´ notre labyrinthe, cette forme de re´compenses
est trompeuse pour l’agent car il y a de nombreux
murs entre l’e´tat initial et l’e´tat cible. En particulier,
cela engendre un phe´nome`ne de de´sapprentissage
apre`s quelques e´pisodes : l’agent se bloque dans une
impasse. En eﬀet, si l’agent s’aventure dans une
impasse (qui le rapproche de l’e´tat cible au sens de la
distance manhattan), il ne pourra en sortir qu’en ex-
plorant car les e´tats sont de plus en plus attirants vers
l’e´tat cible. Au de´but de l’apprentissage, les valeurs de
Q sont proches de 0 donc l’exploration syste´matique
est forte : il est possible pour l’agent de sortir d’une
impasse. Mais apre`s quelques e´pisodes, revenir en
arrie`re est e´quivalent a` choisir une valeur de Q moins
attirante. Cela est possible seulement si plusieurs ac-
tions d’exploration se succe`dent, c’est-a`-dire rarement.
Les me´thodes par estimateurs de progre`s et fonctions
de potentiel sont donc risque´es. Il est donc pre´fe´rable
d’utiliser ces approches avec circonspection dans la
mesure ou` elles peuvent conduire a` un comportement
pernicieux.
4.2 Fonction de renforcement continue
inspire´e d’une fonction gaussienne
Par conse´quent, nous proposons un fonction de renfor-
cement continue telle que d’une part, r soit uniforme
pour un certain nombre d’e´tats loin de l’e´tat cible aﬁn
d’e´viter le phe´nome`ne de de´sapprentissage, et d’autre
part, qu’il y ait un gradient de re´compenses dans une
zone autour de l’e´tat cible.
Nous sugge´rons la fonction de renforcement inspire´e
de la fonction gaussienne :
r(s, a, s′) = βe−
d(s′,sg)2
2σ2 . (7)
Les valeurs de Qi sont uniformes, β ajuste l’ampli-
tude de la fonction et σ, l’e´cart type, caracte´rise la
zone d’inﬂuence du gradient de re´compenses. Bien en-
tendu, le comportement de pie´tinement devra eˆtre
e´vite´, c’est-a`-dire Qi ≥ β1−γ .
Pour nos expe´riences avec le labyrinthe, nous avons
choisi Qi = 100 et β = 10. Sur la ﬁg. 3, le phe´nome`ne
de de´sapprentissage est mis en e´vidence de`s 80
e´pisodes avec σ = 3.5 5. En eﬀet, la zone d’in-
ﬂuence du gradient de re´compenses est trop large
et quelques impasses y sont inclus. A l’oppose´, si la
5c’est-a`-dire que tous les e´tats e´loigne´s de plus de 10 pas de
l’e´tat cible ont une re´compense r identique.
Fig. 3 – Nombre de pas pour atteindre l’e´tat cible
en fonction du nombre d’e´pisodes. Expe´riences sur le
labyrinthe moyenne´es sur 20 essais inde´pendants, avec
une fonction de renforcement inspire´e d’une fonction
gaussienne. Qi = 100 ; r(s, a, s′) = 10e−
d(s′,sg)2
2σ2 .
zone d’inﬂuence du gradient n’est active´e que pour
les e´tats distants de 6 pas de sg (σ = 2), il n’y aura
aucun phe´nome`ne de de´sapprentissage et le processus
d’apprentissage sera alors acce´le´re´.
Une telle fonction de renforcement continue est ajus-
table aﬁn d’e´viter un comportement nuisible. Somme
toute, la meilleure approche serait de pouvoir inﬂuen-
cer de manie`re e´phe´me`re l’apprentissage.
4.3 Fonction d’inﬂuence
E´tant donne´ l’importance de l’initialisation de la
fonction de valeur de l’action, nous nous inspirons
dans cette partie des estimateurs de progre`s aﬁn
d’initialiser la table Q avec des informations pre´cises.
Dans cette section, la fonction de renforcement est
binaire (3) avec r∞ = 0 et rg = 1.
Essayons de concevoir une fonction d’inﬂuence dirige´e
vers l’e´tat cible graˆce a` notre analyse pre´ce´dente. Une
inﬂuence inte´ressante doit instaurer un gradient ajus-
table sur les valeurs des e´tats. De plus, le comporte-
ment de pie´tinement doit eˆtre e´vite´. Nous sugge´rons
par exemple la fonction d’inﬂuence gaussienne sui-
vante :
Qi(s, a) = βe−
d(s,sg)2
2σ2 + δ + Q∞ . (8)
δ ﬁxe le niveau d’exploration syste´matique loin de
l’e´tat cible, β l’amplitude de la fonction d’inﬂuence et
σ la zone d’inﬂuence.
Concernant le labyrinthe, la fonction d’inﬂuence est
telle que les e´tats pre`s de l’e´tat cible sont de plus en
plus attirants a priori que les e´tats loin de l’e´tat cible.
Donc δ et β doivent eˆtre choisis tre`s petit par rapport
a` 1 (aﬁn d’e´viter trop d’exploration syste´matique). La
ﬁgure 4 expose les re´sultats obtenus avec la fonction
Fig. 4 – Nombre de pas pour atteindre l’e´tat cible
en fonction du nombre d’e´pisodes. Expe´riences sur
le labyrinthe moyenne´es sur 20 essais inde´pendants
avec une fonction d’inﬂuence. Re´compenses binaires
avec r∞ = 0 et rg = 1. Le comportement ale´atoire
correspond a` Qi = 0. La fonction d’inﬂuence est
Qi(s, a) = 0.001e
− d(s,sg)
2
2×132 .
d’inﬂuence sur le labyrinthe. Ceux-ci sont mani-
festes. La fonction d’inﬂuence conduit a` un processus
d’apprentissage plus rapide. De`s le dixie`me e´pisode,
le nombre de pas ne´cessaire pour atteindre l’e´tat
cible est divise´ par 6 par rapport a` un apprentissage
classique.
Il est important de remarquer qu’il n’y a avec cette
me´thode aucun proble`me de de´sapprentissage concer-
nant les impasses, meˆme si notre fonction d’inﬂuence
est fausse. Contrairement a` la section 4.2, l’eﬀet du la
fonction d’inﬂuence est e´phe´me`re. Elle conseille l’agent
seulement en de´but d’apprentissage.
4.4 Conclusion
Les me´thodes par estimateurs de progre`s et fonc-
tions de potentiel doivent eˆtre applique´es avec pru-
dence pour choisir une fonction de renforcement conti-
nue. C’est pourquoi nous proposons une fonction de
renforcement continue inspire´e d’une fonction gaus-
sienne et dont la zone d’inﬂuence du gradient est ajus-
table de manie`re a` pouvoir ge´rer les risques. Toute-
fois, la meilleure solution est d’opter pour une fonction
d’inﬂuence ade´quate qui n’engendre aucun proble`me.
Notre e´tude aide au choix d’une fonction d’inﬂuence
correcte.
5 Expe´riences sur le proble`me
du pendule inverse´
Pour ﬁnir, nous validons nos re´sultats sur le proble`me
en espace continu du controˆle d’un pendule inverse´ a`
couple limite´ [2] (Fig. 5). Le controˆle de ce syste`me a`
un degre´ de liberte´ est non-trivial si le couple maxi-
mal umax est plus petit que le couple maximal mgl
Fig. 5 – Pendule avec un couple limite´. La dynamique
est donne´e par θ˙ = ω et ml2ω˙ = −µω + mglsinθ + u.
Les parame`tres physiques sont m = l = 1, g = 9.8, µ =
0.01, et umax = 5.0. Les parame`tres d’apprentissage
sont γ = 0.97, α = 0.1.
engendre´ par le poids. Le controˆleur doit balancer le
pendule plusieurs fois pour acque´rir un moment per-
mettant de remonter le pendule en position verticale
mais doit aussi de´ce´le´rer le pendule pour e´viter qu’il
ne retombe.
Nous avons choisi un espace d’e´tats a` deux dimensions
x = (θ, ω) et une discre´tisation de 30 × 30 × 9 a e´te´
utilise´ pour l’espace d’e´tat-action (θ, ω, u). Chaque
e´pisode de´bute depuis un e´tat initial x(0) = (π, 0.1)
et dure 20 secondes. Le temps d’e´chantillonnage est
de 0.03 secondes. Pour la mesure de performance,
nous avons de´ﬁni tup comme le temps pendant lequel
le pendule reste en position haute (|θ| < π/4). Un
e´pisode est conside´re´ comme re´ussi si tup est supe´rieur
a` la moyenne des tup sur les 1000 derniers e´pisodes.
Nous testons la performance de l’algorithme du Q-
learning selon la forme de la fonction de renforcement
et des valeurs initiales de la table Q (Fig. 6). Dans
tous les cas, la moyenne des tup apre`s 1000 e´pisodes
est d’environ 14 secondes.
Dans notre premier essai, la fonction de renforcement
est binaire :
R(x, u,x′) =
{
1 si |θ′| < π/4
0 otherwise (9)
et les valeurs de Qi sont uniformes. Avec Qi = 0,
la taˆche est re´ellement diﬃcile a` apprendre pour
le controˆleur (bar1) car le comportement loin du
but ﬁnal est ale´atoire. Une meilleure performance
avec une fonction de renforcement binaire et des
valeurs de Qi uniformes est observe´e avec Qi > 0
(bar2), c’est-a`-dire que le comportement engendre´
quand |θ| > π/4 est l’exploration syste´matique. La
strate´gie conduit l’agent dans des zones inexplore´es
de l’environnement qui ont des valeurs attractives.
Autrement dit, le controˆleur est incite´ a` remonter
le pendule. L’exploration syste´matique est donc la
meilleure strate´gie dans ce cas particulier.
Fig. 6 – Comparaison du nombre d’e´pisodes eﬀectue´s
avant un e´pisode re´ussi. La simulation dure 10000
e´pisodes moyenne´s sur 10 essais inde´pendants.
bar1 : {fonction de renforcement binaire ; Qi(x) = 0}
bar2 : {fonction de renforcement binaire ; Qi(x) = 0.1}
bar3 : {fonction de renforcement binaire ; Qi(x) =
e
− θ2
2×0.252 +0.1 } bar4 : {R(x, u,x′) = cos(θ′) ; Qi(x) = 0}
bar5 : {R(x, u,x′) = e− θ
′2
2×0.252 ; Qi(x) = 10 }
bar6 : {R(x, u,x′) = e− θ
′2
2×0.252 ;
Qi(x) = 11 e
− θ2
2×0.252 + 0.1}
Nous testons maintenant la fonction d’inﬂuence avec
des re´compenses binaires : Qi(x) = βe−
θ2
2σ2 + δ.
D’apre`s nos re´sultats pre´ce´dents, il est e´vident que
la fonction d’inﬂuence doit favoriser l’exploration
syste´matique quand |θ| > π/4, donc nous posons
δ = 0.1, β = 1 et σ = 0.25 (bar3). La fonction
d’inﬂuence n’ame´liore pas de manie`re signiﬁcative
l’apprentissage.
La re´compense classique pour ce proble`me de controˆle
sur un espace d’e´tats continu est fonction de la
hauteur de l’extre´mite´ du pendule [2] , c’est-a`-dire
R(x, u,x′) = cos(θ′). La valeur arbitraire de Qi est
ge´ne´ralement 0 (bar4). Ainsi, en de´but d’apprentis-
sage, le pendule pie´tine quand |θ| < π/2 et explore
syste´matiquement quand |θ| > π/2. Le re´sultat est
de´cevant.
Nous appliquons maintenant la fonction de renforce-
ment gaussienne (7) avec Qi = 10 et β = 1. La dis-
tance est de´ﬁnie comme d(x’,xup) = θ′ avec x’ le nou-
vel e´tat et xup l’e´tat cible. La fonction de renforcement
continue est
R(x, u,x′) = e−
θ′2
2σ2 . (10)
σ = 0.25 de sorte que la zone d’inﬂuence du gradient
de re´compenses soit seulement active autour de
|θ| < π/4. Les re´sultats (bar5) sont tre`s proches
du cas de re´compenses binaires avec exploration
syste´matique (bar2).
Pour ﬁnir, nous avons essaye´ la fonction d’inﬂuence
avec une fonction de renforcement continue. La fonc-
tion de renforcement est continue, il en est de meˆme
pour Qi qui doit eˆtre supe´rieur a`
R(x)
1−γ . Donc la fonc-
tion d’inﬂuence est Qi(x) = β(1+ 11−γ )e
− d2
2σ2 +δ. Nous
avons conserve´ nos choix pre´ce´dents : δ = 0.1, β = 1
et σ = 0.25. Cette dernie`re simulation est la meilleure
performance obtenue concernant le pendule inverse´.
6 Conclusion
Ainsi, le choix de la fonction de renforcement et des
valeurs initiales de la table Q a un impact majeur sur
la performance des algorithmes d’AR. Le choix de ces
parame`tres doit donc eˆtre judicieux.
Notre e´tude a abouti a` l’e´laboration de re`gles pour
e´valuer correctement les re´compenses et valeurs ini-
tiales de Q selon le comportement de´sire´. Notamment,
certaines valeurs de Qi peuvent amener l’agent a` avoir
un comportement ne´faste qui doit eˆtre e´vite´. Graˆce
a` nos expe´riences, nous avons conﬁrme´ la pre´sence
de limites qui de´marquent diﬀe´rents comportements.
Il est important de noter que plus Qi s’e´loigne de
ces bornes, plus le comportement caracte´ristique est
marque´.
De plus, nous conseillons de rester prudent vis-a`-vis
des me´thodes par estimateurs de progre`s et fonc-
tions de potentiel, qui peuvent entraˆıner des compor-
tements ne´fastes. Une fonction de renforcement conti-
nue ajustable et moins risque´e est ainsi sugge´re´e. En-
ﬁn, avec l’aide de nos conditions sur les valeurs ini-
tiales de Q, nous avons de´veloppe´ une fonction d’in-
ﬂuence ge´ne´rique, dont la principale caracte´ristique
est d’eˆtre e´phe´me`re. Cette me´thode se re´ve`le eˆtre une
manie`re eﬃcace d’ame´liorer les performances du pro-
cessus d’apprentissage de proble`mes de plus court che-
min stochastique. La table 1 re´capitule les choix que
nous pre´conisons concernant la fonction de renforce-
ment et l’initialisation de la fonction de valeur de l’ac-
tion pour des taˆches de type goal-directed.
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