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Figure 1: One-shot face reenactment results from the proposed model. The proposed method takes a face image from a
source identity (visualized on the left colomn) and a target landmark mask (visualized on the top row), and then outputs the
face of the source identity but with the target expression.
Abstract
Animating a static face image with target facial expres-
sions and movements is important in the area of image edit-
ing and movie production. This face reenactment process
is challenging due to the complex geometry and movement
of human faces. Previous work usually requires a large
set of images from the same person to model the appear-
ance. In this paper, we present a one-shot face reenact-
ment model, FaR-GAN, that takes only one face image of
any given source identity and a target expression as input,
and then produces a face image of the same source iden-
tity but with the target expression. The proposed method
makes no assumptions about the source identity, facial ex-
pression, head pose, or even image background. We evalu-
ate our method on the VoxCeleb1 dataset and show that our
method is able to generate a higher quality face image than
the compared methods.
1. Introduction
With the rapid development of generative models in
computer vision, especially generative adversarial net-
works (GANs), there has been an increasing focus on
challenging tasks, such as realistic photograph genera-
tion, image-to-image translation, text-to-image translation,
and super resolution. Face reenactment is one of these
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challenging tasks that requires 3D modeling of the ge-
ometry and movement of faces. It has many applica-
tions in image editing/enhancement and interactive sys-
tems (e.g., animating an on-screen agent with natural hu-
man poses/expressions) [29]. Producing photo-realistic
face reenactment requires a large amount of images from
the same identity for appearance modeling. In this paper,
we focus on a more challenging task, one-shot face reenact-
ment, that only requires one image of a given identity to pro-
duce a photo-realistic face. More specifically, we propose
a deep learning model that takes one image from a random
source identity alongside target expression landmarks. The
model then outputs a face image that has the same appear-
ance information as the source identity, but with the target
expression. This requires the model to transform a source
face shape (e.g., facial expression and pose) to a target face
shape, while also simultaneously preserving the appearance
and the identity of the source face, and even the background.
Figure 1 shows the reenacted faces produced by the pro-
posed method. Given an input face image of a source
identity, the proposed one-shot face reenactment model,
FaR-GAN, is able to transform the expression from the in-
put image to any target expression. The reenacted faces
have the same expression captured by the target landmarks,
while also retaining the same identity, background, and even
clothes as the input image. Therefore, the proposed one-
shot face reenactment model requires no assumption about
the source identity, facial expression, head pose, and image
background.
The main contributions of this paper are summarized as
follows:
• We develop a GAN-based method that addresses the
task of one-shot face reenactment.
• The proposed FaR-GAN is able to compose appear-
ance and expression information for effective face
modeling.
• The reenacted images produced by the proposed
method achieve higher image quality than the com-
pared methods.
2. Related Work
Face Reenactment by 3DModeling. Modeling faces in
3D helps in accurately capturing their geometry and move-
ment, which in turn improves the photorealism of any reen-
acted faces. Thies et al. [27] propose a real-time face reen-
actment approach based on the 3D morphable face model
(3DMM) [1] of the source and target faces. The transfer is
done by fitting a 3DMM to both faces and then applying the
expression components of one face onto the other [21]. To
achieve face synthesis based on imperfect 3D model infor-
mation, they further improve their method by introducing a
learnable feature map (i.e. neural texture) alongside the UV
map from the coarse 3D model as input to the rendering sys-
tem [26]. During 2D rendering, they also design a learnable
neural rendering system that is based on U-Net [23] to out-
put the 2D reenacted image. The entire rendering pipeline
is end-to-end trainable.
Face Reenactment by GANs. Generative adversarial
networks have been successfully used in this area due to
their ability to generate photo-realistic images. They are
able to achieve high quality and high resolution uncondi-
tional face generation [11, 12, 13]. ReenactGAN, proposed
by Wu et al. [30], first maps the face that contains the tar-
get expression into an intermediate boundary latent space
that contains the information of facial expressions but no
identity-related information. Then the boundary informa-
tion is used for an identity-specific decoder network to pro-
duce the reenacted face of the specific identity. Therefore,
their model cannot be used for the reenactment of unknown
identities.
To solve this issue, few-shot or even one-shot face reen-
actment methods have also been developed in the recent
work [29, 31, 33]. Wiles et al. [29] propose a model, namely
X2Face, that is able to use facial landmarks or audio to
drive the input source image to a target expression. Instead
of directly learning the transformation of expressions, their
model first learns the frontalization of the source identity.
Frontalization is the process of synthesizing frontal facing
views of faces appearing in single unconstrained photos [5].
Then it produces an intermediate interpolation map given
the target expression to be used for transferring the frontal-
ized face. Zakharov et al. [31] present a few-shot learning
approach that achieves the face reenactment given a few, or
even one, source images. Unlike the X2Face model, their
method is able to directly transfer the expression without
the intermediate boundary latent space [30] or interpola-
tion map [29]. Zhang et al. [33] propose a one-shot face
reenactment model that only requires one source image for
training and inferencing. They use an auto-encoder-based
structure to learn the latent representation of faces, and then
inject these features using the SPADE module [22] for the
face reenactment task. The SPADE module in our proposed
method is inspired by their work. However, instead of us-
ing the multi-scale landmark masks used by [33], we use
learnable features from convolution layers as the input to
the SPADE module.
3. Proposed Method
3.1. Model Architecture
Figure 2 shows the generator architecture of the pro-
posed FaR-GAN model. The model consists of two parts:
embedder and transformer. The embedder model aims to
learn the feature representation of facial expressions given
Figure 2: The generator architecture of the proposed FaR-GAN model. Given target facial landmarks and a arbitrary
source identity, the proposed model learns to transfer facial expression for the source identity. The embedder model learns
the feature representation of the facial expression defined by the landmarks. The transformer model uses the features from
the embedder to generate a new face of the source identity but has the same facial expression as the target landmarks.
a set of facial landmarks. In this work, we adopt a simi-
lar color encoding method proposed in [31] to represent the
facial landmarks. More specifically, we use distinct colors
for eyes, eyebrows, nose, mouth outlier, mouth inlier, and
face contour. We also tried to use a binary mask to repre-
sent the landmark information (i.e. set 1 for the facial region
and set 0 for the background), but it did not give us a better
result. We will show the comparison of results with differ-
ent landmark representations in Section 4. The transformer
model aims to use the landmark features from the embed-
der model to reenact the input source identity with the tar-
get landmarks. The transformer architecture is based on the
U-Net model [23]. The U-Net model is a fully convolu-
tional network for image segmentation. Besides its encoder-
decoder structure for local information extraction, it also
utilizes skip connections (the gray arrows in Figure 2) to
retain global information.
A similar generator architecture can be found in [31] but
with several differences. First, instead of using the embed-
der to encode appearance information of the source iden-
tity, we use it to extract the target landmark information.
The embedder model is a fully convolutional network that
continuously downsamples the feature resolution with max-
pooling or average-pooling layers. Therefore, the spatial
information of the input image will be lost due to the down-
sampling process. To encode the appearance information of
the source identity, the output features are required to repre-
sent a large amount of information including the identifiable
information, hair style, body parts (neck and shoulders), and
even background. Therefore, it is challenging for the em-
bedder model to learn precise appearance information with
the loss of the spatial information. In our approach, we use
the embedder model to encode the facial landmarks, which
contains much less information than the aforementioned ap-
pearance features. Moreover, instead of outputting a single
1D embedding vector [31], we use the embedder features
from all resolutions obtained after the downsampling pro-
cess. With this, we can assure the embedder features con-
tain the required spatial information for expression transfor-
mation.
The adaptive instance normalization (AdaIN) module
has been successfully used for face generation in previous
work [12, 13, 31]. In [31], they use AdaIN modules to in-
ject the appearance information into the generator model
Figure 3: Architecture of the SPADE module. This figure
is based on [22]. SPADE module maps the input landmark
mask to the modulation parameters γ and β through a set of
convolution layers. Then the element-wise multiplication
and addition are used for γ and β, respectively to the batch-
normalized input feature.
to produce the reenacted face by assigning a new bias and
scale of the convolution features based on the embedder fea-
tures. However, since we need to inject landmark informa-
tion, which comes from a sparse landmark mask, we can-
not simply adopt the AdaIN module in our method. This
is because, the instance normalization (e.g. AdaIN) tends to
wash away semantic information when applied to uniform
or flat segmentation masks [22], such as our input landmark
masks. Instead, we propose using the spatially-adaptive
normalization (SPADE) [22] module to inject the landmark
information. As the name indicates, the SPADE module is a
feature normalization approach that uses the learnable spa-
tial information from the input features. Similar to batch
normalization [8], the input convolution features are first
normalized in a channel-wise manner, and then modulated
with a learned scale and bias, as shown in Figure 3. The
output of the SPADE module can be formulated, as shown
in Equation 1.
γc,x,y(m)
hn,c,x,y − µc
σc
+ βc,x,y(m) (1)
where m is the input landmark mask or intermediate convo-
lution features from the embedder, hn,c,x,y is the input con-
volution feature from mini-batch n ∈ N , channel c ∈ C,
dimension x ∈ W , and dimension y ∈ H , γc,x,y is the new
scale, and βc,x,y is the new bias. The mean µc and stan-
dard deviation σc of the activation in channel c are defined
in Equation 2 and 3.
µc =
1
NHW
∑
n,x,y
hn,c,x,y (2)
σc =
√
1
NHW
∑
n,x,y
(h2n,c,x,y − µ2c) (3)
This SPADE module has been successfully used for the
face reenactment task in [33]. As shown in Figure 2, in
our method, the input to the SPADE block is the convo-
lution features from the embedder network. In [33], they
use a group of multi-scale landmark masks as the input to
the SPADE blocks, instead of the deep features from our
proposed method. However, in our experiment, if we use
these multi-scale masks instead of deep features as input to
the SPADE blocks, the output reenacted faces will contain
the artifacts from the input landmark contours, as shown in
Figure 4. Similar to [16], we use the features from the em-
bedder network to inject the landmark information into the
transformer model.
Figure 4: The artifacts of using multi-scale masks as in-
put to the SPADEmodule. The landmark contours are still
visible in the output images of the transformer model.
There are many aspects in human portraits that can be
regarded as stochastic, such as the exact placement of hairs,
stubble, freckles, or skin pores [12]. Inspired by Style-
GAN [12], we introduce stochastic variation into our trans-
former model by injecting noise. The noise injection is ex-
ecuted for each resolution of the decoder part of the trans-
former model. More specifically, we first sample an inde-
pendent and identically distributed standard Gaussian noise
map z of size H ×W , where H and W are the spatial res-
olution of the input feature. Then a noise block with the
number of channels C is obtained by scaling the noise map
z with a set of learnable scaling factors for each channel.
We inject the noise block by adding it element-wise with
the input features.
We adopt the design of [18, 9] for our discriminator.
More specifically, the input to our discriminator is the reen-
acted face concatenated with the target landmark mask, or
the ground truth face image with its corresponding land-
mark mask. Therefore, the discriminator aims to guide the
generator to produce a realistic face and also faces with the
correct target landmarks. In Section 4, we will provide an
ablation study to show the importance of the discriminator.
3.2. Loss Function
The proposed model including both embedder and trans-
former is trained end-to-end. Assume we have a set of
videos that contain the moving face/head of multiple iden-
tities. We denote xi(t) as the i-th video and t-th frame.
Assume xi(t1) and xi(t2) are two random frames from a
video. Therefore, the two frames xi(t1) and xi(t2) contain
the same identity but with different facial expressions and
head poses. We formulate our generator function G as fol-
lows:
xˆi(t2) = G(xi(t1),mi(t2)) (4)
where m is the landmark mask. The generator loss function
is defined in Equation 5.
LG = Ladv + LL1 + Lp + Lid (5)
where
Ladv = Exi,mi [(D(xˆi(t2),mi(t2))− 1)2]
LL1 = ‖xˆi(t2)− xi(t2)‖
Lp =
∑
l∈Φ
‖φl(xˆi(t2))− φl(xi(t2))‖
Lid =
∑
l∈Ψ
‖ψl(xˆi(t2))− ψl(xi(t2))‖.
Ladv is the generator adversarial loss, which is based on
LSGAN [17]. We compared the results from the vanilla-
GAN [3], LSGAN [17], and WGAN-GP [4] and chose LS-
GAN based on the visual quality of reenacted images. LL1
is the pixel-wise L1 loss to minimize the pixel difference
of the generated image and the ground truth image. Lp is
the perceptual loss for minimizing the semantic difference,
which was originally proposed by [10]. Φ is a collection
of convolution layers from the perceptual network and φl
is the activation from the l-th layer. In our work, the per-
ceptual network is a VGG-19 model [25] pretrained on the
ImageNet dataset [24]. To enforce the reenacted face to
have the same identifiable information as the input source
identity, we add an identity loss Lid, which is similar to the
perceptual loss, but with a VGGFace model [2] pretrained
for face verification.
The discriminator loss function is based on the LSGAN
loss function, which is defined as follows:
LD =Exi,mi [(D(xˆi(t2),mi(t2)))2]+
Exi,mi [(D(xi(t2),mi(t2))− 1)2]
(6)
3.3. Implementation Details
As shown in Figure 2, the convolution layers in the em-
bedder model are a set of residual convolution layers [6].
This is adopted from [31], which also adds the spectral
normalization [19] layers to stabilize the training process.
The transformer network consists of input/output convo-
lution layers, downsampling convolution layers, upsam-
pling convolution layers, and SPADE convolution blocks.
The input/output convolution layers only contain convolu-
tion layers; so the feature resolutions do not change. The
downsampling convolution layers consist of an average-
pooling layer, convolution layer, and spectral normaliza-
tion layer. The upsampling convolution layers consist of
a de-convolution layer followed by a spectral normalization
layer to upsample the feature resolution by a factor of 2.
The SPADE convolution block contains the noise injection
layer followed by the SPADE module. For the discrimina-
tor, we use the same structure proposed by [9], with the two
downsampling convolution layers.
Previously, the self-attention mechanism has been suc-
cessfully used for GANs that generate high quality syn-
thetic images [32]. To ensure that the generator learns from
a long-range of information within the entire input image,
we adopt the self-attention module in both the generator and
discriminator. More specifically, for the generator, we place
the self-attention module after the upsampling convolution
layers of the feature resolutions of 32 × 32 and 64 × 64,
which is similar to the implementation in [31]. For the dis-
criminator, we place the self-attention module after the sec-
ond downsampling convolution layer.
During training, in order to balance the magnitude of
each term in the loss function, we choose the weights for
LL1, Lp, and Lid as 20, 2, and 0.2, respectively. These
weights could be different when using different datasets
or different perceptual networks. We use the Adam opti-
mizer [15] for both the generator and discriminator with the
initial learning rate as 5e−5. The learning rate decays lin-
early and decreases to 0 after 100 epochs.
4. Experiments
4.1. Dataset
In this paper, we use the VoxCeleb1 dataset [20] for
training and testing. It contains 24,997 videos from 1251
different identities. The dataset provides cropped face im-
ages extracted at 1 frame per second and we resize these
images to 256× 256. Dlib package [14] is used for extract-
ing 68-point facial landmarks. We split the identities into
training and testing sets with the ratio of 8 : 2 in order to
assure that our model is generalizable to new identities.
4.2. Experimental Results
We compare the proposed method against two methods,
the X2Face model [29] and the few-shot talking face gen-
eration model (Few-Shot) [31]. X2Face contains two parts:
an embedder network and a driver network. Instead of di-
rectly mapping the input source image to the reenacted im-
age, their embedder learns to frontalize the input source im-
age and the driver network produces a interpolation map
given the target expression to transform the frontalized im-
age. To compare with the X2Face model, we use their
model with pretrained weights provided by the authors and
evaluate on the VoxCeleb1 dataset. The Few-Shot model
also contains two parts: an embedder network and a gen-
erator network. As described in Section 3, their embedder
learns to encode the appearance information of the source
image, while the generator learns to generate the reenacted
image given the appearance information and target land-
mark mask. For the Few-Shot model, since the authors
only provide the testing results, we directly use these results
for comparison. Both the X2Face and Few-Shot method
require two stages of training. The first stage uses two
frames from the same video, while the second stage re-
quires the frames from two different videos. By doing so,
they can ease the training process at the beginning by us-
ing the frames that contain the same identity and similar
background information. Then for the second stage, they
use the frames from two different videos to ensure that the
reenacted face contains the same identifiable information as
the input source identity. As mentioned in Section 3, the
proposed method requires only the first stage training.
In this section, we provide both a qualitative and quanti-
tative results comparison. For the quantitative analysis, we
use structured similarity index (SSIM) [28] and Fre´chet-
inception distance (FID) [7] to measure the quality of the
generated images. SSIM measures low-level similarity be-
tween the ground truth images and reenacted images [31].
The higher the SSIM is, the better the quality of the gener-
ated images are. FID measures perceptual realism based on
an InceptionV3 network that was pretrained on ImageNet
dataset for image classification (the weights are fixed during
the FID evaluation). It has been used for image quality eval-
uation in many works [11, 12]. In our work, the FID score is
computed using the default setting 1, so we use the final av-
erage pooling features from the InceptionV3 network. The
lower the FID is, the better the quality of the generated im-
ages are.
Method SSIM↑ FID↓
X2Face [29] 0.68 45.8
Few-Shot [31] 0.67 43.0
FaR-GAN (proposed) 0.68 27.1
Table 1: SSIM and FID results of the compared and pro-
posed methods.
Table 1 shows the results of the proposed and compared
methods. The SSIM and FID scores of the compared meth-
1The implementation is in https://github.com/mseitzer/pytorch-fid
ods are obtained from the original paper [31]. Although the
SSIM results are similar for all three methods, the proposed
method outperforms the compared methods in terms of FID.
Figure 5 shows the qualitative comparison from the testing
set. The results from X2Face contains wrinkle artifacts, be-
cause it uses the interpolation mask to transfer the source
image, instead of directly learning the mapping function
from the source image to the reenacted image. Although
the X2Face result in the first row shows its effectiveness
when the change of head pose is relatively small, the re-
sults in the second and third rows show that the wrinkle ar-
tifacts get more visible when the background becomes com-
plex and the change of head pose is larger. Both Few-Shot
method and the proposed method obtain the results with a
good visual quality, including transferring accurate target
expression and also preserving the background information.
Due to the proposed method of injecting the noise into the
transformer network, the reenacted faces contain more high
frequency information than the Few-Shot model, especially
for the woman’s hair from the third testing case. Because
the FID computes the statistical difference from a collec-
tion of synthetic images and real images, it measures both
high frequency and low frequency components. Therefore,
the proposed method achieves much lower FID than the two
compared methods.
4.3. Ablation Study
Figure 6 shows our results with and without the discrim-
inator. The result with discriminator contains more details,
like hair, teeth, and background, compared to the result
without discriminator. Therefore, the discriminator does
guide the generator (both embedder and transformer) in pro-
ducing better synthetic images.
Method SSIM↑ FID↓
FaR-GAN (Mask) 0.67 52.1
FaR-GAN (Contour) 0.68 27.1
Table 2: SSIM and FID results of the proposed method
with different landmark representations.
Table 2 shows the SSIM and FID results of the model us-
ing the contour-based mask and binary mask for landmark
representation. An example of the landmark binary mask
is shown in Figure 7. Although the SSIM scores are simi-
lar, the FID score of the binary mask is much higher than
the contour-based representation. Due to the use of differ-
ent colors for different parts of the facial components, the
contour-based mask provides additional information for the
embedder to treat different parts of face separately. Thus,
it can achieve a better understanding of facial pose and ex-
pression.
Figure 5: Face reenactment results from the compared and proposed methods.
Figure 6: Ablation study of the use of discriminator.
Method SSIM↑ FID↓
FaR-GAN (w/o attention and w/o noise) 0.67 63.9
FaR-GAN (w/ attention and w/o noise) 0.66 35.3
FaR-GAN (w/ attention and w/ noise) 0.68 27.1
Table 3: SSIM and FID results of the proposed method
with different model components.
Table 3 shows the ablation study of different model
Figure 7: An alternative landmark representation using
a binary mask.
components, including self-attention and noise injection.
Although the SSIM scores show the similar performance
of the three experiments, the FID scores indicate the im-
provement when using these components. Adding the self-
attention module reduces the FID from 63.9 to 35.3 and
with the noise injection module, the FID drops to 27.1.
Therefore, the two components indeed help improve the
model performance. We also show the visual comparison
of these experiments in Figure 8. The results without self-
attention and noise injection contain blob-like artifacts that
are also mentioned in [13]. In general, both of the results
with and without noise injection achieve a good visual qual-
ity. However, the results without noise injection have some
Figure 8: Ablation study of different model component settings.
artifacts, as seen in the ear region in the first example and
right shoulder region in the second example. As shown in
Figure 9, noise injection can improve the reenacted image
quality by adding high frequency details in the hair region.
Therefore, the model with both self-attention and noise in-
jection modules achieves the best image quality.
Figure 9: Noise injection improves the image quality by
adding high frequency details. The difference image has
been rescaled for better visualization.
5. Conclusion and Future Work
In this paper, we propose a one-shot face reenactment
model, FaR-GAN, that is able to transform a face image
to the target expression. The proposed method takes only
one image from any identity as well as target facial land-
marks and it is able to produce a high quality reenacted face
image of the same identity but with the target expression.
Therefore, it makes no assumption about the identity, fa-
cial pose, and expression of the input face image and target
landmarks. We evaluate our method using the VoxCeleb1
dataset and show that the proposed model is able to gener-
ate face images with better visual quality than the compared
methods.
Although the results from our method achieve a high vi-
sual quality, in some cases, when the identity that provides
the target landmarks has a large appearance difference from
the source identity, such as different genders or face sizes,
there is still a visible identity gap between the input source
identity and the reenacted face. In future work, we will
continue improving our model to bridge this identity gap,
such as using an additional finetuning step to explicitly di-
rect the model to reduce the identity changes, as proposed
from [29, 31]. Furthermore, in the current model setting,
we do not consider the pupil movement in our landmark
representation. As proposed by [33], we can add the gaze
information in the landmark mask to make the reenacted
face contain more realistic facial movement. Although the
proposed method achieves a good performance in terms
of FID, compared with the unconditional face generation
methods (ProgressiveGAN [11] and StyleGAN [12]), our
generated images are still qualitatively poorer. To further
improve our method, we can adopt the progressive training
approach from the aforementioned methods. We first train
a small portion of the model to produce a good quality im-
age in a small resolution, and then gradually add the rest of
the model to produce higher resolution images. By doing
so, we can stabilize the training process to produce images
with better visual quality with higher resolution.
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