Abstract. Given a punctured Riemann surface with a pair-of-pants decomposition, we compute its wrapped Fukaya category in a suitable model by reconstructing it from those of various pairs of pants. The pieces are glued together in the sense that the restrictions of the wrapped Floer complexes from two adjacent pairs of pants to their adjoining cylindrical piece agree. The A∞-structures are given by those in the pairs of pants. The category of singularities of the mirror Landau-Ginzburg model can also be constructed in the same way from local affine pieces that are mirrors of the pairs of pants.
Introduction
Mirror symmetry is a duality between symplectic and complex geometries, and the homological mirror symmetry (HMS) conjecture was formulated by Kontsevich [Ko94] to capture the phenomenon by relating two triangulated categories. This first formulation of HMS is for pairs of Calabi-Yau manifolds (X, X ∨ ) and it predicts two equivalences: the derived Fukaya category of X (which depends only on its symplectic structure) is equivalent to the bounded derived category of coherent sheaves of X ∨ (which depends only on its complex structure), and the bounded derived category of coherent sheaves of X is equivalent to the derived Fukaya category of X ∨ .
A non-Calabi-Yau manifold X can also belong to a mirror pair (X, (X ∨ , W )), where (X ∨ , W ) is a Landau-Ginzburg model consisting of a non-compact manifold X ∨ and a holomorphic function W : X ∨ → C called the superpotential. HMS has been extended to cover Fano manifolds by Kontsevich [Ko98] based on works by Batyrev [Ba94] , Givental [Gi96] , Hori-Vafa [HV00] , and others, and more recently to cover general type manifolds [Ka07, KKOY09] . The complex side of (X ∨ , W ) is described by Orlov's triangulated category of singularities of the singular fiber W −1 (0), or equivalently the category of matrix factorizations M F (X ∨ , W ) [Or04] . The symplectic side of (X ∨ , W ) is described by the derived Fukaya-Seidel category [Se08] of Lagrangian vanishing cycles associated with W .
Another recent discovery is that, in the case where X is an open manifold, the symplectic side of X needs to be described by its wrapped Fukaya category. (Similarly, when the fibers of W : X ∨ → C are open, the symplectic side of (X ∨ , W ) is determined by its fiberwise wrapped Fukaya category [AA] .) The wrapped Fukaya A ∞ -category is an extension of the Fukaya category constructed by Abouzaid and Seidel [AS10] for a large class of non-compact symplectic manifolds known as Liouville manifolds. Examples of such manifolds include cotangent bundles, complex affine algebraic manifolds, and many more general properly embedded submanifolds of C n . A Liouville manifold X is equipped with a Liouville 1-form λ, has an exact symplectic form ω = dλ and a complete Liouville vector field Z determined by ι Z ω = λ, and satisfies a convexity condition at infinity.
In general, the wrapped Fukaya category of a Liouville manifold, W(X), is very hard to compute; therefore, it is of much interest to develop sheaf-theoretic techniques to compute W(X) by first decomposing X into simpler standard pieces X = i∈I S i and then reconstructing W(X) from the wrapped Fukaya categories of the standard pieces.
Inspired by Viterbo's restriction idea for symplectic cohomology [Vi99] , Abouzaid and Seidel [AS10] constructed an A ∞ -restriction functor from a quasi-isomorphic full-subcategory of W(X) to W(N ) for every Liouville subdomain N of X (A Liouville subdomain is a codimension-0 compact submanifold of X whose boundary is transverse to the flow of the Liouville vector field Z. Its completion is a Liouville manifold.) Suppose X = S 1 ∪ S 2 can be decomposed into two standard Liouville subdomains, then we can hope to compute W(X) from W(S i ), i = 1, 2, by gluing them along S 1 ∩S 2 in the sense of matching the images of the restriction functors ρ i : W(S i ) → W(S 1 ∩S 2 ). always has a preferred pair-of-pants decomposition. Mikhalkin [Mi04] used ideas from tropical geometry to decompose hypersurfaces in projective toric varieties into higher dimensional pairs of pants. We decompose H into pairs of pants in his style because it is natural for mirror symmetry [Ab06, AAK16] and we hope to generalize our results to hypersurfaces in (C * ) n . In this section, we summarize this decomposition procedure as explained in [Mi04, Ab06, AAK16] .
Consider a family of hypersurfaces (2.1)
where c α ∈ C * , z = (z 1 , z 2 ) ∈ (C * ) 2 , A is a finite subset of Z 2 , z α = z 2 , and t ∈ R >0 . The function ρ : A → R is the restriction to A of a convex piecewise linear functionρ : Conv(A) → R.
The family of hypersurfaces H t has a maximal degeneration for t → ∞ if the maximal domains of linearity ofρ : Conv(A) → R are exactly the cells of a lattice polyhedral decomposition P of the convex hull Conv(A) ⊂ R 2 , such that the set of vertices of P is exactly A and every cell of P is congruent to a standard simplex under GL(2, Z) action.
The logarithm map Log t : (C * ) 2 → R 2 is defined as Log t (z) = 1 | log t| (log |z 1 |, log |z 2 |). Due to [Mi04, Ru01] , as t → ∞, Log-amoebas A t := Log t (H t ) converge in the Gromov-Hausdorff metric to the tropical amoeba Π, a 1-dimensional polyhedral complex which is the singular locus of the Legendre transform (2.2) L ρ (ξ) = max{ α, ξ − ρ(α)|α ∈ A}.
An edge of Π is where two linear functions from the collection { α, ξ − ρ(α)|α ∈ A} agree and a vertex is where three linear functions agree. In fact, Π is combinatorially the 1-skeleton of the dual cell complex of P, and we can label the components of R 2 − Π by elements of A, which are vertices of P, i.e.
(2.3)
We identify (C * ) 2 with the cotangent bundle of R 2 with each cotangent fiber quotiented by (2π/| log t|)Z 2 , via (C * ) 2 ∼ = T * R 2 /(2π/| log t|)Z 2 ∼ = R 2 × (S 1 ) 2 given by (2.4) z j = t u j +iθ j , j = 1, 2 → (u j , θ j ) = 1 | log t| (log |z j |, arg(z j )).
This gives a symplectic form on (C * ) 2 (2.5)
which is invariant under the (S 1 ) 2 action with the moment map (u 1 , u 2 ) = 1 | log t| (log |z 1 |, log |z 2 |). We study a hypersurface H = f −1 t (0) (fix t 1) that is near the tropical limit, meaning that it is a member of a maximally degenerating family of hypersurfaces as above, with the property that the amoeba A = Log t (H) ⊂ R 2 is entirely contained inside an ε-neighborhood of the tropical hypersurface Π which retracts onto Π, for a small ε. Then each open component C α,t of R 2 −Log t (H) is approximately C α − ∂C α as ∂C α,t is contained in an ε-neighborhood of ∂C α . The monomial c α t −ρ(α) z α dominates on Log −1 t (C α,t ). For SYZ mirror symmetry [SYZ96] , the mirror to H is shown in [AAK16] to a connected component of R 2 − Π, and Crit(W ) is a union of P 1 's and C 1 's corresponding to bounded and unbounded edges of Π, respectively. In fact, (Y, W ) is equivalent to the mirror of the blow up of (C * ) 2 × C along H × {0}.
We would like to demonstrate homological mirror symmetry that is the equivalence between the wrapped Fukaya category of H and the triangulated category of the singularities D b sg (D), which is defined as the Verdier quotient of the bounded derived category of coherent sheaves 3. The wrapped Fukaya category of the punctured Riemann surface H 3.1. Generating Lagrangians. In this section, we describe a set of Lagrangians that split-
generates the wrapped Fukaya category W(H).
There is a projection π : H → Π from the Riemann surface to the tropical amoeba such that π is a circle fibration over the complement Π\{vertices}. This complement consists of open edges, each of which is of the form int(C α ∩ C β ), whose preimage in H is an open cylinder denoted by (3.1)ẽ αβ = π −1 (int C α ∩ C β ) ∼ = int(C α ∩ C β ) × S 1 .
The preimage of π over each tripod graph at a vertex of Π is a pair of pants.
Recall the defining equation for the Riemann surface H is 0 = f t (z) = γ∈A c γ t −ρ(γ) z γ = c α t −ρ(α) z α 1 + c β cα t ρ(α)−ρ(β) z β−α + γ∈A\{α,β} cγ cα t ρ(α)−ρ(γ) z γ−α , for some particular α and β. Near the edge C α ∩ C β , |t ρ(α)−ρ(γ) z γ−α | = t ρ(α)−ρ(γ) t Log t z,γ−α = t Log t z,γ −ρ(γ) t Log t z,α −ρ(α) is very small when t is very large. Henceẽ αβ in the Riemann surface lies close to the cylinder with the defining equation Since this equation can be written in the form cα c β z α−β = −t ρ(α)−ρ(β) < 0,ẽ αβ lies close to the cylinder e Π αβ given by the complexification of int(C α ∩ C β ) with the argument defined by
In Section 4 of [Ab06] , it is shown that f −1 t (0) are symplectomorphic for all t and that they are symplectomorphic to a piecewise smooth symplectic hypersurface H Π of (C * ) 2 which projects to Π. Each e Π αβ is a smooth subset of H Π and symplectomorphic toẽ αβ . When focusing on each bounded edge of Π, e.g. int(C α ∩ C β ), we parametrize it by the interval {τ ∈ (− , 4 + )} for 1, soẽ αβ ∼ = (− , 4 + ) × S 1 . From now on, we will leave out a small neighborhood around each vertex of Π instead of taking the entire int(C α ∩ C β ) × S 1 , and we define the edge e αβ of the Riemann surface H to be the subset ofẽ αβ corresponding to {(τ, ψ) ∈ (0, 4) × S 1 }, with the symplectic form on it being
The constant c αβ is determined by the symplectic area of the edge e αβ . For each bounded edge e αβ , we denote by
the integer that is the lattice length of that edge. Also, denote
Choose integers δ α,β and δ β,α satisfying
this is well defined since the Calabi-Yau property implies that d α,β + d β,α = −2.
We proceed similarly for unbounded edges of Π, using (τ, ψ) ∈ (0, ∞)×S 1 instead of (0, 4)×S 1 (we still use the notation (τ, ψ) on unbounded edges for convenience). Each unbounded edge corresponds to a neighborhood of a puncture. A punctured Riemann surface can be given a Liouville manifold structure by modeling the neighborhood of each puncture after a cylindrical end ([1, ∞) × S 1 , τ dψ).
The Lagrangian objects under consideration are
an embedded curve in H that follows the contour of C α and runs through all edges e αβ , for each β ∈ A such that C β is adjacent to C α . We require L α (k) to be invariant under the Liouville flow everywhere in the cylindrical end.
Let L α (0) be a Lagrangian that runs through each edge "straight" in a prescribed manner, e.g.
with constant ψ, also see Remark 3.2 for an example. Each L α (k) differs from L α (0) in each bounded cylindrical edge e αβ ∼ = (0, 4) × S 1 by a rotation of k αβ times in the "negative" direction, where
in e αβ by the time-(k αβ /c αβ ) flow of the vector field generated by a Hamiltonian h αβ that is constant everywhere except on (1, 3)×S 1 where
Moreover, we make h αβ smooth with small modifications near τ = 1, 3.
Then the time-(k αβ /c αβ ) flow on (1, 3) × S 1 is given by ϕ
Lastly, we orient each L α (k) counterclockwise along ∂C α . A few examples are shown in Figure 1 . Applying Abouzaid's generation criterion [Ab10] to a suitably chosen Hochschild cycle, we shown in Appendix A that:
Lemma 3.1. The wrapped Fukaya category W(H) is split-generated by objects L α (k), α ∈ A, k ∈ Z.
In fact, the proof in Appendix A shows that
but we use all L α (k) to make the algebraic structures more clear.
, and L γ (1) = L γ (−1 + 2). In this example, assume n αγ = n βγ = n ηγ = 1 and d α,γ = d β,γ = d η,γ = 1, and we pick δ α,γ = δ β,γ = δ η,γ = 0 and δ γ,α = δ γ,β = δ γ,η = 2.
Remark 3.2. We can choose the generating Lagrangians in H as boundaries of Lagrangians in (C * ) 2 − H, assuming that for each α ∈ A, c α ∈ R >0 and there is a point p α = (p α,1 , p α,2 ) ∈ Z 2 ∩ C α with the property that p α − u, α − β is an odd integer for any u ∈ C α ∩ C β . Note that α − β is an integral normal vector to the edge C α ∩ C β pointing into the region C α . Let L α be the zero section of the cotangent bundle T * R 2 /(2π/| log t|)Z 2 with its base restricted to C α , on which we consider the Hamiltonian function
Then for k ∈ Z, the time-( 1 2 + k) Hamiltonian flow is given by (written in the universal cover of
. Lemma 3.3 shows that each l α (k) corresponds to a Lagrangian contained in H Π , which in turn corresponds to a Lagrangian in H. We also need to modify l α (k) by untwisting it so that it is invariant under Liouville flow in each cylindrical end, and further twist it in the bounded edges as needed to account for the δ α,β 's.
Proof. For any (u, θ) ∈ l α (k), let z = (t u 1 +iθ 1 , t u 2 +iθ 2 ) be the corresponding point in (C * ) 2 as in Equation (2.4). Then for each adjacent component C β ,
where k ∈ Z, and the last equivalence comes from (1 + 2k) u − p α , α − β being an odd integer. As defined in Equation (3.3), z ∈ e Π αβ .
3.2. Hamiltonian perturbation. We now introduce Hamiltonian perturbations that will eventually enable us to define a model for W(H) that is suitable for computing W(H) from pair-of-pants decompostions.
For every integer n ≥ 0, let H n : H → R be a Hamiltonian such that for any unbounded edge e αβ , H n is linear on its cylindrical end (as in [AS10] ), i.e.
each bounded edge e αβ , H n agrees with the following function H αβ,n on (0, 4) × S 1 with coordinates (τ, ψ),
The constants d n and d αβ,n above (regardless of whether the edge is bounded or unbounded)are picked so that H n is continuous and that it is constant near the vertices in the complement of all the edges. These can be satisfied by letting c n = max {2c αβ nπ | e αβ is an bounded edge} , and then setting d αβ,n = c n −2c αβ nπ for each bounded edge e αβ and d n = c n −n for each unbounded edge e αβ . This way, H n = c n in the complement of all the edges. We can check that H n ≥ H n−1 for all n. Even though H n is defined for n ∈ Z ≥0 , H w can be defined in the same way for any real value w ≥ 0, and we will make use of it in Section 3.5. Let d αβ,0 = 1. After we have picked d αβ,n−1 for each edge e αβ , we pickd αβ,n so that H n > H n−1 . Let
The corresponding time-1 flow generated by the Hamiltonian vector field X H αβ,n is determined by the definition
The time-1 flow of H αβ,n written in the universal cover of
Note that by our construction φ 1 αβ,n = φ n αβ,1 . Denote by φ t n the time t flow of H n . We can see from Equation (3.10) that the Lagrangians φ 1 n (L α (k)) and φ 1 n (L β (k)) wrap around the bounded cylinder e αβ in the "negative" direction on intervals (0, 1) ∪ (3, 4) for n times each and in the "positive" direction on (1,3) for 2n − k αβ times (+2n wraps due to the action of H n and −k αβ wraps from the definition of L α (k), L β (k)), as shown in Figure 2 . Note that the degree of the generators of CF (L α (k), L α (k); H n ) is even in the region where H n wraps positively and odd when it wraps negatively. Figure 2 . The Hamiltonian H n on the cylindrical edge e αβ , and φ 1 n (L α (k)) wraps in the "negative" direction on intervals (0, 1) ∪ (3, 4) for n times each and in the "positive" direction on (1,3) for 2n − k αβ times. In this particular drawing, k αβ = 0 so L α (k) it self runs through e αβ straight.
We also need to make a small modification of H n for all n ∈ Z so that φ 1 n (L α (k)) intersects L α (k) transversely and to make it smooth at τ = 0, 1, 3, 4 on bounded edges and at τ = 1 on unbounded edges. Furthermore, the perturbations are chosen consistently inside the pair of pants regions (i.e. complements of the edges) so that φ 1 n (L α (k)) intersects L α (k) transversely, just once inside the pair of pants, and always at the same point which has degree 0.
3.3. Backgrounds on Floer complex and product operations. For any pairs of objects
, where H n is the Hamiltonian defined in Section 3.2. This Floer complex is generated by the set X (L i (k 1 ), L j (k 2 ); H n ) consisting of Reeb chords that are time-1 trajectories of the Hamiltonian H n starting in L i (k 1 ) and ending in 
is given by the count of solutions u : D → H of the perturbed Floer equation
where D is a disc with three strip-like ends, and the images of the three components of ∂D are contained in the respective Lagrangians
, and L i 2 (k 2 ). The 1-form β on D satisfies dβ = 0 and it pulls back to dt on the input strip-like ends and to 2dt on the output strip-like end.
Again, by changing to a domain dependent almost-complex structure, this is equivalent to counting standard holomorphic discs with boundaries on φ 2 n (
, and L i 2 (k 2 ) instead. The higher products
are constructed in a similar way. It is also possible to define a Z-grading on Floer complexes of the Lagrangians in consideration.
To do that, we need to pick a trivialization of T * H 1,0 . There's no canonical way to choose this trivialization. We can just choose a global nonvanishing section Ω of T * H 1,0 to be any meromorphic form allowed to have zeros or poles at each puncture. Once we make that choice, for any Lagrangian plane l ⊂ T x H, Ω| l = αvol l where α ∈ C * and vol l is a real volume form. And we can define arg(l) := arg(Ω| l ) = arg(α) ∈ R/πZ (or R/2πZ if Lagrangians are oriented already). The Lagrangian Grassmannian LGr(T H) can then be lifted to a fiberwise universal cover LGr(
The tangent lines along a Lagrangian L form a path of Lagrangian planes, which are mapped by the above phase function to S 1 . Because of the Lagrangians we consider are simply connected, the homotopy class of this map is trivial, i.e. the Lagrangians have vanishing Maslov class. Hence for each Lagrangian L, we can equip it with a grading, which is a consistent choise of a graded lift to
LGr(T H) of the section p → T p L of LGr(T H) over L. Then we can assign a degree to a transverse intersection p ∈ L 0 ∩ L 1 . In the case of Riemann surface H, deg(p) =
Once this Z-grading is available, the index of a rigid holomorphic polygon in H corresponding to
We will make use of a Z-grading in Section 3.6 (especially Section 3.6.2) to rule out the possible existence of some exceptional holomorphic discs. Other than that, everything in this paper is
, we would like to define the wrapped Floer complex CW * (L 1 , L 2 ) as a direct limit of the perturbed Floer
This definition relies on the existence of continuation maps
whenever n ≤ N (recall, by construction, H n ≤ H N whenever n ≤ N ). In general, the direct limit construction would not be compatible with A ∞ -structures, hence, CW * (L 1 , L 2 ) is defined as the homotopy direct limit in [AS10] . However, we will show in this section that it turns out in our case, each continuation map κ above is just an inclusion for n sufficiently large depending on L 1 , L 2 .
Furthermore, we will show in the next section that higher order continuation maps (i.e. those with d ≥ 2 inputs) are trivial when mapping from sufficiently perturbed Floer complexes. Consequently, the wrapped Floer complex can be defined as
where the equivalence relation is given by continuation maps which are inclusions. Moreover, we have well defined differential and A ∞ -products
which are given by ordinary Floer differential and products.
In the usual definition of the continuation map, for an input 
satisfy some nice properties which are necessary for defining cascades:
, where γ(t) is a transverse intersection point of φ 1 t (L 1 ) and L 2 for all t. In other words, as w increases from n 0 to ∞, no new intersection between φ w (L 1 ) and L 2 are created, and the existing intersections remain transverse.
Both (P1) and (P2) can be achieved by choosing n 0 > max{1, |k 1 |+|k 2 |}. For Lagrangians L 1 , L 2 ⊂ H, property (P2) for their corresponding lifts in E H implies that as w increases from n 0 to ∞, any newly created intersection of φ 1 w (L 1 ) and L 2 will not be the output of any J-holomorphic disc. For
which lies on the arc γ, we can identify x with a unique point ϑ w w (x), w ≥ w, determined by requiring the lift of ϑ w w (x) to be γ(w ).
, and n ≥ n 0 , we define the continuation map
is given by the count of linear cascades from p to q of Maslov index zero. A k-step linear cascade from p to q is a sequence of k ordinary pseudo-
• u i has finite energy, and we denote by p
the intersection points to which u i converge at ±∞;
When q = ϑ N n (p), we allow the special case of k = 0. 
Proof. The components of an index zero linear cascade are holomoprhic strips whose Maslov indices sum to zero. The only holomorphic strip of index zero on a Riemann surface (with an arbitrary complex structure) is the constant disc, and there are no holomoprhic strips of negative index.
Hence the continuation map has to be the inclusion induced by identifying intersection points using ϑ N n .
As expected, κ also has to be an inclusion in the usual definition of the continuation map which is defined by counting inhomogeneous holomorphic strips that are solutions to (3.14). Otherwise, there are nontrivial index zero inhomogeneous strips from p to a different q (q = ϑ N n (p)). Taking the limit where dλ(s)/ds → 0, the index zero inhomogeneous holomorphic strips from p to q converge in the sense of Gromov to a nontrivial index zero linear cascade, thus contradicting Lemma 3.4. 
Higher continuation maps. A given set of boundary data consists of Lagrangians
boundary on any (r + 1)-tuple
, and such that at least one of the pseudoholomorphic discs in this collection must be exceptional, i.e. of index less than (2-#inputs). Again, refer [Au10] , [AS10] , [Se08] for details. In this section, we will show that there are no such exceptional discs, hence higher continuation maps are all trivial.
3.6.1. Stability of intersection points and crossing changes. Given a set of boundary data as above, Besides pairwise intersections, in order to obtain a vanishing result for cascades, we also want to make sure that intersection points of three or more Lagrangians also stabilize. That is, for any
as above, we will show in this section that no intersection points in l 0 ∩ · · · ∩ l r are created or canceled as we vary λ(s) so long as n is large enough. This is equivalent to saying that there are no crossing changes (i.e. Reidemeister moves) between multiple Lagrangians
varies so long as n is large enough. First, suppose all of l 0 , . . . , l r run through the universal cover E αβ ∼ = (0, 4) × R of the edge e αβ , we can write down the coordinates for each l j = (τ, ψ j (τ )) using Equation (3.10),
where c j (τ ) is a continuous function that can be arranged to be constant on the τ -interval (0, 1) ∪ (5/4, 4) and c j (5/4) − c j (1) = −2πk i j . To arrange c j (τ ) to be constant in (0, 1) ∪ (5/4, 4), we need to adjust the construction of each L α (k) in Section 3.1 so that L α (k) twists k αβ times in the interval
(1, 5/4) instead of in the interval (1, 3). All the results in this paper are valid (with some obvious changes in the arguments) when we use this modified construction for L α (k), which is homotopic to the construction given in Section 3.1. We will use this modified construction only in this section.
As n increases, the τ -coordinate of any intersection point, p, between any pair of Lagrangians l j and l j in {l 0 , . . . , l r } moves toward 0, 2, or 4. Indeed, it follows from Equation (3.15) that one of
Consequently, given inputs p 1 , . . . , p d , we can always choose n to be large enough so that none of the τ -coordinates of the given p i 's will be in the the region (1, 5/4) after replacing p 1 , . . . , p d by their corresponding generators via the linear continuation map. Furthermore, by choosing n to be large enough, the appropriate lifts l 0 , . . . , l r to the universal cover of the cylinder will no longer have any intersections in the (1, 5/4) region.
In each of the intervals (0, 1), (5/4, 3), and (3, 4), l j is a line segment with the same slope of
In each interval, these line segments belong to r + 1 lines that may or may not intersect at a single point. Whether they intersect in a single point or not depends on the ψ-intercepts c j (τ )'s and ratios between the differences in the slopes, which are independent of λ(s). Take the interval (0, 1), if the corresponding (r + 1) lines do intersect at a single point, then for n large enough, the line segments in l 0 , . . . , l r will either always intersect in a single point in the interval (0, 1) or they will never intersect in that interval. The same can be said for the other intervals. We can then apply the same procedure to all edges and for all subsets of multiple
We can obtain a large enough n for each of these cases and take the maximum value. The argument for intersections inside the unbounded cylinders is the same. There will be constant multiple intersections inside each pair of pants (in the complement of the edges), but because of the small perturbations we chose at the end of Section 3.2, they will be always be of degree zero (so, not exceptional), and they will never move or undergo crossing changes.
3.6.2. Exceptional discs are constant. A pseudoholomorphic disc u bounded by Lagrangians
is either a nondegenerate polygon, a constant disc at the intersection of all r + 1 Lagrangians, or a polygon with some of its corners being intersection points of multiple Lagrangians. We want to investigate when such a pseudoholomorphic disc is exceptional, i.e. of index less than 2 − r. A nondegenerate polygon has index 2 − r + 2 · #(interior branch points) + #(boundary branch points) ≥ 2 − r,
Next, we analyze the degenerate cases involving multiple intersection points. At such a point, note that even though l 0 , . . . , l r may come from different components and hence have different orientations, we can change the orientation of some of them so that l 0 , . . . , l r have the same orientation on every edge in trying to compute the index of the disc. This is because changing the orientation of a Lagrangian l j will change the degree of intersections between l j−1 ∩ l j and l j ∩ l j+1 in opposite ways leaving the overall index of the disc unchanged. For the rest of this section, let us assume that l 0 , . . . , l r have the same orientation on every edge.
For any two Lagrangians l j , l j+1 , the degree of an intersection point p ∈ l j ∩ l j+1 inside a cylindrical edge is either 0 or 1 depending on the location of p. If p is in the positively wrapped region (1, 3) × R of some edge, then deg(p) = 0 because the slope of l i is positive and larger than that of l i+1 which is also positive. On the other hand, if p is in the negatively wrapped region ((0, 1) ∪ (3, 4)) × R of some edge, then deg(p) = 1.
Case 1: Suppose u is a constant disc with its image in a cylindrical end or in the positively wrapped region of a bounded edge (i.e. in (1, 3) × S 1 ). In this case, all the input and output intersection points have degree zero, hence ind u = 0. When r ≥ 2, ind u ≥ 2 − r, so it is not an exceptional disc that contribute to the higher continuation map.
Case 2: Suppose u is a constant disc with its image in the negatively wrapped region of a bounded edge (i.e. in ((0, 1) ∪ (3, 4)) × S 1 ). In this case, all the input and output intersection points have degree 1, hence ind u = 1 − r < (2 − r) and u is an exceptional disc. We have dim ker D∂ ,u = r − 2 coming from the freedom to move the r + 1 marked points, where D∂ ,u is the linearized CauchyRiemann operator. (Note that dim ker D∂ ,u = 0 if we fix the marked points. This is because u is constant with image p and u * T H = T p H ∼ = C, and by the open mapping theorem, the only holomorphic disc with boundary in the union of the lines T p l 0 , . . . , T p l s is the constant map at the origin of the tangent space.) Hence dim coker D∂ ,u = r − 1 > 0 and u is not regular. This analysis shows that we need to perform a deformation to achieve transversality, and this will be our topic of the next subsection.
Case 3: Suppose u is a polygon withr + 1 geometrically distinct vertices p 0 , . . . , pr (r ≥ 1 since we assume u is not constant) with some of its vertices being intersection points of multiple Lagrangians. We know that the index of a nondegenerate polygon withr + 1 vertices (i.e. bounded byr + 1 Lagrangians) is at least 2 −r. If a vertex of u which is an intersection point of multiple Lagrangians is located in the positively wrapped region, then its contribution to ind u is zero. If a vertex of u is an intersection point of v + 2 Lagrangians (v > 0) located in the negatively wrapped region, then the extra degenerate edges and vertices add to the contribution of this vertex to ind u by −v. That is, each of the (r −r) extra Lagrangians contributes at the least a −1 to ind u. Hence, ind u ≥ (2 −r) − (r −r) = 2 − r, i.e. u is not exceptional.
3.6.3. Deformation of constant discs. At each intersection, p, of r + 1 (r > 1) Lagrangians
in the negatively wrapped portion of a cylinder, we want to pick Hamiltonian perturbations ch 0 (s), . . . , ch r (s) that perturb these Lagrangians locally so that as soon as we turn on the Hamiltonian perturbation, the constant disc u at the intersection of these Lagrangians is removed and we don't introduce any new holomorphic discs with boundary on l 0 , . . . , l r , in that order. Recall that each weight w i j = d − i j , and the Lagrangians are ordered with i 0 < · · · < i r . Let h(s) be a Hamiltonian supported near the moving intersection point (this is the only way in which it depends on s) such that locally h(s)(τ, ψ) = ψ − ψ 0 , so X h ∼ − ∂ ∂τ points along the negative τ -axis. We use ch j (s) = cw i j h(s) to perturb l j . This pushes the Lagrangians into the desired positions as shown in Figure 5 . Indeed, up to rescaling of both axes, each l j was initially the line ψ = −w i j τ , and after translation, it becomes ψ = −w i j (τ + cw i j ). Lagrangians l j and
these are all distinct and in the correct order. These local perturbations for the Lagrangians are automatically consistent because they are built from a single ch(s) and the existing weights. 3.7. Wrapped Fukaya category of a pair-of-pants: some notations. We can view H as a union of pairs of pants, H = α,β,γ P αβγ , where each P αβγ is a pair of pants whose image Log t (P αβγ ) is adjacent to all three components C α , C β , and C γ . Also, if e αβ ∼ = (0, 4)×S 1 is bounded, we require that the leg P αβγ ∩ e αβ ∼ = (0, 3) × S 1 . This way, if e αβ is a bounded edge connecting two pairs of pants P αβγ and P αβη , then these two pairs of pants will overlap on the positive wrapping part of e αβ (see Fig. 2 ). Denote S αβ = P αβγ ∪ P αβη . When we are considering a Lagrangian restricted to a pair of pants, L α (k)∩P αβγ , we still call it L α (k) for convenience. Note that L α (k) are actually equivalent to L α (0) in the wrapped Fukaya category of the pair of pants. The objects L i (0), i ∈ {α, β, γ}, generate the wrapped Fukaya category of P αβγ .
The definitions for Floer complex and product structures introduced in Section 3.3 apply to a pair of pants P αβγ as well. (In fact, if we extend each bounded leg of a pair of pants to an infinite cylinderical end, then the quadratic Hamiltonian H n on (1, 3) × S 1 is equivalent to a linear Hamiltonian on that cylindrical end.) We can define the Floer complex CF * P αβγ
Similarly, we can define the differential
and products
by counting perturbed pseudo-holomorphic discs u : D → P αβγ with strip-like ends satisfying appropriate boundary and limiting conditions. For the same reason as in the previous section, the continuation maps
are inclusions and compatible with A ∞ structures if n > n 0 for a large n 0 . We then have the wrapped Floer complex
and the product
3.8. Computing W(H) from pair-of-pants decompositions. We can split the generators
consisting of generators in P αβγ \ (1, 3) × S 1 and (1, 3) × S 1 ⊂ e αβ , respectively. Denote
) be the set of generators of the wrapped Floer complex CW * P αβγ
given in Equation (3.13). We can similarly define subsets of generators
Furthermore, denote
H n by a constant on each edge and both Hamiltonians only act on the edges (and the small perturbations inside the pants yield the same generators as well).
Proof. From the definition of the wrapped Floer complex, there is a sufficiently large N , dependent on x 1 , . . . , x d , such that for all n ≥ N ,
, for all j = 1, . . . , d (we use the same notation for the representative x j for convenience). Also at least one of x j is in J γ αβ (H n ).
To prove this lemma, we would like to show that there is a sufficiently large integer N , dependent on x 1 , . . . , x d , such that for all n ≥ N , any generator y appearing in the output of the product
We prove by contradiction. Suppose a generator y appearing in the output can be in C(dH n ) for infinitely many values of n. Due to this assumption,
is given by the count of index (2 − d) pseudoholomorphic discs (with a modified almost-complex structure) with boundaries on
. From now on we will only consider the universal cover of e αβ and lifts of all Lagrangians in e αβ to this universal cover. We keep the same notation for convenience.
The boundary of a holomorphic disc satisfying the above traces out two curves on e αβ starting at y, each of which is connected and piecewise smooth. One curve C 1 consists of boundary arcs in
). The other curve C 2 consists of boundary arcs in
We choose the largest possible c 1 and c 2 so that the four conditions below are satisfied. We list the first three now and the fourth later:
(2) C 1 and C 2 do not contain any input intersection points that are not in e αβ ;
Note that if the boundary of the holomorphic disc leaves e αβ and enters back into e αβ again, then it must go through an intersection point outside e αβ . This is because if it doesn't go through an intersection point outside e αβ , then it must create a boundary branch point by backtracking along a Lagrangian, but a rigid holomorphic disc does not have any boundary branch points. Hence, C 1 and C 2 are connected, and they don't leave e αβ and then enter back.
A fourth condition for choosing c 1 and c 2 becomes necessary when C 1 and C 2 satisfying conditions (1)-(3) intersect at an input point, which happens if and only if the entire holomorphic disc is contained in e αβ with its boundary being the closed loop C 1 ∪ C 2 . In this case, d − c 2 − 1 = c 1 . Let τ c = min{τ |(τ, ψ) ∈ C 1 ∪ C 2 )}. Every Lagrangian involved has the property that its lift intersects each fiber of the universal cover of e αβ at only one point. Hence τ c must be the τ coordinate of Observe for each τ < τ (y), the fiber over τ intersects C 1 and C 2 at no more than one unique point (τ, ψ 1 (τ )) ∈ C 1 and one unique point (τ, ψ 2 (τ )) ∈ C 2 . We show this observation is true by contradiction. If the fiber of the universal cover over some τ < τ (y) intersects C 1 at more than one point, then an interior point of C 1 must be an intersection pointx Figure 6 . The subset of the holomorphic disc which lies inside e αβ has boundary on C 1 ∪ C 2 . The dashed curves represent C 1 . The right-most picture illustrates the situation where the curves C 1 and C 2 intersect at an input point.
at only one point, the rigid holomorphic disc has no branch point, and each corner of the disc is convex. For these reasons, the τ coordinate cannot backtrack more than once along C 1 ∪ C 2 , and where it backtracks, τ (x b ) is actually the minimum value of τ achieved by the holomorphic disc, i.e. the holomorphic disc is contained in
being an interior point of C 1 . The same reasoning can be applied for C 2 .
Let's choose N |k 0 |, . . . , |k d |, then for every τ ∈ (0, τ (y)), the absolute value of the slope of the tangent line to C 1 at (τ, ψ 1 (τ )) is greater than that of C 2 at (τ, ψ 2 (τ )). Also note that from inside the holomorphic disk, the angle between tangent lines
must be greater than π/2 due to the ordering of the boundary Lagrangians and the assumption that n > |k 0 |, |k d |.
We want to show for n > N sufficiently large, the holomorphic disc under consideration cannot have any input in J γ αβ . We analyse two cases. Case 1: the holomorphic disc is contained in e αβ . Use the same notation that we used when explaining property (4). The holomorphic disc is contained in {τ ≥ τ (x c )} for an inputx c . The slope of the tangent lines Tx c φ
n (L ic (k c )) have the same sign, i.e. negative if τ (x c ) ∈ (0, 1) and positive if τ (x c ) ∈ (1, 3). Thus the angle between these tangent lines, from inside the holomorphic disc, must be less than π/2. The inputx c must be in C αβ (H n ), i.e.
τ (x c ) > 1, because the angle at any input in the positively wrapped region is less than π/2 and in the negatively wrapped region is greater than π/2. This is due to the ordering of the boundary Lagrangians and the assumption that n |k 0 |, . . . , |k d |. So we just have a triangle in {τ > 1} ⊂ e αβ with no inputs in J γ αβ . (See Fig. 7a .) Case 2: the holomorphic disc is not entirely contained in e αβ . As explained before, for every τ < τ (y), the fiber over τ intersects C 1 once and C 2 once, with ψ 1 (τ ) > ψ 2 (τ ) as illustrated in Figure 7b . Note that all boundary Lagrangians φ d−j n (L i j (k j )) are dependent on n, so are ψ 1 , ψ 2 . The values of ψ 1 (0) and ψ 2 (0) are dictated by inputs outside of e αβ , so they will stay almost constant as a function of n. Indeed, ψ 1 (0) and ψ 2 (0) are determined by the remaining portion of the boundary of the disc (other than C 1 ∪ C 2 ). As n varies and the inputsx c 1 , . . . ,x d−c 2 move by continuation, this boundary curve varies by a homotopy inside the cylindrical ends and remains constant inside the pants, and in particular ψ 1 (0) and ψ 2 (0) remain constant. Hence ψ 1 (0) > ψ 2 (0) always, and their difference remains bounded no matter how large n gets. However, as n gets large enough, ψ 1 (1) < ψ 2 (1) because the absolute value of the slope of the tangent line to C 1 at each (τ, ψ 1 (τ )) is greater than that of C 2 at (τ, ψ 2 (τ )) and the slopes increase with n. Hence C 1 crosses C 2 before reaching τ = 1, which contradicts an assumption that y ∈ C αβ (dH n ). Hence, we can pick a sufficiently large N , so that for all n ≥ N , there does not exist any rigid holomorphic disc with the given inputs x 1 , . . . , x d , at least one of which lies in J γ αβ (H n ) and its output in C αβ (dH n ). 
, and it is compatible with A ∞ -structures with no higher order terms.
Proof. It follows from Lemma 3.5.
there is a single pairof-pants P 0 ⊂ H and a sufficiently large N , dependent on x 1 , . . . , x d , y, such that for all n ≥ N , there are representatives
Proof. From the assumptions, there is a sufficiently large N 0 , dependent on x 1 , . . . , x d , y, such that
, for all j = 1, . . . , d, and
Suppose the holomorphic disc has at least one of its vertices is contained in a pair of pants P αβγ , but not in an adjacent pair-of-pants P αβη , and at least one of its vertices is contained in P αβη but is not contained in P αβγ . We will show by contradiction that such a holomorphic disc cannot exist. The same arguments also exclude discs in which an edge goes into P αβη to reach an vertex lying in another pair-of-pants even further away from P αβγ . Hence, all intersections points are actually in a single pair-of-pants. Note that P αβγ and P αβη overlap on the cylinder e αβ . We focus on the portion of the disc that lies in e αβ , and the manner in which it escapes into both ends of the cylinder. Again, we view perturbed pseudoholomorphic discs as ordinary pseudoholomorphic discs with perturbed boundaries as explained in Section 3.3.
None of the inputs can be in C αβ (H n ), which is in the positively wrapped region shared by both pairs of pants. This is due to what we noticed before (in the proof of Lemma 3.5) that the angle at any input in the positively wrapped region is less than π/2. Then by convexity, the holomorphic disc will not go beyond that input point, i.e. it does not escape into both P αβγ \e αβ and P αβη \e αβ .
Hence, in the region [1, 3]×S 1 ⊂ e αβ , either there's no vertex at all, or there is one output generator.
First, assume the output generator y is not in the positively wrapped region, then there's no intersection point at all in this region. Consider the universal cover of the cylinder e αβ and lifts of all Lagrangians in e αβ to this universal cover. We can find two boundary arcs in Lagrangians
) that are non-parallel lines and that they intersect the fiber of the universal cover over τ = 2 at ψ 1 (2) and ψ 2 (2), respectively. The Hamiltonian perturbations we use actually keep ψ 1 (2) and ψ 1 (2) constant as n varies, and the input marked points move along by continuation. So, these two lines will cross each other for all n that is large enough (e.g. for all n > |ψ 1 (2) − ψ 2 (2)| + 2π|k d−r − k d−s | will do). So there is no holomorphic discs with the assumed inputs and output for sufficiently large n. Now, suppose the output y is in the positively wrapped region. In the universal cover of e αβ , the disc will look like one of the configurations in Figure 8 . The output point is bounded by
, which have the biggest and smallest slopes, respectively. When we increase n to be large enough, ψ 1 (2) and ψ 2 (2) remain constant as before, and the boundary arcs will cross each other again inside the positively wrapped region, which rules out the existence of such holomorphic discs. Theorem 3.8. The wrapped Fukaya category W(H) is split-generated by the Lagrangian objects L α (k) where α ∈ A and k ∈ Z. In a suitable model for W(H), the morphism complex between any two objects, L α (k) and L β (l), is generated by
is the set of generators of the morphism complexes in W(P αβγ ), and the equivalence relation identifies x ∈ X P αβγ \J γ αβ withx ∈ X P αβη \J η αβ whenever ρ γ αβ (x) = ρ η αβ (x), where ρ γ αβ , ρ η αβ are restriction maps to the cylinder C αβ = P αβγ ∩ P αβη . Moreover, in this model, the A ∞ -products in W(H) are given by those in the pairs of pants.
To clarify the last statement in Theorem 3.8, any product µ d (x 1 , . . . , x d ) vanishes unless x 1 , . . . , x d all live in a single pair of pants P αβγ (by Lemma 3.7), in which case we take the product inside P αβγ . If in fact the generators x 1 , . . . , x d all live inside the same bounded cylinder C αβ , then so do the discs with these inputs (by the preceding arguments in Lemma 3.5), and the calculations A ∞ -products in P αβγ and P αβη give the same answer, i.e. the product is compatible with the equivalence relation. On the other hand, if at least one of the given inputs x 1 , . . . , x d lives in J γ αβ , then so does the generators appearing in the output by Lemma 3.5, and so there is no question of compatibility with the equivalence relation.
Proof. Follows from Lemma 3.7.
successively with the minimum of the Hamiltonian labeled as x 0 αβ as illustrated in Figure 9 . Each
The object L α (k) is equivalent to L α (l) in the category W(P αβγ ), and similarly in W(P αβη ). However, they can be distinguished as the object for which the generator x i αβ ∈ C αβ (L α (k), L α (l)) in the image of the restriction functor ρ γ αβ is identified with the generatorx
in the image of ρ η αβ . In addition, x i α;β is identified withx
Remark 3.9. The techniques presented in this section, especially those in the proof of Lemmas 3.5 and 3.7, can be applied in more general situations. Suppose we have a decomposition of a surface Σ = P ∪ Q into two components such that P and Q overlaps in a cylinder C, and let e ⊂ Σ be the largest cylinder containing C and we think of e as a circle fibration over a line segment that is the base. We can applied the above techniques to compute the Fukaya category of Σ (or the wrapped
Fukaya category if Σ is open) when we have a choice of split-generating Lagrangians (L
that each L i satisfies the following conditions.
• The intersection L i ∩ e is a union of disjoint arcs such that each arc intersects each circle fiber of e just once.
• For any two of the above arcs, the portion of L i in the complement of e that is connected by these two arcs cannot be homotopically trivial. 
where T 1 , T 0 are locally free sheaves of finite rank on Y , and t 1 , t 0 are morphisms satisfying t i+1
is graded by (i + j)mod 2, that is
The differential on this complex is d :
is given by T → coker(t 1 ), which is a sheaf on D = W −1 (0) because it is annihilated by W . 
An argument similar to that in Section 6 of [AAEKO13] implies that:
Proof. We imitate the proof of Lemma 6.3 in [AAEKO13] . 
{x αβ = 0}, and W is locally given by the product of these affine coordinates. The object T α (k) restricted to this local chart is
and similarly for T β (k)(U αβγ ) and T γ (k)(U αβγ ). Note that T α (k)(U αβγ ) is actually equivalent to T α (0)(U αβγ ) in the category of matrix factorizations on the local chart U αβγ .
For each coordinate, there is a restriction functor, simply to the complement of the coordinate plane {x αβ = 0},
where C * [x αβ ] is the C * with ring of functions C[x
is due to the Knörrer periodicity theorem [Or04, Kn87] . In this section, we will check the commutativity of the following diagram up to the first order
In this diagram, ρ is the restriction functor from Section 3.8. Due to HMS for pairs of pants (as shown in [AAEKO13] ), the category A is quasi-equivalent to A via the A ∞ -functor Q a . The categories B and B are isomorphic due to HMS for cylinders-that their underlying morphism spaces are isomorphic and, for both of them, the higher products on the morphism spaces are all identically zero (see e.g. [Au14] ). So, we can think of B and B as the same category for convenience and denote it by B. We want to show that the two A ∞ -restriction functors
are equal up to the first order.
The following diagram shows the morphisms (
The differential maps are
Hence in cohomology
Restricting via σ γ αβ gives
where
T α (l)(U αβη ) are respective objects in M F (U αβγ , x αβ x γβ x αγ ) and M F (U αβη , x αβ x ηβ x αη ) for which the generator A similar calculation can be carried out for Hom(T α (k)(U αβγ ), T β (l)(U αβγ )). For morphisms
Hence in cohomology
The restriction functors from adjacent affine charts to their common overlap now identify x i α;β and x n αβ +d α,β −i α;β , which are generators whose degrees add up to the degree of O(D α )(l − k) |D αβ , namely
This matches with the behavior described at the end of Section 3 for the restriction functors in Floer theory, via the natural identification between cohomology-level morphisms on two sides of mirror symmetry as suggested by our notations. Hence the functors F and G agree on cohomology as claimed.
Below we show that F and G are homotopic by following Sections (1d)-(1h) of [Se08] . The A ∞ -functors F and G are themselves objects of an A ∞ -category f un(A, B). For T ∈ Hom g f un(A,B) (F, G), the differential is defined to be (4.4)
. . , a s 1 +···+s i−1 +1 ),
. . , a n+1 ), a n , . . . , a 1 .
The difference D = F −G ∈ Hom 1 f un(A,B) (F, G) is an actual natural transformation, µ 1 f un(A,B) (D) = 0. Note that our F and G act in the same way on objects. By definition, two functors F and G are homotopic if D = µ 1 f un(A,B) (T ) for some T ∈ Hom 0 f un(A,B) (F, G) with T 0 = 0. The pair of functors (F, G) makes the category B a A ∞ -bimodule over A by acting through G on the left and F on the right. With this bimodule structure, the Hochschild complex CC 1 (A, B) is the collection of all maps (4.5)
for all r, with the differential being µ 1 f un (A,B) . So the Hochschild cohomology HH 1 (A, B) determines the classification of A ∞ -functors from A to B.
Let A = H(A) and B = H(B) = B be the underlying cohomological categories, and let F = H(F) and G = H(G). There is a complete decreasing filtration F * of Hom f un (A,B) (F, G) by the length, i.e. the F r term consists of T ∈ Hom f un(A,B) (F, G) such that T 0 = · · · = T r−1 = 0. This induces a spectral sequence with E rs 1 = CC r+s (A, B) s and its ∂-cohomology is HH r+s (A, B) s = E r,s 2 , which, if converges, goes to HH * (A, B). For morphisms a 1 , . . . , a r in A, the Hochschild differential ∂ is given by (4.6) (∂t)(a r , . . . , a 1 ) = t(a r , . . . , a 2 )F (a 1 ) + G(a r )t(a r−1 , . . . , a 1 ) + n t(a r , . . . , a n+1 a n , . . . , a 1 ).
A Hochschild cohomology calculation similar to that in Lemma 3.2 of [AAEKO13] shows that:
Lemma 4.2. The Hochschild cohomology HH 1 (A, B) 1−r = 0 for r ≥ 2.
To show that F and G are homotopic, the argument is somewhat similar to Lemma 1.9 of [Se08] .
Assume we have built a homotopy T up to a certain order, i.e. suppose we have constructed
f un(A,B) (T ) up to order r − 1. Note that we can certainly do so for r = 2 since F 1 and G 1 agree in cohomology. For the induction step, we want to be able to construct T r . For an arbitrary T r , the order r terms of the difference D − µ 1 f un(A,B) (T ) induce a map h on cohomology, and that h is a cocycle in CC 1 (A, B) 1−r . Because HH 1 (A, B) 1−r vanishes for any r ≥ 2, we have that h = ∂v is exact. Using a chain level representative of v, we can adjust
f un(A,B) (T ) vanishes at the rth order on the cohomology level. Then we can choose a rth order homotopy T r so that D = µ 1 f un(A,B) (T ) holds on the chain level. Hence:
Corollary 4.3. Two A ∞ -functors from A to B which agree to first order in cohomology are homotopic, so F and G are homotopic.
Limits of restriction functors.
4.3.1. Limits of A ∞ -functors. Given an A ∞ -functor E : C → D, its limit L = L(E) is defined to be the A ∞ -category with the same objects as C, and with morphism spaces
for any objects X 0 , X 1 . The differential on this morphism space is given by
Note that under this differential, (c 1 , d 1 ) is closed when c 1 is closed and d 1 is a null-homotopy for
To make sense of this definition of the composition, we see that for closed (c 1 c 1 ), d 1 ) , where the last equality is due to Leibniz's rule that
This sum is over all ways to put all the inputs from Hom C into copies of the functor, and then compose in D the resulting elements of Hom D together with the unique input from Hom D in the final position. and zero on all other pieces. So, µ k L is identically zero unless all inputs except possibly the last one were in the Hom C piece of Hom L .
The A ∞ -functor equations for E then give the A ∞ -associativity equations for µ L . Indeed,
The first 0 is given by the A ∞ -equations for µ C . The second 0 is given by the A ∞ -functor equations for E. The third 0 is given by a combination of the A ∞ -functor equations for E and the A ∞ -equations for µ D .
4.3.2. Matrix factorization category as a limit of the restriction functor. For theČech covering U = {U αβγ } of the mirror manifold Y , where each U αβγ is a C 3 piece as in Section 4.2, we can assign each piece a distinct integer o(αβγ) ∈ {1, 2, . . . , |U|} to make U an ordered cover. To do so, we can define a generic height function on the moment polytope ∆ Y so that no two vertices get the same value. This gives an ordering of the vertices that corresponds to the U αβγ 's.
The morphism complex S = Hom(T 0 , T 1 ) is a sheaf defined by U αβγ → Hom(T 0 (U αβγ ), T 1 (U αβγ )) for any two objects T 0 , T 1 in M F (Y, W ). In theČech model for M F (Y, W ), the morphism is given by global sections of the total complex of the doubleČech complex
consists of the differential d A on the C 3 pieces, the differential d B on the overlaps, plus theČech differential δ that is the difference between the restriction maps σ 1 : C 0 (U, S ) → C 1 (U, S ) coming from two overlapping C 3 pieces. That is,
Because we are working with Z 2 grading, we can ignore the minus sign when defining δ for convenience, so δ = σ 1 . Note that this differential coincides with the differential µ 1 L for the limit category L = L(σ) defined by Equation (4.7).
The product µ 2 L consists of the product µ 2 A on A as well as the maps
given by first restricting the C 3 piece to the overlap, denoted by U αβ , and then taking the product in the overlap. This is how the product is defined inČech theory.
Hence, in the usual dg-model for matrix factorizations on the pieces of theČech covering with σ 1 : A → B is the restriction to the overlaps between C 3 pieces, the morphisms in the limit category L(σ) are exactly theČech model for M F (Y, W ) of the total space.
4.3.3. Wrapped Fukaya category as a limit of the restriction functor. In our model for the wrapped Fukaya category, ρ : A → B only has a linear term ρ 1 , and ρ 1 is surjective on morphism spaces.
We have A = W( P αβγ ) and for any adjacent pairs of pants P αβγ and P αβη , ρ 1 maps (4.10)
For the above diagram, we can defined the pullback category K with same objects as those in A and whose morphism complexes are given by the kernel
For the set of pairs of pants {P αβη }, we assign an ordering o(αβγ) as we did previously in Section 4.3.2. Then we can build the category K for the entire Riemann surface, i.e. over all pairs of pants as the above, by letting
By Theorem 3.8, the wrapped Fukaya category W(H) is K.
Restricting to one pair of adjacent pairs of pants, so A = W(P αβγ P αβη ), then for each pair of
, and we can think of K as a subcategory of the limit category L = L(ρ 1 ⊕ (−ρ 1 )) as defined in Section 4.3.1. Indeed, µ k L maps morphisms in ker(ρ 1 ⊕ (−ρ 1 )) just by multiplication using µ k A , and µ k A maps ker(ρ 1 ⊕ (−ρ 1 )) to ker(ρ 1 ⊕ (−ρ 1 )) since
We claim that the category K is the same as the limit category L, up to quasi-isomorphism given
is larger, but by the surjectivity of ρ 1 ⊕(−ρ 1 ), every element of
is of the form ρ 1 ⊕ −ρ 1 (x, x ), and is then equal mod µ 1
and what remains in cohomology is exactly the same as the cohomology of ker ρ 1 ⊕ −ρ 1 , i.e. the inclusion is a quasi-isomorphism. Again, since we are working with Z 2 grading, we can ignore the minus signs, so W(H) is quasi-isomorphic to L(ρ). For the following lemma, we use the same notations as those in Section 4.3.1. See Section 1 of [Se08] for background discussions on A ∞ -categories, in particular, the discussion on homotopy in Section (1h), and Equations (1.2), (1.6), (1.7), and (1.8), which are the A ∞ -associativity equations,
A ∞ -functor equations, formula for compositions of A ∞ -functors, and formula for the differential of pre-natural transformations, respectively. 
. . , c s 1 +···+s i−1 +1 ),
where the terms with s i = 0 vanish because T 0 = 0, so we can just assume s i = 0. For the first two orders, we have
and recall that (Ẽ • Q) 2 (c 2 , c 1 ) =Ẽ 2 Q 1 (c 2 ), Q 1 (c 1 ) +Ẽ 1 Q 2 (c 2 , c 1 ) .
We now construct an A ∞ -functor P : L(E) → L(Ẽ), with the map on objects given by Q. For the first order, let
such that (4.14)
As defined, P 1 is satisfies the first order A ∞ -functor equation, i.e. it is a chain map. Indeed,
In general, we defined for k ≥ 2 that (4.15)
T s i (c s 1 +···+s i , . . . , , c s 1 +···+s i−1 +1 ),
We will show below that P is an A ∞ -functor. Before we do that, using the fact that Q is a quasi-isomorphism, we see that P is a quasi-isomorphism because the P 1 has a inverse
Below we show that showing that all P k 's satisfy the A ∞ -functor equations.
In the above calculation, the first component is 0 because Q is an A ∞ -functor. For the second component, all terms that are boxed add up to 0 because of Equation (4.13). The leftover terms also add up to 0 due to the Leibniz's rule for µ D and Equation (4.12).
Just like the above calculation, in general all the terms in the k-th order A ∞ -functor equation
for P add up to zero. Indeed, the first component is 0 because it is just a sum of the terms in the 
Hence, the S αβ 's are split-generated by L α (0) and L α (1).
Let P αβγ be any pair-of-pants in H, and say it is at the joint of components C α , C γ , C β , in that counterclockwise order in Fig. 10 . We consider two polygons that cover P αβγ (the "front" and "back" of the pants) with boundaries in Lagrangians L α (0), S αγ (only if the edge e αγ is bounded),
, and S βα (only if e βα is bounded).
On a bounded edge e αγ , the front polygon has two corners-one corner at a generator labeled by p γ α ∈ CW (L α (0), S αγ ) and another at a generator of the same degree labeled by q γ α ∈ CW (S αγ , L γ (0)). On an unbounded edge e βα , the front polygon has one corner at the first nontrivial trajectory of H n , from L β (0) to L α (0), in the infinite cylindrical end (i.e. the trajectory that goes "halfway around the cylinder"); it is a degree 1 generator labeled by x 0 β;α as in Section 3.8. So, this is a hexagon for a pair-of-pants that only has bounded legs, a triangle for a pair-of-pants that only has unbounded legs, and a quadrilateral or pentagon for the intermediate cases; see Fig. 10 .
The polygon at the back of the pants also has two corners on a bounded edge e αγ at the generators
Similarly, the back polygon has one corner on an unbounded edge e αβ at the degree 1 generator x 0 α;β . A Hochschild chain complex
is generated by cyclically composable words
We underline the distinguished generator a d , and we think of 
, and S αγ . The pair-of-pants P αβγ in this figure is covered by quadrilaterals, one in the front and one in the back.
For each of the above polygons, we can write the product of the generators at the corners to get a Hochschild chain. In the case we have a hexagon, a Hochschild chain is
There are 6 choices of such Hochschild chains for each hexagon made by cyclically permuting the generators, and we just need to pick one. Later on in the proof, we will give more criteria regarding which generator we need to pick to be the distinguished one at the front. In the case we have a pentagon with the edge e αβ being unbounded, the Hochschild chain is
and similarly for other types of polygons.
Let Φ be the Hochschild chain obtained by summing all tensor products, one term each for the front and back of each pair-of-pants in H. We wish to show that the Hochschild differential of Φ is zero, i.e. it is a Hochschild cycle. Then, for any generic point in the bounded part of H, there is a unique polygon that covers it just once. So, the open-closed map defined by Abouzaid in his generation criterion takes this Hochschild cycle to the identity element of SH 0 (H), which is the generator of the symplectic cohomology given by the sum of all minima of the chosen Hamiltonian in the interior of H. So these objects split-generate by the generation criterion [Ab10] .
We devote the rest of this section to show that Φ is a Hochschild cycle. The Hochschild differential
To find the Hochschild differential of Φ, we need to compute products involving sub-expressions among the set of corners described above. In this section, when we compute the wrapped Floer complexes, we can simplify the computation by using the Hamiltonian in Section 3.2 but without the extra wrappings on the bounded edge, i.e. we let the Hamiltonians H n be H 0 , for all n, on bounded edges.
For a front hexagon,
In the above calculation, there are no terms involving µ 1 , µ 2 , µ 3 , and µ 4 because there is simply no holomorphic polygon with less than 6 sides with vertices coming from the above generators. For each corner (6 total) of a hexagon, we have
and so on. The computation for µ 6 needs some explanation. For each side (6 total) of a hexagon, we have
Sαγ ∈ CF 0 (S αγ , S αγ ) and so on for the cyclic permutations. Generators in CF 0 (L α (0), L α (0)) correspond to the maxima of the existing Hamiltonian. To define CF 0 (S αγ , S αγ ), we need to pick an additional auxiliary
Hamiltonian to perturb S αγ . We can pick this Hamiltonian to have exactly one minimum in each of the front and back of the pair of pants, though it doesn't really matter as we can just sum up the minima of this Hamiltonian in the region.
Similarly, for the corresponding hexagon on the back of the same pair-of-pants, For the adjacent hexagon in the front, if we choose the same corner as the above to be the distinguished generator, then
If we change the choice of the distinguished generator to a different corner for the adjacent hexagon in the front, we get, for example
We need to make sure to let the same corner be the distinguished generator for both the front and the back of each pair-of-pants. For example, for the Hochschild chain q α β ⊗p α β ⊗q β γ ⊗p β γ ⊗q γ α ⊗p γ α , the corner of the hexagon corresponding to q α β is the distinguished generator. So for the hexagon in the back, we need to let the same corner (q α β ) * be the distinguished generator as we did in the calculation above. After making this choice, all the terms will cancel in the sum and thus bΦ = 0.
The cancellations happen in the following ways (note that the Floer complexes are Z 2 graded):
• The e αβγ Lα term from the front hexagon cancels the same term from the back hexagon, and so on for other terms of this type.
• For each S αβ , the term e f ront S αβ from the front hexagon cancels the same term from the adjacent hexagon in the front.
• For the front hexagon, consider the term q α β ⊗ (q α β ) * , which involves the distinguished generator. If the same corner is further chosen as the distinguished one for the polygons coming from the adjacent pair-of-pants, then q α β ⊗ (q α β ) * cancels with the same term coming from the adjacent polygon in the front; otherwise, q α β ⊗ (q α β ) * cancels the same term coming from the adjacent polygon in the back.
• For the front hexagon, the term (p α β ) * ⊗ p α β , which does not involve the distinguished generator, cancels the same term coming from adjacent polygon in the back. The calculation above shows the same situation when the term p β α ⊗ (p α β ) * from the back hexagon cancels the same term coming from the adjacent polygon in the front, and so on for the other terms of this type.
For those pair-of-pants that has at least one unbounded edge, such as when we have a pentagon, is zero because the Reeb cord x 0 β,α that lies in this pentagon is in the wrong direction to be an output. So, for each pair-of-pants that has at least one unbounded leg, it is most convenient to assign the distinguished generators for that pair-of-pants to be the Reeb cords in the cylindrical end.
Appendix B. A global cohomology level computation
This appendix will not be part of the version to be submitted to a journal. We compute the wrapped Fukaya category W(H) and the category of singularity D b sg (W −1 (0)) at the level of cohomology, using methods very similar to those in [AAEKO13] . Aside from using a few earlier notations, this appendix is self contained, independent from the sheaf theoretic computation in the rest of the paper. We show it because it is a straightforward demonstration of HMS, though we do not know how to extend this to compute the higher A ∞ -structures. We will list the generators of the morphism complexes for both categories, but we will be very brief in discussing the product structures on the morphism complexes because this computation is not the main point of this 
, L γ (l)), which counts holomorphic triangles with boundaries on φ 2 (L α (j)), φ 1 (L α (k)), and L α (l). The inputs are φ 1 (p 1 ) ∈ φ 2 (L α (j))∩φ 1 (L β (k)) and p 2 ∈ φ 1 (L β (k))∩L α (l), and the output isq ∈ φ 2 (L α (j))∩L α (l), which corresponds to q ∈ φ 1 (L α (j)) ∩ L α (l) by the rescaling method explained in [Ab10] . B.1.1. Lagrangians from the same component. Case 1: on a bounded edge e αβ . For k < l, L α (k) intersects L α (l) at n αβ (l − k) + 1 points on e αβ , all of which have degree 0. We label each intersection point sequentially by x n αβ (l−k)−j αβ y j αβ , for j = 0, . . . , n αβ (l − k). If e αβ is adjacent to another bounded edge e αη , then there is a generator that is an interior intersection point at the joint of these two edges labeled by x , for j = 0, . . . , n αβ (k − l) − 2. When e αβ is adjacent to another bounded edge e αη , we get an extra degree 1 generator that is an interior intersection point at the joint of these two edges. Again, we identify the two labels coming from both sides.
Case 2: on an unbounded edge e αγ . Let e αη be the adjacent edge. If k < l, then φ 1 (L α (k)) and L α (l) have one interior intersection point at the joint of e αγ and e αη , which we label by x 0 αγ , and we label the infinitely many purturbed intersections points on e αγ successively by x j αγ for j = 1, 2, . . .. Like before, we need to set x 0 αγ to equal the label for the same generator coming from the edge e αη , i.e. • For generators on a bounded edge, such a product is only possible when j ≤ k ≤ l. B.1.2. Lagrangians from two adjacent components. In this section, we focus on two adjacent components C α and C β . Recall that on the edge e αβ , L α (k) and L β (l) have the opposite orientations.
When the edge e αβ is unbounded, we do the same as in [AAEKO13] ; we label the infinite sequence of odd degree intersection points by x j α;β , for j = 0, 1, 2 . . .. On a bounded edge e αβ , if k < l, then L α (k) and L β (l) intersect at n αβ (l − k) + d α,β + 1 points of degree 1, and we label them by x n αβ (l−k)+d α,β −j α;β Assuming j < k < l, we have the following products: • • There are three other products by interchanging α and β above. There are additional products of a similar nature when we change the assumption of j < k < l to other orders. B.1.3. Lagrangians from three adjacent components. Suppose a holomorphic triangle is bounded by Lagrangians from three different components C α , C β , C γ . The boundary of this triangle can be decomposed into three arcs, each arc only winding around one leg of the pair of pants. Pick a point in the center of the triangle, then joining these three arcs to this center point form three loops γ 1 , γ 2 , and γ 3 . The fundamental group of the pair of pants is a free group on two generators a and b, where a is a loop around one leg of the pair of pants, b is a loop around another leg, and ab is a loop around the third leg. Hence γ 1 = a p , γ 2 = b q , and γ 3 = (ab) r . However γ 1 · γ 2 = γ 3 , hence we must have p = q = r = 1 or p = q = r = 0. Hence, the vertices of such a holomorphic triangle in a pair-of-pants cannot be an intersection point that is further down any edge than the first one. 
