Integrazione di Misurazioni Laser e Visione Artificiale nella Ricostruzione di Ambienti 3D per la Navigazione Autonoma di Veicoli in Ambienti Sconosciuti by Lucetti, Walter
Universita` di Pisa
Facolta` di Ingegneria
Centro Interdipartimentale di Ricerca
“Enrico Piaggio”
TESI DI LAUREA IN INGEGNERIA INFORMATICA
Integrazione di Misurazioni Laser e Visione
Artificiale nella ricostruzione di Ambienti 3D
per la Navigazione Autonoma di Veicoli in
Ambienti Sconosciuti
About cooperation between Laser Measurements and Vision System to build
Virtual 3D Worlds for autonomous navigation of vehicles in Unknown
Environment
Relatori: Ch.mo Prof. Ing. A. Bicchi
Ch.mo Prof. Ing. A. Caiti
Ing. V.G. Scordio
Candidato: Lucetti Walter
Anno Accademico 2003/2004
Grazie...
Grazie ad Annalisa per tutto il sostegno donatomi nei momenti difficili e
per avermi aspettato finora...
Grazie a mia Madre, a mio Padre e al mio fratellino Diego per avermi
sopportato, capendomi, nei 15 giorni di intrattabilita` prima di ogni esame
(30!) e soprattutto per non aver mai voluto affrettare i miei tempi
Grazie a mia nonna Franca per avere creduto nelle mie possibilita`
dall’inizio alla fine, anche quando e` stata veramente dura
Grazie al Prof. Antonio Bicchi per avermi affidato una tesi che mi ha dato
molte soddisfazioni
Grazie a Enzo e Antonio per aver sempre creduto nelle mie idee aiutandomi
a realizzarle
Grazie a Fabio per essere riuscito a estrarre dall’alluminio ogni tipo di
struttura che mi sia venuta in mente
Grazie a tutto i ricercatori e dottorandi del Centro Piaggio per non avermi
mai negato un aiuto, quando ne ho avuto bisogno
Grazie infine a tutti coloro che mi hanno aiutato a giungere a questo
traguardo, troppe persone per essere citate in questo piccolo spazio
Grazie...
1
Indice
Introduzione 5
Introduction 5
1 Scansione laser 3D 16
1.1 Introduzione . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
1.2 Realizzazione di uno scanner laser 3D . . . . . . . . . . . . . . 17
2 Elaborazione Dati di Scansione 22
2.1 Introduzione . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.2 Filtraggio preliminare dei dati acquisiti . . . . . . . . . . . . . 23
2.2.1 Forward Eulero . . . . . . . . . . . . . . . . . . . . . . 25
2.2.2 Tustin Transform . . . . . . . . . . . . . . . . . . . . . 26
2.3 Riconoscimento Features verticali . . . . . . . . . . . . . . . . 28
2.4 Riconoscimento di rette-segmenti . . . . . . . . . . . . . . . . 29
2.4.1 Pre-riconoscimento di segmenti . . . . . . . . . . . . . 30
2.4.2 Smoothing dei segmenti . . . . . . . . . . . . . . . . . 34
2.4.3 Trasformata di Hough e Riconoscimento di Segmenti . 35
2.5 Riconoscimento di Superfici . . . . . . . . . . . . . . . . . . . 41
2.6 Descrizione delle classi C++ di raccolta dati . . . . . . . . . . 44
3 Integrazione Visione - Scansione Laser 45
3.1 Introduzione . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
2
INDICE
3.2 Applicazione delle Textures da WebCam . . . . . . . . . . . . 45
3.2.1 La trasformazione di omografia . . . . . . . . . . . . . 46
3.2.2 La funzione OpenGL-GLUT gluProject e l’applicazione
delle textures . . . . . . . . . . . . . . . . . . . . . . . 47
3.2.3 Matrici e vettori caratteristici di una scena OpenGL . . 49
3.3 Utilizzo della Visione e dei Dati Laser per la localizzazione . . 50
3.3.1 Valutazione dell’angolo di rotazione del veicolo . . . . . 50
3.3.2 Valutazione della traslazione del veicolo . . . . . . . . . 52
4 Simulatore Software di un sensore Laser 3D 54
4.1 Introduzione . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
4.2 Creazione del mondo virtuale . . . . . . . . . . . . . . . . . . 55
4.3 Simulazione di una scansione . . . . . . . . . . . . . . . . . . . 56
4.3.1 Funzione di Simulazione . . . . . . . . . . . . . . . . . 56
4.4 Interfaccia del simulatore . . . . . . . . . . . . . . . . . . . . . 57
5 Prototipo di dispositivo di misura Laser 3D 59
5.1 Introduzione . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
5.2 Sick PLS 101 . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
5.2.1 Caratteristiche di funzionamento . . . . . . . . . . . . 61
5.3 Protocollo di comunicazione PLS-PC . . . . . . . . . . . . . . 63
5.4 Descrizione della struttura di supporto . . . . . . . . . . . . . 65
5.4.1 Il servomotore R/C . . . . . . . . . . . . . . . . . . . . 69
5.4.2 Controllo del Servo Motore . . . . . . . . . . . . . . . . 72
5.4.3 Descrizione del firmware di controllo del PIC 16F628 . 74
5.4.4 Protocollo di comunicazione tramite porta parallela
PIC-PC . . . . . . . . . . . . . . . . . . . . . . . . . . 76
6 Risultati Sperimentali 79
6.1 Introduzione . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
3
INDICE
6.2 Scansione singola . . . . . . . . . . . . . . . . . . . . . . . . . 79
6.3 Scansione Multipla . . . . . . . . . . . . . . . . . . . . . . . . 83
7 Conclusioni e Possibili Sviluppi 87
7.1 Conclusioni . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
7.2 Sviluppi futuri . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
A Programma di controllo del dispositivo Laser 3D 89
A.1 Introduzione . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
A.2 Scelta modalita` di esecuzione . . . . . . . . . . . . . . . . . . 90
A.3 Interfaccia principale . . . . . . . . . . . . . . . . . . . . . . . 90
A.3.1 Interfaccia del simulatore . . . . . . . . . . . . . . . . . 91
A.3.2 Interfaccia di controllo del dispositivo . . . . . . . . . . 91
A.3.3 Finestre di Scansione e Elaborazione Dati . . . . . . . 92
B Visualizzatore Mondi OpenGL 94
B.1 Introduzione . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
B.2 Codifica dei file di esportazione . . . . . . . . . . . . . . . . . 94
C Messaggi di controllo PLS-PC 96
C.1 Introduzione . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
C.1.1 Messaggi di controllo PC-PLS . . . . . . . . . . . . . . 96
C.1.2 Messaggi di risposta PLS 7→PC . . . . . . . . . . . . . . 98
D Classi C++ Principali e Codice 100
D.1 Classi C++ principali . . . . . . . . . . . . . . . . . . . . . . 100
D.1.1 Classi per la raccolta delle misure . . . . . . . . . . . . 100
D.1.2 Classi per l’elaborazione dei dati acquisiti . . . . . . . 107
D.1.3 Importazione di scene da Discreet c© 3DStudio MAX 6
Classe CLoad3DS . . . . . . . . . . . . . . . . . . . . . 114
D.2 Codice di simulazione del dispositivo . . . . . . . . . . . . . . 117
4
INDICE
D.2.1 Codice simulazione errore di misura PLS . . . . . . . . 124
D.3 Codice del Filtro di pre-Segment Detection . . . . . . . . . . . 124
D.4 Codice della Funzione per la Trasformata di Hough e Rile-
vazione Segmenti . . . . . . . . . . . . . . . . . . . . . . . . . 127
D.5 Codice della Funzione di Plane Detection . . . . . . . . . . . . 134
D.6 Firmware del PIC16F628 . . . . . . . . . . . . . . . . . . . . . 140
Bibliografia 147
5
Elenco delle figure
1 Stereo Camera montata sui Rover NASA attualmente in fun-
zione su Marte . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2 Veicolo dotato di una batteria di sensori sonar e infrarossi . . 12
1.1 Cos’e` una scansione Laser 3D . . . . . . . . . . . . . . . . . . . . . 16
1.2 Sistema di riferimento utilizzato . . . . . . . . . . . . . . . . . 17
1.3 Robot per la scansione 3D senza motorizzazione diretta . . . . . . . . 19
1.4 Scansione Laser3D di un mondo virtuale . . . . . . . . . . . . 20
(a) Esempio di mondo virtuale... . . . . . . . . . . . . . . . . . . . . 20
(b) ... e sua scansione Laser 3D . . . . . . . . . . . . . . . . . . . . 20
1.5 Prototipo di dispositivo Laser 3D utilizzato per ottenere le scansioni 3D
contenute nella tesi . . . . . . . . . . . . . . . . . . . . . . . . . . 20
1.6 Esempio di scansione Laser 3D di persone . . . . . . . . . . . . . . . 21
2.1 Fasi dell’elaborazione dei dati . . . . . . . . . . . . . . . . . . . . . 23
2.2 Filtraggio Preliminare . . . . . . . . . . . . . . . . . . . . . . 23
2.3 Approssimazione Forward Eulero . . . . . . . . . . . . . . . . . . . 25
2.4 Mappatura poli con Forward Eulero . . . . . . . . . . . . . . . . . . 26
2.5 Approssimazione con metodo di Tustin . . . . . . . . . . . . . . . . 27
2.6 Mappatura poli con Tustin . . . . . . . . . . . . . . . . . . . . . . 27
2.7 Features Verticali . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.8 Aggiunta di un punto ad un segmento verticale . . . . . . . . . . . . 28
2.9 Riconoscimento di due Segmenti in una scansione piana . . . . 29
6
ELENCO DELLE FIGURE
2.10 Pre-Riconoscimento Segmenti . . . . . . . . . . . . . . . . . . 30
2.11 Casi possibili di allineamento punti . . . . . . . . . . . . . . . 31
(a) Punti allineati sullo stesso segmento . . . . . . . . . . . . . . . . . 31
(b) Punti non allineati su segmenti contigui . . . . . . . . . . . . . . . . 31
(c) Punti non allineati su segmenti disgiunti . . . . . . . . . . . . . . . 31
2.12 Smoothing dei Segmenti . . . . . . . . . . . . . . . . . . . . . 34
2.13 Smoothing dei segmenti . . . . . . . . . . . . . . . . . . . . . . . 34
2.14 Hough Transform . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.15 Spazio dei Parametri di Hough . . . . . . . . . . . . . . . . . . . . 36
2.16 Quantizzazione dello Spazio dei Parametri da utilizzare nella Trasformata
di Hough . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
2.17 Rappresentazione polare di una retta . . . . . . . . . . . . . . . . . 38
2.18 Esempio di spazio dei parametri polare . . . . . . . . . . . . . . . . 38
2.19 Quantizzazione del piano ρθ in celle . . . . . . . . . . . . . . . . . . 39
2.20 Surface Detection . . . . . . . . . . . . . . . . . . . . . . . . . 41
2.21 Aggiunta di un segmento ad una superficie esistente . . . . . . 42
(a) Verifica delle condizioni su un nuovo segmento . . . . . . . . . . . . . 42
(b) Nuova superficie dopo la fusione . . . . . . . . . . . . . . . . . . . 42
2.22 Struttura UML scansione Laser 3D e elaborazioni successive . . . . . . 44
3.1 Applicazione di glUnProject ad una superficie OpenGL per ricavarne le
relative coordinate “schermo” . . . . . . . . . . . . . . . . . . . . . 48
3.2 Features Tracking con Visione su una rotazione di 3◦ . . . . . 52
(a) Features Riconosciute... . . . . . . . . . . . . . . . . . . . . . . 52
(b) ... features inseguite . . . . . . . . . . . . . . . . . . . . . . . 52
4.1 Esempio di mondo virtuale utilizzato per le simulazioni . . . . . . . . . 55
4.2 interfaccia del Simulatore . . . . . . . . . . . . . . . . . . . . . . . 58
5.1 Struttura Sensore Laser 3D e protocolli di comunicazione . . . . . . . . 60
5.2 Il dispositivo Laser per la Sicurezza Industriale Sick PLS 101 . . . . . . 61
7
ELENCO DELLE FIGURE
5.3 Schema di funzionamento del Sick PLS 101 . . . . . . . . . . . . . . 62
5.4 Sick PLS: Emissione di un Raggio Laser . . . . . . . . . . . . . . . . 62
5.5 Fase di costruzione della struttura: Prima Equilibratura . . . . . . . . 65
5.6 Struttura motorizzata di supporto per il Sick PLS 101 . . . . . . . . . 66
5.7 Struttura Supporto 3D: Particolare delle staffe laterali di sup-
porto . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
(a) Staffa Laterale Destra . . . . . . . . . . . . . . . . . . . . . . . 67
(b) Staffa Laterale Sinistra . . . . . . . . . . . . . . . . . . . . . . 67
5.8 Struttura Supporto 3D: Collegamento Struttura Supporto - PLS 68
(a) Particolare dei supporti di ancoraggio . . . . . . . . . . . . . . . . 68
(b) Ancoraggio del PLS all’asse di rotazione . . . . . . . . . . . . . . . 68
(c) Cuscinetto di supporto alla rotazione . . . . . . . . . . . . . . . . . 68
(d) Blocco di ancoraggio del PLS alle staffe laterali . . . . . . . . . . . . 68
5.9 Struttura Supporto 3D: Supporto del Motore . . . . . . . . . . . . . 69
5.10 Struttura Supporto 3D: Giunto Rotex GS . . . . . . . . . . . . . . . 70
5.11 Struttura Supporto 3D: Particolari del blocco motore . . . . . 70
(a) Collegamento Asse Rotazione - Motore . . . . . . . . . . . . . . . . 70
(b) Il servo motore Volz ALU DIGITAL 220 . . . . . . . . . . . . . . . 70
5.12 Temporizzazione per il controllo del Servo motore . . . . . . . . . . . 71
5.13 Movimenti di base del Servo Motore . . . . . . . . . . . . . . . . . . 72
5.14 Piedinatura del PIC 16F628 . . . . . . . . . . . . . . . . . . . . . 73
5.15 Protocollo di Comunicazione Parallela PC-PIC . . . . . . . . . . . . 77
6.1 Scansione Laser3D di un mondo virtuale . . . . . . . . . . . . 80
(a) Immagine Reale dell’ambiente Scansionato . . . . . . . . . . . . . . 80
(b) Scansione Laser 3D RAW... senza filtri ed elaborazioni . . . . . . . . . 80
6.2 Scansione Laser3D di un mondo virtuale . . . . . . . . . . . . 80
(a) Particolare della Scansione RAW . . . . . . . . . . . . . . . . . . 80
(b) Particolare della scansione dopo il passaggio dal filtro passa-basso . . . . . 80
6.3 Riconoscimento Segmenti Verticali e Orizzontali . . . . . . . . . . . . 81
8
ELENCO DELLE FIGURE
6.4 Applicazione della Trasformata di hough . . . . . . . . . . . . . . . 82
6.5 Superfici riconosciute . . . . . . . . . . . . . . . . . . . . . . . . . 82
6.6 Superfici riconosciute . . . . . . . . . . . . . . . . . . . . . . . . . 83
6.7 Scansione RAW del corridoio vista dall’alto . . . . . . . . . . . . . . 84
6.8 Corridoio visto dall’alto sotto forma di segmenti . . . . . . . . . . . . 84
6.9 Corridoio visto dall’alto nell’elaborazione finale con superfici e texture
mapping . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
6.10 Parete deformata dall’errore sulla stima dei movimenti . . . . . . . . . 85
6.11 Particolare del corridoio nella zona stampanti . . . . . . . . . . . . . 86
A.1 Interfaccia: scelta modalita` di esecuzione . . . . . . . . . . . . . . . 90
A.2 Interfaccia: Controllo Simulatore . . . . . . . . . . . . . . . . . . . 91
A.3 Interfaccia: controllo dispositivo reale . . . . . . . . . . . . . . . . . 92
B.1 Comandi esportazione dati acquisiti . . . . . . . . . . . . . . . . . . 95
D.1 Struttura UML classe CPoint3D . . . . . . . . . . . . . . . . . . . 101
D.2 Struttura UML classe CSpanScan . . . . . . . . . . . . . . . . . . . 103
D.3 Struttura UML classe CScan . . . . . . . . . . . . . . . . . . . . . 105
D.4 Struttura UML classe CSegmentDetect . . . . . . . . . . . . . . . . 108
D.5 Struttura UML classe CSegment3D . . . . . . . . . . . . . . . . . . 108
D.6 Struttura UML classe CRetta2D . . . . . . . . . . . . . . . . . . . 108
D.7 Struttura UML classe CHough . . . . . . . . . . . . . . . . . . . . 110
D.8 Struttura UML classe CSurf3D . . . . . . . . . . . . . . . . . . . . 112
D.9 Struttura UML classe CLoad3DS . . . . . . . . . . . . . . . . . . . 115
9
Elenco delle tabelle
1.1 Tabella di confronto tra i vari tipi di modellizzazione 3D realizzabili . . . 21
5.1 Struttura di un telegramma . . . . . . . . . . . . . . . . . . . . . . 64
5.2 Campi del telegramma . . . . . . . . . . . . . . . . . . . . . . . . 64
5.3 Comandi inviati dal PC e Risposte del PIC . . . . . . . . . . . . . . 78
A.1 Riassunto controlli scena OpenGL . . . . . . . . . . . . . . . . . . . 93
10
Introduzione
Negli ultimi anni lo sviluppo di tecniche di Visione Artificiale ha portato
ad un notevole utilizzo di strumenti sempre piu` precisi per risolvere il prob-
lema della Mappatura e Simultanea Localizzazione di Veicoli Autonomi in
ambienti sconosciuti, noto in letteratura come SLAM (Simultaneous Local-
ization and Mapping).
L’utilizzo esclusivo di un sensore di Visione nel calcolare le distanze degli
oggetti nell’ambiente dal veicolo che vi naviga e` pero` problematico. Da
un’immagine infatti non e` possibile ricavare informazioni sulla profondita`,
se non e` nota a priori almeno una delle dimensioni di uno degli oggetti vi-
sualizzati.
Per ovviare al problema esistono sistemi che utilizzano la tecnica della Visione
Figura 1: Stereo Camera monta-
ta sui Rover NASA attualmente in
funzione su Marte
Stereoscopica [1], tipica dell’uomo, per valutare
le distanze, implementati ad esempio sugli ulti-
mi veicoli inviati dalla NASA su Marte (fig.1).
Spesso sui veicoli esiste un’integrazione tra vi-
sione e odometria [2]. Confrontando le distanze
percorse e le relative modifiche subite dagli
oggetti nell’immagine acquisita puo` esserne va-
lutata la distanza dal veicolo.
Il metodo piu` semplice per valutare le distanze
degli oggetti visualizzati e` quello di integrare il sistema di visione con un
sistema di misurazione quale puo` essere un sonar [3], a infrarossi [4] o laser.
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Proprio il sistema laser, per la sua alta potenza e precisione e` stato scelto
come sistema di misura integrativo per la visione in questo lavoro di tesi.
Struttura della tesi
Nel primo capitolo e` descritto il concetto di Scansione Laser Tridimension-
ale e sono prese in considerazione varie tecniche per la sua realizzazione, valu-
tando gli aspetti positivi e negativi di ognuna di esse.
Figura 2: Veicolo dotato di
una batteria di sensori sonar e
infrarossi
Nel secondo capitolo sono illustrate le varie
tecniche di elaborazione dei dati acquisiti con il
laser per il riconoscimento di rette, segmenti e
superfici che compongono la scena digitalizza-
ta.
Nel terzo capitolo e` illustrata l’interconnes-
sione tra il sistema di visione e il sistema di
scansione laser. Sono introdotte le tecniche di
texture mapping utilizzate e le tecniche di lo-
calizzazione del veicolo nell’ambiente reale tramite l’uso contemporaneo dei
due strumenti adottati.
Nel quarto capitolo e` presentato un simulatore di un generico dispositi-
vo di scansione laser 3D concorde con le scelte
Nel quinto capitolo e` presentato il prototipo di strumento Laser Scanner
3D creato per la realizzazione della parte sperimentale.
Nel sesto Capitolo sono riportati i risultati sperimentali relativi a scan-
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sione di alcuni ambienti reali.
Nel settimo capitolo sono tratte le conclusioni e illustrate le possibili
evoluzioni del sistema realizzato.
In appendice e` riportata una sezione dedicata al software realizzato e
una relativa all’implementazione in Linguaggio C++ delle principali funzioni
citate nei capitoli precedenti.
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Introduction
About cooperation between Laser Measurements and Vision Sys-
tem to build Virtual 3D Worlds for autonomous navigation of
vehicles in Unknown Environment
In the last years the evolution of the Artificial Vision has brought a widespread
use of more and more efficient instruments and algorithms to solve Simul-
taneous Localization and Mapping (SLAM) problem for autonomous
vehicle navigating in unknown environment.
The exclusive use of Vision to calculate distance from the vehicle to the objects
of the environment, generated a lot of problems that carried to the envelope of
a lot of new algorithms and a full cooperation between different measurement
instruments.
Today there are Vision System [1] using Stereoscopic Camera to evaluate
distances, man like system. This type of instruments have been sent to Mars
aboard NASA’s exploration vehicles (fig.1).
On vehicles often there is cooperation between odometry and vision [2]; eval-
uating driven spaces and the changes of the scenes seen by the camera, the
distance from objects to vehicle can easily be calculated iterating the measure-
ments.
Easier way to evaluate distances is to arrange vision and direct measurement
instruments like sonar [3], infrared sensors [4] (fig. 2) or laser emitter and
14
receiver.
In this thesis the laser, for is high power and precision, is used like inte-
grative instrument to be used with Vision to generate Virtual 3D worlds
from Unknown Real Worlds.
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Capitolo 1
Scansione laser 3D
1.1 Introduzione
In questo capitolo e` data una breve illustrazione di cosa si intende per
scansione laser tridimensionale (fig.1.1) e saranno discussi vari metodi per
ottenerla.
Figura 1.1: Cos’e` una scansione Laser 3D
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1.2 Realizzazione di uno scanner laser 3D
Una scansione laser tridimensionale e` una matrice di punti ottenuta inviando
un raggio laser nello spazio secondo una modalita` ben definita e ottenendo
ad ogni emissione un valore della distanza dell’ostacolo piu` vicino incontrato
dal raggio.
Per poter realizzare una scansione laser a tre dimensioni e` stato necessario
pensare ad una struttura in grado di poter muovere il raggio laser orizzon-
talmente e verticalmente in modo da ottenere tale matrice.
In commercio esistono molti dispositivi laser per la sicurezza industriale in
grado di effettuare scansioni su un piano longitudinale, ottenute emettendo il
raggio da una sorgente fissa, con direzione variabile. Questo tipo di sensore,
detto Laser Scanner 2D, e` stato scelto come base di inizio per la creazione
Figura 1.2: Sistema di riferimen-
to utilizzato
di una struttura per effettuare la scansione 3D.
Prima di arrivare alla struttura finale scelta
sono state vagliate diverse soluzioni, ognuna delle
quali presentava vantaggi e svantaggi, riassunti in
tabella 1.1.
Una prima ipotesi e` stata quella di posizionare su
di un veicolo il dispositivo con il retro parallelo
al piano XZ (fig.1.2 per il sistema di riferimen-
to base utilizzato) in modo da disporre il piano
di scansione parallelamente al piano XY. Questa
soluzione (fig.1.39, adottata in [5] e in [6], ha il
vantaggio di non necessitare di una motorizzazione diretta del dispositivo,
ma presenta una serie di svantaggi: la realizzazione della scansione 3D non
e` online, ma e` legata al movimento del veicolo, non possono essere dunque
usate le misurazioni effettuate con il sensore laser direttamente per la nav-
igazione automatica e per questo e` necessario un secondo dispositivo in grado
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di rilevare ostacoli. Le misurazioni lungo l’asse Y partono inoltre da un’offset
pari all’altezza del sensore da terra, per questo, a meno dell’utilizzo di un
ulteriore sensore, non si hanno informazioni su eventuali ostacoli posti al di
sotto di tale misura.
La seconda ipotesi presa in considerazione e` stata quella di fare traslare il
dispositivo laser lungo l’asse Y, emettendo la scansione 2D parallelamente al
piano XZ. In questo modo e` possibile realizzare scansioni di tutto quanto si
pone davanti al veicolo in movimento, perdendo pero` informazioni su quanto
vi possa essere situato al di sotto e al di sopra. Analogamente e` possibile
motorizzare il dispositivo lungo l’asse X, con il piano longitudinale parallelo
al piano YZ, in modo da ottenere scansioni 2D perpendicolari al piano su
cui si muove il veicolo. Con questo tipo di misurazione e` possibile ottenere
informazioni su eventuali ostacoli sopra e sotto il veicolo, ma per valutare lo
spazio laterale lo stesso deve essere in grado di effettuare rotazioni sul posto
intorno all’asse Y (ottenibili unicamente con veicoli di tipologia uniciclo).
La soluzione scelta e` quella di dotare il dispositivo di un grado di liberta`
aggiuntivo facendolo ruotare intorno all’asse X. In questo modo si ottengono
informazioni sia sullo spazio laterale, sia su quello sottostante e sovrastante il
veicolo su cui il laser e` eventualmente montato (fig.1.4(b)). Questa soluzione
ha lo svantaggio di una perdita di risoluzione al crescere della distanza degli
ostacoli dal sensore. Piu` precisamente questo inconveniente e` dovuto al fatto
che piu` l’ostacolo e` lontano dal sensore, maggiore e` la distanza tra due piani
di scansione consecutivi, essendo la matrice di scansione equivalente ad una
porzione di angolo solido (fig.1.4). Lo svantaggio comunque non e` propria-
mente tale in quanto se un oggetto risulta “lontano” dal veicolo e` sufficiente
conoscerne unicamente la posizione, per poi ottenerne una scansione piu` det-
tagliata ad un successivo avvicinamento.
Il prototipo realizzato e` visibile in figura 1.5, e sara` descritto dettagliata-
mente in 5.4.
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Figura 1.3: Robot per la scansione 3D senza motorizzazione diretta
Lo stesso tipo di struttura e` stato adottato per gli studi condotti presso il
Fraunhofer AIS1.
Come esempio di scansione 3D di soggetti reali e` riportato in fig. 1.6 un
esempio di persone.
Descrizione dei dati elaborati
Senza perdere in generalita` si supporra` d’ora innanzi che con il Laser Scanner
e` possibile ottenere una scansione longitudinale dei piani di vista posti di
fronte al sensore.
In pratica il sensore e` in grado di emettere una serie di raggi laser distanziati
di un certo angolo su un certo angolo di apertura.
Senza perdere ulteriormente in generalita` considereremo punti distanziati di
0.5◦ su 180◦ di apertura, quindi 361 punti per ogni scansione effettuata.
1http://www.ais.fraunhofer.de/
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(a) Esempio di mondo virtuale... (b) ... e sua scansione Laser 3D
Figura 1.4: Scansione Laser3D di un mondo virtuale
Figura 1.5: Prototipo di dispositivo Laser 3D utilizzato per ottenere le scansioni 3D
contenute nella tesi
Per ogni emissione del sensore avremo informazioni sulla distanza del punto
colpito dal laser e del suo angolo rispetto al sensore; da questi dati puo` essere
ricavata la posizione relativa rispetto alla testa laser di ogni punto acquisito.
Le misure effettuate vengono raccolte in un array, l’elemento di posizione 0
sara` relativo al punto misurato per angolo 0◦, alla posizione 360 ci sara` il
punto misurato per angolo 180◦.
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Figura 1.6: Esempio di scansione Laser 3D di persone
Configurazione Vantaggi Svantaggi
Senza Velocita` - 3D Oﬄine
motorizzazione Scansione - Offset da terra
Motorizzazione Informazioni sul - Lentezza Scansione
Orizzontale sopra e sotto - No info spazio
laterale
Motorizzazione Informazioni sullo - Lentezza Scansione
Verticale spazio laterale - No info spazio
superiore e inferiore
Motorizzazione Informazioni su - Lentezza Scansione
Assiale tutto lo spazio - Perdita di risoluzione
per ostacoli lontani
Tabella 1.1: Tabella di confronto tra i vari tipi di modellizzazione 3D realizzabili
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Capitolo 2
Elaborazione Dati di Scansione
2.1 Introduzione
In questo capitolo sono descritte le tecniche adottate per l’elaborazione dei
dati acquisiti tramite un Laser Scanner 3D, al fine di un loro utilizzo per la
navigazione autonoma di veicoli.
Come illustrato in fig. 2.1, i dati acquisiti dal sensore laser 3D sono prelimi-
narmente filtrati da un filtro passa-basso per eliminare il rumore di misura.
Dopo il primo filtraggio sono ricercati i punti “allineati in verticale”. Ques-
ta ricerca permette una semplificazione della scena come descritto in 2.3.
Successivamente un ulteriore filtro limitera` i dati di elaborazione cercando i
segmenti su cui sono allineati i punti rimanenti della scansione. I segmenti
ricavati sono poi filtrati per ottenere uno “smussamento” di quelli contigui,
ma “non allineati” (Cap. 2.4.2). La fase successiva vede la definizione finale
dei segmenti tramite un algoritmo noto in letteratura come trasformata di
Hough (Cap. 2.4.3). La ricerca di segmenti fin qui esposta e` utile per portarsi
ad un livello di astrazione piu` elevato rispetto alle misurazioni laser “grezze”.
La fase finale porta la scena ad un livello di astrazione ancora superiore in
cui i segmenti riconosciuti e giacenti sullo stesso piano sono fusi in superfici
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a cui sono applicate le texture ricavate dal dispositivo di visione.
Figura 2.1: Fasi dell’elaborazione dei dati
Lo scopo finale dell’elaborazione dei dati e` quello di ottenere una scena vir-
tuale in tre dimensioni intelligibile dall’uomo, in modo poter valutare una
successiva visita dei luoghi esplorati o per poter pianificare una navigazione
del robot situato in un ambiente per lui fisicamente irraggiungibile in quanto
non abitabile o troppo lontano.
Le elaborazioni effettuate sono analoghe a quelle riportate in [7], integrate
con il riconoscimento di Segmenti Verticali, separati dai rimanenti segmenti
e il Texture Mapping finale sulle superfici riconosciute.
2.2 Filtraggio preliminare dei dati acquisiti
Figura 2.2: Filtraggio Preliminare
I dispositivi di scansione laser 2D in
commercio presentano un campiona-
mento delle misure effettuate con una
risoluzione ricavabile dalle sue caratter-
istiche di costruzione, riferita d’ora in
anzi con il termine δr. Il campionamen-
to comporta seri problemi nel rilevamen-
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to dei punti allineati su di uno stesso segmento, per questo motivo i dati
acquisiti devono essere rettificati.
Prima di applicare il filtro passa-basso si cerca una approssimazione del-
la misura effettuata con una considerazione: se due misure successive dif-
feriscono di δr e` probabile che la campionatura abbia prodotto un errore,
per questo si considera una misura media y¯(n) del tipo:
y¯(n) =
y¯(n− 1) + y(n)
2
(2.1)
dove con y(n) si intende la misura reale ricavata dal laser.
L’approssimazione appena descritta produce misure disposte su “gradini”
distanziati di δr. Per ovviare al problema si applica il filtro passa-basso del
tipo:
yf (s) =
1
Ks+ 1
y(s) (2.2)
in grado di smussare i salti dovuti al campionamento.
Per poter applicare il filtro in linguaggio C++ e` stata effettuata una digitaliz-
zazione utilizzando due tecniche diverse: Forward Eulero e Tustin Transform
(Bilinear Transform).
La descrizione finora data del filtro e` matematicamente corretta, ma pratica-
mente il suo funzionamento reale e` effettivamente diverso. Il filtro infatti non
e` applicato consecutivamente a tutti i punti ottenuti dalla scansione laser 2D,
ma e` applicato solo alle misurazioni consecutive che distano tra loro meno
di 2δr, distanza pari a due intervalli di campionamento. In questo modo si
ottiene un livellamento delle misure di punti appartenenti allo stesso piano,
mentre non vengono inserite misure spurie, quando il fascio laser passa da
un oggetto ad un altro disposto su una piano diverso (ad esempio una parete
dietro ad una apertura corrispondente ad una porta).
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2.2.1 Forward Eulero
Per l’applicazione in linguaggio C++ il filtro passa-basso e` stato discretizzato
mediante formula di Eulero, sostituendo alla variabile di Laplace s il valore
z−1
T
.
L’approssimazione applicata dal filtro e` del tipo illustrato in fig.2.3 e cor-
risponde a:∫ (k+1)T
kT
e(τ)dτ ≈ Te(kT ) (2.3)
Figura 2.3: Approssimazione Forward Eulero
Un problema dovuto all’applicazione del filtro Forward Eulero e` che, come
illustrato in fig.2.4, poli stabili possono essere mappati in poli instabili.
Il filtro digitale ottenuto ottenendo ha la seguente forma:
yf (z + 1) = (1−KT )yf (z) +KTy(z) (2.4)
dove con T si intende il periodo di campionamento e K = 1
K
. In questo
caso particolare si e` scelto T=1 in quanto non si ha un vero e proprio tem-
po di campionamento essendo le misure intrinsecamente discretizzate per la
modalita` in cui sono acquisite.
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Figura 2.4: Mappatura poli con Forward Eulero
2.2.2 Tustin Transform
Una digitalizzazione piu` accurata e` stata effettuata sostituendo alla variabile
s il valore z = 2
T
z−1
z+1
.
L’approssimazione applicata dal filtro e` del tipo illustrato in fig.2.5 e cor-
risponde a:∫ (k+1)T
kT
e(τ)dτ ≈ T [e((k + 1)T ) + e(kT )]
2
(2.5)
Come illustrato in fig.2.6, a differenza di quanto accade con il metodo Forward
Eulero, poli stabili rimangono stabili anche dopo la trasformazione.
Come per il filtro di Eulero si e` scelto T=1.
La forma in tempo discreto ottenuta e` la seguente:
yf (z + 1) =
2−KT
2 +KT
yf (z) +
KT
KT + 2
(y(z + 1) + y(z)) (2.6)
dove con T si intende il periodo di campionamento e K = 1
K
.
Come si puo` notare il filtro ottenuto non e` causale in quanto per ottenere
la misura filtrata e` necessario conoscere la misura non filtrata successiva a
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Figura 2.5: Approssimazione con metodo di Tustin
Figura 2.6: Mappatura poli con Tustin
quella considerata. Questo fatto non comporta problemi in quanto dal laser
non si ottengono misure singole, ma l’insieme di tutti i punti che compongono
una scansione 2D.
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2.3 Riconoscimento Features verticali
Figura 2.7: Features Verticali
La navigazione automatica in ambienti
chiusi puo` essere favorita dal riconosci-
mento di piani perpendicolari al piano di
navigazione quali possono essere pareti o
piani degli oggetti di arredamento carat-
teristici di tali ambienti.
Il riconoscimento di queste particolarita`
ambientali e` facilitato dalla struttura intrinseca della scansione tridimension-
ale. Un segmento perpendicolare al piano di navigazione e` costituito infatti
dai soli punti appartenenti a piani di scansione consecutivi e tali che il raggio
laser uscente dal sensore abbia la stessa angolazione, aventi cioe` lo stesso
numero d’ordine nelle singole scansioni planari (Cap. 1.2 per una descrizione
della scansione laser 2D). Un punto puo` dunque appartenere ad un segmento
perpendicolare al piano di scansione se e solo se ha lo stesso numero d’ordine
dell’ultimo punto aggiunto al segmento e appartiene al piano di scansione suc-
cessivo all’ultima scansione considerata. Verificate queste due ipotesi deve
Figura 2.8: Aggiunta di un punto ad un segmento verticale
essere verificata un’ultima caratteristica: la distanza dal laser dell’ultimo
punto misurato deve differire da quella corrispondente del piano precedente
per un valore di soglia minimo proporzionale alla distanza misurata, essendo
infatti l’angolo di apertura α tra due raggi laser successivi pari a 1o, tali
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distanze possono essere considerate uguali.
I punti appartenenti alle features verticali non verranno considerati nelle elab-
orazioni successive, abbattendo notevolmente i tempi di calcolo e rendendo
le stesse elaborazioni piu` precise essendo minore il numero di confronti da
eseguire.
2.4 Riconoscimento di rette-segmenti
Il riconoscimento di rette e segmenti in una scansione 3D viene effettuato
singolarmente sui piani di scansione bidimensionali. In questo modo ogni
volta che il dispositivo trasmette i dati acquisiti per un piano di scansione
puo` essere iniziata l’elaborazione relativa senza necessariamente aspettare
Figura 2.9: Riconoscimento di due
Segmenti in una scansione piana
che tutta la procedura di scansione 3D sia
terminata.
La procedura di riconoscimento di rette-
segmenti si basa su quattro passi principali:
1. Pre-riconoscimento di segmenti
2. Smoothing
3. Individuazione delle rette principali
(tramite Trasformata di Hough)
4. Estrapolazione dei Segmenti dalle
Rette
Il risultato finale che si vuole ottenere da questo procedimento e` un’elab-
orazione della scansione composta unicamente da segmenti (fig. 2.9), utili
successivamente al riconoscimento delle superfici che costituiscono la scena
ottenute fondendo tra loro scansioni planari successive.
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2.4.1 Pre-riconoscimento di segmenti
Figura 2.10: Pre-Riconoscimento Segmenti
L’algoritmo per la ricerca di segmenti in
una scansione laser, di seguito illustrato,
si basa sulla valutazione della distanza
misurata per i punti acquisiti e sull’an-
golo che formano i segmenti che li hanno
come estremi.
I risultati ottenuti si sono rivelati in al-
cuni casi troppo “precisi”, cioe` vengono rilevati troppi segmenti, con una
scarsa approssimazione, poco utile alla rilevazione successiva delle superfici
che compongono gli oggetti scansionati.
L’elaborazione ottenuta e` stata pero` valutata utile come filtro, per permet-
tere alla successiva Trasformata di Hough (Cap. 2.4.3) di elaborare un minor
numero di punti e quindi accelerare notevolmente la velocita` di calcolo.
Algoritmo di Segment Detection
Come precedentemente accennato il vincolo principale per l’appartenenza di
due punti allo stesso segmento e` che i punti siano contigui nella disposizione
nell’array delle misure. Il vincolo rappresenta una condizione necessaria ma
non sufficiente.
Affinche` i punti appartengano allo stesso segmento sono necessarie altre due
condizioni:
1. La distanza tra il punto misurato e il punto precedente deve essere
minore di un certo valore fissato, proporzionale alla distanza dei punti
dal laser.
2. L’angolo tra il vertice iniziale del segmento precedentemente esistente e
il nuovo punto misurato deve essere uguale (entro un margine di errore)
al coefficiente angolare del segmento stesso.
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(a) Punti allineati sullo stesso segmento (b) Punti non allineati su segmenti contigui
(c) Punti non allineati su segmenti disgiunti
Figura 2.11: Casi possibili di allineamento punti
Se tutti e tre i vincoli sono soddisfatti contemporaneamente si avra` la situ-
azione di figura 2.11(a). Nel caso non venga soddisfatto il vincolo 2 la situ-
azione sara` quella di figura 2.11(b). Se entrambi i vincoli non sono soddisfatti
il nuovo punto misurato sara` l’inizio di un nuovo segmento, come illustrato
in figura 2.11(c)
Di seguito e` riportato lo pseudo-codice C++ per la realizzazione dell’algorit-
mo:
1 detectSegment() {
2 bool start = true; // Primo punto preso in considerazione
3
4 for( int i = 0; i < nPoints; i++)
5 {
6 dist = distanza del punto i;
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7 if (dist < massima distanza misurabile)
8 {
9 if ( start ) // Primo punto del piano considerato
10 {
11 calcola le coordinate del punto corrente ;
12 new segmento;
13 vertice del nuovo segmento = coordinate calcolate ;
14 aggiungi segmento alla lista ;
15
16 start = false ; // Da questo momento la lista dei
17 // segmenti e` creata
18 }
19 else // La lista e` creata ed ho gia` almeno un
20 // punto su cui lavorare
21 {
22 dist = calcola la dist del punto
23 corrente dal precedente
24
25 // La distanza massima tra due punti per essere
26 // considerati appartenenti allo stesso segmento
27 // deve essere proporzionale alla distanza del punto
28 // considerato dal laser .
29
30 distMax = (100∗(dist/massima distanza misurabile))
31 + errLas;
32
33 if (dist < distMax) // Se il vincolo di distanza e`
34 // soddisfatto , deve essere
35 // valutato il vincolo sul
36 // coefficiente angolare
37 {
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38 coeff1 = calcola coeff ang del segm attuale ;
39 coeff2 = calcola coeff ang del segm
40 che potrebbe essere creato ;
41
42 differenza coeff ang = abs(coeff2−coeff1);
43
44 // Il punto appena misurato
45 // e` il nuovo estremo del segmento attuale
46 if ( differenza coeff ang < angMax)
47
48 nuovo estremo segmento = punto attuale;
49
50 else // Il punto appena misurato appartiene
51 // ad un segmento contiguo al
52 // precedente
53 {
54 new segmento;
55 vertice1 = punto precedente;
56 vertice2 = punto attuale;
57 aggiungi segmento alla lista ;
58 }
59 }
60
61 else // Il punto misurato e` l ’ inizio di un
62 // nuovo segmento
63 {
64 new segmento;
65 vertice1 = vertice2 = punto attuale;
66 aggiungi segmento alla lista ;
67 }
68 }
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69 }
70 }
71 }
Listing 2.1: Algoritmo di Segment Detection (Filtro di pre-elaborazione)
L’algoritmo C++ definitivo e` implementato all’interno della classe CSegmDe-
tect (Cap. D.3).
2.4.2 Smoothing dei segmenti
Figura 2.12: Smoothing dei Segmenti
L’algoritmo appena descritto ha il difet-
to di produrre molti segmenti adiacenti
(Cap. fig. 2.11(b)), che potrebbero es-
sere considerati un unico segmento retti-
lineo. Tale problema e` dovuto soprattut-
to alla campionatura sulle misurazioni
effettuate e all’errore sui valori ottenu-
ti.
Il problema puo` essere risolto considerando l’equazione della retta passante
per il primo punto del primo segmento (A1A′) e il secondo punto del secondo
segmento (A′A2). Se il punto A′ in comune ai due segmenti considerati dista
dalla retta meno dell’intervallo di campionatura, (“soglia”), allora i due seg-
menti possono essere fusi in un unico segmento A1A2.
Il procedimento e` illustrato in modo particolareggiato in figura 2.13.
Figura 2.13: Smoothing dei segmenti
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Con A′ e` indicato il vertice che deve essere smussato, A1 e A2 sono invece i
vertici che andranno a costituire il nuovo segmento se d < soglia.
2.4.3 Trasformata di Hough e Riconoscimento di Seg-
menti
Figura 2.14: Hough Transform
Con la Trasformata di Hough viene
migliorato lo smussamento ottenuto con
il metodo illustrato in 2.4.2.
Consideriamo un punto (xi, yi) e l’e-
quazione generale di una retta nella
forma
yi = axi ∗ b (2.7)
Un numero infinito di linee attraversano (xi, yi) e tutte soddisfano l’equazione
2.7 per valori variabili di a e b. Pero` se scriviamo questa equazione come
b = −xia+ yi (2.8)
e consideriamo il piano ab, detto anche spazio dei parametri allora ab-
biamo l’equazione di una singola linea per ogni data coppia (xi, yi). Inoltre
anche un secondo punto (xj, yj) avra` una linea nello spazio dei parametri a
esso associata e questa linea intersechera` quella associata a (xi, yi) in (a’,b’)
dove a’ e` la pendenza e b’ l’intercetta della linea contenente sia (xi, yi) sia
(xj, yj) sul piano xy. Infatti tutti i punti situati su questa linea avranno linee
nello spazio dei parametri che si intersecano in (a’,b’). Questi concetti sono
ben illustrati in figura 2.15. L’attrattiva computazionale della trasformata
di Hough nasce dalla suddivisione dello spazio dei parametri nelle cosid-
dette cellule accumulatrici, come indicato in figura 2.16, dove amax,amin e
bmax,bmin sono le gamme di pendenza e i valori dell’intercetta previsti. La
cellula accumulatrice A(i,j) corrisponde al quadrato associato alle coordinate
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Figura 2.15: Spazio dei Parametri di Hough
Figura 2.16: Quantizzazione dello Spazio dei Parametri da utilizzare nella Trasformata di
Hough
dello spazio dei parametri (ai, bj). Inizialmente queste celle sono poste a ze-
ro. Per ciascun punto (xk, yk) sul piano di scansione poniamo il parametro a
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uguale a ognuno dei valori della suddivisione consentiti sull’asse a e risolvi-
amo per il corrispondente b usando l’equazione 2.8.
Le b risultanti sono poi arrotondate al valore piu` prossimo consentito sul-
l’asse b.
Se una scelta di ap da come soluzione bq poniamo la cella A(p,q) verra` incre-
mentata.
Al termine di questo procedimento un valore di M nella cellula A(i,j) cor-
risponde a M punti sul piano xy giacenti sulla linea yi = axi ∗ b.
La precisione con cui questi punti vengono assegnati a una linea e` data dal
numero di suddivisioni sul piano ab.
Si noti che suddividendo l’asse a in K incrementi, per ogni punto (xk, yk) si
ottengono K valori di b corrispondenti ai possibili K valori di a.
Dato che vi sono n punti di scansione questo implica un algoritmo di ordine
O(n).
Passaggio alla rappresentazione polare della retta
Un problema dovuto all’uso dell’equazione 2.7 per rappresentare una retta e`
che sia la pendenza, che l’intercetta si tendono all’infinito quando la linea si
avvicina ad una posizione verticale.
Un modo di aggirare questo scoglio consiste nell’uso della rappresentazione
polare, data da:
x · cos(θ) + y · sin(θ) = ρ (2.9)
Come illustrato in figura 2.17, ρ rappresenta la distanza della retta dall’orig-
ine degli assi, θ la pendenza del segmento della distanza rispetto all’asse delle
ascisse. L’uso di questa rappresentazione nella costruzione della tabella di
accumulatori e` identico a quello trattato in precedenza per l’equazione 2.7.
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Figura 2.17: Rappresentazione polare di una retta
La sola differenza e` che, al posto di rette, lo spazio dei parametri e` rappre-
sentato da sinusoidi sul piano ρθ, come illustrato nell’esempio di figura 2.18.
Come prima, M punti giacenti su una linea xsin(θi) + ycos(θi) = ρj daranno
Figura 2.18: Esempio di spazio dei parametri polare
luogo ad M curve sinusoidali che si intersecano in (θi, ρj) nello spazio dei
parametri.
Quando usiamo il metodo di incrementare θ e risolvere per il corrispondente
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ρ, il procedimento condurra` a M elementi nell’accumulatore A(i,j) associato
alla cella determinata da (θi, ρj). La suddivisione dello spazio dei parametri e`
illustrata in figura 2.19. Di seguito e` riportato l’algoritmo per la costruzione
Figura 2.19: Quantizzazione del piano ρθ in celle
dello spazio dei parametri.
1 InizializzazioneSpParam() {
2 for (P(x,y) di profilo del piano )
3 for ( i=0; i<180;i++)
4 {
5 rho = xsin(theta)+ycos(theta);
6 <incrementa la cella (rho,theta)>;
7 }
8 }
Listing 2.2: Algoritmo costruzione spazio Parametri
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Ricerca di linee
Una volta costruito lo spazio dei parametri, cos`ı come riportato nel prece-
dente paragrafo, occorre setacciare lo stesso per la ricerca di punti di massimo
che individuano i parametri delle rette che si stanno cercando.
Fissata una soglia T, ogni cella dello spazio dei parametri che supera il valore
T viene candidata a possibile rappresentante di una retta. Se questa cella
rappresenta un massimo locale in un intorno scelto dall’utente allora questa
viene eletta a rappresentare una retta.
Di seguito l’algoritmo per la ricerca:
1 RicercaRette() {
2 for (P(theta,rho) nello (Spazio dei parametri)) {
3 if P >= SogliaT
4 {
5 if P>=Q tale che dist(P,Q) <= Intorno
6 {
7 <Trovata retta di parametri (theta,rho)>;
8 <Azzera tutte le altre celle dell’intorno>;
9 }
10 }
11 }
12 }
Listing 2.3: Algoritmo di Ricerca Rette
Ricerca di Segmenti
Una volta individuate le linee risulta abbastanza semplice individuare i seg-
menti che giacciono sulle stesse.
Il metodo usato e` semplicemente quello di prendere un punto della scansione,
verificarne l’appartenenza ad ogni retta con un certo margine di errore e, in
caso positivo (inizio segmento), di passare al successivo. Se entrambi ap-
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partengono alla retta abbiamo il segmento, se il secondo non vi appartiene
si passa al successivo e si inizia un nuovo segmento.
Il procedimento e` valido considerando che i punti della scansione laser sono
consecutivi e quindi due punti possono appartenere allo stesso segmento solo
se sono contigui nella misura fatta, come gia` discusso in 2.4.1. L’algoritmo e`
il seguente:
1 RicercaSegmenti() {
2 bool inizioSeg=true;
3 for (Tutti i punti)
4 for (Tutte le rette )
5 if ( inizioSeg & puntoAppartieneAllaRetta)
6 {
7 inizioSeg=false ;
8 <Creare nuovo segmento>;
9 }
10 else if (puntoAppartineAllaRetta)
11 <Aggiornare secondo vertice segmento>;
12 else
13 inizioSeg = true;
14 }
Listing 2.4: Algoritmo di Ricerca Segmenti
2.5 Riconoscimento di Superfici
Figura 2.20: Surface Detection
Il riconoscimento di superfici si basa sulla fu-
sione dei segmenti riconosciuti tramite le tec-
niche viste in 2.4.1 e 2.4.3 su piani di scansione
contigui. La tecnica esposta e` stata gia` speri-
mentata in [8]. Ogni segmento riconosciuto su
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(a) Verifica delle condizioni su un
nuovo segmento
(b) Nuova superficie dopo la fusione
Figura 2.21: Aggiunta di un segmento ad una superficie esistente
un piano di scansione viene raffrontato all’ultimo segmento di una superficie
esistente e costituita da segmenti appartenenti ai precedenti piani di scan-
sione, se gli estremi soddisfano determinati vincoli di vicinanza (fig 2.21) il
segmento considerato e` fuso alla superficie diventando esso stesso l’ultimo
segmento della lista.
La stessa tecnica di creazione delle superfici puo` essere applicata ai segmen-
ti ottenuti dal riconoscimento di Features Verticali (Cap. 2.3) consideran-
do come segmenti precedenti quelli costituiti da punti con numero d’ordine
precedente a quelli considerati.
1 RicercaSuperfici ()
2 {
3 bool fusion=false ;
4
5 <Aggiunta di una nuova superficie per ogni segmento
6 del primo piano di scansione>
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7
8 for (<Tutti i piani di scansione>)
9 for (<Tutti i segmenti del piano>)
10 {
11 fusion=false ;
12 for (<Tutte le superfici riconosciute>)
13 if (<Ultimo segmento della superficie appartiene al piano
precedente>)
14 {
15 <calcola margine errore primo vertice>
16 if (distanzaPrimoVertice < margine1)
17 {
18 <calcola margine errore secondo vertice>
19 if (distanzaSecondoVertice < margine2)
20 {
21 fusion=true;
22 <aggiungi nuovo segmento alla
23 superficie>
24 }
25 }
26 }
27 if (! fusion)
28 <crea nuova superficie con segmento attuale>
29 }
30 }
Listing 2.5: Algoritmo di Ricerca Superfici
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2.6 Descrizione delle classi C++ di raccolta
dati
Le misure delle scansioni effettuate con il laser sono inserite all’interno di
una struttura dati a liste.
Ogni punto misurato e` contenuto nella classe C++ CPoint3D; ogni piano di
scansione, CSpanScan, e` un array di punti; ogni scansione 3D, CScan, e` una
lista di piani di scansione.
La struttura dati CSpanScan, contiene un puntatore alle classi CSegmentDe-
tect, CHough e CVertFeat, descritte in 2.4.1 e 2.4.3, utilizzate per l’elabo-
razione delle misure effettuate nella ricerca di segmenti.
La struttura CScan contiene un puntatore alla lista delle superfici individu-
ate in una scansione 3D a cui sono infine applicate le texture prese da una
camera.
In fig.2.22 e` illustrata la struttura UML relativa.
Le classi realizzate sono riportate in appendice D.1
Figura 2.22: Struttura UML scansione Laser 3D e elaborazioni successive
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Capitolo 3
Integrazione Visione -
Scansione Laser
3.1 Introduzione
Per una perfetta generazione di un mondo virtuale, il piu` possibile fedele
al mondo reale da cui e` acquisito, e` necessario che alle superfici individuate
con l’algoritmo descritto in 2.5, siano applicate texture estrapolate durante
la scansione laser tramite un apparato di visione.
L’utilizzo delle texture, oltre a dare un impatto visivo migliore, offre l’op-
portunita` di utilizzare algoritmi di Visual Servoing per la localizzazione del
veicolo all’interno dell’ambiente sconosciuto e la possibilita` di utilizzare gli
stessi particolari per effettuare una fusione di piu` scansioni successive.
3.2 Applicazione delle Textures da WebCam
Dopo aver calibrato il Laser Scanner 3D in modo da avere un’apertura ver-
ticale e orizzontale di scansione coincidente con l’angolo di apertura della
camera digitale utilizzata e` possibile proiettare puntualmente un punto del-
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l’immagine “reale” sul rispettivo punto della scena 3D “virtuale”.
OpenGL offre funzionalita` di “proiezione” (gluProject) tali che, preso un ver-
tice di una superficie della scena, e` possibile ricondursi al rispettivo pixel
dell’immagine visualizzata sullo schermo e successivamente associarlo al rel-
ativo pixel della texture acquisita da camera. Fatto questo per ogni vertice
della superficie, e` possibile “ritagliare” la texture dall’immagine e tramite
una trasformazione di omografia applicarla alla superficie individuata.
3.2.1 La trasformazione di omografia
Una definizione geometrica di omografia puo` essere reperita in [9]:
Due piani risultano essere omografici quando agli elementi geometrici del-
l’uno corrispondono quelli dell’altro e piu` in particolare quando ad ogni punto
e ad ogni retta dell’uno corrispondono un punto e una retta dell’altro e se esi-
ste l’appartenenza fra il punto e la retta dell’uno corrisponde l’appartenenza
tra il punto e la retta dell’altro. Tra i due piani si viene a determinare una
corrispondenza biunivoca che si definisce omografia. La corrispondenza bi-
univoca che si stabilisce fra i due piani e` resa possibile con l’applicazione delle
operazioni di proiezione e sezione e risulta essere una proiettivita` fra piani
in quanto si determina il passaggio dall’uno all’altro attraverso un numero
finito di proiezioni e sezioni. Se le rette congiungenti i punti corrispondenti
dei due piani convergono nel medesimo punto l’omografia che si determina
prende il nome di prospettivita` fra piani e questi si definiscono prospettivi.
L’omografia e` utilizzata in visione per poter raddrizzare parti di immagini
per poi poterle utilizzare come texture.
Il raddrizzamento delle immagini ottenute con strumenti di visione e` un meto-
do per la correzione della deformazione prospettica prodotta dall’inclinazione
dell’asse della camera di presa. E’ applicabile nel caso di superfici piane o
assimilabili ad un piano, e puo` essere effettuato con procedure analitiche.
Per ottenere tali trasformazioni si applicano le equazioni generali dell’omo-
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grafia:
x =
a1X + a2Y + a3
c1X + c2Y + 1
(3.1)
y =
b1X + b2Y + b3
c1X + c2Y + 1
(3.2)
in cui X, Y , sono le coordinate di un punto sulla superficie da mappare, x, y,
sono le coordinate dell’immagine del punto sul fotogramma, a1, a2, a3, b1, b2,
b3, c1, c2, sono gli 8 parametri dell’omografia. Per determinare questi ultimi
e` necessario conoscere 4 punti di coordinate doppie, riferite all’immagine e
all’oggetto. E´ cos`ı possibile scrivere otto equazioni, per la determinazione
delle otto incognite. La conoscenza delle coordinate di un numero di punti
superiore a quattro permette la determinazione della precisione del sistema,
mediante soluzione ai minimi quadrati.
3.2.2 La funzione OpenGL-GLUT gluProject e l’appli-
cazione delle textures
Per l’applicazione delle textures alle superfici riconosciute tramite l’algorit-
mo descritto in 2.5, e` necessario conoscere la corrispondenza esistente tra le
coordinate dei vertici delle superfici in oggetto e le coordinate dell’immagine
relativa acquisita dallo strumento di visione. Tali coordinate sono necessarie
nella chiamata del comando OpenGL glTexCoord, che si occupa di mappare
vertici di una texture sui vertici della superficie relativa e applicarvi auto-
maticamente la trasformazione di omografia.
La funzione OpenGL-GLUT gluProject permette di mappare automati-
camentele coordinate di un punto di una scena nelle relative coordinate di
visualizzazione nella finestra in cui e` renderizzata. Le coordinate ottenute
con questa proiezione sono quindi associate al relativo vertice della texture.
Tale trasformazione e` effettuata mediante l’utilizzo delle matrici di modello,
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proiezione e vista che caratterizzano una scena OpenGL visualizzata sullo
schermo di un computer, che equivale al piano immagine dello strumento di
visione (fig. 3.1).
Figura 3.1: Applicazione di glUnProject ad una superficie OpenGL per ricavarne le relative
coordinate “schermo”
Fissato un vettore
ν =

objX
objY
objZ
1.0

(3.3)
contenente le coordinate di un vertice di un oggetto, la funzione gluProject
calcola il vettore ν ′, secondo la legge:
ν ′ = P ×M × ν (3.4)
dove con M e P si sono chiamate rispettivamente le matrici di Modello e
Proiezione. Le coordinate della proiezione del vertice sullo schermo sono
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calcolate come:
winX = view(0) + view(2)× (ν ′(0) + 1)/2
winY = view(1) + view(3)× (ν ′(1) + 1)/2
winZ = (ν ′(2) + 1)/2(pocosignificativa)
(3.5)
Una tipica chiamata della funzione e` la seguente:
1 gluProject(objX, objY, objZ,
2 modelview, projection, viewport,
3 &winX, &winY, &winZ);
dove le matrici di Modello, Vista e Proiezione sono state precedentemente
inizializzate con i comandi:
1 glGetDoublev(GL MODELVIEW MATRIX, modelview);
2 glGetDoublev(GL PROJECTION MATRIX,projection);
3 glGetIntegerv(GL VIEWPORT, viewport);
La chiamata a gluProject e` effettuata per ogni vertice di ogni superficie rileva-
ta con l’algoritmo visto in 2.5 e le coordinate winX e winY dei pixel relativi
della texture sono immagazzinate nell’ordine relativo in un vettore statico
per essere poi richiamate in fase di rendering.
3.2.3 Matrici e vettori caratteristici di una scena OpenGL
La libreria OpenGL, per renderizzare una scena 3D su una superficie 2D
quale lo schermo di un computer, utilizza una serie di trasformazioni suc-
cessive. Tali trasformazioni permettono di valutare le coordinate dei vertici
delle superfici 3D a seconda della loro posizione assoluta (matrice “MOD-
ELVIEW”) e della proiezione ottenuta dal punto di vista dell’osservatore
(matrice “PROJECTION”). Tutti i vertici sono poi proiettati sullo schermo
tramite il vettore “VIEWPORT”.
Le trasformazioni descritte fanno parte di una struttura a pipeline ben piu`
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complessa, che prevede passaggi intermedi, non considerati negli algoritmi
utilizzati.
Per una completa descrizione delle funzioni OpenGL si rimanda a [10].
3.3 Utilizzo della Visione e dei Dati Laser per
la localizzazione
Per localizzare il veicolo nell’ambiente reale e generare quindi una corretta
ricostruzione dell’ambiente virtuale si utilizza la Visione e le Misurazioni
Laser in modo combinato.
Vincolando il veicolo ad effettuare rotazioni e traslazioni in modo separato e
possibile utilizzare la Visione per valutare l’angolo di rotazione e il laser per
valutare la traslazione.
3.3.1 Valutazione dell’angolo di rotazione del veicolo
Utilizzando la visione e algoritmi appositi molto studiati in letteratura e`
possibile valutare l’angolo di rotazione di un veicolo in grado di ruotare sul
posto senza traslare.
Lo strumento di visione deve essere posto sull’asse di rotazione e se ne deve
conoscere il Campo di Vista (FOV - Field of View). Contemporaneamente,
essendo nota la risoluzione in pixel dello strumento di visione, puo` essere
valutato un semplice rapporto proporzionale tra il FOV, l’angolo di rotazione
incognito (β), i pixel di risoluzione (iWidth) e la distanza in pixel di cui si e`
mosso un oggetto sull’immagine (∆p).
β
FOV
=
∆p
iWidth
(3.6)
β =
FOV ·∆p
iWidth
(3.7)
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L’orientamento del veicolo al tempo t+∆t sara` dunque
ω(t+∆t) = ω(t) + β(t+∆t) (3.8)
Noti dunque FOV e iWidth dalle caratteristiche dello strumento utilizzato,
rimane da valutare ∆p per ogni rotazione del veicolo.
Questo tipo di operazione puo` essere effettuata tramite algoritmi noti in
letteratura sotto il nome di Features Tracking Alghotirhms e si compone di
due passi principali:
1. Features Detection
2. Features Tracking
Il primo passo consiste nell’osservare l’immagine iniziale, cercare in essa “pixel
particolari” detti features, osservare l’immagine successiva e valutare, nel
secondo passo, le nuove coordinate assunte dai pixel presi in considerazione.
La seconda immagine diventa dunque quella iniziale e le sue features saranno
tracciate in quella ancora successiva in un procedimento iterativo.
Ad ogni passo e` possibile dunque aggiornare il vettore ui delle coordinate di
tutte le features e valutare il loro spostamento ∆P :
∆p = ui − ui−1 (3.9)
A questo punto, detto n il numero delle features individuate e` possibile va-
lutare la media degli spostamenti effettuati dalle features, che equivale al
valore ∆p utilizzato nell’eq.3.3.1.
∆p =
∑n
k=1(∆Pk)−maxk(∆Pk)−mink(∆Pk)
n− 2 (3.10)
avendo eliminato nel calcolo della media degli spostamenti delle features i
loro valori massimo e minimo.
L’implementazione degli algoritmi descritti e` stata effettuata grazie alle li-
brerie di Computer Vision OpenCVmesse a disposizione da Intel c©.
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(a) Features Riconosciute... (b) ... features inseguite
Figura 3.2: Features Tracking con Visione su una rotazione di 3◦
Il primo passo iterativo e` eseguito grazie alle due funzioni cvGoodFeaturesTo-
Track, che individua le features dell’immagine, e cvFindCornerSubPix, che
raffina la posizione delle features trovate.
Il secondo passo e` eseguito grazie al comando cvCalcOpticalFlowLK, che cal-
cola la nuova posizione delle features tramite l’algoritmo di flusso ottico di
Lucas e Kanade nella sua forma piramidale [11].
3.3.2 Valutazione della traslazione del veicolo
Sotto l’ipotesi di pura traslazione, e` facile misurare il valore della sua traslazione
valutando la differenza di due misurazioni successive fatte dal dispositivo
laser posizionato con il piano di scansione parallelo al piano XZ e prendendo
unicamente la misura centrale.
In pratica e` come avere uno strumento laser di misurazione delle distanze
posizionato lungo l’asse Z che ogni ∆T secondi invia la distanza dal primo
ostacolo che si trova davanti.
Lo spazio percorso dal veicolo e` dunque:
∆s = m(t+∆T )−m(t) (3.11)
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dove con mi e` indicata la misura ricavata dal sensore.
Le nuove coordinate del veicolo al tempo t+∆t saranno dunque:
x(t+∆t) = x(t) + ∆s ∗ cos(ω(t+∆t)) (3.12)
y(t+∆t) = y(t) + ∆s ∗ sin(ω(t+∆t)) (3.13)
dove ω(t + ∆t) e` l’orientamento del veicolo all’istante t + ∆t calcolato con
l’eq.3.3.1
L’unico problema riscontrabile con questo metodo e` dovuto al fatto che un
sensore laser non puo` misurare distanze infinite e se il primo ostacolo si
trova oltre il range massimo misurabile il veicolo trasla senza alcuna infor-
mazione sullo spazio percorso. Questo problema e` difficilmente riscontrabile
in ambienti chiusi, ma e` molto importante nella ricostruzione di ambienti
aperti.
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Capitolo 4
Simulatore Software di un
sensore Laser 3D
4.1 Introduzione
In questo capitolo sara` descritto il simulatore software di un dispositivo laser
3D generico. Il simulatore e` stato realizzato in ambiente Microsoft Visual c©
C++ sfruttando le librerie grafiche OpenGL1.
La realizzazione di un simulatore si e` resa necessaria per poter testare gli
algoritmi di elaborazione dei dati acquisiti senza il bisogno di collegare uno
scanner laser reale al Personal Computer.
Nel capitolo saranno illustrate le tecniche di simulazione del raccoglimento
delle misure da parte del dispositivo, lasciando la descrizione degli algoritmi
di elaborazione dati ai capitoli specifici.
1http://www.opengl.org
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4.2 Creazione del mondo virtuale
Per poter simulare il funzionamento del laser e` necessario creare un mon-
do virtuale nel quale posizionare il dispositivo per poter effettuare le mis-
ure. L’ambiente virtuale e` realizzato tramite il programma di rendering 3D
Discreet c© 3DStudio MAX 6 e caricato nel simulatore tramite una funzione
di importazione appositamente realizzata.
Il file contenente la descrizione del mondo virtuale deve essere esportato dal-
l’ambiente grafico in formato 3DS, un formato che descrive la scena virtuali
tramite un albero di connessione, come descritto in [12]. La scena esportata
Figura 4.1: Esempio di mondo virtuale utilizzato per le simulazioni
in formato 3DS deve essere realizzata considerando come unita` di misura il
centimetro.
La scena puo` contenere anche delle texture in modo da poter ottenere un ef-
fetto visivo reale migliore. Le texture devono essere necessariamente salvate
nella cartella contenete il file 3DS e in formato BITMAP non compresso.
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4.3 Simulazione di una scansione
Per poter simulare una scansione e ottenere quindi una misura della distan-
za misurata dal laser si e` utilizzato una funzionalita` resa disponibile dalle
librerie OpenGL.
Ogni qual volta la scena viene visualizzata sullo schermo, in memoria video
(Z Buffer) sono immagazzinate informazioni sulla profondita` (lungo l’asse Z)
di ogni pixel che la compone.
Se si considera l’emissione di un raggio laser al centro della scena e si cal-
colano le coordinate XZ del primo punto individuato dal centro e` possibile
valutare la sua distanza virtuale dallo schermo, che virtualizza la distanza del
punto dal laser. Ruotando dunque la scena intorno all’asse Y si otterranno
tutte le misure per il piano di scansione, ruotando invece intorno all’asse X
si ottiene il cambio di piano di scansione.
La misura ottenuta rappresenta dunque la distanza misurata dal laser, senza
considerare pero` l’errore di misura e il campionamento che un Sensore Laser
reale realizza.
L’errore e` considerato sommando o sottraendo un valore casuale compreso
nell’intervallo [−δ, δ], rapportato alla distanza misurata, in modo che su dis-
tanze maggiori l’errore massimo sia maggiore, come realmente accade. La
misura ottenuta e` dunque campionata nell’intervallo δr.
4.3.1 Funzione di Simulazione
La funzione creata per la simulazione del dispositivo ha la seguente struttura
pseudo-C:
1 < Inizializzazione strutture OpenGL>
2 while( AngoloDiRotazioneX < AperturaVerticale )
3 {
4 while( AngoloDiRotazioneY < AperturaOrizzontale )
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5 {
6 <Simula la misura>
7 <Ruota la scena intorno a Y>
8 }
9 <Ruota la scena intorno a X>
10 }
Listing 4.1: Algoritmo di simulazione dispositivo
Lo statement Simula la misura si compone essenzialmente di due comandi
OpenGL: glReadPixels e gluUnProject. Il primo comando serve ad ottenere
informazioni da uno dei buffer che descrivono la scena OpenGL, in questo
caso dal buffer di profondita`, GL DEPTH COMPONENT , che contiene
le informazioni sulla coordinata Z (profondita`) di ogni pixel visualizzato.
Il secondo comando converte le coordinate ottenute con il primo in coordi-
nate OpenGL della scena, ossia nei centimetri virtuali che rappresentano la
distanza misurata.
Una descrizione dettagliata in linguaggio C++ e` contenuta in Appendice D.
4.4 Interfaccia del simulatore
L’interfaccia grafica creata per utilizzare il simulatore e` essenzialmente la
medesima utilizzata per controllare il dispositivo reale. Il simulatore infatti
sostituisce il dispositivo a tutti gli effetti e i dati raccolti sono indistinguibili
da analoghi dati reali.
Nel programma di controllo per il dispositivo reale nella vista in alto a sin-
istra sono visualizzate le immagini riportate dalla webcam, nel simulatore e`
analogamente riportata la scena virtuale realizzata con Discreet c© 3DStudio
MAX 6 . Come si puo` riscontrare dalla figura 4.2 l’unica differenza visibile
e` il comportamento durante la scansione, nella finestra che contiene la sce-
na virtuale sara` infatti visualizzata l’animazione necessaria ad effettuare le
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Figura 4.2: interfaccia del Simulatore
misure virtuali come sopra descritto. Per rendere l’animazione piu` veloce
la scena OpenGL e` ridotta ad un rettangolo piu` piccolo, in questo modo la
scheda grafica ha un numero minore di pixel da elaborare e la misura non
risulta minimamente falsata in quanto il pixel centrale non subisce alcuna
trasformazione.
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Capitolo 5
Prototipo di dispositivo di
misura Laser 3D
5.1 Introduzione
In questo capitolo sara` descritto il sensore laser 3D realizzato per la ri-
costruzione di ambienti virtuali da ambienti reali. Inizialmente sara` effet-
tuata una descrizione del sensore Laser per la sicurezza industriale Sick PLS
101, scelto come dispositivo di scansione su piano orizzontale, quindi sara`
descritta la struttura studiata per realizzare il dispositivo di scansione 3D e
la relativa circuiteria di controllo.
La struttura definitiva, illustrata in fig. 5.1, si compone di un sensore Laser
Sick PLS-101, un supporto completo di motore per trasformare il laser da
2D a 3D e una Webcam per l’applicazione delle texture al mondo virtuale
ricostruito. Il tutto controllato tramite PC utilizzando 3 protocolli: USB,
LPT e RS-232.
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Figura 5.1: Struttura Sensore Laser 3D e protocolli di comunicazione
5.2 Sick PLS 101
Il PLS 101, prodotto dalla tedesca Sick1, e` un sensore ottico che esegue una
scansione dell’area circostante tramite un fascio di raggi laser nella frequenza
dell’infrarosso. Originariamente e` nato per essere utilizzato in ambito di
sicurezza industriale nel monitorare aree pericolose intorno a macchine o
veicoli mobili. Il suo funzionamento non necessita dell’utilizzo di ricevitori o
di superfici riflettenti con i seguenti vantaggi:
• E´ possibile adattare l’area di monitoraggio intorno ad una macchina in
modo preciso;
• La non necessita` di riflettori o ricevitori rende l’area esterna pienamente
accessibile
• Se l’area da monitorare cambia e` sufficiente riprogrammare il disposi-
tivo
1www.sick.de
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Figura 5.2: Il dispositivo Laser per la Sicurezza Industriale Sick PLS 101
• Materiali diversamente riflettenti non influenzano la funzionalita` del
sensore. Questo rende il PLS altamente versatile
5.2.1 Caratteristiche di funzionamento
Il sensore opera sul principio della misura del tempo di riflessione della luce
(calcolo del tempo di “volo”). Il principio di funzionamento e` schematizzato
in figura 5.3.
Il sensore emette un breve impulso di luce, nello stesso istante attiva uno
“stopwatch” elettronico. Se la luce incontra un ostacolo, viene riflessa e ri-
mandata indietro verso il dispositivo. Dal tempo intercorso tra l’emissione
e la ricezione il sensore calcola la sua distanza dall’ostacolo. In figura 5.4
e` visibile uno dei raggi laser emessi da dispositivo. Essendo il raggio nel-
lo spettro dell’infrarosso e` stato possibile catturarlo grazie ad una semplice
fotocamera digitale CMOS.
All’interno dell’apparato emissivo si trova inoltre uno specchio rotante
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Figura 5.3: Schema di funzionamento del Sick PLS 101
Figura 5.4: Sick PLS: Emissione di un Raggio Laser
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che ha il compito di deflettere i raggi emessi in modo da spazzare un angolo
di 180◦ con una risoluzione massima di un raggio ogni 0.5◦. Determinando
l’angolo dello specchio, il sensore calcola la direzione di emissione di ogni
raggio e in quale direzione e` dunque posizionato l’ostacolo.
Le misurazioni rilevate sono infine campionate una risoluzione di 5 cm. Questo
campionamento comporta dei problemi ai fini dell’elaborazione dei dati ac-
quisiti, per questo motivo i dati sono filtrati come descritto nel paragrafo
2.2.
5.3 Protocollo di comunicazione PLS-PC
Il PLS-101 comunica con il PC tramite porta seriale RS232 o RS422. La
velocita` di comunicazione puo` essere impostata su 9 valori:
1. 9600 baud
2. 19200 baud
3. 38400 baud
4. 58800 baud
5. 111000 baud
6. 200000 baud
7. 250000 baud
8. 334000 baud
9. 500000 baud
Le velocita` superiori a 56kbaud possono essere ottenute unicamente tramite
interfaccia comunicazione seriale RS422, attuabile solo con schede apposite.
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Di default il PLS all’accensione comunica a 9600 baud (a meno di configu-
razioni permanenti successive altamente sconsigliate).
La comunicazione avviene tramite telegrammi : un telegramma ha la struttura
di tabella 5.1, i cui campi sono spiegati in tabella 5.2
STX ADR Len - CMD Data... - Status CRC
Tabella 5.1: Struttura di un telegramma
Campo Bits Funzione
STX 8 - Start (02h)
ADR 8 - Indirizzo PLS, normalmente 0x80
Len 16 - Lunghezza mess in bye escluso CRC
CMD 8 - Codice del comando
Data n x 8 - Opzionale, dipende dal comando
Status 8 - Opzionale, dipende dal comando
CRC 16 - Codice di verifica della correttezza del telegramma
Tabella 5.2: Campi del telegramma
Il byte di stato, richiedibile tramite il comando SSANFTGM (31H) (Cap.
C.1.1), ha la seguente struttura:
• Bit 0: combinato con 1 e 2
• Bit 1: combinato con 0 e 2
• Bit 2: combinato con 0 e 1 da un valore;
0: No Error; 1: Information; 2: Warning; 3: Error; 4: Fatal Error.
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• Bit 3: Origine dei dati: nel nostro caso sempre 0 (PLS)
• Bit 4: TBD
• Bit 5: TBD
• Bit 6: Valore misurato non plausibile
• Bit 7: Contaminazione dei dati (polvere, nebbia, sole)
In Appendice C sono elencati i comandi utilizzati nel programma svilup-
pato per la gestione del sensore e le risposte ricevute. L’elenco completo dei
telegrammi disponibili puo` essere reperito nel documento ufficiale divulgato
da Sick [13].
5.4 Descrizione della struttura di supporto
Visto il peso non indifferente del Sick PLS 101 la struttura di supporto per
permettergli rotazioni intorno all’asse orizzontale deve essere al tempo stesso
leggera, per non appesantire ancora di piu` il veicolo, e resistente. Per questo
motivo e` stata costruita in alluminio anodizzato.
Figura 5.5: Fase di costruzione della struttura: Prima Equilibratura
La struttura e` composta dalle seguenti parti fondamentale:
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• Base e staffe laterali
• Supporti regolabili di collegamento del PLS 101
• Asse di rotazione
• Supporto di collegamento del motore
Figura 5.6: Struttura motorizzata di supporto per il Sick PLS 101
Le staffe laterali, visibili in figura 5.7(a) e figura 5.7(b), sono state sago-
mate in modo da poter sorreggere il peso dell’asse di rotazione e allo stesso
tempo permettere il passaggio dei raggi laser senza ostruirne l’emissione an-
che alle inclinazioni massime. Tramite due cuscinetti e` collegato alle staffe
l’asse di rotazione al quale sono attaccati i supporti di ancoraggio del Sick
PLS 101. Tali supporti (figura 5.8(a)-5.8(b)-5.8(c)-5.8(d)) sono stati creati
in modo da poter regolare il baricentro della struttura per far s`ı che il tutto
risulti in costante equilibrio per non sovraccaricare il motore.
Il supporto per il motore (figura 5.9) e` fissato ad una delle staffe later-
ali e permette la connessione dell’asse del motore all’asse di rotazione della
struttura.
Tale collegamento e` stato realizzato grazie ad un giunto Rotexr GS
66
5.4 Descrizione della struttura di supporto
(a) Staffa Laterale Destra (b) Staffa Laterale Sinistra
Figura 5.7: Struttura Supporto 3D: Particolare delle staffe laterali di supporto
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(a) Particolare dei supporti di ancoraggio (b) Ancoraggio del PLS all’asse di rotazione
(c) Cuscinetto di supporto alla rotazione (d) Blocco di ancoraggio del PLS alle staffe
laterali
Figura 5.8: Struttura Supporto 3D: Collegamento Struttura Supporto - PLS
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Figura 5.9: Struttura Supporto 3D: Supporto del Motore
prodotto dalla KTR2 visibile in figura 5.10 e in figura 5.11(a), alloggiato
tra il motore e l’asse di rotazione, utile nel caso di non perfetto allineamento
dei due assi per non sovraccaricare la struttura interna del servomotore e
non rischiare dunque di provocare deterioramenti dei delicati ingranaggi di
riduzione ivi contenuti.
5.4.1 Il servomotore R/C
Il servomotore R/C (Servo R/C) e` un dispositivo miniaturizzato che contiene
un circuito elettronico di controllo digitale, un motore, un blocco di riduzione
e un sensore di retroazione della posizione, il tutto in un piccolo case plastico
o di alluminio.
2http://www.ktr.com/
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Figura 5.10: Struttura Supporto 3D: Giunto Rotex GS
(a) Collegamento Asse Rotazione - Motore (b) Il servo motore Volz ALU DIGITAL 220
Figura 5.11: Struttura Supporto 3D: Particolari del blocco motore
Originariamente costruito a componenti discreti, oggi realizzato su di in un
singolo circuito di controllo integrato, il servo converte la lunghezza dell’im-
pulso di controllo in un livello di tensione, confronta tale livello con il segnale
ottenuto dal sensore di posizione e pilota il motore in modo da annullare
la differenza tra i due segnali. L’effetto e` quello di controllare la posizione
del motore con un unico semplice segnale. Tipicamente gli R/C Servo han-
no aperture di rotazione che vanno da 90◦ a 120◦, con 2 msec di impulso
di controllo per portarsi a fine corsa e 1 msec per portarsi ad inizio corsa.
Alcuni motori possono raggiungere un’apertura massima di 180◦, ma hanno
un impulso di comando che varia tra 0.8 msec e 2.2 msec.
Questa tipologia di motori e` oggi particolarmente usata in modellismo per
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controllare gli organismi di sterzo in automodelli o le superfici di controllo
degli aeromodelli.
Il segnale di controllo per un servo R/C e` assimilabile ad un PWM il cui Duty
Cycle determina la posizione dell’asse di rotazione. Il periodo del PWM puo`
variare tra 20 msec e 30 msec, l’impulso di comando (∆t) varia tra 1 msec
(posizione iniziale) e 2 msec (posizione finale), frazioni intermedie determi-
nano posizioni intermedie (figura 5.12).
Il motore utilizzato per l’attuazione dell’asse di rotazione e` un servomotore
digitale Modello ALU DIGITAL 220 costruito dalla tedesca Volz3 (figura
5.11(b)).
Figura 5.12: Temporizzazione per il controllo del Servo motore
Il motore ha un’apertura massima di 90◦, quindi un impulso base di 1
msec porta l’asse in posizione -45◦, un impulso di 2 sec in posizione +45◦,
ogni incremento di 11 µsec rispetto all’impulso base determina una rotazione
di 1◦. In figura 5.13 sono riportate le tre posizioni di riferimento dell’asse di
rotazione.
Caratteristica fondamentale del motore scelto, oltre alle ridotte dimen-
3www.volz-servos.de
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Figura 5.13: Movimenti di base del Servo Motore
sioni, e` l’alta coppia (220 N/cm) e l’alta velocita` di rotazione (60◦ in 0.17
sec) necessarie per un utilizzo del dispositivo in tempo reale.
5.4.2 Controllo del Servo Motore
Per controllare con precisione il servo motore e` necessario generare un segnale
PWM in grado di variare il Tempo in cui rimane alto con una risoluzione di
11 µsec.
Per ottenere una tale precisione e` necessario disporre di un sistema di con-
trolloReal Time esterno al PC, collegando infatti direttamente il motore ad
un PC provvisto di sistema operativo non RT non si e` in grado di garantire
una corretta temporizzazione per la “casualita`” con cui vengono schedulati i
processi in esecuzione.
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Il piu` semplice sistema Real Time, in grado di gestire un protocollo di comu-
nicazione tramite porta parallela e` realizzabile tramite un microcontrollore,
in questo caso il Microchip c© PIC 16F628 descritto di seguito.
Il PIC 16F628
Il PIC 16F6284, prodotto dall’americana Microchip5, e` un microcontrollore
RISC di ridotte dimensioni dotato di memoria flash cancellabile e ripro-
grammabile elettricamente migliaia di volte. Questa sua caratteristica lo
rende adatto per lo sviluppo di prototipi.
Quale processore di classe RISC e` programmabile con soli 35 comandi as-
sembler, ogni istruzione impiega un unico ciclo di clock per essere eseguita
(eccetto le istruzioni di controllo di flusso che ne occupano due).
Il microcontrollore e` provvisto di un clock interno a 4Mhz e puo` essere dotato
di un clock esterno fino a 20Mhz per applicazioni che richiedono velocita` di
calcolo superiori.
L’interfacciamento esterno (figura 5.14) e` garantito da 18 pin, dei quali 16
hanno funzioni di I\O e uno e` in grado di gestire interruzioni hardware
esterne.
Figura 5.14: Piedinatura del PIC 16F628
Alcuni pin sono utilizzati per gestire funzionalita` avanzate particolari:
4Datasheet disponibile online sul sito www.microchip.com.
5www.microchip.com.
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• Due convertitori Analogico-Digitale
• Modulo di Comunicazione Seriale USART
• Un comparatore di livello
• Programmazione “In Circuit”
La circuiteria interna fornisce due timer a 8bit e uno a 16bit prescalabili,
utili per la generazione di segnali PWM o per gestire dei semplici contatori,
grazie anche al modulo CCP (Capture and Compare).
Il processore e` infine dotato di tre tipi di memoria:
• 2048x14 bytes di memoria programma FLASH ;
• 224x8 bytes di memoria RAM per le variabili di programma;
• 128x8 bytes di memoria EEPROM non volatile per i dati.
5.4.3 Descrizione del firmware di controllo del PIC
16F628
Il PIC e` stato programmato in modo da generare il segnale PWM descritto
in 5.4.1. Il duty cycle del segnale e` regolabile tramite PC attraverso la por-
ta parallela (Cap. 5.4.4) o tramite una pulsantiera integrata sul circuito di
controllo, utile soprattutto in fase di test.
Il firmware e` costituito da un ciclo infinito in cui il PIC controlla gli ingressi
per riscontrare eventuali cambiamenti di stato dovuti alla pressione dei pul-
santi o all’invio di un comando da PC e adegua la durata dell’impulso di
controllo al segnale ricevuto.
Il segnale PWM e` generato tramite l’impiego del modulo CPP6 e degli inter-
rupt interni.
6vd datasheet
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Il registro TMR1 contiene il valore 49536, valore tale che incrementando il
registro ad ogni ciclo di clock, si avra` un interruzione per overflow dopo
65536-49536=16000 colpi di clock, cioe` dopo 20msec, il periodo principale
del PWM. La routine di interruzione provvedera` a ripristinare il valore in-
iziale di TMR1 in modo da far ripartire il ciclo.
Il registro CCP contiene il valore
1 SetCCP = 64536 − (( unsigned long int ) Gradi ∗ 11111111)/1000000;
che, incrementato ad ogni ciclo di clock, andra` in overflow dopo un tempo
tale da generare l’impulso di comando relativo alla posizione che il motore
deve assumere (“Gradi”) relativamente alla posizione ottenuta per un im-
pulso di 1msec (Cap. 5.12). Il modulo CCP provvede automaticamente ad
invertire il valore dell’uscita RB3, alta all’inizio del ciclo, bassa all’arrivo
dell’interruzione.
All’avvio partono entrambi i timer. Quando il timer di impulso va in overflow
viene generata un’interruzione interna e la routine di gestione provvede ad
abbassare il livello dell’uscita di controllo del servomotore. All’overflow del
primo timer (ogni 20 msec) il ciclo riparte da capo riportando automatica-
mente a livello alto il segnale di controllo.
Il codice del Firmware e` stato realizzato in C e compilato tramite PICCLite7,
ed e` interamente riportato in D.6.
Il firmware permette al sensore laser tre movimenti base: rotazione di 1◦
in senso orario, rotazione di 1◦ in senso antiorario, posizionamento neutrale
a 45◦ (utile per la navigazione 2D). Il protocollo di comunicazione tramite
porta parallela e` descritto in 5.4.4.
7www.htsoft.com
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5.4.4 Protocollo di comunicazione tramite porta paral-
lela PIC-PC
Per comandare i movimenti del motore da PC si e` scelto di utilizzare la porta
parallela in modo da connettere direttamente i pin della porta a quelli del
PIC e da non dover gestire un complicato protocollo con temporizzazione,
come e` il caso della comunicazione seriale. L’unico svantaggio di questa scelta
puo` essere dato dall’alto numero di pin del PIC occupati per un solo tipo di
comunicazione, pin che potrebbero essere utili ad altri scopi se si rendesse
necessaria una struttura piu` complicata.
Il PC utilizza i pinD1-D2-D2 della porta parallela per trasmettere i comandi,
i pin D5-D6-D7 per ricevere dal PIC.
Il PIC riceve i comandi su RB0-RB1-RB2, trasmette su RB5-RB6-RB7.
L’inizio della comunicazione prevede sempre un handshake di controllo per
verificare da parte del PC il corretto funzionamento del PIC. Come illustrato
in figura 5.15, il PC invia il comando 111, attende la risposta 000 da parte
del PIC, quindi invia 000 e attende 111. A questo punto, verificato il corretto
funzionamento possono essere inviati i comandi:
• 100: Passo di +1◦ dalla posizione attuale
• 010: Passo di -1◦ dalla posizione attuale
• 001: Posizione neutra 45◦(Navigazione 2D)
La posizione neutra corrisponde alla posizione assoluta di controllo del sen-
sore laser.
Al momento dell’accensione del circuito di controllo non si puo` conoscere a
priori il posizionamento del dispositivo, per questo e` necessario portarsi in
tale posizione; da qui tramite rotazioni consecutive di 1◦ sara` sempre nota la
posizione attuale del laser.
Vista la grossa inerzia del sensore effettuare movimenti di 1◦ permette anche
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Figura 5.15: Protocollo di Comunicazione Parallela PC-PIC
alla struttura di minimizzare le oscillazioni che si hanno con rotazioni piu`
ampie, evitando in questo modo possibili situazioni di sforzo per l’asse del
motore e una maggiore stabilita` durante la scansione.
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Comando PC PIC
PIN Parallela D1 D2 D2 D5 D6 D7
PIN Pic RB0 RB1 RB2 RB5 RB6 RB7
Step + 1 0 0 0 1 1
Step - 0 1 0 1 0 1
Neutral 0 0 1 1 1 0
Tabella 5.3: Comandi inviati dal PC e Risposte del PIC
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Capitolo 6
Risultati Sperimentali
6.1 Introduzione
In questo capitolo saranno presentati i risultati sperimentali ottenuti tramite
il prototipo di sensore laser presentato nel Capitolo 5. Il sensore e` stato
installato su di un carrello mobile in grado di ruotare e traslare in modo
indipendente, al fine di poterne stimare i movimenti secondo le modalita`
descritte nel Capitolo 3.3.
6.2 Scansione singola
La prima prova presentata evidenzia i singoli passaggi necessari per la creazione
del mondo virtuale (Cap. 2).
Un’immagine dell’ambiente scansionato e` visibile in figura 6.1(a). In figura
6.1(b) e` presentata la sua scansione prima di essere filtrata e rielaborata.
Come si puo` notare dalla figura 6.2(a), dove e` presentato un particolare della
scansione non filtrata, le misurazioni effettuate sono molto rumorose. Dopo
l’applicazione del filtro passa-basso, illustrato nel Cap. 2.2, si nota un note-
vole miglioramento, fig. 6.2(b).
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(a) Immagine Reale dell’ambiente Scansionato (b) Scansione Laser 3D RAW... senza filtri ed
elaborazioni
Figura 6.1: Scansione Laser3D di un mondo virtuale
(a) Particolare della Scansione RAW (b) Particolare della scansione dopo il passaggio dal
filtro passa-basso
Figura 6.2: Scansione Laser3D di un mondo virtuale
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Il passaggio successivo prevede il riconoscimento dei Segmenti appartenenti
alle Superfici Verticali (Cap 2.3) e i segmenti orizzontali appartenenti alle
restanti superfici. Dalla figura 6.3 si nota come i segmenti Verticali e i seg-
menti Orizzontali appartenenti al piano di navigazione sono facilmente indi-
viduati.
Figura 6.3: Riconoscimento Segmenti Verticali e Orizzontali
I segmenti orizzontali sono quindi smussati con la trasformata di Hough ot-
tenendo il risultato di figura 6.4. Dalla figura si puo` notare uno dei problemi
dell’applicazione della Trasformata di Hough: il pavimento. La scansione
del pavimento comporta la creazione di sequenze di punti disposte su una
porzione di circonferenza. Se il margine massimo sui parametri di Hough e`
grande per permettere un miglior riconoscimento di segmenti, molti punti
disposti circolarmente vengono riconosciuti come tanti segmenti.
Dall’ultima elaborazione sono dunque ricercate le superfici (Cap. 2.5) degli
oggetti visibili nella scansione. Come si puo` notare dalla figura 6.5, sono
facilmente ricoscibili il pavimento, i muri laterali e gli oggetti attaccati alle
pareti. L’impatto visivo non e` pero` dei migliori, per questo il passaggio suc-
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Figura 6.4: Applicazione della Trasformata di hough
Figura 6.5: Superfici riconosciute
cessivo vede l’applicazione delle textures prese dalla figura 6.1(a), che e` lo
SnapShot effettuato prima dell’inizio della scansione Laser3D. Il risultato fi-
nale e` riportato in figura 6.6. Dall’immagine si possono ricavare informazioni
sulla posizione di ostacoli alla navigazione, quali sono le pareti laterali, ma
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Figura 6.6: Superfici riconosciute
si possono ricavare anche le posizioni degli oggetti ad esse attaccati, quale e`
l’estintore sulla parete sinistra.
Un problema della scansione laser si ha quando una delle superfici scansion-
ate e` di materiale trasparente e riflettente come il vetro della bacheca appesa
alla parete sinistra. I raggi incidenti su tale superficie sono infatti andati
perduti e la parete presenta un vuoto o delle superfici erronee.
6.3 Scansione Multipla
Di seguito sono riportati i risultati di una scansione multipla del corridoio
principale del Centro Interdipartimentale Enrico Piaggio di Pisa.
In figura 6.7 e` presentata una visione dall’alto della scansione del corridoio.
La successiva rielaborazione in segmenti e` presentata in figura 6.8.
Il passo finale dell’elaborazione, il riconoscimento delle superfici e il relativo
texture mapping e` presentato in figura 6.9 sempre visto dall’alto.
Come descritto nel Cap. 3.3, per poter effettuare una scansione multipla e`
83
6.3 Scansione Multipla
Figura 6.7: Scansione RAW del corridoio vista dall’alto
Figura 6.8: Corridoio visto dall’alto sotto forma di segmenti
necessario stimare i movimenti del veicolo. La stima dei movimenti senza la
correzione di uno stimatore asintotico dello stato, quale puo` essere un filtro di
Kalman, porta ad un accumularsi dell’errore che porta ad una ricostruzione
non precisa. In figura 6.10 e` evidente un errore nella stime delle rotazioni
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Figura 6.9: Corridoio visto dall’alto nell’elaborazione finale con superfici e texture mapping
che ha portato ad una deformazione di una parete del corridoio.
Figura 6.10: Parete deformata dall’errore sulla stima dei movimenti
Infine e` riportato in figura 6.11 un particolare del corridoio in cui sono pre-
senti le stampanti e i distributori di bevande. Questa parte di scansione
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risulta molto particolareggiata e mostra tutte le potenzialita` di questo tipo
di strumento
Figura 6.11: Particolare del corridoio nella zona stampanti
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Capitolo 7
Conclusioni e Possibili Sviluppi
7.1 Conclusioni
La digitalizzazione di un ambiente reale tramite un laser scanner a tre di-
mensioni, sebbene non con una altissima precisione, permette una valutazione
oﬄine dell’ambiente esplorato dal veicolo, grazie soprattutto al texture map-
ping.
Il sistema presentato e` inoltre utilizzabile per la navigazione autonoma di un
veicolo all’interno di un ambiente sconosciuto in quanto il laser permette un
riconoscimento immediato di ostacoli e una buona localizzazione degli stessi.
7.2 Sviluppi futuri
La tecnologia realizzata puo` essere ulteriormente migliorata considerando al-
tri filtri per l’elaborazione dei dati acquisiti, utilizzando strumenti software
non lineari quali le reti neurali per il riconoscimento immediato di superfici
all’interno della scena senza dover passare per il riconoscimento di segmenti.
Un ulteriore sviluppo di interesse rilevante e` la combinazione della scansione
2D con la scansione 3D per una navigazione real-time considerando eventu-
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ali variazioni dinamiche nell’ambiente. Allo stato attuale infatti la scansione
3D e` ancora troppo lenta per poter considerare la valutazione di ambienti
dinamici, mentre la scansione 2D, per la sua superiore velocita` puo` essere
utilizzata per la localizzazione immediata di variazioni sul piano mediale del-
la scansione stessa.
Il prossimo passo sara` la predisposizione di un veicolo all’utilizzo del laser e
della visione per la navigazione autonoma in una ambiente a lui sconosci-
uto. Navigando il veicolo potra` ricostruire simultaneamente una mappa
tridimensionale dell’ambiente e utilizzarla per localizzarsi.
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Appendice A
Programma di controllo del
dispositivo Laser 3D
A.1 Introduzione
In questo capitolo sara` presentata l’interfaccia del programma di controllo
del dispositivo creato.
Ogni sezione presentera` una caratteristica del programma e i relativi coman-
di di controllo.
L’interfaccia e` eseguita in ambiente Win32 e supporta lo standard Microsoft
MFC.
Per l’utilizzo di tutte le funzionalita` di controllo e` necessario che il PC sul
quale e` eseguita disponga di una porta seriale (gestione PLS), una porta pa-
rallela (controllo servomotore) e una porta USB (webcam) libere.
Sul PC deve essere inoltre installata la libreria per l’utilizzo della porta
parallela in modalita` protetta (“parIO”).
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A.2 Scelta modalita` di esecuzione
Come accennato in 4.4 il programma di controllo puo` essere eseguito in due
modalita` differenti: simulazione e controllo vero e proprio.
La scelta e` effettuata all’apertura del programmma tramite apposita finestra
riportata in fig. A.1. La selezione della modalita` di controllo comporta la
Figura A.1: Interfaccia: scelta modalita` di esecuzione
verifica del reale collegamento del dispositivo al Personal Computer dopo aver
scelto la velocita` di comunicazione del protocollo seriale di ricezione dati e
invio comandi e la porta seriale al quale e` collegato. Di default e` selezionata
la velocita` di 56kbaud, altamente consigliata per il protocolo RS232.
A.3 Interfaccia principale
Il programma presenta due interfacce a seconda della modalita` scelta, in
modo da gestirle indipendentemente come se fossero due programmi distinti.
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A.3.1 Interfaccia del simulatore
Figura A.2: Interfaccia: Controllo Simulatore
In figura A.2 e` presentata l’interfaccia di controllo del simulatore. In alto
a sinistra sono presenti sei edit box con cui impostare la posizione e l’orien-
tamento del laser nello spazio prima dell’esecuzione di una scansione. Subito
sotto e` possibile impostare le caratteristiche della scansione.
A partire da destra in alto sono presenti i pulsanti di controllo sull’elabo-
razione: Start Scan, per iniziare una scansione, Vertical Features Detection,
per la ricerca dei segmenti verticali, Segment Detection e Segment Detec-
tion Hough, per la ricerca dei rimanenti segmenti, Surface Detection, per il
riconoscimento delle superfici e relativo texture mapping.
A.3.2 Interfaccia di controllo del dispositivo
L’interfaccia di controllo del dispositivo (fig. A.3)e` analoga a quella del sim-
ulatore. Sono presenti in piu` alcuni controlli sulla webcam e sul movimento
del veicolo.
Tramite i due pulsanti Regolazioni e Video Settings e` possibile configurare
le caratteristiche di acquisizione da webcam, quali luminosita`, contrasto, bi-
lanciamento del bianco, frame rate,...
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Figura A.3: Interfaccia: controllo dispositivo reale
Tramite i pulsanti Fermo, In rotazione e In Traslazione e` possibile indicare al
programma come sta agendo il veicolo ed effettuare i comandi relativi (Cap.
3.3). Tramite l’interfaccia non e` possibile modificare i valori di posizione
sull’asse X e Z del veicolo e il valore di orientamento intorno all’asse Y, in
quanto stimati dal sensore laser e dalle immagini webcam.
A.3.3 Finestre di Scansione e Elaborazione Dati
Le finestre di scansione ed visualizzazione dei dati elaborati sono in comune
alle due modalita` di esecuzione in quanto lavorano sui dati acquisiti, sia che
provengano dal “vero” laser, sia che provengano da quello simulato.
La finestra di scansione (in basso a sinistra) visualizza appunto le misura-
zioni grezze, quella di elaborazione mostra i risultati delle varie elaborazioni
descritte nel cap. 2.
Ogni scena e` attivabile per il controllo con un semplice click del tasto sinistro
del mouse.
In entrambe le viste possono essere visualizzati o nascosti gli assi princi-
pali tramite il pulsante “A”. Il pulsante “G” invece visualizza/nasconde la
griglia rosso/blu posta in corrispondenza del piano XY a coordinata Z=0.
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Muovendo il mouse tenendo premuto il tasto sinistro o destro e` possibile
ruotare il punto di vista. Tramite i tasti freccia e` possibile navigare nel
“mondo virtuale”.
Tramite il comando “F1” la scena e` visualizzata dal punto di vista del laser,
nell’ultima posizione in cui e` stata effettuata la misura, il comando “F2”
porta la scena selezionata nel punto di vista dell’altra.
Nella scena di scansione il pulsante “P” attiva/disattiva la visualizzazione di
un cubo relativo alla posizione del PLS nel momento della scansione, mentre
con il pulsante “L” sono visualizzati i raggi laser emessi dal dispositivo.
Nella scena di elaborazione dati il pulsante “P” visualizza gli estremi dei
segmenti riconosciuti con un piccolo segmento verticale di colore azzurro, il
tasto “V” attiva/disattiva la visualizzazione delle features verticali.
Comando Funzione Finestra
F1 Punto di vista del laser Entrambe
F2 Punto di vista scena vicina Entrambe
G Visualizzazione Griglia piano XY Entrambe
A Visualizzazione Assi Principali Entrambe
P Visualizzazione posizione PLS Scansione
L Visualizzazione fascio laser Scansione
V Visualizzazione features verticali Elaborazione
P Visualizzazione estremi segmenti Elaborazione
Tabella A.1: Riassunto controlli scena OpenGL
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Visualizzatore Mondi OpenGL
B.1 Introduzione
Lo scopo principale della mappatura 3D di un mondo reale e` quello di poterlo
visitare virtualmente su Personal Computer per poter studiare le caratteris-
tiche senza essere fisicamente presenti.
A questo scopo e` stato realizzato un semplice programma di visualizzazione
delle scansioni effettuate con il Laser 3D.
B.2 Codifica dei file di esportazione
Nell’interfaccia di controllo del laser 3D sono presenti tre pulsanti per l’es-
portazione dei dati acquisiti (fig. B.1). Il pulsante 1 crea un file contenente la
scansione grezza ossia l’insieme dei punti ottenuti dalla scansione non ancora
elaborati.
Il pulsante 2 crea un file contenente i risultati dell’elaborazione tramite Filtro
di riconoscimento segmenti (Cap. 2.4.1) o Filtro di Hough (Cap. 2.4.3).
Il pulsante 3 crea piu` file: il primo standard contenente il mondo virtuale
finale e le coordinate texture di ogni vertice, quindi una cartella contenente
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Figura B.1: Comandi esportazione dati acquisiti
tutti gli snapshot relativi alle textures relative ad ogni scansione effettuata.
I file di esportazione hanno tutti estensione “.las”.
I file di tipo 1 e 2 hanno la seguente struttura:
• Valore intero: 1 → Scansione grezza; 2 → Segmenti;
• Lista dei vertici delle strutture da renderizzare; ogni riga contiene tre
valori floating point con le tre coordinate dei vertici;
I file di “.las” di tipo 3 sono molto diversi dai precedenti:
• Valore intero 3 indicante il tipo di file
• Valore intero indicante il numero di scansioni che compongono la scena
• Numeri di vertici che compongono ogni scansione
• Numero di segmenti totali componenti le superfici (per ogni scansione)
• Numero di superfici totali (per ogni scansione)
• Coordinata del vertice (per ogni vertice della superficie)
• Coordinata della texture relativa al vertice (per ogni vertice della su-
perficie)
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Appendice C
Messaggi di controllo PLS-PC
C.1 Introduzione
In questa appendice sono riportati i principali comandi di controllo del dis-
positivo Sick PLS tramite comunicazione seriale con un Personal Computer
e i relativi messaggi di risposta.
C.1.1 Messaggi di controllo PC-PLS
Comando BM TGM (20H): Selezione e cambio della modalita` op-
erativa
Parametri: Modalita` operativa; Stringa Password (default: SICK PLS).
Byte di modalita` utili:
00H - Setup mode.
02H - Reset default password.
10H - Diagnosis mode.
21H - Monitoring mode: i valori minimi misurati per segmento sono emessi
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solo su richiesta. Se un oggetto e` individuato entro il campo di pericolo
o di protezione i valori misurati sono emessi per ogni scansione.
24H - Monitoring Mode: tutte le misure sono inviate. continuamente
25H - Monitoring Mode: i valori misurati sono inviati su richiesta, nessun
dato e` emesso se e` violato il campo di protezione.
40H - 38400 baud
41H - 19200 baud
42H - 9600 baud
43H - 58000 baud
44H - 111111 baud
45H - 200000 baud
46H - 250000 baud
47H - 333333 baud
48H - 500000 baud
In questo ambito non e` descritta la modalita` di cambio password. Dopo ogni
reset il PLS passa automaticamente in modalita` 21H come standard. Il baud
rate puo` essere modificato solo in modalita` 00H.
Comando MWANF TGM (30H): richiesta dei valori misurati
Parametri: No. PLS; Modalita`, No. segmento o campo.
Il primo byte deve sempre essere 00H e` indica il numero d’ordine del PLS
attivo; successivamente deve essere inviato il byte 01H per richiedere tutti i
361 valori misurati.
97
C.1 Introduzione
Comando SSANF TGM (31H): richiesta stato del sensore
Parametri: nessuno.
Il PLS invia il byte di stato descritto in 5.3.
Comando INIT TGM (10H): reset del sensore
Parametri: nessuno.
L’inizializzazione del sensore ha lo stesso effetto di un reset hardware.
La risposta diretta al comando e` 91H, successivamente, dopo 2-3 secondi, il
PLS risponde con 90H e la stringa di accensione.
C.1.2 Messaggi di risposta PLS7→PC
In questa appendice sono riportati i principali messaggi di risposta emessi
dal PLS.
Messassio PWON TGM (90H): power on
All’accensione il PLS emette una stringa contenente il suo nome e la versione
del software.
Messassio BMACK TGM (A0H): cambio modalita` operativa
Il PLS risponde con:
• 00H: Cambio modalita` effettuato con successo
• 01H: Cambio modalita` impossibile - Password Errata
• 02H: Cambio modalita` impossibile
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Messassio MW TGM (B0H): valori misurati
Il primo byte della risposta e` ignorato per i nostri scopi.
I successivi 2 bytes contengono il numero di misure trasmesse (n).
I successivi nx2 bytes contengono le misure su 12 dei 16 bit. Gli ultimi 4 bit
di ogni misura contengono informazioni non utili.
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Appendice D
Classi C++ Principali e Codice
In questa appendice sono illustrate le principali Classi C++ implementate e
viene riportato il codice realizzato per implementare le varie funzionalita` del
Simulatore, del programma di controllo del Dispositivo Laser e le funzioni di
elaborazione dei dati acquisiti. Sono riportate interamente le funzioni essen-
ziali, non l’intero codice di programma, descritte nei capitoli precedenti.
Nel codice viene fatto riferimento a strutture esterne utilizzate per la comu-
nicazione tra le varie parti del programma; tutto quanto non e` commentato
non e` utile ai fini degli algoritmi implementati, ma serve unicamente alla
gestione dell’interfaccia grafica dell’applicazione.
D.1 Classi C++ principali
D.1.1 Classi per la raccolta delle misure
Classe CPoint3D
La classe CPoint3D si occupa della gestione di ogni punto misurato dallo
Scanner Laser. Oltre alle coordinate assolute del punto contiene anche lo
stato del laser nel momento in cui e` stata effettuata la misura in modo da
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Figura D.1: Struttura UML classe CPoint3D
potersi ricondurre in ogni istante alle condizioni di misura.
La classe e` cos`ı costituita:
• angLas: orientamento sull’asse Y dello specchio del laser al momento
della misura
• distLas: distanza misurata
• elevLas: inclinazione sull’asse X del sensore laser
• errRad: non utilizzato, da eliminare
• nextPoint: puntatore ad un punto successivo per la gestione di una lista
di punti
• x: coordinata x assoluto del punto
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• y: coordinata y assoluto del punto
• z: coordinata z assoluto del punto
Le funzioni implementate:
• CPoint3D: costruttore standard e particolare
• ∼CPoint3D: distruttore
• operator=: operatore di assegnamento
• getx: recupero della coordinata x
• gety: recupero della coordinata y
• getz: recupero della coordinata z
• getDistLas: recupero della distanza misurata dal laser
• getErrorRadius: non utilizzato, da eliminare
• getNext: recupero del punto successivo di una lista di punti
• mis2map: conversione della misura effettuata con il laser nelle coordi-
nate assolute del punto
• misCyl2map: conversione della misura effettuata con il laser nelle coor-
dinate assolute del punto. A differenza del precedente le misure sono
effettuate in coordinate cilindriche. E’ usata per poter sfruttare un
eventuale motorizzazione del laser lungo l’asse Y
• move: spostamento del punto
• setError: non utilizzato, da eliminare
• setNext: settaggio del punto successivo di una lista di punti
• setPosiz: settaggio “manuale” della posizione del punto
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Classe CSpanScan
Figura D.2: Struttura UML classe CSpanScan
La classe CSpanScan e` la struttura dati che costituisce una scansione
piana effettuata dallo Scanner Laser. Contiene oltre ai dati di misura, un
puntatore ai segmenti individuati sul piano dopo l’elaborazione descritta in
2.4.
La classe e` cos`ı costituita:
• amp: angolo in Degree di apertura della scansione
• inclinaz: inclinazione del piano di scansione rispetto al piano orizzontale
XZ
• nPoint: numero di punto misurati nella scansione
• points: array dei punti misurati (CPoint3D)
• pSegmDetect: puntatore alla struttura dati contenente i segmenti ri-
conosciuti (CHough o CSegmDetect)
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• segmentDetected: numero di segmenti costituenti il piano di scansione
Le funzioni implementate:
• CSpanScan: costruttore standard
• ∼CSpanScan: distruttore
• findSegm: ricerca di segmenti a scansione effettuata
• getNPoint: recupero del numero di punti costituenti il piano
• getPoint: recupero delle coordinate di un punto del piano
• getPointDist: recupero della distanza dal laser misurata per un punto
• getPunSegm: recupero del puntatore alla lista dei segmenti individuati
nel piano
• setAmp: settaggio dell’apertura di scansione
• setIncl: settaggio dell’inclinazione del piano di scansione
• setPoint: inserimento di una misura
• misCyl2map: inserimento di una misura in coordinate cilindriche
• move: spostamento del punto
• setRes: settaggio della risoluzione della scansione sul piano
• smoothLines: algoritmo di smoothing dei segmenti riconosciuti
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Figura D.3: Struttura UML classe CScan
Classe CScan
La classe CScan e` la struttura dati che costituisce una scansione 3D effettuata
dallo Scanner Laser. Contiene oltre ai dati di misura, un puntatore ai piani
individuati nell’“immagine” 3D. CScan si occupa della gestione delle sezioni
del mondo virtuale generate da ogni scansione 3D effettuata con il laser.
La classe e` cos`ı costituita:
• angOriz: angolo in Degree di apertura delle singole scansione piane
• angVert: angolo in Degree di apertura della scansione 3D (numero di
piani di scansione orizzontale)
• lasOrY: orientamento del sensore laser intorno all’asse Y al momento
dell’inizio della scansione
• lasX: posizione del sensore laser all’inizio della scansione
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• lasY: posizione del sensore laser all’inizio della scansione
• lasZ: posizione del sensore laser all’inizio della scansione
• maxDepth: massima profondita` di misura del laser. Le distanze mis-
urate che vanno oltre questo valore vengono ugualmente inserite nella
struttura, ma non vengono considerate al fine delle elaborazioni
• nPlane: numero di piani che costituiscono la scansione 3D
• pNextScan: puntatore alla scansione successiva della lista di scansioni
che generano il mondo virtuale
• rOriz: risoluzione dei singoli piani di scansione
• spanScan: puntatore alla lista di piani di scansione
Le funzioni implementate:
• CScan: costruttore standard
• ∼CScan: distruttore
• detectSegment: ricerca di segmenti a scansione effettuata
• getLasPos: recupero della posizione assoluta del laser al momento della
scansione
• getMaxDepth: recupero della distanza massima considerabile di un
punto misurato
• getNextScan: recupero del puntatore alla scansione successiva di una
lista di scansioni
• getNplane: recupero del numero di piani costituenti la scansione
• getNPoint: recupero del numero di punti costituenti ogni piano di
scansione
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• getOrient: recupero dell’orientamento iniziale del laser al momento della
scansione
• getPoint: recupero delle coordinate assolute di un punto della scansione
• getSpanScan: recupero del puntatore ad uno dei piani di scansione
• setMaxDepth: settaggio della massima distanza misurabile
• setMis: inserimento di una misura per un punto
• setMisCyl: inserimento di una misura per un punto in coordinate cilin-
driche
• setNextScan: settaggio del puntatore alla scansione successiva di una
lista di scansioni
• setScan: settaggio dei parametri caratteristici di una scansione. Deve
essere utilizzata prima dell’inizio di una scansione reale o di una simu-
lazione.
• smoothLines: richiamo dell’algoritmo di smoothing dei segmenti ri-
conosciuti per ogni piano di scansione
D.1.2 Classi per l’elaborazione dei dati acquisiti
Classe CSegmentDetect
La classe CSegmentDetect implementa gli algoritmi esposti nel paragrafo
2.4.1. Le funzioni di interfaccia messe a disposizione permettono di effettuare
il filtraggio dei punti costituenti un piano di scansione per poi utilizzare al
meglio la Trasformata di Hough.
La classe e` cos`ı costituita:
• angMax: angolo massimo per cui due segmenti sontigui sono considerati
allineati
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Figura D.4: Struttura UML classe CSegmentDetect
Figura D.5: Struttura UML classe CSegment3D
Figura D.6: Struttura UML classe CRetta2D
108
D.1 Classi C++ principali
• distMax: distanza massima per cui due punti vengono considerati ap-
partenenti allo stesso segmento
• nPoints: numero di punti costituenti il piano di scansione filtrato
• pActSegm: puntatore al segmento utilizzato per il confronto durante il
filtraggio
• pLastSegm: puntatore all’ultimo segmento della lista dei segmenti ri-
conosciuti
• pListSegm: puntatore al primo segmento della lista dei segmenti ri-
conosciuti
• pScanPlane: puntatore al piano di scansione filtrato
Le funzioni implementate:
• CSegmentDetect: costruttore standard
• ∼CSegmentDetect: distruttore
• addSegm: inserimento di un nuovo segmento nella lista
• calcAngCoeff: calcolo del coefficiente angolare della retta che contiene
i due punti presi in cosiderazione come vertici di un segmento
• detectSegment: inizio dell’applicazione del filtro
• getNumSegm: recupero del numero di segmenti riconosciuti dal filtro
• getSegmList: recupero del puntatore alla lista di segmenti riconosciuti
• setScanPlane: settaggio del piano di scansione al quale e` applicato il
filtro
• smooth: algoritmo di smoothing dei segmenti riconosciuti
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La Trasformata di Hough di seguito descritta puo` essere applicata diretta-
mente ad un piano di scansione senza necessariamente applicare precedente-
mente il filtraggio, che comporta una perdita di tempo nella computazione
totale.
Questa perdita di tempo diventa pero` alla fine delle elaborazioni un guadag-
no, in quanto la Trasformata di Hough lavora su un numero di punti minore.
Si ha inoltre un guadagno riguardo alla precisione dei risultati ottenuti, in
quanto un numero minore di punti comportano una minore possibilita` di
errore.
Classe CHough
Figura D.7: Struttura UML classe CHough
La classe CHough implementa gli algoritmi esposti nel paragrafo 2.4.3.
Le funzioni di interfaccia messe a disposizione permettono di effettuare il
riconoscimento di rette e segmenti e di ottenere i puntatori alle liste che le
contengono.
La classe e` cos`ı costituita:
110
D.1 Classi C++ principali
• nLines: numero di linee riconosciute
• nSegm: numero di segmenti riconosciuti
• pLastLine: puntatore all’ultima retta della lista
• pLastSegm: puntatore all’ultimo segmento della lista
• pLineList: puntatore alla prima retta individuata
• pScanPlane: puntatore al piano di scansione elaborato
• pSegmList: puntatore al primo segmento individuato
• round: errore massimo sull’appartenenza di vertice ad un segmento
• spParam: spazio dei parametri
• threshold: soglia minima per lo spazio dei parametri
Le funzioni implementate:
• CHough: costruttore standard
• ∼CHough: distruttore
• addLine: inserimento di una nuova linea nella lista
• addSegm: inserimento di un nuovo segmento nella lista
• findLines: implementazione della trasformata di Hough per le linee
• findSegments: implementazione dell’algoritmo di estrapolazione dei seg-
menti dalle linee
• getLineList: recupero del puntatore alla lista delle rette
• getNumSegm: recupero del numero di segmenti estrapolati
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• getSegmList: recupero della lista dei segmenti
• trasform: applicazione successiva della trasformata di Hough e dell’al-
goritmo di Segment Detection
Dopo aver creato la classe chiamando la funzione trasform sul piano di scan-
sione in oggetto, verranno inizializzate le liste delle rette principali che lo
compongono e dei segmenti in cui sono divise. Una volta applicati i due
algoritmi non e` piu`
necessario lavorare sulle liste, se non per ottenere i puntatori ai segmenti
estrapolati per la successiva Plane Detection. In Appendice D.3 e D.4 e`
riportato il codice C++ realizzato per l’implementazione degli algoritmi.
Classe CSurf3D
Figura D.8: Struttura UML classe CSurf3D
La classe CSurf3D si occupa di immagazzinare le informazioni sulle su-
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perfici individuate con l’algoritmo descritto in 2.5.
La classe e` cos`ı costituita:
• nextSurf: puntatore alla superficie successiva della lista
• nSeg: numero di segmenti costituenti la superficie
• planeLastSeg: numero d’ordine del piano a cui appartiene l’ultimo seg-
mento che ha effettuato fusione
• pLastSegm: puntatore all’ultimo segmento della lista
• pSegList: puntatore alprimo segmento della lista
• textCoord: array bidimensionale delle coordinate della texture applicata
alla superficie
• texture: puntatore al campo dati della texture applicata alla superficie
• vertSurf: indica se la superficie e` verticale o generica
Le funzioni implementate:
• CSurf3D: costruttore standard
• ∼CSurf3D: distruttore
• addSegm: inserimento di un nuovo segmento nella lista dei segmenti
costituenti la superficie. Possono essere aggiunti segmenti generici ad
una superficie generica o Vertical Features a superfici verticali
• CreateTextureStruct: inizializzazione della matrice contenente le coor-
dinate della texture
• getLastSeg: recupero del puntatore all’ultimo segmento della lista
• getNext: recupero del puntatore alla superficie successiva della lista
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• getNSegm: recupero del numero di segmenti costituenti la superficie
• getNumPlaneLastSegm: recupero del numero d’ordine del piano a cui
appartiene l’ultimo segmento che ha effettuato fusione
• getSegmList: recupero del puntatore al primo segmento che costituisce
la superficie
• getTextCoord: recupero delle coordinate di un vertice della texture
relative ad un vertice della superficie
• isVertSurf: ritorna True se la superficie e` verticale
• setNext: settaggio della superficie successiva della lista
• setNumPlaeLastSeg: settaggio del numero d’ordine del piano contenente
l’ultimo segmento che ha effettuato fusione
• setTextCoord: settaggio di una delle coordinate della texture
• setVertSurf: settaggio della variabile che indica se la superficie e` verti-
cale o no
D.1.3 Importazione di scene da Discreet c© 3DStudio
MAX 6 Classe CLoad3DS
La classe CLoad3DS si occupa di caricare in memoria un file di tipo 3DS
creato con Discreet c© 3DStudio MAX 6 e di convertirlo in una scena visualiz-
zabile tramite OpenGL. Per la descrizione dei file di tipo 3DS, utile a capire
le funzioni di seguito descritte, si rimanda al documento ufficiale Discreet
[12]
La classe e` cos`ı costituita:
• m FilePointer: stringa del nome del file 3DS contenente la scena da
convertire.
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Figura D.9: Struttura UML classe CLoad3DS
Le funzioni implementate:
• CLoad3DS: costruttore standard
• ComputeNormals: funzione per il calcolo delle normali alle superfici
renderizzate per la corretta applicazione di eventuali texture
• GetString: lettura di una stringa all’interno del file 3DS
• Import3DS: recupero della scena dal file 3DS e conversione in OpenGL
• ProcessNextChunk: recupero delle informazioni dal chunk successivo a
quello attuale [12]
• ProcessNextMaterialChunk: recupero delle informazioni dal chunk suc-
cessivo a quello considerato relativo al materiale costituente un oggetto
[12]
• ProcessNextObjectChunk: recupero delle informazioni dal chunk succes-
sivo a quello considerato relativo ad un oggetto [12]
• ReadChunk: funzione per la lettura di un chunk
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• ReadColorChunk: funzione per la lettura di un chunk per il recupero di
informazioni relative al colore di un oggetto
• ReadObjectMaterial: funzione per il recupero delle informazioni relative
ad un materiale
• ReadUVCoordinates: recupero delle informazioni per l’applicazione di
una texture ad una superficie
• ReadVertexIndices: lettura degli indici dei vertici delle superfici render-
izzate
• ReadVertices: recupero delle informazioni relative ai vertici delle super-
fici
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D.2 Codice di simulazione del dispositivo
Di seguito e` riportata la funzione utilizzata nella classe C++ C3DStudioView
per simulare il funzionamento del dispositivo Laser 3D.
1 void C3DStudioView::StartScan() {
2 // Settaggio della priorita` in modalita` Realtime in modo da non
3 // creare problemi alle funzioni OpenGL
4
5 SetPriorityClass( GetCurrentProcess(), REALTIME PRIORITY CLASS);
Listing D.1: Codice di simulazione del dispositivo
E´ necessario che l’applicazione passi in modalita` tempo reale perche´ la
funzione OpenGL per effettuare le “misure” richiede che la vista contenente
la scena sia in primo piano. Eventuali passaggi ad altre applicazioni portano
ad un blocco del simulatore.
1 name=Simul]
2 // Settaggio dei parametri
3 scanActive = true;
4
5 CRect rect,miniRect,rect2;
6 this−>GetClientRect(&rect);
7
8 miniRect=rect;
9 miniRect.bottom/=memComune.rFact;
10 miniRect.right/=memComune.rFact;
11
12 // Riduzione della grandezza della scena di 10 volte
13 // per velocizzare l ’animazione
14 memComune.rFact = 10;
15 double width = rect.right/memComune.rFact;
16 double height = rect.bottom/memComune.rFact;
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17
18 if (memComune.rFact!=1)
19 glViewport((rect. right/2−width/2),
20 (rect .bottom/2−height/2),
21 width, height) ;
22 else
23 glViewport(0,0,width, height) ;
24
25 gluPerspective (40.0, (GLfloat)width/(GLfloat)height,
26 0.01f ,5000.0 f) ;
27
28 ///////////////////////////////////
29 // Variabili utilizzate da glReadPixel e gluUnProject
30 ///////////////////////////////////
31
32 GLint viewport[4];
33 GLdouble modelview[16];
34 GLdouble projection[16];
35
36 GLfloat winX,winY,winZ;
37 GLdouble posX,posY,posZ;
38
39 ///////////////////////////////////
40
41 double dist ; // Misura simulata del laser scanner
42
43 ///////////////////////////////////
44 // Angoli di rotazione del laser //
45 GLfloat rY = g RotateY + (apOriz/2);
46 GLfloat rX = g RotateX + (apVert/2);
47 GLfloat angXIniz = rX;
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48 GLfloat angYIniz = rY;
49 ///////////////////////////////////
50
51 float fact ; // fattore moltiplicativo relativo alla
52 // risoluzione sul piano di scansione del
53 // laser
54
55 double error;
56
57 switch(orizRes)
58 {
59 case low:
60 fact = 1.0;
61 break;
62 case med:
63 fact = 2.0;
64 break;
65 case high:
66 fact = 4.0;
67 break;
68 }
69
70 // Preparazione della struttura dati Scansione
71 memComune.pLasScan−>setResolution(apVert,apOriz,
72 orizRes);
73
74 // Inizio Simulazione Scansione Laser
75 for( int pia = 0; pia <= apVert; pia++)
76 {
77 rX = angXIniz − pia;
78 rY = angYIniz;
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79 for( int pun = 0; pun <= (apOriz∗fact); pun++)
80 {
81 CPaintDC dc(this);
82
83 wglMakeCurrent(dc, m hGLContext);
84
85 glLoadIdentity(); // Reset The matrix
86
87 ///////////////////////////////////
88 // Simulazione del movimento del fascio laser
89 // con una rotazione della scena
90 ///////////////////////////////////
91 rY −= (1.0/(float)fact) ;
92
93 memComune.rotY = rY; //
94 memComune.rotX = rX; //
95
96 // Si suppone che la risoluzione verticale sia
97 // sempre unitaria
98 glRotatef(−rX, 1.0f , 0, 0);
99
100 // L’angolo di movimento deve essere diviso per il
101 // fattore di risoluzione
102 glRotatef(−rY, 0, 1.0f , 0);
103
104 // Non sono previste rotazioni intorno all ’asse Z,
105 // se non quelle di posizionamento del laser
106 glRotatef(g RotateZ, 0, 0, 1.0f) ;
107
108 ///////////////////////////////////
109 // Calcolo delle matrici caratteristiche della scena OpenGL
120
D.2 Codice di simulazione del dispositivo
110 glGetDoublev(GL MODELVIEW MATRIX, modelview);
111 glGetDoublev(GL PROJECTION MATRIX,projection);
112 glGetIntegerv(GL VIEWPORT, viewport);
113 ///////////////////////////////////
114
115 ///////////////////////////////////
116 // Calcolo del centro della scena
117 winX = (float)rect. right/2; // Pixel Centrale della vista
118 winY = (float)rect.bottom/2; // Pixel Centrale della vista
119 ///////////////////////////////////
120
121 // Calcolo della profondita dello Z−buffer relativo al pixel
122 // centrale
123 glReadPixels(winX, winY, 1, 1, GL DEPTH COMPONENT,
GL FLOAT,
124 &winZ);
125
126 // Calcolo delle coordinate del pixel centrale relative al
127 // punto di vista corrente
128 gluUnProject((int)winX, (int)winY, winZ,
129 modelview, projection, viewport,
130 &posX, &posY, &posZ);
Listing D.2: Codice di simulazione del dispositivo
Le funzioni glReadPixels e gluUnProject sono l’essenza del codice del
simulatore. La prima cerca informazioni sulla profondita` relativa al pixel
selezionato da winX e winY mettendole in winZ ; la seconda converte le co-
ordinate da finestra ad ambiente virtuale utilizzando le matrici caratteristiche
della scena visualizzata
6 // Calcolo della distanza ”misurata” dal laser
7 dist = sqrt(pow((double)posX,2) + pow((double)posY,2) +
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8 pow((double)posZ,2));
9
10 // Generazione di un errore di misura proporzionale alla
11 // distanza misurata
12 error = rndNum(dist);
13 dist+=error;
14
15 // Quantizzazione in intervalli di 5 cm come accade
16 // nel PLS 101
17 dist = (int)(dist / 5);
18 dist ∗= 5;
19
20 // Impostazione della misura effettuata sul punto corrente
21 memComune.pDoc−>getCurrentScan()−>setMis(dist, −rY, −rX,
22 pia, pun);
23
24 // Esecuzione forzata di tutti i comandi OpenGL
25 glFlush() ;
26
27 // Update della scena
28 OnPaint();
29
30 }
31 memComune.pLasScan−>Redraw();
32 memComune.pElab−>Redraw(); // Aggiornamento della vista di
33 //elaborazione dati
34 }
35
36 // Ripristino della coordinate iniziali del laser
37 memComune.rotY = g RotateY;
38 memComune.rotX = g RotateX;
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39
40 HWND hWnd = GetSafeHwnd();
41 HDC g hDC = ::GetDC(hWnd);
42
43 wglMakeCurrent(g hDC, m hGLContext);
44
45 GetClientRect(&rect2);
46
47 memComune.rFact = 1;
48
49 width = rect2.right/memComune.rFact;
50 height = rect2.bottom/memComune.rFact;
51
52 glViewport(0,0,width, height) ;
53 gluPerspective(40.0∗memComune.rFact, (GLfloat)width/(GLfloat)height,
54 0.01f ,10000.0f) ;
55
56 memComune.pInput−>OnUpdate();
57
58 OnPaint();
59
60 memComune.pInput−>Riattiva(); // Riattivazione dei pulsanti della
61 // CInputView
62 scanActive = false ;
63
64 // Ritorno a priorita` normale
65 SetPriorityClass( GetCurrentProcess(), NORMAL PRIORITY CLASS);
66 }
Listing D.3: Codice di simulazione del dispositivo
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D.2.1 Codice simulazione errore di misura PLS
Di seguito e` riportato il codice per la simulazione dell’errore di misura:
1 double C3DStudioView::rndNum(double dist) {
2 float rnd;
3
4 rnd = float(rand())/(RAND MAX+1.0);
5
6 double err = rnd∗2∗errLas − errLas;
7
8 double prop = (err∗dist)/5000; //Errore massimo per distanza massima
9
10 return prop;
11
12 }
Listing D.4: Codice simulazione errore di misura PLS)
D.3 Codice del Filtro di pre-Segment Detec-
tion
1 void CSegmDetect::detectSegment() {
2 double x,y,z;
3 double coeff1 ;
4 double coeff2 ;
5 double diffCoeff ;
6 double x1,x2,y1,y2,z1,z2;
7 double errLas;
8 double distMax;
9
10 bool start = true;
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11
12 for( int i = 0; i < nPoints; i++)
13 {
14 pScanPlane−>getPoint(i, &x, &y, &z);
15 double distP = pScanPlane−>getPointDist(i);
16
17 // Se il punto e` oltre la distanza massima
18 // non viene considerato
19 if ( start && distP < memComune.maxDepth)
20 {
21 pScanPlane−>getPoint(i,&x,&y,&z);
22
23 pActSegm = new CSegment3D;
24 pActSegm−>setExtr(1,x,y,z);
25 addSegm(pActSegm);
26
27 start = false ;
28 }
29 else
30 {
31
32 pScanPlane−>getPoint(i−1, &x1, &y1, &z1);
33 pScanPlane−>getPoint(i, &x2, &y2, &z2);
34
35 distP = pScanPlane−>getPointDist(i);
36
37 if (distP < memComune.maxDepth)
38 {
39 pActSegm−>getExtr(1, &x, &y, &z);
40
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41 // La distanza massima tra due punti per essere considerati
appartenenti
42 // allo stesso segmento deve essere proporzionale alla distanza
media dei
43 // due punti dal punto di emissione del laser .
44 errLas=7;
45
46 distMax = (100∗(distP/memComune.maxDepth)) + errLas;;
47
48 if (calcDist(x1,x2,z1,z2) < distMax)
49 {
50 coeff1 = calcAngCoeff(x,x1,z,z1);
51 coeff2 = calcAngCoeff(x,x2,z,z2);
52 diffCoeff = ABSOL(coeff2−coeff1);
53
54
55 if ( diffCoeff < (angMax∗DEG2RAD))
56 pActSegm−>setExtr(2,x2,y2,z2);
57 else
58 {
59 pActSegm = new CSegment3D;
60 pActSegm−>setExtr(1,x1,y1,z1);
61 pActSegm−>setExtr(2,x2,y2,z2);
62
63 addSegm(pActSegm);
64 }
65 }
66 }
67 else
68 start = true;
69 }
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Rilevazione Segmenti
70
71 // La funzione smooth esegue un leggero annullamento degli
72 // angoli tra i segmenti
73 if (memComune.smooth)
74 for ( int i=0; i<memComune.numSmooth; i++)
75 smooth();
76 }
77 }
Listing D.5: Codice del Filtro di Pre-elaborazione dei dati
D.4 Codice della Funzione per la Trasforma-
ta di Hough e Rilevazione Segmenti
Di seguito e` riportato il codice per l’applicazione della Trasformata di Hough
ad un piano di scansione.
1 void CHough::findLines() {
2 nLines = 0;
3
4 int campRho = 5; // Campionamento sui valori di rho
5 double campTh = 1; // Campionamento sui valori di theta
6 double percThr = 0.55;
7 int round = 10; // Numero di celle dello spazio dei parametri di verifica
del massimo locale
8
9 int rho max=int(sqrt(2∗memComune.maxDepth∗memComune.maxDepth))
;
10
11 int theta max = 180;
12
13 // Si ricorda che rho varia in [−rho max,rho max]
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Rilevazione Segmenti
14 // non potendo gestire array con indici negativi
15 // l ’ indice deve essere traslato di rho mar
16 int nRho = int((2∗rho max+1)/campRho);
17 int nTheta = int(theta max/campTh);
18
19 SpParam.setParam(nRho,nTheta);
20 SpParam.reset();
21
22 double xLas,yLas,zLas,orYLas;
23
24 pScanPlane−>getLaser(xLas,yLas,zLas,orYLas);
25
26 double pX1,pY1,pZ1, // Coordinate assolute degli estremi dei segmenti
27 pX2,pY2,pZ2,
28 pXRel1,pZRel1, // Coordinate relative al laser degli estremi dei
segmenti
29 pXRel2,pZRel2;
30
31 CSegment3D∗ pSeg = pSegmWAL−>getSegmList();
32
33 // Creazione dello spazio dei parametri relativo agli estremi
34 // dei segmenti trovati con il mio filtro
35 while(pSeg != NULL)
36 {
37 pSeg−>getExtr(1,&pX1,&pY1,&pZ1);
38 pSeg−>getExtr(2,&pX2,&pY2,&pZ2);
39
40 // Passaggio in coordinate relative al laser
41 pXRel1 = pX1−xLas;
42 pZRel1 = pZ1−zLas;
43 pXRel2 = pX2−xLas;
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44 pZRel2 = pZ2−zLas;
45
46 for ( int i=0; i<nTheta; i++)
47 {
48 double ang=i∗campTh;
49
50 // Calcolo del Rho relativo
51 double rho1 = pXRel1∗cos(ang∗DEG2RAD) + pZRel1∗sin(ang∗
DEG2RAD);
52 double rho2 = pXRel2∗cos(ang∗DEG2RAD) + pZRel2∗sin(ang∗
DEG2RAD);
53
54 // Per avere indici dello spazio dei parametri sempre positivi si
55 // aggiunge a rho il valore minimo che puo` assumere (−rho max)
56 int indRho1 = int((rho1+rho max)/campRho);
57 int indRho2 = int((rho2+rho max)/campRho);
58
59 int L;
60
61 //int L = int(sqrt((pXRel1−pXRel2)∗(pXRel1−pXRel2)+(pZRel1
−pZRel2)∗(pZRel1−pZRel2)));
62
63 L=1;
64
65 SpParam.incrElem(indRho1,ang,L);
66 SpParam.incrElem(indRho2,ang,L);
67 }
68
69 pSeg = pSeg−>getNext();
70 }
71
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72 int maxRho=0,maxTheta=0;
73 int max = SpParam.getMax(&maxRho,&maxTheta);
74
75 int threshold = int(percThr∗max);
76 int nLine=0;
77 int val=0;
78
79 bool locMax;
Listing D.6: Codice del Filtro per la ricerca di linee sul piano (Trasformata di Hough)
Il ciclo seguente serve ad individuare i massimi locali nello spazio dei
parametri. Per migliorare le prestazioni ogni qual volta una cella supera i
valori di threshold, viene verificato se e` un massimo locale, in caso contrario
viene azzerata in modo da non essere valutata nei passaggi successivi.
80 for ( int i=0; i<nRho; i++)
81 {
82 for( int j=0; j<nTheta; j++)
83 {
84 locMax = true;
85 val = SpParam.getVal(i,j);
86
87 if ( val > threshold )
88 {
89
90 if ((( i+round)>nRho)||((j+round)>nTheta)||((i−round)>0)||((j
−round)>0))
91 round=0;
92
93 for ( int k = i−round; (k<i+round) && locMax; k++)
94 {
95 for ( int z = j−round; (z<j+round) && locMax; z++)
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96 {
97 if (SpParam.getVal(k,z) > val)
98 {
99 locMax = false; // val non e` un max locale
100 }
101 else
102 {
103 SpParam.setVal(k,z,0); // Evita tutti questi
controlli
104 // per la prossima retta
105 }
106 }
107 }
108
109 if (locMax)
110 {
111 CRetta2D∗ pLine = new CRetta2D;
112 pLine−>theta = j ∗ campTh;
113 pLine−>rho = i ∗ campRho − rho max;
114 nLine=addLine(pLine);
115 }
116 }
117 }
118
119 }
120 }
Listing D.7: Codice del Filtro per la ricerca di linee sul piano (Trasformata di Hough)
Dopo la ricerca delle linee e` possibile identificare i segmenti di piano che
vi appartengono. Il codice che implementa tale procedimento e` di seguito
riportato:
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Rilevazione Segmenti
1 void CHough::findSegments() {
2 CRetta2D ∗pLine;
3
4 double pX,pZ,error,
5 pXp,pYp,pZp;
6
7 bool start ;
8
9 int errMaxRho = 7;
10
11 double xLas,yLas,zLas,orYLas;
12
13 pScanPlane−>getLaser(xLas,yLas,zLas,orYLas);
14
15 pLine = pLineList;
16
17 while(pLine != NULL)
18 {
19 start=true;
20 double rho = pLine−>rho;
21 double theta = pLine−>theta;
22
23 for ( int p=0; p<pScanPlane−>getNPoint(); p++)
24 {
25 pScanPlane−>getPoint(p,&pXp,&pYp,&pZp);
26
27 // Riferimento delle coordinate del punto rispetto alla
28 // posizione relativa al laser
29 pX = pXp − xLas;
30 pZ = pZp − zLas;
31
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32 int rhoCal = int(pX∗cos(theta∗DEG2RAD) + pZ∗sin(theta∗
DEG2RAD));
33
34 double rho = pLine−>rho;
35
36 error = rhoCal − int(rho);
37 error = ABSOL(error);
38
39 if (( error <= errMaxRho))
40 {
41 if ( start )
42 {
43 CSegment3D∗ pActSegm = new CSegment3D;
44 pActSegm−>setExtr(1, pXp, pYp, pZp);
45 addSegm(pActSegm);
46
47 start = false ;
48 }
49 else
50 {
51 pLastSegm−>setExtr(2, pXp, pYp, pZp);
52 }
53 }
54 else
55 start = true;
56 }
57 pLine = pLine−>getNext();
58
59 }
60 }
Listing D.8: Codice del Filtro di ricerca dei segmenti
133
D.5 Codice della Funzione di Plane Detection
D.5 Codice della Funzione di Plane Detec-
tion
1 void CPlaneDetect::findSurf() {
2
3 // Prima di tutto si ricercano le superfici verticali
4 findVertSurf() ;
5
6 // Quindi si cercano tutte le altre
7
8 double margineBase = 20; // Errore per la surf detect per distanza
nulla
9 // dal laser
10 double margineMassimo = 100; // Errore per la surf detect per distanza
max
11 // dal laser
12
13 bool start = true;
14
15 int nPlane = pScan3D−>getNPlane();
16 CSpanScan ∗pScanPlane;
17
18 CSegment3D∗ pSeg;
19 int nSeg=0;
20
21 // Ogni segmento del primo piano di scansione costituisce
22 // una nuova superficie
23 if (memComune.Hough)
24 {
25 pSeg = pScan3D−>getSpanScan(0)−>getPunSegmHough()−>
getSegmList();
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26 nSeg = pScan3D−>getSpanScan(0)−>getPunSegmHough()−>
getNumSegm();
27 }
28 else
29 {
30 pSeg = pScan3D−>getSpanScan(0)−>getPunSegm()−>getSegmList();
31 nSeg = pScan3D−>getSpanScan(0)−>getPunSegm()−>getNumSegm();
32 }
33
34 CSurf3D∗ pNewSurf;
35
36 int nSurf=0;
37
38 while (pSeg != NULL) // Scorrimento di tutti i segmenti del primo piano
39 {
40 pNewSurf = new CSurf3D;
41 pNewSurf−>addSegm(pSeg);
42
43 // Tutti le nuove superfici hanno la base appartenente
44 // al primo piano di scansione
45 pNewSurf−>setNumPlaneLastSeg(0);
46 nSurf = addSurf(pNewSurf);
47
48 pSeg = pSeg−>getNext();
49 }
50
51 bool fusion = false ; // Indica se il segmento corrente ha fuso con
52 // una superficie esistente
53
54 // A questo punto ogni segmento dei piani successivi
55 // viene confrontato con le superfici esistenti per
135
D.5 Codice della Funzione di Plane Detection
56 // verificarne l ’appartenenza. In caso contrario il
57 // segmento rappresentera` l’ inizio di una nuova superficie
58 for( int i=1; i<nPlane; i++)
59 {
60 pScanPlane = pScan3D−>getSpanScan(i);
61
62 if (memComune.Hough)
63 pSeg = pScan3D−>getSpanScan(i)−>getPunSegmHough()−>
getSegmList();
64 else
65 pSeg = pScan3D−>getSpanScan(i)−>getPunSegm()−>
getSegmList();
66
67 while (pSeg != NULL) // Scorrimento di tutti i segmenti del piano
68 {
69 fusion = false ;
70
71 /∗////////////////////////////////////////////////////////
72 Verifiche per la fusione di un segmento ad una
73 superficie esistente il cui ultimo segmento appartiene al
74 piano di scansione precedente o a quello prima
75 ////////////////////////////////////////////////////////∗/
76
77
78 double dist ;
79
80 double x1,x2,y1,y2,z1,z2;
81
82
83 CSurf3D∗ pSurf = getFirstPlane();
84 while((pSurf != NULL) && !fusion)
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85 {
86 // Verifica che il segmento stia sul piano adiacente o
87 // quello successivo alla superficie considerata
88
89 int diffPlane = (i − (pSurf−>getNumPlaneLastSeg()));
90 diffPlane = ABSOL(diffPlane);
91
92 if ( (diffPlane < 2) && (diffPlane !=0) && (diffPlane > −2)
)
93 //if (( diffPlane <= 2) && (diffPlane > 0))
94 {
95 // Calcolo del margine di errore
96 pSurf−>getLastSeg()−>getExtr(1,&x1,&y1,&z1);
97 pScan3D−>getLasPos(&x2,&y2,&z2);
98
99 double distLas = sqrt((x1−x2)∗(x1−x2)+(y1−y2)∗(y1−y2)
+(z1−z2)∗(z1−z2));
100
101 double margine = (margineMassimo∗distLas/(pScan3D−>
getMaxDepth())) + margineBase;
102
103 // Verifica del primo estremo
104 pSurf−>getLastSeg()−>getExtr(1,&x1,&y1,&z1);
105 pSeg−>getExtr(1,&x2,&y2,&z2);
106
107 dist = sqrt((x1−x2)∗(x1−x2)+(y1−y2)∗(y1−y2)+(z1−z2)
∗(z1−z2));
108
109 if (dist <= margine)
110 {
111
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112 // Calcolo del margine di errore
113 pSurf−>getLastSeg()−>getExtr(2,&x1,&y1,&z1);
114 pScan3D−>getLasPos(&x2,&y2,&z2);
115
116 double distLas = sqrt((x1−x2)∗(x1−x2)+(y1−y2)∗(y1
−y2)+(z1−z2)∗(z1−z2));
117
118 double margine = (margineMassimo∗distLas/(pScan3D
−>getMaxDepth())) + margineBase;
119
120 // Verifica del secondo estremo
121 pSurf−>getLastSeg()−>getExtr(2,&x1,&y1,&z1);
122 pSeg−>getExtr(2,&x2,&y2,&z2);
123
124 dist = sqrt((x1−x2)∗(x1−x2)+(y1−y2)∗(y1−y2)+(z1−
z2)∗(z1−z2));
125
126 if (dist <= margine)
127 {
128 fusion = true;
129 pSurf−>addSegm(pSeg);
130 pSurf−>setNumPlaneLastSeg(i);
131 }
132 }
133 }
134
135 // In fondo al while
136 pSurf = pSurf−>getNext();
137 }
138
139 // Se la fusione non c’e` stata il segmento e` la base di una
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140 // nuova superficie
141 if (! fusion)
142 {
143 pNewSurf = new CSurf3D;
144 pNewSurf−>addSegm(pSeg);
145 pNewSurf−>setNumPlaneLastSeg(i);
146
147 addSurf(pNewSurf);
148 }
149
150 // In fondo al while
151 pSeg = pSeg−>getNext();
152 }
153 }
154
155 // Eliminazione delle superfici costituite da un unico segmento
156 CSurf3D ∗pAct;
157 CSurf3D ∗pPrec = NULL;
158 CSurf3D ∗pSurf;
159
160 pSurf = pFirstPlane;
161
162 while(pSurf != NULL)
163 {
164 pAct = pSurf;
165
166 int nSeg = pAct−>getNSeg();
167
168 if (nSeg <= 1)
169 {
170 if (pPrec == NULL)
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171 pFirstPlane = pAct−>getNext();
172 else
173 pPrec−>setNext(pAct−>getNext());
174
175 pSurf = pAct−>getNext();
176 //delete pAct;
177 nSurf−−;
178 }
179 else
180 {
181 pPrec = pAct;
182 pSurf = pAct−>getNext();
183 }
184 }
185
186 }
Listing D.9: Codice della Funzione di Surface Detection
D.6 Firmware del PIC16F628
1 #include <pic16f6x.h>
2
3
4 unsigned int SetCCP; unsigned int Gradi; unsigned int
5 oneOff,oneOffPar,oneMOff,oneMOffPar;
6
7
8 void main( void ) {
9 oneOff = 1; // Variabile di verifica rilascio
10 // pulsante step positivo
11 oneOffPar = 1;
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12
13 oneMOff = 1; // Variabile di verifica rilascio
14 // pulsante step positivo
15 oneMOffPar = 1;
16
17 PORTA = 0;
18 PORTB = 0;
19 CMCON |= 0b00000111; //disattivo il comparatore
20 TRISB3 = 0; //setto RB3 ad uscita
21 TRISB4 = 0; //setto RB4 ad uscita
22 TRISB5 = 0;
23 TRISB6 = 0;
24 TRISB7 = 0;
25 CCP1CON = 0b00001000; // setto il modulo CCP per il compare:
26 // quando CCPR1 e’ uguale a TMR1 viene
27 // settato RB3
28 T1CON = 0b10000001; // attivo il timer 1,
29 // prescaler 1:1,
30 // fonte di clock interna ( il quarzo) −
31 // 1 incremento ogni 1 msec
32
33 Gradi = 0;
34
35 TMR1IE = 1; //attivo l’interrupt quando TMR1 va in overflow
36 GIE = 1;
37 PEIE = 1;
38
39 while( 1 )
40 {
41 asm("clrwdt"); // Settaggio a 0 del WatchDog Timer
42
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43 // Settando il CCP, ad ogni ciclo di clock il PIC lo incrementa.
44 // Quando viene raggiunto il valore 65536 viene generato un interrupt
di overflow
45 // 64536 = 1 msec di impulso (impulso base per la posizione 0◦)
46 // Ogni 11,111111 microsec il Motore si muove di 1◦
47 SetCCP = 64536 − ( ( unsigned long int ) Gradi ∗ 11111111 ) /
1000000;
48
49 // Inizializzazione e verifica della comunicazione
50 // su porta parallela .
51 // Se il PIC riceve 111, risponde 000;
52 // il PC replica con 000 e il PIC invia 111.
53 if ( RB0 && RB1 && RB2 )
54 {
55 RB5 = 0;
56 RB6 = 0;
57 RB7 = 0;
58
59 // Attesa di 000
60 while ( !RB0 && !RB1 && !RB2 )
61 /∗ if ( RA1 )
62 break∗/;
63
64 RB5 = 1;
65 RB6 = 1;
66 RB7 = 1;
67
68 RB4 = 1; // Se sono uscito per la pressione di RA1
69 // non accendo il LED
70 }
71
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72 if ( RA2 || RB2) // Posizione centrale
73 {
74 Gradi = 45;
75
76 // Comunicazione di messaggio ricevuto
77 // Se si inserisce un fotodiodo di controllo i seguenti
78 // tre comandi devono essere inviati all ’ attivazione del diodo
79 RB5 = 1;
80 RB6 = 1;
81 RB7 = 0;
82 }
83
84 if (RA1 == 0 ) // Verifica del rilascio del pulsante di incremento
85 // per evitare incrementi continui
86 oneMOff = 1;
87
88 if (RB1 == 0)
89 {
90 oneMOffPar = 1;
91
92 // Comunicazione di messaggio ricevuto
93 // Se si inserisce un fotodiodo di controllo i seguenti
94 // tre comandi devono essere inviati all ’ attivazione del diodo
95 RB5 = 0;
96 RB6 = 1;
97 RB7 = 0;
98 }
99
100 if ( RA1 || RB1 && (Gradi > 0 ) ) // Movimento di −1◦
101 if (oneMOff && oneMOffPar)
102 {
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103 oneMOff=0;
104 oneMOffPar=0;
105 Gradi = Gradi − 1;
106 // Comunicazione di messaggio ricevuto
107 // Se si inserisce un fotodiodo di controllo i seguenti
108 // tre comandi devono essere inviati all ’ attivazione del diodo
109 RB5 = 1;
110 RB6 = 0;
111 RB7 = 1;
112
113 }
114
115
116 if (RA0 == 0 ) // Verifica del rilascio del pulsante di incremento
117 // per evitare incrementi continui
118 oneOff = 1;
119
120 if (RB0 == 0)
121 {
122 oneOffPar = 1;
123
124 // Comunicazione di messaggio ricevuto
125 // Se si inserisce un fotodiodo di controllo i seguenti
126 // tre comandi devono essere inviati all ’ attivazione del diodo
127 RB5 = 1;
128 RB6 = 0;
129 RB7 = 0;
130 }
131
132 if ( RA0 || RB0 && (Gradi < 90 ) ) // Movimento di 1◦
133 if (oneOff && oneOffPar)
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134 {
135 oneOff=0;
136 oneOffPar=0;
137 Gradi = Gradi + 1;
138 // Comunicazione di messaggio ricevuto
139 // Se si inserisce un fotodiodo di controllo i seguenti
140 // tre comandi devono essere inviati all ’ attivazione del diodo
141 RB5 = 0;
142 RB6 = 1;
143 RB7 = 1;
144
145 }
146 }
147 }
148
149
150
151 void interrupt ISR( void ) @0x004 // Funzione eseguita ad ogni
152 interrupt {
153 if ( TMR1IF ) // Interrupt dovuto a overflow su Timer1
154 {
155 TMR1IF = 0; // Ignoro ulteriori interrupt
156 TMR1ON = 0; //blocco TMR1
157
158 // Setto Timer1 in modo da eseguire il ciclo base di 20 msec (periodo
PWM)
159 TMR1H=0xB1; //B1E0H = 49536 −> 16000 cicli di clock
160 TMR1L=0xE0;
161
162 CCP1CON = 0; // resetto il modulo in modo da mandarne a 0
l’uscita
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163 RB3 = 0;
164 CCPR1L = SetCCP & 0x00FF; // Setto il comparatore in modo da
generare l’impulso
165 CCPR1H = SetCCP >> 8; // di comando
166 CCP1CON = 0b00001000;
167 TMR1ON = 1; // riattivo TMR1
168 }
169 }
Listing D.10: Firmware PIC 16F628
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