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Abstract
We study the geometry and complexity of Voronoi cells of lattices with
respect to arbitrary norms. On the positive side, we show for strictly
convex and smooth norms that the geometry of Voronoi cells of lattices
in any dimension is similar to the Euclidean case, i.e., the Voronoi cells
are defined by the so-called Voronoi-relevant vectors and the facets of a
Voronoi cell are in one-to-one correspondence with these vectors. On the
negative side, we show that Voronoi cells are combinatorially much more
complicated for arbitrary strictly convex and smooth norms than in the
Euclidean case. In particular, we construct a family of three-dimensional
lattices whose number of Voronoi-relevant vectors with respect to the `3-
norm is unbounded. Our result indicates, that the break through single
exponential time algorithm of Micciancio and Voulgaris for solving the
shortest and closest vector problem in the Euclidean norm cannot be
extended to achieve deterministic single exponential time algorithms for
lattice problems with respect to arbitrary `p-norms. In fact, the algorithm
of Micciancio and Voulgaris and its run time analysis crucially depend
on the fact that for the Euclidean norm the number of Voronoi-relevant
vectors is single exponential in the lattice dimension.
1 Introduction
We study the geometry and complexity of Voronoi cells of lattices with respect to
arbitrary norms. Our original motivation for studying these problems stemmed
from recent algorithms to solve problems in the geometry of numbers. However,
the questions we consider in this paper are interesting and fundamental research
questions in the geometry of numbers, that so far have received surprisingly little
attention.
A lattice is a discrete additive subgroup Λ of Rn. Its rank is the dimension
of the R-subspace it spans. For simplicity, we only consider lattices of full rank,
i.e., with rank n. Each such lattice Λ has a basis (b1, . . . , bn) such that Λ equals
L(b1, . . . , bn) :=
{
n∑
i=1
zibi
∣∣∣∣∣ z1, . . . , zn ∈ Z
}
.
The most important computational lattice problems are the Shortest Vector
Problem (Svp) and the Closest Vector Problem (Cvp). Both problems have
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numerous applications in combinatorial optimization, complexity theory, com-
munication theory, and cryptography. In Svp, given a lattice Λ = L(b1, . . . , bn),
a non-zero vector in Λ with minimum length has to be computed. In Cvp, given
a lattice Λ and a target vector t ∈ Rn, a vector in Λ with minimum distance
to t has to be computed. Both, Svp and Cvp are best studied for the Eu-
clidean norm, but for applications other norms like polyhedral norms or general
`p-norms are important as well.
In particular, when studying Cvp, an important and natural geometric ob-
ject defined by a lattice and a norm, is the Voronoi cell or Voronoi region. For
a lattice Λ and a norm ‖ · ‖, this is defined as
V(Λ, ‖ · ‖) := {x ∈ Rn | ∀v ∈ Λ : ‖x‖ ≤ ‖x− v‖}, (1)
i.e., it is the the set of points closer to the origin than to any other lattice
point (with respect to the given norm). For the Euclidean, or `2, norm Voronoi
cells of lattices have been studied intensively. For arbitrary norms, on the other
hand, very little is known about the geometrical and combinatorial properties
of Voronoi cells.
Properties of Voronoi cells It is easy to see that for a lattice Λ and any
norm ‖ · ‖ the Voronoi cell V(Λ, ‖ · ‖) is centrally symmetric and star-shaped.
For the Euclidean norm, the Voronoi cell of a lattice in Rn is a polytope with
at most 2(2n − 1) facets. In particular, in the definition of the Voronoi cell of
a lattice in Rn only 2(2n − 1) lattice vectors have to considered in (1), namely
those vectors v for which there exists a point that is closer to v and the origin 0
than to any other lattice vector. Such vectors are called Voronoi-relevant. For
the Euclidean norm, every facet of the Voronoi cell of a lattice is contained in
a bisector between 0 and a Voronoi-relevant vector. These are classical results
going back to Minkowski and Voronoi (see for example [6] and [2]). Recently
it has also been shown that it is computationally hard to determine the exact
number of facets of the Voronoi cell of a lattice, i.e., the problem is #P hard
(see [12]).
For Voronoi cells of lattices with respect to norms other than the Euclidean
norm much less is known. For an arbitrary norm Voronoi cells of lattices, in
general, are not convex. More precisely, a result by Mann [19] states that if for
all lattices the Voronoi cells with the respect to a given norm are convex, then the
norm is Euclidean. For strictly convex norms (to be defined below) Horva´rth
showed that bisectors are homeomorphic to hyperplanes [15]. But, prior to
this work, it was not known whether Voronoi-relevant vectors and bisectors
between Voronoi-relevant vectors and 0 determine the Voronoi cell of a lattice
with respect to a strictly convex norm. For norms that are not strictly convex,
like polyhedral norms, bisectors are not homeomorphic to hyperplanes. This
implies that for these norms the geometry of Voronoi cells differs significantly
from the geometry of Voronoi cells with respect to strictly convex norms like
the Euclidean norm. In [10] Deza et al. describe algorithms to compute the
Voronoi cell of a lattice with respect to a polyhedral norm. Finally, the only
upper bound on the combinatorial complexity of Voronoi cells of lattices with
respect to arbitrary norms that we are aware of bounds the number of Voronoi-
relevant vectors of a lattice in terms of the rank, the covering radius, and the
first successive minimum of the lattice (see Theorem 11 for details). Finally,
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let us remark that for finite point sets, instead of lattices, much more is known
about their Voronoi cells, or Voronoi diagrams, with respect to arbitrary norms.
See for example the surveys [20, 4].
Voronoi cells and the Micciancio Voulgaris algorithm The question
whether the algorithm by Micciancio and Voulgaris for solving Svp and Cvp
for the Euclidean norm [21] can be generalized to more general norms was our
original motivation for studying Voronoi cells of lattices with respect to arbitrary
norms.
Svp and Cvp are computationally hard problems. If P 6= NP, then for all
`p-norms (p ∈ R>1) and lattices with rank n, Cvp cannot be solved approxi-
mately with factor nc/ log log(n) for some c > 0 [11]. Under stronger, but still
reasonable assumptions, the same inapproximability result holds for Svp [14].
Currently, algorithms by Micciancio and Voulgaris [21] and by Aggarwal et al. [1]
are the only deterministic single exponential time (in the rank of the lattice)
algorithms solving Cvp exactly. Both algorithms only work for the Euclidean
norm. The single exponential time and space complexity of the algorithm by
Micciancio and Voulgaris crucially depends on the above mentioned fact that
for any lattice in Rn the number of Voronoi-relevant vectors is bounded by
2(2n − 1). The algorithm presented in [1] uses Gaussian-like distributions on
lattices. There exist other single exponential time algorithms to solve Cvp with
approximation factor (1 + ),  > 0 arbitrary. Some of these algorithms work
for general norms or even for semi-norms [3, 5, 8, 9, 7]. Hence the main open
question in this area is whether there exist single exponential time and space
algorithms solving Cvp exactly for norms other than the Euclidean norm. In
particular, Micciancio and Voulgaris already asked whether their techniques can
be generalized and extended to obtain such an algorithm. One of the main re-
sults in this paper shows that, without significant modifications and extensions,
this is unlikely to be possible. On the positive side, we show that the structure
of Voronoi cells of lattices with respect to many norms resembles the situation
in the Euclidean case. However, we also show that already in R3 and for the
`3-norm, the complexity of the Voronoi cells differs dramatically from the Eu-
clidean case. More precisely, we construct a sequence of lattices Λk, k ∈ Z>0,
such that Λk has at least k Voronoi-relevant vectors. Hence, without further
restrictions and significant modifications it seems unlikely that the techniques
by Micciancio and Voulgaris can be generalized to obtain deterministic single
exponential time and space algorithms for Svp and Cvp with respect to norms
other than the Eucidean norm. Note, that although our results indicate that the
algorithm by Micciancio and Voulgaris cannot be generalized directly to norms
other than the Euclidean norm, it is still useful to obtain single exponential time
algorithms for versions of lattice problems with respect to norms other than the
Euclidean norm. In fact, the single exponential time algorithms for approximate
versions of Cvp in general norms mentioned above ([9, 7]), rely among other
techniques, on Micciancio’s and Voulgaris’ algorithm.
Although we present our construction for lattices with an unbounded num-
ber of Voronoi-relevant vectors only for the `3-norm, it will be clear from the
construction that similar results hold for more general norms, e.g., all `p-norms
for p ∈ R>2.
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2 Overview of Results and Roadmap
We show that not all lattice vectors have to be considered in the definition of
Voronoi cells in (1), but that a finite set of vectors is enough, namely for strictly
convex and smooth norms ‖ · ‖ the Voronoi-relevant vectors are sufficient. For
general norms, weak Voronoi-relevant vectors have to be considered.
Definition 1. Let ‖ · ‖ : Rn → R≥0 be a norm and let Λ ⊆ Rn be a lattice.
• A lattice vector v ∈ Λ \ {0} is a Voronoi-relevant vector if there is some
x ∈ Rn such that ‖x‖ = ‖x− v‖ < ‖x− w‖ holds for all w ∈ Λ \ {0, v}.
• A lattice vector v ∈ Λ \ {0} is a weak Voronoi-relevant vector if there is
some x ∈ Rn such that ‖x‖ = ‖x− v‖ ≤ ‖x− w‖ holds for all w ∈ Λ.
A norm ‖ · ‖ : Rn → R≥0 is said to be strictly convex if for all distinct
x, y ∈ Rn with ‖x‖ = ‖y‖ and all τ ∈ (0, 1) we have that ‖τx+ (1− τ)y‖ < ‖x‖.
We give a formal definition for smooth norms in Section 4. Now, we formulate
our first result on Voronoi cells precisely.
Theorem 2. For every lattice Λ ⊆ Rn and every strictly convex and smooth
norm ‖ · ‖, the Voronoi cell V(Λ, ‖ · ‖) is equal to
V˜(Λ, ‖ · ‖) :=
{
x ∈ Rn
∣∣∣∣ ∀v ∈ Λ Voronoi-relevant withrespect to ‖ · ‖ : ‖x‖ ≤ ‖x− v‖
}
.
For two-dimensional lattices, smoothness of the norm is not necessary.
We will see that Theorem 2 does not hold for non-strictly convex norms, not
even in two dimensions. Instead we prove the following weaker result.
Theorem 3. For every lattice Λ ⊆ Rn and every norm ‖ · ‖, we have that the
Voronoi cell V(Λ, ‖ · ‖) is equal to
V˜(g)(Λ, ‖ · ‖) :=
{
x ∈ Rn
∣∣∣∣ ∀v ∈ Λ weak Voronoi-relevantwith respect to ‖ · ‖ : ‖x‖ ≤ ‖x− v‖
}
.
When considering the complexity of the Voronoi cell of a given lattice, we are
particularly interested in the number of facets of that Voronoi cell. Intuitively,
such a facet is an at least (n − 1)-dimensional boundary part of the Voronoi
cell containing all points that have the same distance to 0 than to some fixed
non-zero lattice vector. For the formal definition we denote for a given norm
‖ · ‖ on Rn, a point x ∈ Rn and δ ∈ R>0, the (open) ‖ · ‖-ball around x with
radius δ by B‖·‖,δ(x) := {y ∈ Rn | ‖y−x‖ < δ}. The bisector of a, b ∈ Rn, a 6= b
is H=‖·‖(a, b) := {x ∈ Rn | ‖x− a‖ = ‖x− b‖}.
Definition 4. For a lattice Λ ⊆ Rn and a norm ‖ · ‖ : Rn → R≥0, a facet of the
Voronoi cell is a subset F ⊆ V(Λ, ‖ · ‖) such that
1. ∃v ∈ Λ \ {0} : F = V(Λ, ‖ · ‖) ∩H=‖·‖(0, v),
2. ∃x ∈ F ∃δ ∈ R>0 : B‖·‖2,δ(x) ∩H=‖·‖(0, v) ⊆ F ,
3. there is no w ∈ Λ \ {0} such that F $ V(Λ, ‖ · ‖) ∩H=‖·‖(0, w).
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We will see that for strictly convex and smooth norms (or only strictly
convex norms in the two-dimensional case) the second condition implies the third
condition. For non-strictly convex norms it can happen that (n−1)-dimensional
bisector parts of a Voronoi cell are contained in each other (see Figure 8). For
every norm we show as our first result on facets that the complexity of Voronoi
cells is lower bounded by the number of Voronoi-relevant vectors, i.e., every
Voronoi-relevant vector defines a facet of the Voronoi cell.
Proposition 5. Let ‖ · ‖ : Rn → R≥0 be a norm and let Λ ⊆ Rn be a lattice.
For every lattice vector v ∈ Λ which is Voronoi-relevant with respect to ‖ · ‖ we
have that V(Λ, ‖ · ‖) ∩H=‖·‖(0, v) is a facet of the Voronoi cell.
The next theorem shows that for every smooth and strictly convex norm
there is a 1-to-1 correspondence between Voronoi-relevant vectors and the facets
of a Voronoi cell.
Theorem 6. For every lattice Λ and every strictly convex and smooth norm
‖ · ‖, we have that v 7→ V(Λ, ‖ · ‖) ∩ H=‖·‖(0, v) is a bijection between Voronoi-
relevant vectors and facets of the Voronoi cell. For two-dimensional lattices,
smoothness of the norm is not necessary.
For the Euclidean norm, every lattice in Rn has at most 2(2n − 1) Voronoi-
relevant vectors. By the above bijection, this is also a bound for the complexity
of Voronoi cells under the Euclidean norm. Unfortunately, for other norms
and lattices in dimension three and higher, we cannot expect the complexity of
Voronoi cells to depend only on the dimension and possibly the norm. In fact,
already for n = 3 and the `3-norm we obtain a family of lattices with arbitrarily
many Voronoi-relevant vectors. In particular, this implies that Micciancio’s and
Voulgaris’ algorithm cannot be directly generalized to `p-norms (for p ∈ (1,∞))
without exceeding its single exponential running time.
Theorem 7. For every k ∈ Z>0, there is a lattice Λk ⊆ R3 with at least k
Voronoi-relevant vectors with respect to the (smooth and strictly convex) `3-
norm ‖ · ‖3.
Corollary 8. For lattices Λ ⊆ Rn, n ≥ 3 and a strictly convex and smooth norm
‖ · ‖, the number of Voronoi-relevant vectors of Λ with respect to ‖ · ‖ cannot be
bounded by a function only depending on n and ‖ · ‖.
In R2, Voronoi cells with respect to strictly convex norms behave as Voronoi
cells with respect to the Euclidean norm ‖ · ‖2. This we have seen geometrically
in Theorems 2 and 6. In the next proposition we show that for strictly convex
norms Voronoi cells of lattices in R2 have at most six facets. Note that this
coincides with the upper bound 2(2n − 1) for the complexity of Voronoi-cells of
lattices in R2 with respect to the Euclidean norm.
Proposition 9. For every lattice Λ ⊆ R2 and every strictly convex norm ‖ · ‖,
we have that Λ has either 4 or 6 Voronoi-relevant vectors with respect to ‖ · ‖.
Under non-strictly convex norms on R2, the Voronoi-relevant vectors gener-
ally do not define the Voronoi cell. Instead we can use weak Voronoi-relevant
vectors to describe Voronoi cells (Theorem 3), but the number of these vectors
is generally not bounded by a constant.
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Proposition 10. For every k ∈ Z>0, there is a lattice Λk ⊆ R2 with at least k
weak Voronoi-relevant vectors with respect to ‖ · ‖1.
At least we can give an upper bound for the number of weak Voronoi-relevant
vectors with respect to arbitrary norms using more refined lattice parameters
than simply the lattice dimension. More precisely, in addition to the dimension,
the upper bound depends on the ratio of the covering radius µ(Λ, ‖·‖) := inf{d ∈
R≥0 | ∀x ∈ Rn ∃v ∈ Λ : ‖x − v‖ ≤ d} and the length λ1(Λ, ‖ · ‖) of a shortest
non-zero lattice vector. The value λ1(Λ, ‖·‖) is also known as the first successive
minimum of Λ.
Proposition 11. For every lattice Λ ⊆ Rn and every norm ‖ · ‖, the lattice Λ
has at most
(
1 + 4 µ(Λ,‖·‖)λ1(Λ,‖·‖)
)n
weak Voronoi-relevant vectors with respect to ‖·‖.
Although this result seems to be folklore, below we provide a proof for it. An
important open question is if one actually can construct a family of lattices Λn ⊆
Rn whose number of (weak) Voronoi-relevant vectors grows as Θ
((
µ(Λ,‖·‖)
λ1(Λ,‖·‖)
)n)
.
Another open problem is if the smoothness assumption in Theorems 2 and 6
can be omitted. We need this assumption in higher dimensions due to our
proof techniques, which use manifolds and norms that are continuously dif-
ferentiable as functions. With this and the Regular Level Set Theorem (see
Proposition 19), we prove in Proposition 20 that the intersection of bisectors of
three non-collinear points in Rn is an (n−2)-dimensional manifold. Non-smooth
norms are not continuously differentiable on the whole Rn \ {0}, and thus we
cannot apply the Regular Level Set Theorem to derive Proposition 20.
Organization Section 3 is devoted to the proof of our main result Theorem 7.
Moreover, we prove Proposition 11. The second part of this paper in Section 4
considers relations between the (weak) Voronoi-relevant vectors of a lattice and
its Voronoi cell. In Subsection 4.1, we discuss results which hold for all norms, as
Theorem 3 and Proposition 5. We study strictly convex norms in Subsection 4.2
and show Theorems 2 and 6. Finally, in Subsection 4.3, we focus on two-
dimensional lattices and show Propositions 9 and 10.
3 Lower Bound on the Complexity of Voronoi
cells
A first approach to the number of (weak) Voronoi-relevant vectors is stated in
Proposition 11, which in particular implies that there are always finitely many
weak Voronoi-relevant vectors.
Proof of Proposition 11 1. The proof uses an easy packing argument. By the
definition of weak Voronoi-relevant vectors it holds for every such vector v that
‖v‖ ≤ 2µ(Λ, ‖ · ‖). Thus, we have⋃
v∈Λ weak
Voronoi-relevant
B‖·‖,λ1(Λ,‖·‖)2 (v) ⊆ B‖·‖,2µ(Λ,‖·‖)+λ1(Λ,‖·‖)2 (0),
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where the left union is disjoint by definition of λ1. This shows that the number
of weak Voronoi-relevant vectors is upper bounded by
vol
(
B‖·‖,2µ(Λ,‖·‖)+λ1(Λ,‖·‖)2 (0)
)
vol
(
B‖·‖,λ1(Λ,‖·‖)2 (0)
) = (1 + 4 µ(Λ, ‖ · ‖)
λ1(Λ, ‖ · ‖)
)n
.
Now we prove Theorem 7 by constructing a family of three-dimensional
lattices such that their number of Voronoi-relevant vectors with respect to the
`3-norm ‖ · ‖3 is not bounded from above by a constant. The idea is to use a
lattice of the form L(e1, e2,Me3), where (e1, e2, e3) denotes the standard basis
of R3 and M ∈ Z>0 is chosen sufficiently large, and to apply some rotations
to this lattice. These rotations will depend on a parameter m ∈ Z>0 such
that every lattice in the family is rotated differently. The basis vectors of the
rotated lattices will be denoted by bm,1, bm,2 and bm,3 and will coincide with
the rotated versions of e1, e2 and Me3, respectively. The intuition is to rotate
L(e1, e2,Me3) such that the line segment between 0 and bm,1 +mbm,2 lies in an
edge of a scaled and translated unit ball of the `3-norm when intersecting the
plane spanned by 0, bm,1 and bm,2 with the ball.
Figure 1 shows the closed unit ball of the `3-norm with and without inter-
sections with different planes. The unit ball can be intuitively seen as a cube
with rounded edges and corners. Throughout the following description, we will
make often use of this intuitive notion of an edge of the unit ball. Let the x-, y-
and z-axis denote the axes of the standard three-dimensional coordinate system
which are spanned by e1, e2 and e3, respectively. As seen in Figures 1c and 1d,
the intersection of the ball with a plane which is orthogonal to the z-axis (e.g.,
the plane spanned by 0, e1 and e2) yields a scaled unit ball of the `3-norm in
two dimensions. But when such a plane is rotated around the y-axis by 45◦, as
in Figures 1e to 1h, it intersects the three-dimensional unit ball of the `3-norm
at one of its edges. These kinds of intersections are roughly speaking as less
circular as possible, and the closer the plane is to the edge, the less circular the
intersection is. With less circular we mean that the ratio between the diameter
of the smallest circle in the plane containing the intersection and the diameter
of the largest circle contained in the intersection is large. Due to this intuition,
the plane spanned by 0, bm,1 and bm,2 should be of the form of the plane in
Figures 1g and 1h. Moreover, the line segment between 0 and bm,1 + mbm,2
should lie directly on the edge of a scaled and translated unit ball such that
all other lattice points in the plane spanned by 0, bm,1 and bm,2 lie outside
of the ball. This is illustrated in Figure 2 for the case m = 3. If M is now
chosen large enough, every lattice point of the form z1bm,1 + z2bm,2 + z3bm,3
with z1, z2, z3 ∈ Z, z3 6= 0 will be sufficiently far away from the plane spanned
by 0, bm,1 and bm,2 such that it will also lie outside of the ball. Then 0 and
bm,1 + mbm,2 are the only lattice points in the ball, and if they in fact lie on
the boundary of the ball, it follows that bm,1 +mbm,2 is a Voronoi-relevant vec-
tor, where the center of the ball serves as x in Definition 1 of Voronoi-relevant
vectors.
With these figurative ideas at hand, the rotations of L(e1, e2,Me3) will now
be described formally. These modifications of the standard lattice are also
illustrated in Figures 3 to 6 for the case m = 3. First, L(e1, e2,Me3) is rotated
around the z-axis until e1 +me2 lies on the y-axis, because all edges of the unit
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(a) B‖·‖3,1(0). (b) B‖·‖3,1(0). (c) B‖·‖3,1(0) and
plane orthogonal to
z-axis.
(d) Figure 1c from
perspective orthogo-
nal to plane.
(e) B‖·‖3,1(0) and
plane intersecting the
ball at an edge.
(f) Figure 1e from per-
spective orthogonal to
plane.
(g) B‖·‖3,1(0) and
plane intersecting the
ball at an edge.
(h) Figure 1g from
perspective orthogo-
nal to plane.
Figure 1: B‖·‖3,1(0) intersecting different planes.
0
bm,1
bm,2
bm,1 +mbm,2
Figure 2: Plane spanned by 0, bm,1 and bm,2 intersects ball at an edge such that
line segment between 0 and bm,1 +mbm,2 lies on the edge (cf. Figure 1h).
8
   
0 e1
e2
e3 e1 +me2
Figure 3: L(e1, e2, e3).
0 e1
e2
Me3
e1 +me2
Figure 4: L(e1, e2,Me3): Note that M is so large that this figure is not scaled
properly.
9
0 Rze1
Rze2
Me3
Rz(e1 +me2)
Figure 5: RzL(e1, e2,Me3).
10
  
0
bm,1
bm,2
bm,3
bm,1 +mbm,2
Figure 6: Lm = RyRzL(e1, e2,Me3).
11
ball are parallel to the x-, y- or z-axis. This rotation is realized by the matrix
Rz :=
 m√m2+1 − 1√m2+1 01√
m2+1
m√
m2+1
0
0 0 1
 .
Secondly, the resulting lattice RzL(e1, e2,Me3) is rotated around the y-axis by
45◦ such that after the rotation the plane formerly spanned by 0, e1 and e2
intersects translated unit balls of the `3-norm at one of their edges. The second
rotation is given by the matrix
Ry :=
 1√2 0 1√20 1 0
− 1√
2
0 1√
2
 .
The resulting lattice Lm := RyRzL(e1, e2,Me3) is spanned by
bm,1 := RyRze1 =
1√
m2 + 1
 m√21
− m√
2
 ,
bm,2 := RyRze2 =
1√
m2 + 1
− 1√2m
1√
2
 and
bm,3 := MRyRze3 =
M√
2
10
1
 .
Using an appropriate scaling and translation of the unit ball, the situation in
Figure 2 can be reached. As already mentioned, this can be used to show that
bm,1 + mbm,2 is Voronoi-relevant if M is sufficiently large. For us it it is more
important though that Lm has considerably more Voronoi-relevant vectors: We
show in the following Theorem 12 that choosing M := 5
√
2m5 implies that
bm,1+kbm,2 is Voronoi-relevant with respect to ‖·‖3 for every k ∈ Z, k ∈ [2,
√
m].
Hence, we have for the `3-norm that every Lm has Ω(
√
m) Voronoi-relevant
vectors, which implies Theorem 7.
Note that our intuitive description above indicates that Theorem 7 holds for
all `p-norms with p ∈ R>2. Our construction relies only on the fact that the
unit ball of the `3-norm is a cube with rounded edges and corners. The `p-unit
balls interpolate between the Euclidean ball and the cube for p ∈ (2,∞). Thus,
our ideas apply to every p in this range. The only parameter one has to adapt
to different p’s is the scaling factor M . If p grows, the `p-unit ball tends to the
cube and M can be chosen smaller. If p converges to 2, the `p-unit ball starts
to resemble the Euclidean ball and M tends to infinity.
Theorem 12. For all k,m ∈ Z with 2 ≤ k ≤ √m, we have that bm,1 + kbm,2 is
Voronoi-relevant in Lm with respect to ‖ · ‖3.
In the proof of this statement, we need to calculate the distance between
some v ∈ R3 and the plane spanned by 0, e1 and e2 after this plane is translated
along the z-axis and rotated around the y-axis by 45◦.
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Lemma 13. For C ∈ R and v = (α, β, γ)T ∈ R3, the unique point in EC :=
Ry(Re1+Re2+Ce3) which is closest to v with respect to ‖·‖3 is Ry(α−γ√2 , β, C)T ,
and ‖v − EC‖33 = 14 |
√
2C − α− γ|3.
Proof. This follows from the fact that the function f : R → R≥0, x 7→ |C +
x|3 + |D − x|3 has a global minimum at D−C2 with function value 14 |D + C|3 if
C,D ∈ R and D 6= −C.
Proof of Theorem 12 1. For k,m ∈ Z with m ≥ k ≥ 2 define
xm,k :=
1
2
(bm,1 + kbm,2) +

(
k2
4 +
1
3
)
m
0(
k2
4 +
1
3
)
m
 =

m−k
2
√
2
√
m2+1
+
(
k2
4 +
1
3
)
m
km+1
2
√
m2+1
k−m
2
√
2
√
m2+1
+
(
k2
4 +
1
3
)
m
 .
Then we have that ‖xm,k‖3 = ‖bm,1 + kbm,2 − xm,k‖3. To prove Theorem 12,
we need to show ‖xm,k‖3 < ‖xm,k − v‖3 for all v ∈ Lm \ {0, bm,1 + kbm,2} and
all m ≥ k2.
Claim 1. ‖xm,k‖3 < ‖z1bm,1 + z2bm,2 + z3bm,3 − xm,k‖3 for all all m ≥ k and
all z1, z2, z3 ∈ Z, z3 6= 0.
Proof 1. Let z1, z2, z3 ∈ Z. Since Rze3 = e3 and z1Rze1 + z2Rze2 ∈ Re1 +Re2,
we have that z1bm,1 +z2bm,2 +z3bm,3 = Ry(z1Rze1 +z2Rze2 +Mz3e3) ∈ EMz3 .
Hence, it follows from Lemma 13 and M = 5
√
2m5 that
‖z1bm,1 + z2bm,2 + z3bm,3 − xm,k‖33 ≥ ‖xm,k − EMz3‖33
=
1
4
∣∣∣∣√2Mz3 − 2(k24 + 13
)
m
∣∣∣∣3
=
1
4
· 1000m15
∣∣∣∣z3 − 15m4
(
k2
4
+
1
3
)∣∣∣∣3 .
The prerequisite m ≥ k ≥ 2 yields 15m4
(
k2
4 +
1
3
)
∈ (0, 160]. Thus, for z3 ∈
Z \ {0}, the inequality z3 − 15m4
(
k2
4 +
1
3
)
≥ 0 is equivalent to z3 ≥ 1, and∣∣∣z3 − 15m4 (k24 + 13)∣∣∣ is minimized for z3 = 1. This shows
‖z1bm,1 + z2bm,2 + z3bm,3 − xm,k‖33 ≥ 250m15
(
1− 1
5m4
(
k2
4
+
1
3
))3
> 200m15.
The desired inequality follows from ‖xm,k‖33 < 4m15.
Due to Claim 1, it is left to show that the restriction of
f : R× R −→ R≥0,
(r1, r2) 7−→ ‖r1bm,1 + r2bm,2 − xm,k‖33
to Z × Z is globally minimized at (0, 0) and (1, k) if m ≥ k2. The global
minimum of f over R × R is achieved at ( 12 , k2 ), which follows from Lemma 13
since r1bm,1 + r2bm,2 ∈ E0 for all r1, r2 ∈ R. Moreover, f is symmetric about
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( 12 ,
k
2 ), i.e., f(r1, r2) = f(1 − r1, k − r2). The latter can be seen, using the
abbreviation αm,k := (
k2
4 +
1
3 )m, as follows:
f(1− r1, k − r2) =
∥∥∥∥(12 − r1
)
bm,1 +
(
k
2
− r2
)
bm,2 − (αm,k, 0, αm,k)T
∥∥∥∥3
3
=
∥∥∥∥(r1 − 12
)
bm,1 +
(
r2 − k
2
)
bm,2 − (αm,k, 0, αm,k)T
∥∥∥∥3
3
= f(r1, r2),
where the middle equation holds since ( 12 − r1)bm,1 + (k2 − r2)bm,2 is of the form
(β1, β2,−β1)T . By this symmetry, it is enough to show that f restricted to
Z≤0×Z has a unique minimum at (0, 0). We complete this proof by comparing
f(0, 0) with the values of f restricted to {0} × Z in Claim 2 and then with the
values of f restricted to Z<0 × Z in Claim 3.
Claim 2. f(0, 0) < f(0, z2) for all z2 ∈ Z \ {0}.
Proof 2. The function f is strictly convex since x 7→ ‖x‖33 is a strictly convex
function. Thus, it is enough to show f(0, 0) < f(0, 1) and f(0, 0) < f(0,−1).
Due to
√
m ≥ k ≥ 2 we have that
f(0, 0) =
(
m− k
2
√
2
√
m2 + 1
+
(
k2
4
+
1
3
)
m
)3
+
(
k −m
2
√
2
√
m2 + 1
+
(
k2
4
+
1
3
)
m
)3
+
(
km+ 1
2
√
m2 + 1
)3
= 2m3
(
k2
4
+
1
3
)3
+ 6m
(
k2
4
+
1
3
)(
m− k
2
√
2
√
m2 + 1
)2
+
(
km+ 1
2
√
m2 + 1
)3
,
and analogously
f(0, 1) = 2m3
(
k2
4
+
1
3
)3
+ 6m
(
k2
4
+
1
3
)(
m− k + 2
2
√
2
√
m2 + 1
)2
+
(
(k − 2)m+ 1
2
√
m2 + 1
)3
,
f(0,−1) = 2m3
(
k2
4
+
1
3
)3
+ 6m
(
k2
4
+
1
3
)(
m− k − 2
2
√
2
√
m2 + 1
)2
+
(
(k + 2)m+ 1
2
√
m2 + 1
)3
.
First, we use
√
m2 + 1 > m and m ≥ k2 to derive
8
√
m2 + 1
3
m
(f(0, 1)− f(0, 0)) = 24
(
k2
4
+
1
3
)√
m2 + 1(m− k + 1)
+m2(−6k2 + 12k − 8) +m(−12k + 12)− 6
> 12m2k +m(−6k3 + 6k2 − 20k + 20)− 6
≥ 6mk3 + 6mk2 − 20mk + 20m− 6,
which is positive since 20m > 6 and 6mk3 > 20mk due to k ≥ 2. This shows
f(0, 0) < f(0, 1). Secondly, we consider
8
√
m2 + 1
3
m
(f(0,−1)− f(0, 0)) =
√
m2 + 1
(
6k3 + 6k2 + 8k + 8−m(6k2 + 8))
+m2(6k2 + 12k + 8) +m(12k + 12) + 6.
(2)
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Since m ≥ k, we have that m2 ((6k2 + 12k + 8)2 − (6k2 + 8)2) > (6k2 + 8)2,
which is equivalent to m(6k2 + 12k + 8) >
√
m2 + 1(6k2 + 8). Hence, (2) is
positive and f(0, 0) < f(0,−1).
Claim 3. f(0, 0) < f(z1, z2) for all z1, z2 ∈ Z, z1 < 0.
Proof 3. We have that
f(z1, z2) =
∣∣∣∣(k24 + 13
)
m− (2z1 − 1)m− (2z2 − k)
2
√
2
√
m2 + 1
∣∣∣∣3
+
∣∣∣∣(k24 + 13
)
m+
(2z1 − 1)m− (2z2 − k)
2
√
2
√
m2 + 1
∣∣∣∣3
+
∣∣∣∣ (2z2 − k)m+ (2z1 − 1)2√m2 + 1
∣∣∣∣3 .
If
(
k2
4 +
1
3
)
m − (2z1−1)m−(2z2−k)
2
√
2
√
m2+1
< 0 or
(
k2
4 +
1
3
)
m + (2z1−1)m−(2z2−k)
2
√
2
√
m2+1
< 0,
then f(z1, z2) > 8
(
k2
4 +
1
3
)3
m3. Assume in this case for contradiction that
f(z1, z2) ≤ f(0, 0). This implies 6
(
k2
4 +
1
3
)3
m3 < 6
(
k2
4 +
1
3
)
m
(
m−k
2
√
2
√
m2+1
)2
+(
km+1
2
√
m2+1
)3
. Dividing by 6
(
k2
4 +
1
3
)
m and multiplying by 8
√
m2 + 1
3
yields
8
(
k2
4
+
1
3
)2
m2
√
m2 + 1
3
< (m− k)2
√
m2 + 1 +
2(km+ 1)3
m(3k2 + 4)
.
Using m <
√
m2 + 1 <
√
2m and 2(km + 1) < m(3k2 + 4) leads to 8k
4
16m
5 <√
2m3 + (km + 1)2 <
√
2m3 + 4k2m2. Hence 16m3 ≤ k4m3 < 2√2m + 8k2 <
4m+ 8m2 follows, leading to 0 > 4m2 − 2m− 1 = 4
(
m− 1+
√
5
4
)(
m− 1−
√
5
4
)
,
but this is a contradiction since 1−
√
5
4 <
1+
√
5
4 < 1 and m ≥ 2. This shows
f(z1, z2) > f(0, 0) in case that
(
k2
4 +
1
3
)
m − (2z1−1)m−(2z2−k)
2
√
2
√
m2+1
< 0 or(
k2
4 +
1
3
)
m+ (2z1−1)m−(2z2−k)
2
√
2
√
m2+1
< 0.
Hence it can be assumed in the following that
f(z1, z2) =
((
k2
4
+
1
3
)
m− (2z1 − 1)m− (2z2 − k)
2
√
2
√
m2 + 1
)3
+
((
k2
4
+
1
3
)
m+
(2z1 − 1)m− (2z2 − k)
2
√
2
√
m2 + 1
)3
+
∣∣∣∣ (2z2 − k)m+ (2z1 − 1)2√m2 + 1
∣∣∣∣3
=
∣∣∣∣ (2z2 − k)m+ (2z1 − 1)2√m2 + 1
∣∣∣∣3 + 2m3(k24 + 13
)3
+ 6m
(
k2
4
+
1
3
)(
(2z1 − 1)m− (2z2 − k)
2
√
2
√
m2 + 1
)2
.
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Thus, f(z1, z2) > f(0, 0) is equivalent to
6m
(
k2
4
+
1
3
)(
(2z1 − 1)m− (2z2 − k)
2
√
2
√
m2 + 1
)2
+
∣∣∣∣ (2z2 − k)m+ (2z1 − 1)2√m2 + 1
∣∣∣∣3
> 6m
(
k2
4
+
1
3
)(
m− k
2
√
2
√
m2 + 1
)2
+
(
km+ 1
2
√
m2 + 1
)3
and consequently to
g(z1, z2) := 6m
(
k2
4
+
1
3
)√
m2 + 1
(
((2z1 − 1)m− (2z2 − k))2 − (m− k)2
)
+ |(2z2 − k)m+ (2z1 − 1)|3 − (km+ 1)3
> 0.
If −(2z1−1)m+ (2z2−k) > m−k and −(2z2−k)m− (2z1−1) > km+ 1, then
g(z1, z2) is clearly positive and we are done. If −(2z1−1)m+(2z2−k) ≤ m−k,
then z1 ≤ −1 implies 2z2 − k ≤ −2m− k and we get
g(z1, z2) ≥ −6
(
k2
4
+
1
3
)
m
√
m2 + 1(m− k)2
+ ((2m+ k)m+ 3)3 − (km+ 1)3
≥ −12
(
k2
4
+
1
3
)
m4 + ((km+ 1) + 2(m2 + 1))3
− (km+ 1)3
= −3k2m4 − 4m4 + 6(km+ 1)2(m2 + 1)
+ 12(km+ 1)(m2 + 1)2 + 8(m2 + 1)3
≥ −3k2m4 − 4m4 + 6k2m4 + 12km5 + 8m6
> 0.
Finally, if −(2z2− k)m− (2z1− 1) ≤ km+ 1, then z1 ≤ −1 yields −(2z2− k) ≤
k − 2m < k. This implies z2 ≥ 1 and 2z2 − k ≥ 2− k, which leads to
g(z1, z2) ≥ 6
(
k2
4
+
1
3
)
m
√
m2 + 1
(
(3m− k + 2)2 − (m− k)2)
− (km+ 1)3
≥ 6k
2
4
m2
(
((m− k) + 2(m+ 1))2 − (m− k)2)
− (km+ 1)3
= 6k2m2((m− k)(m+ 1) + (m+ 1)2)− (km+ 1)3
≥ 12k2m4 + 12k2m3 + 3k2m2 − 7k3m3 − 3km− 1
> 0.
Hence for z1 ≤ −1, we have shown that g(z1, z2) is positive and that f(z1, z2) >
f(0, 0).
This concludes the proof of Theorem 12.
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4 Structural Properties of Voronoi Cells
This section is devoted to show that the (weak) Voronoi-relevant vectors define
the Voronoi cell of a lattice and to study how these vectors correspond to the
facets of Voronoi cells. In Subsection 4.1 we discuss these questions for arbitrary
norms and in Subsection 4.2 for strictly convex norms. Finally, we investigate
the number of (weak) Voronoi-relevant vectors in two-dimensional lattices in
Subsection 4.3. First, we introduce some preliminary results.
For a given norm ‖ · ‖, the closed unit ball {x ∈ Rn | ‖x‖ ≤ 1} is a convex
body, i.e., a compact and convex subset of Rn with 0 in its interior. A convex
body K is called strictly convex if for every x, y ∈ K with x 6= y and τ ∈ (0, 1)
it holds that τx + (1 − τ)y lies in the interior of K. A norm is strictly convex
if and only if its closed unit ball is strictly convex. Every boundary point p
of a convex body K has a supporting hyperplane, i.e., a hyperplane H going
through p such that K is contained in one of the two closed halfspaces bounded
by H. A convex body is called smooth if each point on its boundary has a
unique supporting hyperplane. A norm is said to be smooth if its closed unit
ball is smooth, although such a norm is generally not smooth as a function. For
p ∈ R>1, the `p-norms are examples of strictly convex and smooth norms. The
`1-norm and the `∞-norm have neither of the two properties. Throughout this
section, we use properties of the convex dual of a given convex body K. This
is defined as K◦ := {y ∈ Rn | ∀x ∈ K : 〈x, y〉 ≤ 1}, where 〈·, ·〉 denotes the
Euclidean inner product on Rn. The support function of a convex body K is
defined by hK(u) := sup{〈x, u〉 | x ∈ K} for u ∈ Rn. The connection between
these notions is shown in the following:
Proposition 14. For a convex body K ⊆ Rn, the following assertions hold:
1. K◦ is a convex body with (K◦)◦ = K.
2. If K is the closed unit ball of a norm ‖ · ‖, then it holds for every x ∈ Rn
that ‖x‖ = hK◦(x).
3. K is strictly convex if and only if K◦ is smooth.
Proof. The first two assertions can be found in Theorem 14.5 and Corollary
14.5.1 of [22]. For the third assertion note first that K is strictly convex if and
only if supporting hyperplanes at distinct boundary points of K are distinct.
Hence the following are equivalent:
• K is not strictly convex.
• There are b1, b2 ∈ ∂K, b1 6= b2, with a common supporting hyperplane
{x ∈ Rn | 〈x, a〉 = 1} such that 〈x, a〉 ≤ 1 for all x ∈ K. Note that
a ∈ ∂K◦.
• There is a ∈ ∂K◦ with two distinct supporting hyperplanes {y ∈ Rn |
〈y, b1〉 = 1} and {y ∈ Rn | 〈y, b2〉 = 1} such that 〈y, bi〉 ≤ 1 for all y ∈ K◦
and i ∈ {1, 2}. Note that b1, b2 ∈ ∂K.
• K◦ is not smooth.
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In our geometric analysis of Voronoi cells, we will in particular study bi-
sectors and their corresponding strict and non-strict halfspaces: H<‖·‖(a, b) :=
{x ∈ Rn | ‖x − a‖ < ‖x − b‖} and H≤‖·‖(a, b) := H<‖·‖(a, b) ∪ H=‖·‖(a, b). The
following lemma implies that the Voronoi cell V(Λ, ‖ · ‖) and its variants V˜ and
V˜(g) (see Theorems 2 and 3) are star-shaped with the origin as center. Recall
that a subset S of Rn is star-shaped with center c ∈ S if for all x ∈ S the line
segment from c to x is in S.
Lemma 15. Let ‖ · ‖ : Rn → R≥0 be a norm and let v ∈ Rn \ {0}.
1. The halfspaces H≤‖·‖(0, v) and H<‖·‖(0, v) are star-shaped with center 0.
2. Moreover, if ‖ · ‖ is strictly convex and x ∈ H=‖·‖(0, v), then
τ‖x‖ < ‖τx− v‖ for τ ∈ (0, 1), and
τ‖x‖ > ‖τx− v‖ for τ > 1.
Proof. 1. For x ∈ H≤‖·‖(0, v) and τ ∈ (0, 1), we want to show that τx ∈
H≤‖·‖(0, v). This follows directly from
τ‖x‖ ≤ τ‖x− v‖ = ‖τ(τx− v) + (1− τ)τx‖
≤ τ‖τx− v‖+ (1− τ)τ‖x‖. (3)
If x ∈ H<‖·‖(0, v), the first inequality in (3) becomes strict and τx ∈
H<‖·‖(0, v).
2. By strict convexity we have for τ ∈ (0, 1) that
τ‖x‖ = τ‖x− v‖ = ‖τ(τx− v) + (1− τ)τx‖
< max{‖τx− v‖, τ‖x‖} = ‖τx− v‖,
and for τ > 1 that ‖τx− v‖ = ‖(1− 1τ )τx+ 1τ τ(x− v)‖ < τ‖x‖.
4.1 General Norms
We will see in Subsection 4.2 that strictly convex norms behave like the Eu-
clidean norm in the two-dimensional setting (Theorems 2 and 6). This is not true
for other norms. For non-strictly convex norms, the Voronoi-relevant vectors
are in general not sufficient to determine the Voronoi cell of a two-dimensional
lattice completely. To see this, consider the lattice L3 from the proof of Propo-
sition 10 (i.e., the lattice L(b1, 3b2) for b1 := (1, 1)T and b2 := (0, 1)T ) together
with the `1-norm ‖ · ‖1. The Voronoi cell V(L(b1, 3b2), ‖ · ‖1) is depicted in Fig-
ure 7, and the only Voronoi-relevant vectors are ±b1. This shows that Theorem 2
does not hold for general non-strictly convex norms because – for example – we
have that 78 (1,−1)T /∈ V(L(b1, 3b2), ‖ · ‖1) is closer to 0 than to both Voronoi-
relevant vectors with respect to the `1-norm. Therefore we need a larger set of
vectors for a description of the Voronoi cell. The weak Voronoi-relevant vectors
give such a description, for every norm and every lattice dimension.
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Figure 7: V(L(b1, 3b2), ‖ · ‖1): Points that are strictly closer to 0 than to any
other lattice vector are light gray, and points which have the same distance to
some other lattice vector are dark gray.
Proof of Theorem 3 1. It is clear that V(Λ, ‖ · ‖) ⊆ V˜(g)(Λ, ‖ · ‖). For x ∈
Rn \ V(Λ, ‖ · ‖), we show in the following that x /∈ V˜(g)(Λ, ‖ · ‖). Since Λ is
discrete, we have {u ∈ Λ | ‖x − u‖ < ‖x‖} = {u1, . . . , uk} for some k ∈ N.
Note that this set is not empty due to x /∈ V(Λ, ‖ · ‖). By the continuity of
y 7→ ‖y‖ and the intermediate value theorem, we find for every 1 ≤ i ≤ k
some τi ∈ (0, 1) with ‖τix − ui‖ = τi‖x‖. Now we choose 1 ≤ j ≤ k such that
τj = min{τ1, . . . , τk}. The first part of Lemma 15 implies τjx ∈ V(Λ, ‖ · ‖). This
shows that uj is a weak Voronoi-relevant vector, and from ‖x − uj‖ < ‖x‖ we
get x /∈ V˜(g)(Λ, ‖ · ‖).
Theorem 6 is not true for non-strictly convex norms, not even in the two-
dimensional case. To see this, consider the same lattice L(b1, 3b2) together
with the `1-norm as in Figure 7. Two facets of V(L(b1, 3b2), ‖ · ‖1) are shown
in Figure 8, but only the facet in Figure 8a is of the form as in Theorem 6.
Figures 8c and 8d show the reason for the third condition in Definition 4.
0    
(a)
0    
(b)
0     
(c)
0     
(d)
Figure 8: Facets of V(L(b1,mb2), ‖ · ‖1) (for m ∈ {3, 5}) and lattice vectors
inducing them are black. Dashed lines indicate bisectors which contain facets.
Figure 8c actually shows a non-facet contained in the facet in Figure 8d.
At least we can show Proposition 5, which states for all norms that every
Voronoi-relevant vector induces a facet of the Voronoi cell which is of the form
as in Theorem 6. This result will also be important for the proof of Theorem 6
itself.
Proof of Proposition 5 1. Let v ∈ Λ be Voronoi-relevant. First, we verify that
F := V(Λ, ‖ · ‖) ∩ H=‖·‖(0, v) satisfies the third condition of Definition 4. Since
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v is Voronoi-relevant, there is some x ∈ Rn such that ‖x‖ = ‖x− v‖ < ‖x−w‖
for every w ∈ Λ \ {0, v}. Hence, x ∈ F follows, and for all w ∈ Λ \ {0, v} we
have x /∈ H=‖·‖(0, w) and thus F * H=‖·‖(0, w).
Secondly, we show that F satisfies the second condition of Definition 4.
Because Λ is discrete, there is some ε ∈ R>0 such that B‖·‖,‖x‖+ε(x)∩Λ = {0, v}.
The continuity of ‖·‖ with respect to the Euclidean norm yields δ1, δ2 ∈ R>0 such
that |‖x‖−‖y1‖| < ε2 holds for every y1 ∈ B‖·‖2,δ1(x) and ‖y2−x‖ < ε2 holds for
every y2 ∈ B‖·‖2,δ2(x). Define δ := min{δ1, δ2} and let y ∈ B‖·‖2,δ(x)∩H=‖·‖(0, v).
It follows that B‖·‖,‖y‖(y) ⊆ B‖·‖,‖x‖+ε(x), which leads to B‖·‖,‖y‖(y) ∩ Λ =
{0, v}. Thus, we have ‖y‖ = ‖y−v‖ < ‖y−w‖ for all w ∈ Λ\{0, v}, and y ∈ F .
4.2 Strictly Convex Norms
In the following, we only consider strictly convex norms. We show that the
Voronoi-relevant vectors define the Voronoi cell and that the Voronoi-relevant
vectors are in bijection with the facets of the Voronoi cell, if the lattice has
dimension two or the norm is smooth. For this, we need to understand bisectors
and their intersections. These were for example studied in [15, 18].
Proposition 16 ([15], Theorem 2, and [18], Theorem 2.1.2.3).
1. Let ‖ · ‖ : Rn → R≥0 be a strictly convex norm. For distinct a, b ∈ Rn, the
bisector H=‖·‖(a, b) is homeomorphic to a hyperplane.
2. Let ‖ · ‖ : R2 → R≥0 be any norm, and let a, b, c ∈ R2 be pairwise dis-
tinct such that each of the bisectors H=‖·‖(a, b), H=‖·‖(a, c) and H=‖·‖(b, c) is
homeomorphic to a line. Then H=‖·‖(a, b) ∩H=‖·‖(b, c) is either empty or a
single point.
We will prove in Proposition 20 that the intersection of bisectors of three
non-collinear points in Rn is an (n − 2)-dimensional manifold. This result is
interesting on its own, especially when considering Proposition 16, but it will
also help to prove that the Voronoi-relevant vectors determine Voronoi cells
for strictly convex and smooth norms. To get these results, we first need that
smooth norms are continuously differentiable functions. For this, we use a result
from [23] and express our statement in Corollary 18 using convex duality from
Proposition 14.
Proposition 17 ([23], Corollary 1.7.3). Let K ⊆ Rn be a convex body and
u ∈ Rn \ {0}. The support function hK is differentiable at u if and only if there
exists exactly one x ∈ K with hK(u) = 〈x, u〉. In this case, ∇hK(u) = x.
Corollary 18. For every strictly convex body K ⊆ Rn, we have that hK is
continuously differentiable on Rn \ {0}.
Proof. Let u ∈ Rn \ {0}. Since K is compact and x 7→ 〈x, u〉 is continuous,
there exists some x ∈ K with hK(u) = 〈x, u〉. In particular, x ∈ ∂K and {y ∈
Rn | 〈y, u〉 = hK(u)} is a supporting hyperplane of K at x. Since K is strictly
convex, supporting hyperplanes at distinct points of ∂K are distinct, which
implies that x is the unique point in K with hK(u) = 〈x, u〉. By Proposition 17,
hK is differentiable at u.
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It is left to show that ∇hK : Rn \{0} → Rn is continuous with respect to the
Euclidean norm. Consider u ∈ Rn \ {0} and ε > 0. Assume for contradiction
that for every δ > 0 one finds v ∈ Rn \ {0} with ‖v − u‖2 < δ but ‖∇hK(v) −
∇hK(u)‖2 ≥ ε. By Proposition 17, ∇hK(v) ∈ ∂K for every v ∈ Rn \ {0}. Since
∂K is compact, there is a sequence (vi)i∈Z>0 ⊆ Rn\{0} such that limi→∞ vi = u,
z := limi→∞∇hK(vi) ∈ ∂K and ‖∇hK(vi)−∇hK(u)‖2 ≥ ε holds for every i ∈
Z>0. On the one hand, this implies ‖z−∇hK(u)‖2 ≥ ε. On the other hand, we
get from Proposition 17 that limi→∞〈vi,∇hK(vi)〉 = limi→∞ hK(vi) = hK(u)
and from the Cauchy–Schwarz inequality that |〈vi, z−∇hK(vi)〉| ≤ ‖vi‖2 · ‖z−
∇hK(vi)‖2, which yield
〈u, z −∇hK(u)〉 = lim
i→∞
〈vi, z −∇hK(vi)〉+ lim
i→∞
〈vi,∇hK(vi)〉 − 〈u,∇hK(u)〉
= 0 + hK(u)− hK(u) = 0.
Again by Prooposition 17, we have 〈u, z〉 = hK(u) and z = ∇hK(u), which
contradicts ‖z −∇hK(u)‖2 ≥ ε.
To prove that the intersection of bisectors as described above is a manifold
of proper dimension, we need the following simple version of the Regular Level
Set Theorem.
Proposition 19. Let O ⊆ Rn be open and F : O → Rd be continuously differ-
entiable with 0 < d < n. Define M := {x ∈ O | F (x) = 0}, and denote by JF
the Jacobian (d × n)-matrix of all first-order partial derivatives of F , i.e., the
(i, j)-th entry of JF is
∂Fi
∂xj
. If, for every x ∈M , the matrix JF (x) has full rank,
M is an (n− d)-dimensional manifold.
Proof. Let x ∈ M . Since JF (x) has full rank, we can assume without loss of
generality that the last d columns of JF (x) form an invertible matrix. By
the implicit function theorem, there exist open neighborhoods U and V of
(x1, . . . , xn−d) and (xn−d+1, . . . , xn), respectively, with U × V ⊆ O as well as a
unique continuously differentiable function g : U → V such that {(y, g(y)) | y ∈
U} = {(y, z) ∈ U×V | F (y, z) = 0}. Hence, ϕ : U →M ∩(U×V ), y 7→ (y, g(y))
is a homeomorphism.
Proposition 20. Let ‖ · ‖ : Rn → R≥0 be a strictly convex and smooth norm
with n > 2. For all non-collinear a, b, c ∈ Rn, we have that H=‖·‖(a, b)∩H=‖·‖(b, c)
is an (n− 2)-dimensional manifold.
Proof. Let K be the closed unit ball of ‖·‖. Then – by Proposition 14 – the dual
body K◦ is also strictly convex and smooth, and ‖ · ‖ = hK◦ . By Corollary 18,
F : Rn \ {a, b, c} −→ R2,
x 7−→
( ‖x− a‖ − ‖x− b‖
‖x− b‖ − ‖x− c‖
)
is continuously differentiable. By Proposition 19, it is enough to show that
JF (x) has rank two for every x ∈ H=‖·‖(a, b) ∩ H=‖·‖(b, c). Hence, consider such
an x in the following. For p ∈ {a, b, c} we set yp := ∇hK◦(x− p).
First, we assume for contradiction that one of the three equalities ya = yb,
ya = yc or yb = yc holds. Without loss of generality, let ya = yb =: y. By
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Proposition 17, y is the unique point in K◦ with 〈y, x−a〉 = ‖x−a‖ = ‖x−b‖ =
〈y, x−b〉. Thus, {z ∈ Rn | 〈z, x−a〉 = ‖x−a‖} and {z ∈ Rn | 〈z, x−b〉 = ‖x−b‖}
are supporting hyperplanes of K◦ at y. The smoothness of K◦ implies the
equality of both hyperplanes. From this it follows that x− a and x− b need to
be linearly dependent, and due to ‖x − a‖ = ‖x − b‖ we have a = b, which, as
shown in the previous paragraph, contradicts the non-collinearity of a, b, c.
Secondly, we assume that the two rows of JF (x) are linearly dependent,
i.e., there exists some λ ∈ R such that yb − yc = λ(ya − yb). This yields
yc = −λya + (1 + λ)yb. Since K◦ is strictly convex and ya, yb and yc lie on
the boundary of K◦, we have −λ ∈ {0, 1}. This implies yc ∈ {ya, yb}, which,
as shown in the previous paragraph, contradicts the non-collinearity of a, b, c.
Hence, JF (x) has rank two.
We need one more ingredient to show that the Voronoi-relevant vectors de-
termine the Voronoi cell, namely that the boundary of a Voronoi cell (which
only consists of bisector parts) is (n− 1)-dimensional.
Proposition 21. For every lattice Λ ⊆ Rn and every strictly convex norm ‖ ·‖,
the boundary of the Voronoi cell V(Λ, ‖ · ‖) is homeomorphic to the (n − 1)-
dimensional sphere Sn−1.
Proof. The Voronoi cell V(Λ, ‖ · ‖) is clearly bounded. Since halfspaces of the
form H<‖·‖(v, 0) are open, V(Λ, ‖ ·‖) is also closed. Thus, the Voronoi cell and its
boundary are compact. Furthermore, the boundary of the Voronoi cell is given
by
∂V(Λ, ‖ · ‖) = {x ∈ V(Λ, ‖ · ‖) | ∃v ∈ Λ \ {0} : ‖x‖ = ‖x− v‖} . (4)
Indeed, given an x ∈ V(Λ, ‖ · ‖), which is not contained in the right hand
side of (4), we have for all weak Voronoi-relevant vectors v ∈ Λ that ‖x‖ <
‖x − v‖. Because all H<‖·‖(0, v) are open, we find εv ∈ R>0 with B‖·‖2,εv (x) ⊆
H<‖·‖(0, v). Since there are only finitely many weak Voronoi-relevant vectors
(Proposition 11) and these define the Voronoi cell (Theorem 3), we can choose
the minimal ε of all these εv. For this ε we obtain B‖·‖2,ε(x) ⊆ V(Λ, ‖ · ‖).
Hence, x /∈ ∂V(Λ, ‖ · ‖). The other inclusion (“⊇”) follows from Lemma 15 by
considering the ray {τx | τ ≥ 0} from 0 through x.
The desired homeomorphism ϕ : ∂V(Λ, ‖ · ‖) → Sn−1 is now given by the
central projection of the boundary of the Voronoi cell on the sphere. This
projection maps every point x ∈ ∂V(Λ, ‖ · ‖) to the unique intersection point x′
of Sn−1 and the ray from 0 though x.
For distinct x, y ∈ ∂V(Λ, ‖ · ‖) with ϕ(x) = ϕ(y), x and y have to be linearly
dependent. Without loss of generality, we can assume that x = λy for some λ ∈
(0, 1). From Lemma 15 and (4) we get that x /∈ ∂V(Λ, ‖ · ‖), which contradicts
our assumption. Therefore, ϕ is injective. For any x′ ∈ Sn−1, one can define
τ := sup{λ ∈ R>0 | λx′ ∈ int (V(Λ, ‖ · ‖))} such that τx′ ∈ ∂V(Λ, ‖ · ‖) with
ϕ(τx′) = x′. Hence, ϕ is bijective. It is for example shown in [17] that ϕ
is continuous. Since ϕ is a continuous bijection from a compact space onto a
Hausdorff space, it is already a homeomorphism (e.g., Corollary 2.4 in Chapter
7 of [16]).
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Now we can show that the Voronoi-relevant vectors of a lattice Λ ⊆ Rn
define its Voronoi cell. We show this first for the strict Voronoi cell
V(i)(Λ, ‖ · ‖) := {x ∈ Rn | ∀v ∈ Λ \ {0} : ‖x‖ < ‖x− v‖}.
Theorem 22. For every lattice Λ ⊆ Rn and every strictly convex and smooth
norm ‖ · ‖, the strict Voronoi cell V(i)(Λ, ‖ · ‖) is equal to
V˜(i)(Λ, ‖ · ‖) :=
{
x ∈ Rn
∣∣∣∣ ∀v ∈ Λ Voronoi-relevant withrespect to ‖ · ‖ : ‖x‖ < ‖x− v‖
}
.
For two-dimensional lattices, smoothness of the norm is not necessary.
Proof. We first assume that the underlying norm is strictly convex and smooth.
It is clear that V(i)(Λ, ‖ · ‖) ⊆ V˜(i)(Λ, ‖ · ‖). For the other direction, let x ∈
V˜(i)(Λ, ‖·‖) and assume for contradiction that x /∈ V(i)(Λ, ‖·‖), i.e., there exists
some u ∈ Λ \ {0} with ‖x− u‖ ≤ ‖x‖.
If x /∈ V(Λ, ‖ · ‖), let k ∈ Z>0 with {u ∈ Λ | ‖x− u‖ < ‖x‖} = {u1, . . . , uk}.
As in the proof of Theorem 3, we find for every 1 ≤ i ≤ k some τi ∈ (0, 1) with
‖τix − ui‖ = τi‖x‖, and we pick 1 ≤ j ≤ k such that τj = min{τ1, . . . , τk} and
y := τjx ∈ V(Λ, ‖ · ‖) \ V(i)(Λ, ‖ · ‖). If x ∈ V(Λ, ‖ · ‖), set directly y := x.
Now we write {w ∈ Λ \ {0} | ‖y − w‖ = ‖y‖} = {w1, . . . , wl} for l ∈ Z>0.
We have B‖·‖,‖y‖(y) ∩ Λ = {0, w1, . . . , wl} and can use the same ideas as in
the proof of Proposition 5. Since Λ is discrete, there is an ε ∈ R>0 such that
B‖·‖,‖y‖+ε(y) ∩ Λ = {0, w1, . . . , wl}. By the continuity of ‖ · ‖ with respect to
the Euclidean norm, we find δ1, δ2 ∈ R>0 such that |‖y‖ − ‖z1‖| < ε2 holds for
every z1 ∈ B‖·‖2,δ1(y) and ‖z2 − y‖ < 2 holds for every z2 ∈ B‖·‖2,δ2(y). Define
δ := min{δ1, δ2}. We have for every z ∈ B‖·‖2,δ(y) that
B‖·‖,‖z‖(z) ⊆ B‖·‖,‖y‖+ε(y). (5)
Locally around y, the set
S := {z ∈ Rn | ∀ 1 ≤ i ≤ l : ‖z‖ ≤ ‖z − wi‖,∃ 1 ≤ m ≤ l : ‖z‖ = ‖z − wm‖}
(6)
coincides with the boundary of the Voronoi cell, i.e., S∩B‖·‖2,δ(y) = ∂V(Λ, ‖·‖)∩
B‖·‖2,δ(y). By Proposition 21, S ∩B‖·‖2,δ(y) is an (n− 1)-dimensional manifold.
Together with Proposition 20, we find some
z ∈ (S ∩ B‖·‖2,δ(y)) \
 ⋃
1≤i1<i2≤l
(
H=‖·‖(0, wi1) ∩H=‖·‖(0, wi2)
) . (7)
Thus, there is some i ∈ {1, . . . , l} with ‖z‖ = ‖z − wi‖. By (5), (6) and (7),
we have for every v ∈ Λ \ {0, wi} that ‖z − v‖ > ‖z‖. This means that wi is
Voronoi-relevant, which contradicts y ∈ V˜(i)(Λ, ‖ · ‖). This concludes the proof
for strictly convex and smooth norms.
We only used the smoothness assumption to show (7) with the help of Propo-
sition 20. For two-dimensional lattices, we obtain (7) from Proposition 16 with-
out smoothness.
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Proof of Theorme 2 1. Let x ∈ V˜(Λ, ‖ · ‖) and assume for contradiction that
x /∈ V(Λ, ‖ · ‖), i.e., there is some w ∈ Λ \ {0} with ‖x‖ > ‖x − w‖. By the
continuity of y 7→ ‖y‖ and the intermediate value theorem, there is τ ∈ (0, 1)
with ‖τx−w‖ = τ‖x‖. Lemma 15 shows that τx ∈ V˜(i)(Λ, ‖·‖). By Theorem 22,
we have τx ∈ V(i)(Λ, ‖ ·‖) and in particular τ‖x‖ < ‖τx−w‖, which contradicts
the choice of τ .
Finally, we show the bijection between Voronoi-relevant vectors and facets
of the Voronoi cell. Note that the third condition of Definition 4 is not needed
under the assumptions of Theorem 6. This follows from Propositions 16 and 20,
as can be seen in the following proof.
Proof of Theorem 6 1. By Proposition 5, it is enough to show that, for every
facet F of V(Λ, ‖ · ‖), there is a unique Voronoi-relevant vector v ∈ Λ such that
F = V(Λ, ‖ · ‖) ∩ H=‖·‖(0, v). We show this first for strictly convex and smooth
norms. For a facet F , there is some v ∈ Λ\{0} with F = V(Λ, ‖ ·‖)∩H=‖·‖(0, v).
Moreover, there are x ∈ F and δ ∈ R>0 with B‖·‖2,δ(x) ∩ H=‖·‖(0, v) ⊆ F . By
Propositions 16 and 20,⋃
u∈Λ\{0,v}
(
H=‖·‖(0, v) ∩H=‖·‖(0, u)
)
∩ B‖·‖2,δ(x) (8)
has measure zero in B‖·‖2,δ(x)∩H=‖·‖(0, v). Hence, there is some y ∈ B‖·‖2,δ(x)∩
H=‖·‖(0, v) ⊆ F that is not contained in (8). This shows that v is the unique
vector in Λ \ {0} with F ⊆ H=‖·‖(0, v), and that v is Voronoi-relevant. This
concludes the proof for strictly convex and smooth norms.
We only used the smoothness assumption to see that (8) has measure zero
in B‖·‖2,δ(x)∩H=‖·‖(0, v). For two-dimensional lattices, this follows from Propo-
sition 16 without smoothness.
4.3 Two-Dimensional Lattices
First, we focus on strictly convex norms and prove Prooposition 9. Gru¨nbaum
and Shephard study tilings of the Euclidean plane in [13]. Such a tiling is
a countable family of closed sets T = {T1, T2, . . .} (called tiles) such that⋃
i∈N Ti = R2 and int(Ti) ∩ int(Tj) = ∅ for i 6= j. The Voronoi cells around
all lattice points of a two-dimensional lattice do not necessarily form a tiling
since their interiors might overlap (see Figure 7).
Lemma 23. Given a two-dimensional lattice Λ and a strictly convex norm ‖·‖,
the family of all Voronoi cells {V(Λ, ‖ · ‖) + v | v ∈ Λ} is a tiling.
Proof. The Voronoi cells around all lattice points are clearly closed and cover
the whole plane. By (4), the interior of V(Λ, ‖ · ‖) is the strict Voronoi cell
V(i)(Λ, ‖ · ‖). Hence, the interiors of two Voronoi cells around two distinct
lattice points do not meet.
In particular, Gru¨nbaum and Shephard discuss several types of well-behaved
tilings. They call a tiling T normal if the following three conditions hold:
1. Every tile in T is homeomorphic to the closed disc B‖·‖2,1(0).
2. There are r,R ∈ R>0 such that every tile in T contains a disc of radius r
and is contained in a disc of radius R.
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3. The intersection of every two tiles in T is connected.
Lemma 24. The tiling in Lemma 23 is normal.
Proof. The homeomorphism from Proposition 21 can be extended from the
whole Voronoi cell to the disc B‖·‖2,1(0). This proves the first condition. The
Voronoi cell V(Λ, ‖ · ‖) is clearly bounded. Moreover, since the origin is in the
interior of V(Λ, ‖ · ‖), this Voronoi cell contains some disc with positive radius
around the origin. This shows condition two.
For the third condition, we assume for contradiction that the intersection
of the two Voronoi cells Vv := V(Λ, ‖ · ‖) + v and Vw := V(Λ, ‖ · ‖) + w for
distinct v, w ∈ Λ is not connected. This intersection is contained in the bisector
H=‖·‖(v, w), which is the image of a homeomorphism ϕ with domain R by Propo-
sition 16. The preimage ϕ−1(Vv ∩ Vw) consists of at least two disjoint closed
intervals I1 and I2. Without loss of generality, all points in I1 are smaller than
points in I2. Let y1 be the maximal value in I1 and y2 be the minimal value in
I2. We pick a point x ∈ (y1, y2) such that ϕ(x) /∈ Vv ∩ Vw. Thus, there is some
u ∈ Λ such that ‖ϕ(x)−u‖ < ‖ϕ(x)−v‖. Since ‖ϕ(yi)−u‖ ≥ ‖ϕ(yi)−v‖ holds
for i ∈ {1, 2}, the intermediate value theorem implies that there are x1 ∈ [y1, x)
and x2 ∈ (x, y2] with ‖ϕ(xi)−u‖ = ‖ϕ(xi)− v‖ for i ∈ {1, 2}. Hence, the bisec-
tors H=‖·‖(v, w) and H=‖·‖(u, v) intersect in at least two points, which contradicts
Proposition 16.
Two tiles of a normal tiling are called adjacent if their intersection contains
infinitely many points. Proposition 9 is an immediate corollary of the following
theorem and Theorem 6.
Theorem 25 ([13], Theorem 3.2.6). If T is a normal tiling in which each tile
has the same number k of adjacent tiles, then k ∈ {3, 4, 5, 6}.
Proof of Proposition 9 1. It follows directly from Definition 4 that the facets
of the Voronoi cell V(Λ, ‖ · ‖) are exactly the intersections of this cell with its
adjacent cells. Applying Theorem 25 to the tiling in Lemma 23 shows that
V(Λ, ‖ ·‖) has between three and six facets. The number of facets must be even,
because F ⊆ V(Λ, ‖·‖) is a facet if and only if −F is a facet. Now Proposition 9
follows from Theorem 6.
Already for the Euclidean norm there are two-dimensional lattices with four
and with six Voronoi-relevant vectors: the lattice in Figure 7 has six facets with
respect to the Euclidean norm, whereas the lattice spanned by ( 10 ) and (
0
1 ) has
only four facets.
We saw in Subsection 4.1 that the Voronoi-revelant vectors are generally
not enough to define the Voronoi cell for non-strictly convex norms, but that
the weak Voronoi-relevant vectors are. Hence, we would like to have a con-
stant upper bound for the number of the weak Voronoi-relevant vectors in two
dimensions, analogously to Proposition 9. Unfortunately, this is not true.
Proof of Proposition 10 1. Let Lm := L(bm,1, bm,2) with bm,1 = (1, 1)T and
bm,2 = (0,m)
T . Furthermore, let x := 12bm,2. By considering all v ∈ Lm with‖x − v‖1 ≤ m2 , one finds two outcomes: First, there is no v ∈ Lm satisfying
the strict inequality ‖x− v‖1 < m2 . Secondly, the equality ‖x− v‖1 = m2 holds
exactly for v = z1bm,1 + z2bm,2 with z2 = 0 and z1 ∈ [0, m2 ] ∩ Z or z2 = 1 and
z1 ∈ [−m2 , 0] ∩ Z. Therefore, z1bm,1 + z2bm,2 ∈ Lm is a weak Voronoi-relevant
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vector if z2 = 0, z1 ∈
(
0, m2
]
or z2 = 0, z1 ∈
[−m2 , 0) or z2 = 1, z1 ∈ [−m2 , 0] or
z2 = −1, z1 ∈
[
0, m2
]
.
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