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Abstract
Numerous real-world problems related with ship design and shipping are characterised by combinatorially 
explosive alternatives as well as multiple conflicting objectives and are denoted as multi-objective combinatorial 
optimisation (MOCO) problems. The main problem is that the solution space is very large and therefore the set of 
feasible solutions cannot be enumerated one by one. Current approaches to solve these problems are multi-
objective metaheuristics techniques, which fall in two categories: population-based search and trajectory-based 
search. This paper gives an overall view for the MOCO problems in ship design and shipping where considerable 
emphasis is put on evolutionary computation and the evaluation of trade-off solutions. A two-stage hybrid approach 
is proposed for solving a particular MOCO problem in ship design, subdivision arrangement of a Ro-Ro vessel. In 
the first stage, a multi-objective genetic algorithm method is employed to approximate the set of pareto-optimal 
solutions through an evolutionary optimisation process. In the subsequent stage, a higher-level decision-making 
approach is adopted to rank these solutions from best to worst and to determine the best solution in a deterministic 
environment with a single decision maker.
Keywords: Multi-objective combinatorial optimisation, genetic algorithms, pareto-optimal concept, multiple 
attribute decision making, TOPSIS.
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21. Introduction
In recent decades, combinatorial optimisation (CO) algorithms have been successfully applied to a number of CO 
problems in ship design and shipping. Some of the most relevant examples belong to the class of CO problems such as 
ship routing and scheduling, container stowage planning or subdivision arrangement of ships. 
Even though the vehicle routing problem has been widely studied by different researchers during the last three decades, 
research and works on ship routing and scheduling is very limited. In Brown et al. [1], a crude oil tanker scheduling 
problem faced by a major oil company is solved using a set partitioning model. Dowman et al. [2] presented a software 
system developed for scheduling the US Coast Guard cutters. The application reported in this paper combines artificial 
intelligence based knowledge representation with a discrete optimisation model. Kim and Lee [3] presented a decision 
support system for ship scheduling problems in bulk trade, which is based on a generalized version of set-packing 
model. Fagerholt [4] studied the problem of deciding an optimal fleet (the type of ships and the number of each type) in 
a real liner shipping problem in which the objective is to minimise total transportation costs including both operational 
and fixed costs. The most recent contribution (Fagerholt [5]) is also an optimisation based decision support system 
developed for vessel fleet scheduling where the focus is given to the interaction between the user and the system. 
The container stowage problem, which is the task of determining the best container placement, is also a combinatorial 
problem the size of which depends upon ship capacity and the container supply and demand at each port of destination 
(Wilson [6]). Avriel et al. [7] showed that the shift problem is NP-complete for finding a stowage plan that minimises 
shifting cost. They also showed a relation between the stowage problem and the colouring of circle graphs problem. 
Dubrovsky et al. [8] developed a Genetic Algorithm (GA) based heuristic for solving the container ship stowage 
problem. Todd and Sen [9] used a multi-objective GA to determine the optimum loading sequence for a containership. 
Ambrosino et al. [10] studied the problem of finding optimal plans for stowing containers into a containership with the 
objective of minimising the total stowage time. Wilson and Roach [11] derived a methodology by applying the Tabu 
Search (TS) metaheuristics. Bortfeldt and Gehring [12] presented a hybrid GA for the container loading problem with 
boxes of different sizes and a single container for loading. Because the container loading problem is an extremely hard 
CO problem, Bortfeldt and Gehring [13] made use of a parallel TS algorithm for this problem with a single container to 
be loaded. Kim and Moon [14] presented applicability of mixed-integer-linear programming and simulated annealing 
(SA) techniques in berth scheduling problem in which the objective is to determine the berthing times and positions of 
containerships in port container terminals. More recently, a detailed current review for stowage planning is given in Imai 
et al. [15] and they modelled the problem based on two criteria; ship stability and the minimum number of container re-
handles required. 
The problem of ship subdivision arrangement is also characteristically discrete; the locations of bulkheads most often 
must fit with a pre-existing structural discrete framework. Ölçer et al. [16] studied the subdivision arrangement problem 
3and evaluated conflicting designs in a totally crisp environment where all the parameters are deterministic. They also 
examined the same case study in a fuzzy multiple attributive group decision-making environment where multiple experts 
are involved and available assessments are imprecise and deterministic (Ölçer et al. [17]). 
Despite the fact that the most of the above-mentioned applications is single criterion oriented, they naturally call for a 
multi-objective combinatorial optimisation (MOCO), because conflicting objectives and discrete variables are often 
inherent to the reality. For example; increasing cargo capacity whilst improving survivability and damaged stability of a 
Ro-Ro vessel in ship design, or minimising cost and time and maximising utilisation in container stowage problem. In 
this respect, MOCO problems in ship design and shipping entail the achievement of several different objectives, which 
are often conflicting and non-commensurable, such as improving performance and increasing cargo capacity (see Figure 
1). This makes CO process suitable for optimisation by using multiple objective methods, which yield a family of non-
dominated solutions (also named non-inferior) called pareto-optimal set. The concept of non-dominance refers to the 
solutions for which no objective can be improved without worsening at least one of the other objectives. Thus, the non-
dominated solutions, POSs (pareto-optimal solutions), are superior to the others with respect to all objectives, but 
comparatively good among themselves.
Real-life MOCO problems in ship design and shipping are typically of big size with a particularly large solution space, 
and exact approaches are inadequate. For this reason, it makes sense to consider approximate methods like multi-
objective metaheuristics, which often appear to be an efficient tool to treat MOCO problems almost independently of 
their mathematical structure. They generate solutions of reasonably good quality in a reasonable amount of time. Multi-
objective metaheuristics methods are inspired either by population-based search, or by trajectory-based search 
algorithms. The family of metaheuristics includes, but is not limited to, GAs, evolutionary methods, SA, TS, greedy 
randomised adaptive search procedure (GRASP), ant colony optimisation (ACO), variable neighbourhood search, and 
their hybrids. 
The most studied population-based search techniques in MOCO are Evolutionary Computation (EC). EC algorithms are 
particularly suited for tackling multi-objective optimisation problems by virtue of their population-based nature that 
allows for the generation of POSs within a single run (Deb [18]). Recent studies on optimisation techniques based on EC 
algorithms have shown that these methods can be used efficiently to eliminate the common difficulties with most 
classical direct and gradient-based optimisation methods because of their flexibility, ease of operation, minimal 
requirements and global perspective. Numerous EC algorithms and their success stories have been reported in the 
literature. EC algorithms can be classified into three distinct categories: Evolutionary Programming (EP) proposed by 
[19], Evolutionary Strategies (ES) developed by [20] and Genetic Algorithms (GAs) initiated by [21]. Oduguwa et al. 
[22] recently propose taxonomy of EC algorithms. The detailed recent reviews on multi-objective optimisation using 
many evolutionary algorithms can also be found in [18, 23, 24, 25, 26]. 
4Once POSs lying on the pareto-optimal set, which are potentially preferred by the experts, are found, higher-level 
decision-making is usually required to choose one of them for implementation (see Figure 1). Moreover, the choice of 
one solution over the other entails additional knowledge, e.g. experts’ preferences. From a decision maker perspective, 
the choice of a solution from all POSs is called a posteriori approach and it requires a higher-level decision-making 
approach, which is to determine the best solution amongst a finite set of POSs with respect to all relevant attributes. 
Multiple Attribute Decision Making (MADM) techniques are generally employed in posterior evaluation of POSs to 
choose the best one for implementation.
In higher-level decision-making, not all the knowledge comes from multi-objective metaheuristics inspired MOCO 
process. In many real-life situations, in addition to the objective assessments, MOCO problems have expert preferences 
and assessments, that are often formulated in terms of natural language, like “second POS is better than third POS with 
respect to an attribute” or “x is large”. The conventional methods, both deterministic and random processes, tend to be 
less effective in conveying such imprecision and vagueness characteristics. It is therefore necessary to extend classical 
MADM techniques to the case when subjective assessments coming from expert exist.
The translation of expert statements from natural language into a precise language of numbers is one of the main original 
objectives of fuzzy set theory (FST) developed by Zadeh [27] who proposed that the key elements in human thinking are 
not numbers but labels of fuzzy sets. It has been proved that FST provides a sophisticated framework for describing and 
processing imprecise information in decision-making problems. 
Additionally, higher-level decision-making requires the work of a team of experts (ship owners, ship designers, 
production engineers, etc.) and they often need to evaluate POSs with respect to subjective attributes of the MOCO 
problem. Expert opinions frequently conflict in a fuzzy environment. The important issue is to aggregate these 
conflicting opinions.
Consequently, MOCO problems in ship design and shipping, in fact, take place in group settings with deterministic 
and/or imprecise information. Hence, it is desirable to employ and/or develop a higher-level decision-making method, 
which is suitable for evaluating finite number of POSs in a relevant decision-making environment depending on the 
number of experts and the level of subjectivity involved. 
In this paper, a global view that takes into consideration the above-mentioned aspects is introduced for MOCO problems 
in ship design and shipping where main focus is given to posterior evaluation of POSs (see Figure 2). Then, a two-stage 
hybrid approach is developed for a particular MOCO problem in ship design in which POSs are evaluated in a crisp 
environment with a single decision maker.
The remainder of the paper is organised in the following sections. In Section 2, the formulation of a general MOCO 
problem is explained with the pareto-optimal concept and also the classical MADM method and its variants are 
discussed. Section 3 describes a two-stage hybrid approach developed for a particular MOCO problem in ship design, 
5and discusses the theoretical bases used in its development. Section 4 demonstrates applicability of the proposed 
approach to a real subdivision arrangement problem of a Ro-Ro vessel. Section 5 gives the conclusions of the research. 
2. Basic definitions
The general MOCO problem is formulated as follows:
Minimise: !f1(x) = z1, f2(x) = z2, ….. , fr(x) = zr"
Subject to x # !"
#$%&%'()*+,-).'/'-('0'1%2,)&')3'4-(2&%,%'4%2-(-).'10&-05*%("'!'-(',$%'3-.-,%'(%,')3'3%0(-5*%'()*+,-).(6
The image of a solution x # !'-(',$%'7)-.,'8'9'3:/;'-.',$%')5<%2,-1%'(702%6'='7)-.,'8'4)>-.0,%('8?"'-3'8j = fj(x) $ zj’ = 
fj(x’), %j and zj & zj’ for at least one j. A solution x dominates x’ if the image of x dominates the image of x’. A solution 
x* # !' -(' 0' .).-dominated (or efficient) solution if there is no x # !' (+2$' ,$0,' 8' 9' 3:/;' 4)>-.0,%(' 8* = f(x*). The 
solutions that are non-dominated within the entire search space are denoted as POSs and constitute the pareto-optimal set 
or pareto-optimal frontier.
In this study, higher-level decision-making model is considered as an MADM problem in which, having a finite set X of 
alternatives and a consistent family A of K attributes on X, one wishes to rank the alternatives of X from best to worst 
and determine a subset of alternatives considered to be the best with respect to A (Vincke [28]). 
The classical MADM model is described as follows:
Let X = {Xj | j=1, … , N} be a finite set of alternatives (courses of action, POSs) and A = {Ai | i=1, … , K} be a finite set 
of attributes according to which the desirability of an alternative is to be judged. And let R = {Rij | i=1, … , K; j=1, … , 
N} be the KxN decision matrix, where Rij is the performance rating of alternative Xj with respect to attribute Ai. An 
MADM problem is depicted by the following decision matrix of performance ratings for N alternatives rated on K 
attributes:
Alternatives
Attributes X1 X2 … XN
A1 R11 R12 … R1N
A2 R21 R22 … R2N
… … … … …
… … … … …
AK RK1 RK2 … RKN
Almost all MADM methods require predetermined information on the relative importance of the attributes, which is 
usually given by a set of normalized weights. There are many techniques to elicit attribute weights, for a review see Sen 
[29] There is a variety of ways how the methods are applied and how they are referred to. Suppose that the weighting 
vector w = {wi | i=1, … , K} is given so that
w = (w1,. . ., wK), 1
1
'(
'
K
i
Kw
6There are basically two types of attributes for an MADM problem, namely ‘subjective’ and ‘objective’ attributes. If a 
performance rating for an alternative with respect to an attribute is crisp (or deterministic), this kind of attribute is called
an “objective attribute”. On the other hand, if a performance rating for an alternative with respect to an attribute is 
subjective assessment expressed by an expert, then this attribute is called a “subjective attribute”. Subjective and 
objective attributes can also be divided into two classes. The first class is of ‘cost’ (or ‘input’) nature (the larger, the less 
preferable). The second class is of ‘benefit’ (or ‘output’) nature (the larger, the more preferable). Yoon and Hwang [30] 
provide an excellent review of MADM methods.
The classical MADM techniques assume all Rij values are crisp numbers. In reality, available information generally 
appears in fuzzy format (linguistic terms, fuzzy numbers) along with crisp data. Fuzzy multiple attribute decision 
making (FMADM) methods have been developed due to the lack of precision in assessing the performance ratings of 
alternatives with respect to an attribute. Some of the articles in the literature addressing FMADM methods are 
Zimmermann [31], Chen and Hwang [32], Ribeiro [33] and Ölçer and Odabasi [34]. Ölçer and Odabasi [34] reviewed 
and analysed the most of the known FMADM methods according to their group decision-making (GDM) ability and 
introduced a new FMADM method, namely FMAGDM, which allows the involvement of multiple experts with different 
weights. The general FMAGDM model (assuming that FMADM is a special case of FMAGDM) is described as follows:
The main aim of FMAGDM techniques is to deal with imprecise and/or crisp information and weighted multiple 
experts’ fuzzy opinions expressed for subjective attributes of the problem. Let X = {Xj | j=1, … , N} be a finite set of 
alternatives (courses of action, candidates, scenarios, POSs), A = {Ai | i=1, … , K} be a finite set of attributes according 
to which the desirability of an alternative is to be judged and E = {Ek | k=1, … , M} be a finite set of experts. And let R 
= {(Rij)k | i=1, … , K; j=1, … , N; k=1, … , M } be the KxN decision matrix, where Rij is the performance rating of 
alternative Xj with respect to attribute Ai. An FMAGDM problem is also expressed in a matrix format for each expert as 
follows: 
The weighting vectors w (for the attributes) and we (for the experts) are given directly by the moderator (or manager) 
and are represented as w = {wi | i=1, … , K} and we = {wek | k=1, … , M}. Given the decision matrices and the 
weighting vectors, the main aim of a higher-level decision-making approach is to rank POSs by using a stepwise ranking 
procedure to determine an overall POS performance score with respect to all attributes. 
(R11)1 (R12)1 …...… (R1N)1
(R21)1 (R22)1 …...… (R2N)1
(RK1)1 (RK2)1 …...… (RKN)1
E1
(R11)2 (R12)2 …...… (R1N)2
(R21)2 (R22)2 …...… (R2N)2
(RK1)2 (RK2)2 …...… (RKN)2
E2
(R11)M (R12)M …...… (R1N)M
(R21)M (R22)M …...… (R2N)M
(RK1)M (RK2)M …...… (RKN)M
EM
……….
A1
A2
AK
X1 X2 ……....… XN X1 X2 ……....… XN X1 X2 ……....… XN
73. A hybrid approach for a hard MOCO problem in ship design
A two-stage hybrid methodology is proposed for a particular MOCO problem in ship design, subdivision arrangement of 
a Ro-Ro vessel. In the first stage, a multi-objective genetic algorithm method, MOGA-II, is employed to find or to 
approximate the set of POSs through an evolutionary optimisation process. In the subsequent stage, a higher-level 
decision-making approach is adopted to rank the POSs from best to worst and to determine the best POS. Main 
assumption of the proposed approach is that posterior evaluation of POSs is performed in a totally deterministic 
decision-making environment where only objective assessments are considered, with a single decision maker. 
3.1. Multi-objective optimisation stage,
For this stage, multi-objective design optimisation software, namely FRONTIER [35], is used. The FRONTIER software 
uses GAs to carry out a multi-objective search. GAs were first pioneered by Holland [21] and since then have been 
widely studied, experimented with and applied in many fields of the engineering world. GAs are evolutionary 
optimisation approaches, which simulate a natural evolution process based on the Darwinian theory, in which the fittest 
species survive and propagate while the less successful ones tend to disappear. They are most appropriate for complex 
non-linear models where the location of the global optimum is a difficult task. GAs also differ from many other 
optimisation methods in the sense that they only use the objective function, not derivatives, to identify possible 
solutions. In this paper, it is assumed that the reader is familiar with the fundamental concepts of GAs. 
The multi-objective search method used in FRONTIER is MOGA-II developed by Poles [36], which is is an improved 
version of MOGA introduced by Poloni [37] bearing in mind that MOGA is not the same as Fonseca and Fleming’s 
MOGA. MOGA-II uses a smart multi-search elitism for robustness and directional crossover for fast convergence. Its 
efficiency is ruled by its operators (classical crossover, directional crossover, mutation and selection) and by the use of 
elitism. 
3.1.1 Encoding
Encoding in MOGA-II is done as in classical genetic algorithms. Each variable is represented as a binary string where 
the length of the string depends on the base (the number of allowed values for the variable). For example, if only integer 
values in the interval [0; 10] are to be allowed (11 possible values), the base is set to 11. Thus the length of the string is 
equal to 4 and the variable can take values from [0000] to [1011]. In order to simulate a continuous variable, the base 
must be set to an appropriate high number.
3.1.2 Elitism
Elitism is very important in multi-objective optimisation because it helps preserving the individuals that are closest to 
the Pareto front and the ones that have the best dispersion. The elitism embedded in MOGA-II reduces to copying the 
solution with the best fitness into the next generation.
3.1.3 Reproduction
8MOGA-II uses four different operators for reproduction (one-point crossover, directional crossover, mutation and 
selection). At each step of the reproduction process, one of the four operators is chosen (with regard to the predefined 
operator probabilities) and applied to the current individual. Algorithm 1 shows the reproduction of MOGA-II in pseudo 
code. 
Algorithm 1: Pseudo code of the reproduction used in MOGA-II
with (individual Indi # generation G) do
choose reproduction operator
if (operator is one-point crossover) then
j ) TournamentSelection, where j * i
NewIndi ) OnePointCrossover (Indi, Indj )
else if (operator is directional crossover) then
j ) RandomWalk (i)
k ) RandomWalk (i), where k * j * i
NewIndi ) DirectionalCrossover (Indi, Indj , Indk)
else if (operator is mutation) then
NewIndi ) Mutation(Indi)
else if (operator is selection) then
NewIndi ) Indi
end if
end with
3.1.3.1 One-Point Crossover. One-point crossover is the most classical operator for reproduction. Two parents are 
chosen and some portion of the genetic material (the design variables) is exchanged between the parent variables vectors 
(see Figure 3). The point of the crossing site is randomly chosen and the binary strings are cut at that point. The two 
headpieces are then swapped and rejoined with the two tail pieces. From the resulting individuals, usually called 
children, one is randomly selected to be the new individual. In MOGA-II, one-point crossover starts by taking the 
current individual Indi as the first parent. The second parent Indj is chosen by means of a multi-objective tournament 
selection on a randomly selected population subset: this operator returns the first non-dominated solution in the subset.
3.1.3.2 Directional Crossover. Directional crossover is slightly different and assumes that a direction of improvement 
can be detected comparing the fitness values of two reference individuals. A novel operator called evolutionary direction 
crossover was introduced and it was shown that even in the case of a complex multi-modal function this operator 
outperforms classical crossover.
The direction of improvement is evaluated by comparing the fitness of the individual Indi from generation t with the 
fitness of its parents belonging to generation t -1. The new individual is then created by moving in a randomly weighted 
direction that lies within the ones individuated by the given individual and his parents (see Figure 4). A similar concept 
can be however applied on the basis of directions not necessarily linked to the evolution but detected by selecting two 
other individuals Indj and Indk in the same generation (as shown in Algorithm 1).
The selection of individuals Indj and Indk can be done using any available selection schema. In MOGA-II local 
tournament with random steps in a toroidal grid is used. First of all, the individual subject to reproduction is chosen as 
the starting point. Other individuals met in a random walk of assigned number of steps from that starting point are then 
9marked as possible candidates for the first “parent” Indj . The list of all possible candidates for the second “parent”Indk is 
selected in the same way in a successive (and generally different) random walk from the same starting point. When the 
set of candidates is generated, the candidate with the best fitness is chosen.
The number of steps N in the random walk remains fixed during the entire optimisation run and is proportional to the 
population size. Algorithm 2 shows the random walk with individual Indi chosen as a starting point. The function rand() 
generates values in the interval [0; 1) with a uniform distribution. Directional crossover has demonstrated to help the 
algorithm convergence for a wide range of numerical problems. 
Algorithm 2: Random walk from the i-th individual
Input: index i of the starting individual
S )+
m ) ,(popSize)^0.5-;
for all (N steps) do
k ) ,4 . rand() + 1-
if (k = = 1) then
i ) i + 1
end if
if (k = = 2) then
i ) i - 1
end if
if (k = = 3) then
i ) i - m
end if
if (k = = 4) then
i ) i + m
end if
if (i < 1) then
i ) i + popSize
end if
if (i > popSize) then
i ) i - popSize
end if
S ) S . Indi
end for
Output: j such that f (Indj) = minInd#S f(Ind)
3.1.3.3 Mutation. Mutation is an operator that ensures diversity from one generation to the next and it guarantees the 
algorithm robustness. In MOGA-II it is possible to define the value of the so-called DNA String Mutation Ratio. This 
value gives the percentage of the binary string that is perturbed by the mutation operator (see Figure 5).
3.2. Higher-level decision-making stage,
In this stage, any classical MADM method can be utilised to determine the ranking order of the POSs. The TOPSIS 
(Technique for Order Preference by Similarity to Ideal Solution) method developed by Hwang and Yoon [38], which 
gives cardinal order of the alternatives, is chosen because it is unique in the way it approaches the problem and is 
intuitively appealing and easy to understand. Its fundamental premise is that the best alternative should have the shortest 
Euclidean distance from the positive-ideal solution and the farthest distance from the negative-ideal solution.
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TOPSIS is quite effective in identifying the best alternative quickly. The underlying logic premise of the TOPSIS 
method is that an alternative, which is more like an ideal alternative (the best that could be imagined) and more unlike a 
negative-ideal alternative (the worst that could be imagined) should be preferred. In the TOPSIS method, the ideal 
alternative is constructed out of exclusively the best attribute values attainable and therefore it is usually an invented 
alternative. The negative-ideal alternative is also usually an invented alternative that is constructed out of exclusively the 
worst attribute values attainable. The relative closeness (similarity) of each alternative to the ideal alternative is rated on 
the basis of its distances from both the ideal and the negative- ideal alternatives simultaneously. Finally, the preference 
order of the alternatives is obtained by their rank on a descending order of those ratings. The computational procedure of 
the TOPSIS method is quite straightforward.
According to TOPSIS, the following steps are to be performed:
a) Calculate Normalised Ratings. This step tries to transform various attribute dimensions into the non-dimensional 
attribute, which allows comparison across the attributes. The vector normalisation technique is used for computing the 
element (rji) of the normalised decision matrix, which is given as
(
'
'
N
1j
2
ji
ji
ji
x
x
r
, j = 1, 2, … , N ; i = 1, 2, … , K. (1)
Where xji is the value of alternative j with respect to attribute i. The MADM methods use different kinds of 
normalisation to eliminate the units of performance ratings. The TOPSIS method uses vector normalization, and the 
normalized value can be different for different evaluation units of a particular attribute.
b) Calculate Weighted Normalised Ratings. A set of attribute weights assessed from the decision maker is 
accommodated to the normalised decision matrix in this step. The weighted normalised decision matrix can be 
calculated by multiplying each row of the normalised decision matrix with its associated attribute weight wi. An element 
of the weighted normalised decision matrix is calculated as
jiiji rwv ' , j = 1, 2, … , N ; i = 1, 2, … , K (2)
Where wi is the weight of the ith attribute.
There are many techniques to elicit attribute weights, such as the weighted evaluation technique (WET), the eigenvector 
method, the entropy method, and so forth. In the proposed method, WET is used for finding the attribute weights. 
According to WET, the moderator begins by rank ordering attributes and attribute relative importances are assigned on a 
0 to 100 scale as shown in Table 1. It should be noted that the numerical assignment given in Table 1 is arbitrary. The 
attribute perceived as most important is assigned a weight of 100; all other attribute relative importances are assigned 
relative to that.
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The final step of the weighting procedure is to normalise the relative importances, {r1, r2, … , rK}, to obtain the weights 
{w1, w2, … , wK}. The standard normalisation is
(
'
'
K
1i
i
i
i
r
r
w , i = 1, 2, …, K, (3)
Where 0$ wi $ 1 and 1w
K
1i
i '(
'
.
c) Identify Positive-Ideal Solutions (PISs) and Negative-Ideal Solutions (NISs). Let the PIS, A+, and the NIS, A-, be 
defined in terms of the weighted normalised values:
A+ = {v1
+, v2
+, … , vi
+, … , vK
+}, where
vi
+ = / 02ji
j
1ji
j
Ji,vmin;Ji,vmax ## (4)
A- = {v1
-, v2
-, … , vi
-, … , vK
-}, where
vi
- = / 02ji
j
1ji
j
Ji,vmax;Ji,vmin ## (5)
Where J1 is the set of benefit attributes and J2 is the set of cost attributes.
d) Calculate Separation Measures. Separation (distance) between alternatives can be measured by the n-dimensional 
Euclidean distance. Separation of each alternative from the PIS is then given by
(
'
11 2'
K
i
ijij vvS
1
2)( j = 1, 2, … , N (6)
Similarly, separation from the NIS is then given by
(
'
22 2'
K
1i
2
ijij )vv(S j = 1, 2, … , N (7)
e) Calculate Similarities to PIS. Relative closeness (or similarity) of Aj with respect to A
+ is defined as
21
2
1
1
'
jj
j
j
SS
S
C , 0 < Cj
+ < 1; j = 1, 2, … , N (8)
When Cj
+ is close to 1, the alternative is regarded as ideal; and when Cj
+ is close to 0, the alternative is regarded as non-
ideal.
f) Rank Preference Order. Choose an alternative with the maximum Cj
+ or rank alternatives according to Cj
+ in 
descending order. It is clear that an alternative Aj is closer to A
+ than to A- as Cj
+ approaches 1.
The following steps required by the proposed approach are given to facilitate the presentation of the case study in 
Section 4.
Step 1. Establish MOCO model with its parameters and constraints,
Step 2. Employ MOGA-II to generate the feasible design space in multi-objective optimisation environment,
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Step 3. Carry out design filtering and select POSs using the conditions for domination given in Section 2,
Step 4. Identify the selection attributes with types (cost or benefit) of them and list all possible POSs.
Step 5. Assign the relative importance of attributes, and then calculate the weights of them by using equation (3).
Step 6. Construct the normalised ratings, and weighted normalised ratings of the decision matrix by using equations (1) 
and (2).
Step 7. Calculate PISs and NISs, separation measures, and similarities of each POS by using equations (4), (5), (6), (7), 
and (8).
Step 8. Order or rank the POSs according to the Overall POS Ranking (OPR) values (or Cj
+ values) and select the POS 
with the maximum OPR value as the best POS.
4. An illustrative application
The subdivision arrangement of a Ro-Ro vessel, which is one of the MOCO problems in ship design, is chosen to 
demonstrate feasibility of the proposed approach. A version of this example, which is in a fuzzy multiple attributive 
group decision-making environment, is given in [17]. 
The main objectives of this application is to maximise the survivability index (HS value) and damaged stability 
performance (KG limiting value) as well as to improve the cargo capacity with respect to a set of structural and 
regulatory constraints. In this respect, car-deck height, lower-hold height, side-casing width, and layout of the watertight 
subdivision (or location of transversal watertight bulkheads) are chosen as optimisation parameters. The objectives and 
these optimisation variables, which are all discrete type with the exception of car-deck height, are given in Table 2. The 
main assumption of this application is that car-deck height is considered as a discrete variable since there is no point for 
marginal increase like 10mm in car-deck height in terms of predefined geometrical discrete framework and production 
considerations. There are 16 variables in which 14 of them can take 5 values, 1 of them can take 4 values and 1 of them 
can take 2 values. Running all possible 48.828.125.000 (=5^14*4*2) combinations to select the best amongst them is a 
computationally expensive process that will take 418.000 years because each survivability index calculation is 
performed in 4.5 minutes. Therefore the set of feasible solutions cannot be enumerated one by one, as it would take 
hundreds of decades running time. 
4.1. Multi-objective optimisation stage calculations (Steps 1, 2, and 3)
All computational experiments were performed on a 1.4GHz Pentium IV processor with 250 Mbytes of RAM memory. 
The MOGA-II algorithm was implemented in mode FRONTIER 3.1.0 software environment and a parametric Ro-Ro 
vessel definition was created in Naval Architectural Software - NAPA [39] so that the vessel can be modified for each 
design experiment with respect to each optimisation parameter.
Since the problem has three objectives to maximise, a multi-objective optimiser was selected with 50 generations. 
Directional crossover probability was 0.5, selection probability was 0.05, and mutation probability was 0.1 for the last 
13
run, which took approximately 1 week. At the end of this run, 1942 different designs were obtained in solution space 
with 1071 of them being feasible designs, which comply with optimisation constraints. Firstly, 1071 feasible designs 
were filtered in design space to obtain only designs that belong to a pareto-optimal set and this filtering marked six 
POSs. Solution space with three objectives and evolution of these objectives are shown in Figure 6. 
4.2. Higher-level decision-making stage calculations (Steps 4, 5, 6, 7 and 8)
The main aim of this stage is to rank six POSs and to select the best design based on the preferences. To achieve this, 
attributes of the problem are articulated and then TOPSIS method is employed to find the ranking of the POSs. The 
selection decision is made on the basis of three objective attributes, which are all benefit type of attributes. These 
attributes are the following: A1: Cargo capacity, A2: HS value, A3: KG limiting value. 
TOPSIS procedure is applied to the six POSs to obtain their ranking orders. First, the performance ratings are 
normalised. Then the attributes’ relative importances are directly assigned by the moderator on the basis of the scale 
defined by Table 1. These are 100 (the most important), 50 and 75 for A1, A2 and A3 correspondingly. The attributes’ 
properties and weights are shown in Table 3. Weighted normalised ratings of each attribute are calculated by multiplying 
each attribute with its associated weight: (w1, w2, w3) = (0.44, 0.22, 0.33). Table 4 shows the normalised and weighted 
normalised values of each attribute.
The PIS is determined by taking the largest element for each benefit attribute and the smallest element for each cost 
attribute. The NIS is just the opposite formation of the PIS. PISs and NISs are also indicated as superscripts in Table 4. 
Table 4 also shows the values of separation measures and relative closeness to the PIS. Finally, POSs are ranked on the 
basis of OPR values. According to the descending order of OPR, the preference order is POS6 > POS5 > POS3 > POS4 >
POS1 > POS2, where the sixth POS is the leader and POS5 and POS3 are ranked second and third. 
Properties and performance ratings of the original design and the best design are given in Table 5. It can be concluded 
that there is a considerable improvement in terms of performance attributes, particularly in cargo capacity with 75% 
improvement. According to the latest configuration of the subdivision layout, Ro-Ro vessel has the ability to carry more 
cargo, which will allow approximately 300 more cars to be carried in the lower-hold. 
It is obvious that TOPSIS methodology is sensitive to the weighting vector of the evaluation attributes. Therefore, 
sensitivity analysis is performed to see the effect of weighting changes on the OPR indexes. For this analysis, relative 
importance intervals of the attributes are chosen as, rl1 = 100, 40 $ rl2 $ 60, 65 $ rl3 $ 85. According to the sensitivity 
analysis performed, this case is not very sensitive for the weighting vector as shown in Figure 7. 
5. Concluding remarks
This paper presents a global view for the MOCO problems in ship design and shipping where main focus is given to 
evolutionary computation, particularly GAs, and posterior evaluation of POSs. A two-stage hybrid approach is proposed 
for an extremely hard MOCO problem in ship design, subdivision arrangement of a Ro-Ro vessel. A multi-objective 
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genetic algorithm technique – MOGA-II is employed in the first stage that enables the combinatorial tree to be explored
in an intelligent way, resulting in better solutions for the MOCO problem in a reasonable processing time. In the second 
stage, a classical MADM technique - TOPSIS is used to determine the ranking order of the POSs. Although the 
application was explained through a real case study from ship design, it can be applied universally across various 
MOCO problems encountered in ship design and shipping from subdivision arrangement to ship routing and scheduling. 
Further work is necessary in order to understand better the potentials and limitations of MOCO problems using other 
multi-objective metaheuristics techniques like tabu search or ant colony optimisation. 
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Figure 1 Pareto-optimal solutions and higher-level decision-making
Figure 2 Global view for MOCO problems in ship design and shipping
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Figure 3. One-point crossover
Figure 4. Directional crossover between individuals Indi, Indj and Indk
Figure 5. Mutation example with DNA string mutation ratio set to 40%
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Figure 6 Multi-objective space and evolution of the objectives
Figure 7 Sensitivity analysis for the third attribute
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Table 1 Assignment of relative importance for a 100-point scale
Attribute evaluation Relative importance
The least important 0
Unimportant 25
Average importance 50
Important 75
The most important 100
Table 2. Optimisation variables and objectives
Bounds
No Variables Lower Upper Increment Combin.
1 Car deck height 9.6m 9.9m 0.1m 4
2 Side-casing width 0m (No side-
casing)
2m 0.5m 5
3 Lower-hold height (from car deck) 2.6m 5.2m 2.6m 2
4 Transverse Bulkhead 02 25 29 1 5
5 Transverse Bulkhead 03 37 41 1 5
6 Transverse Bulkhead 04 49 53 1 5
7 Transverse Bulkhead 05 61 65 1 5
8 Transverse Bulkhead 06 79 83 1 5
9 Transverse Bulkhead 07 97 101 1 5
10 Transverse Bulkhead 08 115 119 1 5
11 Transverse Bulkhead 09 127 131 1 5
12 Transverse Bulkhead 10 139 143 1 5
13 Transverse Bulkhead 11 151 155 1 5
14 Transverse Bulkhead 12 163 167 1 5
15 Transverse Bulkhead 13 175 179 1 5
16 Transverse Bulkhead 14 187 191 1 5
Bounds for transverse bulkheads are given in frame numbers
No Objectives Type Description
1 Survivability index (HS value) Maximisation for the worst two compartment damage case
2 KG limiting value Maximisation for the worst two compartment damage case
3 Cargo capacity value Maximisation expressed in car lanes
Table 3 Properties and weights of attributes
Attributes
Type of 
assessment
Type of attribute
Relative 
Importance
w
A1 (the most important) Crisp Benefit Objective 100 0.44
A2 (the least important) Crisp Benefit Objective 50 0.22
A3 (the moderate important) Crisp Benefit Objective 75 0.33
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Table 5 Properties and performance ratings of the original and best designs
No Optimisation Variables Original Design Best Design
1 Car deck height 9.7m 9.8 m
2 Side-casing width No side-casing 1 m
3 Lower-hold height (from car deck) 2.6m 5.2 m
Watertight Transverse Bulkheads In frame 
numbers
4 Transverse bulkhead 02 27 26
5 Transverse bulkhead 03 39 41
6 Transverse bulkhead 04 51 52
7 Transverse bulkhead 05 63 65
8 Transverse bulkhead 06 81 83
9 Transverse bulkhead 07 99 97
10 Transverse bulkhead 08 117 115
11 Transverse bulkhead 09 129 128
12 Transverse bulkhead 10 141 140
13 Transverse bulkhead 11 153 151
14 Transverse bulkhead 12 165 164
15 Transverse bulkhead 13 177 178
16 Transverse bulkhead 14 189 190
Performance ratings of designs Improvement
1 Cargo capacity (in car lanes) 8 14 % 75
2 Survivability Index (HS value) 4.641 m 5.42632 m % 17
3 KG limiting value 13.845 m 13.9482 m % 0.7
