Abstract-Complex Partial Correlation (CPAR-COR) features, derived from an autoregressive model, are known to provide exceptional Position, Scale, and Rotation Invariant (PSRI) properties for planar two dimensional (2-D) object recognition. Although autoregressive models have been successfully applied to numerous spatio-temporal recognition tasks, the effects of out-of-plane image rotations and known levels of occlusion have not been considered. This study investigates applications of the CPARCOR model to a five class problem of nonplanar 2-D views of 3-D objects. Recognition (based on CPARCOR features) ofboth single and multiple frames of imagery is performed using the holdone-out error estimation method on a l-Nearest Neighbor classifier. Direct comparisons to recognition based on low frequency Fourier Magnitude features are made. Additionally, the effects of known levels of occlusion on the classification rate was examined using occluded nonplanar views and a template classifier. Results indicate that the CPARCOR model parameters provide useful shape-features for recognition of out-of-plane rotations. Displayingexceptional PSRI properties, the features are shown capable of classification by simple nonadaptive recognition schemes. The advantage of classification by a multiple-look technique over the traditional singlelook method is clearly demonstrated. Feature space crowding is noted as the cause of unusual recognition rates for occluded-view tests. Although general trends are noted, optimal model order and selection of CPAR-COR versus Fourier features are considered application dependent.
I. INTRODUCTION
The ability to accurately classify objects in a scene is of great importance with both military and civilian application [I] . The majority of automatic target recognition systems currently undergoing research are based on performing a given processing technique on a singEe frame of sensor (visual or infrared) imagery. Determination of desired information (such as target classification) is made, and then a new frame of imagery is analyzed and the process repeated [2] . Most current methods do not account for information contained in the spatio-temporal changes an object's features undergo as the object moves relative to an observer (or vice versa). Available from multiple frames of imagery, this information may be a useful aid in the interpretation of a target's motion and recognition [3] [4].
Related to the salient features used by humans for scene analysis, classification by features based on the boundaries (or edges) of shapes has shown promising results[51. Although a variety of shape descriptors exist, three general categories include: scalar transform, space domain, and curve fitting techniques [l] . Considered a method of scalar transform, the autoregressive (AR) model is noted to provide exceptional Position, Scale, and Rotation In- [l] . Additionally, He and Kundu present a method of temporal sequence classification of simple, rotated, and occluded 2-D planar images using a Hidden Markov Model (HMMN71.
By including nonplanar views, this study expands application of the autoregressive model, CPARCOR, to recognition of 3-D objects from 2-D imagery. Recognition based on CPARCOR features is evaluated using a single-look and a multiple-look l-Nearest-Neighbor (1-NN) classifier. Results indicate that classification based on multiple-frame techniques yield superior results compared to single-frame methods. A direct comparison to recognition by Fourier features is shown. Results of partially occluded image testing, conducted with a template classifier, are also presented.
The remaining sections of this paper are organized as follows: Section I1 highlights development of the CPAR-COR model as originally presented by Sekita and others [8] .
Section 111 details the data processing required for testimage compatibility with the CPARCOR algorithm. Section IV provides a discussion of the methodology goveming tests using the single and multiple-look l- [8], few are able to match the PSRI properties of the CPARCOR features. An extension of the real PAR-COR coefficients (used in speech signal processing), the CPARCOR features are calculated from sampled boundaries of complicated, non-convex 2-D objects. Recognition can then be accomplished using a Euclidean metric to measure distance between the coefficients.
In general, an autoregressive model of order m (a positive integer) is defined as a parameVic technique that expresses data samples from an ordered set as a linear combination of the preceding m samples from the set plus an error term (white noise). For object recognition, model parameters are estimated from a set of the object's boundary samples. Functions of the model parameters can be made invariant to an object's position, scale, and rotation by applying appropriate boundary sampling techniques [6] [8]. Although a variety of methods (equal angle, equal curve length, etc.) exists, Figure 1 shows the boundary representation used by Sekita and others for the CARICPARCOR model on arepresentative nonconvex 2-D region [8] . In this case, each boundary point is represented by a complex number of the form z , = zj +iyj . A finite sequence of complex numbers, { zj I j = 1 , 2 , . . . , J}, is obtained. From this sequence, a complex autoregressive (CAR) model of order m is defined by a linear combination of the 1x1 preceding boundary points as shown below.
1:=1
where 2 is the set of integers, {ak};=l are the CAR coefficients, and E , represents an error term. Based on this model, both CAR and CPARCOR Coefficients for a model oE order m are generated by recursively applying the following three equations: It should be noted that Equation 3 was published incorrectly in the original article by Sekita and others [8] , with the correct version shown here. Although the CPARCOR algorithm generates both coefficient types, the CAR coefficients tend to display considerably lower recognition rates when compared to the CPARCOR coefficients [8] . Thus, only the CPARCOR coefficients will be considered further.
m. DATA PROCESSING

A. Generation of Test Itnages
In this study, 3-D objects are recognized from their 2-D image representations. For this effort, views (128 x 128 pixels) were generated for five different classes which are shown in Figure 2 .
Image views were generated every five degrees in both azimuth (from 0' to 180') and elevation (from 0' to go'), while various subsets of the total image set were used for actual test applikations. For this study, all views will be referenced by the following format: CLASSAzimuth-Elevation.
For example,, the front view of an M60 Tank would be labeled as M6O-0-0. Similarly, the right side of an M35 Truck would be labeled as M35-90-0.
B. hnage Processing
Image compatibility with b e CPARCOR algorithm requires several preliminary proccssing routines. A detailed A typical binary image is shown in Figure 3 (a). The image's boundary must be traced and sampled before the CPARCOR algorithmcan be applied. To create the smooth, unbroken boundary required for tracing, an edge detection mask is applied to the image prior to boundary tracing. Enhancing both horizontal and vertical lines [ll] , the effects of the edge detection mask are shown in Figure 3 (b) . Sampling is performed on on the object's boundary using a simple boundary detect and trace routine that is based loosely on the T ' r f l e algorithm [6] . The boundary follower first detects and then follows the image's boundary in a clockwise direction. 
IV. CLASSIFIER APPLICATION
Fundamental to this study was that classification attempts were based on nonplanar views. Previous research efforts simply rotated the same image in-plane for classification testing [ 1] [6] [7] [8]. For this research, however, views for each of the five classes were generated in five degree increments from 0' to 180' in azimuth and 0' to 90' in elevation. In addition, it is interesting to note that previous research always combined all levels of occlusion together for test purposes. This study was one of the first to display the effect of individually known levels of occlusion for images defined by CPARCOR features.
This section provides a discussion of the tests conducted to evaluate recognition performance based on CPARCOR features. Using test sets of nonplanar 2-D images (of 3-D objects), two methods of classification were applied. The first involved the use of two 1-Nearest-Neighbor (1-NN) techniques. Recognition of both single and multiple frames of imagery was performed using the hold-one-out error estimation method and SinglelMultiple-Look 1-NN classifiers [2] . A direct comparison with recognition by low frequency Fourier Magnitude features was also made. The second method involved application of a Template Matching algorithm for object classification[ 101. Based on a Euclidean distance metric, the Template Matching algorithm was used to examine the impact of partially occluded views on single-frame recognition performance. Known levels of occlusions were used to examine the relationship to corresponding recognition rates.
A. I -Nearest-Neighbor Techniques
The nearest-neighbor rule is a sub-optimal technique that will typically lead to an error greater than the Bayes rate, the minimum possible. Two versions of a 1-NN technipue were used for recognition of both single-frame and multiple-frame sequences of imagery. The tests were used to compare the effects of Single-Look versus Multiple-Look recognition on unnormalized CPARCOR feature vectors for a five class problem. For each class, 50 randomly generated image sequences of lengths 14, 16, 18. and 20 frames each (200 total sequences) were created. For an object-view area of 0' to 180' azimuth and 0' to 75' elevation, sequential frames were allowed to differ (or remain the same) by 5' in azimuth or elevation. In this manner, 3400 individual image frames were created for each of the five classes (17,OOO total frames). An unnormalized, tenth order CPARCOR model was transformed (real and itnaginaly parts separated) into a twenty dimensional feature vector to represent each image.
For the Single-Look I-NN test, the hold-one-out method was used to sequentially hold out a single frame of imagery for comparison with the remaining 16,999 frames. The hold-one-out method provides an upper bound to the Bayes error rate, yielding a worst-case estimate of the error when generalizing on unseen data11 21. Classification was then based on the class containing the single best matched frame to the one withheld. Although following the same initial procedures, classification for the Multiple-Look I -NN was based on the class containing the majority of best matched frames per sequence. The results of these tests, along with a direct comparison with recognition by Fourier features, are discussed in Section 5.
B. Template Matching Algorithtn
The Tetnplate Matching algorithm was used to perform recognition tests using partially occluded views of the five classes shown in Figure 2 . This section provides a detailed explanation of the template matching algorithm, while the subsection to follow presents the methodology behind occluded view testing.
Template matching is a simple, but effective method of pattem recognition where an input of unknown-class is compared to a set of known-class prototypes[l3]. Recognition is determined by establishing the template's class containing the closest match to the unknown input. Of the various means available to establish the matching criteria, this study will use the minimum Euclidean distance, or more specifically: Figure 4 . Note that the CPAR-COR feature vectors, not the images, are stored in the actual templates.
Figure 4: Basic template format (2 x 2 matrix) using r e p resentative test images (M60 Tank).
B. I . Occluded \few Tests
One of the more difficult problems associated with image recognition is the classification of partially occluded object views [6] . Divided in three parts, this section will explain the partial occlusion tests conducted with the template algorithm. Initially a test is performed to verify previously reported experimental results [61[8] . Next, an examination of actual CPARCOR feature vectors subject to various levels of occlusion is shown. Finally. the methodology and assumptions used specifically for the occlusion tests are explained.
Before examining the effects of known levels of partial occlusion, test results rc:portedbyothers [6] [8] were verified using a test set of partially occluded versions of the following M60 Tank views: M60-0-0, M60-0-0(new), M60-0-90, M60-0-90(new), and M60-90-0. Each view was occluded 5, 10, and 20% for a total test set of 15 occluded views.
Two occluded versions of the M60's front and right side views (indicated by 'new') were included in order to test the effect moving an txclusion to a new location on the same view. Using a template set of 2 x 2 matrices (one per class), the test set of occluded M60 views was applied to both a three (M60, BTR, M35) and a five class problem. Figure 5 (a) , results of the three class comparison readily verify the high recognition rates reported by previous efforts. The significant drop in recognition for the five class case was due to confusion caused by the addition of two more tracked vehicles (M2, T62). To verify this, . Given that the same line is defined for both cases, the drop in recognition for Figure 5 (a) was clearly caused by confusion related to the two additional classes of similar tracked vehicles. Previous efforts performed tests on less similar classes [61[8] .
Shown in
A plot of unnormalized feature vectors for two M60 views was made in order to examine the CPARCOR coefficients subject to various levels (0, 5, 10, and 20%) of occlusion. As shown in Figure 6 (a), similar feature vectors are indeed generated for occlusions of the same view. To further illustrate this point, a plot of the overall mean for each set of vectors was made. As shown in Figure 6 (b) , the two views are clearly separable.
Based on this information, the impact of partial occlusion on the corresponding recognition rate was examined by using known levels of occlusion. Separated into three distinct categories (5, 10. and 20% ), 60 occluded images IFV from the set listed in Table 1 . The two classes of tracked vehicles were chosen in order to test the robustness of recognition on occluded, but similar objects. Occlusions were 'hand-made' by removing a number of image pixels (from the 128 x 128 array) corresponding to the desired level of occlusion. A subset of occluded M60 views is shown in Figure 7 . Table 3 . Results are notably higher, with an average recognition rate of 99.8%.
V. EXPERIMENTAL RENJLTS
A. I -NN Test Results
Results of the Multiple-Look 1-NN tests using CPAR-COR coefficients, shown in Table 4 
I
Results for both three and five class tests using the occluded M60 and h12 view data set are shown in Figure 8 .
The similarity between recognition rates for three and five class comparisons was due to the use of the similar three class case of trucked vehicles. It is noted that recognition performance did not increase in a consistent manner with model order, and recognition rates were rather constant no matter what level of occlusion was applied. In spite of this, however, the consistently high recognition rates noted for all tests demonstrated that CPARCOR features were capable of reasonably accurate characterization of occluded views.
In an attempt to determine why the CPARCOR features provided such unexpected results, the mean and standard deviation of the feature for the five class cPAR- Table 2 : Single-Look test results for CPARCOR features.
COR data set were examined. Shown in Figure 9 , the plots were created by separating tenth order complex coefficients into both real and irnaginary parts. In Figure 9 (a), little spatial separation is seen to exist between each of the five classes. Also, Figure 9 (b) illustrates that only a slight amount of variation exists between each class (note axis scale). Extremely close to unity for all five classes, first order coefficients displayed very little separation. Hence, the variance was shown close tozero at indices of one (real part) and eleven (imaginary part). In general, an overcrowding of the feature space had occurred in which feature vectors were largely overlapping one another. Keep in mind that classification was being performed using a Euclidean distance metric. As such, recognition was based on the closest overall match within the template, not necessarily the closest matching view of similar azimuth and elevation. Thus, it was quite possible that an M60 view occluded 20% could be a better match for a view orientation in the M60 class than the same view occluded only 5% 
