





Sequential Probability Ratio Test （以下 SPRTと書く〉について論ずる。第
三節では WaldSPRTの問題点及びその後の発展を，そして第四節で最近の
話題を紹介する。
§ 1 序節。 簡単の為本稿では以下の問題を考察する。（fl,!T）を可測空間，
(!Tn, n二三1）を単調増加な F の部分 σー 加法族の列， Poを＆ダの上で定義
されたノミラメタ－ (jに依存する確率測度とする。 X1,X2……を Poのもとで
独立で平均 O，分散1の正規分布， N(O,1），にしたがう確率変数の列として
以下品＝X，十…＋xn,n二三1,s。＝Oと書く。この時統計的仮説検定問題









































法への動機ずけである。詳しくは， Armitage(1975), Wald (1947), Wallis 
(1980）等を参照されたい。
§ 2 Wald SPRT. 本節では Wald(1947）により提唱，発展された SPRT
について出来うる限り直観的に述べてゆく。前節と同様X1,X2，…は N(e,1)
よりの i.i.d. r. V. として単純ゼロ仮説対単純対立仮説の検定問題を考える。
(4) H。： θ＝θ0 vs. H1 ：θ＝fJ, (Jo千θl
ここで例えばYi=Xiー すco。十（｝1）とおくことにより，一般性を失うことなく，
Oi=-0。＞Oと仮定できる。さて H。が正しい時， Snの値は平均的に （｝0nに
近い負の値をとるであろう。したがって aくOくbをある定数として停止時間
tを







(B) 与えられた第一種は二種の過誤確率の上限的及び αlを実現する a,
bの選択が可能か否か，叉もしも可能であればその決定方法。





定理1. （大数の強法則〉 y, Y2，…を平均 μ の i.i.d.r.v., Sn=Y1十…十
九， n二三1とする。この時
(6) n-'Sn → μ (a.e). as n→∞。
定理2. (Fundamental Identity of Sequential Analysis) tを任意の CYn)
停止時間， ft={AE...r:[t＝吋円A巴刀， Vn=l,2…｝， Q, pをF の上
で定義された確率測度で QCn), pen） はそれぞれの :Jnへの制限。さらにすべ




(7) = 2J f { dQCn) / dPCn) }dP 
n=lJ A[t=n〕
= I L. dP~ 
J A[t<ooJ 
定理3.(Wald Equation) Y1,Y2，…を平均 μ（有限〉な i.i.d. r.v, Sn= 
Y1十…＋Ynn二三l,s。＝Oとする。 tを任意の CY'n）－停止時間で E{t｝が有
限であるとする。この時 C.9':＝σ（y,,"',Yn) n=l, 2…〉
(8) E{St} =E{t} ・E{y，｝。
定理1の証明及び意味は．至る所で論じられているのでここではふれない。
定理2は L舟が Pのもとで Martingaleである事をもちい簡単に証明できる


















なる事を証明した（Feller,1971, p. 601）。従って任意の α＞Oに対し Eei{tα｝
く∞，である。
(B) 定理2で Q=Pe0, P=Pe1とし， さらに A={St二三b｝とおく。（A）より，
Pei{tくoo}=li=O, 1，叉 Ln=exp{-201Sn｝故に






又は b=C2fJ1)-1 log ｛α／（1ー α）｝＝－a
なる関係を得る。
(C) 定理3と近似式
Eei{St｝主b{Pei{St二三b}-Pei{St三b}} i=O, l, 
より





Eo;{t｝～ー (logα） /20~ α ↓ 0。
尚同じ P{TYPEI}, P{TYPE JI｝を持つような固定サンフ。ル検定で、必要と
されるサンフ。ル数は一（2log α）／Oiでこれは SPRTのほぼ4倍にあたる。
(D) まず最適性を、与えられた αo，αlに対し P{TYPEI｝豆町， P{TYPE
JI｝三二αlを満たすすべての逐次検定方法の中で Eoi{t｝を最小にするもの’と
定義する。問題は WaldSPRTがこの意味で最適か否かである。歴史的には
Waldによる予想（Wald,1947 p. 197）に始まり Waldand Wolfowitz (1948), 
Arrow, Blackwell and Girshick (1949）等により与えられた証明の誤りを正す
方向で発展してきた。この最適停止問題の理論はChow,Robbins and Siegmund 
(1971）で一応の完結を見るが，その間逐次分析及び Martingaleの発展には
たした役割は大きし、。やや直観的な証明は Lehmann(1959) ch. 3, Ferguson 





















も （）＝0ならば H0:0= -()1 vs H1 : 0＝θlに対する SPRTの停止時間 tは
E0{t｝～（logα）2 / 40i asα→O，を満足，即ち，固定サンフ。ル検定と比べ平均
して （－logα）／8倍ものサンフ。ル数を必要とする。この欠点を軽減するため
Sobel and Wald (1949）は H_1: （）＝ 一 θI• H.。： （）＝0, H1 : （）＝θl なる 3









への拡張等 SPRTには数多くの問題があるO 以下第1節で考えた H。： θ＝O
vs H1 : 0手Oを念頭に置きながら上記問題を考えて行く。この問題に対する
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（閉じた〉逐次検定法としては， Schneidermanand Armitage (1962), Ande-
rson (1960), Cornfield (1966), Robbins (1970）等数多くの研究が知られて
はいるが，ここでは以下の二つの研究を紹介するにとどめる。
CA) Armitageの RepeatedSignificance Test (RST）。 これは第一節で
考えたZ検定をくり返えし行う方法である意、味では一番自然な方法である。具
体的には，今仮りに n-1時点までテストが中止されないものとする。この時







(Robbins, 1952）。以上をふまえ Armitageは次なる検定法を提唱した H。：
θ＝Oを Hi:fJチOに対し検定するのに，ある定数 α＞O,cミ0, N。＞Oに対
し停止時間 tを
(9) t=inf{n二三1: !Sn ！二~-v反ぴ干万｝
で定義する。ここで
。 t~N0 E今 H。を棄却
t>N0 E今 H。を採択
とする。これを Armitageの RSTと呼ぶ（Armitage,1975）。（図3')
CB) Bayes解。 この問題に対する Bayesian接近法は Kieferand Weiss 
(1957）以後いくつか発表されているが， ここでは Schwarz(1962, 1968）に
よる最適 Bayes解のサンプリング領域の極限形状について説明してゆく。さ
て，
(1) A~ ＝S;/(2n), A~ ＝［（na-Sρつ2/(2n)
はそれぞれ
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(12) H，。： θ＝O vs HI ：｜θ｜ミo>O,
を検定する尤度比である。ここで X+=max {0, X｝，。＞Oは与えられた正定
数（区間 c-a, o）は indifferencezoneと呼ばれる（Wald,1947, p. 134）。
Schwarzの結果によれば，（ロ）に対する Bayes解のサンプリング領域は、極限グ
では
(13) max {A~， A;.} 三二 log (1/c) = α 

























A0t>a0 司 H。 を採択








た。 Brown運動による近似を行うためのいくつかの工夫は Schneidermanand 




しかしながら，これらの困難は最近の Woodroofe(1976a, b), Lai and Sie-





















§ 4 Brown運動と BoundaryCrossing問題。 Brown運動がある境界を
超える確率叉は始めて超えるまでの平均時間を求めるのに今まーで Doob(1947) 
を始め， Robbinsand Siegmund (1970, 1973) Daniels (1982）等数多くの方法
が案出されているが，本節では RST及び Schwarz検定との関連において筆
者が興味を持っている Ferebee(1982）の結果について簡単に述べてゆく。
{X(t) ; t二三O｝を X(O)=Oなる driftOの Brown運動とする。ここで
H。； 0ζO vs H1；θ＞O 
を検定するのに停止時聞をある A>Oに対し








このためにまず W(t）を Cto,Y。）， Ctoく0）を出発点とする標準 Brown運





定理4.to豆t三Oなる tに対し M(t)=G(W(t), Vーのとする，この時
{M(t), !Tt, t0~t三三O}
は Peto.Yo） に関して Martingaleとなる。
系ん（x)=E{ (Z+x)n}, ln(x) =E{ (Z十x）”すsgn(Z+x）｝ とする時
{(-t)n/2ん（W(t)/V工t), !Ft, to三t三二O}
及び
{ ( -t)n/2 ln(W(t)/V工t), jムto三二t三二O}
はともに Peto,yo) -Martingaleである。
さて （t,y）を JyJ=lV-=tで定義されるパラボラの内点とし， W(t）＝γな
る条件下で τ＝inf{s?:_t; I W(s) I＝えし／工s｝とする。ては確率1で有界， した
がって OptionalStopping定理及び系より μ＝y/V三｝として
Eet,y){ （ー τ）n}= (-t）切2nCμ)/k2却(A),
Ect,y){(-r)n sgn W（τ）｝＝（－t）匂2n(μ)/l2nCA）。
さて， I1wcτ）＞OJ＝す（1+sgn W(r））より
/ ( k (u) ln(μ) 1 Ect,y){W'¥r )I1wCr)>OJ｝一〈すAn)（ー のn/2j_ _Jl_f:"._ + _ f - l kn（めら（A)J 
を得る。以上 θ＝Oの場合であった。一般の場合は定理2より
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