Introduction
approaches to Neuroscience tend to focus on material and efficient causes. While all four causes 48 may be needed to obtain a complete understanding, considering these four causes can serve to 49 clarify modeling goals and how and why various mathematical models are developed and used. In 50 turn, this can serve to enhance collaborative efforts in Neuroscience. 51 Electrical oscillations are hallmarks of the brain that are linked to normal and pathological 52 functioning (Buzsaki, 2006) . Thus, it is essential to understand the mechanisms underlying their To understand theta generation it is important to distinguish between specific brain structures 67 and excitatory and inhibitory cell interactions within these structures. As discussed by Colgin (2013) , 68 it is traditionally thought that the medial septum (MS) is critical for the generation of theta since 
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) and values to use and whether and how to represent the biological system given that any 78 mathematical model is an approximation of the biology. 79 In this paper, our goal is to develop microcircuit models that we can use to understand how theta Overall strategy 90 Our goal is to develop experimentally motivated microcircuit models of a hippocampal CA1 network 91 to provide insight into the mechanisms underlying theta rhythm generation. Our approach is shown 92 in the schematic of Figure 1 where orange and black arrows refer to links in the present or previous 93 work respectively. 94 We previously developed cellular, mathematical models of excitatory and inhibitory cells based 95 on whole cell patch clamp recordings from the whole hippocampus preparation (Ferguson et 
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In the present work, we combine these excitatory and inhibitory networks and perform a 101 detailed computational analysis of this network. We investigate the dynamic interplay between The three schematic parts (left, right, lower) of Theory, Simulation and Experiment/Mathematical Model Development are bidirectionally linked by arrows. Theory refers to mean field theory that was used to constrain the parameter sets to examine in simulations, using cellular models derived from experiment. Simulation refers to the computation of thousands of network simulations done. Experiment/Mathematical Model Development refers to the cellular, Izhikevich-type models that were developed in the experimental context of the whole hippocampus preparation. In the middle, a schematic of the whole hippocampus preparation with a an added blue square to illustrate the piece of tissue from the CA1 region of the hippocampus that is being modelled. The hippocampus schematic is adapted from Fig.1 It has a fast variable representing the membrane potential, ( ), and a variable for the slow 169 "recovery" current, ( ). We used a slight modification to be able to reproduce the spike width.
170
The model is given by: 
where ( ) is the maximal synaptic conductance of the synapse from a presynaptic neuron to the 
2001)
where ( ) is an independent Gaussian white noise processes of unit standard deviation and zero Random connectivity was used throughout and the probability of connection is given in Table 2   211 where it is fixed for PYR or PV+ cell networks, as estimated in previous work. Network sizes and 212 synaptic time constants are given in Table 2 . Excitatory and inhibitory reversal potentials , A full exploration was done for connectivity between PV+ and PYR cell networks (see Table 2 For each network simulation, we define the population activity as the average membrane potential 241 of all model cells. Then, using the fast Fourier transform (fft), the network frequency ( in ) is 242 defined as the frequency at which there is a spectral peak in the overall population activity. In this 243 analysis, we disregard the initial transient activity (500 ).
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We defined a population burst based on the distribution of spikes of the PYR cell network.
245
To do so, the total number of spikes within a small bin width were summed, where the bin is larger. We note that if the population burst is reasonably robust, then the burst frequency as 259 determined from the fft is essentially the same as the inverse of the burst width.
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We automated the categorization of our network output for the different parameter sets 261 explored. Specifically, non-firing cases were considered when there were < 300 spikes per burst bin.
262
If network burst frequencies were within theta frequency ranges, they were further examined to 263 determine their stability. Bursts were considered to be stable if there were at least two occurrences 264 of two consecutive amplitudes decreasing by more than 79%. For each burst, we determined the 265 burst width, the number of cells that fired in the burst, and the total number of spikes in the burst.
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In this way, we can track these properties not only for the network as a whole, but determine how 267 they change over time. This analysis was based on custom code written in MATLAB. a scaling relationship between cell number, connection probability and from the MFT, we were 295 able to use 10,000, rather than 30,000 PYR cells in our network simulations. EPSCs of approximately 1000 pA, and that we want our PV+ cells to be able to fire coherent bursts, which the excitatory drive comes directly from the 10,000 PYR cell network. This is shown in the biological situation present in the whole hippocampus preparation. 409 We first note that, unlike the deterministic PYR cell network simulations, the patterns are ) and are approximately delineated by the squiggly grey dashed lines. Note that these separations are illustrative, as the exact connectivity boundary value will depend on the other parameters in the models. However, it is clear from the many simulations done and analyzed that one is able to differentiate these regions. Network models characteristics (frequency, and PV+ and PYR cell firings) are given in boxes with orange arrows. Scenario A and B are differentiated by their EPSC/IPSC ratios to PV+ cells, as given in magenta text. In control PYR cell phase-locking (so more tightly lined up with PV+ cells). These differences can be 505 seen by comparing the cases shown in Figure 10 . Excitatory and inhibitory currents for the chosen parameter sets in Table 4 are shown in Table 5 . We then conclude that Scenario B, but not Scenario A, is consistent with the experimental data, and 516 so is the situation that is appropriate for the biological system. That is, one in which post-inhibitory 517 rebound, although required to be present, plays less of a role in theta rhythm generation.
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518
Discussion
519
Summary, theta essense, explanation and predictions 520 We have developed microcircuit models and obtained an explanation for how theta rhythms can be 521 generated in the hippocampus. We used a strategy, as schematized in has a non-zero fluctuating input conductance of 0.6 nS or less, and a zero mean conductance. Our 531 network models are minimal but were able to capture an essence of the experimental data. As 532 such, we consider our models as a foundation on which to build. In another hippocampal modeling study, it was shown that theta rhythms could be generated in where the assumption of weakly coupled oscillators is used to reduce the system to a phase-coupled 650 system that is easier to analyze (Schwemmer and Lewis, 2012).
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4 1500 << 1 700 180 < 1 A = [0.084, 0.2, 3, 8.7, 0.2, 0.5] 4 1600 << 1 550 1300 < 1 A = [0.084, 0.2, 3, 8.7, 0.04, 0.5] 5 1500 << 1 350 550 ≈ 1 B = [0.084, 0.2, 3, 8.7, 0.02, 0.5] 7 730 << 1 300 275 ≈ 1 B = [0.084, 0.2, 3, 8.7, 0.4, 0.3] 4 2500 << 1 650 1950 < 1 A = [0.084, 0.2, 3, 8.7, 0.4, 0.7] 4 1150 << 1 740 1770 < 1 A = [0.014, 0.6, 3, 8.7, 0.02, 0.3] 1 410 << 1 340 200 > 1 B = [0.094, 0.6, 3, 8.7, 0.02, 0.3] 7 430 << 1 220 200 ≈ 1
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Limitations
652
Given our highly simplified and minimal network models we did not expect to find a perfect 653 matching to the experimental data. However, it is important to note that given our minimal models, 654 we were able to examine several thousand parameter sets which in turn enabled us to explore Aristotelian sense, and which could subsequently help in a final cause understanding.
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Overall, our models can serve as a backbone on which other cell types as well as details of 702 particular cell types (biophysical channels, dendrites and spatial considerations), modulatory effects, 703 input from medial septum can be incorporated. However, in doing this, it is important to note that 704 interaction and testing with experiment should be designed accordingly, given the strategy used in 705 developing our models (Figure 1) . 706 
